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INTRODUCTION
Cet expose´ est consacre´ aux valeurs aux entiers s ≥ 2 de la fonction zeˆta
de Riemann, de´finie par ζ(s) =
∑∞
n=1 n
−s. Quand s = 2k est pair, on sait que
ζ(2k)π−2k est un nombre rationnel, lie´ aux nombres de Bernoulli. Comme π
est transcendant (voir l’appendice de [La] pour une preuve), ζ(2k) l’est aussi
pour tout k ≥ 1. La nature arithme´tique des ζ(2k + 1) est beaucoup moins
bien connue. D’un point de vue conjectural, la situation est simple :
Conjecture 0.1 Les nombres π, ζ(3), ζ(5), ζ(7), . . . sont alge´briquement
inde´pendants sur Q.
Cette conjecture est un cas particulier d’une conjecture diophantienne sur
les polyzeˆtas (voir [Wa] ou [Ca2]). Elle implique que les ζ(2k + 1) sont tous
transcendants, donc irrationnels, et line´airement inde´pendants sur Q.
Tre`s peu de re´sultats sont connus en direction de la conjecture 0.1. Le
premier d’entre eux a e´te´ annonce´ par Ape´ry lors des Journe´es Arithme´tiques
de Luminy, en 1978 :
The´ore`me 0.2 ([Ap1]) ζ(3) est irrationnel.
Ape´ry lui-meˆme n’a donne´ lors de son expose´ (voir [Me]), et n’a publie´
[Ap1], qu’une esquisse de sa preuve. Les de´tails (qui sont loin d’eˆtre trivi-
aux) ont e´te´ publie´s par Van Der Poorten [Po1] (voir aussi [Coh1] et [Re1]),
graˆce a` des contributions de Cohen et Zagier. Par la suite, plusieurs autres
de´monstrations du the´ore`me d’Ape´ry sont parues. La premie`re partie de ce
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texte est consacre´e a` une synthe`se des diffe´rents points de vue qu’on peut
adopter pour le de´montrer.
La grande perce´e suivante date de 2000 :
The´ore`me 0.3 ([Ri1], [BR]) Le Q-espace vectoriel engendre´ par 1, ζ(3),
ζ(5), ζ(7), . . . est de dimension infinie.
En conse´quence, il existe une infinite´ de k tels que ζ(2k+1) soit irrationnel.
On peut donner des versions effectives de ce dernier e´nonce´ : Rivoal a
de´montre´ [Ri3] que parmi les neuf nombres ζ(5), ζ(7), . . . , ζ(21), l’un au
moins est irrationnel. Ce re´sultat a e´te´ ame´liore´ par Zudilin :
The´ore`me 0.4 ([Zu1], [Zu4]) L’un au moins des quatre nombres ζ(5), ζ(7),
ζ(9), ζ(11) est irrationnel.
Malgre´ ces de´veloppements re´cents, il n’existe aucun entier s ≥ 5 impair pour
lequel on sache si ζ(s) est rationnel ou non.
Ce texte est divise´ en trois parties. La premie`re est une synthe`se des
me´thodes connues pour de´montrer l’irrationalite´ de ζ(3) ; l’inte´reˆt des diffe´rentes
approches est qu’elles se ge´ne´ralisent plus ou moins facilement a` d’autres
situations. La deuxie`me partie fournit une preuve du the´ore`me 0.3, et de
re´sultats voisins. La troisie`me est consacre´e a` des re´sultats “quantitatifs” :
mesure d’irrationalite´ de ζ(3) et the´ore`me 0.4.
Remerciements : Je remercie toutes les personnes qui m’ont aide´ dans
la pre´paration de ce texte, notamment F. Amoroso, V. Bosser, N. Brise-
barre, P. Cartier, G. Christol, P. Colmez, P. Grinspan, L. Habsieger, M. Hut-
tner, C. Krattenthaler, C. Maclean, F. Martin, Yu. Nesterenko, F. Pellarin,
A. Pulita, E. Royer, M. Waldschmidt, D. Zagier et W. Zudilin. Je remercie
tout particulie`rement T. Rivoal pour les nombreuses discussions tre`s instruc-
tives que nous avons eues.
1 Irrationalite´ de ζ(3)
Toutes les preuves connues de l’irrationalite´ de ζ(3) ont la meˆme structure.
On construit, pour tout n ≥ 0, des nombres rationnels un et vn ayant les
proprie´te´s suivantes :
1. La forme line´aire In = unζ(3)− vn ve´rifie
lim sup
n→∞
|In|1/n ≤ (
√
2− 1)4 = 0, 0294372 . . .
2
2. En notant dn le p.p.c.m. des entiers compris entre 1 et n, les coefficients
un et vn ve´rifient :
un ∈ Z et 2d3nvn ∈ Z.
3. Pour une infinite´ d’entiers n, on a In 6= 0.
La conclusion est alors imme´diate : si ζ(3) e´tait un nombre rationnel p/q,
alors 2qd3nIn serait un entier pour tout n, et tendrait vers ze´ro quand n tend
vers l’infini (car (
√
2 − 1)4e3 < 1, en utilisant [Ing] le the´ore`me des nom-
bres premiers sous la forme limn→∞
log(dn)
n
= 1) : cela contredit la troisie`me
assertion.
Remarque 1.1 Comme (
√
2 − 1)4 · 3, 233 < 1, le the´ore`me des nombres
premiers peut eˆtre remplace´ par l’assertion plus faible dn < 3, 23
n pour n
assez grand, qui se de´montre en utilisant des arguments e´le´mentaires a` la
Tchebychev ([NZM], §8.1 ; [Ing], p. 15).
Dans la suite, on donne plusieurs constructions (§ 1.1 a` 1.10) de un, vn et
In, a` chaque fois note´es ui,n, vi,n et Ii,n (l’indice i ∈ {R,E,R,Σ,C,P,TB,M}
fait re´fe´rence a` la construction utilise´e). En fait, on construit toujours les
meˆmes formes line´aires : a posteriori on s’aperc¸oit que ui,n, vi,n et Ii,n ne
de´pendent pas de i. La preuve de cette inde´pendance est le plus souvent
directe. Parfois, on montre simplement que Ii,n = Ij,n ; les deux autres
e´galite´s en de´coulent en utilisant l’irrationalite´ de ζ(3).
Les premie`res valeurs de un et vn sont :
(un)n≥0 = 1, 5, 73, 1445, 33001, 819005, . . .
(vn)n≥0 = 0, 6,
351
4
,
62531
36
,
11424695
288
, . . .
Cette partie contient l’esquisse de plusieurs preuves de l’irrationalite´ de
ζ(3), notamment celles d’Ape´ry [Ap1] (§1.1 et 1.2), de Beukers [Be1] par
les inte´grales multiples (§1.3) ou [Be6] par les formes modulaires (§1.10), de
Prevost [Pr1] (§1.1 et 1.2), de Nesterenko [Ne2] (§1.4 et 1.5), de Sorokin
[So3] (§1.8), et de nombreuses variantes. Certaines preuves sont obtenues
en montrant que deux constructions diffe´rentes fournissent les meˆmes formes
line´aires, puis en prouvant le point (2) a` l’aide de l’une et les points (1) et (3)
a` l’aide de l’autre (par exemple en montrant que limn→∞ |In|1/n = (
√
2−1)4).
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La plupart des me´thodes connues pour de´montrer des re´sultats d’irrationalite´
sur les valeurs de ζ sont lie´es aux polylogarithmes, de´finis pour tout entier
k ≥ 1 par :
Lik(z) =
∞∑
n=1
zn
nk
,
avec |z| < 1 si k = 1 et |z| ≤ 1 si k ≥ 2. L’ide´e est de construire des formes
line´aires en polylogarithmes, a` coefficients polynomiaux, puis de spe´cialiser
en z = 1. C’est la me´thode employe´e dans les paragraphes 1.3 a` 1.9. Les
formes line´aires en polylogarithmes Ii,n(z) qu’on utilise ne sont pas toujours
les meˆmes, mais elles co¨ıncident en z = 1, pour donner les formes line´aires
d’Ape´ry.
Les polylogarithmes s’inse`rent dans la famille des se´ries hyperge´ome´triques
q+1Fq (avec q ≥ 1), de´finies par :
q+1Fq
(
α0, α1, . . . , αq
β1, . . . , βq
z) = ∞∑
k=0
(α0)k(α1)k · · · (αq)k
k! (β1)k · · · (βq)k z
k ,
ou` le symbole de Pochhammer est (α)k = α(α+ 1) · · · (α+ k − 1). Dans cet
expose´, les αj et les βj seront des entiers, les βj e´tant positifs, et z sera un
nombre complexe avec |z| ≤ 1. On adopte les de´finitions suivantes ([AAR],
§3.3 et 3.4) :
• q+1Fq est dite bien e´quilibre´e si α0 + 1 = α1 + β1 = · · · = αq + βq ;
• q+1Fq est dite tre`s bien e´quilibre´e si elle est bien e´quilibre´e et α1 =
1
2
α0 + 1.
1.1 Re´currence line´aire
De´finition 1.2 Soient (uR,n)n≥0 et (vR,n)n≥0 les suites de´finies par la rela-
tion de re´currence
(n+ 1)3yn+1 − (34n3 + 51n2 + 27n+ 5)yn + n3yn−1 = 0 (1)
et les conditions initiales
uR,0 = 1 , uR,1 = 5 , vR,0 = 0 , vR,1 = 6.
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Une re´currence imme´diate montre que les suites (uR,n) et (vR,n) sont crois-
santes et a` termes rationnels, avec n!3uR,n ∈ Z et n!3vR,n ∈ Z. En fait on
verra qu’on peut remplacer n!3 par d3n.
Les proprie´te´s asymptotiques des suites ve´rifiant la re´currence (1) sont
faciles a` de´terminer (voir par exemple [Gel], Chapitre 5). L’e´quation car-
acte´ristique associe´e est X2−34X+1 ; elle a deux racines simples, (√2+1)4
et (
√
2−1)4. L’espace vectoriel des solutions de (1) est de dimension deux, et
admet une base forme´e de suites (y
(0)
n )n≥0 et (y
(1)
n )n≥0 avec limn→+∞
log |y
(0)
n |
n
=
log((
√
2+1)4) et limn→+∞
log |y
(1)
n |
n
= log((
√
2−1)4). La suite (y(1)n ) est unique-
ment de´termine´e (a` proportionnalite´ pre`s) par son comportement asympto-
tique ; toutes les autres solutions de (1) se comportent comme (y
(0)
n ). Comme
(uR,n) et (vR,n) sont croissantes, on a :
lim
n→∞
u
1/n
R,n = limn→∞
v
1/n
R,n = (
√
2 + 1)4 = 33, 9705627 . . . (2)
Quand on adopte ce point de vue, on a inte´reˆt [Po1] a` conside´rer ∆n =
vR,n vR,n−1
uR,n uR,n−1
pour n ≥ 1. La relation de re´currence montre qu’on a ∆n = 6n3
pour tout n, ce qui signifie
vR,n
uR,n
− vR,n−1
uR,n−1
= 6
n3uR,nuR,n−1
. Donc la suite (
vR,n
uR,n
)
est strictement croissante et tend vers une limite finie ℓ, avec uR,nℓ− vR,n =∑∞
k=n+1
6uR,n
k3uR,kuR,k−1
. Ceci prouve que uR,nℓ− vR,n est une solution de (1) qui
tend vers ze´ro quand n tend vers l’infini : son comportement asymptotique
est ne´cessairement donne´ par
lim
n→+∞
log |uR,nℓ− vR,n|
n
= log((
√
2− 1)4).
Avec cette de´finition de uR,n et vR,n, il n’est pas e´vident de de´montrer que
ℓ = ζ(3), et de borner par d3n les de´nominateurs de uR,n et vR,n. Pour ceci,
une possibilite´ est de faire le lien avec le paragraphe 1.2 : c’est la me´thode
employe´e dans les premie`res preuves de´taille´es de l’irrationalite´ de ζ(3), qui
sont parues peu apre`s l’expose´ d’Ape´ry ([Re1], [Po1], [Coh1]).
Remarque 1.3 Le raisonnement ci-dessus montre que
vR,n
uR,n
est la n-ie`me
somme partielle de la se´rie ζ(3) =
∑∞
k=1
6
k3uR,kuR,k−1
.
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La de´finition 1.2 s’interpre`te en termes de fractions continues ge´ne´ralise´es.
En effet, conside´rons la re´currence line´aire
Yn+1 − (34n3 + 51n2 + 27n+ 5)Yn + n6Yn−1 = 0. (3)
On passe d’une solution de (1) a` une solution de (3), et re´ciproquement, en
posant Yn = n!
3yn. Si UR,n et VR,n sont ainsi associe´es a` uR,n et vR,n, alors
VR,n
UR,n
=
vR,n
uR,n
est la n-ie`me re´duite de la fraction continue ge´ne´ralise´e
ζ(3) =
6
5
− 1
117
− 64
535
− · · · − n
6
34n3 + 51n2 + 27n+ 5
− · · · .
On peut trouver cette formule graˆce a` un proce´de´ ge´ne´ral ([Ap2], [BO],
[Ze2]) qui acce´le`re la convergence d’un de´veloppement en fraction continue
ge´ne´ralise´e. Ce proce´de´ s’applique, en particulier, au de´veloppement dont
les re´duites sont les sommes partielles de la se´rie
∑∞
n=1
1
f(n)
, ou` f est un
polynoˆme sans ze´ro parmi les entiers strictement positifs.
En utilisant cette me´thode d’acce´le´ration de convergence, Andre´-Jeannin
a de´montre´ [AnJ] que la somme des inverses des nombres de Fibonacci est
irrationnelle (voir aussi [BV] et [Pr2]).
1.2 Formules explicites
De´finition 1.4 Soient (uE,n) et (vE,n) les suites de´finies par les formules
suivantes :
uE,n =
n∑
k=0
(
n
k
)2(
n+ k
k
)2
vE,n =
n∑
k=0
(
n
k
)2(
n+ k
k
)2( n∑
m=1
1
m3
+
k∑
m=1
(−1)m−1
2m3
(
n
m
)(
n+m
m
))
Sous cette forme, il est clair que uE,n ∈ Z et que vE,nuE,n tend vers ζ(3). Pour
de´montrer ([Po1], [Coh1], [Re1]) que 2d3nvE,n ∈ Z, il suffit de de´montrer que,
pour 1 ≤ m ≤ k ≤ n, (
n+k
k
)
d3n
m3
(
n
m
)(
n+m
m
) = (n+kk−m)d3n
m3
(
n
m
)(
k
m
) (4)
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est entier. Soit p un nombre premier ; la valuation p-adique vp(n!) de n!
vaut
∑α
i=1[
n
pi
] avec α = [ log(n)
log(p)
] = vp(dn). Pour 1 ≤ i ≤ vp(m) on a [ npi ] =
[n−m
pi
] + [m
pi
] et pour vp(m) < i ≤ vp(dn) on a [ npi ] ≤ [n−mpi ] + [mpi ] + 1. On en
de´duit vp(
(
n
m
)
) ≤ vp(dn)− vp(m) et vp(
(
k
m
)
) ≤ vp(dk)− vp(m). Il en re´sulte
que d
3
n
m3(nm)(
k
m)
est un entier, et le quotient (4) aussi.
Montrons maintenant ([Po1], [Coh1]) que les suites (uE,n) et (vE,n) ve´rifient
la re´currence (1). On pose λn,k =
(
n
k
)2(n+k
k
)2
pour k, n ∈ Z, et
An,k = 4(2n+ 1)(k(2k + 1)− (2n+ 1)2)λn,k,
avec les conventions habituelles (i.e. λn,k = 0 si k < 0 ou k > n). On a alors
An,k −An,k−1 = (n+ 1)3λn+1,k − (34n3 + 51n2 + 27n+ 5)λn,k + n3λn−1,k.
En sommant sur k, on obtient que la suite (uE,n) satisfait a` la re´currence (1).
Pour la suite (vE,n), on peut faire de meˆme en utilisant la suite double
Bn,k = An,k
(
n∑
m=1
1
m3
+
k∑
m=1
(−1)m−1
2m3
(
n
m
)(
n+m
m
))+5(2n+ 1)k(−1)k−1
n(n+ 1)
(
n
k
)(
n + k
k
)
.
Ceci de´montre qu’on a uE,n = uR,n et vE,n = vR,n pour tout n ≥ 0. Compte
tenu des re´sultats de´montre´s au paragraphe 1.1, on obtient une preuve de
l’irrationalite´ de ζ(3).
La de´monstration donne´e ci-dessus que (uE,n) et (vE,n) ve´rifient la re´currence
(1) n’est qu’une simple ve´rification, a` condition d’eˆtre capable d’exhiber
les suites doubles An,k et Bn,k, ce qui n’a pas e´te´ une taˆche facile (voir
[Po1], §7). Motive´s par ce proble`me, plusieurs auteurs (notamment Zeil-
berger) ont ensuite mis au point des algorithmes permettant d’exhiber de
telles suites doubles. On a ainsi un moyen automatique de produire des
preuves d’identite´s (voir [Ca1], [Ze1], [PWZ]). De plus, ces preuves sont
imme´diatement ve´rifiables a` la main.
Dans les formules ci-dessus, un roˆle central est joue´ par la suite double
cn,k =
∑n
m=1
1
m3
+
∑k
m=1
(−1)m−1
2m3(nm)(
n+m
m )
(de´finie pour 0 ≤ k ≤ n). Elle tend vers
ζ(3) quand n tend vers l’infini, uniforme´ment en k. On a cn,n − cn−1,n−1 =
7
5
2
(−1)n−1
n3(2nn )
et limn→∞ cn,n = ζ(3) donc :
ζ(3) =
5
2
∞∑
n=1
(−1)n−1
n3
(
2n
n
) . (5)
Cette se´rie n’est pas utilise´e dans la preuve de l’irrationalite´ de ζ(3), mais
elle a un inte´reˆt non ne´gligeable puisque les cn,k sont au cœur des for-
mules explicites de´finissant uE,n et vE,n. C’est pourquoi plusieurs auteurs ont
cherche´ des ge´ne´ralisations de (5) (voir par exemple [Po1], [Po3], [Coh2], [Ko],
[Le], [BB], [AG]), parmi lesquelles ζ(5) = 5
2
∑
n≥1
(−1)n
n3(2nn )
(∑n−1
j=1
1
j2
− 4
5n2
)
.
Mais aucune de ces ge´ne´ralisations n’a permis d’obtenir de nouveau re´sultat
d’irrationalite´ : la croissance des de´nominateurs est trop rapide par rapport
a` la convergence.
Pre´vost a montre´ [Pr1] comment interpre´ter les formules explicites donne´es
dans ce paragraphe en termes d’approximants de Pade´. Posons ϕ(x) =∑
k≥1
1
(k+x)3
, c’est-a`-dire ζ(3, 1+ x) ou` ζ est la fonction zeˆta d’Hurwitz (voir
[WW], Chapitre XIII). Pour tout n ≥ 1, conside´rons les polynoˆmes suivants
:
Pn(x) =
n∑
k=0
(
n
k
)(
n+ k
k
)(
x
k
)(
x+ k
k
)
= 4F3
( −n, −x, n+ 1, x+ 1
1, 1, 1
1
)
et Qn(x) =
n∑
k=0
(
n
k
)(
n+ k
k
)(
x
k
)(
x+ k
k
) k∑
m=1
(−1)m−1
2m3
(
x
m
)(
x+m
m
) .
Alors Pn est de degre´ 2n, Qn de degre´ 2n− 2, et on a Pn(x)ϕ(x)−Qn(x) =
O(x−2n−1) quand x tend vers l’infini. Cela signifie que Pn et Qn sont des
approximants de Pade´ de la fonction ϕ. Quand x est un entier n, on a
ϕ(n) = ζ(3) −∑nm=1 1m3 d’ou` Pn(n)ϕ(n) − Qn(n) = uE,nζ(3) − vE,n. On
peut en de´duire [Pr1] la majoration |uE,nζ(3) − vE,n| ≤ 4π2(2n+1)2uE,n . Pour
conclure, on a besoin d’une minoration asymptotique de uE,n comme celle
de la formule (2). Il suffit donc de ve´rifier que uE,n satisfait a` la re´currence
(1). On peut utiliser An,k comme ci-dessous ; une autre me´thode [AW] est
d’utiliser des relations de contigu¨ıte´ entre se´ries hyperge´ome´triques balance´es.
En effet, uE,n s’e´crit 4F3
( −n, −n, n + 1, n + 1
1, 1, 1
1
)
. Une se´rie hy-
perge´ome´trique 4F3
(
α0, α1, α2, α3
β1, β2, β3
z
)
est dite ([Sl], §2.1.1) balance´e
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(ou Saalschu¨tzienne) si 1 +
∑3
i=0 αi =
∑3
j=1 βj. Si on modifie deux des sept
parame`tres d’une se´rie balance´e, en ajoutant ou en retranchant 1 a` chacun
des deux, on peut obtenir a` nouveau une se´rie balance´e. Si c’est le cas, on
dit que ces deux se´ries sont contigue¨s. Il y a 2 · (7
2
)
= 42 se´ries balance´es qui
sont contigue¨s a` une se´rie balance´e donne´e. Quand α0 est un entier ne´gatif
(ce qui signifie que la se´rie hyperge´ome´trique est en fait un polynoˆme), il
existe des relations line´aires entre les valeurs en 1 de ces 42 se´ries, dont les
coefficients sont des polynoˆmes en les parame`tres α0, . . . , β3 (voir [AAR],
§3.7). On peut [AW] de´duire de ces relations de contigu¨ıte´ que la suite uE,n
ve´rifie la re´currence (1).
1.3 Inte´grale triple re´elle
Conside´rons l’inte´grale suivante, qui a e´te´ introduite par Beukers [Be1] (voir
aussi [Be3]) :
IR,n(z) =
∫ 1
0
∫ 1
0
∫ 1
0
un(1− u)nvn(1− v)nwn(1− w)n
((1− w)z + uvw)n+1 du dv dw.
Cette inte´grale converge pour tout z ∈ C\] − ∞, 0]. Voici une esquisse de
preuve de l’irrationalite´ de ζ(3) qui utilise IR,n(1). Les de´tails se trouvent
dans [Be1].
Comme le maximum de la fonction u(1−u)v(1−v)w(1−w)
1−w(1−uv)
sur le cube unite´
vaut (
√
2− 1)4, on a :
lim
n→+∞
log(IR,n(1))
n
= log((
√
2− 1)4).
Par ailleurs, si on inte`gre n fois par parties par rapport a` v, qu’on change
w en 1−w
1−w(1−uv)
, et enfin qu’on inte`gre n fois par parties par rapport a` u, on
obtient :
IR,n(1) =
∫ 1
0
∫ 1
0
∫ 1
0
Pn(u)Pn(v)
1− w(1− uv)du dv dw,
ou` Pn(X) =
1
n!
(Xn(1 − X)n)(n) est le n-ie`me polynoˆme de Legendre. En
inte´grant par rapport a` w, il vient IR,n(1) =
∫ 1
0
∫ 1
0
− log(uv)
1−uv
Pn(u)Pn(v)du dv.
Or pour tous k, l ∈ {0, . . . , n} on peut e´crire ∫ 1
0
∫ 1
0
− log(uv)
1−uv
ukvldu dv = 2ak,lζ(3)+
bk,l avec ak,l ∈ Z et d3nbk,l ∈ Z. On a donc :
IR,n(1) = 2(uR,nζ(3)− vR,n) avec uR,n ∈ Z et 2d3nvR,n ∈ Z.
Cela termine la preuve de l’irrationalite´ de ζ(3).
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1.4 Se´rie de type hyperge´ome´trique
Posons
Rn(X) =
(X − 1)2 . . . (X − n)2
X2(X + 1)2 . . . (X + n)2
=
(X − n)2n
(X)2n+1
=
Γ(X)4
Γ(X − n)2Γ(X + n+ 1)2 ,
(6)
ou` Γ est la fonction Gamma d’Euler, qui ve´rifie Γ(s+ 1) = sΓ(s). En outre,
pour |z| ≥ 1 on pose :
IΣ,n(z) = −
∞∑
k=1
R′n(k)z
−k. (7)
En suivant [Be2], [Gu2] et [Ne2] on de´veloppe la fraction rationnelle Rn en
e´le´ments simples :
Rn(X) =
n∑
i=0
(
αi
(X + i)2
+
βi
X + i
)
, (8)
avec αi =
(
n
i
)2(n+i
i
)2
et βi = 2(−1)i
(
n
i
)(
n+i
i
)∑
j∈{0,...,n},j 6=i
(−1)j(nj)(
n+j
j )
j−i
pour
i ∈ {0, . . . , n} (ces formules s’obtiennent en remarquant que Rn(X) = ( (X−n)n(X)n+1 )2 ;
voir la de´monstration du lemme 2.12 ci-dessous, ou bien [Col], [Hab] ou
[Zu5]). En utilisant (8) pour exprimer (7) il vient :
IΣ,n(z) = 2
n∑
i=0
αiz
i
∑
k≥1
z−(k+i)
(k + i)3
+
n∑
i=0
βiz
i
∑
k≥1
z−(k+i)
(k + i)2
= 2An(z)Li3(1/z) +Bn(z)Li2(1/z) + Cn(z) (9)
ou` les polynoˆmes An, Bn et Cn sont de´finis par :
An(z) =
n∑
i=0
αiz
i = 4F3
( −n, −n, n + 1, n+ 1
1, 1, 1
z
)
Bn(z) =
n∑
i=0
βiz
i
Cn(z) = −
n−1∑
t=0
zt
n∑
i=t+1
(
2αi
(i− t)3 +
βi
(i− t)2
)
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Il est clair que les polynoˆmes An(z), dnBn(z) et d
3
nCn(z) sont a` coefficients
entiers. On a Bn(1) = 0 car Rn n’a pas de re´sidu a` l’infini. En posant
uΣ,n = An(1) et vΣ,n = −Cn(1)/2 il vient :
IΣ,n(1) = 2(uΣ,nζ(3)− vΣ,n) avec uΣ,n ∈ Z et 2d3nvΣ,n ∈ Z. (10)
Pour de´montrer l’irrationalite´ de ζ(3), il ne reste plus qu’a` estimer IΣ,n(1).
On peut le faire en transformant IΣ,n(1) en une inte´grale complexe (voir le
paragraphe 1.5) ; c’est ainsi que Nesterenko de´montre [Ne2] le the´ore`me
d’Ape´ry.
On peut de´montrer, en utilisant [Zu5] l’algorithme de “creative telescop-
ing” ([PWZ], Chapitre 6), que IΣ,n(1), uΣ,n et vΣ,n satisfont a` la relation de
re´currence (1). Cela de´montre en particulier l’identite´ vΣ,n = vE,n.
1.5 Inte´grale complexe
Soit c un re´el, avec 0 < c < n+1. Pour z 6= 0, choisissons une de´termination
de arg(z) strictement comprise entre −2π et 2π, et conside´rons l’inte´grale
suivante, le long de la droite verticale Re(s) = c dans C, oriente´e de bas en
haut :
IC,n(z) =
1
2iπ
∫ c+i∞
c−i∞
(
π
sin(πs)
)2
Rn(s)z
−sds
=
1
2iπ
∫ c+i∞
c−i∞
Γ(n+ 1− s)2Γ(s)4
Γ(n+ 1 + s)2
z−sds, (11)
cette dernie`re e´galite´ provenant directement de (6) et de la formule classique
π
sin(πs)
= Γ(s)Γ(1−s). La valeur de IC,n(z) ne de´pend pas du choix de c d’apre`s
le the´ore`me des re´sidus. L’inte´grale (11) est un exemple de G-fonction de
Meijer (voir [Lu], §5.2) :
IC,n(z) = G
4,2
4,4
( −n, −n, n + 1, n + 1
0, 0, 0, 0
z
)
.
La me´thode du col (voir par exemple [Di], Chapitre IX) permet [Ne2]
d’obtenir une estimation asymptotique tre`s pre´cise :
IC,n(1) =
π3/223/4
n3/2
(
√
2− 1)4n+2(1 + O(n−1)).
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Quand on de´place le contour d’inte´gration vers la droite pour faire ap-
paraˆıtre les poˆles n + 1, n + 2, . . . , le the´ore`me des re´sidus donne ([Gu1],
[Gu2]), puisque ( π
sin(πs)
)2 = 1
(s−k)2
+O(1) quand s tend vers un entier k :
IC,n(z) = IΣ,n(z) + log(z)
∞∑
k=1
Rn(k)z
−k. (12)
En particulier pour z = 1 on obtient IC,n(1) = IΣ,n(1).
Par ailleurs, Nesterenko a de´montre´ [Ne3] un the´ore`me ge´ne´ral qui re-
lie une inte´grale multiple re´elle a` une inte´grale complexe ; dans notre cas
particulier, ce the´ore`me donne IC,n(z) = IR,n(z).
On peut de´montrer [Ne2] que IC,n(1) ve´rifie la re´currence (1) en util-
isant les relations de contigu¨ıte´ sur les G-fonctions de Meijer. C’est en fait
une preuve paralle`le a` celle du paragraphe 1.2, ou` on utilisait la contigu¨ıte´
entre des 4F3. En effet ([Lu], §5.8), ces 4F3 satisfont aux meˆmes e´quations
diffe´rentielles que les G-fonctions de Meijer correspondantes, donc aux meˆmes
relations de contigu¨ıte´.
1.6 Un proble`me d’approximation de Pade´
Conside´rons [Be2] le proble`me suivant : trouver quatre polynoˆmes An, Bn,
Cn et Dn, a` coefficients rationnels, de degre´ au plus n, tels que :
Fn(z) := An(z)Li2(1/z) +Bn(z)Li1(1/z) +Dn(z) = O(z
−n−1) quand z →∞
Gn(z) := 2An(z)Li3(1/z) +Bn(z)Li2(1/z) + Cn(z) = O(z
−n−1) quand z →∞
Bn(1) = 0
(13)
Une solution a` ce proble`me de Pade´ est donne´e par les polynoˆmes An, Bn
et Cn du paragraphe 1.4 (et un polynoˆme Dn convenable). On a alors :Fn(z) =
∑∞
k=1Rn(k)z
−k = n!
4
(2n+1)!2
z−n−14F3
(
n+ 1, n + 1, n + 1, n+ 1
2n+ 2, 2n+ 2, 1
z−1
)
Gn(z) = IΣ,n(z) = −
∑∞
k=1R
′
n(k)z
−k
En effet, la seconde e´galite´ est simplement une re´e´criture de (7) et (9). La
premie`re se de´montre de manie`re analogue a` (9), mais sans de´river (8).
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L’e´quation diffe´rentielle hyperge´ome´trique sous-jacente aux constructions
des paragraphes 1.4 et 1.5 s’e´crit Ly = 0, en posant
L = z(δ + n+ 1)2(δ − n)2 − δ4 avec δ = z d
dz
.
Elle admet au voisinage de l’infini quatre solutions line´airement inde´pendantes :
Fn(z), IC,n(z) = Gn(z) + Fn(z) log(z), An(z) et Bn(z) − An(z) log(z) (voir
[Lu], §5.1 et 5.8, [Hu1] et [Gu2]). Ces solutions sont relie´es par la mon-
odromie : en prolongeant analytiquement Fn le long d’un lacet qui entoure le
point 1 on fait apparaˆıtre Bn(z) + An(z) log(1/z), puis en faisant le tour de
l’infini on obtient An(z) (voir [Oe] pour la monodromie des polylogarithmes).
Ce point de vue permet de de´montrer [Hu1] que le proble`me de Pade´ (13)
a une solution unique (a` proportionnalite´ pre`s). En effet, en partant d’une
solution An, Bn, Cn, Dn, on montre que Fn ve´rifie une e´quation diffe´rentielle
line´aire fuchsienne d’ordre 4 qu’on de´termine explicitement (en calculant ses
exposants, et en utilisant la relation de Fuchs) : on trouve que c’est Ly = 0.
Pour de´montrer l’unicite´ de la solution de ce proble`me de Pade´, on peut
aussi suivre [Be2]. On part d’une solution quelconque, avec des polynoˆmes
An, Bn, Cn, Dn et des fonctions Fn et Gn. On note αi et βi les coefficients
de An et Bn, et on leur associe la fraction rationnelle Rn de´finie par (8).
On voit alors que Fn(z) =
∑∞
k=1Rn(k)z
−k et Gn(z) = −
∑∞
k=1R
′
n(k)z
−k ,
donc les deux premie`res contraintes de (13) signifient que Rn et sa de´rive´e
s’annulent aux points 1, 2, . . . , n. En outre, le re´sidu a` l’infini de Rn est
alors Bn(1) = 0 : la fraction rationnelle Rn est ne´cessairement donne´e, a`
constante multiplicative pre`s, par (6).
1.7 Polynoˆmes orthogonaux
Conside´rons ([BE], [As]) le proble`me suivant : trouver deux polynoˆmes A˜n
et B˜n, de degre´ au plus n, tels que :
∫ 1
0
(
B˜n(x)− A˜n(x) log(x)
)
xkdx = 0 pour tout k ∈ {0, . . . , n− 1}∫ 1
0
(
B˜n(x)− A˜n(x) log(x)
)
xk log(x)dx = 0 pour tout k ∈ {0, . . . , n− 1}
B˜n(1) = 0
(14)
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Une solution a` ce proble`me est donne´e par les polynoˆmes A˜n et B˜n de´finis
par :
B˜n(x)− A˜n(x) log(x) =
∫ 1
x
Pn(
x
t
)Pn(t)
dt
t
, (15)
ou` Pn est le n-ie`me polynoˆme de Legendre (comme au paragraphe 1.3).
En effet, on a alors
∫ 1
0
(
B˜n(x)− A˜n(x) log(x)
)
xkdx =
(∫ 1
0
Pn(u)u
kdu
)2
en
posant u = x
t
. La premie`re condition de (14) en de´coule imme´diatement ; la
deuxie`me s’obtient apre`s de´rivation par rapport a` k.
Comme on a Lij(1/z) =
(−1)j−1
(j−1)!
∫ 1
0
logj−1(x) dx
z−x
pour tout entier j ≥ 1, il
vient :
2A˜n(z)Li3(1/z) + B˜n(z)Li2(1/z) = −
∫ 1
0
(
B˜n(z)− A˜n(z) log(x)
) log(x) dx
z − x .
(16)
On de´finit un polynoˆme C˜n(z) par :
C˜n(z) =
∫ 1
0
B˜n(z)− B˜n(x)
z − x log(x) dx−
∫ 1
0
A˜n(z)− A˜n(x)
z − x log
2(x) dx.
Graˆce a` (15) on peut obtenir des formules explicites pour A˜n, B˜n et C˜n ; on
trouve les meˆmes que pour An, Bn et Cn respectivement au paragraphe 1.4.
Donc A˜n, dnB˜n et d
3
nC˜n sont a` coefficients entiers. On obtient aussi ([BE],
Corollaire A.2.3) que tous les ze´ros de A˜n(z) et de
B˜n(z)
z−1
sont re´els ne´gatifs,
et entrelace´s. Par ailleurs, on a :
2A˜n(z)Li3(1/z)+B˜n(z)Li2(1/z)+C˜n(z) = −
∫ 1
0
(
B˜n(x)− A˜n(x) log(x)
) log(x)dx
z − x .
Quand z = 1, le membre de droite se transforme (en utilisant (15) et en
posant u = t, v = x
t
) en IR,n(1) = −
∫ 1
0
∫ 1
0
log(uv)
1−uv
Pn(u)Pn(v)dudv. En ap-
pliquant l’estimation asymptotique de IR,n(1) obtenue au paragraphe 1.3, on
obtient une de´monstration de l’irrationalite´ de ζ(3).
En fait un couple (A˜n, B˜n) ve´rifie (14) si, et seulement si, il existe Cn
et Dn tels que (A˜n, B˜n, Cn, Dn) soit une solution du proble`me de Pade´ (13).
Plus pre´cise´ment, la premie`re (resp. la deuxie`me) assertion de (13) e´quivaut
a` la premie`re (resp. la deuxie`me) assertion de (14) (il s’agit d’un fait ge´ne´ral :
voir par exemple [NS], Chapitre 4, §3.4). De´montrons-le pour la deuxie`me.
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Soient Γ un chemin qui entoure le segment [0, 1] dans sens direct, et k ∈
{0, . . . , n− 1}. On a :
1
2ipi
∫
Γ
zk
(
2A˜n(z)Li3(1/z) + B˜n(z)Li2(1/z)
)
dz = −
∫ 1
0
(
B˜n(x)− A˜n(x) log(x)
)
xk log(x) dx,
d’apre`s (16), en intervertissant les deux signes d’inte´gration et en appliquant
le the´ore`me des re´sidus.
Il de´coule de ceci que le proble`me (14) a une solution unique (a` propor-
tionnalite´ pre`s), donne´e par A˜n = An et B˜n = Bn.
1.8 D’autres proble`mes d’approximation de Pade´
Sorokin [So3] conside`re le proble`me de Pade´ suivant : pour n ≥ 0, trouver
des polynoˆmes Tn, Un, Vn, Wn de degre´ au plus n tels qu’on ait :
IP,n(z) := Tn(z)Le2,1(1/z) + Un(z)Le1,1(1/z) + Vn(z)Li1(1/z) +Wn(z) = O(z
−n−1)
quand z →∞
Tn(z)Li2(1− z) + Vn(z) = O((1− z)n+1) quand z → 1
Tn(z)Li1(1− z) + Un(z) = O((1− z)n+1) quand z → 1,
ou` pour s1, . . . , sk ≥ 1 on de´finit le polylogarithme multiple
Les1,...,sk(z) =
∑
n1≥...≥nk≥1
zn1
ns11 . . . n
sk
k
,
qui ve´rifie Le2,1(1) = 2ζ(3) (voir [Wa]).
Sorokin de´montre que ce proble`me de Pade´ admet une solution unique,
et qu’a` proportionnalite´ pre`s elle ve´rifie (pour z ∈ C \ [0, 1[) :
IP,n(z) = z
n+1
∫ 1
0
∫ 1
0
∫ 1
0
un(1− u)nvn(1− v)nwn(1− w)n
(z − uv)n+1(z − uvw)n+1 du dv dw.
Avec cette normalisation, Tn est a` coefficients entiers (donc aussi dnUn, d
2
nVn
et d3nWn), d’ou` :
IP,n(1) = 2(uP,nζ(3)− vP,n) avec uP,n ∈ Z et 2d3nvP,n ∈ Z.
De plus l’expression inte´grale donne facilement l’estimation asymptotique de
IP,n(1) ; c’est ainsi que Sorokin de´montre l’irrationalite´ de ζ(3).
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Un the´ore`me ge´ne´ral de Zlobin [Zl] montre qu’on a
IP,n(z) =
∫ 1
0
∫ 1
0
∫ 1
0
un(1− u)nvn(1− v)nwn(1− w)n
(z − w(1− uv))n+1 du dv dw,
d’ou` IP,n(1) = IR,n(1). On peut obtenir directement ce re´sultat en appliquant
le changement de variables ([Fi1], §2) de´fini par U = 1 − w, V = (1−u)v
1−uv
et
W = u (et qui ve´rifie 1−W (1− UV ) = (1−u)(1−uvw)
1−uv
).
Il existe plusieurs autres proble`mes de Pade´ lie´s a` ζ(3) ; l’un d’entre eux
[So1] fait apparaˆıtre l’inte´grale suivante :∫ 1
0
∫ 1
0
∫ 1
0
un(1− u)nvn(1− v)nwn(1− w)n
(z(1− u+ uv)− uvw)n+1 du dv dw.
Le changement de variables qui fixe u et w et change v en v
1−u(1−v)
transforme
cette inte´grale en∫ 1
0
∫ 1
0
∫ 1
0
un(1− u)nvn(1− v)nwn(1− w)n
(1− uv)n+1(z − uvw)n+1 du dv dw.
Ces diffe´rents proble`mes de Pade´ fournissent tous les formes line´aires
d’Ape´ry en 1 et ζ(3), mais ils correspondent a` des combinaisons line´aires
diffe´rentes de polylogarithmes.
1.9 Se´rie hyperge´ome´trique tre`s bien e´quilibre´e
On pose :
Hn(X) = n!
2(2X + n)
(X − 1) . . . (X − n)(X + n+ 1) . . . (X + 2n)
X4(X + 1)4 . . . (X + n)4
= n!2(2X + n)
(X − n)n(X + n + 1)n
(X)4n+1
et
ITB,n(z) =
∞∑
k=1
Hn(k)z
−k.
La se´rie ITB,n(1) a e´te´ introduite par K. Ball (voir [Ri4]) dans le but
de re´pondre a` une question de Nesterenko [Ne2] : trouver une preuve de
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l’irrationalite´ de ζ(3) analogue a` celle de Fourier ([FN], Chapitre 2, §1.1) pour
l’irrationalite´ de e. En effet, on peut estimer ITB,n(1) de manie`re e´le´mentaire
([Zu5], Lemme 4 ; [Ri2], §5.1 ; voir aussi la seconde de´monstration du lemme
3 de [BR]) :
lim
n→+∞
log(ITB,n(1))
n
= log((
√
2− 1)4),
ou bien (voir le paragraphe 2.3) de´duire cette estimation d’une repre´sentation
inte´grale de ITB,n(z) vue comme se´rie hyperge´ome´trique tre`s bien e´quilibre´e :
ITB,n(z) = z
−n−1n!
7(3n+ 2)!
(2n+ 1)!5
7F6
(
3n+ 2, 3
2
n+ 2, n+ 1, . . . , n+ 1
3
2
n+ 1, 2n+ 2, . . . , 2n + 2
z−1
)
.
De plus, on a ITB,n(z) = P0(z) +
∑4
j=1 Pj(z)Lij(1/z) avec des polynoˆmes P0,
. . . , P4 ∈ Q[z] ve´rifiant Pj(z) = (−1)j+1z4Pj(1/z) pour tout j ∈ {1, . . . , 4},
P1(1) = 0 et d
4−j
n Pj(z) ∈ Z[z] pour tout j ∈ {0, . . . , 4} (ceci sera ge´ne´ralise´
au paragraphe 2.3). En particulier, on en de´duit
ITB,n(1) = 2(uTB,nζ(3)− vTB,n) avec 2dnuTB,n ∈ Z et 2d4nvTB,n ∈ Z. (17)
Mais ceci ne suffit pas a` de´montrer l’irrationalite´ de ζ(3), car (
√
2−1)4e4 > 1.
Une identite´ de Bailey ([Zu4], Proposition 2 ; [Sl], formule (4.7.1.3)) donne
ITB,n(1) = IC,n(1). Une telle identite´ ne peut pas avoir lieu pour tout z, car
Li4(1/z) apparaˆıt dans la de´composition en polylogarithmes de ITB,n(z) mais
pas dans celle de IC,n(z). Par ailleurs Zudilin a de´montre´ une identite´ ge´ne´rale
([Zu3], The´ore`me 5) qui e´crit une se´rie hyperge´ome´trique tre`s bien e´quilibre´e
sous la forme d’une inte´grale ge´ne´ralisant celles introduites par Beukers [Be1],
Vasilenko [V] et Vasilyev ([Va1], [Va2]). Dans notre cas particulier, cette
identite´ est ITB,n(1) = IR,n(1). Enfin, en utilisant les algorithmes de´crits
dans [PWZ] on peut de´montrer que ITB,n(1) ([Ri2], §5.1 ; [Zu5]), ainsi que
uTB,n et vTB,n [Kr], ve´rifient la relation de re´currence (1). On en de´duit
uTB,n = uE,n et vTB,n = vE,n, d’ou` uTB,n ∈ Z et 2d3nvTB,n ∈ Z (ce qui est plus
pre´cis que (17)).
1.10 Preuve utilisant des formes modulaires
Dans ce paragraphe, on esquisse une preuve due a` Beukers [Be6] de l’irrationalite´
de ζ(3). Les outils mis en œuvre sont expose´s dans [Se] (Chapitre VII) et
[Za1].
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Pour τ dans le demi-plan de Poincare´ H, posons q = e2iπτ et conside´rons
les se´ries d’Eisenstein E2(τ) = 1−24
∑
n≥1 σ1(n)q
n et E4(τ) = 1+240
∑
n≥1 σ3(n)q
n.
On pose :
E(τ) =
1
24
(−5E2(τ) + 2E2(2τ)− 3E2(3τ) + 30E2(6τ))
et F (τ) =
1
40
(E4(τ)− 28E4(2τ) + 63E4(3τ)− 36E4(6τ)) .
Alors E(τ), respectivement F (τ), est une forme modulaire de poids 2, resp.
4, pour Γ0(6). Si F (τ) =
∑
n≥1 fnq
n de´signe le de´veloppement de Fourier
de F a` l’infini (ou` elle s’annule), on pose f(τ) =
∑
n≥1
fn
n3
qn. On a alors
( d
dτ
)3f(τ) = (2iπ)3F (τ).
Conside´rons la fonction modulaire pour Γ0(6) donne´e par :
t(τ) =
(
∆(6τ)∆(τ)
∆(2τ)∆(3τ)
)1/2
= q
∏
n ≥ 1
pgcd(n, 6) = 1
(1− qn)12,
avec ∆(τ) = q
∏
n≥1(1− qn)24. Elle n’a ni ze´ro ni poˆle dans H. Au voisinage
de q = 0, t(τ) = q − 12q2 + 66q3 − . . . s’e´crit comme une se´rie entie`re en q,
a` coefficients entiers, avec un rayon de convergence e´gal a` 1. Elle admet une
re´ciproque locale, note´e q(t) ∈ Z[[t]]. Par composition, on peut donc de´finir
des suites (uM,n) et (vM,n) par :
E(q(t)) =
∑
n≥0
uM,nt
n ∈ Z[[t]]
et E(q(t))f(q(t)) =
∑
n≥0
vM,nt
n ∈ Q[[t]] avec vM,0 = 0 et d3nvM,n ∈ Z pour tout n ≥ 1.
Notons, pour k ∈ Z, wk l’ope´rateur d’Atkin-Lehner de´fini par (wkg)(τ) =
6−k/2τ−kg(−1
6τ
). Alors w2(E) = −E et w4(F ) = −F . De cette seconde e´galite´
(et d’un lemme de Hecke : voir [We], §5) de´coule la relation w−2(h) = −h,
en posant h(τ) = L(F, 3)− f(τ), ou` L(F, s) est la fonction L de F . Il vient
alors w0(Eh) = Eh, c’est-a`-dire que la fonction E(τ)h(τ) est invariante par
la substitution τ 7→ −1
6τ
.
Conside´rons maintenant les rayons de convergence. La fonction t(τ) est
ramifie´e seulement au-dessus des points (
√
2−1)4, (√2+1)4 et∞. Au-dessus
de (
√
2−1)4, le seul point de ramification (modulo Γ0(6)) est τ = i/
√
6 ; il est
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d’indice deux, et les deux branches en ce point sont e´change´es par l’involution
τ 7→ −1
6τ
. Comme E(τ)h(τ) est invariante par cette involution, on peut de´finir
Eh comme une fonction de t au voisinage de t = (
√
2−1)4, et en fait sur tout
le disque |t| < (√2+1)4. Cela signifie que la se´rie∑n≥0(L(F, 3)uM,n−vM,n)tn
a un rayon de convergence supe´rieur ou e´gal a` (
√
2 + 1)4, c’est-a`-dire qu’on
a :
lim sup
n→∞
log |L(F, 3)uM,n − vM,n|
n
≤ log((
√
2− 1)4).
Ceci conclut la de´monstration de l’irrationalite´ de L(F, 3). Or on peut cal-
culer explicitement L(F, s). En effet, quand Re(s) > 4 on a, pour tout entier
j ≥ 1 :
L(E4(jτ), s) = 1+240
∑
n≥1
σ3(n)
(jn)s
= 1+240
∑
d,e≥1
d3
(jde)s
= 1+240ζ(s)ζ(s−3)j−s.
On en de´duit imme´diatement L(F, s) = −2ζ(s)ζ(s− 3), d’ou` L(F, 3) = ζ(3).
Comme E(τ) est une forme modulaire de poids 2 et t(τ) une fonction
modulaire, la fonction E(q(t)) de la variable t est solution [Za2] (voir aussi
[Be4], p. 58) d’une e´quation diffe´rentielle line´aire Dy = 0, d’ordre trois. On
peut la de´terminer explicitement :
D = (t4− 34t3+ t2) d
3
dt3
+(6t3− 153t2+3t) d
2
dt2
+ (7t2− 112t+1) d
dt
+ (t− 5).
Cette e´quation diffe´rentielle ve´rifie´e par la se´rie ge´ne´ratrice des uM,n montre
qu’ils satisfont a` la relation de re´currence (1) : on a donc uM,n = uR,n (voir
aussi [Be7]). En posant V (t) = E(q(t))f(q(t)) on montre [Za2] que DV = 5,
d’ou` vM,n = vR,n.
Une base de solutions de l’e´quation diffe´rentielle Dy = 0 est donne´e par
E(q(t)), τ(t)E(q(t)) et τ 2(t)E(q(t)) (voir aussi [BP], Corollaire 2). La seule
solution qui soit re´gulie`re en 0 est E(q(t)) (a` proportionnalite´ pre`s). De plus,
la construction de D montre [Za2] que c’est un carre´ syme´trique, ce qui peut
se ve´rifier directement (voir [Dw1]).
Remarque 1.5 Le point de vue adopte´ dans ce paragraphe est lie´ “individu-
ellement” a` ζ(3) (qui est vu comme valeur spe´ciale d’une fonction L), par
opposition aux me´thodes utilise´es dans les paragraphes 1.3 a` 1.9, ou` ζ(3)
apparaissait comme la valeur en 1 d’un polylogarithme.
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Cette preuve de l’irrationalite´ de ζ(3) s’exprime naturellement en termes
des se´ries ge´ne´ratrices U(t) =
∑
n≥0 unt
n et V (t) =
∑
n≥0 vnt
n des approx-
imations rationnelles de ζ(3) (voir [Po2], [Be6] et [Ch], §5 pour d’autres
preuves dans le meˆme esprit). L’aspect arithme´tique consiste a` de´montrer
que les coefficients de U(t) sont entiers, et que d3n est un de´nominateur com-
mun aux n premiers coefficients de V (t) : c’est une majoration p-adique de
ces coefficients, pour toute place finie p. L’aspect analytique est une mi-
noration, par (1 +
√
2)4, du rayon de convergence (archime´dien) de la se´rie
entie`re ζ(3)U(t)− V (t). En particulier, U(t) et V (t) sont des G-fonctions de
Siegel. La se´rie U(t) est une solution de l’e´quation diffe´rentielle Dy = 0 ;
la conjecture de Bombieri-Dwork pre´dit ([Dw1], [Dw2] ; voir aussi [An] et
[Dw3]) que D provient de la ge´ome´trie.
Or, pour t ∈ P1(C) \ {0, 1, (√2± 1)4,∞}, Beukers et Peters construisent
[BP] une surface K3 Xt birationnellement e´quivalente a` la surface projective
St d’e´quation affine 1−(1−xy)z−txyz(1−x)(1−y)(1−z) = 0. Ils montrent
que si ωt est l’unique 2-forme holomorphe sur Xt (a` proportionnalite´ pre`s),
et si τt est un certain 2-cycle (constant pour la connexion de Gauss-Manin),
alors U(t) est l’inte´grale de ωt sur τt. En particulier Dy = 0 est l’e´quation de
Picard-Fuchs de cette famille de surfaces : elle provient bien de la ge´ome´trie.
1.11 Congruences
De nombreux auteurs ont e´tudie´ des proprie´te´s de congruence sur les nombres
d’Ape´ry un. Par exemple, Chowla, Cowles et Cowles [CCC] ont conjecture´
up ≡ 5 mod p3 pour tout p ≥ 5 premier. Cette conjecture a e´te´ de´montre´e
par plusieurs auteurs (voir par exemple [Ges], [Su], . . . ). De nombreuses
autres congruences ont e´te´ prouve´es, pour les nombres d’Ape´ry et certaines
de leurs ge´ne´ralisations.
Notons
∑
n≥1 γnq
n = q
∏
n≥1(1−q2n)4(1−q4n)4 l’unique forme parabolique
normalise´e de poids 4 pour Γ0(8). Pour r ≥ 1, m ≥ 1 impair et p pre-
mier impair, on a la congruence suivante (qui ressemble a` celles d’Atkin -
Swinnerton-Dyer, voir [Haz] §VI.33) :
u 1
2
(mpr−1) − γpu 1
2
(mpr−1−1) + p
3u 1
2
(mpr−2−1) ≡ 0 mod pr (18)
avec la convention ut = 0 si t /∈ Z. Beukers la de´montre [Be7] en utilisant
la construction modulaire du paragraphe 1.10. On en de´duit u p−1
2
≡ γp
mod p, congruence dont Beukers a conjecture´ [Be7] qu’elle est vraie modulo
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p2. Ceci a e´te´ prouve´ par Ishikawa [Is] si p ne divise pas u p−1
2
, puis par
Ahlgren et Ono [AO] dans le cas ge´ne´ral. Ahlgren et Ono utilisent des se´ries
hyperge´ome´triques sur Fp et la modularite´ de la varie´te´ d’e´quation x +
1
x
+
y + 1
y
+ z + 1
z
+ w + 1
w
= 0 (dont la famille de surfaces K3 conside´re´e par
Beukers-Peters est un quotient : voir [PS], The´ore`me 4).
Pour r,m ≥ 1 et p ≥ 5 premier, Beukers a de´montre´ [Be5], de manie`re
e´le´mentaire, qu’on a umpr−1 ≡ umpr−1−1 mod p3r. La meˆme congruence,
mais seulement modulo pr, s’interpre`te en disant que
∫ T
0
U(t)dt est (vue
comme se´rie formelle en T ) le logarithme d’une loi de groupe formel sur Z
qui est isomorphe a` Gm sur Z ([Be5] ; voir aussi l’appendice de [SB] ou [Haz],
§VI.33).
2 Irrationalite´ d’une infinite´ de ζ(2k + 1)
2.1 E´nonce´ des re´sultats
Dans cette partie, on de´montre les re´sultats suivants, dont le premier im-
plique le the´ore`me 0.3 :
The´ore`me 2.1 ([Ri1], [BR]) Pour ℓ ≥ 3 impair, notons δℓ la dimension
du Q-espace vectoriel engendre´ par 1, ζ(3), ζ(5), . . . , ζ(ℓ). Pour tout ε > 0
il existe un entier ℓ0 tel que pour tout ℓ ≥ ℓ0 impair on ait :
δℓ ≥ 1− ε
1 + log(2)
log(ℓ).
Remarque 2.2 Si dans le the´ore`me 2.1 on remplace 1−ε
1+log(2)
par 1
3
alors
[BR] on peut prendre ℓ0 = 3.
The´ore`me 2.3 ([BR]) Il existe un entier impair ℓ, avec ℓ ≤ 169, tel que 1,
ζ(3) et ζ(ℓ) soient line´airement inde´pendants sur Q.
Ce the´ore`me a e´te´ ame´liore´ par Zudilin [Zu2], qui remplace 169 par 145,
graˆce a` un raffinement du lemme 2.12 ci-dessous.
Les deux ingre´dients essentiels de la de´monstration du the´ore`me 2.1 sont
l’absence de ζ(2), ζ(4), . . . , ζ(ℓ−1) d’une part, et la minoration en log(ℓ) de
la dimension d’autre part. Seule cette deuxie`me ide´e est utile pour de´montrer
le the´ore`me suivant.
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The´ore`me 2.4 ([Ri2]) Soient z ∈ Q, |z| > 1, et ε > 0. Il existe un entier
ℓ0 (qui de´pend de z et ε) tel que, pour tout ℓ ≥ ℓ0, la dimension du Q-
espace vectoriel engendre´ par 1,Li1(1/z),Li2(1/z), . . . ,Liℓ(1/z) soit minore´e
par 1−ε
1+log(2)
log(ℓ).
En conse´quence, pour tout nombre rationnel z de valeur absolue supe´rieure
a` 1 il existe une infinite´ d’entiers j tels que Lij(1/z) soit irrationnel. Par
ailleurs, quand z est un entier ne´gatif tel que |z| > (4ℓ)ℓ(ℓ−1), Nikishin a
de´montre´ [Ni] que les nombres 1,Li1(1/z),Li2(1/z), . . . ,Liℓ(1/z) sont line´airement
inde´pendants sur Q ; sa me´thode a inspire´ en partie la construction expose´e
au paragraphe suivant. Hata a raffine´ ([Hat1], [Hat2]) le re´sultat de Nik-
ishin : par exemple 1, Li1(1/z) et Li2(1/z) sont line´airement inde´pendants
sur Q pour z ≤ −5 ou z ≥ 7.
2.2 Structure de la preuve
Soient a et r deux entiers, avec a ≥ 3 et 1 ≤ r < a
2
. Soit n ≥ 1. De´finissons
Rn et Sn (qui de´pendent aussi de a et r) par :
Rn(k) = 2n!
a−2r(k +
n
2
)
(k − rn)rn(k + n+ 1)rn
(k)an+1
= 2n!a−2r(k+
n
2
)
(k − 1)(k − 2) . . . (k − rn)(k + n + 1)(k + n + 2) . . . (k + (r + 1)n)
ka(k + 1)a . . . (k + n)a
et
Sn(z) =
∑
k≥1
Rn(k)z
−k. (19)
Cette se´rie converge absolument pour tout nombre complexe z tel que |z| ≥ 1,
car Rn(k) = O(k
−2) quand k tend vers l’infini.
Les proprie´te´s de cette se´rie e´tudie´es au paragraphe 2.3 permettent de
de´montrer les the´ore`mes 2.1 (en prenant z = 1 et a pair), 2.3 (avec z = 1,
a = 169, r = 10 et n impair ; on utilise le the´ore`me d’Ape´ry) et 2.4 (avec
z ∈ Q, z > 1 ; pour z < −1 il suffirait de modifier le lemme 2.9). Les trois
preuves sont paralle`les ; on de´taille dans ce paragraphe la structure de celle
du the´ore`me 2.1.
On suppose a pair ; on construit des formes line´aires en 1, ζ(3), ζ(5), . . . ,
ζ(a− 1) graˆce a` la proposition suivante :
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Proposition 2.5 Supposons a pair. Notons dn le p.p.c.m des entiers de 1
a` n. Alors il existe des nombres rationnels κ0, κ3, κ5, . . . , κa−1 tels que :
1. On a Sn(1) = κ0 + κ3 ζ(3) + κ5 ζ(5) + κ7 ζ(7) + . . .+ κa−1 ζ(a− 1).
2. Pour tout j ∈ {0, 3, 5, . . . , a−1} on a lim supn→+∞ |κj |1/n ≤ 2a−2r(2r+
1)2r+1.
3. Pour tout j ∈ {0, 3, 5, . . . , a−1}, le nombre rationnel danκj est un entier.
4. Il existe un re´el ψr,a > 0 tel que limn→+∞ |Sn(1)|1/n = ψr,a ≤ 2r+1ra−2r .
En fait on conjecture que l’ame´lioration suivante est possible :
Conjecture 2.6 ([Ri2]) Dans l’assertion (3) de la proposition 2.5, on peut
remplacer dan par d
a−1
n .
Remarque 2.7 En prenant a = 4 (et r = 1), on obtient les formes line´aires
en 1 et ζ(3) du paragraphe 1.9, donc la conjecture 2.6 est vraie quand a = 4.
Elle est de´montre´e aussi quand a = 6 et r = 1 (voir la fin du paragraphe
2.4). On ne connaˆıt pas de conse´quence directe de cette conjecture, mais
une version forte de celle-ci pourrait e´ventuellement permettre de de´montrer
que parmi ζ(5), ζ(7) et ζ(9), l’un au moins est irrationnel (voir la remarque
3.4). En tout cas, il serait inte´ressant d’obtenir une preuve de la conjec-
ture 2.6 graˆce a` une interpre´tation (par exemple ge´ome´trique, comme au
paragraphe 1.10) de κ0, . . . , κa−1.
La proposition 2.5 fournit des formes line´aires en 1, ζ(3), . . . , ζ(a− 1) (si
a est pair). Si cette suite de formes line´aires tend vers 0, sans eˆtre nulle a`
partir d’un certain rang, alors l’un au moins des nombres ζ(3), . . . , ζ(a− 1)
est irrationnel. Cette remarque sera utilise´e pour de´montrer le the´ore`me 0.4.
Ici on veut obtenir les the´ore`mes 2.1 a` 2.4, donc on a besoin d’un crite`re
d’inde´pendance line´aire, qui donne une minoration plus fine de la dimension
du Q-espace vectoriel engendre´ par 1, ζ(3), . . . , ζ(a − 1). On va utiliser a`
cet effet le the´ore`me 2.8 ci-dessous.
La meilleure minoration qu’on puisse espe´rer est donne´e par le principe
des tiroirs, de la manie`re suivante. Soient α et β des re´els, avec 0 < α < 1 et
β > 1. Soient θ1, . . . , θs des re´els qui engendrent un Q-espace vectoriel de di-
mension au moins 1− log(α)
log(β)
. Alors il existe une suite (ℓn) de formes line´aires en
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θ1, . . . , θs dont les coefficients entiers pj,n ve´rifient lim supn→+∞ |pj,n|1/n ≤ β
pour tout j et telle que lim supn→+∞ |ℓn(θ1, . . . , θs)|1/n ≤ α. Essentiellement,
plus la dimension du Q-espace vectoriel engendre´ est grande, plus les formes
line´aires qu’on peut construire sont petites. On cherche une re´ciproque a`
cette assertion. Une contrainte supple´mentaire est ne´cessaire : si θ2
θ1
est un
nombre de Liouville, on peut construire des formes line´aires extreˆmement
petites meˆme si la dimension du Q-espace vectoriel engendre´ est seulement
2. Ce contre-exemple ne tient plus si on demande que les formes line´aires en
θ1, . . . , θs ne soient pas trop petites. On a alors la re´ciproque suivante (pour
une preuve, voir [Ne1] ou [Col], §II.1) :
The´ore`me 2.8 ([Ne1]) Soient θ1, . . . , θs des re´els. Pour tout n ≥ 1, soit
ℓn = p1,nX1+ . . .+ ps,nXs une forme line´aire a` coefficients entiers. Soient α
et β des re´els, avec 0 < α < 1 et β > 1.
Supposons qu’on ait lim supn→+∞ |pj,n|1/n ≤ β pour tout j compris entre
1 et s, et
lim
n→+∞
|ℓn(θ1, . . . , θs)|1/n = α.
Alors le Q-espace vectoriel engendre´ par θ1, . . . , θs est de dimension au moins
1− log(α)
log(β)
.
Pour de´duire le the´ore`me 2.1 de la proposition 2.5 et de ce crite`re d’inde´pendance
line´aire, il suffit de conside´rer danSn(1), qui est une forme line´aire a` coef-
ficients entiers en 1, ζ(3), ζ(5), . . . , ζ(a − 1). On choisit a suffisamment
grand, et r e´gal a` la partie entie`re de a
(log(a))2
. Alors rr est ne´gligeable de-
vant ca (pour toute constante c), et on peut prendre β essentiellement e´gal a`
(2e)a = ea(1+log(2)) et α essentiellement majore´ par r−a, qui est de l’ordre de
e−a log(a). Cela de´montre le the´ore`me 2.1.
2.3 Quelques de´tails sur la preuve
Soit z un nombre complexe de module supe´rieur ou e´gal a` 1. La se´rie Sn(z)
peut s’e´crire comme une se´rie hyperge´ome´trique tre`s bien e´quilibre´e, de la
manie`re suivante :
Sn(z) = z
−rn−1n!a−2r
(rn)!((r + 1)n+ 2)rn+1
(rn+ 1)an+1
×
a+3Fa+2
(
(2r + 1)n+ 2, (r + 1
2
)n + 2, rn+ 1, . . . , rn+ 1
(r + 1
2
)n + 1, (r + 1)n + 2, . . . , (r + 1)n+ 2
z−1
)
.
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Cette identite´ provient de simplifications dans les symboles de Pochhammer.
2.3.1 Repre´sentation inte´grale et estimation analytique
On a la repre´sentation inte´grale suivante, pour |z| ≥ 1 :
Sn(z) =
((2r + 1)n+ 2)!
n!2r+1
z(r+1)n+1
∫
[0,1]a+1
( ∏a+1
j=1 t
r
j(1− tj)
(z − t1t2 . . . ta+1)2r+1
)n
z + t1 . . . ta+1
(z − t1 . . . ta+1)3dt1 . . . dta+1.
Cette formule (voir par exemple [RZ], Lemme 1) se de´duit de l’e´criture de
Sn(z) comme se´rie hyperge´ome´trique : pour |z| > 1 on applique les relations
(4.1.2) et (1.5.21) de [Sl], puis on prolonge a` |z| = 1 par continuite´ (voir la
preuve du lemme 2 de [BR]). On peut aussi obtenir une preuve directe en
de´veloppant en se´rie le de´nominateur de l’inte´grande ([Col], [Hab]).
En calculant le maximum sur [0, 1]a+1 de la fonction dont on inte`gre la
puissance n-ie`me, on de´duit de cette repre´sentation inte´grale l’estimation
analytique suivante :
Lemme 2.9 On suppose z ∈ R, z ≥ 1. Le polynoˆme
Qr,a,z(s) = rs
a+2 − (r + 1)sa+1 + (r + 1)zs− rz
admet une racine unique s0 ∈ [0, 1], et elle ve´rifie s0 > rr+1 . De plus, si
φr,a,z = z
−r((r + 1)s0 − r)r(r + 1− rs0)r+1(1− s0)a−2r,
alors
lim
n→∞
|Sn(z)|1/n = φr,a,z ≤ 2
r+1
zrra−2r
.
Pour de´montrer ce lemme, il suffit d’adapter les preuves du lemme 2.2 de
[Ri2] et du lemme 3 de [BR]. On pourrait aussi donner une de´monstration
e´le´mentaire de ce comportement asymptotique, sans utiliser la repre´sentation
inte´grale (comme la deuxie`me preuve du lemme 3 de [BR]). Enfin, une
troisie`me possibilite´ serait d’e´crire Sn(z) comme inte´grale complexe et d’appliquer
la me´thode du col ; mais cette me´thode est tre`s difficile a` mettre en œuvre
quand r, a et z sont des parame`tres.
Remarque 2.10 Pour de´montrer les the´ore`mes 2.1 et 2.4, il suffit de connaˆıtre
l’existence de la limite de |Sn(z)|1/n, et sa majoration par 2r+1zrra−2r . La valeur
exacte de φr,a,z n’est utile que pour obtenir des estimations nume´riques pre´cises
(par exemple pour le the´ore`me 2.3).
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2.3.2 De´composition en polylogarithmes
Pour de´montrer que Sn(z) est une combinaison line´aire (a` coefficients ra-
tionnels) de 1, Li1(1/z), . . . , Lia(1/z) quand |z| > 1, il suffit de de´composer
la fraction rationnelle Rn en e´le´ments simples, sous la forme suivante :
Rn(k) =
n∑
i=0
a∑
j=1
ci,j
(k + i)j
(20)
ou` les coefficients ci,j sont des rationnels, donne´s par
ci,j =
1
(a− j)!
(
d
dX
)a−j
(Rn(X)(X + i)
a)|X=−i. (21)
On a pour |z| > 1 :
Sn(z) =
n∑
i=0
a∑
j=1
ci,j
∑
k≥1
z−k
(k + i)j
=
n∑
i=0
a∑
j=1
ci,jz
iLij(1/z)−
n∑
i=0
a∑
j=1
ci,j
i∑
q=1
zi−q
qj
,
d’ou`
Sn(z) = P0(z) +
a∑
j=1
Pj(z)Lij(1/z) (22)
en posant
P0(z) = −
n−1∑
ℓ=0
(
n∑
i=ℓ+1
a∑
j=1
ci,j
(i− ℓ)j
)
zℓ (23)
et
Pj(z) =
n∑
i=0
ci,jz
i pour j ∈ {1, . . . , a}. (24)
Bien suˆr, les Pj et les ci,j de´pendent aussi de n, a et r.
2.3.3 Proprie´te´ de syme´trie
La fonction Rn ve´rifie la proprie´te´ de syme´trie suivante :
Rn(−k − n) = (−1)a(n+1)+1Rn(k).
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Cette syme´trie est rendue possible par la pre´sence des deux facteurs de
Pochhammer au nume´rateur de Rn(k) : quand k est change´ en −k − n,
ils sont permute´s (on applique la formule (−α)p = (−1)p(α− p+ 1)p).
L’unicite´ du de´veloppement en e´le´ments simples montre que ci,j = (−1)j+a(n+1)+1cn−i,j
pour tous i ∈ {0, . . . , n} et j ∈ {1, . . . , a}, ce qui donne pour tout j ∈
{1, . . . , a} :
Pj(z) = (−1)j+a(n+1)+1znPj(1/z). (25)
En particulier, si j+a(n+1) est pair alors Pj(1) = 0. De plus on a P1(1) = 0,
car P1(1) =
∑n
i=0 ci,1 est l’oppose´ du re´sidu a` l’infini de Rn (on peut aussi
faire tendre z vers 1 dans (22) et constater que le seul terme qui puisse tendre
vers l’infini est P1(z)Li1(1/z)). Quand a est pair, on obtient donc :
Sn(1) = P0(1) + P3(1)ζ(3) + P5(1)ζ(5) + . . .+ Pa−1(1)ζ(a− 1).
Quand a est impair et n pair, on obtient de meˆme une forme line´aire en 1,
ζ(2), ζ(4), . . . , ζ(a− 1) dont on peut se servir pour montrer qu’une infinite´
de puissances de π sont line´airement inde´pendantes sur Q, i.e. que π est
transcendant. On peut aussi en de´duire une mesure de transcendance de π,
a` la manie`re de Reyssat [Re2].
Enfin, quand a et n sont impairs, on obtient une forme line´aire en 1, ζ(3),
ζ(5), . . . , ζ(a) ; c’est ce qu’on utilise pour de´montrer le the´ore`me 2.3.
2.3.4 Majoration des coefficients de la forme line´aire
Lemme 2.11 Pour tout j ∈ {0, . . . , a} on a :
lim sup
n→+∞
|Pj(z)|1/n ≤ 2a−2r(2r + 1)2r+1|z|.
Preuve : On peut suivre la de´monstration du lemme 4 de [BR] en e´crivant
la formule de Cauchy sur le cercle C de centre −i et de rayon 1/2 :
ci,j =
1
2iπ
∫
C
Rn(t)(t+ i)
j−1dt.
On majore ensuite le module de l’inte´grande, et le lemme en de´coule. Une
autre preuve, qui conduit a` une majoration le´ge`rement moins pre´cise, est
donne´e dans [Col] et [Hab].
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2.3.5 Estimation arithme´tique
Les polynoˆmes P0, . . . , Pa sont a` coefficients rationnels ; on a besoin d’un
de´nominateur commun pour leurs coefficients.
Lemme 2.12 Pour tout j ∈ {0, . . . , a}, le polynoˆme da−jn Pj(z) est a` coeffi-
cients entiers.
Remarque 2.13 On peut ([Zu2], §4) raffiner ce lemme, ce qui permet de
remplacer 169 par 145 dans l’e´nonce´ du the´ore`me 2.3. Cependant, des ex-
emples montrent qu’on ne peut pas espe´rer remplacer da−jn par d
a−1−j
n . La
conjecture 2.6 signifie que pour z = 1 on a des compensations particulie`res
qui font chuter le de´nominateur.
Preuve : Posons Fs(X) =
(X−sn)n
(X)n+1
et Gs(X) =
(X+sn+1)n
(X)n+1
pour tout s ∈
{1, . . . , r}, ainsi que H(X) = n!
(X)n+1
et I(X) = 2X + n. Alors on a Fs(X) =∑n
p=0
fp,s
X+p
avec fp,s = (−1)n−p
(
n
p
)(
p+sn
n
) ∈ Z, et de meˆme (avec des nota-
tions e´videntes) gp,s ∈ Z et hp ∈ Z pour tous p, s. On obtient alors le
de´veloppement en e´le´ments simples deRn(X) = (
∏r
s=1 Fs(X))·(
∏r
s=1Gs(X))·
H(X)a−2r · I(X) en faisant le produit des de´veloppements des facteurs. On
utilise les formules 2X+n
X+p
= 2+ n−2p
X+p
et 1
(X+p)(X+p′)
= 1
(p′−p)(X+p)
+ 1
(p−p′)(X+p′)
pour p 6= p′ ; les de´nominateurs n’apparaissent que par application de la
seconde. Ce calcul montre que da−jn ci,j est entier pour tous i, j, ce qui ache`ve
la preuve (suivant [Col] et [Hab]) du lemme.
2.4 Quelques remarques
Soit Qn un polynoˆme a` coefficients rationnels, de degre´ infe´rieur ou e´gal
a` a(n + 1) − 1. On peut toujours conside´rer Rn(k) = Qn(k)(k)an+1 et Sn(z) =∑
k≥1Rn(k)z
−k, qui converge quand |z| > 1. Une difficulte´ majeure consiste
a` bien choisir le polynoˆme Qn.
Quel que soit ce choix, on peut de´composer Rn en e´le´ments simples,
de´finir P0, . . . , Pa et obtenir une de´composition de Sn(z) en polylogarithmes :
toutes les formules du paragraphe 2.3.2 restent valables. Pour obtenir une
forme line´aire en valeurs de ζ , il faut1 faire tendre z vers 1. Tous les termes
de la de´composition en polylogarithmes ont une limite finie, sauf peut-eˆtre
1Voir cependant la remarque 2.14.
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P1(z)Li1(1/z). C’est pourquoi on suppose P1(1) = 0, ce qui signifie que Rn
n’a pas de re´sidu a` l’infini, i.e. deg(Qn) ≤ a(n + 1) − 2 ; alors la se´rie qui
de´finit Sn(z) converge absolument de`s que |z| ≥ 1.
En outre on souhaite2 obtenir une forme line´aire en les ζ(2k+1) seulement,
c’est-a`-dire avoir Pj(1) = 0 pour tout j ≥ 2 pair. Pour assurer cela il est
suffisant d’avoir une proprie´te´ de syme´trie du polynoˆme Qn, en l’occurrence
Qn(−k−n) = (−1)a(n+1)+1Qn(k). C’est cette remarque qui constitue le cœur
des progre`s re´cents ([Ri1], [BR]). On ne sait pas du tout la ge´ne´raliser, par
exemple pour construire des formes line´aires en ζ(s) dans lesquelles les s
appartenant a` une certaine progression arithme´tique n’apparaissent pas.
La forme line´aire Sn(1) ne sera inte´ressante que si elle tend suffisamment
vite vers 0 quand n tend vers l’infini. Intuitivement, ce sera le cas si les
premiers termes de la se´rie qui de´finit Sn(1) sont nuls. C’est pourquoi on
cherche un polynoˆme Qn(k) qui s’annule aux premiers entiers, en l’occurrence
entre 1 et rn ; ceci signifie que Qn(k) est multiple de (k − rn)rn. Il s’agit en
fait d’un proble`me de type Pade´ : on demande aux polynoˆmes P0, . . . , Pa
d’eˆtre tels que
Sn(z) = P0(z) +
a∑
j=1
Pj(z)Lij(1/z) = O(z
−rn−1) quand z →∞.
Parmi tous les polynoˆmes syme´triques Qn(k) multiples de (k − rn)rn
(donc ne´cessairement aussi multiples de (k + n + 1)rn), on a inte´reˆt a` en
prendre un de degre´ minimal, pour que Sn(1) soit aussi petit que possible.
Si a(n+1) est impair, le polynoˆme (k− rn)rn(k+n+1)rn a la bonne parite´,
et on peut conside´rer Qn(k) = n!
a−2r(k − rn)rn(k + n + 1)rn : on obtient
la se´rie hyperge´ome´trique bien e´quilibre´e de [Ri1] et [BR]. Si a(n + 1) est
pair, pour obtenir le bon signe dans la proprie´te´ de syme´trie de Qn on est
amene´ a` introduire un facteur k+ n
2
, ce qui donne la se´rie tre`s bien e´quilibre´e
du paragraphe 2.2. Dans les deux cas, Sn(z) est la solution unique d’un
proble`me de Pade´ (voir [Hu2] et [FR]).
Plus a est grand (en prenant, pour chaque a, la valeur optimale de r), plus
la forme line´aire a` coefficients entiers danSn(1) est petite (et la pre´sence, ou
l’absence, du facteur k+ n
2
a une influence ne´gligeable sur ce comportement).
Donc si on cherche des formes line´aires en 1, ζ(3), ζ(5), . . . , ζ(2ℓ+ 1), celles
obtenues avec la se´rie tre`s bien e´quilibre´e pour a = 2ℓ + 2 seront meilleures
2Sauf pour de´montrer le the´ore`me 2.4 ; pour ce dernier, le polynoˆme Qn(k) = (k−rn)rn
convient aussi. C’est celui qui est utilise´ dans le Chapitre 2 de [Ri2].
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que celles obtenues avec la se´rie bien e´quilibre´e pour a = 2ℓ+1 et n pair. Ceci
n’a aucune influence quand ℓ tend vers l’infini, mais peut s’ave´rer crucial si ℓ
est fixe´ (comme dans le the´ore`me 0.4). En outre, si la conjecture 2.6 (qui n’a
aucun e´quivalent pour des se´ries seulement bien e´quilibre´es) est vraie alors
il suffit de multiplier Sn(1) par d
a−1
n , ce qui donne une forme line´aire encore
plus petite. Pour a = 4, on retrouve ainsi les formes line´aires d’Ape´ry en 1
et ζ(3) (ce qui n’est pas le cas avec la se´rie bien e´quilibre´e quand a = 3).
Remarque 2.14 Pour de´montrer le the´ore`me 2.1 on pourrait e´valuer les
formes line´aires en polylogarithmes en z = −1 plutoˆt qu’en z = 1. Ceci induit
peu de changements. Le plus notable est que log(2) = −Li1(−1) remplace
le divergent Li1(1) ; pour ℓ ≥ 2 on a Liℓ(−1) = −(1 − 21−ℓ)ζ(ℓ). Pour
a = 3 et z = −1 les formes line´aires construites au paragraphe 2.3 sont [Kr]
celles utilise´es par Ape´ry ([Ap1], [Po1]) pour prouver que ζ(2) est irrationnel.
En particulier d2n suffit comme de´nominateur des coefficients de cette forme
line´aire. Plus ge´ne´ralement, la conjecture 2.6 devrait eˆtre valable aussi quand
a est impair et z = −1.
Conside´rons l’ope´rateur diffe´rentiel hyperge´ome´trique suivant, ou` δ =
z d
dz
:
L = δa+1(δ − n
2
− 1)(δ− (r + 1)n− 1)− z(δ − n)a+1(δ − n
2
+ 1)(δ + rn+ 1).
L’e´criture de Sn(z) comme se´rie hyperge´ome´trique tre`s bien e´quilibre´e mon-
tre que Sn(z) est une solution de l’e´quation diffe´rentielle Ly = 0. Par
monodromie on voit, graˆce a` (22), que pour tout b ∈ {1, . . . , a} la fonction∑a
j=b(−1)j−1Pj(z) log
j−b(z)
(j−b)!
est aussi une solution de Ly = 0. En particulier
pour b = a on obtient le polynoˆme Pa, qu’on peut e´crire comme polynoˆme
hyperge´ome´trique tre`s bien e´quilibre´ (avec un petit abus de langage : ici les
parame`tres infe´rieurs −n
2
et −(r + 1)n sont ne´gatifs, mais la se´rie a+3Fa+2
est quand meˆme bien de´finie) :
Pa(z) = (−1)rnn(rn)!((r + 1)n)!n!−2r−1 ×
a+3Fa+2
( −n, −n
2
+ 1, rn+ 1, −n, . . . , −n
−n
2
, −(r + 1)n, 1, . . . , 1 z
)
.
L’aspect bien e´quilibre´ de ce polynoˆme hyperge´ome´trique lui confe`re (voir
[And] ou [AAR], §3.5) la proprie´te´ de re´ciprocite´ (25). En effet, si y(z) est
30
une solution de l’e´quation diffe´rentielle Ly = 0 alors zny(1/z) est aussi une
solution de cette meˆme e´quation. Quant aux autres polynoˆmes Pa−1, . . . ,
P1, ils s’obtiennent par la me´thode de Frobenius (voir [Inc]) et ve´rifient, eux
aussi, (25). Toutes ces conside´rations valent aussi pour la se´rie bien e´quilibre´e
de [Ri1] et [BR], et permettent [Hu2] d’e´crire celle-ci comme solution unique
d’un proble`me de Pade´.
Un autre inte´reˆt des de´finitions utilise´es dans ce texte est que Sn(1)
posse`de (pour a pair) plusieurs repre´sentations inte´grales assez simples. Tout
d’abord, on a ([Zu3], The´ore`me 5) l’inte´grale suivante, qui ge´ne´ralise IR,n(1)
et les inte´grales introduites par Vasilenko [V] et Vasilyev ([Va1], [Va2]) :
Sn(1) =
(rn)!2
n!2r
∫
[0,1]a−1
∏a−1
j=1 x
rn
j (1− xj)n
(Qa−1(x1, . . . , xa−1))rn+1
dx1 . . . dxa−1, (26)
en posant Qa−1(x1, . . . , xa−1) = 1− x1(1− x2(. . . (1− xa−1) . . .)). Vasilyev a
de´montre´ [Va2] que si a = 6 et r = 1 alors cette inte´grale s’e´crit κ′0+κ
′
3ζ(3)+
κ′5ζ(5) avec d
5
nκ
′
0, d
5
nκ
′
3 et d
5
nκ
′
5 entiers. Ceci prouve la conjecture 2.6 dans ce
cas. Il n’est pas e´vident que κ′0, κ
′
3 et κ
′
5 soient les P0(1), P3(1) et P5(1) du
paragraphe 2.3, mais cela de´coule de l’inde´pendance line´aire conjecturale de
1, ζ(3) et ζ(5).
D’autre part, en appliquant a` (26) un the´ore`me de Zlobin [Zl] ou le
changement de variables qui figure dans [Fi1] (§2) on obtient l’inte´grale suiv-
ante, qui ressemble a` celles utilise´es par Sorokin ([So2], [So3]) :
Sn(1) =
(rn)!2
n!2r
∫
[0,1]a−1
∏a−1
j=1 x
rn
j (1− xj)ndxj
(1− x1x2)n+1(1− x1x2x3x4)n+1 . . . (1− x1 . . . xa−2)n+1(1− x1 . . . xa−1)rn+1 .
Il serait inte´ressant d’arriver a` de´montrer le the´ore`me 2.1 en utilisant seule-
ment des inte´grales multiples comme celle-ci (ou celle de (26)). Le proble`me
est qu’a priori on s’attend a` ce qu’une telle inte´grale (a − 1)-uple soit une
forme line´aire, a` coefficients rationnels, en les polyzeˆtas de poids au plus
(a − 1) (voir [Wa] et [Zl], The´ore`me 3). Or le the´ore`me 5 de [Zu3] montre
que ces inte´grales sont e´gales a` Sn(1), donc seuls 1 et les valeurs de ζ aux
entiers impairs apparaissent.
31
3 Re´sultats quantitatifs
3.1 Exposant d’irrationalite´ de ζ(3)
On appelle exposant d’irrationalite´ d’un nombre re´el irrationnel α, et on note
µ(α), la borne infe´rieure de l’ensemble des re´els ν pour lesquels il n’existe
qu’un nombre fini de nombres rationnels p/q tels que |α− p
q
| < 1
qν
. La the´orie
des fractions continues ([HW], §11.1), ou le principe des tiroirs de Dirichlet
([HW], §11.3), montre qu’un exposant d’irrationalite´ est toujours supe´rieur
ou e´gal a` 2. Si α est alge´brique, Liouville a de´montre´ ([Li] ; voir aussi [HW],
§11.7) que µ(α) est infe´rieur ou e´gal au degre´ de α. Ce re´sultat a e´te´ ame´liore´
par Roth en 1955 : on a µ(α) = 2 pour tout nombre alge´brique irrationnel
α (voir [FN], Chapitre 1, §7). On a aussi µ(α) = 2 pour presque tout re´el
α, au sens de la mesure de Lebesgue ([HW], §11.11). A` l’oppose´, un nombre
de Liouville est un nombre dont l’exposant d’irrationalite´ est infini : il est
extreˆmement bien approche´ par des nombres rationnels (un exemple de tel
nombre est
∑
k≥1
1
10k!
).
Les formes line´aires d’Ape´ry montrent que l’exposant d’irrationalite´ de
ζ(3) est majore´ par 13, 4179 (voir [FN], Chapitre 2, §5.6) ; en particulier ζ(3)
n’est pas un nombre de Liouville. Ce re´sultat a e´te´ ame´liore´ notamment par
Hata [Hat3] puis Rhin-Viola, qui ont de´montre´ la meilleure majoration de
µ(ζ(3)) connue a` ce jour :
The´ore`me 3.1 ([RV]) L’exposant d’irrationalite´ de ζ(3) est majore´ par
5, 5139, c’est-a`-dire qu’il n’existe qu’un nombre fini de nombres rationnels
p/q tels que
|ζ(3)− p
q
| < 1
q5,5139
.
Pour obtenir ce re´sultat, Rhin et Viola conside`rent les inte´grales suivantes :
Jn =
∫ 1
0
∫ 1
0
∫ 1
0
uhn(1− u)lnvkn(1− v)snwjn(1− w)qn
(1− w(1− uv))(q+h−r)n+1 du dv dw, (27)
ou` h, . . . , s sont des parame`tres dont on fixe les valeurs de la manie`re suivante
: h = 16, j = 17, k = 19, l = 15, q = 11, r = 9, s = 13. Si on prenait
tous ces parame`tres e´gaux a` un meˆme entier, on obtiendrait les inte´grales
du paragraphe 1.3, donc la suite des formes line´aires d’Ape´ry (ou, plus
pre´cise´ment, une suite extraite), conduisant a` la meˆme mesure d’irrationalite´.
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L’inte´reˆt re´side donc dans le fait de ne pas prendre tous les parame`tres e´gaux ;
l’asymptotique obtenue pour J
1/n
n est un peu moins bonne, mais on gagne
beaucoup sur les de´nominateurs par lesquels il faut multiplier Jn pour obtenir
une forme line´aire en 1 et ζ(3) a` coefficients entiers. Ce gain provient de
l’action sur des inte´grales de la forme (27) d’un groupe isomorphe au produit
semi-direct H ⋊S5, ou` H est l’hyperplan d’e´quation ε1 + . . .+ ε5 = 0 dans
(Z/2Z)5. D’autres interpre´tations de cette action de groupe se trouvent dans
[Zu4] et [Fi2].
Remarque 3.2 Les majorations de µ(ζ(3)) mentionne´es ci-dessus sont ef-
fectives : on peut donner une majoration explicite de la hauteur max(|p|, |q|)
des approximations rationnelles p/q “exceptionnellement bonnes”. Ceci con-
traste avec le the´ore`me de Roth, dans lequel on sait seulement majorer le
nombre d’exceptions p/q, mais pas leur hauteur.
3.2 Irrationalite´ d’un nombre parmi ζ(5), . . . , ζ(21)
Soit a un entier pair, avec a ≥ 6. Dans ce paragraphe, on construit (en
suivant [Ri3]) des formes line´aires a` coefficients rationnels en 1, ζ(5), ζ(7),
. . . , ζ(a + 1). Si, apre`s multiplication par un de´nominateur commun des
coefficients, elles tendent vers ze´ro sans eˆtre nulles a` partir d’un certain rang,
alors l’un au moins des nombres ζ(5), ζ(7), . . . , ζ(a+1) est irrationnel ; c’est
ce qui va se produire avec a = 20. On pose :
Rn(k) = n!
a−6(k +
n
2
)
(k − n)3n(k + n+ 1)3n
(k)an+1
et
Sn(z) =
1
2
∞∑
k=1
R
′′
n(k)z
−k.
On de´veloppe Rn en e´le´ments simples, ce qui de´finit des coefficients ci,j (les
formules (20) et (21) restant valables). On de´finit P 1, . . . , P a a` partir des ci,j
par la relation (24) ; seul P 0 est de´fini par une formule le´ge`rement diffe´rente :
P 0(z) = −
n−1∑
ℓ=0
(
n∑
i=ℓ+1
a∑
j=1
j(j + 1)ci,j
2(i− ℓ)j+2
)
zℓ.
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On obtient la de´composition suivante exactement comme au paragraphe 2.3.2,
mais un de´calage se produit car on de´rive Rn (voir le paragraphe 1.4) :
Sn(z) = P 0(z) +
a∑
j=1
j(j + 1)
2
P j(z)Lij+2(1/z).
Les arguments du paragraphe 2.3.3 restent valables, et montrent (car a est
pair) que Sn(1) est une forme line´aire a` coefficients rationnels en 1, ζ(5),
ζ(7), . . . , ζ(a + 1). De plus un de´nominateur commun pour ces coefficients
est 2da+2n ; on conjecture ([Ri2], §5.1) que 2da+1n convient aussi. La majoration
de ces coefficients (qui est effectue´e au paragraphe 2.3.4) est inutile ici : elle
servait a` appliquer le crite`re de Nesterenko, dont on n’a pas besoin puisqu’on
applique seulement la remarque e´vidente qu’une forme line´aire, a` coefficients
entiers, en des rationnels fixe´s ne peut pas eˆtre arbitrairement petite sans
eˆtre nulle.
Le point de´licat de la preuve est l’estimation asymptotique de Sn(1). En
effet, on ne connaˆıt pas d’e´criture de Sn(1) comme inte´grale multiple re´elle.
On utilise donc la me´thode du col. Posons
Kn(u) =
−1
2iπ
∫ c+i∞
c−i∞
Rn(s)
(
π
sin(πs)
)3
eusds,
ou` c est un re´el avec 0 < c < n + 1, et u un nombre complexe tel que
Re(u) ≤ 0 et |Im(u)| < 3π. Cette inte´grale est a` rapprocher de celle note´e
IC,n(z) au paragraphe 1.5. On peut appliquer le the´ore`me des re´sidus, pour
faire apparaˆıtre les poˆles de l’inte´grande qui sont situe´s aux entiers n+1, n+2,
. . . Au voisinage d’un tel entier k, on a ( π
sin(πs)
)3 = (−1)
k
(s−k)3
+ (−1)
kπ2
2(s−k)
+O(s− k).
On obtient donc (voir [He] et [Zu2] pour des re´sultats analogues) :
Kn(u) =
π2 + u2
2
∞∑
k=n+1
Rn(k)(−eu)k+u
∞∑
k=n+1
R
′
n(k)(−eu)k+
1
2
∞∑
k=n+1
R
′′
n(k)(−eu)k.
En choisissant u = iπ, le premier terme disparaˆıt, et on obtient Sn(1) =
Re(Kn(iπ)).
La me´thode du col donne ([Ri3], Lemme 5) deux nombres complexes non
nuls c0 et α, qu’on peut calculer, tels que Kn(iπ) ∼ c0n−8eαn quand n tend
vers l’infini. Comme la partie imaginaire de α n’est pas un multiple entier de
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π, il existe une suite strictement croissante ϕ(n) d’entiers tels que l’argument
de c0e
αϕ(n), vu modulo 2π, ait une limite autre que ±π/2. On a alors :
lim
n→∞
|Sϕ(n)(1)|1/ϕ(n) = eRe(α).
Le choix a = 20 donne Re(α) = −22, 02 . . . d’ou` Re(α) + a+ 2 < 0. Donc la
forme line´aire d22ϕ(n)Sϕ(n)(1) en 1, ζ(5), ζ(7), . . . , ζ(21), a` coefficients entiers,
tend vers 0 quand n tend vers l’infini et est non nulle pour n assez grand.
Cela montre que l’un au moins parmi ζ(5), ζ(7), . . . , ζ(21) est irrationnel.
Remarque 3.3 Si on savait de´montrer la conjecture mentionne´e ci-dessus
(i.e. que 2da+1n P j(1) est un entier pour tout j), on pourrait ([Ri2], §5.1)
appliquer la meˆme me´thode avec a = 18, et de´montrer ainsi que l’un au
moins des nombres ζ(5), ζ(7), . . . , ζ(19), est irrationnel.
3.3 Irrationalite´ d’un nombre parmi ζ(5), ζ(7), ζ(9) et
ζ(11)
La structure de la preuve est la meˆme que dans le paragraphe pre´ce´dent. La
diffe´rence principale vient de de´nominateurs nettement plus petits, graˆce a`
une e´tude fine de leurs valuations p-adiques et a` l’utilisation d’une fraction
rationnelle modifie´e :
R˜n(k) =
∏10
u=1((13 + 2u)n)!
(27n)!6
(37n+ 2k)
(k − 27n)327n(k + 37n+ 1)327n∏10
u=1(k + (12− u)n)(13+2u)n+1
.
Pour |z| ≥ 1 on pose S˜n(z) = 12
∑∞
k=1 R˜
′′
n(k)z
−k. La de´composition en
e´le´ments simples R˜n(k) =
∑10
j=1
∑(36−j)n
i=(j+1)n
c˜i,j
(k+i)j
de´finit les c˜i,j a` partir desquels
on construit les polynoˆmes P˜j(z) =
∑(36−j)n
i=(j+1)n c˜i,jz
i pour j ∈ {1, 2, . . . , 10} et
P˜0(z) = −
35n−1∑
ℓ=0
 10∑
j=1
(36−j)n∑
i=max((j+1)n,ℓ+1)
j(j + 1)c˜i,j
2(i− ℓ)j+2
 zℓ.
On a alors S˜n(z) = P˜0(z) +
∑10
j=1
j(j+1)
2
P˜j(z)Lij+2(1/z).
Le proble`me est de majorer de fac¸on tre`s pre´cise le de´nominateur des
rationnels c˜i,j. En suivant la me´thode utilise´e pour de´montrer le lemme 2.12,
on obtiendrait d10−j33n c˜i,j ∈ Z pour tous i et j. Une e´tude fine de la valuation
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p-adique des coefficients binomiaux permet d’obtenir un de´nominateur nette-
ment plus petit : on trouve un entier Φn “assez grand” tel que d
10−j
33n Φ
−1
n c˜i,j ∈
Z. On en de´duit directement que 2d335nd34nd
8
33nΦ
−1
n P˜j(z) est a` coefficients
entiers pour tout j ∈ {0, 1, . . . , 10}.
La syme´trie R˜n(−37n−k) = −R˜n(k) donne z37nP˜j(1/z) = (−1)j+1P˜j(z),
d’ou` P˜j(1) = 0 pour j = 2, 4, . . . , 10. En outre on a P˜1(1) = 0 car R˜n(k) =
O(k−2) quand k tend vers l’infini. Donc S˜n(1) est une forme line´aire en
1, ζ(5), ζ(7), ζ(9) et ζ(11). Pour l’estimer, et de´montrer qu’elle est non
nulle pour une infinite´ de n, on transforme S˜n(1) en une inte´grale com-
plexe, a` laquelle on applique la me´thode du col (voir [Zu2], §2). On ob-
tient les comportements asymptotiques suivants quand n tend vers l’infini :
lim sup |S˜n(1)|1/n ≤ e−227,58..., lim sup |Φ−1n |1/n ≤ e−176,75... et (d335nd34nd833n)1/n →
e403. Comme 403 < 227, 58 + 176, 75 on obtient la conclusion cherche´e.
Remarque 3.4 Zudilin conjecture ([Zu4], §9) que des compensations ont
lieu quand z = 1, ce qui permettrait de trouver un de´nominateur plus petit
pour les Pj(1). Peut-eˆtre pourrait-on alors de´montrer que parmi ζ(5), ζ(7)
et ζ(9) l’un au moins est irrationnel.
Remarque 3.5 En utilisant des me´thodes similaires, on peut de´montrer
[Zu2] que pour tout ℓ ≥ 1 impair l’un au moins des nombres ζ(ℓ+2), ζ(ℓ+4),
. . . , ζ(8ℓ− 1), est irrationnel.
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