Clustering with variable selection is a challenging but critical task for modern small-n-large-p data.
the continuous florescent measurements from microarray, one important feature of RNAseq is the (discrete) count-based data after alignment of millions of sequencing reads. In the literature, a common practice is to transform RNA-seq count data into continuous normalized values and directly apply methods that were developed for microarray. This leads to significant loss of information, particularly for genes with lower counts. Methods directly modeling count data are expected to better fit the data generation process and essential data characteristics, and thus perform better.
In the literature, Si et al. (2013) has proposed a count-based model for clustering genes, where variable selection is not needed since n is usually small compared to p. In this paper, we focus on the problem of clustering samples with feature selection using transcriptomic data from RNA-seq. The data are count-based and usually contain ∼50-200 samples and >10,000 genes (features), which necessitates effective feature selection while performing clustering.
We develop a penalized model-based clustering method for RNA-seq count data. Our approach directly deals with the count data without loss of information from transformation to continuous data. Further, we introduce a penalty term in the likelihood to shrink the cluster specific means of each feature towards its global mean across all clusters. The paper is structured as follows. In Section 2, we will summarize two existing methods, sparse Gaussian clustering and sparse K-means, and then propose the sparse negative binomial clustering model. Optimization for the penalized likelihood, Bayesian information criterion (BIC) for model selection and performance benchmarks will be presented. Section 3 will cover extensive simulations to benchmark and justify improved performance of the proposed methods. In Section 4, two real applications using RNA-seq data from rat brain and breast cancer subtype examples will be evaluated to illustrate improvement of the new method. Section 5 contains final conclusion and discussion.
Existing and proposed methods
We will present two existing methods sparse Gaussian model-based clustering and sparse K-means in 2.1. To simplify discussion hereafter, we will abbreviate the sparse Gaussian clustering model as "sgClust" and abbreviate the sparse K-means method as "sKmeans".
We will then present our method sparse negative binomial model-based clustering, snbClust in section 2.2. Section 2.3 discusses EM algorithm for optimizing the penalized likelihood function of "snbClust". Section 2.4 and 2.5 will discuss Bayesian Information Criterion (BIC) for model selection and benchmarks for evaluation, respectively. We assume the raw sequencing reads from RNA-seq experiment are properly preprocessed, aligned and summarized. Denote by y ij the observed counts for gene j (1 j G) in sample i
(1 i n). Our proposed snbClust model will utilize the count data as input. For the two existing methods, sgClust and sKmeans, Gaussian assumption is explicitly or implicitly assumed and only continuous input data are allowed. We will generate log-transformed (base 10) CPM (Counts per Million) values using the edgeR package (Robinson et al., 2010) . The resulting log-CPM continuous values are denoted as x ij and are the input data for sgClust and sKmeans.
2.1 Two existing methods using continuous data input
sparse Gaussian clustering model (sgClust)
Pan and Shen (2007) proposed a penalized likelihood approach by extending from conventional Gaussian mixture model with a penalty term for feature selection. By assuming zero mean for each gene vector, the penalty term is simply the sum of l 1 -norm of all cluster means in all genes. Specifically, the likelihood to be maximized is
where f k (x i ; θ k ) is the density function of multivariate normal distribution with cluster means and variances θ k = {µ k , Σ k }, x i = (x i1 , · · · , x iG ), p k is the mixing probability of the k-th
|µ jk | is the penalty term for regularization. We note that this method assumes diagonal (i.e. independence across genes) and equal covariance matrices across all clusters (i.e. Σ k = σ 2 · I, ∀k). In real applications, each gene vector is standardized to zero mean before applying the method. Since no R package are available to the best of our knowledge, we wrote the R functions to carry out the algorithm and include it in our R package.
sparse K-means Clustering (sKmeans)
K-means clustering is a classical, efficient and powerful clustering algorithm that seeks to minimize the within cluster sum-of-squares (WCSS). The method is related to Gaussian mixture model-based clustering with equal and spherical covariance matrices in each cluster (Tseng, 2007) . In calculating distances for WCSS, traditional K-means adopts equal contribution from each gene feature. In genomic applications, however, the input dataset contains thousands of genes and biologically only a small gene set (sometimes called " informative genes") are relevant to sample clustering. Witten and Tibshirani (2010) proposed a sparse K-means approach to allow feature selection and to improve clustering performance. While K-means minimizes the WCSS, sparse K-means equivalently seeks to maximize the between cluster sum of squares (BCSS) with gene-specific weight w j for gene j and an l 1 lasso penalty on w j . Specifically, sparse K-means seeks to optimize the following target function:
subject to ||w|| 2 1, ||w|| 1 s, and w j 0, ∀j. Here,
Note that s is the tuning parameter to control feature selection (i.e. sparsity) and is chosen by gap statistics in the original paper. In this paper, the method is implemented using the R package "sparcl".
sparse Negative binomial clustering with varying library size (snbClust)
Since RNA-seq experiment generates count data by nature, the common practice is to transform count data to continuous measures (e.g. logCPM), thereby reducing the statistical power. In the literature, negative binomial model has been widely used for RNA-seq differential expression analysis due to its better model fitness than Poisson model with an additional over-dispersion parameter. Assume,
where C i is the cluster assignment for the ith sample, s i is the normalization size factor of the i-th sample a priori estimated by edgeR (Robinson et al., 2010) to control for the library size variation among samples, β jk is the cluster mean of the k-th cluster for the j-th gene on the log scale after controlling for the library size variation and φ j is the dispersion parameter for the jth gene.
Using the density function for the negative binomial distribution instead of the Gaussian distribution in the mixture model defined before, we can use the true structure of the count data rather than using transformation of the count data. Let y i = (y i1 , y i2 , . . . , y iG ) be the observed counts in sample i with G features. The penalized log-likelihood is given by,
where Θ 1 = {(p k , β k ), φ; k = 1, . . . , K} is the set of all unknown parameters, f
is the density function of NB(s i exp( β k ), φ) with β k = (β 1k , β 2k , . . . β Gk ) being the cluster means of cluster k, φ = (φ 1 , . . . , φ G ) is the vector of gene-specific dispersion parameters and p k is the probability of belonging to cluster k. In the penalty term, λ is the tuning parameter and h(β) = K k=1 G j=1 |β jk − β * j | with β * j being the MLE of global mean of j-th gene on a logscale assuming no cluster effect after controlling for the library size variation (see section 2.3 for estimate of β * j ). We note that unlike the Gaussian model in sgClust in Section 2.1.1, the count data can not be standardized in each gene row. The subtraction of overall global cluster mean β * j for each gene j in h(β) is necessary. Maximization of the above likelihood can be achieved by using EM algorithm (Dempster et al., 1977) . Here, we introduce a latent variable z ik = I{i ∈ C k } as the indicator function of cluster assignment for sample i to be assigned to cluster k and the problem becomes maximizing the following complete penalized log-likelihood:
. . , z nk ). Details of optimization will be illustrated in the next subsection.
Optimization using EM algorithm
Expectation-Maximization (EM) algorithm is a method iterating between an expectation and a maximization step to find the maximum likelihood estimates of parameters in a model with unobserved latent variables (e.g. a mixture model with unknown cluster assignments in our case) (Dempster et al., 1977) . In the literature, McLachlan (1997) discussed the estimation of mixture of generalized linear models using iteratively reweighted least square algorithm. For the gene-specific dispersion parameters φ j 's, we estimated a priori by edgeR (Robinson et al., 2010) and plugged into the model. For simplicity, φ will be ignored as we introduce the algorithms below.
We first pre-estimate β * j (i.e. the global mean of non-informative feature j) and considered it known during the EM algorithm. β * j is estimated by maximizing the following likelihood using iteratively reweighted least square (IRLS) algorithm,
Once the vector β * j is estimated, we carry out the EM algorithm as follows. The E-step yields:
In the M-step, the updating function of p is given by,
The updating function of β cannot be easily derived by maximizing the above Q function.
We can solve it by using IRLS algorithm, a similar idea recently applied in Wang et al.
(2016) under a regression setting. Suppose t is the current iteration of IRLS, we will repeat the following four steps until convergence and return the final estimates of β jk as β (m+1) jk :
(1) Calculate w
The solution in step 3 is given by:
is the estimate of β jk without penalization and f + is the soft-thresholding function which takes the value f if f + > 0 and 0 otherwise.
Once we obtain the estimates β (m+1) jk from the IRLS algorithm, we can continue to iteratively carry out E step and M step until convergence to obtain the final MPLE.
Model selection
For all clustering methods, we need to determine the number of clusters, K. This is usually done by first fitting various models with different K, and then using a model selection criterion to select the best K. BIC criterion (Schwarz et al., 1978) is one of the more common method to determine the number of clusters by minimizing the criterion. A modified version of the BIC was introduced by Pan and Shen (2007) for the sgClust model. Here, we propose a similar BIC approach for estimating K:
where d e = (K −1)+KP −q is the effective number of parameters. In determining d e , the first term K − 1 refers to the number of parameters in the mixing probabilities with constraint p k = 1, the second term KP is the number of parameters in cluster means. Finally, q refers to the number of estimates (among the K · P cluster mean parameters) which are shrunken to the global mean. The dispersion parameters are pre-estimated, therefore they are considered known and therefore not included in the BIC criterion.
For the snbClust and sgClust model, BIC criteria is used for both selecting K and the penalty tuning parameter, which determines the number of selected features (i.e. sparsity).
Here, we select the tuning parameter in such a way that the corresponding BIC is minimized.
In order to select the number of clusters K, we choose the one with minimum BIC over a sequence of tuning parameter. Once we have chosen the number of cluster, we use the BIC criterion to select the tuning parameter. As for sKmeans, gap statistics was proposed in the original paper and software package 'sparcl' is used for model selection.
Benchmarks for evaluation
In a high-dimensional clustering problem, the clustering performance is first benchmarked by the clustering accuracy using adjusted Rand index (ARI) when the true cluster labels are known in simulations and real applications. We next consider performance on feature (variable) selection. In simulation, since the true cluster-predictive features are known, we use receiver operating characteristic (ROC) curve and its area under curve (AUC) for evaluation. In real data, the true cluster-predictive features are unknown. We perform pathway enrichment analysis using Fisher's exact test under different degrees of sparsity to evaluate statistical significance of biological annotation on selected features.
Simulation
In this section, we conducted three simulations to show the advantages of snbClust while compared to sKmeans and sgClust methods. In simulation 1, we assumed all genes were informative and all samples had equal library sizes. No variable selection was performed so we only assessed the clustering performance. In simulation 2, we assumed only a proportion of genes was informative and assessed both the clustering and variable selection performance.
In simulation 3, we performed additional sensitivity analysis by simulating gene-gene dependency structure to examine whether the performance would be affected and whether our independence assumption was valid in general. We repeated 100 times for each simulation and evaluated the averaged results.
To mimic real data structure, we extracted the main characteristics of The Cancer Genome Atlas (TCGA) breast cancer RNA-seq data, which is also used in the second real data example in Section 4.2, to perform the simulation. The dataset contains 610 female patients.
We first computed the mean counts of each gene over all samples and obtained an empirical distribution of mean counts, which will be used for obtaining baseline expression levels in all three simulations. Since RNA-seq data are usually skewed with many highly expressed housekeeping genes which are irrelevant to cluster analysis, we excluded the top 30% mean counts when forming the empirical distribution. In addition, we also pre-estimated the gene-specific dispersion parameter φ from the data using edgeR (Robinson et al., 2010) and plugged in the estimate.
Simulation settings
Simulation 1: no feature selection and equal library size 1. Sample the baseline expression level of G = 150 independent genes µ j (1 j 150)
from the empirical distribution of mean counts constructed above.
2. Use δ jk ∈ {−1, 0, 1} to represent the pattern of gene j (1 j 150) in cluster k
(1 k 3), with 1 indicating the gene is up-regulated in this cluster relative to baseline, −1 indicating down-regulation and 0 indicating no difference. Assume there exist three gene patterns: (δ j1 , δ j2 , δ j3 ) = (−1, 0, 1) for 1 j 50, (δ j1 , δ j2 , δ j3 ) = (0, 1, 1) for 51 j 100, and (δ j1 , δ j2 , δ j3 ) = (1, −1, 0) for 101 j 150.
3. Sample the log2 fold change (effect size) parameter ∆ j for each gene j (1 j 150) and 
for each gene j (1 j 150) and sample i (1 i 45) in cluster k (1 k 3).
Simulation 2: with feature selection 1. As in simulation 1, sample the baseline expression level of G = 1000 independent genes µ j (1 j 1000) from the empirical distribution of mean counts.
2. Assume 150 genes are informative and there exist three gene patterns for these informative genes (50 genes in each): (δ j1 , δ j2 , δ j3 ) = (−1, 0, 1), (0, 1, 1) or (1, −1, 0). For non-informative genes, the pattern is (0, 0, 0). We choose (LB,UB) to be (0.9, 1.1) and (0.7, 1.30) to compare snbClust to the other methods.
Sample the

Sample the count data by y
for each gene j (1 j 1000) and sample i (1 i 45) in cluster k (1 k 3).
Simulation 3: sensitivity analysis under gene dependency 1. For a total of G = 1000 genes, assume 150 genes are informative and there exist three gene patterns for these informative genes (50 genes in each): (δ j1 , δ j2 , δ j3 ) = (−1, 0, 1), (0, 1, 1) or (1, −1, 0) . For non-informative genes, the pattern is (0, 0, 0).
2. Sample the log 2 fold change (effect size) parameters ∆ j for each gene j (1 j 1000) and cluster k (1 k 3) from a truncated normal distribution T N (0.5, 1, 0.25, ∞).
3. Sample the baseline expression level µ j (1 j 1000) and J d is a matrix of 1 with dimension d × d.
Sample the expression levels of all genes in each module
7. Sample the library size scaling factor a i from Unif(0.9,1.1) for each sample i (1 i 45).
8. Sample y ij ∼ N B(a i 2 β ij , φ) for 1 j 150 and sample i (1 i 45). For 151 j 1000, y ij ∼ N B(a i 2 µ j , φ). Figure 1 shows the mean and standard error of ARI values over 100 replications for the three methods in Simulation 1. Here, the purpose is to evaluate whether using negative binomial distribution to model the count data outperforms other Gaussian-based methods in a simple situation. Here, we considered all the genes to be informative; therefore, only clustering performance in terms of ARI is assessed in this case. For simplicity, we only considered 150 genes and the library size to be constant over all the samples. Compared to Kmeans and gClust methods, our method nbClust had better clustering performance (larger ARI) and the advantage is consistent as we vary the minimal effect size γ/2.
Simulation results
[ Figure 1 about here.]
In Simulation 2, we evaluate how the performance varies when there are non-informative genes as well as varying γ. The clustering performance is measured using the ARI as before while the variable selection is assessed using the AUC value. The result for this simulation scheme is summarized in Figure 2 . In Figure 2 (i)(a) we see the comparison of performance between the three methods when the variation of library size is moderate (normalization size factor varies from 0.90 to 1.10). The ARI value of snbClust is higher on average compared to both sKmeans and sgClust. The variable selection performance in terms of AUC in Figure   2 (i)(b) is also higher for snbClust compared to the other two methods. When the signal strength γ increases, we observe improved performance for ARI and AUC as expected. A similar trend is observed in presence of high level variation in library size shown in Figure   2 (ii) although there is a slight decrease in the performance of snbClust compared to when library variation is moderate.
[ Figure 2 about here.] Table 1 shows the results in Simulation 3 for varying gene dependnce correlation α. As we can see, the performance of snbClust remains relatively stable even when α increases up to 0.75, partially justifying the gene-gene independence assumption in our model. Intuitively, in high dimensionality, points are much better separated and ignoring gene dependence structure may not greatly impact the clustering performance. (Donoho, 2000) .
[ Table 1 about here.]
4 Real data application
Multiple brain regions of rat
In the first example, we applied our method to a RNA-seq dataset studying the brain of HIV transgenic rat from Gene Expression Omnibus (GEO) database .
RNA samples from three brain regions (hippocampus, striatum and prefrontal cortex) were sequenced for both control strains and HIV infected strains. Only the 36 control strains (12 samples in each brain region) were used here to see whether samples from the three brain regions can be correctly identified (K = 3, n 1 = n 2 = n 3 = 12). After standard preprocessing and filtering out genes with mean counts smaller than 10 based on the guidance in edgeR (Robinson et al., 2010) , 10280 genes remained for clustering analysis. In this application, the true cluster labels (brain regions) are known and ARI can be evaluated for clustering accuracy. However, the true informative genes are unknown and the AUC cannot be assessed for feature selection accuracy, as was done in simulation. Instead, we obtain a sequential number of selected genes (around 50-1000) by varying tuning parameters. We then performed pathway enrichment analysis by using Fisher's exact test based on the Gene Ontology (GO), KEGG and Reactome pathway databases to assess the biological relevance of selected genes.
[ Figure 3 about here.] Figure 3 (a) showed the number of enriched pathways (F DR = 0.05) when different numbers of genes (by tuning λ) were selected. Compared to sKmeans and sgClust methods, snbClust had more enriched pathways at all selected gene numbers, implying the better functional association of selected genes by snbClust. Figure 3(b) shows the ARI value of each method.
Both snbClust and sgClust demonstrated a perfect clustering performance (ARI=1) when more than 20 genes were selected while sgClust performed poorly below the top 80 informative genes. To distinguish performance of different methods further, we randomly subsampled the sequencing counts and examined the performance of shallower sequencing data. Figure   3 (c) and 3(d) shows the ARI results when we downsampled the sequences to only 50% and 20% of their original total reads. At 50% subsampling sKmeans and snbClust required more than 30 selected genes to achieve perfect ARI and snbClust only needed 20. When sequencing depth reduced further to 20%, sKmeans needed 70 genes and sgClust required 120 genes to achieve ARI=1. snbClust only needed around 40 genes. The performance for sgClust have been found to be quite poor compared to the other two methods. Since the input for the sgClust is standardized to mean 0 and variance 1 for genes, we found the the top informative genes have means almost identical. Hence, finding tuning parameter to have smaller subset of top genes have been found difficult. When we used BIC or gap method to select the fixed tuning parameter, sKmeans and sgClust selected 9846 and 10280 genes respectively. The BIC of snbClust selected a more reasonable 1,311 gene set for clustering.
Breast Cancer dataset
Next, we applied the three methods to the Cancer Genome Atlas (TCGA) Breast cancer dataset. The dataset contains patients with 610 female patients with four differnt subtypes of breast cancer: Basal (116 subjects), Her2 (63 subjects), LumA (257 subjects) and LumB (174 subjects). After standard preprocessing and using the criteria of filtering out genes with mean count less than 5 and variance less than the median variance, 8789 genes were retained.
LumA and LumB expression patterns were known to be similar, hence, three clusters were considered for evaluation are Basal, Her2 and LumA+LumB. The evaluation was performed similarly to the rat brain example. As shown in Figure 4(a) , snbClust reached the highest clustering accuracy at 77.3% when 642 genes were selected and generally outperformed sgClust and sKmeans. Performance of sgClust dropped dramatically when the number of selected genes increased. In terms of pathway analysis, snbClust also performed the best with larger number of enriched pathways compared to the other two methods when selecting 127∼1,000 top genes. This is illustrated in figure 4(b) .
[ Figure 4 about here.]
Discussion and Conclusion
In this paper, we proposed a sparse model-based clustering analysis with negative binomial mixture distribution. Since RNA-seq data are known to be discrete and skewed, negative binomial is a more appropriate distribution to capture the data characteristics, while normalizing counts to continuous and applying Gaussian-based models lose information and efficiency. The extensive simulations and two real applications clearly confirmed this intuition.
There are two limitations in the current model. Firstly, The new count data model requires heavier computing than Gaussian-based models although still in an affordable range for general omics application. Time needed for each simulation scheme is given in Table 2 .
Similar to all optimization-based clustering algorithms, initial value plays an important role for successful clustering of all three methods. Secondly, the new model does not consider gene correlation structure that may be prevalent among the genes (Zhou and Shen, 2009 ). In high dimensional data where the number of the features is considerably larger compared to the number of samples and the fact of complex multivariate negative binomial distribution, incorporating the correlation structure in the model is not addressed in this paper and will be a future direction. However, we performed sensitivity analysis to examine performance impacted by existence of varying level of correlation structure. We found generally robust clustering and feature selection result in our model. An R package, all data and source code used in this paper are available on https://github.com/mdr56/snbClust/.
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