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Modélisation de l’effet observateur en forêt: 
le cas de l’Indice de Biodiversité Potentielle 
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Plusieurs cas étudiés dans mon équipe  
• Variations entre observateurs sur la détection et la bonne identification 
des espèces de la flore vasculaire (Archaux et al. 2009 Plant Ecology) 
• Variations entre observateurs sur la détection et la bonne identification 
des espèces de bryophyte (Gosselin M. 2014 Rapport projet GNB) 
• Variations entre observateurs sur la détection ou l’invention de micro-
habitats sur les arbres (Paillet et al. 2015 Ecological Indicators) 
• Variations entre observateurs sur la note « IBP » attribuée à une 
parcelle (Larrieu & Gosselin In Prep.) 
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Buts de la présentation  
• Décortiquer/discuter un cas "still in progress" (IBP) 
 
•  Discuter du lien avec CiSStats 
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Intro: IBP 
• IBP signifie "Indice de Biodiversité Potentielle": 
• Proposé par Larrieu et Gonin (2008, Revue Forestière Française) pour 
jauger la capacité d’accueil de la biodiversité pour des peuplements 
forestiers (sans relevé d’espèce) 
 
• 10 facteurs notés: notes possibles pour chaque facteur: 0; 2 ou 5. 
 
• L’IBP est la somme des 10 notes 
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Intro: IBP 
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Intro: IBP 
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Intro: IBP 
• Objectifs de l'IBP: 
• Outil pouvant être utilisé dans le cadre de la gestion 
• Outil pédagogique, de sensibilisation 
• Développé par l’administration en charge des forêts privées (CNPPF) 
• Pas repris à l’échelle institutionnelle par l’ONF 
• Une des actions de la SNB (Stratégie Nationale Biodiversité): 
• Dont: questions méthodologiques dont estimation de la variation entre 
observateurs. 
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Intro: IBP 
• Questions autour de l'IBP et des observateurs: 
• Est-ce une mesure sensible à la variation entre observateurs (i.e. différents 
observateurs donnent-ils la même note ou pas)? 
• Si variation importante entre observateurs: 
•                      comprend-on cette variation (peut-on l’expliquer)? 
•                      peut-on prendre en compte/corriger cette variation? 
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M&M: Effet observateur IBP 
• 40 observateurs ont évalué les notes IBP de 14 parcelles feuillues et/ou 
résineuses, en hiver et en été sur le domaine des Barres (45) 
• Observateurs formés en salle et sur le terrain avant le test. 
• Infos disponibles sur les observateurs: 
 – « Expérience » avec l’IBP de l’observateur  (notée a priori) 
 – Note à un quizz sur l’IBP 
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M&M: Effet observateur IBP 
 
• Mise en place de différents modèles Bayésiens pour relier les notes 
IBP (ici: par facteur) à différentes variables explicatives (effets 
observateur; effet placette; variation intrinsèque…)  
• Différentes formes testées (avec variable latente gaussienne ou beta), 
une seule présentée (gaussienne) 
• Programmé sous Nimble (après essais infructueux Stan…) 
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M&M: Modèles statistiques 
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M&M: Modèles statistiques 
Approche 1 (seule développée ici):  
incorporation de l'effet observateur dans la 
moyenne de la variable latente 
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M&M: Modèles statistiques 
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M&M: Modèles statistiques 
Effet placette aléatoire: 
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M&M: Modèles statistiques 
Effet observateur aléatoire 
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M&M: Modèles statistiques 
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M&M: Modèles statistiques 
Biais des observateurs par rapport à 
l’observateur référence 
Biais différent sans feuille 
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M&M: Modèles statistiques 
Biais des observateurs par rapport à 
l’observateur référence 
Biais différent sans feuille, modulé 
par la « note » de l’observateur 
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M&M: Modèles statistiques 
L’observateur « de référence » est réintégré parmi le 
commun des mortels en tenant compte de sa « note » 
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M&M: Modèles statistiques 
Effet observateur aléatoire 
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• Approche par comparaison de ces modèles avec le WAIC et le 
IC_LOO, applicable aux modèles hiérarchiques (Watanabe 2010) 
          (deux formes de WAIC présentées par Hooten & Hobbs Ecol. Monogr 2015 et form 
d'IC_LOO dans Vehtari & Gelman 2014) 
• Résultats pour le facteur C ici (Bois mort sur pied de grosse 
circonférence) 
 
 
       
 
 
M&M: Modèles statistiques 
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• Comparaison modèle 0 et modèle 1 (ajout de l'effet obs. aléatoire) 
 
 
 
 
 
  
 
       
 
 
Résultats 
WAICvar WAICbis IC_LOO pDvar pD1.WAIC pD.loo
Modèle 0 667.24138 665.44404 667.57723 14.74819 13.84952 14.91612
Modèle 1 665.32738 661.93923 665.91753 24.40815 22.71408 24.70323
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WAICvar WAICbis IC_LOO pDvar pD1.WAIC pD.loo
Modèle 0 667.24138 665.44404 667.57723 14.74819 13.84952 14.91612
Modèle 1 665.32738 661.93923 665.91753 24.40815 22.71408 24.70323
• Comparaison modèle 0 et modèle 1 (ajout de l'effet obs. aléatoire) 
 
 
 
 
 
  
 
       
 
 
Résultats 
Critères d’information (Watanabe & IC_LOO): 
Plus il est petit, meilleur est le modèle 
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• Comparaison modèle 0 et modèle 1 (ajout de l'effet obs. aléatoire) 
 
 
 
 
 
  
 
       
 
 
Résultats 
Estimation du nombre de paramètres 
actifs dans le modèle (3 méthodes) 
WAICvar WAICbis IC_LOO pDvar pD1.WAIC pD.loo
Modèle 0 667.24138 665.44404 667.57723 14.74819 13.84952 14.91612
Modèle 1 665.32738 661.93923 665.91753 24.40815 22.71408 24.70323
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• Comparaison modèle 0 et modèle 1 (ajout de l'effet obs. aléatoire) 
 
 
 
 
 
 Bonne cohérence des résultats 
 
  
 
       
 
 
Résultats 
WAICvar WAICbis IC_LOO pDvar pD1.WAIC pD.loo
Modèle 0 667.24138 665.44404 667.57723 14.74819 13.84952 14.91612
Modèle 1 665.32738 661.93923 665.91753 24.40815 22.71408 24.70323
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Résultats 
Modèle 1
Mean SD
0,031 0,577
0,129 0,057
-0,471 0,093
-0,382 0,132
Modèle 0
Mean SD
0,070 0,593
NA NA
-0,452 0,089
-0,360 0,125
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• Comparaison modèle 0 et modèles 2, 3 et 4 (ajout d'un biais 
observateur) 
 
 
 
 
 
  
 
       
 
 
Résultats 
WAICvar WAICbis IC_LOO pDvar pD1.WAIC pD.loo
Modèle 0 667.24138 665.44404 667.57723 14.74819 13.84952 14.91612
Modèle 2 653.01002 651.54700 653.18654 13.68116 12.94965 13.76942
Modèle 3 650.78433 649.18765 650.95412 14.69241 13.89407 14.77731
Modèle 4 653.771676 652.182709 653.971286 14.616202 13.821719 14.716008
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• Comparaison modèle 0 et modèles 2, 3 et 4 (ajout d'un biais 
observateur) 
 
 
 
 
 Il y a un biais entre les observateurs et l’observateur de référence 
 Ce biais dépend (un peu) de la note quizz de l’observateur 
 (Relatif) échec à mettre l’observateur de référence parmi le commun 
des mortels 
 
 
 
 
 
 
  
 
       
 
 
Résultats 
WAICvar WAICbis IC_LOO pDvar pD1.WAIC pD.loo
Modèle 0 667.24138 665.44404 667.57723 14.74819 13.84952 14.91612
Modèle 2 653.01002 651.54700 653.18654 13.68116 12.94965 13.76942
Modèle 3 650.78433 649.18765 650.95412 14.69241 13.89407 14.77731
Modèle 4 653.771676 652.182709 653.971286 14.616202 13.821719 14.716008
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• Estimateur meilleur modèle (3) 
 
 
 
 
 
  Note en moyenne plus faible des observateurs par rapport à 
l’observateur de référence 
  Il y a une modulation du biais suivant hiver/été en feuillu 
 Les bons observateurs (suivant quizz) tendent à réduire leur biais (cet 
effet est signicatif à 5% quand on regarde les intervalles de céradibilité) 
 
       
 
 
Résultats 
Modèle 3
Mean SD
0,405 0,587
-0,377 0,165
0,264 0,074
-0,194 0,138
-0,479 0,088
-0,375 0,124
30 
Discussion 
• Méthodes Bayésiennes: 
• Souples sur le plan du contenu 
• Numériquement assez lourdes pour des gros jeux de données (CISSTATS) 
•                  mais Nimble plutôt rapide 
• Paramétrisation du MCMC souhaitable pour faire converger le modèle  
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Discussion 
• De nombreuses hypothèses sont faites dans ce type de modèle: 
• Prévoir l’utilisation de Goodness-of-fit p-value (par exemple celle proposée il 
y a quelques années: sampled posterior p-value, Gosselin 2011 Plos One) 
• … pour diagnostiquer différentes parties du modèle: 
•     – distribution de probabilité résiduelle 
•                      – distribution de probabilité des effets aléatoires 
•                      – fonction de lien… 
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Discussion 
• Approche statistique: 
• Par comparaison de modèle ou via modèle complètement spécifié? 
• Attention aux critères d’informations: 
en utilisant systématiquement plusieurs et choisir suivant logique du 
comportement sur le cas étudié 
•   
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Discussion 
• Méthodes nécessitant des relevés de référence: 
• A priori difficile à organiser pour CISSTATS (à discuter) 
• Essai de mettre l’observateur de référence parmi les autres (mais échec) 
• Notes sur effet observateur: 
• (Relatif) Intérêt de collecter des infos complémentaires sur les observateurs 
• Dans ce cas: 
                   * peu de variation entre observateurs 
                   * par contre biais observateur assez fort, dépendant de la visibilité 
 
