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Abstract
In 1990, Schnyder used a 3-spanning-tree decomposition of a simple triangulation,
now known as the Schnyder wood, to give a fundamental grid-embedding algorithm for
planar maps. We show that a uniformly sampled Schnyder-wood-decorated triangulation
with n vertices converges as n→∞ to the Liouville quantum gravity with parameter 1,
decorated with a triple of SLE16’s of angle difference 2pi/3 in the imaginary geometry
sense. Our convergence result provides a description of the continuum limit of Schnyder’s
embedding algorithm via Liouville quantum gravity and imaginary geometry.
1 Introduction
A planar map is an embedding of a connected planar graph in the plane, considered modulo
orientation-preserving homeomorphism. A planar map is said to be simple if it does not have
any edges from a vertex to itself or multiple edges between the same pair of vertices. We
say that a planar map is a triangulation if every face is bounded by three edges. A spanning
tree of a graph G is a connected, cycle-free subgraph of G including all vertices of G. In
this paper we will study wooded triangulations, which are simple triangulations equipped
with a certain 3-spanning-tree decomposition known as a Schnyder wood.
The Schnyder wood, also referred to as a graph realizer in the literature, was introduced
by Walter Schnyder [Sch89] to prove a characterization of graph planarity. He later used
Schnyder woods to describe an algorithm for embedding an order-n planar graph in such
a way that its edges are straight lines and its vertices lie on an (n − 2) × (n − 2) grid
[Sch90]. Schnyder’s celebrated construction has continued to play an important role in graph
theory and enumerative combinatorics [BB09, FZ08, MRST16]. In the present article, we
are primarily interested in the n→∞ behavior of wooded triangulations and their Schnyder
embeddings.
Consider a simple plane triangulation M with unbounded face 4AbArAg where the
outer vertices Ab, Ar, and Ag—which we think of as blue, red, and green—are arranged in
counterclockwise order. We denote by ArAg the edge connecting Ar and Ag, and similarly
for AgAb and AbAr. Vertices, edges, and faces of M other than Ab, Ar, Ag, ArAg, AgAb, AbAr
and 4AbArAg are called inner vertices, edges, and faces respectively. We define the size
of M to be the number of interior vertices. Euler’s formula implies that a simple plane
triangulation of size n has n+ 3 vertices, 3n+ 3 edges, and 2n+ 2 faces.
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Figure 1: (a) Schnyder’s coloring rule: all incoming edges of a given color appear between the
outgoing edges of the other two colors. We draw the incoming arrows as dashed to indicate
that the number of incoming edges of a given color may be zero. (b) The edges of a planar
triangulation can be decomposed into three spanning trees satisfying Schnyder’s coloring
rule, and (c) Schnyder’s algorithm uses this triple of trees to output a grid embedding of the
triangulation.
An orientation on M is a choice of direction for every inner edge of M , and a 3-orientation
on M is an orientation for which every inner vertex has out-degree 3. A coloring of the
edges of a 3-orientation with the colors blue, red, and green is said to satisfy Schnyder’s
rule (see Figure 1(a)) if (i) the three edges exiting each interior vertex are colored in the
clockwise cyclic order blue-green-red, and (ii) each blue edge e which enters an interior vertex
v does so between v’s red and green outgoing edges, and similarly for the other incoming
edges. In other words, incoming red edges at a given vertex (if there are any) must appear
between green and blue outgoing edges, and incoming green edges appear between blue and
red outgoing edges.
The following algorithm, which we will call COLOR, gives a unique way of coloring the
inner edges for a given 3-orientation O on a simple triangulation M in such a way that
Schyder’s rule is satisfied:
1. Color Ab, Ar, Ag blue, red, and green.
2. Choose an arbitrary inner edge e and construct a directed path P = [e1, e2, · · · e`]
inductively as follows. Set e1 = e, and for k ≥ 1: if the head of ek is an outer vertex,
set ` = k and stop. Otherwise, let ek+1 be the second outgoing edge encountered when
clockwise (or equivalently, counterclockwise) rotating ek about its head. This procedure
always yields a finite path length `.
3. Assign to e the color of the outer vertex at which P terminates.
We make the following observations about this algorithm:
1. Edges on a path P have the same color.
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2. Given an inner vetex v with outgoing edges e1, e2, e3, the three paths started from
e1, e2, e3 are all simple paths. To see this, note that if P has a closed subpath γ of length
`, then the planar map M ′ consisting of the faces of M enclosed by γ (together with a
single unbounded face) would have 2`+ 3v edges, `+ v vertices, and `+ 2v − 1 faces,
where v is the number of vertices surrounded by the closed subpath. This contradicts
Euler’s formula.
3. Given an inner vetex v with outgoing edges e1, e2, e3, the three paths started from
e1, e2, e3 do not intersect except at v. This may be proved similarly to #1.
4. Since the three paths emanating from v are simple and non-intersecting, the three
paths must terminate at distinct outer vertices. Therefore, their colors are distinct and
appear in the same cyclic order as the exterior vertices.
5. As a consequence of #1 and #4, Schnyder’s coloring rule is satisfied.
6. The set of all blue edges forms a spanning tree of M\{Ag, Ar}, and similarly for red
and green. These three trees form a partition of the set of M ’s interior edges.
Definition 1.1. Given a simple plane triangulation M , we call a coloring of the interior
edges satisfying Schynder’s rule a Schnyder wood on M . We denote by Sn the set of pairs
(M,O) where M is a triangulation of size n and O is a Schnyder wood on M . We will refer to
elements of
⋃
n≥1 Sn as Schnyder-wood-decorated triangulations, or wooded triangulations
for short.
The COLOR algorithm exhibits a natural bijection between Schnyder woods on M and
3-orientations on M . Accordingly, we will treat Schnyder woods and 3-orientations as
interchangeable. For a wooded triangulation S, denote by Tc(S) the tree of color c on S, for
c ∈ {b, r, g}. We call the unique blue oriented path from a vertex v the blue flow line from
v, and simliarly for red and green.
1.1 SLE, Liouville quantum gravity, and random planar maps
The Schramm Loewner evolution with a parameter κ ≥ 0 (abbreviated to SLEκ) is a well-
known family of random planar curves discovered by Schramm [Sch00]. These curves enjoy
conformal symmetries and a natural Markov property which establish SLE as a canonical
family of non-self-crossing planar curves. Some of the most important 2D statistical mechanical
models are proved or conjectured to converge to SLEκ in the scaling limit, for various values
of κ [Smi01, LSW04, LSW02, SS09, Smi10, CDCH+14].
Liouville quantum gravity with parameter γ ∈ (0, 2) (abbreviated to γ-LQG) is a family
of random planar geometries formally corresponding to eγh dx⊗ dy, where h is a 2D random
generalized function called Gaussian free field (GFF) and γ indexes the roughness of the
geometry. Rooted in theoretical physics, LQG is closely related to conformal field theory
and string theory [Pol81]. It is also an important tool for studying planar fractals through
the Knizhnik-Polyakov-Zamolodchikov relation (see [DS11] and references therein). Most
importantly for our purposes, LQG describes the scaling limit of decorated random planar
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maps. Let’s discuss this perspective in the context of a classical example called uniform-
spanning-tree-decorated random planar map.
Let Mn be the set of pairs (M,T ) such that M is an n-edge planar map and T is a
spanning tree on M . Let (Mn, Tn) be a uniform sample fromMn and conformally embed Mn
in C, for example via circle packing or Riemann uniformization. Define an atomic measure
on C by associating a unit mass with each vertex in this embedding of Mn. It is conjectured
that this measure, suitably renormalized, converges as n→∞ to a unit-mass random area
measure µh on C. Here h is called the Liouville field of the unit-area
√
2-LQG sphere, which is
a variant of GFF. And µh, called the area measure of h, may be formally written as e
√
2h dx dy.
We refer to Section 4.1 for more precise information on h and µh. Let ηn be the Peano curve
which snakes between Tn and its dual. It is conjectured that ηn converges to an SLE8 that is
independent of µh. (Convergence to SLE8 of the uniform spanning tree on the square lattice
is proved in [LSW04]).
Setting aside these embedding-related notions of convergence, one may also consider the
convergence from the metric geometry perspective. It is conjectured that Mn, equipped with
appropriately normalized graph distance, converges to a random metric space that formally
has e
√
2hdx⊗ dy as its metric tensor.
One can replace the spanning tree in the above discussion with other structures, such as
percolation, Ising model, or random cluster models. Under certain conformal embeddings,
these models are believed to converge to unit area γ-LQG sphere decorated with SLEγ2 and
SLE16/γ2 curves, for various values of γ. As metric spaces, they are believed to converge to a
random metric space that formally has eγhdx⊗ dy as its metric tensor. Both of the types of
convergence remain unproved except for the percolation-decorated random planar map, in
which case Mn is uniformly distributed. LeGall [LG13] and Miermont [Mie13] independently
proved that the metric scaling limit is a random metric space called the Brownian map.
Miller and Sheffield [MS15a, MS16a, MS16b] rigorously established an identification of the
Brownian map and
√
8/3-LQG.
Recently, Duplantier, Miller, and Sheffield [DMS14, She16b] developed a new approach
to LQG with which some rigorous scaling limit results can be proved. The starting point
is a bijection due to Mullin [Mul67] and Bernardi [Ber07] between the set Mn and the set
of lattice walks on Z2≥0 with 2n steps and starting and ending at the origin. The walk
corresponding to (M,T ) is obtained by keeping track of the graph distances in T and its
dual T˜ from the tip of the exploration curve ηn to two specified roots. This bijection is called
mating of trees, because the exploration curve can be thought of as stitching the two trees T
and T˜ together.
This mating-of-trees story can be carried out in the continuum as well, with LQG playing
the role of the planar map and SLE the role of the Peano curve. More details can be found
in Section 4; for now we just give the idea. Suppose (µh, η) is the conjectured scaling limit
of the random planar map under conformal embedding for some γ ∈ (0, 2), as described
above. Namely, µh is area measure of the unit-area γ-LQG sphere, and η is a variant of SLEκ
with κ = 16/γ2. We parametrize η so that η is a continuous space-filling curve from [0, 1] to
C ∪ {∞}, η(0) = η(1) =∞ and µh(η([s, t])) = t− s for 0 < s < t < 1. By [She16a, DMS14],
one can define lengths Lt and Rt for the left and right boundaries of η[0, t] with respect to
µh. The following mating-of-trees theorem is proved in [DMS14, MS15b, GHMSar].
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Theorem 1.2. In the above setting, the law of (Zt)t∈[0,1] = (Lt,Rt)t∈[0,1] can be sampled as
follows. First sample a two-dimensional Brownian motion Z = (L ,R) with
Var[Lt] = Var[Rt] = t and Cov[Lt,Rt] = − cos
(
piγ2
4
)
t. (1)
Then condition Z |[0,1] on the event that both L and R stay positive in (0, 1) and L1 = R1 = 0.
Moreover, Z determines (µh, η) a.s.
The singular conditioning referred to in this theorem statement can be made rigorous by a
limiting procedure [MS15b, Section 3].
In the present article we do not give detailed definitions of SLE, GFF, and LQG, because
Theorem 1.2 (and its infinite-volume version, Theorem 4.1) allow us to work entirely on the
Brownian motion side of the (µh, η) ↔ Z correspondence. Thus most of our results and
proofs can be understood by assuming these two theorems and skipping over the underlying
SLE/GFF/LQG background.
In light of the Mullin-Bernardi bijection and Theorem 1.2, we can say that the spanning-tree-
decorated random planar map (Mn, Tn) converges to
√
2-LQG decorated with an independent
SLE8, in the peanosphere sense. The same type of convergence has been established for several
models; see [She16b, GMS15, GS15a, GS15b, KMSW15, GHS16, GKMW16, HS16]. In many
cases, the topology of convergence can be further improved by using special properties of the
model of interest [GMS15, GS15b, GHS16].
1.2 A Schnyder wood mating-of-trees encoding
We consider a uniform sample (Mn,On) from Sn, which we call a uniform wooded trian-
gulation of size n. We view (Mn,On) as a decorated random planar map as in Section 1.1.
Under the marginal law of Mn, the probability of each triangulation is proportional to the
number of Schnyder woods it admits. Conditioned on Mn, the law of Sn is uniform on the
set of Schnyder woods on Mn. We are interested in the scaling limit of (Mn,On) as n→∞.
Our starting point is a bijection similar to the Mullin-Bernardi bijection for spanning-tree-
decorated planar maps in Section 1.1. Suppose S ∈ Sn. We define a path PS (see Figure 2(b))
which starts in the outer face, enters an inner face through ArAg, crosses all edges incident to
Ag, enters the outer face through AgAb, enters an inner face through AgAb, explores Tb(S)
clockwise, enters the outer face through AbAr, enters an inner face through AbAr, crosses the
edges incident to Ar, enters the outer face through ArAg, and returns at the starting point.
The path PS crosses ArAg, AgAb and AbAr and each red and green edge twice and traverses
each blue edge twice.
Define ϕ(S) = Zb to be a walk on Z2 as follows. The walk starts at (0, 0). When PS
traverses a blue edge for the second time, Zb takes a (1,−1)-step. When PS crosses a red
edge for the second time, Zb takes a (−1, 0)-step. When PS crosses a green edge for the
second time, Zb takes a (0, 1)-step. See Figure 9 for an example of a pair (S, ϕ(S)).
Definition 1.3. Define Wn to be the set of walks on Z2 satisfying the following conditions.
1. The walk starts and ends at (0, 0) and stays in the closed first quadrant.
2. The walk has 3n steps, of three types: (0, 1), (−1, 0) and (1,−1).
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Figure 2: (a) a triangulation equipped with a Schnyder wood, and (b) the path PS, which
traces out the blue tree clockwise.
3. No (1,−1)-step is immediately preceded by a (−1, 0)-step.
Theorem 1.4. We have ϕ(S) ∈ Wn for all S ∈ Sn, and ϕ : Sn →Wn is a bijection.
By symmetry, we may also define Zr and Zg similarly to Zb, based on clockwise explorations
of Tr and Tg, respectively. Theorem 1.4 implies that the Z
r and Zg encodings are also bijective.
1.3 SLE16-decorated 1-LQG as the scaling limit
Given a whole plane Gaussian free field h, we may construct the flow lines of the vector
field ei(2h/3+θ) using so-called imaginary geometry (see Section 4.1 for a review of of this
construction). These flow lines are called the angle-θ flow lines and are distributed as SLE1
curves. Moreover, h determines a unique Peano curve η′θ on C so that the left and right
boundaries of η′θ are flow lines of angle θ ± pi
2
. The space-filling curve η′θ is distributed as an
SLE16. By analogy to the discrete setting, we abbreviate (η
′0, η′
2pi
3 , η′
4pi
3 ) to (ηb, ηr, ηg).
Let h be a unit-area 1-LQG sphere which is independent of (ηb, ηr, ηg). Let Sn be a uniform
wooded triangulation of size n. We conjecture that, under a conformal embedding and a
suitable normalization, the volume measure of Sn converges to µh, and that the clockwise
exploration curves of the three trees in Sn jointly converge to η
b, ηr, and ηg.
We do not prove this conjecture in the present article, but we do prove its peanosphere
version:
Theorem 1.5. Suppose (Zb, Zr, Zg) is the triple of random walks encoding of the three trees
in a uniformly sampled wooded triangulation of size n. For c ∈ {b, r, g}, let Z c be the
Brownian excursion associated with (ηc, µh) in the sense of Theorem 1.2. Write Z
c = (Lc, Rc).
Then (
1√
4n
Lcb3ntc,
1√
2n
Rcb3ntc
)
t∈[0,1]
in law−→ (Z c)t∈[0,1] for c ∈ {b, r, g}. (2)
Furthermore, the three convergence statements in (2) hold jointly.
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Figure 3: The random walks Zb, Zr, and Zg under the scaling in Theorem 1.5.
This theorem is a natural extension of the idea that Mn and one of its trees converges
in the peanosphere sense. The one-tree version boils down to a classical statement about
random walk convergence. The three-tree version requires a more detailed analysis, because
the triple (Z b,Z r,Z g) is much more intriguing than a six-dimensional Brownian motion.
1.4 Schnyder’s embedding and its continuum limit
It is well-known that every planar graph admits a straight-line planar embedding [F48, Tam14]
A longstanding problem in computational geometry was to find a straight-line drawing
algorithm such that (i) every vertex has integer coordinates, (ii) every edge is drawn as a
straight line, and (iii) the embedded graph occupies a region with O(n) height and O(n)
width. This was achieved independently by de Fraysseix, Pach, and Pollack [dFPP90] and by
Schnyder [Sch90] via different methods. Schnyder’s algorithm is an elegant application of the
Schnyder wood:
1. Given an arbitrary planar graph G, there exists a simple maximal planar supergraph M
of G (in other words, a simple triangulation M of which G is a subgraph—note that M
is not unique). Such a triangulation M can be identified in linear (that is, O(n)) time
and with O(n) faces, so the problem is reduced to the case of simple triangulations.
2. The triangulation M admits at least one Schnyder wood structure, and one can be
found in linear time. So we may assume M is equipped with a Schnyder wood.
3. Each vertex v in M , the blue, red, green flow lines from v partition M into three
regions. Let x(v), y(v), and z(v) be the number of faces in these three regions, as
shown in Figure 4(a), and define s(v) = (x(v), y(v), z(v)). It is possible, in linear time,
to compute the values of s(v) for all vertices v [Sch90].
4. Since the total number of inner faces is some constant F , the range of the map
s(v) = (x(v), y(v), z(v)) is contained in the intersection of Z3, the plane x+ y + z = F ,
and the closed first octant. This intersection is an equilateral-triangle-shaped portion of
the triangular lattice T (see Figure 4(b)). It is proved combinatorially in [Sch90] that
if we map every edge (u, v) in M to the line segment between s(u) and s(v), then we
obtain a proper embedding (that is, no such line segments intersect except at common
endpoints). Note that height and width of T are O(n).
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Figure 4: Schnyder’s embedding: we send each vertex v in a simple plane triangulation to
the triple of integers describing the number of faces in each region into which the flow lines
from v partition the planar map.
Schnyder’s method and de Fraysseix, Pach, and Pollack’s method provided the foundational
ideas upon which subsequent straight-line grid embedding schemes have been built. For more
discussion, we refer the reader to [DBF13, Tam14].
In Schnyder’s algorithm, the coordinates of a vertex v are determined by how flow lines from
v partition the faces of Mn. Since these ingredients have continuum analogues, Theorem 1.5
suggests that Liouville quantum gravity coupled with imaginary geometry can be used to
describe the large-scale random behavior of Schnyder’s embedding. Consider the coupling of
(µh, η
b, ηr, ηg) as in Theorem 1.5. Given v ∈ C, run three flow lines from u, which are the
right boundaries of ηb, ηr, and ηg at the respective times when they first hit u. Map u to
the point in the plane x + y + z = 1 whose coordinates x(v), y(v), and z(v) are given by
the µh-measure of the three regions into which these flow lines partition C. This map is the
continuum analogue of the discrete map depicted in Figure 4.
Theorem 1.6. Consider a uniform wooded triangulation of size n, and let vn1 , · · · , vnk be an
i.i.d. list of uniformly chosen elements of the vertex set. Then the list of embedded locations
of these vertices, namely {(2n)−1s(vni )}1≤i≤k, converges in law as n→∞.
The limiting law is that of {x(vi), y(vi), z(vi)}1≤i≤k, where v1, · · · , vk are k points uniformly
and independently sampled from an instance of µh.
We will prove Theorem 1.6 as a corollary to our proof of Theorem 1.5.
Remark 1.7. In the discrete setting, there are exactly three flow lines from every vertex. In
the continuum, this flow line uniqueness holds almost surely for any fixed point, but not for
all points simultaneously. That is, there almot surely exist multiple flow lines of the same
angle starting from the same point. This singular behavior is manifested in some noteworthy
features of the image of a large uniform wooded triangulation under the Schnyder embedding
(Figure 5). For example, there are macroscopic triangles occupying the full area of the overall
triangle. These macroscopic triangles come in pairs which form parallelograms, whose sides
are parallel to the sides of the overall triangle. In Theorem 1.6, we focus on typical points. A
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Figure 5: A uniformly sampled 1,000,000-vertex Schnyder-wood-decorated triangulation,
Schnyder-embedded in an equilateral triangle. Each face is colored with the average (in RGB
color space) of the colors of its three bounding edges.
more thorough discussion of the continuum limit of the Schnyder embedding and its relation
to imaginary geometry singular points will appear in [SW17].
1.5 Relation to other models and works
Bipolar orientations
A bipolar orientation on a planar map is an acyclic orientation with a unique source and
sink. A mating-of-trees bijection for bipolar-oriented maps was found in [KMSW15], and the
authors used it to prove that bipolar-orientated planar maps converge to SLE12 decorated√
4/3-LQG, in the peanosphere sense. A bipolar orientation also induces a bipolar orientation
on the dual map. In [KMSW15], the authors conjectured that the bipolar-decorated map
and its dual jointly converge to
√
4/3-LQG decorated with two SLE12 curves which are
perpendicular in the imaginary geometry sense. In [GHS16], this conjecture was proved in
the triangulation case. This was the first time that a pair of imaginary-geometry-coupled
Peano curves was proved to be the scaling limit of a natural discrete model. The present
article provides the first example for a triple of Peano curves. Our work will make use of
some results on the coupling of multiple imaginary geometry trees from [GHS16]. We will
review these results in Section 4.2.
Given S ∈ Sn, let M ′ = Tb(S) ∪ Tg(S) ∪ AgAb, and reverse the orientation of each blue
edge. It is proved in [FFNO11, Proposition 7.1] that (i) this operation gives a bipolar oriented
map on n+ 2 vertices with the property that the right side of every bounded face is of length
two, and (ii) this procedure gives a bijection between Sn and the set of bipolar oriented maps
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with that property. Applying the mating-of-trees bijection in [KMSW15], it can be proved
that the resulting walk coincides with the walk Zn in Lemma 3.1. Furthermore, both blue
and green flow lines in S can be thought of as flow lines in the bipolar orientation on the
dual map of M ′ in the sense of [KMSW15]. Therefore, Theorem 1.5 can be formulated as
a result for bipolar orientations. However, the bipolar orientation perspective clouds some
combinatorial elements that are useful for the probabilistic analysis. Therefore, rather than
making use of this bijection, we will carry out a self-contained development of the requisite
combinatorics directly in the Schnyder woods setting.
Non-intersecting Dyck paths
In [BB09], the authors give a bijection between the set of wooded triangulations and the
set of pairs of non-crossing Dyck paths. This bijection implies that the number of wooded
triangulations of size n is equal to
Cn+2Cn − C2n+1 =
6(2n)!(2n+ 2)!
n!(n+ 1)!(n+ 2)!(n+ 3)!
(3)
where Cn is the n-th Catalan number [BB09, Section 3]. Our bijection is similar to the one
in [BB09] in that they are both based on a contour exploration of the blue tree. In fact,
their bijection is related to ours via a shear transformation that maps the first quadrant to
{(x, y) ∈ R2 : x ≥ y ≥ 0}. Thus Theorem 1.5 implies that the three pairs of non-intersecting
Dyck paths in [BB09]—coming from clockwise exploring the three trees— converge jointly to
a shear transform of (Z b,Z r,Z g) in Theorem 1.5.
The non-crossing Dyck paths are closely related to the lattice structure of the set of
Schnyder woods on a triangulation, while our bijection is designed to naturally encode
geometric information about the wooded triangulation.
Twenty-vertex model
Note that a Schnyder wood on a regular triangular lattice has the property that each vertex
has in-degree and out-degree 3. In other words, Schnyder woods are equivalent to Eulerian
orientations in this case. Similarly, bipolar orientations on the square lattice have in-degree
and out-degree 2 at each vertex. In the terminology of the statistical physics literature, these
are the twenty-vertex and six-vertex models, respectively (note that 20 =
(
6
3
)
and 6 =
(
4
2
)
).
The twenty-vertex model was first studied by Baxter [Bax69], following the suggestion of
Lieb. Baxter [Bax69] showed that the residual entropy of the twenty-vertex model is 3
√
3
2
,
generalizing Lieb’s famous result for the six-vertex model.
Since the twenty-vertex model is a special case of the Schnyder wood, we may define flow
lines from each vertex using the COLOR algorithm. Furthermore, we may consider the dual
orientation on the dual lattice—this orientation sums to zero around each hexagonal face
and can therefore be integrated to give a height function associated with the model. It is an
easy exercise to check that the winding change of a flow line in the twenty-vertex model can
be measured by the height difference along the flow line. This is analogous to the Temperley
bijection for the dimer model, where the dimer height function measures the winding of
the branches of the spanning tree generated by the dimer model. A similar flow-line height
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function relation for the six-vertex model has been found by [KMSW16]. In light of the
correspondence between the dimer model and imaginary geometry with κ = 2, we conjecture
that the twenty-vertex model is similarly related to imaginary geometry with κ = 1. To our
knowledge, this perspective on the twenty-vertex model is new. We will not elaborate on it
in this paper, but we plan to do some numerical study in a future work. See [KMSW16] for
results on the numerical study of the six-vertex model in this direction.
1.6 Outline
In Section 2 we show that our relation between wooded triangulations and lattice walks is a
bijection, and we demonstrate how this bijection operates locally. We use this construction
to define an infinite-volume version of the uniform wooded triangulation, for ease of analysis.
In Section 3 we prove convergence of the planar map and one tree, and we address some
technically important relationships between various lattice walk variants associated with
the same wooded triangulation. In Section 4 we review the requisite LQG and imaginary
geometry material, and we present a general-purpose excursion decomposition of a two-
dimensional Brownian motion that plays a key role in connecting Zb, Zr and Zg. Finally, in
Sections 5.1–5.3 we prove the infinite volume version of Theorem 1.5, namely Theorem 5.1.
In Section 5.4, we transfer Theorem 5.1 to the finite volume setting and conclude the proofs
of Theorems 1.5 and 1.6.
2 Schnyder woods and 2D random walks
We will prove Theorem 1.4 in Section 2.1 and record some geometric observations in Section 2.2.
In Section 2.3, we construct the infinite volume limit of the uniform wooded triangulation.
2.1 From a wooded triangulation to a lattice walk
We first recall some basics on rooted plane trees. For more background, see [LG05]. A
rooted plane tree is a planar map with one face and a specified directed edge called the root
edge. The head of the root edge is called the root of the tree. We will use the term tree as an
abbreviation for rooted plane tree throughout.
Let m be a positive integer, and suppose T is a tree with m + 1 vertices and m edges.
Consider a clockwise exploration of T starting from the root edge (see Figure 6), and define
a function CT from {0, 1, · · · , 2m} to Z such that CT (0) = 0 and for 0 ≤ t ≤ 2m − 1,
CT (t + 1) − CT (t) = +1 if the (t + 1)st step of the exploration traverses its edge in the
away-from-the-root direction and −1 otherwise. We call CT the contour function associated
with T .
The contour function is an example of a Dyck path of length 2m: a nonnegative walk
from {0, 1, . . . , 2m} to Z with steps in {−1,+1} which starts and ends at 0. We can linearly
interpolate the graph of CT and glue the result along maximal horizontal segments lying
under the graph to recover T from CT . Thus T 7→ CT is a bijection from the set of rooted
plane trees with m edges to the set of Dyck paths of length 2m.
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CT (t)
t
T
( ( ) ( ( ( ) ( ) ) ) )( ) ( ( ) ( ( ) ( ) ) ( ( ) ( ) ) )
Figure 6: A rooted plane tree whose root edge is indicated with an arrow. The contour
function CT (shown here linearly interpolated) tracks the graph distance to the root for a
clockwise traversal of the tree. The contour function is a Dyck path, and if we associate to
each +1 step an open parenthesis and with each −1 step a closed parenthesis, then we see
that Dyck paths of length 2n are in bijection with parenthesis matchings of length 2n.
A parenthesis matching is a word in two symbols ( and ) that reduces to the empty word
under the relation () = ∅. The gluing action mapping CT to T is equivalent to parenthesis
matching the steps of CT , with upward steps as open parentheses and down steps as close
parentheses (see Figure 6). Thus the set of Dyck paths of length 2n is also in natural bijection
with the set of parenthesis matchings of length 2n.
Suppose S = (M,O) is a wooded triangulation, and denote by Tb(S) its blue tree. Among
edges of Tb(S), we let the one immediately clockwise from AgAb be the root edge of Tb(S),
and similarly for the red and green trees. So Tb(S), Tr(S), and Tg(S) are rooted plane trees.
Given a lattice walk Z whose increments are in {(1,−1), (−1, 0), (0, 1)}, we define the
associated word w = w1w2 · · ·w3n in the letters {b, r, g} by mapping the sequence of increments
of Z to its corresponding sequence of colors: for 1 ≤ k ≤ 3n we define wk to be b if
Zk − Zk−1 = (1,−1), to be r if Zk − Zk−1 = (−1, 0), and to be g if Zk − Zk−1 = (0, 1) (see
Figure 9). We will often elide the distinction between a walk and its associated word, so we
can say w ∈ Wn if w is the word associated to Z and Z ∈ Wn. Also, we will refer to the two
components of an ordered pair as its abscissa and ordinate, respectively. Given a word w, let
1
2
1
4
1
8
1
16
Zb increments Z increments
g
r
b
(a) (b)
1
2
1
4
1
8
1
16
Z increments
(c)
Figure 7: The set of increments of the three types of lattice walk we consider: (a) Zb: (1,−1),
(0, 1), and (−1, 0), (b) Z (see Lemma 3.1 and 3.3): {(1,−1)}∪ (−Z≥0×{1}), with probability
measure indicated by the labels, and (c) Z (see Definition 5.4): {(1,−1)} ∪ ({−1} × Z≥0).
wgb be the sub-word obtained by dropping all r symbols from w and wbr be the sub-word
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obtained by dropping all g symbols from w. Then w ∈ Wn implies that both wgb and wbr
are parenthesis matchings:
Ab
ArAg
Figure 8: We cut each red and green edge into incoming and outgoing arrows at each vertex
and discard the green incoming arrows. Then associating the second traversing of each blue
edge with the outgoing red arrow incident to its tail, we see that wbr encodes the matching of
red incoming and outgoing arrows along the contour of the blue tree. Similarly, associating
each outgoing green arrow with the first traversing of the outgoing blue edge from the same
vertex, we see that wbr describes the contour function of the blue tree.
Proposition 2.1. For S ∈ Sn, we have w := φ(S) ∈ Wn. Moreover, wgb is the parenthesis
matching corresponding to the contour function of Tb, and wbr is the parenthesis matching
describing PS’s crossings of the red edges (to wit: each first crossing corresponds to an open
parenthesis, and each second crossing to a close parenthesis).
Proof. From Schnyder’s rule and the COLOR algorithm, PS crosses each green (resp. red)
edge e twice, and the tail of e is on the right (resp. left) of PS at the second crossing. We
remove the outer edges and cut all of the green and red edges into outgoing and incoming
arrows (a.k.a darts). Then every g (resp. r) symbol in w corresponds to a green outgoing
(resp. red incoming) arrow. Finally, we remove incoming green arrows (see Figure 8).
The outgoing and incoming red arrows in this arrow-decorated tree form a valid parenthesis
matching, by planarity of S. By Schnyder’s rule, each b in w corresponds to the blue edge
whose second traversal immediately follows PS’s crossing of some some outgoing red arrow.
Using this identification between outgoing red arrows and b’s in w, we see that the sequence
of b’s and r’s in wbr admits the same parenthesis matching as the sequence of outgoing and
incoming red arrows. Similarly, identifying the outgoing green arrow and outgoing blue
edge from each vertex v, Schnyder’s rule implies that only incoming red arrows may appear
between PS’s first traversal of v’s outgoing blue edge and its crossing of v’s outgoing green
arrow. Thus wgb admits the same parenthesis matching as the contour function of the blue
tree.
Recall that a combinatorial map is a graph together with a (clockwise) cyclic order of
the edges incident to each vertex. From this data, we may define combinatorial faces and
information about how these faces are connected along edges and at vertices. Gluing together
polygons according to these rules, we get a surface X together with an embedding of the
combinatorial map in X. This embedding is unique up to deformation of X [LZ04].
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Ab
ArAg
↔ ggbbrggbrrggbrgbbgrgbbbrrrr ↔
Figure 9: With each wooded triangulation we associate a word and a lattice walk. The values
of the lattice walk are perturbed slightly to make it easier to visually follow the path.
For any word w in the symbols b, r, and g, we say that (wj, wk) is a gb match if wj = g,
wk = b, and sub-word obtained by dropping the r’s from wj+1 · · ·wk−1 reduces to the empty
word under the relation gb = ∅. We also say wk (resp. wj) is the gb match of wj (resp. wk).
We define the term br match similarly.
The following definition provides a recipe to recover a wooded triangulation from its word.
Definition 2.2. Given w ∈ Wn, we define a graph ψ(w) with colored oriented edges as
follows. The vertex set is the union of the set of b’s in w and the symbols {Ab, Ar, Ag}. A
vertex v is called an outer vertex if v ∈ {Ab, Ar, Ag} and an inner vertex otherwise.
We define AbAr, ArAg, and AgAb to be the three outer edges of ψ(w). For each 1 ≤ i ≤ 3n,
we define an inner edge associated with wi as follows (see Figure 10):
1. For wi = b, if there exists (j, k) such that j < i < k and (wj, wk) is a gb match, find
the least such k and construct a blue edge from wi to wk. Otherwise construct a blue
edge from wi to Ab.
2. For wi = r, find wi’s br match (wi′ , wi). If there exists j > i with wj = g, find the
smallest such j and identify wj’s gb match (wj, wk). Construct a red edge from wi′ to
wk. Otherwise construct a red edge from wi′ to Ar.
3. For wi = g, find wi’s gb match (wi, wi′). If there exists (j, k) such that j < i < k and
(wj, wk) is a br match, find the greatest such j and construct a green edge from wi′ to
wj. Otherwise, construct a green edge from wi′ to Ag.
By the edge assigning rule, each inner vertex has exact one outgoing edge of each color. We
now upgrade ψ(w) to a combinatorial map by defining a clockwise cyclic order around each
vertex. For an inner vertex, the clockwise cyclic order obeys the Schnyder’s rule: the unique
blue outgoing edge, the incoming red edges, the unique outgoing green edge, the incoming blue
edges, the unique outgoing red edge, incoming green edges. We also have to specify the order
for incoming edges of each color: the incoming blue edges are in order of the appearance of
their corresponding b-symbol in w; same rules apply for incoming red edges; the incoming
green edges are in the reverse order of appearance of their corresponding g-symbol in w.
For the edges attached to Ab, we define the clockwise cyclic order by AbAg, followed by
incoming blue edges in order of the appearance in w, followed by AbAr. For the edges attached
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Ab
ArAg
wk
wi
(a)
Ab
ArAg
wk
wi′
(b)
Ab
ArAg
wi′
wj
(c)
ggbbrggbrrggbrgbbgrgbbbrrrr
wi
wkwj
(d)
ggbbrggbrrggbrgbbgrgbbbrrrr
wi wj
wkwi′
(e)
ggbbrggbrrggbrgbbgrgbbbrrrr
wi wk
w
i′wj
(f)
Figure 10: The relevant portions of the path P(S) for the construction of (a) blue edges, (b)
red edges, and (c) green edges. And an illustration of how to construct inner edges from its
word in Definition 2.2: (d) blue edges, (e) red edges, and (f) green edges
to Ar, we define the clockwise cyclic order by ArAb, followed by incoming red edges in order of
the appearance in w, followed by ArAg. For the edges attached to Ag, we define the clockwise
cyclic order by AgAr, followed by incoming green edges in the reverse order of the appearance
in w, followed by AgAb.
As specified in Definition 2.2, we identify symbols in w with inner edges of ψ(w) and
identify b symbols with inner vertices of ψ(w) (the tail of a blue edge identified with a b
symbol is the vertex corresponding to that b symbol).
We will use the following two lemmas to conclude the proof of Theorem 1.4. Given a word
w ∈ Wn, define Mbr(w) to be the submap of ψ(w) whose edge set consists of all of the blue
edges, all of the red edges, and AbAr, and whose vertex set consists of all the vertices of ψ(w)
except Ag.
Lemma 2.3. Mbr(w) is a planar map, for all w ∈ Wn.
Proof. Let Mb be the subgraph of ψ(w) consisting of all its blue edges. Recall the definition
of blue edges in Definition 2.2. We can embed Mb on the plane so that wgb is its Dyck word
and Ab is its root. Moreover T b := Tb∪{AbAr} is a spanning tree ofMbr. We further embed
AbAr so that it is the last edge in the clockwise exploration of T b. Now we cut each red
edge of Mbr into an incoming and outgoing arrow so that Mbr is transformed to T b with
2n total red arrows attached at its vertices. Now we can embed the red arrows in the plane
uniquely so that the edge ordering around each vertex is consistent with the ordering rule in
Definition 2.2.
For each inner vertex v we find the symbol wi = b corresponding to v. Let wj = g and
wk = r be the gb match and br match of wi respectively. Then by Definition 2.2, the edges
corresponding to wi, wj, wk are the unique blue, green, red outgoing edges from v. We identify
the red outgoing arrow from wk with the b symbol wi. Let ` = max{m < j : wm 6= r}.
15
Then there exists an incoming red arrow at v if and only if wj−1 = r and the r symbols
corresponding to these incoming arrows, appearing in clockwise order, are w`+1, · · · , wj−1.
Let `0 = max{m : wm 6= r}. Then the r symbols corresponding to the incoming red arrows
at Ar, appearing in clockwise order, are w`0+1, . . . , w3n. Therefore if we clockwise-explore
T b, the 2n red arrows encountered appear in the same order as in wbr, where each b (resp.,
r) symbol corresponds to an outgoing (resp., incoming) arrow. Since wbr is a parenthesis
matching, we may link red arrows in a planar way to recover Mbr.
Since Mbr(w) is planar, we may embed it in the plane so that the face right of AbAr is
the unbounded face. We now describe the face structure of Mbr. Let Zb = (Lb, Rb) be the
walk corresponding to w. For each wi = b, let v be its corresponding inner vertex and wj = r
be the br match of wi. Then the blue and red outgoing edges from v are wi and wj. Let
Gi =
{
k > i : wk = g and L
b
k = L
b
i = min
i≤j≤k
Lbj
}
. (4)
By Definition 2.2, there exist incoming green edges attached to v if and only if Gi 6= ∅. In this
case, write elements in Gi as k1 < · · · < km. Then i < k1 < · · · < km < j and the green edges
attached to v in counterclockwise order between wi and wj are wk1 · · · , wkm . Let v0 (resp.,
vm+1) be the head of wi (resp., wj). For 1 ≤ ` ≤ m, let v` be the tail of wk` . Let F(e) be
the face of Mbr on the left of e where e is the blue edge corresponding to wi. The following
lemma describes the structure of F(e).
Lemma 2.4. The vertices on F(e) are v, v0, · · · , vm+1 in counterclockwise order.
Furthermore, F is a bijection between blue edges and inner faces of Mbr.
e
v
v0
vm+1
v1
vm
F(e)
(a)
e
v
v0
vm+1
v1
vm
(b)
Figure 11: (a) Each face of Mbr, traversed counterclockwise, consists of a blue forward-
oriented edge e, followed by a sequence of reverse blue or forward red edges, followed by a
reverse red edge back to e’s tail. (b) The green edges triangulate each face of Mbr.
Proof. First note that v and vm+1 are on F(e). We split the proof into cases.
If wi+1 = r, then m = 0 and v, v0, and v1 form a triangle where v1v0 is a blue edge. If
wi+1 = b, then the match of wi+1 in wbr is wj−1 if m = 0 and wk1−1 if m > 0. In both cases
v0v1 is a red edge. If wi+1 = g, then v1v0 is a blue edge. Moreover, regardless of the value of
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wi+1, there are no blue and red edges incident to v0 between v0v and v0v1. Therefore v0 is on
F(e) and is counterclockwise after v.
If m > 0, the same argument with wk1+1 in place of wi+1 implies that v1 is on F(e) and
counterclockwise after v0. Moreover, if wk1=1 = b, then v1v2 is a red edge. Otherwise v2v1
is a blue edge. By induction, the general statement holds for vi and vi+1 for all 0 ≤ i ≤ m.
This proves the first statement in Lemma 2.4. Moreover, it also yields that F is an injection
between blue edges and inner faces of Mbr.
Note that Mbr has V = n+ 2 vertices and E = 2n+ 1 edges. Therefore, Euler’s formula
implies that Mbr has 2− V + E = n+ 1 faces and n inner faces. Since Mbr also has n blue
edges and F is an injection, it follows that F is a bijection.
Ab
ArAg
(a)
Ab
ArAg
(b)
Ab
ArAg
(c)
Figure 12: Construction from w to the wooded triangulation ψ(w): (a) draw the planar
tree Mb; (b) draw Mbr in a planar way as in Proposition 2.3; (c) finally, the green edges
triangulate each face in Figure 12(b) in the manner of Figure 11(b).
By Lemma 2.4, each inner face in Mbr is of the form in Figure 11(a). Namely, there
is a unique blue (resp., red) edge so that the face is left (resp., right) of that edge. Let
Mbr := Mbr ∪ {AgAb, AgAr}. We can embed Mbr so that AbAr, AgAb, AgAr form the
unbounded face of Mbr. Let fbr be the inner face of Mbr containing Ag. To understand the
structure of fbr, let w
′ ∈ Wn+1 be the concatenation of g,b, w, and r. If we identify AgAb
(resp., AgAr) as a blue (resp., red) directed edge, thenMbr is isomorphic toMbr(w′) and fbr
becomes an inner face of Mbr(w′), thus by Lemma 2.4 also has the form in Figure 11(a).
Proof of Theorem 1.4. By Proposition 2.1, we have ϕ(Sn) ⊂ Wn. For all w ∈ Wn, Def-
inition 2.2 constructs a combinatorial map ψ(w). Now we show that ψ(w) ⊂ Sn and
ϕ(ψ(w)) = w, which will yield the surjectivity of ϕ.
According to the structure of inner faces in Mbr above and Lemma 2.4, we can recover
ψ(w) by triangulating each inner face f of Mbr by green edges. When f is an inner face of
Mbr, then vertices of f are of the form v, v0, v1, · · · , vm+1 as in Lemma 2.4. In this case we
add green edges from {vi}1≤i≤m to v provided m > 0. If f = fbr, we add green edges to Ag
in the same way. This shows that ψ(w) is a triangulation. Moreover, by the cyclic order in
Definition 2.2, ψ(w) is a size-n Schnyder wood. Knowing that ψ(w) ∈ Sn, it is clear that the
edge-symbol correspondence in Definition 2.2 is identical to the one defined by clockwise
exploring the blue tree of ψ(w) as in Section 1.2.
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Ab
ArAg
(a) (b) (c)
Figure 13: A Schnyder wood along with its dual blue tree and dual red tree.
We are left to show that ψ(ϕ(S)) = S for all S ∈ Sn. From Proposition 2.1 and Lemma 2.3,
the map Mbr(ϕ(S)) in Lemma 2.3 coincides with Tb(S) ∪ Tr(S) ∪ {AbAr, ArAg, AgAb}.
Moreover the way to obtain ψ(ϕ(S)) from Mbr by adding green edges as above is also the
way to obtain S from Tb(S)∪ Tr({AbAr, ArAg, AgAb}olAgAb}. This yields ψ(ϕ(S)) = S.
2.2 Dual map, dual tree and counterclockwise exploration
In light of Theorem 1.4, we may apply the above constructions of Tb, T b and Mbr to obtain
these planar maps for any S ∈ Sn. Fix such an S, and note that T b is a spanning tree of
Mbr. We define a spanning tree on the dual map of Mbr (that is, the map of faces of Mbr)
rooted at the outer face by counterclockwise rotating each red edge. In other words, we
form a directed edge from F1 to F2 if they are the faces on the on the right and left sides
(respectively) of some directed red edge in Mbr. We call this tree the dual blue tree of S.
We can define Tr and T r similarly to Tb and T b with r in place of b. Then T r is also a
spanning tree ofMbr. By clockwise rotating each blue edge, we obtain the dual red tree of
S. For any inner face f of Mbr, the branch on the dual blue tree from f towards the dual
root is called the dual blue flow line. We define the dual red flow line similarly with
red in place of blue.
Recall the map F in Lemma 2.4. We extend F to the set of all inner edges as follows:
let F(e) be the face of Mbr on the left of e if e is a blue or red edge; let F(e) be the face
containing e if e is a green edge. We call F the face identification map. We also define
F˜(e) by replacing left with right in the definition of F(e).
Recall the exploration path PS in the definition of Zb. By reversing the direction of PS and
swapping the roles of red and green edges, we can define a lattice walk bZ corresponding to the
counterclockwise exploration of Tb. More precisely, let P˜S be the time reversal of PS. Then bZ
takes a (1,−1)-step if P˜S traverses a blue edge for the second time, a (0, 1)-step (resp., (−1, 0)-
step) if P˜S crosses a red (resp., green) edge for the second time. We can similarly define rZ and
rZ for the counterclockwise explorations of the red and green tree, respectively. Note that bZ is
not the time reversal of Zb in general. We introduce these counterclockwise walks because if we
switch from clockwise exploration of Tb to the counterclockwise exploration and swap the roles
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of red and green, then (Zb,Mbr, T b, dual blue tree) becomes (rZ,Mbr, T r, dual red tree).
This symmetry will be important in Section 5. (Also see Proposition 2.5 below.)
Write Zb = (Lb, Rb) and rZ = (rR, rL). The letters R and L are arranged in this way
because Tb (resp., Tr) is right (resp., left) of PS (resp., P˜S), while by Proposition 2.1, Rb
(resp., rL) is the contour function (modulo flat steps) of Tb (resp., Tr).
To complete the mating-of-trees picture of our bijection ϕ, we now show that Lb and rR
are contour functions (modulo flat steps) of the dual blue and dual red trees respectively.
Proposition 2.5. In the above setting, for all 1 ≤ i ≤ 3n, Lbi equals the number of edges on
the dual blue flow line from F(wi) to the dual root.
The similar result holds for rR, F˜ , and dual red flow lines.
Proof. It suffices to show that for all 1 ≤ k ≤ 3n, Lbk − Lbk−1 equals the difference between
the number of edges on the dual blue flow lines starting from F(wk+1) and F(wk). When
wk = r (resp., wk = b), the face F(wk) is one step forward (resp., backward) along the dual
blue flow line from F(wk−1). Moreover, F(wk) = F(wk−1) when wk = g. Therefore the claim
holds for each possible value of wi. The result for
rR follows by the symmetry of blue and
red in Mbr.
2.3 Uniform infinite wooded triangulation
Thus far we have considered uniform samples from the set of all wooded triangulations of
size n. We refer to this as the finite volume setting. In this section we introduce an infinite
volume setting by defining an object which serves as the n→∞ limit of the uniform wooded
triangulation of size n, rooted at a uniformly selected edge.
Let {wk : 1 ≤ k ≤ 3n} be a Markov chain on the state space {b, r, g} with w1 = g and
transition matrix given by
P =

b r g
b
1
2
1
4
1
4
r 0 1
2
1
2
g
1
2
1
4
1
4
 (5)
Define f : {b, r, g} → Z2 by
f(b) = (1,−1), f(r) = (−1, 0), f(g) = (0, 1). (6)
Define the lattice walk Zb,n inductively by Zb,n0 = (0, 0) and Z
b,n
k − Zb,nk−1 = f(wk) for
1 ≤ k ≤ 3n. The following proposition tells us that the law of Zb,n may be mildly conditioned
to obtain the uniform measure on Wn.
Proposition 2.6. The conditional law of Zb,n given {Zb,n ∈ Wn} is the uniform measure
on Wn. Moreover,
P[Zb,n ∈ Wn] =
(
48
pi
+ on(1)
)
n−5, (7)
where on(1) denotes a quantity tending to zero as n→∞.
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Proof of Proposition 2.6. We claim that for all walks w ∈ Wn, we have P[Zb,n = w] = 2 ·16−n.
To see this, write the transition matrix as
P =
1
4
 2 1 10 2 2
2 1 1
 .
For a word w = w1 · · ·w3n ∈ Wn,
P[word(Zb,n) = w] =
(
1
4
)3n−1
2#(g→b)2#(b→b)2#(r→g)2#(r→r),
where #(r→ b) denotes the number of integers 1 ≤ i < 3n for which (wi, wi+1) = (r, b), and
similarly for the other expressions. The first two factors multiply to give 2n, since there are n
occurrences of b in w. Similarly, the last two factors multiply to give 2n−1, since there are n
occurrences of r in w, with one at the end. Multiplying these probabilities gives the desired
result.
For the second part of the proposition statement, we use the formula (3) for the number
of wooded triangulations of size n. Stirling’s formula implies that the right-hand side of (3)
is asymptotic to 24
pi
n−516n. Applying the first part of the present proposition and Theorem
1.4 concludes the proof.
Remark 2.7. Consider a 2D lattice walk whose covariance is − cos(4pi/κ) as in Theorem 1.2.
The probability that it stays in the first quadrant over the interval [0, 2n] and returns to the
origin is of order n−
κ
4
−1. Therefore, the exponent α = 5 in Proposition 2.6 and (3) is related
to κ = 16 via the equation α = κ
4
+ 1. This also explains why for uniform spanning tree
decorated map we have κ = 8 and α = 3 [She16b]; and for a bipolar-oriented map we have
κ = 12 and α = 4 [KMSW15].
From now on we refer to Zb,n as the conditioned walked in Proposition 2.6. Note that
the stationary distribution for P is the uniform measure on {b, r, g}. Now we define a
bi-infinite random word w so that {wi}i≥0 has the law of the Markov chain P starting from
the stationary distribution. And we extend w to Z<0 so that {wi}i∈Z is a stationary sequence.
We set Zb,∞0 = (0, 0) and Z
b,∞
k − Zb,∞k−1 = f(wk) for all k ∈ Z, where f is defined as in (6).
Proposition 2.8. In the above setting, let U be a uniform element of {0, 1, . . . , 3n − 1},
independent of Zb,n. Defined the re-centered walk Z˜b,nk := Z
b,n
(k+U)−Zb,nU for −U ≤ k ≤ 3n−U .
Then Z˜b,n converges locally to Zb,∞, in the sense that for any fixed T , the law of Z˜b,n
∣∣∣
[−T,T ]
converges as n→∞ to the law of Zb,∞|[−T,T ].
Proof. Since P[Zb,n ∈ Wn] has subexponential decay by Proposition 2.6, the result follows by
Crame´r’s theorem for Markov chains [DV75]. We refer the reader to Section 4.2 of [She16b]
for more details.
It is straightforward to verify that the bi-infinite word w satisfies the following:
1. the sub-word wgb obtained by dropping all r’s in w is a parenthesis matching a.s.
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Figure 14: To prove Proposition 2.9, we use an alternating sequence of enclosing br and gb
matches to identify a sequence of subgraphs G1, G2 · · · . The green region is G1 and the blue
region is Gm′ .
2. the sub-word wbr obtained by dropping all g’s in w is a parenthesis matching a.s.
3. every r in w is followed by an r or g but not a b.
Knowing the three properties, we can construct a random infinite graph S∞ with colored
directed edges as in Definition 2.2. Namely, we identify the b symbols in w as vertices
in S∞. Then using the edge identification rule (1)-(3) in Definition 2.2, we identify b, g,
and r symbols in w with blue, red and green directed edges on S∞. We call the edge e0
corresponding to w0 the root of S
∞. Note that we don’t introduce Ab, Ar, Ag here because in
the edge identification rule in Definition 2.2, the possibility when Ab, Ar, Ag are attached to a
colored edge a.s. never occur. Moreover, we don’t define the ordering of edges around vertices
at this moment since we don’t want to involve the technicality of infinite combinatorial
maps. Therefore S∞ is not a map yet. However, Proposition 2.9 below will imply that S∞
naturally carries an infinite planar map structure and a Schnyder wood structure (that is, a
3-orientation).
We adapt the notion of Benjamini-Schramm convergence [BS01] to the setting of rooted
graphs with colored directed edges: let (Sn)n≥0 be a sequence of random rooted graph with
colored and directed edges. We say that Sn → S0 as n → ∞ in the Benjamini-Schramm
sense if for every colored and oriented rooted graph T and every r > 0, the probability that
the radius-r neighborhood of the root in Sn is isomorphic to T converges as n→∞ to the
probability that the radius-r neighborhood of the root in S0 is isomorphic to T .
Proposition 2.9. Let Sn be a uniform wooded triangulation of size n and en be a uniformly
and independently sampled inner edge. Then (Sn, en) converges in the Benjamini-Schramm
sense to (S∞, e0).
Proof. Let wn be the word corresponding to Sn and w˜n be wn recentered at Un ∈ {1, · · · , 3n}
where Un is the index corresponding to en (that is, w
n
Un
= en). Let (w˜
n
j1(n)
, w˜nk1(n)) be the br
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match with minimal k1(n) such that j1(n) < 0 < k1(n). Let (wj1 , wk1) denote the br match
in w with minimal k1 so that j1 < 0 < k1. Then by Proposition 2.8, we can couple w, w˜
n
so that w˜n([j1(n), k1(n)]) = w([j1, k1]) with probability 1− on(1). Let Gn1 (resp., G1) be the
graph consisting of edges in w˜n([j1(n), k1(n)]) (resp., w([j1, k1])). Then G
n
1 and G1 can be
coupled so as to be equal with probability 1− on(1). This also means that G1 is a.s. planar.
We let (wjm , wkm) be the br match in w so that jm < 0 < km and km is the m-th smallest
such index. By examining the word wbr, it is straightforward to verify that km <∞ a.s. for
all m. We define Gnm and Gm similarly. Then G
n
m and Gm can be coupled so as to be equal
with high probability. Therefore, Gm is a.s. planar.
Now we claim that the graph distance rm from e0 to S
∞ \Gm tends to ∞ a.s. Note that
S∞ =
⋃∞
1 Gm. This will conclude the proof. Since rm is a non-decreasing integer sequence,
it suffices to show that for all m we can find an m′ > m such that rm′ > rm. We only explain
this for m = 1 since the general case is the same. By examining wgr, it is easy to see that
there are infinite many gb matches of the form (wi, wl) so that i < 0 < l. In particular, we
can find one such that i < j1 < k1 < l. Let m
′ be such that jm′ < i < l < km′ . We abuse
notation and also define i, l,m′ for w˜n as for w. Then by the coupling result above, i, l,m′
are well defined with probability 1− on(1). Moreover, by Schnyder’s rule and the COLOR
algorithm, on the event that i, l,m′ are well defined for w˜n, the graph Gn1 is contained in the
interior of Gnm′ in the sense that the graph distance from G
n
1 to S
n \ Gnm′ is positive. (See
Figure 14 for an illustration.) In particular, rm′ > r1.
Definition 2.10. We call S∞ the rooted uniform infinite wooded triangulation, abbre-
viated to UIWT.
A UIWT S∞ is naturally associated with a bi-infinite word w and the walk Zb,∞. From the
proof of Proposition 2.9, the weak convergence results in Proposition 2.8 and 2.9 hold jointly.
Moreover, Zb,∞ and S∞ determine each other a.s. We say that Zb,∞ is the random walk
encoding of S∞ associated with the clockwise exploration of the blue tree. Results in Section 2.1
and 2.2 have natural extensions to S∞. We can similarly define Zr,∞, Zg,∞, bZ∞, rZ∞, gZ∞,
and we obtain joint convergence for all of them:
Proposition 2.11. Let (Sn, en) be defined in Proposition 2.9. Recall Section 2.2. We have
six walks Zb,n, Zr,n, Zg,n, bZn, rZn,
g
Zn associated with different explorations of Sn. The
tuple (Sn, en, Z
b,n, Zr,n, Zg,n, bZn,rZn, gZn) jointly converges in law to (S∞, e0, Zb,∞, Zr,∞,
Zg,∞, bZ∞, rZ∞, gZ∞). Here the convergence of walks is in the re-centered sense as in
Proposition 2.8.
Now for a UIWT, we can define the map Mbr, which is the union of blue and red edges.
Flow lines, dual flow lines and the face identification mappings F and F˜ can also be defined
for a UIWT. And the results in Section 2.1 and 2.2 have straightforward extensions to UIWT.
In particular, we will use the following corollary of Proposition 2.5 in Section 5.3.
Proposition 2.12. In the above setting, write Zb,∞ = (Lb,∞, Rb,∞). For any k1 < k2, let F
be the face in Mbr where the dual blue flow lines from F(wk1) and F(wk2) merge, which exists
almost surely. Then the difference between the number of dual edges from F(wk2) and F(wk1)
to F equals Lb,∞k2 − Lb,∞k1 . The similar result holds for rZ∞, F˜ , and dual red flow lines.
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We conclude this section by studying the number of incoming green edges at a vertex.
Write Geom(1
2
) as a geometric random variable with success probability 1
2
supported on Z>0.
Lemma 2.13. Let T be a stopping time for w with the property that wT = b almost surely.
Then the number G of incoming green edges incident to the vertex corresponding to wT is
distributed as Geom(1
2
)− 1.
Furthermore, G is measurable with respect to the sequence of symbols between wT and its
br match.
Proof. Note that Lemma 2.4 holds for the UIWT, by Proposition 2.9. In the language of
(4), G = |GT |. Now the lemma follows from the strong Markov property of Zb,∞ and the fact
that the transition probability from b to r and g to r are both 1
2
.
3 Convergence of one tree
In this section we prove marginal convergence of the triple of random walks featured in
Theorem 1.5. Throughout this section, we let Sn be a uniform wooded triangulation of size n
S∞ be a UIWT. Let Zb,n, bZn, Zb,∞, bZ∞ be defined as in Section 2.3. Let wn and w be the
words corresponding to Sn and S.
The following observation is an immediate consequence of Proposition 2.6
Lemma 3.1. Let tn(0) = 0 and for 1 ≤ k ≤ 2n, let tn(k) = min{i > tn(k − 1) : wni 6= r}.
Define Znk := Zb,nt(k). Let P∞ be the law of a random walk with i.i.d. increments distributed
as 1
2
δ(1,−1) +
∑∞
i=0 2
−i−2δ(−i,1) (see Figure 7(b) for an illustration). Then Zn is a (2n)-step
random walk whose law is P∞ conditioned on starting and ending at the origin and staying in
Z2≥0. We call Zn the grouped-step walk of Zb,n.
Remark 3.2. The increments {(ηxk , ηyk)}k≥0 of P∞ satisfies E[(ηxk , ηyk)] = (0, 0), E(|ηxk |2) = 2,
E(|ηyk|2) = 1, and cov(ηxk , ηyk) = −1.
We also would like to define the grouped-step walk for Zb,∞. However, care must be taken
about where we start grouping red steps. The following lemma is straightforward to check.
Lemma 3.3. Let T be a forward stopping time (that is, a stopping time for the filtration
σ({wi}i≤k)) of w so that wT = b or wT = g a.s. Let t(0) = T and for all k ≥ 1, let
t(k) = min{i > t(k−1) : wi 6= r}. Let Zk = Zb,∞t(k) −Zb,∞T for all k ≥ 0. Then Z is distributed
as P∞. We call Z the forward grouped-step walk of Zb,∞ viewed from T .
Remark 3.4. The reason we use a random time T to re-center is because otherwise we would
not get a distribution of P∞. However, if we set T = min{i ≥ 3nt : wi = b}, then law of
T −3nt does not depend on t and has an exponential tail. Therefore, when we consider scaling
limit questions where all times are rescaled by (3n)−1, we can effectively think of (3n)−1T as
the deterministic constant t, even in the finite volume setting where we’re conditioning on the
polynomially unlikely event wn ∈ Wn.
By Proposition 2.6, {tn(k) − tn(k − 1)}1≤k≤2n are i.i.d. random variables distributed as
t(1) − t(0) in Lemma 3.3 (whose law is independent of T ) conditioned on a polynomially
unlikely event {wn ∈ Wn}.
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Lemma 3.5. Let {Xk}k≥1 be a sequence of i.i.d random variables where X1 distributed as
Geom(1
2
) or Geom(1
2
)− 1 or t(1)− t(0) in Lemma 3.3. Let Nt = inf{n :
∑n
1 Xi ≤ t}. Then
lim
n→∞
Ntn
tn
=
1
E[X1]
a.s. for all t simultaneously. (8)
Moreover, there exist absolute constants c1, c2 > 0 such that
P
[∣∣∣∣∣
n∑
i=1
Xi − nE[X1]
∣∣∣∣∣ > √n log n
]
≤ c1n−c2 logn. (9)
Proof. Formula (8) follows from the renewal theorem for random variables with finite means,
which works for all the three distributions. For (9), when X1 = Geom(
1
2
), it follows from the
known concentration results for geometric random variables [Jan14, Theorem 2.1 and 3.1].
(9) for X1 = Geom(
1
2
)− 1 is identical to (9) for X1 = Geom(12).
When X1
d
= t(1)− t(0) in Lemma 3.3, we have P[X1 = 1] = 34 and P[X1 = i] = 2−i−1 for
i ≥ 2. Therefore we can couple Y = Geom(1
2
)− 1 with X1 such that Y = X1 if X1 ≥ 2,
P[Y = 0|X1 = 1] = 1
2
, and P[Y = 1|X1 = 1] = 1
4
.
Write X1 = Y + (X1 − Y ). Then |X1 − Y | ≤ 2, thus by Azuma-Hoeffding inequality satisfies
the concentration in (9). Since Y also satisfies (9), we conclude the proof with a union
bound.
Remark 3.6. Lemma 3.5 allows us to effectively identify X as the deterministic constant
E[X] when dealing with infinite volume scaling limit questions, if X is one of the distributions
in Lemma 3.5. Since the expression n−c logn in (9) decays much faster than P[wn ∈ Wn], the
identification is still effective in the finite volume setting. We will apply this observation
several times.
Proposition 3.7. The convergence in equation (2) of Theorem 1.5 holds for c = b.
Proof. Let Zn = (Ln,Rn) be the grouped-step walk of Zb. By the invariance principle for
random walks in cones (see, e.g., [DW15]) and Remark 3.2,
(
1√
4n
Lb2ntc, 1√2nRb2ntc
)
converges
to Z b . By the step distribution of Z, for all 1 ≤ k ≤ 3n and tn(k− 1) < m ≤ tn(k), we have
|Zbm −Zk−1| ≤ |Zk −Zk−1|. (10)
Now Proposition 3.7 follows from Lemma 3.5 by setting X1 = t(1)− t(0).
Write Zb,∞ as (Lb,∞, Rb,∞). By taking T = inf{i ≥ 0 : wi = b} and apply (10) to
Zb,∞ and Z, we have that
(
1√
4n
Lb,∞b3ntc,
1√
2n
Rb,∞b3ntc
)
t≥0
weakly converges to a Brownian motion
Z satisfying (1). By the stationarity of w we have that
(
1√
4n
Lb,∞b3ntc,
1√
2n
Rb,∞b3ntc
)
t∈R
weakly
converges to a two-sided Brownian motion (which we still denote by Z ) with the same
variance and covariance. We now explain that the scaling limit of the walk bZ∞ is the time
reversal of the scaling limit of Zb,∞, although this relation does not hold at the discrete level.
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Proposition 3.8. Write bZ∞ = (bR∞, bL∞). Then(
1√
4n
Lb,∞b3ntc,
1√
2n
Rb,∞b3ntc
)
t∈R
and
(
1√
4n
bR∞b3ntc,
1√
2n
bL∞b3ntc
)
t∈R
jointly converges in law to the process Z , defined above, and its time reversal.
Proof. To show that the scaling limits of Zb,∞ and bZ∞ are related by time reversal, it
suffices by tightness to show that any subsequential limit (Z , Ẑ ) of the two processes has
the property that Z and Ẑ are time reversals of each other. In other words, we want to
show that Zt = Ẑ−t a.s. for all t. Without loss of generality we take t = 1.
The process Rb,∞ over the interval [0, 3n], with flat steps excised, is equal to the contour
function of the portion of the blue tree traced by PS during that interval. Furthermore, by
Lemma 3.5, the asymptotic effect of including the flat steps is to time-scale the contour
function by a factor of 3
2
. Similarly, bL∞ is asymptotically within on(1) of the contour function
of the same portion of the same tree (also time-scaled by a factor of 3
2
), but traced in reverse.
Therefore, the ordinates of Z1 and Ẑ−1 are equal.
It remains to show that the abscissas of Z1 and Ẑ−1 are equal. Roughly speaking, the
idea is to (i) observe that the former counts the discrepancy between unmatched b’s and r’s
in the segment w0 · · ·wn of the word w, and (ii) show that the latter approximately counts
the same. By definition, Lb,∞n is equal to |L ∩ [1, 3n]Z| − |R ∩ [1, 3n]Z|, where L is the set of
integers k ≥ 1 such that (wj, wk) is a br match and j < 0, and R is the set of integers j ≤ 3n
such that (wj, wk) is a br match and k > 3n. (The absolute value bars denote cardinality.)
For j ≥ 1, suppose that wq is the jth least element of L and define GLj to be the set
of all integers k such that wk = g and there exists p so that (wp, wq) is the innermost br
match enclosing wk (in other words, it is the match with maximal p among those satisfying
p < k < q). Similarly, for j ≥ 1, let wp be the jth largest element of R and define GRj to be
the set of all integers k such that wk = g and the br match (wp, wq) is the innermost one
enclosing wk. Let G
L and GR be disjoint unions of these sets, as follows:
GL = GL1 ∪ · · · ∪GL|L∩[1,3n]Z| and GR = GR1 ∪ · · · ∪GR|R∩[1,3n]Z| (11)
By Definition 2.2, bR∞−n is equal to |GL| − |GR| . By the measurability part of Lemma 2.13,
(|GLj |)∞j=1 and (|GRj |)∞j=1 are i.i.d. random variables with distribution Geom(12)− 1.
Since elements of L and R correspond to running infima of Lb,∞ and its time reversal,
respectively, we have |L ∩ [1, 3n]Z| ≤
√
n log n and |R ∩ [1, 3n]Z| ≤
√
n log n with probability
1 − on(1). Combined with (11) and Lemma 3.5, we have Lb,∞3n = bR∞3n + O(n1/4) with
probability 1− on(1). This concludes the proof.
We conclude this section with the finite-volume version of Proposition 3.8.
Proposition 3.9. Write bZn = (bRn, bLn). Then(
1√
4n
Lb,nb3ntc,
1√
2n
Rb,nb3ntc
)
t∈[0,1]
and
(
1√
4n
bRnb3ntc,
1√
2n
bLnb3ntc
)
t∈[0,1]
jointly converges in law to Z b defined in Theorem 1.5 and its time reversal.
Proof. The proof of Proposition 3.7 works here as well except that we have to condition on
the polynomially unlikely event {wn ∈ Wn}. As explained in Remark 3.6, the estimate (9)
allows us to ignore this conditioning and the argument in Proposition 2.5 goes through.
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4 Multiple Peano curves and an excursion theory
4.1 SLE, LQG and the peanosphere theory
In this section, we review some basics of SLE, LQG, and the peanosphere. We focus on
κ ∈ (0, 2) since we will eventually only use κ = 1. For a comprehensive review, we refer to
[DMS14] and references therein. Throughout the section, κ′ = 16/κ and γ =
√
κ ∈ (0,√2)
and χ = 2/
√
κ−√κ/2 > 0.
Consider a chordal SLEκ′ in the origin-centered disk of radius R, from −iR to iR and
re-centered at the origin. If κ ∈ [0, 2], then this path converges as R→∞ to a space-filling
curve on C, which is called the whole plane space-filling SLEκ′ .
Now let us recall the basics of imaginary geometry [MS12, MS13]. Given a smooth function
h, the initial-value problem
η˙ = e
ih(η)
χ
+θ, η(0) = z (12)
has a unique solution. It is possible to make sense of (12) even when h is a whole-plane
Gaussian free field modulo 2piχ, simultaneously for all θ ∈ R, z ∈ C. The solutions to (12)
are called the flow lines of h of angle θ emanating from z. For any fixed θ, z, the solution is
a.s. unique, and is denoted by ηθz . For simplicity, we abbreviate η
θ
0 to η
θ. The law of ηθz does
not depend on θ or z and is called a whole plane SLEκ(2− κ) curve. Moreover, {ηθz} are a.s.
determined by h.
Flow lines of the same angle θ starting from different points intersect a.s. and merge upon
intersection. These flows lines form a continuum tree T θ on C. The trees T θ+pi2 and T θ−pi2 are
the continuum analogue of a spanning tree and its dual. The space-filling curve η′θ snaking
in between T θ+pi2 and T θ−pi2 is a whole plane space-filling SLEκ′ . We call η′θ the Peano curve
of h with angle θ and abbreviate η′0 to η′. The left and right boundaries of η′θ at different
times are the branches of T θ+pi2 and T θ−pi2 . For any θ, the free field h and η′θ determine each
other a.s. Therefore, η′θ1 and η′θ2 determine each other, for any θ1, θ2.
Let h be a variant of GFF called the γ-quantum cone, and let µh be the random measure
on C determined by h by making sense of eγh dx dy. For the precise definition of h and
the rigorous construction of µh, we refer the reader to [DMS14, DS11]. The measure µh is
conjectured to be the scaling limit of the volume measure of the infinite volume random planar
maps in the γ-LQG class. For example, we conjecture that when h is the 1-quantum cone, µh
is the scaling limit of the volume measure of the UIWT under a conformal embedding.
Consider an independent coupling of h and h and (h, η′θ)θ∈R are coupled in the imaginary
geometry with κ = γ2 as above. We parametrize η′ such that η′(0) = 0 and µh(η′([s, t])) = t−s
for all s < t. According to [She16a, DMS14], h endows flow lines of h with a length measure
called γ-quantum length. Let Lt (resp. Rt) be the net change of the quantum lengths of the
left (resp. right) boundary of η′(−∞, t] relative to η′(−∞, 0]. The following theorem proved
in [DMS14, GHMSar] is the infinite volume version of Theorem 1.2:
Theorem 4.1. Z = (L ,R)t∈R is a two sided Brownian motion such that
Var[L1] = Var[R1] = 1 and Cov[L1,R1] = − cos
(
4pi
κ′
)
. (13)
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Moreover, Z determines (h, η′) up to rotations.1
Intuitively, the unit area 1-LQG sphere in Theorem 1.2 is the 1-quantum cone conditioned
on having mass 1. Various rigorous conditioning procedures are performed in [DMS14, MS15b]
to construct this object. Another construction appears in [DKRV16]. See [AHS15] for their
equivalence. The proof of Theorem 1.2 is also via conditioning [MS15b].
4.2 A flow line traversing a tree on LQG surfaces
To prove Theorem 5.1, we need to understand the coupling (Z ,Z θ). Since the boundaries of
η′θ are ηθ−
pi
2 and ηθ+
pi
2 , the first step is to understand the coupling of η and a flow line with a
general angle θ. This coupling is analyzed in detail in [GHS16], which we will review in this
section. Since η has time reversal symmetry [MS13], we focus on θ ∈ (−pi
2
, pi
2
) and consider
the flow line ηθ coupled with η′, h, h,Z as in Theorem 4.1.
Given t ≥ 0, we say that η′ crosses ηθ at time t if and only if
1. η′(t) is on the trace of ηθ;
2. η′(t− 1
n
) and η′(t− 1
n
) lie on different sides of ηθ for sufficiently large n.
We remark that if ηθ does not intersect η−
pi
2 and η
pi
2 , then η′ crosses ηθ at time t if and only
if η′(t) is on the trace of ηθ. This is the case when κ = 16 and θ = pi
6
, which corresponds to
the setting of Theorem 5.1.
η′(t)
η′(0) η
θ
(a)
η′(t)
η′(0)
ηθ
(b)
Figure 15: In Proposition 4.2, the point η′(t) may fall (a) left of the red flow line ηθ from
η′(0), or (b) right of it.
The following three facts are lifted from [GHS16]:
Proposition 4.2. Let Aθ be set of times when η′ crosses ηθ.
For all t, let τ˜t = sup{s ≤ t : s ∈ Aθ} and Wt = Zt −Zτ˜t. We have
1. Aθ has the same distribution as the zero set of the standard Brownian motion.
2. For all t > 0, W |[0,t] and Z |[0,t] determine each other. In particular, σ(W ) = σ(Z ).
1Our (13) differs from [DMS14, Theorem 9.1] by a constant. However, we can redefine the quantum length
measure of SLEκ via a rescaling to ensure (13). This convention is also implicitly made in [MS15b].
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3. Let `θ be the Brownian local time of Aθ. There exists a constant c > 0 such that for all
t > 0, the `θ-local time accumulated on {s ∈ [0, t] : η′(s) ∈ ηθ} a.s. equals c times the
quantum length of ηθ ∩ η′[0, t].
In order to describe the law of W , we introduce the following function:
Lemma 4.3. Let p(θ) be the probability that η′(1) lies on the right side of ηθ. Then p is a
homeomorphism between (−pi
2
, pi
2
) and (0, 1) and therefore has an inverse function θ(p).
Moreover, p(θ) + p(−θ) = 1.
Proof. By scaling, p(θ) also equals to the probability that η′(t) lies on the right side of ηθ
for all t > 0. By Fubini’s theorem, p(θ) equals to the expected µh-area of the sub-region of
η[0, 1] on the right side of ηθ. Now the first statement follows from the monotonicity of flow
lines with respect to angle [MS12] and the Monotone Convergence Theorem.
The second statement follows from symmetry.
4.3 A Poisson point process on half-plane Brownian excursions
In this section we describe an excursion decomposition of a two dimensional (correlated)
Brownian motion, which is the peanosphere counterpart of the theory in Section 4.2. It is
implicitly developed in [GHS16, Section 3], but we formulate it here via excursion theory.
We will use this machinery to decompose Zb into excursions away from the red flow line from
the root. This excursion description of the coupling of the blue Peano curve with red flow
lines is a key tool in the proof of Theorem 1.5.
Throughout this subsection, Z = (L ,R) is a two-dimensional Brownian motion with
covariance matrix (
1 α
α 1
)
where α ∈ (−1, 1) and p ∈ (0, 1) is fixed.
For topological spaces A and B, we denote by C(A,B) the set of continuous functions
from A to B. Given ω ∈ C(R+,R), we define the infimum process I(ω) by I(ω)t = inf{ωs :
s ∈ [0, t]}. For ` ≥ 0, we define the hitting and crossing times τ−(ω) and τ(ω) of −`:
τ−(ω)` = inf{t : I(ω)t = −`} (14)
τ(ω)` = inf{t : I(ω)t < −`}.
By Levy’s theorem, if B is a standard Brownian motion, then
1. B − I(B) has the same law as a reflected Brownian motion,
2. I(B) is the local time process of B − I(B), and
3. τ(B) is the inverse local time of B − I(B),
where we use the convention that the local time at zero of |B| is same as that of B. Now let
e1`(t) =
{
Zτ−(L )l+t −Zτ−(L )l , if 0 ≤ t ≤ τ(L )l − τ−(L )l;
0 if t > τ(L )l − τ−(L )l. (15)
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Similarly, let
e0`(t) =
{
Zτ−(R)l+t −Zτ−(R)l , if 0 ≤ t ≤ τ(R)l − τ−(R)l;
0 if t > τ(R)l − τ−(R)l. (16)
Then (e1`(t) : ` ≥ 0) and (e0`(t) : ` ≥ 0) are Poisson point processes with excursion spaces
E1 =
⋃
ζ>0
{
e = (x, y) ∈ C([0, ζ],R2) : e(0) = (0, 0) and x(ζ) = 0 and x|(0,ζ) > 0
}
, and
E0 =
⋃
ζ>0
{
e = (x, y) ∈ C([0, ζ],R2) : e(0) = (0, 0) and y(ζ) = 0 and y|(0,ζ) > 0
}
,
respectively. We call ζ = ζ(e) the lifetime of the excursion e.
Up to a multiplicative constant, the excursion measure n1 for e1 is characterized by the
following: for all t > 0, n1 conditioned on ζ(e) > t is equal to the law of Z conditioned
on staying in the right half plane during [0, t] (and similarly for n0, with the upper half
plane in place of the right half plane). The constant can be fixed by setting n1(ζ(e) > 1)
and n0(ζ(e) > 1) equal to the corresponding quantity for the 1D Itoˆ excursion measure. In
particular, the time set when the excursion occurs is distributed as the zero set of a 1D
Brownian motion. In this construction Z and e1 determine each other, and similarly for Z
and e0.
Now for p ∈ (0, 1), let ep be the Poisson point process on [0,∞)× (E1 ∪E0) with intensity
ds ⊗ np where np = pn1 + (1 − p)n0 (and where ds denotes Lebesgue measure on [0,∞)).
By restricting to E1 or E0 we obtain two independent Poisson point processes which we
denote by pe1 and (1 − p)e0. Then pe1 has intensity p ds ⊗ n1 and (1 − p)e0 has intensity
(1− p)ds⊗n0. Also, pe1 can be constructed from e1 via reparametrizing time by p` 7→ `, and
similarly for (1− p)e0 with the reparametrization (1− p)` 7→ `. Thus we obtain a coupling
(e1, e0, ep) for which e1 and e0 are independent and for all ` > 0, ep|[0,`] = e1[0,p`] ∪ e0[0,(1−p)`]. In
particular, (e1, e0) and ep determine each other.
Given e ∈ E1∪E0, let f(e) be the x-coordinate process of e if e ∈ E1 and the y-coordinate
process of e if e ∈ E0. Then the image measure of np under f is equal to the Itoˆ excursion
measure for a reflected Brownian motion. Therefore, we may define a reflected Brownian
motion X p such that the excursion process of X p is f(ep) (here a function f on an excursion
space is understood to act pointwise on the corresponding Poisson point process). By Itoˆ
excursion theory, X p and f(ep) determine each other.
For all t > 0, let τ˜ pt = sup{s : |X ps | = 0, s ≤ t}, τ pt = inf{s : X ps = 0, s > t}. Let
(`pt : t ≥ 0) be the local time process for X p. Then we can define a process W p by requiring
that W p|[τ˜pt ,τpt ] evolves as e
p
`pt
for all t ≥ 0. Clearly, W p is continuous on ⋃t (τ˜ pt , τ pt ), and τ˜ pt is
the last discontinuity time of W p before t, almost surely.
According to Proposition 3.2 in [GHS16], W p has the same law as W in Proposition 4.2
with θ = θ(p), where θ(p) is as in Lemma 4.3. By Proposition 4.2(2), W p determines a
Brownian motion Z p. (We are overloading the notation Z •, using context to distinguish the
process Z p defined above and the process Z θ defined in Section 4.2.) Note the injection of
peanosphere theory: the present section is dedicated to the study Brownian motion, but here
we rely on imaginary geometry to stitch the excursions of Wp together to form a Brownian
motion Z p.
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Now we have a coupling (Z p, ep) in which Z p and ep determine each other. Since ep is
a functional of Z p, we call ep the p-excursion of Z p. We also define the two-dimensional
Brownian motion Z 1 obtained by concatenating the excursions in e1 and subtracting from the
first coordinate its local time at zero. Define Z 0 similarly, concatenating e0 and subtracting
from the second coordinate its local time at zero.
To summarize, we constructed a coupling of the following objects: e1, e0, ep, Z 1, Z 0,
Z p, W p, X p, and `p. In this coupling, Z 1 and Z 0 are independent, and the dependence
relations, expressed in terms of σ-algebras, are as follows:
σ(e1) = σ(Z 1), σ(e0) = σ(Z 0); (17)
σ(ep) = σ(e0, e1) = σ(Z p) = σ(W p);
σ(`p) ⊂ σ(|X p|) ⊂ σ(Z p).
The following lemma gives a more explicit connection between Z 1,Z 0, and W p. We write
Z 1 = (L 1,R1) and Z 0 = (L 0,R0) and define τ˜ 1a = τ
−(L 1)a and τ˜ 0a = τ
−(R0)a as in (14).
Lemma 4.4. If we define lt = sup{a : τ˜ 1pa + τ˜ 0(1−p)a < t} for all t ≥ 0, then for any fixed t ≥ 0
we have `pt = lt a.s. In particular, W
p|[τ˜pt ,τpt ] = e
p
lt
and τ˜ pt = τ˜
1
plt
+ τ˜ 0(1−p)lt. Moreover, for all
t > 0, e1plt 6= 0 with probability p, in which case ep`t = e1plt. Also, e0(1−p)lt 6= 0 with probability
1− p, in which case ep`t = e0(1−p)lt.
Definition 4.5. For later reference, we define a random variable indicating the event described
at the end of the statement of Lemma 4.4: δ(t) := 1 if ep`t = e
1
plt
and δ(t) := −1 otherwise.
Proof. For a rational ` > `tp, find another rational `
′ ∈ (`pt , `). Then a.s there is an excursion
of ep in (`′, `). Therefore τ˜ 1p` + τ˜
0
(1−p)` > t. This means lt ≤ ` hence lt ≤ `pt a.s.
For a rational ` < `tp, find another rational `
′ ∈ (`, `pt ). Then a.s there is an excursion of ep
in (`′, `). Therefore τ˜ 1p` + τ˜
0
(1−p)` < t. This means lt ≥ ` hence lt ≥ `pt a.s.
Note that ep
`pt
∈ e1
p`pt
∪e0
(1−p)`pt a.s. By the definition of e
p, we have ep
`pt
∈ E1 with probability
p. Therefore ep`t = e
1
plt
with probability p and ep`t = e
0
(1−p)lt with probability 1− p.
In Section 5.3, we will have a discrete analogue of the triple (Z 1,Z 0,Z p) for α = −
√
2
2
and
p =
√
2
1+
√
2
or 1
1+
√
2
and establish weak convergence using a tightness plus uniqueness argument.
Lemma 4.4 combined with the following characterization of the coupling (Z 1,Z 0,Z p) will
help with the uniqueness part of the proof.
Lemma 4.6. Suppose Z˜ p has the same law as Z 0 and coupled with (Z 1,Z 0, ) so that :
1. ∀ t > 0, Z˜ pt −Z˜ pτ˜t = W pt a.s. where τ˜ and W p are defined from Z 0,Z 1 as in Lemma 4.4
2. Let Ft = σ((Z p, Z˜ p)|[0,t]), where Z p is determined by Z 1 and Z 0 as in (17). Then
both Z p and Z˜ p are F-Brownian motions.
Then Z˜ p = Z p.
Proof. Note that τ˜t is ca´dla´g and Z p is continuous. By considering rational t, we have that
with probability 1, Z pt −Z pτ˜t = W pt for all t. Now Lemma 4.6 is an immediate consequence
of [GHS16, Lemma 3.17].
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5 Joint convergence to three Peano curves
In Sections 5.1–5.3, we work in the infinite-volume setting. In the discrete, let S be a UIWT
and (Zb, Zr, Zg) be the triple of lattice walks encoding of S with respect to the clockwise
explorations of its three spanning trees. In the continuum, recall the notations of Section 4.1.
We assume κ = γ = 1 and κ′ = 16. Let h the 1-LQG quantum cone and (ηb, ηr, ηg) be
Peano curves of angle (0, 2pi
3
, 4pi
3
) in an imaginary geometry that is independent of h. For
c ∈ {b, r, g}, let Z c be the Brownian motion corresponding to (µh, ηc) as in Theorem 4.1. In
Sections 5.1–5.3 we will prove the following infinite-volume version of Theorem 1.5:
Theorem 5.1. In the above setting, write Zb = (Lb, Rb), Zr = (Lr, Rr), Zg = (Lg, Rg). Then(
1√
4n
Lcb3ntc,
1√
2n
Rcb3ntc
)
t∈R
in law−→ (Z c)t∈R for c ∈ {b, r, g}.
and the convergence holds jointly for (Zb, Zr, Zg).
In Section 5.4, we use a conditioning argument to deduce Theorem 1.5 and Theorem 1.6
from Theorem 5.1.
5.1 A decomposition of a one-dimensional random walk
Suppose we are in the setting of Theorem 4.1. Let w be the stationary bi-infinite word
associated with S. For i ∈ Z, let yb(i) be the edge in S corresponding to wi, which can be
thought of as the Peano curve exploring the blue tree of S. For any forward stopping time T
such that wT = b a.s., recall the grouped-step walk Z defined in Lemma 3.3. We drop the
dependence of Z on T since the law of Z (namely P∞) is independent of T (Lemma 3.3).
Ab
ArAg
v
(a)
wj0
wj′0
wk0
wj1
v
(b)
Figure 16: (a) A decomposition of the path P(S) into excursions right and left of the red flow
line from a vertex v, shown in purple and gold, respectively. The corresponding decomposition
of the word is as follows: ggbbrggbrrg gbrgbb grgbbbrrrr. (b) An illustration of the symbols
involved in the excursion decomposition of the word: (wj0 , wj′0) is a br match, wk0 is the first
g after wj′0 and (wk0 , wj1) is a gb match.
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We now develop wooded-triangulation analogues of the objects featured in Sections 4.2
and 4.3. Similar discrete analogues have been considered in the bipolar orientation setting
[GHS16]. The forward and reverse explorations of a bipolar orientation are symmetric.
However, they behave differently in the wooded triangulation setting considered below. We
start from the forward exploration. Given a blue edge yb(i) and its tail v, let Pi be the red
flow line from v. As a ray in a topological half plane bounded by the blue and green flow
lines from v, the path Pi admits a natural notion of left and right sides.
Lemma 5.2. In the above setting, let T be a forward stopping time such that wT = b a.s.
and lew Z = (L,R) be the forward grouped-step walk viewed from T . Define a sequence σ
inductively by σ0 = 0 and, for i ≥ 1,
σi = inf{j > σi−1 : Lj < Lσi−1}, if i is odd,
σi = inf{j > σi−1 : Rj < Rσi−1}, if i is even,
Then for all integers k ∈ [t(σi), t(σi+1 − 1)], the edge yb(k) is right of the red flow line PT if i
is even and left of PT if i is odd.
See Figure 17 for an illustration of the relationship between the excursion index i, the
time index j in Z, and index k in the word.
j= σi
i
k= (j)
wk
0 1 2
0 1 2 3 4 5 6
0 1 2 3 4 5 6 7 8 9 10 11 12
r r g g b r r g g g b b b
Figure 17: Three indices involved in Lemma 5.2.
Proof. Beginning with j0 := T (see Figure 16(b)), we perform the following algorithm :
1. Identify wj0 ’s br match (wj0 , wj′0);
2. Let k0 = min{k > j′0 : wk = g};
3. Find wk0 ’s gb match (wk0 , wj1);
4. Repeat, beginning with j1 in place of j0 to obtain {(ji, j′i, ki)}i≥0 iteratively.
According to Definition 2.2, the red edges yb(j′0), y
b(j′1) · · · form the red flow line PT . Moreover,
yb is right (resp. left) of PT during [ji, j
′
i − 1] (resp. [j′i + 1, ji+1 − 1]) for all i ≥ 0. Recall
the sequence {t(k)}k≥0 in Lemma 3.3. By the parenthesis matching rule, we have ji = t(σ2i)
and ki = t(σ2i+1) for all i ≥ 0. Therefore wt(σ2i) = b and thus t(σ2i − 1) = t(σ2i)− 1. Since
t(σ2i+1 − 1) < j′i < ki, we conclude the proof.
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v
(a)
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v
(b)
Figure 18: (a) The dual red flow line from v, which is obtained by starting from the face left
of the outgoing blue edge from v. The corresponding sequence of blue edges is illustrated
with the thick blue marker, and the path passing through all these edges is shown in red. (b)
A decomposition according to the left and right excursions from the dual red flow line.
Definition 5.3. For each l ≥ 0, we call the walk (Zk −Zσ2l)σ2l≤k≤σ2l+1 a right excursion
and the walk (Zk −Zσ2l+1)σ2l+1≤k≤σ2l+2 a left excursion.
Let T 0(k) = ∑0≤l<k(σ2l+1 − σ2l) and T 1(j) = ∑0≤l<j(σ2l+2 − σ2l+1). Let Z0 = (L0,R0)
be the concatenation of right excursions. More precisely, let Z00 = (0, 0). For l ≥ 0 and
0 ≤ i ≤ σ2l+1−σ2l, let Z0i+T 0(l)−Z0T 0(l) = Zi+σ2l−Zσ2l. Let Z1 = (L1,R1) be the concatenation
of left excursions defined in the same way.
When σ2l ≤ n < σ2l+1 for some l ≥ 0, let (Kn,Jn) = (l, l). When σ2l+1 ≤ n < σ2l+2 for
some l ≥ 0, let (Kn,Jn) = (l, l + 1). We define the discrete local time of Z to be
ln = − inf
m≤T 1(Jn)
L1m − inf
m≤T 0(Kn)
R0m.
By the strong Markov property, Z1 and Z0 are independent and equal in distribution
to Z. The process (Z,Z0,Z1, l) is a discrete analogue of (Z p,Z 0,Z 1, `p) in Lemma 4.4.
Moreover, Jn−Kn is the indicator of the event that Z reaches time n during a left excursion,
which is analogous to δ in Definition 4.5.
We have a similar story when considering the time reversal of yb and dual red flow lines in
Mbr (recall Section 2.3). Recall Zb = (Lb, Rb).
Definition 5.4. Let T be a reverse stopping time of w, (that is, a stopping time with respect
to the filtration Fn = σ({wi}i≥n)) such that wT = b a.s. Let t(0) = T − 1 and for all k ≥ 1,
let t(k) = max{i < t(k − 1) : wi 6= r}. Let Lk = Rbt(k) − Rbt(0) and Rk = Lbt(k) − Lbt(0) for all
k ≥ 0. We call Z := (L,R) the reverse grouped-step walk Zb viewed from T .
Note the interchange of L and R, owing to the fact that reversing yb swaps the notion of
left and right (see the precise convention below). We drop the dependence of Z on T because
the following lemma implies that the distribution of Z is independent of T .
Lemma 5.5. Let P∞ be the law of a random walk with i.i.d. increments distributed as
1
2
δ(1,−1) +
∑∞
i=0 2
−i−2δ(−1,i) (see Figure 7(c)). Then Z is distributed as P∞.
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wj′0
wj0
wj1
wk0
(a)
wk0 = wj
′
0
wj0
wj1
(b)
wk0
=wj′0
wj0
wj1
(c)
Figure 19: An illustration of one step of the iterative procedure in the proof of Lemma 5.6.
We have the case wj′0−1 = r in (a), the case wj′0−1 = g in (b), and the case wj′0−1 = b in (c).
In all three cases our proof of Lemma 5.6 works.
Proof. We have wt(0) 6= r a.s because wT = b. If wt(0) = b we have Z1 = (1,−1). If wt(0) = g,
then L1 = −1 and R1 = t(0)− t(1)− 1. It is straightforward to check that the first increment
of Z has law indicated in Figure 7(c). A similar argument can be used to check the joint
distribution of {Zk −Zk−1}k≥1.
The increments {(ηxk , ηyk)}k≥0 of P
∞
satisfy E[(ηxk , η
y
k)] = (0, 0), E(|ηxk |2) = 1, E(|ηyk|2) = 2,
and cov(ηxk , η
y
k) = −1 (compare to Remark 3.2).
Given a blue edge yb(i), its tail v and the face f = F(yb(i)) (recall Lemma 2.4), let P ′i
be the dual red flow line starting from f . Since P ′i lives on the dual map of Mbr, we have
to be careful when talking about the left and right of P ′i . Although particular choices do
not matter in the scaling limit, for the sake of concreteness we fix the following convention.
Given P ′i , define the edge subset P i of S as follows: an edge e is in P i iff there is a blue edge
e′ such that F(e′) is on P ′i and e is the next edge after e′ when clockwise rotating around
the tail of e. By Lemma 2.4, P i is a simple path on S. As a ray in a topological half plane
bounded by the blue and red flow lines from v, we have a natural notion of left and right for
P i. For k ≤ 0, we say yb(k) is on the right of P ′i if yb(k) lies on P i or to its right. Otherwise
we say yb(k) is on the left of P ′i . We have the following analogue of Lemma 5.2.
Lemma 5.6. In the above setting, let T be a reverse stopping time such that wT = b almost
surely, and let Z be the reverse grouped-step walk viewed from T . Define a sequence σ
inductively by σ0 = 0 and, for i ≥ 1,
σi = inf{j > σi−1 : Lj < Lσi−1} if i is odd,
σi = inf{j > σi−1 : Rj < Rσi−1} if i is even.
Then for each k ∈ [t(σi+1) + 1, t(σi)], the edge yb(k) is right of the dual red flow line P ′T if i
is even and left of P ′T if i is odd.
Proof. Beginning with j0 := T (see Figure 18(c)), we perform the following algorithm.
1. Identify wj0 ’s gb match (wj′0 , wj0)
2. Let k0 = max{k < j′0 : wk 6= r}+1.
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3. Let j1 = max{j < k0 : wj = b, and the br match (wj, w`) satisfies ` ≥ k0}.
4. Repeat, beginning with j1 in place of j0 to obtain {(ji, ki)}i≥0 iteratively.
By Definition 2.2 and Lemma 2.4, edges of P T are exactly {yb(ki)}i≥0 in order. Moreover, for
i ≥ 0, the edge yb(k) is on the right of P ′T (according to the convention above) if ki ≤ k < ji
and on the left of P ′T if ji+1 ≤ k < ki. Note that Zbk − Zbk−1 = f(wk). It can be checked by
induction that t¯(σ2i+1) = ki−1 and t¯(σ2i) = ji−1 for all i ≥ 0. This concludes the proof.
We can define (Z,Z0,Z1, l) in the same way as (Z,Z0,Z1, l). The process (Z,Z0,Z1, l)
is another discrete analogue of (Z p,Z 0,Z 1, `p) in Lemma 4.4. Although we need to analyze
both Z and Z, the arguments will be almost identical. And as explained in Remark 5.7
below, Z offers slightly more technical challenges. So in Section 5.2 and 5.3 we treat Z in
detail and Z in brief.
Remark 5.7. The right excursions of the flow line exhibit an overshoot phenomenon. More
precisely, let ∆i = Lσ2i−2 − Lσ2i−1 for i ≥ 1. Then by the law of Z in Lemma 3.3, {∆i}i≥1
are i.i.d with distribution Geom(1
2
). Meanwhile, the left excursions of the flow line and both
left and right excursions of the dual flow line always hit −1 deterministically.
Finally, we note that although the discussion above is in the setting where we view the
UIWT S from a blue edge e = ηb(T ), where T is a forward or reverse stopping time, the
combinatorial results are the same if we instead view S from an arbitrary blue edge e on the
UIWT or on a finite wooded triangulation.
5.2 Joint convergence of a pair of trees and a flow line
Suppose we are in the setting of Section 5.1. Throughout this subsection, let the forward
stopping time T in Lemma 5.2 be min{i ≥ 0 : wi = b} and the reverse stopping time T
in Lemma 5.6 be max{i ≤ 0 : wi = b}. Recall Definition 5.3. Let (Lnt )t≥0 and (Rnt )t≥0
be the linear interpolation of
(
1√
4n
L2nt
)
t∈ 1
2n
N
and
(
1√
2n
R2nt
)
t∈ 1
2n
N
, respectively, and set
Znt = (Lnt ,Rnt ) for t ≥ 0. We define Z0,nt = (L0,nt ,R0,nt ) and Z1,nt = (L1,nt ,R1,nt ) in the same
way with Z0 and Z1 in place of Z. Let
Jnt = Jb2ntc and Knt = Kb2ntc,
T 1,n(j) = (2n)−1T 1(j) and T 0,n(k) = (2n)−1T 0(k).
Let the rescaled local time of Zn to be
lnt = − inf
s≤T 1,n(Jt)
L1,ns − inf
s≤T 0,n(Kt)
R0,ns ∀ t ≥ 0. (18)
We may also define the rescaled version of (Z,Z1,Z0, l), denoted by (Zn,Z1,n,Z0,n, ln).
Since we swap L and R in the definition of Z, the scaling of the abscissa and ordinate is also
swapped: Znt =
(
1√
2n
L2nt, 1√4nR2nt
)
. We also adapt the scaling for Z1,n,Z0,n, ln accordingly.
Note that Remark 3.4 also applies to the reverse grouped-step walks, yielding the following
result.
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1q
p` p1
0
(1− p)` p1
Figure 20: An illustration of the event E = Eiq when i = 1. We lower the horizontal red lines
in the two figures at rates p and 1− p, respectively, until the sum of the first hitting times
exceeds 1. The event E occurs if this jump happens during an excursion of L 1 including the
time q as shown.
Proposition 5.8. In the above setting, the triple
(
1√
4n
Lbb3ntc,
1√
2n
Rbb3ntc
)
t∈R
, (Znt )t≥0, and
(Znt )t≥0 jointly converge in law. Write Z b = (L b,Rb) in Theorem 5.1. Then the joint limit
of the triple is (Z bt )t∈R, (Z
b
t )t≥0 and (R
b
−t,L
b
−t)t≥0.
The key to the proof of Theorem 5.1 is the following:
Proposition 5.9. With respect to the topology of uniform convergence on compact sets,
(Z1,n,Z0,n,Zn, ln) jointly converges in law to (Z 1,Z 0,Z p, `p) defined in Section 4.3, with
α = −
√
2
2
and p =
√
2
1+
√
2
. Furthermore, in any coupling such that the convergence is almost
surely, for any fixed t ∈ R, we have that Jnt −Knt converges to 1{δ(t)=1} a.s., where δ(t) is the
random variable defined in Definition 4.5. The same is true for (Zn,Z1,n,Z0,n, ln).
We begin with two lemmas. Recall the notation τ−(·)a from (15). The first lemma is a
standard fact about Brownian motion whose proof we will skip.
Lemma 5.10. Suppose that Xn is a sequence of stochastic process converging a.s. to a 1D
standard Brownian motion X0 in local uniform topology. Then for all a > 0, we have τ−(Xn)a
converges to τ−(X0)a a.s.
Furthermore, if we define σn = sup{s ≤ 1 : Xns = infu≤sXnu}, then σn → σ0 a.s.
The second lemma is a 2D extension of Lemma 5.10.
Lemma 5.11. Define τ˜n1 and τ
n
1 to be the random times for which (τ˜
n
1 , τ
n
1 ) is the largest
open interval containing t = 1 over which t 7→ lnt is constant. Then in any coupling such that
(Z1,n,Z0,n)∞n=1 converges to (Z 1,Z 0) a.s., we have that (τ˜n1 , τn1 , ln1 , Jn1 −Kn1 ) converges to
(τ˜ p1 , τ
p
1 , `
p
1,1{δ(1)=1}) a.s., where p =
√
2
1+
√
2
and `p is as in Lemma 4.4.
Proof. Recall that Zn may be constructed from (Z1,n,Z0,n) by alternately concatenating
excursions, by the definition of (Z1,n,Z0,n). After 2k such excursions have been concatenated
(k from Z1,n and k from Z0,n), the running infimum of the R0,n is equal to −k/√2n, and
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the running infimum of L1,n is −(∆1 + · · ·+ ∆k)/
√
4n, where {∆i} are the i.i.d overshoots
defined in Remark 5.7. Therefore, by Lemma 3.5,
lim
n→∞
L1,n
T 1,n(ba√nc)
R0,n
T 0,n(ba√nc)
=
E[∆1]√
2
=
p
1− p =
√
2 a.s. for all a > 0 simultaneously. (19)
When δ(1) = 1 (resp. δ(1) = −1), we have that p`p1 (resp. (1−p)`p1) is the global minimum
of L 1 (resp. R0) in (0, T ) for some T > 0. For q ∈ Q>0, let E1q the event that δ(1) = 1 and
p`p1 is the global minimum of L
1|[0,q]. Let E0q the event that δ(1) = −1 and (1− p)`p1 is the
global minimum of R0|[0,q]. Then P[
⋃
i=0,1; q∈Q>0 E
i
q] = 1.
Let E = Eiq for some i = 0 or 1 and q ∈ Q>0 such that P[E] > 0. For concreteness
we may assume i = 1 but the same argument works for i = 0. (See Figure 20 for an
illustration.) From now on we assume E occurs. Let an be such that −pan := mint∈[0,q] L1,nt .
Then since (Z1,n,Z0,n)∞n=1 converge to (Z 1,Z 0) a.s., Lemma 5.10 yields that an → `p1 and
τ−(L1,n)pan → τ−(L 1)p`p1 a.s. Let jn be the number of left excursions of L1 over the interal
[0, 2qn]. Then by Lemma 5.10,
T 1,n(jn) = τ−(L1,n)pan → τ−(L 1)p`p1 and T 1,n(jn + 1)→ inf{t : L 1t < −p`
p
1} a.s.
Let kn = jn. By (19), we have that T 0,n(k0)→ τ−(R0)(1−p)`p1 .
Therefore, on the event E, for sufficiently large n we have
T 1,n(jn) + T 0,n(kn) < 1 and T 1,n(jn + 1) + T 0,n(kn) > 1 a.s.
Recall the definition of ln, Jn and Kn. We have Kn1 = kn and J
n
1 = jn + 1. Therefore on E
we have that (τ˜n1 , τ
n
1 , l
n
1 , J
n
1 −Kn1 ) converges a.s. to (τ˜ p1 , τ p1 , `p1,1δ(1)=1) as desired. Letting E
range over all the events Eiq, we conclude the proof.
Proof of Proposition 5.9. We begin by showing joint convergence of (Z1,n,Z0,n,Zn). This
triple is tight since its marginals are tight. By possibly extracting a subsequence if necessary,
we consider a coupling of (Z1,n,Z0,n,Zn) where (Z1,n,Z0,n) converges to (Z 1,Z 0) and Zn
converges to some Brownian motion Z˜ a.s. Let Z p to be coupled with (Z 0,Z 1) as in
Section 4.3. Our goal is to show that Z˜ = Z p.
To provide intuition for our proof that Z˜ = Z p, let us articulate the reason that Z˜
and Z p might, a priori, be different. The process Z p is obtained by concatenating its
constitutent Itoˆ excursions strictly in their order of their local-time appearance. By contrast
Z˜ is obtained as a limit of processes obtained by concatenating excursions in an alternating
manner. So the concern is that this distinction between concatenation procedures introduces
some discrepancy in the limit, even though Lemma 5.11 ensures that macroscopic excursions
coincide. We will use Lemma 4.6 to resolve this concern.
By Lemma 4.4 and 5.11, we have (Z˜ − Z˜τ˜p1 )
∣∣∣
[τ˜p1 ,τ
p
1 ]
= (Z p −Z p
τ˜p1
)
∣∣∣
[τ˜p1 ,τ
p
1 ]
a.s. The same
holds if we replace (τ˜ p1 , τ
p
1 ) by (τ˜
p
t , τ
p
t ) for any t > 0. This verifies the first condition in
Lemma 4.6.
To verify the second condition, define (Ft)t≥0 to be the filtration generated by Z˜ and
Z p. We claim that Z˜ and Z p are both F-Brownian motions. They are adapted to F by
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definition, so it suffices to check that (Z˜ − Z˜t)
∣∣∣
[t,∞)
and (Z p −Z pt )|[t,∞) are independent
of Ft for all t ≥ 0. Without loss of generality, we take t = 1.
We claim that F1 is a subset of the σ-algebra generated by the collection of all the random
walk steps which occur prior to time 1. That is,
F1 ⊂ Σ1 := σ({(Znt )t≤1 : n ∈ N}). (20)
Since Zn converges to Z˜ a.s., (Z˜t)t≤1 is measurable with respect to Σ1. Now we show that
(Z pt )t≤1 is measurable with respect to Σ1 too. Define τ
1,n
1 and τ
0,n
1 to be the times with respect
to Z1,n’s and Z0,n’s clocks (respectively) when Zn reaches time 1. Similarly, define τ 11 and τ 01
to be the times with respect to Z 1’s and Z 0’s clocks (respectively) when Z p reaches time 1.
Note that (Z 1t )t≤τ1 and (Z
0
t )t≤τ0 are the a.s. limit of (Z1,nt )t≤τ1,n and Z0,nt )t≤τ0,n respectively,
thus measurable with respect to Σ1. By Lemma 4.4 and Item 2 of Proposition 4.2, (Z
p
t )t≤1
is determined by (Z 1t )t≤τ1 and (Z
0
t )t≤τ0 , thus measurable with respect to Σ1.
Since (Z −Z1)|[1,∞) is independent of Σ1, (20) yields that Z˜ is an F -Brownian motion.
So it remains to show that Z p is an F -Brownian motion. Similarly as (20), we have
Fτ1 ⊂ σ({(Znt )t≤τn1 : n ∈ N}).
Therefore is Fτ1 independent of (Z˜ − Z˜τ1)|[τ1,∞). Moreover, the process (Z p −Z pτ1)|[τ1,∞) is
measurable with respect to to the random walk steps appearing after time τn1 (since these
determine Zn,1 and Zn,0 after τn1 , which in turn determine (Z p −Z pτ1)|[τ1,∞)). Thus Fτ1 is
independent of (Z p −Z pτ1)|[τ1,∞). Note that Z |[1,∞) −Z1 and Z p|[1,∞) −Z p1 agree up to
time τ1. Furthermore, the conditional law of Z p|[τ1,∞) −Z pτ1 given Fτ1 is the same as that of
Z˜ |[τ1,∞) − Z˜τ1 . Therefore, the conditional law of Z p|[1,∞) −Z p1 given F1 is the same as that
of Z˜ |[1,∞) − Z˜1. Thus Z p is an F -Brownian motion, and Lemma 4.6 tells us that Z˜ = Z p.
The joint convergence of (Z1,n,Zn,0, ln) follows from Lemma 5.11 and the monotonicity
of ln. Since `p is determined by (Z 0,Z 1) by Lemma 4.4, this concludes the proof for the
forward case.
The same proof applies to (Z,Z1,Z0, l), except here we don’t have the geometric overshoot
∆ in Remark 5.7. Therefore the ratio of L1,n to R0,n as in Lemma 5.11 is determined by the
scaling of the abscissa and ordinate, which is 1√
2n
: 1√
4n
=
√
2 as in the forward case.
We now provide a geometric interpretation of Proposition 5.9. Recall µh, η
b and Z b in
Theorem 5.1. Let θ := θ(
√
2
1+
√
2
) as in Lemma 4.3. We will eventually show that θ = pi
6
, but at
this moment θ is an unknown constant. Consider the flow line ηθ, ηθ+pi and the time reversal
bη of ηb. Proposition 5.8 and 5.9 ensure the existence of the following couping:
Definition 5.12. We call a coupling of Z b and a sequence of UIWTs a usual coupling if
(Zn,Z1,n,Z0,n, ln) converge to (Z p,Z 1,Z 0, `p) a.s.;
(Zn,Z1,n,Z0,n, ln) converge to (Z p,Z 1,Z 0, `p) a.s.;
Z pt = Z
b
t and Z
p
t = (R
b
−t,L
b
−t) ∀ t ≥ 0;
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and moreover, the same convergence holds with Z (resp. Z) replaced by the forward (resp.,
reverse) grouped-step walk viewed at min{i ≥ 3nt : wi = b} (resp. max{i ≤ 3nt : wi = b})
and Z b recentered at t, simultaneously for all t ∈ Q.
In a usual coupling, (Z p,Z 1,Z 0) (resp. (Z
p
,Z
1
,Z
0
)) is the Brownian motion decom-
position corresponding to (ηb, ηθ) (resp. (bη, ηθ+pi)) in Section 4.2.
Consider the setting of Proposition 4.2 with η′ = ηb and t = 1. Let ` be the quantum
length of ηθ ∩ ηb([0, 1]). The curve ηθ divides ηb([0, 1]) into a right region and a left region
whose µh-area is denoted by A1 and 1− A1, respectively.
We define discrete analogues of the same quantities. Consider a UIWT S, its encoding
walk Zb and its blue tree exploration path yb. We define yb,n = yb(b3ntc). We define the
discrete quantum length of a portion of a flow line (resp. dual flow line) to be 1√
2n
(resp.
1√
4n
) times its number of edges. In light of Proposition 2.5, this scaling allows Zn and Zn to
measure the net change of the quantum length of flow lines and dual flow lines. For any edge
subset of the nth UIWT in a usual coupling, we define its discrete quantum area to be
1
3n
times its cardinality.
Let `n denote the discrete quantum length of the intersection of yb,n([0, 1]) and the red
flow line from the tail of yb,n(0). Let An1 denote the set of edges in y
b,n([0, 1]) right of the red
flow line from the tail of yb,n(0). We also use An1 to denote its discrete quantum area. We
similarly define ¯`n and A
n
1 with red dual flow line in place of red flow line and y
b,n([−1, 0]) in
place of yb,n([−1, 0]).
Proposition 5.13. In a usual coupling, we have that An1 converges to A1 in probability.
The corresponding result holds for A
n
1 .
Proof of Proposition 5.13. Let
An1 = |{T ≤ i ≤ 3n : wi 6= r and ηb(i) ∈ An1}|,
A˜n1 = |{0 ≤ i ≤ 3n : wi 6= r and ηb(i) ∈ An1}|.
where T = min{i ≥ 0 : wi = b}. Then by Lemma 5.11, we have An1 → A1 a.s. By Remark 5.14
and Lemma 3.5, P[A˜n1 −An1 ≥ n−0.1] and P[A˜n1 −An1 ≥ n−0.1] decay superpolynomially. This
concludes the proof for An1 . The reverse case follows from the same argument.
Remark 5.14. As in the proof of Proposition 5.13, when we transfer the convergence in
Proposition 5.9 to the convergence of a natural geometric quantity, there is an error coming
from the discrepancy introduced by starting Zb,n at the first b following time 0. This error
can be handled by Remark 3.4. There is another error coming from skipping the red edges,
which can be handled by Lemma 3.5. The same issues will appear often in the argument below
and can always be handled this way. So for simplicity we will elide this issue henceforth.
Proposition 5.15. In a usual coupling, we have that `n converges to c
1+
√
2
` in probability.
Here c is the constant in Proposition 4.2 with θ = θ
( √
2
1+
√
2
)
as above.
The corresponding result holds if we consider (Zn,Z1,n,Z0,n, ln) and `n.
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An1
1− An1
ηb,n(0)
ηb,n(1)
ℓn
(a)
0 = ηb(0)
ηb(1) = ηr(t1)
η(τ˜p1 )
A1
A2
A3
A5
A4
(b)
Figure 21: (a) The blue flow lines and dual flow lines from ηb,n(0) (which happens to be a
green edge here) and ηb,n(1) (which happens to be a red edge), together with the red flow
line from the tail of ηb(0). (b) The five-region picture in Proposition 5.17 in the case t1 < 0.
Proof. Persuant to Remark 5.14, we may consider the red flow line starting from the tail of
ηb(T ) where T = min{i ≥ 0 : wi = b}. (In other words, the discrete quantum length of the
red flow line from the tail of ηb(0) differs from this flow line by on(n
−0.1) with superpolynomial
probability, and hence negligibly). By Lemma 5.2, the discrete quantum length of this flow
line is 1√
2n
times the number of left and right excursion pairs encountered over the time
interval [0, t]. Recall (18) and Remark 5.7. Each left excursion increases the local time ln by
1√
2n
, and each right excursion increases ln by 1√
4n
Geom(1
2
). By Lemma 3.5 and the fact that
ln → `p, we have `n converges to (1 +√2)−1`p in probability. Now the result follows from
the definition of c.
The reverse direction is similar but simpler since the length of the dual flow line is just
1√
4n
times the number of right/left excursion pairs (as there is no overshoot). So each edge
results in an l
n
increment of 1√
2n
+ 1√
4n
= 1√
4n
· (1 +√2). Now the dual flow line result follows
from the same argument as in the flow line case before.
5.3 Scaling limit in the infinite-volume case
Throughout this section we work in the setting of a usual coupling, where ηb is the zero-angle
Peano curve in an imaginary geometry. Let ηr be the Peano curve of angle θ + pi
2
so that ηθ
is a right boundary of ηr. Let rη be the Peano curve of angle θ − pi
2
, which is also the time
reversal of ηr. For q ∈ Q, we define tq to be the a.s. unique time such that ηb(q) = rη(tq).
The time t1 is negative if and only if η
b(1) is left of ηθ, which is further equivalent to {δ = 1}
in Proposition 5.9. See Figure 21(b) for an illustration of this case. For concreteness we
focus on this case in the rest of this section as the case t1 > 0 can be treated in the same
way. The left and right boundary of ηb at t = 0 and t = 1 and the left and right boundary
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of rη at t = 1 and t = t1 divide η
b([0, 1]) ∪ rη([t1, 0]) into five regions. We use {Ai}1≤i≤5
to denote the five regions as well as their µh-area, as indicated in Figure 21(b). Note that
t1 = −A2 − A5 − A4 in this case.
We have a similar discrete picture for the sequence of UIWTs in a usual coupling. More
precisely, let ry be the counterclockwise exploration path of a UIWT analogous to yb, and let
rZ = (rR, rL) be the walk associated with ry (Section 2.2). For the nth UIWT in a usual
coupling, let ryn(t) = ry(b3ntc) and rZn = ( 1
4n
rRb3ntc, 12n
rLb3ntc). (Note that the notation
rZn has a different meaning from Section 2 and 3.) In light of Proposition 2.5 and the scaling
in the definition of discrete quantum length, the abscissa and ordinate of rZn measure the net
change of the discrete quantum length of the right and left “boundary” of ryn respectively,
which are dual red flow lines and red flow lines.
Let us define discrete analogues to tq via
tnq := inf{t ∈ R : yb,n(q) = ryn(t)} ∀ q ∈ Q.
In analogue with (Ai)1≤i≤5, the region yb,n([0, 1]) ∪ ryn([tn1 , 0]) can be divided into five
subregions (Ani )1≤i≤5 bounded by the red and blue flow lines and dual flow lines from y
b,n(0)
and yb,n(1). We also use the same notation (Ani )1≤i≤5 to represent the discrete quantum areas
(Figure 21(c)) of the corresponding subregion.
Remark 5.16. When defining these five subregions and their discrete quantum areas, we
are not careful about whether to include their boundaries or not. The reason is that these
boundaries consist of portions of flow line and dual flow lines. Once scaled by (3n)−1, they
have o(n−0.1) quantum area with superpolynomial probability. Therefore they are negligible in
the scaling limit. This remark applies to all edge subsets whose discrete quantum areas are
relevant. So we ignore the boundary issue from now on.
When we talk about the boundaries of these subregions, which are flow lines and dual flow
lines, we simply say that they start from yb,n(0) and yb,n(1) without further specifying the
starting vertex or face. The reason is that due to Remark 5.14, the precise starting point is
immaterial in the scaling limit.
Since we assume δ = 1 in the continuum, in a usual coupling, Jn1 −Kn1 in Proposition 5.9
converges to 1 a.s. Therefore ηb,n(1) is left of the red flow line from the tail of ηb,n(0) for large
enough n. See Figure 21(c) for an illustration of the discrete picture in this case. Note that in
this case An1 in Proposition 5.13 is the same as A
n
1 defined here. And A
n
1 in Proposition 5.13
equals An3 + A
n
5 .
Proposition 5.17. In a usual coupling, (Ani )
5
i=1 converges to (Ai)
5
i=1 in probability.
Moreover, for any fixed q ∈ Q, tnq converges to tq in probability.
Proof. Suppose we are in the setting of a usual coupling; recall Proposition 5.13 and 5.15. We
further assume that t1 < 0 and δ = 1 as the other case is the same. Then Proposition 5.13
implies that An1 → A1 and An3 + An5 → A3 + A5 in probability. Regarding yb,n(1) as the root
of the UIWT and considering the time reversal of yb,n, we can treat A3n as the right region
of the dual red flow line. Since the bi-infinite word of a UIWT is stationary, the UIWT
recentered at yb,n(1) is still a UIWT. Now Proposition 5.13 gives An3 → A3 in probability,
hence An5 → A5 in probability.
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(a)
An2
An1
ℓn1
ℓn2
yb,n(Tε)
yb,n(1)
yb,n(0)
(b)
Figure 22: (a) The five regions in Figure 21 shown for a small portion of an infinite wooded
triangulation. The tails of yb,n(0) and yb,n(1) are indicated with large dots, and flow lines
from these vertices are shown in bold red and blue. Dual flow lines from yb,n(0) and yb,n(1)
are shown as dashed. (b) To show that An2 → A2, we fix a large enough Tε > 0 and consider
the region yb,n[0, Tε]. We define the green shaded area B
n
1 and the pink shaded area B
n
2
(the pink and green regions both include the region marked An2 ) and note that the area of
yb,n[0, Tε] is equal to A
n
1 +B
n
1 +B
n
2 − An2 . Thus An2 = Bn1 +Bn2 − An1 − Tε.
Most of the remainder of the proof is dedicated to the convergence of An2 . We refer to
Figure 22(b) for various quantities involved in this argument.
We first show that (An2 )n∈N are tight. By Proposition 5.9, the discrete quantum length `
n
1
of the blue flow line starting from yb,n(1) inside ryn([tn1 , 0]) converges a.s. to a finite number.
By the symmetry between blue and red in the UIWT, we can apply Proposition 5.9, 5.13
and 5.15 to the exploration ryn for the UIWT recentered at yb,n(1). Then An2 can be seen as
the discrete quantum area of ryn on the left of the blue flow line from yb,n(1), when the local
time of this blue flow line reaches (1 +
√
2 + on(1))`
n
1 (recall Proposition 5.15). This gives the
tightness of An2 .
Now we claim that for all ε > 0, there exists Tε < ∞ such that with probability 1 − ε,
the regions An1 , A
n
2 , A
n
3 , A
n
5 are all contained in y
b,n[0, Tε]. To show this, note that we can
recenter the UIWT at yb,n(1) and treat yb,n(0) as yb,n(−1). Therefore An4 can be treated
in the same way as An2 . In particular, A
n
4 is tight. Since we assume δ = 1, under a usual
coupling, Jn1 −Kn1 in Proposition 5.9 converges to 1 a.s. Therefore
tn1 = −(An2 + An5 + An4 ) + on(1), (21)
where on(1) comes from Remark 5.16. This means (t
n
1 )n∈N is tight. The same argument
showing the tightness of (An2 )n∈N gives the existence of Tε.
Now we work on the event Tε <∞. we define Bn1 (Tε) to be the area of the intersection of
yb,n([1, Tε]) and the region right of the red flow line from y
b,n(1). We define Bn2 (Tε) to be the
area of the intersection of yb,n([0, Tε]) and the region left of the red flow line from y
b,n(0).
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Then by the inclusion-exclusion principle applied to the discrete quantum area, we have
An2 = B
n
1 (Tε) +B
n
2 (Tε) + A
n
1 − Tε. (22)
The inclusion-exclusion principle also applies in the continuum, yielding a continuum
analogue of (22) with the LHS being A2 and the RHS being the continuum limit of the RHS
of (22). This yields that An2 → A2 in probability.
As explained in the argument for the existence of Tε, the region A
n
4 can be treated similarly
as An2 by recentering the UIWT at y
b,n(1). Therefore An4 → A4 in probability. By (21), we
have tn1 → t1 in probability. The argument for general tnq is the same.
Proof of Theorem 5.1. Suppose we are in a usual coupling. Since rZn converges in law, by
possibly extracting a subsequence, we may further assume that in this coupling rZn converges
to a Brownian motion Z = (R,L ) a.s. in the locally uniform topology. We claim that
L = L˜ and R = R˜ a.s. (23)
where Z˜ = (L˜ , R˜) is the Brownian motion associated with (µh,rη) in Theorem 4.1. We
postpone the proof of this claim and proceed to prove Theorem 5.1.
Let Z r denote the mating of tree Brownian motion associated with (µh,ηr) and let Z g
be the Brownian motion such that (Z b,Z r)
d
= (Z r,Z g). Note that in Theorem 5.1, the
Brownian motions Z b,Z r,Z g correspond to the Peano curves of angle 0, 2pi
3
, 4pi
3
respectively.
But at the moment we only know that ηb and ηr are of angle 0 and that θ + pi
2
, respectively.
We abuse notation with Z r and Z g here since we will see θ + pi
2
= 2pi
3
momentarily. Note
that Z b,Z r,Z g determine each other a.s.
To simplify notation, we use Zb,n, Zr,n, Zg,n to denote the rescaled walks in Theorem 5.1.
(Note that this notation is different from Section 2 and 3.) Proposition 3.8 and (23) imply
that (Zb,n, Zr,n) converges in law to (Z b,Z r). As a result of the symmetry between
colors, (Zr,n, Zg,n) converges in law to (Z r,Z g). Since Z b,Z r,Z g determine each other
a.s., (Zb,n, Zr,n, Zg,n) must jointly converge to (Z b,Z r,Z g). By symmetry (Z b,Z r)
d
=
(Z r,Z g)
d
= (Z g,Z b). This yields that the angle difference between ηb and ηr is 2pi
3
and
θ = pi
6
. This will conclude the proof of Theorem 5.1.
We are left to prove (23). We focus on proving R = R˜ as L = L˜ follows the same
argument. By Proposition 5.17 and possibly extracting a subsequence, we can assume that
in our coupling, tnq → tq a.s. for all q ∈ Q. By Proposition 2.12, 4.2 and 5.15, we have
Rtq =
c
1+
√
2
R˜tq for all q ∈ Q, where c is the constant in Proposition 5.15. Note that the set
{ηb(q)}q∈Q is dense in C. Therefore ∀ a < b, the open set rη(a, b) contains a point in that set.
This means that {tq : q ∈ Q} is dense in R. Thus we have that Rt = c1+√2R˜t a.s. for all
t ∈ R. Since R d= R˜, we have c = 1 +√2. This concludes the proof.
Remark 5.18. Our proof of Theorem 5.1 implies that when θ = pi
6
and κ = 16, the constants
p and c defined in Lemma 4.3 and Proposition 4.2 satisfy p =
√
2
1+
√
2
and c = 1 +
√
2. In
[GHS16], it is shown that c = 2 when θ = pi
2
and κ = 12. So far we don’t have a derivation
for these values independent of discrete models. And we do not know the general dependence
of p and c on θ and κ except that p(pi
2
) = 1
2
holds for all κ by symmetry.
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5.4 From infinite- to finite-volume
We will prove Theorem 1.5 from Theorem 5.1 using a general approach for transferring
convergence results of unconditioned random walks to the corresponding result for conditioned
random walks. Roughly speaking, the idea is that a random walk conditioned on starting and
ending at the origin and staying in the first quadrant is, away from the origin, sufficiently
similar to the corresponding infinite-volume walk (see Proposition 5.19). A similar approach
could be applied to the joint convergence result proved in [GHS16].
Consider a Brownian motion Z distributed as Z b and denote by P the law of Z |[0,1]. For
ε ≥ 0, let Eε be the event that Z |[0,1] ∈ [−ε,∞)2 and |Z1| ≤ ε, and define Pε = P[· |Eε]. It
is well known that Pε converges weakly to P0 which is supported on the space of continuous
curves in the first quadrant which start and end at the origin.
Let Zn be the normalized lattice walk as defined at the beginning of Section 5.2 (we use
Z instead of Zb because of its i.i.d. increments). Let Pn be the law of Zn|[0,1]. For all ε ≥ 0,
let Eε,n be the event that Zn|[0,1] ∈ [−ε,∞)2 and |Zn1 | ≤ ε, and let Pn,ε = Pn[· |Eε,n]. In
particular, Pn,0 is the conditional law of Zn|[0,1] given that Zn|[0,1] remains in the closed first
quadrant and starts and ends at the origin. It is straightforward that Pn,0 weakly converges
to P0. The following proposition allows us to transfer weak convergence under Pn to the same
result under Pn,0.
Proposition 5.19. Fix 0 < ξ < u < 1. Let Fξ,u be the sub-σ-algebra of the Borel σ-algebra
of C([0, 1],R2) generated by the evaluation functionals at x, for all x ∈ [ξ, u]. Suppose {Yn}n≥1
and Y are Fξ,u-measurable random variables. If the Pn-law of (Zn, Yn) weakly converges to
the P-law of (Z , Y ), then the Pn,0-law of (Zn, Yn) weakly converges to the P0-law of (Z , Y ).
We will prove Proposition 5.19 in Appendix A. Now we proceed to the proof of Theorem 1.5
and 1.6, which relies on Proposition 5.19 and several arguments similar to the ones in
Sections 5.1–5.3. So we will only highlight the new technical ingredients.
We still use the same notations as in the infinite volume setting. Namely, let S be a uniform
wooded triangulation of size n and Zb, Zr, Zg be its encoding walks for counterclockwise
explorations. Let Z = (L,R) be the grouped-step walk of Zb (Lemma 3.1). In contrast to
Section 3 we drop the dependence of these notations on n for simplicity. Let Zb,n, Zr,n, Zg,n be
the rescaled walks in Theorem 1.5 and Zn = ( 1√
4n
Ln2nt, 1√2nRn2nt). By Lemma 3.1, the law of
Zn is Pn,0 above. For q ∈ (0, 1)∩Q, we can define left and right excursion for Zn|[q,1]−Znq as
in Section 5.1 and 5.2. Let An(q) and Bn(q) be the total time in the right and left excursions
during [q, 1] respectively. In the continuum, let µh, η
b, ηr, ηg and Z b,Z r,Z g be defined as in
Theorem 1.5. Note that µh has unit mass. Let η
θ
q be the flow line from η
b(q) of angle θ := pi
6
.
Let A(q) and B(q) be the µh-area in η
b[q, 1] on the right and left of ηθq (see Figure 23). We
claim that
(Zn,An(q),Bn(q))→ (Z b, A(q), B(q)) in law. (24)
For ε > 0 small, let An,ε(q) and Bn,ε(q) be the total time in the right and left excursions during
[q, 1−ε] respectively. And let Aε(q) and Bε(q) be the µh-area in ηb[q, 1−ε] on the right and left
of ηθq . The by Proposition 5.9 and 5.19, (Zn,Aε(q),Bε(q))→ (Z b, Aε(q), Bε(q)) in law. By the
tightness of (Zn,An(q),Bn(q)), by possibly extracting a subsequence, we may find a coupling
so that a.s. (An(q),Bn(q)) converges to some (A,B) and (An,ε(q),Bn,ε(q))→ (Aε(q), Bε(q))
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A′(q)
B′(q)
B(q)
A(q)
ηb(q)
Figure 23: The red and blue flow lines and dual flow lines from ηb(q) divide the unit area
1-LQG sphere into four regions whose areas are A(q), B(q), A′(q), B′(q) as indicated. In the
continuum, the outer face ∆AbArAg should be viewed as ∞.
for all rational ε. Since An,ε(q) ≤ An(q) and Bn,ε(q) ≤ Bn(q), we have Aε(q) ≤ A and
Bε ≤ B a.s. Letting ε → 0, we have A(q) ≤ A and B(q) ≤ B a.s. On the other hand,
A+B = A(q) +B(q) = 1− q. Therefore A(q) = A and B(q) = B a.s. This proves (24).
Let yb,n be the rescaled clockwise blue tree exploration path of the Schnyder wood as in
the infinite volume setting. Let An(q) and Bn(q) be the discrete quantum area of ηb[q, 1]
on the right and left of the red flow line from yb,n(q). We claim that due to (24) we have
(Zb,n, An(q), Bn(q))→ (Z b, A(q), B(q)) in law. There are two caveats for this claim: (1) the
time q for ηb,n (i.e., for Zb,n) is not exactly the same as the time q for Z; (2) the boundary
contributions of the two regions An(q) and Bq(n) are nonzero. These two concerns are handled
by Remark 5.14 and 5.16, respectively. Note that the on(1) errors there have rapidly decaying
tails, in the contrast to the polynomial decay of the conditioning event in Proposition 2.6.
Therefore the two remarks also apply to the finite volume setting, and the claim holds.
For q ∈ (0, 1), we can reverse yb,n to define the left and right excursions of the dual red
flow line from time q to time 0. Let A′n(q), B′n(q) be the discrete quantum area of on the left
and right of that dual flow line and A′(q), B′(q) be their continuum analog (see Figure 23).
Then similar to the forward case, we have (Zb,n, A′n(q), B′n(q))→ (Z b, A′(q), B′(q)) in law.
Let yr,n be the clockwise red tree exploration and tnq =: inf{t : yr,n(t) = yb,n(q)}. Then
tnq = A
n(q) + A′n(q) + on(1) where on(1) comes from Remark 5.16. Let tq be the a.s. unique
time such that ηb(q) = ηr(tq). Then
(Zb,n, tnq )→ (Z b, tq) in law ∀ q ∈ (0, 1) ∩Q. (25)
Consider a coupling such that Zb,n → Z b and tnq → tq a.s. for all q ∈ (0, 1) ∩Q. Let ln(q)
be the local time accumulated by Zn|[q,1] −Znq during [q, 1] defined as in (18). By possibly
extracting a subsequence, we may further assume Zr,n converges a.s. to some Z = (L ,R)
and limn→∞ ln(q) exists a.s. Write Zr,n = (Lr,n, Rr,n). By Proposition 2.1, R
r,n
tnq
is the total
discrete quantum length of the red flow from yb,n(q). By a truncation argument similar to
the one used above to show A(q) ≤ A, combined with Proposition 4.2, we have
lim
n→∞
ln(q) ≤ (1 +
√
2)Rtq . (26)
45
Write Z r in Theorem 1.5 as (L r,Rr). Then quantum length of ηθ ∩ ηb[q, 1] equals Rrtq .
Remark 3.6 and (9) in Lemma 3.5 ensures that Lemma 5.15 can be applied to the finite
volume setting. Combined with (26), we have Rrtq ≤ Rtq .
Since {tq}q∈(0,1)∩Q is dense in [0, 1] as in the proof of Theorem 5.1, Rrt ≤ Rt a.s. for all
t ∈ [0, 1]. Since R d= Rr, we must have R = Rr a.s. The same argument gives L = L r.
Thus (Zb,n, Zr,n) converge to (Z b,Z r) in law. By symmetry in the role of the colors, we
conclude the proof of Theorem 1.5.
To prove Theorem 1.6, note that (Zb,n, An(t)) → (Z b, A(t)) in law for all t ∈ [0, 1].
Therefore the discrete quantum area of the region bounded by red and blue flow lines from a
uniformly chosen vertex converges to the corresponding continuum quantum area. The ratio
between the number of faces and edges in this region is 2 : 3, modulo the negligible boundary
contribution (Remark 5.16). This gives the convergence of the z-coordinate (Figure 4.) in
Theorem 1.6. Since (Zb,n, Zr,n, Zg,n) jointly converge as in Theorem 1.5, the three coordinates
jointly converge as stated in Theorem 1.6.
A Proof of Proposition 5.19
Suppose we are in the setting of Proposition 5.19. For a probability measure Q on C([0, 1],R2)
under the uniform topology, let Qξ,u be Q restricted to Fξ,u. Since Zn1 under Pn converges
to Z1 under P, we have that Yn under Pn,ε weakly converges to Y under Pε. Therefore,
Proposition 5.19 follows from Lemma A.1 and A.2 below.
Lemma A.1.
dtv(Pεξ,u,P0ξ,u) = oε(1), (27)
where dtv denotes the total variational distance.
Lemma A.2.
dtv(Pn,εξ,u,P
n,0
ξ,u) = oε(1), (28)
where oε(1) is uniform in n.
Proof of Lemma A.1. Denote by Z ε a sample from Pε, for all ε ≥ 0. We want to find a
coupling Qε of Z ε and Z 0 such that
Qε[Z εt = Z 0t for all ξ ≤ t ≤ u] = 1− oε(1). (29)
Let ξ0 = ξ/2 and u0 = (u+ 1)/2. Let G
ε = {Z ε|[ξ0,u0] ∈ [−ε,∞)2} for all ε ≥ 0. Let Z˜ ε and
Z˜ 0 be Z conditioned on Eε \Gε and E0 \G0 respectively. We start by showing that there
exists a coupling Q˜ε of Z˜ ε and Z˜ 0 where
Q˜ε[Z˜ εt = Z˜ 0t for all ξ ≤ t ≤ u] = 1− oε(1). (30)
We first notice that
lim
ε→0
(Z˜ εξ0 , Z˜
ε
u0
) = (Z˜ 0ξ0 , Z˜
0
u0
) in law. (31)
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By Skorohod’s embedding theorem, we can find a coupling Q˜ of {Z˜ ε}ε≥0 such that for each
fixed δ0 > 0,
Q˜[|Z˜ εξ0 − Z˜ 0ξ0| > δ0] = oε(1) and Q˜[|Z˜ εu0 − Z˜ 0u0| > δ0] = oε(1)
where oε(1) depends only on δ0, ξ, and u. For all ε > 0, given a sample of (Z˜ ε, Z˜ 0) under
Q˜, we claim that by resampling Z˜ ε|[ξ0,u0] and Z˜ 0|[ξ0,u0] conditioned on Z˜ ε[0,ξ0], Z˜ ε[u0,1], Z˜ 0[0,ξ0],
Z˜ 0[u0,1], we can obtain a coupling satisfying (30).
In fact, the [ξ0, u0] segment of Z˜ ε and Z˜ 0 are both planar Brownian bridges conditioning
on its end points. Therefore, by the explicit Brownian heat kernel, we can couple (Z˜ ε, Z˜ 0)
so that
Q˜ε
[
Z˜ εξ0 = Z˜
0
ξ0
and Z˜ εu0 = Z˜
0
u0
]
= 1− oε(1). (32)
Now we can resample the [ξ0, u0] segment of Z˜ ε and Z˜ 0 using the same Brownian bridge to
achieve (30).
For all ε ≥ 0, the process Z ε is Z˜ ε conditioning on Gε. Since Q˜ε[Gε∆G0] = oε(1) and
Q˜ε[G0]  1, by a further rejection sampling, we can find a coupling Qε satisfying (29).
Proof of Lemma A.2. The proof goes exactly in the same way as Lemma A.1. So we
only point out the necessary modification. Recall the setting of Lemma A.1. We use
the notations Zn,ε,Zn,0, Gn,ε, Gn,0,Qn,ε, Q˜n,ε, Q˜n, Z˜n,ε, Z˜n,0 to denote the discrete analogues
of Z ε,Z 0, Gε, G0,Qε, Q˜ε, Q˜, Z˜ ε, Z˜ 0.
We can first find a coupling Q˜n of Z˜n,ε and Z˜n,0 such that for each fixed δ0 > 0
Qn
[|Zn,εξ0 −Zn,0ξ0 | > δ0] = oε(1) and Qn [|Zn,εu0 −Zn,0u0 | > δ0] = oε(1)
where the quantity denoted oε(1) may depend on δ0, ξ, u, but not on n. In fact, by the
invariance principle of random walk in cones [DW15],
lim
n→∞
(Z˜n,εξ0 , Z˜n,εu0 ) = (Z˜εξ0 , Z˜εu0) and limn→∞(Z˜
n,0
ξ0
, Z˜n,0u0 ) = (Z˜0ξ0 , Z˜0u0) in law. (33)
Now the existence of Q˜n is equivalent to the definition of weak convergence in terms of
Le´vy-Prokhorov metric.
We can perform a resampling procedure analogous to the one in Lemma A.1 to get Q˜n,ε
such that
Q˜n,ε
[
Z˜n,εt = Z˜n,0t for all ξ ≤ t ≤ u
]
= 1− oε(1). (34)
The only difference is that the [ξ0, u0] segment of Z˜ε and Z˜0 are planar random walk bridges
rather than Brownian bridges. Therefore we need to use a random walk heat kernel estimate
(in place of the Brownian motion heat kernel) to couple (Z˜n,ε, Z˜n,0) so that
Q˜n,ε[Z˜n,εξ0 = Z˜n,0ξ0 and Z˜n,εu0 = Z˜n,0u0 ] = 1− oε(1). (35)
Since the increment ξ of our walk in Lemma 3.1 satisfies E[eb|ξ|] < ∞ for some b > 0 and
has zero mean, the following local central limit theorem (as an immediate corollary of [LL10,
Theorem 2.3.11]) can be applied to find the coupling in (35):
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Let pn be the heat kernel of the random walk P∞ in Lemma 3.1 and p¯n be the heat kernel
of the Brownian motion. When we estimate pn using CLT, then
(pn(x) + pn+1(x))/2 = p¯n(x) exp
{
O
(
1√
n
)
+O
( |x|
n
)}
, ∀ |x| ≤ √n log n. (36)
The appearance of (pn(x) + pn+1(x))/2 is due to the parity issue, namely that pn(0, 0) = 0
for odd n. However, (36) implies the desired result in our case, since Z˜n,εξ0 and Z˜n,0ξ0 (as well
as Z˜n,εu0 and Z˜n,0u0 ) are always in the same parity class, as they are two possible locations of a
random walk at the same time.
The rest of the argument is the same as in the proof of Lemma A.1.
Remark A.3. Our proof of Proposition 5.19 holds for all lattice walks with zero mean and
some finite exponential moment. This is useful when one studies the scaling limit of the mating
of trees encoding of other decorated random planar maps, such as the spanning-tree-decorated
maps and and bipolar oriented maps [She16b, KMSW15]. Moreover, in light of [LL10, Lemma
2.4.3], we expect that the finite exponential moment assumption can be significantly weakened.
However, we won’t pursue this here.
Typesetting note. The figures in this article were produced using Asymptote, SageMath,
TikZ, and Ipe.
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