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In Loop Quantum Gravity, tremendous progress has been made using the Ashtekar-Barbero vari-
ables. These variables, defined in a gauge-fixing of the theory, correspond to a parametrization
of the solutions of the so-called simplicity constraints. Their geometrical interpretation is however
unsatisfactory as they do not constitute a space-time connection. It would be possible to resolve this
point by using a full Lorentz connection or, equivalently, by using the self-dual Ashtekar variables.
This leads however to simplicity constraints or reality conditions which are notoriously difficult to
implement in the quantum theory.
We explore in this paper the possibility of imposing such constraints at the quantum level in
the context of canonical quantization. To do so, we define a simpler model, in 3d, with similar
constraints by extending the phase space to include an independent vielbein. We define the classical
model and show that a precise quantum theory by gauge-unfixing can be defined out of it, completely
equivalent to the standard 3d euclidean quantum gravity.
We discuss possible future explorations around this model as it could help as a stepping stone to
define full-fledged covariant Loop Quantum Gravity.
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I. INTRODUCTION
Loop Quantum Gravity (LQG) is based on a reformulation of Einstein theory of general relativity as a gauge theory
over an SU(2) connection called the Ashtekar-Barbero connection [1–3]. The symmetries of the theory naturally splits
into the SU(2) gauge symmetry and the diffeomorphism symmetry of general relativity [4]. This means that Loop
Quantum Gravity does not have explicit Lorentz symmetry. And indeed, the natural formulation of LQG can be
derived from a gauge-fixing (called the time-gauge) of first-order general relativity with a Holst term [5]. The SU(2)
gauge symmetry therefore corresponds to the rotational part of the local Lorentz symmetry. One of the profound
consequences of this choice of variable is that the SU(2) connection is a spatial connection and not a space-time one
[6]. This may cast doubt on the correct behaviour of the theory regarding space-time symmetries.
It has been argued that the correct behaviour for the theory should be obtained by using true space-time connections
[6–10]. In this regard, the definition of the Ashtekar-Barbero connection depends on a, a priori complex, parameter
called the Immirzi parameter γ [3]. In the Lorentzian case, when γ = ±i, the Ashtekar-Barbero connection reduces to
the original Ashtekar connection, which is the pullback of a space-time connection and is the self-dual (or anti-self-dual
depending on the sign of γ) part of the Lorentz spin connection of the manifold. Therefore, there is a nice space-time
geometrical interpretation of the variables for γ = ±i. The problem with this choice of the variables is that they are
complex, which requires the introduction of additional reality conditions. These conditions are difficult to implement
even though they have the courtesy of having a nice interpretation as second class constraints enforcing the so-called
simplicity conditions [11].
Therefore, a different strategy might be to try and solve these constraints, for instance using the Dirac algorithm.
The new Dirac brackets could then be quantized as a commutator and the second class constraints be implemented
as operator constraints. There have been very interesting results in this direction [7]. It turns out that two sets
of variables are preferred with respect to the Dirac brackets. The first set is a space-time Lorentz connection (and
its conjugate) which is however non-commutative with respect to the brackets. The second set is a spatial Lorentz
connection (and its momentum), which is not a pull-back of a space-time connection, but which is commutative with
respects to the brackets. This last connection naturally generalizes the Ashtekar-Barbero connection to the Lorentzian
symmetry and reduces to it in the time-gauge. It can even be shown that a nice parametrization of the constraint
manifold comes from the usual Ashtekar-Barbero connection completed with a 3d vector (and all the conjugates)
which mix into a full spatial Lorentz connection [12]. This parametrization has a very nice Hamiltonian structure
though the space-time interpretation is less appealing.
This means that from this perspective two sets of variables are natural to describe quantum gravity and that the
choice between them will boil down to a trade-off: either we have commutativity of the variables or we have a nice
space-time geometrical interpretation of them. Choosing the geometrical interpretation may seem more natural but
leads to a lot of technical difficulties linked to the non-commutativity of the brackets. But choosing the commutativity,
though technically simpler, might lead to an anomalous theory with regard to space-time diffeomorphisms. Some
explorations support however the point that the resulting theory does behave nicely. For instance, this generalized
connection can be used in a space-gauge (similar to a time-gauge but with 2+1 Minkowski space-time sheets) and
lead to the same spectrum for the usual observables of LQG [13]. Recent work [14] also shows that the results from
the standard quantization, in particular the discrete spectrum of the area, can be recovered on the boundary without
the time-gauge or an unnatural choice of variable. This gives support to the idea that the standard quantization is
not anomalous.
The choice of variables is also linked to the problem of the role of the Immirzi parameter. Indeed, the Hamiltonian
structure for the two sets of variables discovered by Alexandrov [7] is not the same. The Dirac brackets for the
non-commutative connection do not involve the Immirzi parameter at all whereas the brackets of the commutative
variables do. The problem has been investigated by Dittrich et al. [15] in a discrete setting. It was shown there
that a reduction of the secondary simplicity constraints might be done in two different ways leading to two different
Hamiltonian structures. There is a natural match between these two discrete reductions and the choice of continuum
variables. This is important because it enlightens the geometric meaning of the different possible variables, and the
3possible implications for the quantum theories. In particular, the non-commutative variables seem to correspond to the
reduction to a Regge geometry whereas the commutative ones only reduce to twisted geometry. This suggests that by
using the Ashtekar-Barbero variables, we are actually missing some conditions in the theory, that might not be visible
in the classical theory, but does leave its mark in the quantum theory, for instance in the choice of representation. This
suggests that the full covariant theory should have a representation for which the natural geometrical interpretation
is one of Regge geometries. There is however another possibility which has been explored in [16] that the reduction
can appear through the dynamics or through the preservation of the primary constraints.
Ultimately, these questions would be solved by testing different quantization methods and different choices of
variables. Because of all the aforementioned difficulties, it is a daunting task in the full theory. Our goal in this paper
is therefore to develop a simplified model, with second class constraints, which should mimic the problem from the
full theory but in a more tractable context. In practice, we will develop techniques in the solvable model of 3d discrete
quantum gravity. In this paper, we will define an extension of the usual 3d quantum gravity model that incorporates
second class constraints and is still equivalent classically to it. We will also discuss possible quantization methods, as
a proof of concept to explore the possible equivalence at the quantum level. As the simplicity constraints in 3d are
trivial, we do not expect any difficulty. And indeed, we will reproduce the gauge unfixing method already tested in
the full theory [17] to show that the theory can make sense in the quantum setting. Having introduced this model,
we will discuss how it could be used to explore various quantization techniques, in particular how it should be useful
as a stepping stone for implementing reality conditions in a diffeomorphism invariant theory and develop a possible
Regge-like representation of Loop Quantum Gravity.
The main idea of our paper is to consider the usual action of first order 3d gravity as a completely singular action.
This means that we consider the usual variables, that is the vielbein e and the spin connection ω as independent
variables with constraints on (all) their corresponding momenta. This is actually quite straightforward and what
the usual Dirac procedure leads to. The resulting Hamiltonian theory has naturally new constraints to compensate
for the additional variables. These constraints are second class and it appears that the standard approach really
correspond to the classical solving of these constraints. The opportunity for us, however, is that the unsolved system
is a relatively simple diffeomorphism invariant theory that still carries second class constraints. It is therefore a good
starting point to explore quantization techniques for second class system in a diffeomorphism invariant setting. We
explore one possible quantization, but argue that the model should be used as a testbed for others.
The construction follows some developments in [18] by enlarging the phase space with independent triad variables.
Similar techniques have recently been developed in [19]. It should be noted however that the focus is way different. In
[18], the goal is to have a natural parametrization of the phase space that removes the conjugated momenta and reveals
a new gauge group. Our approach may be more down-to-earth as we just want to develop a simple diffeomorphism
invariant model with second class constraints. Similarly the focus of [19] is more spinfoam techniques whereas our
paper is fully done in the canonical setting. Still, the papers should be complementary as we insist on the same point:
enlarging the phase space is natural when dealing with the simplicity constraints.
Though the goal is similar to [20] as we are trying to elucidate the simplicity constraints using 3d quantum gravity
as a testing environment, the gist of the paper is quite different. In their paper, Geiller and Noui have introduced
a theory that reduces to 3d quantum gravity via non-trivial simplicity constraints. In our paper, we rather try
to understand the simplicity constraints by studying full-fledged, but vanilla, 3d quantum gravity, hoping that the
insistance on keeping the triad variables might help. We do believe that these approaches are complementary and
that both can help studying the full 4d theory.
We will now have a bird eye view over the technique we want to implement. The rest of the article will develop
the more technical aspects of it. Our goal is to implement the simplicity constraints that naturally appear in general
relativity at the quantum level, following canonical quantization techniques. The usual constraints are quite difficult
to implement as they involve highly non-linear (not even polynomial) expressions. Even in the simplest case, that is
4d euclidean gravity, with the time gauge, the constraints read:{
E
(+)a
i = E
(−)a
i ,
A
(+)i
a − Γia(E
(+)) = −A
(−)i
a + Γia(E
(−)) .
(1)
Here, the A(±) are the self-dual and anti-self-dual part of the Ashtekar connection. The E(±) are the conjugated
momenta associated to A(±). They will, thanks to the first constraint, fall back to the single densitized triad. Finally,
Γ(E) is the unique spin connection without torsion compatible with the metric and the densitized triad E. The
second constraint imply that the A(±) are constructed from the spin connection associated to the densitized triad
and with opposite contribution from a quantity which turns out to be the extrinsic curvature Kia. In equations, this
reads: A
(±)i
a = Γia(E
(±)) ±Kia . This second constraint is the source of problem. The appearance of Γ makes it not
polynomial. The quantization is therefore extremely hard to do.
4A restatement of the idea of this paper is to implement these secondary constraints by extending the phase space
of general relativity. Instead of searching for conditions that imply the existence of some field eI , we will extend the
phase space of general relativity to include such fields and impose conditions so that B can be expressed with them.
In the full 3+1d Lorentzian theory, such a splitting has been studied [18] and might be helpful. But our interest is
that it generalizes to every dimension and in particular to three dimensions. As we mentioned, such an approach is
not far-fetched as it is natural when we consider the usual first-order action of gravity. When keeping e (the vielbein)
and ω (the connection) as independent variables, the condition BIJ = eI ∧ eJ (plus a possible Holst term) will appear
as a primary constraint in the Hamiltonian analysis. Then, the full Hamiltonian analysis will reveal all the constraints
we need to impose.
Let’s therefore explore the idea in the simplified context of 3d gravity. At first, this might be a little silly as there
are no simplicity constraints in 3d. We want to highlight however that it is still possible to consider ω and e as
the independent fundamental degrees of freedom. This will lead to the trivial simplicity constraint B = ⋆e. Still,
eventhough the condition is trivial, it will be part of a second class constraint system on which we can test our
techniques. Another advantage of 3d quantum gravity comes from its topological nature. Thanks to this absence
of local degrees of freedom, understanding the theory on a fixed graph is sufficient to understand the theory in the
continuum. This comes in handy, as imposing the simplicity constraints only on a fixed graph solves all the difficulties
linked to diffeomorphism invariance. This will allow to test the method with various methods and check how they
might be generalized to a continuous setting.
We will develop the corresponding technical points in the rest of this paper. It is organized in the following manner.
The paper is divided into three sections. In this first section, we recall the standard analysis and then develop our own.
We also discuss the problem of finding a discrete subsystem for quantization. In the second section, we concentrate
on the corresponding quantum theory. We discuss the problem of imposing the second class constraints and explore
one possible avenue. We then define the Hilbert space, the observables to finally define the quantum theory and
check that it is equivalent to the standard analysis. In a final section, we discuss possible future explorations. We
consider two ideas more precisely: we discuss how our Hamiltonian analysis might be adapted to the 3+1d case and
how this might help develop a Regge-like representation for Loop Quantum Gravity. The second idea we explore
is possible modification of the model to get closer to the problem of reality conditions similar to the one we have
for self-dual variables. The extra forth section concludes the paper. We also added an appendix detailing the full
Hamiltonian analysis in 3+1d but going no further (in particular we do not gauge-unfix or pursue the computation
of Dirac brackets).
II. CLASSICAL SETUP
A. Standard approach
As we hinted in the introduction, our goal is find a problem analogous to the simplicity constraints in 3d to use it
as a toy-model before heading off to the full problem. But before dwelling into the details, let’s recall how the usual
analysis goes for 3d quantum gravity. We will therefore sketch the traditional Hamiltonian analysis, the choice of
discrete variables and have some brief comments on the quantization of such a structure.
As usual for 3d quantum gravity, we start from the following action (using Planck units):
S[e, ω] =
1
2
∫
M
ǫIJKe
I ∧ F JK [ω]. (2)
where e is the triad and ω is a SU(2) connection. Note that we used the identification between su(2) and the 2-
contravariant tensors in 3 dimensions. The integration is done over a differentiable manifold M which we assume to
be orientable. We will assume it to be isomorphic to R × Σ where Σ is a 2-dimensional manifold with no boundary
(i.e. ∂Σ = ∅). F represents the curvature of ω and reads:
F IJab = ∂aω
IJ
b − ∂bω
IJ
a + ω
IK
a ω
LJ
b ηKL − ω
IK
b ω
LJ
a ηKL, (3)
where we have made the manifold indices explicit. Note that the keeping of covariant and contravariant indices is not
strictly necessary (as we are dealing with euclidean signature) but we keep it for clarity. Therefore, in a more explicit
manner, the action reads:
S[e, ω] =
1
2
∫
R
dt
∫
Σ
d2σ
(
ǫabcǫIJKe
I
a
[
∂bω
JK
c − ∂cω
JK
b + ω
JM
b ω
NK
c ηMN − ω
JM
c ω
NK
b ηMN
])
. (4)
5Before going to the Hamiltonian theory, it is helpful to rewrite the Lagrangian by separating clearly the time index
from the spatial ones. This leads to:
S[e, ω] =
1
2
∫
R
dt
∫
Σ
d2σ
(
2ǫabǫIJKe
I
b∂0ω
JK
a + 2ǫ
abǫIJK∂ae
I
bω
JK
0 + 2ǫ
abǫIJKe
I
aω
JM
b ω
NK
0 ηMN (5)
+ ǫabǫIJKe
I
0
[
∂aω
JK
b − ∂bω
JK
a ω
JM
b ω
NK
c ηMN − ω
JM
c ω
NK
b ηMN
])
,
which can be written in a more compact way as follows:
S[e, ω] =
∫
R
dt
∫
Σ
d2σ
(
ǫabǫIJKe
I
b∂0ω
JK
a + ǫ
abǫIJKω
JK
0 ∇ae
I
b +
1
2
ǫabǫIJKe
I
0F
JK
ab
)
. (6)
where ∇ denotes the covariant derivative.
We can now start developing the Hamiltonian theory as it can be practically read of the previous equation. ωIJ0
and eI0 act as Lagrange multipliers, while the Poisson structure is given by:
{ωJKa (x), e
I
b (y)} = ǫabǫ
IJKδ(2)(x− y). (7)
The theory is therefore totally constrained and the constraints read:
∇ae
I
b = 0, F
IJ
ab = 0. (8)
The first set of constraints constitute the Gauß constraints. The second set implies flatness of the manifold and can
be projected, when the triad is non-degenerate, onto the diffeomorphism and Hamiltonian constraints.
Quantizing a diffeomorphism-invariant continuous theory usually involves projective limit techniques. In the par-
ticular case of 3d quantum gravity though, this is not needed as the theory is topological. A discrete subsystem is
enough to describe all the degrees of freedom of the the continuum theory. In order to prepare our work on our toy
model, let’s recap how the discretization is done in the standard approach. The connection has a very natural discrete
equivalent, the holonomy, which is its path- ordered exponential. The holonomy along an oriented path γ is defined
by:
Hγ = H˜(1), H˜(0) = I,
dH˜
ds
(s) = iH˜(s)ωIJa (γ(s))JIJ γ˙
a. (9)
where JIJ are the generators of the SU(2) group (for the Euclidean signature). Similarly we can define an integrated
triad along a path. It is quite simply defined by:
EIγ =
∫
γ
(Hγx ⊲ ea)
Idxa, (10)
where γx is the partial path ending at the point x of integration. Note that the parallel transport is necessary to get
a covariant quantity out of the integration. It is standard to further parallel transport the triad to the same starting
point as the holonomy (see figure 1). This is interesting to get covariant brackets. Apart from this, it does not change
the bracket among the triads themselves.
FIG. 1: The momenta are naturally carried by the dual graph, with edges represented here as solid lines. The
natural integration is along the lines of the original graph (dashed lines). For dual quantities, the transport
path must be extended to satisfy nice covariance properties. The line in blue represents the parallel transport
needed as we integrate along the solid line.
6Let’s now consider a graph Γ, that is a set of points V linked by non-crossing paths1 from a set E, embedded into
Σ the spatial manifold. To each of the paths in E, we can associate the holonomy along it. These holonomies, as
functions over the connection, inherit a natural Poisson structure, which is trivial (as the connection commutes with
itself). To construct the conjugate momenta, we should consider the graph Γ˜, dual to the original graph Γ. It is
constituted by a set of path E˜ and a set of points V˜ with the following rule: for each path in E, there is crossing
path in E˜ and for each plaquette formed by Γ, there is a point in V˜ which sits in the plaquette as illustrated on figure
2. The integrated triad along the paths from E˜ are the natural momenta. It can be shown [21, 22] that, due to the
parallel transport, they inherit a non-trivial Poisson structure from the continuum theory, which is:
{EIγ , E
J
γ } = ǫ
IJ
KE
K
γ . (11)
As long as the paths do not cross, we can safely consider that the integrated triads commute if they are evaluated on
different paths.
e, E
ω,H
•
•
•
•
•
•
•
•
FIG. 2: The support graph Γ for our holonomy functions is represented in blue here. A natural dual graph, in
black can be constructed. The edges of this dual graph natural carry the momenta.
We should now discretize the constraints. As mentioned earlier, this is possible because the theory is topological.
In essence quantizing a discrete subsystem correspond to solving nearly all the theory and keeping a small amount of
degrees of freedom. As a consequence, the constraints need only be expressed for these remaining degrees of freedom.
The Gauß constraints, in this regard, need only be expressed at the vertices in V . This is because the integrated
variables are gauge-invariant nearly everywhere and depend on the gauge only at their start or end points, that is at
the points in V . So, in effect, the Gauß constraints have been solved nearly everywhere by the the discretization. At
these points, the natural discretization is: ∑
e/s(e)=v
EIe −
∑
e/t(e)=v
H−1e ⊲ E
I
e = 0. (12)
Similarly, the flatness condition can be reproduced in the discrete setting by imposing all holonomies around closed
loops ℓ of Γ to be trivial: ∏
e∈ℓ
He = I. (13)
This concludes the standard analysis.
Let’s conclude this section with a word on the quantization of the model, eventhough we will come back to it
in the second part of the paper. As advertised so far, we will restrict to the discrete observables. This means,
we will only represent holonomies along path of Γ and their conjugated momenta. The representation is quite
straightforward: we start with wave-functions over the configuration space which is simply #E copies of the gauge
group SU(2). The operators associated to holonomies are represented by multiplication and the conjugated triad
operator is represented by derivation. The constraints are then the natural quantization of the previous discrete
expressions. It should be noted however that the Gauß constraints, because it is linear in the momentum, can be
understood as the transformation of the configuration space and can be quantized in this manner. The solution is
unique, though it is not the kinematical Hilbert space. It can be understood as a distribution over our Hilbert space
and is the Dirac delta on the configuration space. We shall now turn to our problem.
1 "non-crossing" can be understood as "every crossing has to be counted in the set of points V ".
7B. Simplicity constraints in 3d
In this section, we will detail our new Hamiltonian analysis, leading to the extended phase space. As we have done
in the first part, we start from the following action (using Planck units):
S[e, ω] =
1
2
∫
M
ǫIJKe
I ∧ F JK [ω]. (14)
where e is the triad and ω is a SU(2) connection. As before, F represents the curvature of ω and reads:
F IJab = ∂aω
IJ
b − ∂bω
IJ
a + ω
IK
a ω
LJ
b ηKL − ω
IK
b ω
LJ
a ηKL, (15)
and, in a more explicit manner, the action reads:
S[e, ω] =
1
2
∫
R
dt
∫
Σ
d2σ
(
ǫabcǫIJKe
I
a
[
∂bω
IJ
c − ∂cω
IJ
b + ω
IK
b ω
LJ
c ηKL − ω
IK
c ω
LJ
b ηKL
])
. (16)
The goal is now to develop the Hamiltonian theory, but instead of considering the variable ω and e as its conjugate
momentum, we will consider ω and e to be independent variables, with their respective momenta B and X . Of course,
this will lead to additional constraints which will turn out to be second class.
We can start by differentiating the Lagrangian with respect to time derivatives in order to get the expressions for
the momenta. The Lagrangian L is defined by:
S[e, ω] =
∫
R
dtL. (17)
This gives for the momenta conjugated to the spatial part of e and ω:
XaI (σ) ≡
δL
δe˙Ia(σ)
= 0,
BaIJ(σ) ≡
δL
δω˙IJa (σ)
= ǫKIJǫ
abeKb (σ),
(18)
where ǫab is a totally antisymmetric tensor running only on spatial indices. We notice right away that the expressions
cannot be inverted. The momenta associated to the time components simply give:
X0I (σ) ≡
δL
δe˙I
0
(σ)
= 0,
B0IJ(σ) ≡
δL
δω˙IJ
0
(σ)
= 0.
(19)
Note that the system is maximally singular: no momenta can be expressed from the time derivatives of some field.
Let’s derive the Hamiltonian for this formulation. The expression for the Hamiltonian H is:
H =
∫
Σ
d2σ
(
X0I (σ)e˙
I
0(σ) +
1
2
B0IJ (σ)ω˙
IJ
0 (σ) +X
a
I (σ)e˙
I
a(σ) +
1
2
BaIJ (σ)ω˙
IJ
a (σ)
)
− L. (20)
It is important to note that the Latin indices here run only on the spatial indices. Note also the factor 1/2 which
compensates the overrunning sum which exists because of the antisymmetry. Now, because the formulas for the
momenta cannot be inverted, the time derivatives e˙ and ω˙ will act as Lagrange multiplier. The goal is therefore to
organize the terms in L to whether they correspond to space or time indices. We find:
H =
∫
Σ
d2σ
(
e˙I0ΠI +
1
2
ω˙IJ0 ΞIJ + e˙
I
aC
a
I +
1
2
ω˙IJa S
a
IJ + e
I
0DI +
1
2
ωIJ0 GIJ
)
, (21)
where σ dependencies have been omitted for readability and:
ΠI = X
0
I , (22)
ΞIJ = B
0
IJ , (23)
CaI = X
a
I , (24)
SaIJ = B
a
IJ − ǫ
abǫKIJe
K
b , (25)
DI = −ǫ
abǫIJK
[
∂aω
JK
b − ∂bω
JK
a + ω
JL
a ω
MK
b ηLM − ω
JL
b ω
MK
a ηLM
]
, (26)
GIJ = −ǫ
abǫKIJ∂ae
K
b + ǫ
abǫKILe
K
a ω
ML
b ηMJ − ǫ
abǫKLJe
K
a ω
ML
b ηMI . (27)
8The primary constraints appear with the dotted factors. We can now apply the Dirac algorithm to devise all the
constraints. It should be noted as this point however that the eI0 and ω
IJ
0 factors are not Lagrange multiplier but true
degrees of freedom. At least at this point, DI and GIJ do not appear as constraints.
The Dirac algorithm only needs two passes. Let’s quickly describe them. ΠI , ΞIJ , C
a
I and S
a
IJ are primary
constraints. In the first pass, we will check if their conservation implies secondary constraints. It is straightforward
to check that DI = 0 is implied by the conservation of ΠI and that GIJ = 0 is forced by the conservation of ΞIJ .
The other constraints, CaI and S
a
IJ , do not imply new constraints though. First, C
a
I does not commute with S
a
IJ .
This means that the conservation of CaI will lead to equations fixing ω˙
IJ
a . Similarly the conservation of S
a
IJ will lead
to equations fixing e˙Ia. The equations are trivially invertible and therefore there is no other constraint in the first
pass. In the second pass, we do the same analysis but with all the constraints ΠI , ΞIJ , C
a
I , S
a
IJ , DI and GIJ . The
analysis goes similarly. The conservation of DI and GIJ do not involve new constraints as it can be checked that
the equations they imply are automatically solved if CaI and S
a
IJ are conserved. Therefore, after the second pass, the
algorithm finishes and they are no tertiary constraints. This system is obviously second class (they are some second
class constraints). The next question is the classification of the constraints into first and second class.
To find the first-class constraints, we look for linear combinations of the previous constraints which commute with
all the constraints. We can quickly find that ΠI and ΞIJ commute with all the other constraints. They are therefore
first class. We will now look for the Gauss and the diffeomorphism constraints.
The following linear combination of the constraints is a good candidate for the Gauss constraint:
GIJ ≡ ∂aS
a
IJ − ω
KL
a S
a
LJηIK + ω
KL
a S
a
ILηJK −GIJ +X
a
I e
K
a ηKJ −X
a
Je
K
a ηKI . (28)
Explicitly, it reads:
GIJ = ∂aB
a
IJ − ω
KL
a B
a
LJηIK + ω
KL
a B
a
ILηJK +X
a
I e
K
a ηKJ −X
a
Je
K
a ηKI . (29)
It is easy to check that these constraints have the correct algebra:
{GIJ ,GKL} = ηIKGJL − ηILGJK − ηJKGIL + ηJLGIK . (30)
It is also straightforward to check that these constraints commute with all the other (on-shell). The last part in X in
particular is needed so that the constraint commute with SaIJ .
We can proceed in a similar fashion for the flatness condition. We consider the following linear combination of
constraints:
DI ≡ DI −∇aX
a
I . (31)
It is easy to check that it commutes with all the other constraints on-shell.
Therefore, the initially found system of constraints is equivalent to a system governed by the following first class
constraints:
GIJ = ∇aB
a
IJ +X
a
I e
K
a ηJK − ηIKX
a
Je
K
a , (32)
DI = ǫ
abǫIJKF
JK
ab −∇aX
a
I . (33)
with the following second class constraints:
CaI = X
a
I , (34)
SaIJ = B
a
IJ − ǫ
abǫKIJe
K
b . (35)
The choice of the second class constraints is somewhat arbitrary: it just has to be linear combinations of the
constraints which are linearly independent from the first class constraints and constitute with them a complete basis.
In particular, this implies that we can add any combination of the first class constraints to the second class ones. Our
choice appears to be natural though as the corresponding constraints come out as primary constraints in our analysis.
This concludes the Hamiltonian analysis.
We should note at this point that the analysis was straightforward and actually followed the usual Dirac procedure.
It is also easy to check that the result reduces to the standard analysis when we explicitly solve the second class
constraints. In this regard, this means that the usual analysis really is a quick hand way of doing the previous one
followed by the explicit solution of the second class constraints. Our goal now will be quantize the theory without
solving the second class constraints first. This will however first require that we quantize the system we are considering.
9C. Discrete setting
As we mentioned earlier, the standard method in Loop Quantum Gravity to get a kinematical Hilbert space is to
use a projective limit construction. This is however very hard to do in our case because of the introduction of the
second class constraints. This is one of the reasons we considered a simplified 3d quantum gravity model. Indeed, 3d
quantum gravity is topological (it doesn’t have local degrees of freedom) and as such, the full model can be captured
by a sufficiently refined discretization. The discretization should be considered as a subsystem. We will be looking
for natural discrete observables on which the constraints can act without knowing the rest of the system, which is
implicitly assumed to be in the physical state. This means in particular that a good strategy is to look for integrated
variables such that the Poisson brackets between them is closed.
Let’s start with the standard variables. The connection ω, being a connection, has a natural integrated version
through its holonomies. If we want to consider gauge invariant quantities, it is natural to consider conjugation
invariant function over closed holonomies. But in general, we can associate an observable to a collection of N paths
embedded in Σ and a function mapping SU(2)
N
into C. For each path γi (parametrised by s ∈ [0, 1]), we can define
the holonomy Hγi . It is defined by:
Hγi = H˜i(1), H˜i(0) = I,
dH˜i
ds
(s) = iH˜(s)ωIJa (γi(s))JIJ γ˙i
a. (36)
where JIJ are the generators of the SU(2) group. We can then have the observable f(Hγ1 , ...HγN ).
Similarly, the triad e is a R3 valued one-form. It is therefore natural to consider its integration along one-dimensional
paths. This integration is quite straightforward and reads:
I(e)Iγ =
∫
γ
(Hγx ⊲ ea)
Idxa, (37)
where γx is the partial path, ending at the point x of integration. As for the standard analysis, an important note
should be made there. The partial path γx does not have to start at the same point as the full path γ. It is conceivable
to use path that are parallel transported further. For instance, we might consider a path γ′ starting at some point y
and ending on the starting point of γ. Then the following integrated quantity is perfectly reasonable:
I(e)Iγ,γ′ =
∫
γ
(Hγ′∪γx ⊲ ea)
Idxa. (38)
This corresponds to the parallel transport of the previous quantity along γ′. This option will be interesting when
considering conjugated momenta.
As we did earlier, we can consider observables using a function mapping R3 into C mimicking the usual construction
of holonomies. In a sense, these integrated version are R3 holonomies. As usual holonomies, they are gauge invariant
nearly everywhere and gauge covariant at the end points of γ. The gauge group in question however is R3 which is
not a fundamental gauge group for our theory (which is only SU(2) invariant)2. The action of the usual SU(2) gauge
group is still natural: the integrated quantity transforms covariantly by the gauge transformation at s(γ) (the start
point of the path). Note that there is a nice natural geometrical interpretation for infinitesimal closed loops as it
evaluates to the torsion of e with respect to ω.
We can now consider the momenta. Both momenta are densitized vector field valued in a Lie algebra. X is valued
in the trivial Lie algebra R3 and B is valued in the su(2) Lie-algebra which is isomorphic, as a vector space, to R3.
In 3d quantum gravity, there is a natural correspondence between densitized vector field and one-forms. This means
that the momenta will also be integrated along lines. In the context of 3d quantum gravity, the fact that they are
densitized vector field is important with respect to the simplectic structure: their conjugation is between a variable
and the corresponding momentum evaluated in orthogonal directions.
But for now, the integrated versions are defined in ways very similar to the integrated triad, using now the Levi-
Civita tensor to get the duality between densitized vectors and one-form. Concretely, we have:
I(X)I,γ =
∫
γ
(Hγx ⊲ X
a)Iǫabdx
b, (39)
2 We are not considering here the Chern-Simons formulation uncovered by Witten [23] for which the gauge group is extended to ISU(2).
This is very peculiar to 3d and as such not very interesting in the perspective we have.
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and:
I(B)IJ,γ =
∫
γ
(Hγx ⊲ B
a)IJǫabdx
b. (40)
As mentioned previously, we could consider further parallel transport and this will indeed be important in what
follows.
Note at this point that we have not defined natural integration for the variables eI0 and ω
IJ
0 . If we had to do so, they
should actually evaluate on points (they are scalar quantities with respect to spatial diffeomorphism). But because of
the (first class) constraints ΠI and Ξ
IJ , we know that the quantum wave-function will not depend on these variables,
nor will the classical theory. We can just as well dismiss them altogether.
Let’s now consider what integration path we should be using, with what potential further parallel transport. Our
first clue comes from the usual construction: one starts with the holonomies integrated along the lines of a specific
graph and then the momenta are integrated over dual lines. In our case however, this is rather more subtle as we
have four different types of quantity to integrate and only pairs of line to work with. A natural choice would be to
start with ω and e integrated on the lines of a graph Γ. The conjugated momenta X and B would then be integrated
along the dual paths. The theory seems however to favor another possibility. Indeed, as we look to discretize the
system, we also look to be able to write down the various constraints. The constraint B = e in particular seems to
tell us that B and e should be integrated along the same path. This leads to the following choice: we will integrate
ω and X and the same path and the momenta B and the triad e will be integrated on a dual path. As is standard
in 3d quantum gravity, the momentum will be transported to the same starting as the configuration variables, as was
already illustrated on figure 1. This is needed for a better covariance of the Poisson brackets. There is however a
substantial problem with the construction we just offered: the Poisson brackets are not closed. It is possible to check
for instance that the Poisson brackets between I(B) and I(e) involve quantities integrated over partial path from the
graph.
This leads us to finding natural integration with a closed Poisson algebra. A straightforward possibility is to try
and form an ISU(2), or T∗ISU(2), algebra. This is possible using the following integrated variables:
I(ω)γ = Hγ ,
I(X)γ = I(X)γ ,
I(B)γ = H
′
γ ⊲ I(B)γ˜ +
∫
γ˜ I(X)γ′∪γ˜x × (Hγ′ ⊲ I(e)γ˜x)dx,
I(e)γ = H
′
γ ⊲ I(e)γ˜ .
(41)
In these definitions, γ is an edge from the graph Γ. γ˜ is the corresponding dual edge. A subscripted edge, like γx,
is the edge but stopped at the point x. The primed edge γ′ is the path starting as γ until the crossing point y with
its dual. At y, the primed edge continues as γ˜−1y , that is the reverse path from y to the starting point of γ˜. The
cross × is simply the vector cross product. The definition is rather straightforward except for the term I(B). It is
the integrated B momentum parallel transported but with an additional term. This additional term generates the
rotation of X and e and is needed for the algebra to close. This leads to the closed algebra:
{I(B)γi , I(ω)γj} = δijσ
iI(ω)γj ,
{I(B)γi , I(B)γj} = δijǫI(B)γj ,
{I(B)γi , I(e)γj} = δijǫI(e)γj ,
{I(B)γi , I(X)γj} = δijǫI(X)γj ,
{I(X)γi , I(e)γj} = δij ,
(42)
all other brackets being zero. The final point to have a discrete theory is to express the constraints. It is rather
similar to the expression of the constraints in the usual analysis. The Gauß constraint is expressed at every node
of the graph. The sum of the I(B) terms around a vertex correctly generates the rotation as can be seen from the
previous algebra. The flatness constraints is a bit more technical but comes down to expressing the flatness of the
connection ω +X . We will detail the full expression when studying the quantum theory.
III. GAUGE UNFIXING AND QUANTUM THEORY
A. Second class constraints, gauge unfixing
Before actually quantizing the classical theory we just presented, we should consider how to deal with the second class
constraints. Indeed, contrary to what can be done for first class constraints, it is impossible to impose (simultaneously)
second class constraints as operator constraints in the quantum theory.
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There are several techniques to tackle this problem in a quantum theory. A usual one is to use the Gupta-Bleuler
method. This is however difficult to implement in a diffeomorphism invariant theory. To make things more precise,
let’s imagine that the constraints simply read φ = 0 and Πφ = 0 with the bracket {φ,Πφ} = δ. The Gupta-Bleuler
method consist in implementing a holomorphic constraint φ + iΠφ = 0 which, because it does not Poisson-commute
with its conjugate, is not diagonalizable in an orthogonal basis. The solutions are therefore states which are spread
(in our example, they are even coherent states) and carry this way the soft implementation of the constraints. The
problem is that φ and Πφ are not of the same density. With a given background metric, it is possible to define the
sum by using the hodge dual but in a diffeomorphism invariant setting, this definition is no longer possible. As we
are working on a discrete lattice, it is in fact possible, in principle, to use the Gupta-Bleuler method. It will however
make the formulation of a continuum theory rather hard.
Here, to test our quantum model, we will follow [17] and use gauge unfixing. The basic idea is that first class
constraints when gauge-fixed lead to sets of second class constraints. In a similar manner, it is possible to unfix gauge
from second class constraints and get a set of first class constraints out of it. In our case, it is made very simple
by the following fact: both second class constraints commute with all the first class constraints without the need of
imposing other constraints. So, when X ≃ 0, X commutes with all the (first class) constraints and similarly when
B− e ≃ 0, B− e commutes with all the (first class) constraints. Each constraint can therefore be thought of as a first
class constraint gauge fixed by the other one. We are then led to a choice of choosing which constraint to keep.
Our choice will be guided by simplicity. In the discrete setting, we have no natural integrated observable corre-
sponding to B − e, but we have one for integrated X . We will therefore quantize the following sets of constraints:
GIJ = ∇aB
a
IJ +X
a
I e
K
a ηJK − ηIKX
a
Je
K
a , (43)
DI = ǫ
abǫIJKF
JK
ab −∇aX
a
I , (44)
CaI = X
a
I . (45)
We will consider the corresponding quantum theory.
We should note before continuing that gauge unfixing is not the only option. One of the major ways to deal with
second class constraints is rather the Dirac algorithm and the introduction of the Dirac brackets. In our case however,
this would not be useful. The reason is that introducing the Dirac brackets will lead to a theory which is more or less
completely equivalent to the standard approach. Indeed, it can be checked that:
{ωIJa + ǫacǫ
IJMXcM , ω
KL
b + ǫbdǫ
KLNXdN}D = 0 (46)
{ωIJa + ǫacǫ
IJMXcM , B
b
KL}D = δ
b
a(δ
I
Kδ
J
L − δ
I
Lδ
J
K) (47)
{ωIJa + ǫacǫ
IJMXcM , X
b
K}D = 0 (48)
{ωIJa + ǫacǫ
IJMXcM , B
b
KL − ǫ
bdǫIJNe
N
d }D = 0 (49)
{BaIJ , B
b
KL}D = 0 (50)
{BaIJ , X
b
K}D = 0 (51)
{BaIJ , B
b
KL − ǫ
bdǫIJNe
N
d }D = 0 (52)
{XaI , X
b
J}D = 0 (53)
{XaI , B
b
KL − ǫ
bdǫIJNe
N
d }D = 0 (54)
{BaIJ − ǫ
acǫIJMe
M
c , B
b
KL − ǫ
bdǫIJNe
N
d }D = 0 (55)
This shows that once the second class constraints are imposed, all that will remain is the two conjugated variables
ωIJa + ǫacǫ
IJMXcM and B
a
IJ . We can then re-express all the other constraints using them and find that this is exactly
the standard way of presenting 3d gravity. Because we wanted to study the imposition of the second class constraints,
this is not very interesting. It is worth noting however that this is the case because the simplicity constraints are
trivial. In higher dimensions, for instance in 3+1d, we do not expect the Dirac brackets to be so simple. It might
therefore be an interesting way of treating the fuller problem.
B. Hilbert space and observables
For each variable we defined earlier, we will need a quantum operator acting on some Hilbert space. We will first
concentrate on the definition of the Hilbert space. Let’s recall how the usual Hilbert space for 3d (discrete) quantum
gravity. We are given a graph Γ embedded in the space manifold Σ. Each edge carries a copy of the Hilbert space
L2(SU(2), dh) of square integrable functions over SU(2) equipped with the natural (left and right) Haar measure. We
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denote He the copy associated to an edge e. The full Hilbert space is the tensor product over all edges:
H =
⊗
e∈E
He. (56)
The holonomy along the edge e simply acts by multiplication on the corresponding Hilbert space. The integrated
conjugated momentum on a crossing line acts by derivation on the Hilbert space corresponding to the crossed edge.
Let’s move on to our construction. The main choice boils down to the choice of Hilbert space for a single edge.
As we mentioned earlier, there are various possible discretizations for our model. As will become clear when we will
study the constraints, one choice stands out: we should define a natural Poincaré holonomy, constructed out of ω
and X . It should be natural to consider L2(ISU(2), dh˜) where dh˜ is the natural Haar measure on the Poincaré group.
Now, this is problematic, a priori at least on two accounts. First, the (3d euclidean) Poincaré group is not compact.
Therefore talking about the Haar measure should be frowned upon. There are two obstructions for uniqueness. First
it will not be possible to normalize the measure, leading to a family of Haar measures. Second, because the group is
not compact, left and right invariance might not lead to the same measure. There is a second problem with choosing
such a measure on a non-compact space: it will be extremely difficult to define a projective limit from there. Let’s
deal which each point separately.
Let’s concentrate on the problem of left and right invariance. We recall first the multiplication of the group
ISU(2) ≃ R3 ⋊ SU(2). Let (~T , g) and (~T ′, g′) be two elements of ISU(2) written down in the natural decomposition
following the previous semidirect product. Then we have:
(~T , g) ⋆ (~T ′, g′) = (~T + g ⊲ ~T ′, gg′), (57)
where ⊲ is the natural action of SU(2) onto R3. Since ISU(2) is homeomorphic, as a topological space, to R3× SU(2),
let’s define a natural measure on this space and check that it is indeed left and right invariant. We consider the
product measure d3Tdh where d3T is the usual Haar measure on R3 (which is also the Lebesgue measure) normalized
so that the unit cube has volume 1, and dh is the Haar measure on SU(2) normalized so that the whole space is of
measure 1. An important property of the Lebesgue measure is that it is spherically symmetric. Therefore, as a Haar
measure, it is invariant under translation. But as a spherically symmetric measure, it is invariant under the action of
SU(2). It is easy to check that this measure is invariant under the left action of ISU(2) group. Indeed, formally we
have:
d3(~T + g ⊲ ~T ′)d(gg′) = d3(g ⊲ ~T ′)d(g′) = d3(~T ′)d(g′). (58)
The first equality comes from the left invariance of both measures. The last equality comes from the invariance of the
Lebesgue measure under the action of SU(2). We can check in a similar manner that the measure is right-invariant:
d3(~T + g ⊲ ~T ′)d(gg′) = d3(~T )d(g). (59)
Here, only the right invariance of each measure is needed. Because the measure we constructed satisfies all the nice
properties of the Haar measure on ISU(2), we have proven that we have a both left and right invariant measure on the
group. This means the group is unimodular. Note that this depends heavily on the existence of a left and right Haar
measure on the proper compact subgroup SU(2). The proof therefore generalizes to higher dimensions as long as we
consider euclidean signatures. The Lorentzian case should be handled with more care. Regarding the normalization
problem, we have settled it in the previous discussion by considering natural normalization for the Haar measures on
R3 and SU(2). In what follows, we will consider this normalization.
The problem of the projective limit is rather more difficult to treat. There are various possibilities however. One
of the easiest way to treat the problem is to choose a discrete topology3 on R3. This will make impossible the
definition of the integrated triads, except through their exponentials. The other natural possibility is to consider
the Bohr compactification of R3. It is difficult to write the action of SU(2) on the Bohr compactification but it is
possible to write the action on the dual. This corresponds therefore to write a theory with ω and e operators acting
by multiplication, where the e operator spectrum is equipped with discrete topology. This will make impossible the
definition of the canonical momenta X , except through their exponentials. Because B and e are compared in the
constraintB−e ≃ 0, it should be more natural to have e defined (as B is naturally defined) but other possibilities could
3 This is possible only because we are not looking for a Poincaré invariant theory and because the group is not simple. Such a construction
for SL(2,C) via the Iwasawa decomposition for instance, will not give a correct projective limit. Indeed, the Iwasawa decomposition will
need the selection of a privileged frame.
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be argued in different settings. We will continue for now, in the discrete with our natural Haar measure associated to
the natural topology on ISU(2).
Therefore, for each edge e ∈ E of the graph Γ, we construct a copy of L2(ISU(2), dh˜) which we denote H˜e. The full
Hilbert space is given by the tensor product:
H˜ =
⊗
e∈E
H˜e. (60)
This space can be understood as the natural square integrable functions over #E copies of ISU(2). A wave-function
in this space is of the form ψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E). And the natural scalar product is:
〈ψ|φ〉 =
∫
ψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E)φ(~T1, g1, ~T2, g2, ..., ~T#E, g#E)
#E∏
i=1
d3 ~Tidgi. (61)
We have natural operators associated to each edge. The operators associated to ω and X act by multiplication:
f̂(Hi)ψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E) = f(gi)ψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E), (62)
̂I(X)I,iψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E) = TI,iψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E), (63)
where f is any smooth function from SU(2) onto C. The natural operators associated to B and e act by differentiation:
̂I(B)IJ,iψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E) = −iψ(~T1, g1, ~T2, g2, ..., ~Ti, JIJgi, ..., ~T#E, g#E)
−iT[I,i
∂ψ
∂TJ],i
(~T1, g1, ~T2, g2, ..., ~T#E, g#E), (64)
Î(e)Iiψ(
~T1, g1, ~T2, g2, ..., ~T#E, g#E) = −i
∂ψ
∂TI,i
(~T1, g1, ~T2, g2, ..., ~T#E, g#E). (65)
Here, the insertion of J in the first equation correspond to the insertion of the corresponding generator of the su(2)
Lie-algebra in the Peter-Weyl summation (the Fourier transform). This is the natural differentiation on SU(2). The
extra term generates the rotation of e and X and is just of the form e ∧X .
The operators associated to the holonomies are unitary, while all the others are hermitian. This concludes the
definition of our working Hilbert space with support on a fixed, given graph.
C. Implementation of the constraints
Let us discuss the implementation of the constraints. The Gauß constraints are the easiest to discretize. As they
generated the SU(2) rotations, we just have to find their generators. In the usual standard 3d euclidean gravity, this
is done at each vertex of the support graph, by summing all the incoming momenta and subtracting the outgoing
momenta. This can be traced back to the Poisson algebra of the variables which reproduces the algebra of T⋆SU(2).
In our case, this is very similar, except, the Poisson algebra is the algebra of T⋆ISU(2).
In practice, the classical constraint reads
GIJ = ∇aB
a
IJ +X
a
I e
K
a ηJK − ηIKX
a
Je
K
a . (66)
The first part ∇aB
a
IJ is exactly the same as the usual case. The divergence operator corresponds to the summing
around a vertex. We have extra terms corresponding to the rotation of X and e. These however already appear in
the discretization of our discretized integrated momenta I(B). This leads us to the following Gauss constraint at a
given vertex:
ĜIJ,v =
∑
e∈E, s(e)=v
̂I(B)IJ,e −
∑
e∈E, t(e)=v
Ĥ−1e ⊲ ̂I(B)IJ,e . (67)
The ⊲ notation should be made more precise. It encodes the parallel transport needed for incoming momenta.
Explicitly, it reads:
Ĥ−1e ⊲ ̂I(B)IJ,eψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E) =
(
g−1e
) K
I
(
g−1e
) L
J
̂I(B)KL,eψ(~T1, g1, ~T2, g2, ..., ~T#E, g#E). (68)
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It is easy to check that these constraints have the right algebra.
Let’s now consider the flatness constraints. They read:
DI = ǫ
abǫIJKF
JK
ab −∇aX
a
I . (69)
These constraints are the reason we selected our integration eventhough we are not implementing the constraint B−e
at the quantum level. Indeed, we can see that we will need to integrate ω and X on the same structure, which favours
choosing X as the translation part of the Poincaré connection.
We can use the natural discretized version of F (ω). This will be done by considering closed loops in the support
graph and the corresponding holonomy operator in the fundamental representation around these loops. Similarly, we
can discretize the divergence of X by integrating the variable along a closed loop. This will lead to an R3 element
which is not directly comparable to the integrated holonomy, but we can work around this by exponentiating the
vector into an SU(2) matrix. Concretely, we define the following constraints: for any closed loop ℓ on our graph, we
impose:
D̂ℓ =
(∏
e∈ℓ
Ĥe
)(∏
e∈ℓ
exp
[
−
i
2
e∏
e′∈ℓ
Ĥe′ ⊲ ̂I(X)I,eσ
I
])−1
− I. (70)
Here the products are ordered so that multiplication happens in order along the path. The operator is matrix
valued and it written this way for readability but could of course be split into 4 different operators. They are no
ordering problem because the fundamental variables commute with each other. Note also the parallel transport in
the exponential, which is cumbersome but needed for gauge covariance.
The last constraint is the gauge-unfixed version of the simplicity constraints which simply reads:
CaI = X
a
I . (71)
Because it is so simple, it can be implemented as a constraint on each link e with:
ĈI,e = I(X)I,e. (72)
This concludes the definition of the quantum theory.
It is a remarkable fact that the previous construction is equivalent to the standard euclidean 3d quantum gravity.
It can be checked explicitly by looking for the kernel of all the constraints. But more easily, it can be checked by
verifying that the kernel of the (retained) simplicity constraint is indeed the usual kinematical Hilbert space and that
the other constraints reduce to the standard ones.
Let’s look for functions Ψ inside our Hilbert space such that the constraints ĈI,eψ = 0 are satisfied. Let’s note
first that there is no such functions. Indeed, the eigenvectors of these constraints are Dirac deltas which cannot be
normalized. This is however standard: first class constraints generically lead to non-normalizable eigenstates, which
can however be equipped with a norm if one restrict to the kernel of the constraints. Note that this whole discussion
can be avoided by just choosing a discrete measure of our translation part of our group element to start with, as was
needed anyway for the projective limit.
This condition therefore reduces our Hilbert space to the standard kinematical space. More explicitly, we have:⋂
e∈Γ,I∈{1,2,3}
ker ĈI,e ≃
⊕
e∈Γ
L2(SU(2)). (73)
The interesting bit is to see that on these bit, the other constraints reduce to the standard constraints.
For the Gauß constraints, this works because the point selected for X , namely X = 0, is invariant under gauge
transform. Therefore, the gauge transformation acts trivially on this part of the ISU(2) group and reproduces exactly
the usual action on the SU(2) group.
For the flatness constraints, we can see this explicitly. We can explore the action of the flatness constraint on a
solution of the constraints ψ. As, (∏
e∈ℓ
exp
[
−
i
2
e∏
e′∈ℓ
Ĥe′ ⊲ ̂I(X)I,eσ
I
])−1
ψ = ψ, (74)
since Xˆ has a trivial action. This implies:
D̂ℓψ =
(∏
e∈ℓ
Ĥe
)
ψ − Iψ. (75)
We find indeed the usual flatness constraint which proves the equivalence.
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IV. OUTLOOK
A. Regge geometries
What all this work has proved so far is that indeed our model can be defined and is equivalent, at the classical as
well as at the quantum level, to the usual quantum gravity construction. The interest of this model is however to be
able to explore new methods, and not restrict to methods that have been investigated, at least partially, in the full
theory [10, 24–29].
It is worth noting in this regard that extending the framework to 3+1d might lead to an interesting Regge-like
representation for Loop Quantum Gravity. Indeed, as we hinted at in the introduction, work by Dittrich et al. [15]
might be used as an argument to say that the usual reduction of the simplicity constraints using the Ashtekar-Barbero
variables is actually incomplete and should be reduced further with some Regge geometry condition or shape matching
condition. Equivalently, one might try to implement the simplicity constraints at the quantum level in such a way
that Regge geometries automatically come out. For this, our framework might be useful.
Indeed, going from 3 dimensions to 4 dimensions, the simplicity constraints won’t be as trivial. If we still keep the
tetrad and the independent spin connection, the simplicity constraints will read:
B = e ∧ e, X = 0, (76)
noting that they are additional constraints that come from the full analysis, as is detailed in appendix A. Actu-
ally enforcing these conditions might be quite hard and is not particularly straightforward if we want to keep the
compatibility with the projective limit construction. We can however sketch what happens in a discrete, simplified
case.
Let’s consider only the condition B = e ∧ e. Ignoring the Hamiltonian structure, and concentrating on triangular
faces, we can see that this condition should be discretized in the following way: for each edge of a face, we associated
a vector E (representing an integrated version of e) and for each face, we associated a bivector IB (representing an
integrated version of B). If the sum of the integrated E around a face is 0 (which makes sense as it is a discretization
of the no-torsion condition), then the simplicity constraint can be written as IB = E1 × E2, where the choice of
the vectors E1 and E2 does not matter (thanks to the closure around faces) and the × is the cross-product from
vectors to bi-vectors. The resulting theory should then give Regge-like geometry as the usual area matching is now
supplemented by matching of the tetrads (see figure 3).
e2
e1
e3
e2
e1
e3
•
•
•
•
•
•
•
•
FIG. 3: The usual twisted geometry framework does not include shape matching conditions for the recon-
structed geometry. In the approach we suggest, the natural quantities associated to the tetrad e are carried by
the edges of the triangulation dual to the support graph. This means that a natural matching of them should
imply shape matching conditions. This support the idea that further development of our technique might lead
to a Regge-like representation for LQG.
However, we have just glossed over many technical difficulties. As we mentioned already, it is very difficult to
have a construction which is compatible with the projective limit and for which we can therefore give a natural
continuum version. As we rapidly said, we also neglected the problem of the Hamiltonian structure. As in the 3d
case, it is difficult to find a discretization which has a nice Hamiltonian structure. All this means that our previous
argument is hand-waving at best. But it is still possible indeed, that the tetrad variables might help build a Regge-like
quantum geometry. The argument at least suggest that keeping the variables e can act as a guide in finding such a
representation. This is why we have given the full Hamiltonian analysis in appendix A, as a starting point for further
inquiries.
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B. Self-dual variables
Now, we explore a second possibility of these toy-models and one of their possible use for 4d quantum gravity: we
think this model could be interesting in the study of self-dual variables. Let’s explore this idea here.
In full 3+1d loop quantum gravity, one might want to use the self-dual Ashtekar variables. They have the very
nice geometric property of being true pull-back from a space-time connection and, as such, simplify many expressions.
Their geometric interpretation is also a desirable property when going to a quantum theory in order to avoid quantum
anomalies. But in order to implement these variables in the quantum realm, one must also implement the second
class constraints of the theory. This is indeed needed as the Ashtekar variables are in fact complex and encodes twice
the needed amount of degrees of freedom.
The fact that the Ashtekar connection is complex turns out to be quite interesting from another perspective: the
simplicity constraints map to reality constraints which can be interpreted as constraints on the scalar product for
the kinematical Hilbert space (as it is partially implemented for Loop Quantum Cosmology and symmetry reduced
models in [26, 28, 29]). This is the idea we want to quickly suggest and explore here: to define a simpler model where
similar techniques related to complex numbers could be explored. Indeed such implementation have been explored in
reduced settings but never in a full environment with diffeomorphism invariance and true holonomy operators.
The idea can be stated as follows: in our model, we also have twice the amount of degrees of freedom from the
standard theory. We could therefore regroup these degrees of freedom into complex variables and implement the
constraints on the scalar product. In practice, there are several choices for the regrouping and only a full study of
the possible discretization and the naturalness of the constraints in such a language could select one or the other. To
illustrate the idea, we will just present one possibility, but others are available and could be useful.
A simple case would insist on the Poisson commutativity of the connection. We could also ask for A and X to be
integrated along the lines of the support graph and B and e to be integrated along the dual lines. This leads to the
following regrouping:
A = ω + iX, (77)
P =
1
2
(B − ie) . (78)
A indeed commutes with itself and it conjugate to P . We loose however the Poincaré connection we developed earlier.
Modifications might be done to alleviate this problem, either by changing the variables or introducing a cosmological
constant, maybe both. The corresponding reality constraints would read:
A = A, (79)
P = iP. (80)
These constraints would lead to constraints on the adjoint in the quantum theory and therefore on the scalar product.
The problem is simpler that the one in the full theory with regard to several points. First, there is no appearance of
the spin connection compatible with the triad Γ(E). All equations are here local which simplify things tremendously.
The problem is also inherently SU(2) gauge-invariant and not SL(2,C) gauge-invariant. This might simplify the
construction. And finally, the result is known, as we must reproduce the standard theory, which should guide research
and help implementing a scalar product.
The problem is not trivial either and should help understand some points that we should find in the full theory.
In particular, with A real, it is easy to see that the holonomy operators when exponentiated will not preserve the
condition on the momentum P . In the context of LQC, this has led to the definition of generalized holonomies [26]
whose status is still rather unclear in the full theory especially regarding gauge-invariance. This setting should be
sufficient to make this point more clear and explore how it can be resolved.
It should be noted however that some difficulties are lost. Most notably, the constraint on A does not involve
P and the constraint on P does not involve A. This complete separation of variables is a problem if we want to
explore difficulties linked to the appearance of the spin connection in the full theory. In particular difficulties like the
ordering problems are completely omitted. It could be possible however to restore some difficulty by implementing a
cosmological constant. This cosmological constant will lead to the natural connection ω + ie if negative for instance
and might therefore involve some mixing capable of reproducing the problems we are interested in.
V. CONCLUSION
In this paper, we defined and developed a 3d toy-model for quantum gravity that reproduces some aspects of the
simplicity constraints that appear in 3+1d. We have explored the model classically, discussed possible discretizations
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and defined a possible quantum version acting as a proof of concept showing that indeed, we can define natural second
class constraints in 3d quantum gravity still leading to the same theory as the usual framework. The model could be
developed for its own sake, for instance by studying variations on it, like introducing a cosmological constant, in order
to better understand the new constraints and their role. This could be potentially interesting if the formalism was
extended to higher dimensions. But our focus was really on having an equivalent of the reality conditions for self-dual
variables in a simpler setting, compared to full Loop Quantum Gravity, but still complete enough to study techniques
like the development of a continuum limit or the implementation of second class constraints in a fully diffeomorphism
invariant theory. The goal of this paper therefore is to advocate for a reexamination of the self-dual variables or
covariant variables in Loop Quantum Gravity by studying increasingly complicated models, starting with model as
simple as Loop Quantum Cosmology, continuing with models more complicated like the one we are presenting and
gradually including difficulties in order to reach the full theory.
The precise model we offered was developed by insisting on keeping the spin connection and the vielbein as indepen-
dent variables and by defining their canonical momenta which we called B and X . New constraints appear therefore
to remove these extra momenta and translate the usual fact that the vielbein could directly be understood as the
conjugated momenta to the connection. These constraints appear as second class constraints. This is a problem as
second class constraints are notoriously difficult to implement in a diffeomorphism invariant quantum theory. This is
also an opportunity as the model can act as a stepping stone towards more difficult constraints.
Classically and in the continuum, the model is straightforward to study. But, when discretizing the system, for
purpose of loop quantization, several ambiguities arise. We unraveled some of them as it appeared that the constraints
favored one discretization. For the quantum version of the model, we proceeded in two steps. First we selected a
method for quantizing the second class constraints. This was done by gauge-unfixing the set of constraints leading to
a set of first class constraints that can be dealt with as usual in the loop quantization framework. This gauge unfixing
was particularly easy in our case due to the simplicity of our 3d model. After the gauge unfixing, the definition of the
Hilbert space and of the observables was rather straightforward. One subtlety arose with the choice of measure for
the scalar product but this is due to the particularities of using a non semi-simple group. Though the quantization
process was straightforward, it served as proof that the model such defined could be made sense of at the quantum
level and be equivalent to standard 3d quantum gravity. Therefore further explorations, especially regarding possible
implementation of reality conditions should be worthwhile and could lead to well-defined theories.
We want to conclude with this particular point: the goal of this model is not to explore new variables for quantum
gravity but to provide a stepping stone for more difficult problems involving second class constraints or reality
conditions. Our ultimate goal is to develop covariant Loop Quantum Gravity, either using self-dual variables or by
having a new representation for a Lorentz covariant algebra of observables. The intermediate goal is to have a simpler
model that should help develop techniques to implement reality conditions in diffeomorphism invariant quantum
theories. The goal of this paper was to prove that such models exist and that it is reasonable to think that they will
make sense in the quantum context.
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Appendix A: Constraint analysis for the 3+1d gravity model
In this appendix, we explore the constraint analysis for the 3+1d model, with the tetrad and connection considered
as independent variables. The analysis is similar to the one in [30] which however considered the Plebanski theory. It
is interesting to compare the results as we move along.
1. Definitions
a. Sign convention
In what follows, we work with the signature (+ − −−). For a given canonical variable (used in the Lagrangian)
which we denote x and its conjugated momentum p, we choose the following sign convention for the Poisson brackets:
{p, x} = 1.
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b. Action
We start with the usual 3+1D action based on the standard Lagrangian with an additional Holst term. Precisely,
we have:
S[e, A] = −
1
16πG
∫
M
(ǫIJKL +
1
γ
(ηIKηJL − ηILηJK))e
I ∧ eJ ∧ F [A]KL. (A1)
M is a differential manifold isomorphic to R× Σ where Σ is a three-dimensional, compact, and borderless manifold.
γ is a free real parameter which we will call the Immirzi-Holst parameter. e is the tetrad (vierbein) on the manifold
M and F is the curvature of A, a so(3, 1) ≃ sl(2,C)-valued connection. We can rewrite the previous action in a more
detailed manner:
S[e, A] = −
1
8πG
∫
R
dt
∫
Σ
d3x(ǫIJKL +
1
γ
(ηIKηJL − ηILηJK))ǫ
abc
[
eI0e
J
aF [A]
KL
bc + e
I
ae
J
b F [A]
KL
0c
]
, (A2)
with:
F [A]IJµν = ∂µA
IJ
ν − ∂νA
IJ
µ + (A
IM
µ A
NJ
ν −A
IM
ν A
NJ
µ )ηMN . (A3)
The summation are done from 0 to 4 for capital Latin indices, from 1 to 3 for small Latin indices and from 0 to 4 for
Greek indices.
c. Momenta, primary constraints
We start the Hamiltonian analysis by defining the conjugated momenta to e and A which we will denote, respectively,
X and B. Therefore, we have for;
S =
∫
R
dtL, (A4)
the following definitions:
XµI (x) ≡
δL
δ∂0eIµ(x)
, (A5)
BµIJ(x) ≡
δL
δ∂0AIJµ (x)
. (A6)
As the system is maximally singular (all derivatives appear linearly), we get the following primary constraints:
∀x, µ, I, XµI (x) = 0, (A7)
∀x, I, J, B0IJ(x) = 0, (A8)
∀x, a, I, J, BaIJ(x) = −
1
8πG
(ǫI′J′K′L′ +
1
γ
(ηI′K′ηJ′L′ − ηI′L′ηJ′K′))ǫ
a′b′c′eI
′
a′(x)e
J′
b′ (x)δ
a
c′(δ
K′
I δ
L′
J − δ
K′
J δ
L′
I ). (A9)
To simplify this writing, we note:
χγIJKL = ǫIJKL +
1
γ
(ηIKηJL − ηILηJK). (A10)
We can then write the last constraint as:
∀x, a, I, J, BaIJ (x) = −
1
4πG
χγKLIJǫ
abceKb (x)e
L
c (x). (A11)
d. Starting Hamiltonian
We can now construct the Hamiltonian as the Legendre transform of the Lagrangian. We get:
H =
∫
Σ
d3x
(
e˙I0(x)X
0
I (x) + e˙
I
a(x)X
a
I (x) +
1
2
A˙IJ0 (x)B
0
IJ (x) +
1
2
A˙IJa (x)B
a
IJ (x)
)
− L (A12)
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where we used the more lightweight notation x˙ ≡ ∂0x. The
1
2 factor compensate for the overcounting due to the
antisymmetry of A and B. Now, by replacing L by its expression, we can find the following expression for H :
H =
∫
Σ
d3x
(
e˙I0(x)X
0
I (x) + e˙
I
a(x)X
a
I (x) +
1
2
A˙IJ0 (x)B
0
IJ (x)
)
(A13)
+
∫
Σ
d3x
1
2
A˙IJa (x)
(
BaIJ(x) +
1
4πG
χγKLIJǫ
abceKb (x)e
L
c (x)
)
+
1
8πG
∫
Σ
d3x
(
eI0(x)χ
γ
IJKLǫ
abceJa (x)F [A]
KL
bc (x)
)
+
1
8πG
∫
Σ
d3x
(
AIJ0 (x)ǫ
abc
[
∂c(χ
γ
KLIJe
K
a (x)e
L
b (x)) + (A
NM
c (x)ηJNχ
γ
KLIM −A
NM
c (x)ηMIχ
γ
KLNJ)e
K
a (x)e
L
b (x)
])
.
The first two lines correspond to the primary constraints, with the derivative with respect to time as Lagrange
multipliers. We can recognize on the third line the Einstein equations with a eI0 factor and the Gauß constraints on
the forth line with a AIJ0 factor.
2. Derivation of the constraints
a. Secondary constraints - equations of motion
Preserving the primary constraints imply secondary constraints. We can quickly find that preserving X0I (x) gives:
0 = DI(x) ≡ χ
γ
IJKLǫ
abceJa (x)F [A]
KL
bc (x). (A14)
Similarly, preserving BIJ0 (x) gives:
0 = GIJ(x) ≡ ǫ
abc
[
∂c(χ
γ
KLIJe
K
a (x)e
L
b (x)) + (A
NM
c (x)ηJNχ
γ
KLIM −A
NM
c (x)ηMIχ
γ
KLNJ)e
K
a (x)e
L
b (x)
]
. (A15)
b. Secondary constraints - simplicity constraints
The other secondary constraints are more difficult to handle. They come from the preservation of XaI (x) and of the
constraint on BaIJ(x). Let’s start by studying the conservation of X
a
I (x) = 0:
{H,XaI (x)} =
1
4πG
ǫabcχ
γ
IJKL
[
A˙KLb (x)e
J
c (x) + e
J
c (x)∇cA
KL
0 (x) +
1
2
eJ0 (x)F [A]
KL
bc (x)
]
. (A16)
The appearance of the time derivative of A suggests that the constraint will be of second class. Indeed, the tensor
ǫabcχ
γ
IJKLe
J
c (x) at a given x seen as a rectangular matrix with columns labelled by K, L and b and lines labelled by I
and a is of maximum rank (provided the tetrad is not degenerate). Therefore, it is always possible to find a collection
of A˙KLb (x) such that the previous quantity vanishes. This of course does not fix the A˙ factors completely but leaves
six degrees of freedom that we expect to be fixed by further analysis.
This first constraint could be handled separately as the inversion problem completely decouples from the one for
BaIJ(x). We want now to compute the bracket between H and S
a
IJ(x) = B
a
IJ(x)+
1
4πGχ
γ
KLIJǫ
abceKb (x)e
L
c (x). To make
things clearer, we’ll do that in two steps. First:
{H,BaIJ(x)} =
1
4πG
(
χγMNKLǫ
dba∇b
(
eM0 (x)e
N
d (x)
)
(δKI δ
L
J − δ
K
J δ
L
I )
)
(A17)
−
1
8πG
(
APQ0 (x)ǫ
dbaeKd (x)e
L
b (x)
[
ηQNχ
γ
KLPM − ηMPχ
γ
KLNQ
]
(δNI δ
M
J − δ
N
J δ
M
I )
)
.
This can be simplified into:
{H,BaIJ(x)} =
1
2πG
(
χγMNIJǫ
abc∇c
(
eM0 (x)e
N
b (x)
))
(A18)
−
1
4πG
(
APQ0 (x)ǫ
abceKb (x)e
L
c (x)ηQNχ
γ
KLPM (δ
N
I δ
M
J − δ
N
J δ
M
I )
)
.
20
Now, we do the second computation:
{H,
1
4πG
χγKLIJǫ
abceKb (x)e
L
c (x)} =
1
4πG
χγKLIJǫ
abc
(
e˙Kb (x)e
L
c (x) + e
K
b (x)e˙
L
c (x)
)
. (A19)
As we mentioned earlier, the quantity A˙ does not appear at all and the two conservations can be dealt with separately.
Then, we have 3× 6 = 18 constraints to be conserved but only 3 × 4 = 12 components for e˙. We expect that 6 new
constraints should pop out. This is consistent with the fact that 6 components of A˙ were left unfixed.
Our goal is to find the 6 combinations of the previous constraints that do not involve e˙. We don’t have to work
with the full expression, we can focus on the following terms:
ΞaIJ(x) ≡
1
2
χγKLIJǫ
abc
(
e˙Kb (x)e
L
c (x) + e
K
b (x)e˙
L
c (x)
)
= χγKLIJǫ
abce˙Kb (x)e
L
c (x). (A20)
We want to remove all the e˙ appearances whatever their value. This means, we want to find the combinations of
χγKLIJǫ
abceLc (x) which identically vanishes. Here is the solution:
ζkℓbK (x) ≡ χ
− s
γ
MNPQe
M
p e
N
q ǫ
(kpqηPIηQJχγKLIJǫ
ℓ)bceLc (x). (A21)
s is the signature of the space-time (+1 for Euclidean and −1 for Lorentzian). The quantity is symmetric in k and ℓ
so that for b and K fixed, there are 6 different combinations. We can check that indeed ζkℓbK (x) = 0. Let’s start by
computing:
χ
− s
γ
MNPQχ
γ
KLIJη
PIηQJ =
(
ǫMNPQ − sγ(ηMP ηNQ − ηMQηNP )
)(
ǫKLIJ +
1
γ
(ηKIηLJ − ηKJηIL)
)
ηPIηQJ(A22)
= 2s(ηMKηNL − ηMLηNK)− 2s(ηMKηNL − ηMLηNK) +
2
γ
ǫMNKL − 2sγǫKLMN
= 2
(
1
γ
− sγ
)
ǫMNKL.
Let’s not here that the special values of γ = ±1 in Euclidean space-times and γ = ±i in Lorentzian space-times are
singled out and correspond to non-invertibility cases. As we are interested in the Lorentzian case with real Immirzi,
we will ignore such cases. We can turn back to the full expression. The previous quantity is contracted with three
tetrads, we will therefore use the following property:
ǫMNKLe
M
p e
N
q e
L
c ∝ ǫpqcǫ
xyzǫMNKLe
M
x e
N
y e
L
z , (A23)
which just comes from the fact that the space of 3-forms in 3d is one dimensional. We then see the following contraction
appearing:
ǫ(kpqǫℓ)bcǫpqc = 2ǫ
(kℓ)b = 0. (A24)
And therefore:
ζkℓbK (x) = 0. (A25)
This implies in turn that the following secondary constraints hold:
Θab = χ
− s
γ
MNPQe
M
p e
N
q η
PIηQJǫ(apq{H,B
b)
IJ} = 0. (A26)
We can compute this explicitly:
Θab =
1
4πG
χ
− s
γ
MNPQe
M
p e
N
q η
PIηQJ ǫ(apq
[
2
(
χγKLIJǫ
b)cd∇d
(
eK0 (x)e
L
c (x)
))
(A27)
− ARS0 (x)ǫ
bcdeKc (x)e
L
d (x)ηSV χ
γ
KLRU (δ
V
I δ
U
J − δ
V
J δ
U
I )
]
.
This simplifies a lot. It can be checked explicitly (though it is tedious) that the factor to ARS0 is symmetric and
therefore the contraction vanishes. Similarly, applying the Leibniz rule and the same computation as above shows
that the eK0 factor can come out of the derivative. We finally have:
Θab =
1
πG
(
1
γ
− sγ
)
ǫMNKLe
M
p e
N
q ǫ
(apqǫb)cdeK0 (x)∇de
L
c (x). (A28)
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The interpretation of this is fairly straightforward: these are the remaining degrees of freedom of the torsion left out
of the Gauß constraint as it is proportional to e
(a
I T
b)I , where T is the torsion.
The presence of eI0 might be a bit unsettling but is not a big issue. Indeed, the previous still holds if we complete
the three tetrads eIa not with e
I
0 but with e
0
I ∝ ǫIJKLe
J
ae
K
b e
L
c ǫabc. Replacing e0 with the previous construction in the
constraint, we still get the remaining degrees of freedom of the torsion left out of the Gauß constraint but expressed
as g(aceIcT
b)JηIJ . It should be noted that it is trivial that the new constraint commutes with X
0 which incidentally
proves that the previous one commutes with it two. We will continue with this new constraint to avoid carrying e0
around.
c. Tertiary constraints
We don’t expect any tertiary constraints. Indeed, a counting argument shows that we already have enough con-
straints to get 2 degrees of freedom. And indeed, the conservation of the additional constraint Θab gives only 6
additional equations that fix the remaining degrees of freedom from A˙, provided the tetrad is invertible. We have not
explored the case of non-invertible tetrad, which is more complicated and we leave it to future investigation. Apart
from this technical problem, the list of constraints from the Hamiltonian analysis is over. All that remains is the
classification of constraints into first and second class.
3. Classification of constraints
None of the constraints expressed so far, except for the X0I = 0 and B
0
IJ = 0, are first class. As A
IJ
0 does not
appear in any constraint, the B0IJ case is trivial. As mentioned before, it is not trivial that X
0
I commutes with Θ
ab
but the brackets only involves terms proportional to the torsion which vanishes if the tetrad is inverted. Anyway, as
we are using our deformed constraint that does not involve e0, we will rightly ignore this point. The other primary
constraints are second class, as expected, but so are the Einstein equations of the quasi-Gauß constraint we found.
We must therefore look for combinations of these to identify the actual first class constraints.
a. Gauß constraints - first class
Let’s start with the simplest case: the Gauß constraints. It is the simplest case because thanks to our experience in
2+1d, we know what to expect. In effect, we expect these constraints should generate the local Lorentz transformation
and this implies their form:
GIJ = ∇aB
a
IJ + e
[I
aX
a
Kη
KJ] (A29)
This constraint is indeed a linear combination of GIJ , the simplicity constraints, X
0 and B0 and is, therefore, our
correct Gauß constraint.
b. Spatial diffeomorphism constraints - first class
This case is more difficult than the three dimensional case. Indeed, as the tetrad appears in the equation of motions,
they do not in general commute with the XaI = 0 constraints. It is a difficult problem in general but if we concentrate
on the spatial diffeomorphism constraints and forget about the Hamiltonian constraint for now, we can once again be
guided by the expected action of the constraints.
For the diffeomorphism constraints, we expect something of the following form:
Da = B
b
IJF [A]
IJ
ba + other terms not involving B. (A30)
This is because the first term correctly produces the diffeomorphism transformations for A and B. On shell, the first
term is proportional to:
BbIJF [A]
IJ
ba ∝ χ
γ
IJKLe
K
c e
L
d ǫ
bcdF IJba . (A31)
This suggests that we should look for expressions quadratic in e constructed out of DI . The natural possibility is to
consider:
D˜a = e
I
aDI . (A32)
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Subtracting a term proportional to SbIJF [A]
IJ
ba where S is the simplicity constraint, we get the first term we were
interested in. From there, they are two possibilities: either we continue constructing using the known transformation
rules or we use the desired commutativity with other constraints to adjust the new terms. Either way, we get:
Da = B
b
IJF [A]
IJ
ba + 2πGe
I
b∇aX
b
I , (A33)
where TA[e] is the torsion of e with respect to A.
c. Hamiltonian constraint - first class
Similarly, we can infer the correct Hamiltonian constraint from the expect result. In LQG with self-dual variables,
the constraint normally reads:
HLQG ∝ B
a
IJB
b
KLF
JL
ab η
IK . (A34)
We neglected prefactor that are not relevant to our discussion and depend on the density we choose for the Hamiltonian
constraint. We want the simplest constraint possible and therefore take the density (2) that leads to a polynomial
constraint. The form we have suggest that we consider the quantity:
H˜ = χγIJKLǫabce
J
ae
K
b e
L
cDMη
IM . (A35)
On-shell, thanks to the simplicity constraint, this reduces to the expression we were looking for. All we need is to
adjust this expression so that it commutes with all the constraints, as we did for the spatial diffeomorphisms. The
final result is:
H = BaIJB
b
KLF
JL
ab η
IK + 2πGǫbcdeKb e
L
c e
J
dχ
γ
MNKLχ
γ
M ′N ′I′Jη
II′ηMM
′
ηNN
′
∇aX
a
I . (A36)
d. Second class constraints
The remaining constraints are all second class. Their form do not matter so much. So we will stick with the ones
we have as there geometrical meaning is quite straightforward.
4. Summary of the Hamiltonian analysis
We have found the complete system of constraints, provided two hypotheses. We restricted to the case where the
tetrad was invertible and to the case where the Immirzi-Holst parameter γ did not correspond to the (anti-)self-dual
case.
In that case, the system is defined by the following first class constraints:
X0I = 0,
B0IJ = 0,
GIJ = ∇aB
a
IJ + e
[I
a XaKη
KJ] + e
[I
0 X
0
Kη
KJ] +A
[IK
0 B
0
KLη
LJ] = 0,
Da = B
b
IJF [A]
IJ
ba + 2πGe
I
b∇aX
b
I ,
H = BaIJB
b
KLF
JL
ab η
IK + 2πGǫbcdeKb e
L
c e
J
dχ
γ
MNKLχ
γ
M ′N ′I′Jη
II′ηMM
′
ηNN
′
∇aX
a
I .
(A37)
with the additional second class constraints:
XaI = 0,
SaIJ = B
a
IJ (x) +
1
4πGχ
γ
KLIJǫ
abceKb (x)e
L
c (x) = 0,
Θab = 1πG
(
1
γ − sγ
)
ǫMNKLe
M
p e
N
q ǫ
(apqǫb)cdeK0 (x)∇de
L
c (x) = 0.
(A38)
It should be noted that the Poisson brackets between the second class constraints are not ultra-local (they involve
derivative of the Dirac delta). Techniques similar to one employed in [30] should be considered if one wants to compute
the Dirac brackets.
We left several problem for future investigation. One of the most salient point is the assumption of the invertibility
of the tetrad. It is not clear that the current analysis survives non-invertibility for two reasons. First, the possibility
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of removing e0 from the equations heavily relied on invertibility. Second, we know that the torsion might not vanish
in certain case if the tetrad cannot be inverted [31].
We also left the problem of attacking the quantum imposition of the constraints. This implies indeed some classical
analysis whether we consider a gauge-unfixing strategy of a full Dirac procedure. We think that a Dirac procedure
in particular might be a really good place to start as it is known that the tetrad formalism simplifies heavily some
situations, for instance in bimetric theories of gravity [32, 33]. This is however left open for further inquiries.
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