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1. INTRODUCTION 
E. Brommundt has considered in his paper “Approximate Solutions of 
Quasiperiodic Differential Equations” [ 11 a (strongly non-linear) 
quasiperiodic differential equation with two quasiperiods. After some 
elementary transformations, the equation takes the form 
dxldt = F(x, t, it). (1) 
The function F(x, . , et) is T-pC?riodic and F-(x, t, . ) is F-periodic. So, 
Eq. (1) is (T, F/c)-quasiperiodic. But, effective methods to calculate approx- 
imate quasiperiodic solutions of such equations are apparently not known. 
On the contrary, numerical methods giving periodic solutions of periodic 
equations exist. 
Brommundt’s main idea is, therefore, to construct approximate 
quasiperiodic solutions of (1) by means of periodic solutions of 
appropriately related periodic differential equations. So it is a method of 
practical, as well as theoretical, importance, However, in [ 11, it is not shown 
that these approximate solutions are quasiperiodic, which is a serious disad- 
vantage. 
Our contribution is to prove that to a periodic solution of the related 
periodic equation, there corresponds a unique quasiperiodic solution of (1). 
2. BROMMUDT'S THEOREM-MODIFIED THEOREM 
THEOREM 1 (Brommundt). Let D denote the domain: D = R X R X R, 
where 
R = (x; x E C”, Ix/ < w}. 
Let F be a function from D into C”, (x, t, r) --t F(x, t, z), which is, with its 
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partial derivatives F,, F,,, F=‘,, continuous uniformly in D, T-periodic with 
respect to t, T’-periodic with respect to t. 
Let the periodic equation 
dyldt = F(Y, t, r), (2) 
r a constant, have a T-periodic solution y(t, z) lying in Q, 
Let the characteristic exponents A,(z) of the corresponding variational 
equation be such that: Re Aj(r) < - a < 0, j = l,..., n. 
Then, there exist positive numbers E,,, &,, such that the quasiperiodic 
equation 
dx/dt = F(x, t, et) (1) 
has a solution x(t) which is approximated by y(t, et) in the sense that 
1-e) -YK EO < 4l for t > 0, 
ty, ( E 1 < E,, and 1 x(0) - ~(0, O)l < &, . Furthermore 6, -+ 0 if E,, -+ 0, &, --+ 0. 
THEOREM 2. Let assumptions of Theorem 1 be satisfied. 
Then there exists a positive number E,, such that if 1 E ( < eO, Eq. (1) has an 
unique (T, T’fe)-quasiperiodic solution x(t), such that 
Ix(t) - y(t, et)1 < ES, for all t; (6 = (4k/a)ll y,Il). 
Remark 1. The hypothesis about the characteristic exponents ‘can be 
relaxed. For Theorem 2 to hold it is suffkient that: 
Re Aj(r) < - a < 0 for somej, 
Re Aj(r) > a > 0 for the otherj. 
On the contrary, Theorem 1 is then no longer valid. 
3. PROOF OF THEOREM 2 
1. Statement of the Problem 
We will show that a (T, T’/c)-quasiperiodic function g(t) exists, such that 
x(t) = y(t, Et) + g(t) 
is a (T, T’/e)-quasiperiodic solution of (1). 
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Let us remark first that y( . , r) is T-periodic by assumption, and by the 
fact that F(x, t, . ) is T-periodic, ~(t, . ) is also T/-periodic; so y(t, st) is 
(T, T/s)-quasiperiodic. 
The unknown function g is a solution of the equation 
i.e. 
with 
y, + cyy, + dg/dt = F(Y + g, t, 6th 
dg/dt = R(t, it) g + r( g, t, ct) - &y,(f, et), 
R (t, ct) = F,( y(t, of), 6 et), 
(3) 
r( g, t, EC) = F( y(t, EC) + g, t, EC) - F(y(t, EC), t, EC) - R(t> 4 g. 
So we must show that Eq. (3) has an (unique) quasiperiodic solution. 
2. Remark 
The existence of g can be proved by a theorem due to Coppel [2]. But this 
theorem needs an assumption of exponential dichotomy of the fundamental 
matrix of the variational quasiperiodic equation: 
dv/dt = R(t, Et) q. 
However, we cannot reach really this fundamental matrix and therefore we 
are not able to say if this assumption of dichotomy is satisfied or not. On the 
contrary, if we follow Brommundt’s procedure, we only need the 
fundamental matrix of the variational periodic equation 
dt/dt = R(r, T) r. 
3. Modified Fundamental Matrix 
By Floquet’s theory, the fundamental matrix of (4) has the form 
U(t, s) = S(t, r) etBcr), 
(4) 
where S( . , r) is T-periodic and S(t, . ), B( + ) 7”-periodic; (B(r) is in its 
canonical form). Following Brommundt, we define: 
O(t) = S(t, EC) ey 
B(t) = (‘B(Es) ds, 
0 
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which his solution of the equation 
dofdt = R(t, et) B + cS,(t, Et) e”“. 
Now, the hypothesis in Remark 1 implies that there exists a prqjection 
matrix P, (P’ = P) such that: 
I D(t) PZr-‘(u)l < kepacrpU), 
/ D(t)(Z - P) O-‘(u)1 < keacfpu) , 
t > u, 
(5) 
t < u. 
To see simply this fact, let us consider B(t) diagonal with elements jLj(r). 
Then P is a diagonal matrix with the jth element equal to 1 if Re Ljm(t) < 0 
and equal to 0 if Re Aj(t) > 0. Then: 
O(t) Pi? ‘(u) = S(t, Et) C(t, u) s- ‘(u, EU), 
where 
C(t, u) = $c’)pe-B(u) 
is diagonal with elements: 
I t lj(es) ds if Re Lj(t) < 0, u 
0 if Re A,(s) > 0. 
Remark 1 
I C:Yu)I < k,eC”“‘“‘. 
Re jf,Aj(Es)ds < - a(t - u), for t-u > 0; SO 
In addition S and S-’ being bounded we obtain inequalities (5). 
4. Integral Equation 
By simple derivation, one sees that solutions of the following integral 
equation: 
g=Jg, 
i.e., g(t) = j’, o(t) P@‘(u) I+‘( g, u, FU) du + j:, o(t)(Z - P) opl(u) 
W(g, u, FU) du, where 
W( g, u, EU) = r(g, u, m) - cy,(u, m) - FS,(u, Eu) S- ‘(u, cu) g 
are also solutions of (3). We are going to show that the equation g = Jg has 
a unique solution, and that it is (T, T//c)-quasiperiodic. 
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For this, we use the Banach’s fixed point theorem. The space of (T, Y/E)- 
quasiperiodic continuous functions with the supremum norm 
llfll = suPf,R if(‘)i~ is a Banach space and its subset V such that llfll< v, is 
closed. 
We must prove that J: V-r I’ and is a contraction. Then there exists a 
unique g E V satisfying g = Jg. 
5. I/4/ < I?=4IJ4 <r 
By hypothesis we have: lly(l < M = w - 9, and we must have llx[l < llyjl + 
I/ gll < o and therefore II gl/ < I?. In addition we shall see that 7 is as small as 
E, i.e., v = ~8. Indeed: 
IJu <j’ ke-“(‘-“‘II WI1 du + I 
a kea(‘-‘) (I WI/ du, 
II Jo II < GiIlI w 3 
f 
II Wll < IIYII f~/lY,lI +w,~-‘lII/~II~ 
Assumptions of the theorem imply that 
If-(Q f, z>l CM, llv/12; IIY,/I < M2; II&-‘II CM,* 
We also need for the sequence the inequality 
lr(h, t, El) - r(u,, t, EO < 4 suP~/lt’,ll~ ll~2lll II4 - u,/I. 
So, if II u /I < v = 03, we obtain 
/I WJI < &[&MI a2 + M, + EMJq 
llJuI/ < +l42 + &(A436 + M2B2)] < Ed, 
with 
6. J is a Contraction 
J is indeed a contraction if F < (a/2k)(M, + M.,6))‘. 
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I. v Quasiperiodic =s Jv Quasiperiodic 
Let us take, for sake of simplicity, P = I (the identity matrix). 
(JW=f D(t) l?‘(u) W(v(u), u, EU) du. 
-cc 
Now, we show the explicit dependence of Jv with respect to t and to r = et, 
as follows: 
v(u) being (T, T’/e)-quasiperiodic can be written: v(u) = v*(u, EU), with 
v*(. 3 EU) T-periodic, v*(u, . ) T/-periodic. 
One can also write: 
v(u) = v*(u, EU) = !I*(& &(U - t) + 7), 
W(v(u), u, EU) = w(v*(u, &(U - t) + r), u, E(U - t) + 7) = W(t, 7, u), 
O(t) O-‘(u) = S(t, et) exp( [B(t) - B(u)]) S-‘(24 W) 
= S(t, r) exp 
(J 
‘B[E(s-t)+T]ds S-‘(w(u-t)tr) 
u 1 
= Jqt, 7, u), 
(Jv)*(t,r)=f L(t,r,n)W(t,t,u)du. 
-cc 
Let us prove now that (Jv)* (t t T, r) = (Jv)* (t, r). Indeed: 
(Jv)* (t t T, T)= 
1 
L(t + T, 7, u + T) W(t + T, 7, u t 7’) du, 
--oo 
L(t $ T, 7, u + T) = S(t t T, 7) exp 
0 
fB[e(s+T-t-T)+r]ds 
u 
but 
x S-‘(u+T&+T-t-T)++ 
S(t + T, . ) = S(t, . ); S-‘(u t T, . ) = S-‘(u, . ). 
so 
L(t + T, 7, u + T) = L(t, 5, u). 
Similarly 
W+(t + T, t, u t T) = WY;@, r, u). 
Therefore, 
(Jv)* ( . , 7) is T-periodic. 
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Let us prove now that (JO)* (t, s + T’) = (Ju)” (t, z). 
But 
(h)* (t, 7 + T’) = It L(t, z + T’, u) WX(t, 7 + T’, u) du, 
. -a 
*f 
L(t, r + T’, u) = S(t, 7 + T’) exp 
0 
B[e(s - t) + r + T’] ds 
u i 
x S-‘(u, E(U - t) + r + T’). 
S( . ,7 + T’) = S( e ,7); S-‘( .,r+ T’)=S-‘(. ,t): 
B(.+r+T’)=B(.+r). 
Therefore 
L(t, 7 + T’, u) = L(t, 7, u), 
and similarly 
W*(t, 7 + T’, u) = W’*(t, 7, u). 
So, we have seen that (JO)* ( . , r) is T-periodic and (JO)* (t, . ) is T’- 
periodic. Consequently (Jv)(t) = (JO)* (t, et) is (T, T’/c)-quasiperiodic, 
which finishes the proof of Theorem 2. 
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