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Abstract
In this work we resolve conjectures of Beecken, Mitmann and Saxena [BMS13]
and Gupta [Gup14], by proving an analog of a theorem of Edelstein and Kelly for
quadratic polynomials. As immediate corollary we obtain the first deterministic poly-
nomial time black-box algorithm for testing zeroness of Σ[3]ΠΣΠ[2] circuits.
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1 Introduction
The polynomial identity testing problem (PIT) asks to determine, given an arithmetic cir-
cuit as input, whether the circuit computes the identically zero polynomial. The problem
can be studied both in the black-box model where the algorithm can access the circuit only
via querying its value at different inputs or in the white-box model where the algorithm
also has access to the graph of computation and labeling of nodes. While there is a well
known and simple randomized black-box algorithm for the problem – simply evaluate
the circuit at a random input – no efficient1 deterministic algorithm for it is known, even
in the white-box model, except for some special cases.
Devising an efficient deterministic algorithm for PIT is one of the main challenges
of theoretical computer science due to the fundamental nature of the problem and its
relation to other basic questions such as proving lower bounds for arithmetic circuits
[HS80, Agr05, KI04, DSY09, FSV18, CKS18] and other derandomization problems [KSS15,
Mul17, FS13, FGT19, GT17, ST17]. For more on the PIT problem see [SY10, Sax09, Sax14,
For14].
Remarkable results by Agrawal and Vinay [AV08] and by Gupta et al. [GKKS16] show
that in order to solve the PIT problem for general arithmetic circuits, it is sufficient to solve
it for low depth circuits – unrestricted depth-3 circuits or homogeneous depth-4 circuits.
Specifically, a polynomial time PIT algorithm for depth-4 circuits, denoted ΣΠΣΠ circuits
– polynomials are represented as sums of products of sparse polynomials in the model –
implies a quasi-polynomial time PIT algorithm for general arithmetic circuits. Thus, from
the point of view of PIT (and circuit lower bounds), small depth arithmetic circuits are as
interesting a model as general arithmetic circuits. Because of that, those classes attracted a
lot of attention in recent years and many lower bounds and PIT algorithms were devised
for restricted models of low depth circuits.
In this paper we give the first deterministic, polynomial time, black-box PIT algo-
rithm for Σ[3]ΠΣΠ[2] circuits. We achieve this by proving a generalization of a theorem
due to Edelstein and Kelly, which is itself an extension of the Sylvester-Gallai theorem,
to quadratic polynomials, thus resolving conjectures that were raised in the works of
Beecken, Mitmann and Saxena [BMS13] and Gupta [Gup14]. We next survey known re-
sults for depth-4 circuits and explain the connection of PIT for small depth circuits and
Sylvester-Gallai type theorems.
Known results: We shall give a brief overview of known results for depth-3 and depth-
4 circuits, as PIT for these models is tightly connected to Sylvester-Gallai type questions.
Furthermore, by the results of Agrawal and Vinay [AV08] and Gupta et al. [GKKS16], we
know that resolving PIT in these models will resolve the question in the general setting.
Dvir and Shpilka [DS07] gave the first quasi-polynomial time deterministic white-box
algorithm for Σ[k]ΠΣ circuits, for k = O(1). Their main idea was bounding the rank of
the linear forms appearing in simple and minimal identities. The rank-based approach of
1Whenever we mention running-time we always express it as a function of the size of the input circuit
and the number of variables. For simplicity we shall assume here that the size is polynomial in the number
of variables, n.
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[DS07] led Karnin and Shpilka to devise a black-box algorithm for the problem of the
same complexity [KS11]. The work [DS07] also highlighted the relation between PIT for
depth-3 circuits and colored version of the Sylvester-Gallai problem and suggested that
studying the relation between the two problems could lead to improved algorithms. This
was carried out by Kayal and Saraf [KS09] who greatly improved Dvir and Shpilka’s
original result by applying high dimensional versions of the Sylvester-Gallai Theorem to
the problem. Currently, the best known PIT algorithm is due to Saxena and Seshadhri
[SS12] who gave a deterministic black-box algorithm running in time nO(k) for Σ[k]ΠΣ
circuits.
For depth-4 circuits even less is known. Recall that Σ[k]ΠΣΠ[r] circuits compute poly-
nomials that can be expressed in the form
P(x1, . . . , xn) =
k
∑
i=1
∏
j
Qi,j ,
where deg(Qi,j) ≤ r. When we drop the superscript r and write Σ[k]ΠΣΠ then we mean
that the degree of the Qi,js is unrestricted. The size of a depth-4 circuit is the number of
wires in the circuit.
Karnin et al. [KMSV13] gave a quasi-polynomial time black-box PIT algorithm for
multilinear2 Σ[k]ΠΣΠ circuits. This was later improved by Saraf and Volkovich to an
nO(k
2) algorithm [SV18]. Beecken et al. [BMS13] and Kumar and Saraf [KS17] consid-
ered circuits in which the algebraic rank of the irreducible factors in each multiplication
gate is bounded, and gave a quasi-polynomial time deterministic PIT algorithm for such
Σ[k]ΠΣΠ circuits, when the bottom fan-in is also bounded by polylog(n). Thus, prior
to this work no subexponential PIT algorithm was known for Σ[k]ΠΣΠ circuits without
multilinearity restriction or without a bound on the local algebraic rank.
Corollary 1.9 gives the first polynomial time deterministic black-box PIT algorithm for
Σ[3]ΠΣΠ[2] circuits. We obtain it by resolving conjectures of Beecken et al. [BMS13] and
of Gupta [Gup14] regarding the algebraic rank of the quadratic polynomials appearing at
the bottom of such identically zero circuits. We next explain the conjectures of [BMS13,
Gup14] and their relation to Sylvester-Gallai type theorems.
Sylvester-Gallai type theorems and PIT: Many of the algorithms mentioned above
[DS07, KS09, KMSV13, SV18, BMS13, KS17] work by first bounding some algebraic quan-
tity related to the model and then using variable-reduction, to reduce the number of vari-
ables in the circuit to the bound of the relevant algebraic quantity. For example, for depth-
3 circuits, Kayal and Saraf [KS09] obtained improved bounds on the linear rank the linear
functions appearing at the bottom of identically zero circuits, via a colored version of the
Sylvester-Gallai theorem due to Edelstein and Kelly [EK66].
Recall that the Sylvester-Gallai theorem asserts that if a finite set of points in Rn has
the property that every line passing through any two points in the set also contains a third
point in the set, then all the points in the set are colinear. Kelly extended the theorem to
2A circuit model is called multilinear if every subcomputation computes a multilinear polynomial.
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points in Cn and proved that if a finite set of points satisfy the Sylvester-Gallai condition
then the points in the set are coplanar. Edelstein and Kelly proved that if we have k > 2
disjoint sets of point such that every line that intersects any two of the sets must also in-
tersect a third set, then there is a 3-dimensional affine space containing all the points in
all the sets (see Theorem 3.7 for an extension). These theorems can also be stated alge-
braically as results concerning linear forms rather than points (where the condition that
a line contains three points is replaced with the condition that three forms are linearly
dependent).
To understand the connection to PIT consider the PIT problem for homogeneous3
Σ[3]Π[d]Σ circuits in n variables. Such circuits compute polynomials of the form
Φ(x1, . . . , xn) =
d
∏
j=1
`1,j(x1, . . . , xn) +
d
∏
j=1
`2,j(x1, . . . , xn) +
d
∏
j=1
`3,j(x1, . . . , xn) . (1.1)
If Φ computes the zero polynomial then for every j, j′ ∈ [d].
d
∏
i=1
`1,i ≡ 0 mod
〈
`2,j, `3,j′
〉
.4
This means that the sets Ti = {`i,1, . . . , `i,d} satisfy the conditions of the Edelstein-Kelly
theorem for sets of linear functions. Thus, if Φ ≡ 0 then, assuming that no linear form be-
longs to all three sets (which is a simple case to handle), we can rewrite the expression for
Φ using only constantly many variables (after a suitable invertible linear transformation).
This easily leads to an efficient PIT algorithms for such Σ[3]Π[d]Σ identities. The case of
more than three multiplication gates is more complicated but it also satisfies a similar
higher dimensional condition.
For depth-4 circuits the situation is different. As before, homogeneous Σ[3]Π[d]ΣΠ[2]
circuits compute polynomials of the form
Φ(x1, . . . , xn) =
d
∏
j=1
Q1,j(x1, . . . , xn) +
d
∏
j=1
Q2,j(x1, . . . , xn) +
d
∏
j=1
Q3,j(x1, . . . , xn) , (1.2)
where each Qi,j is a homogeneous quadratic polynomial. If we wish to check whether
Φ ≡ 0 and try to reason as before then we get
d
∏
j=1
Q1,j(x1, . . . , xn) = 0 mod Q2,j, Q3,j′ . (1.3)
However, unlike the linear case it is not clear what can be concluded now. Indeed, if
a product of linear functions vanishes modulo two linear functions, then we know that
one function in the product must be in the linear span of those two linear functions. For
3When studying the PIT problem we may assume without loss of generality that the circuit is homoge-
neous. See e.g. [SY10].
4By
〈
`2,j, `3,j′
〉
we mean the ideal generated by `2,j and `3,j′ (see Section 2).
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quadratic polynomials this is not necessarily the case. For example, note that if for a
quadratic Q we have that Q = 0 and Q + x2 = 0 then also Q + xy = 0, and, clearly, we
can find Q such that Q + xy is not spanned by Q and Q + x2. An even more problem-
atic difference is that it may be the case that Equation 1.3 holds but that no Q1,j always
vanishes when, say, Q2,1, Q3,1 vanish. For example, let
Q1 = xy + zw , Q2 = xy− zw , Q3 = xw , Q4 = yz.
Then, it is not hard to verify that
Q3 ·Q4 ≡ 0 mod Q1, Q2.
but neither Q3 nor Q4 vanish identically modulo Q1, Q2.
In spite of the above, Beecken et al. [BMS13, Gup14] and Gupta [Gup14] conjectured
that perhaps the difference between the quadratic case and the linear case is not so dra-
matic. In fact, they suggested that this may be the case for any constant degree and not
just for degree 2. Specifically, Beecken et al. conjectured in [BMS13] that whenever a
Σ[k]ΠΣΠ[r] circuit is identically zero and also simple (no polynomial appears in all mul-
tiplication gates) and minimal (no subset of the multiplication gates sums to zero), then
the algebraic rank of the Qi,j’s (the polynomials computed by the bottom two layers, as in
Equation (1.2)) is bounded by poly(r, k).
In [Gup14] Gupta took a more general approach and stated vast algebraic generaliza-
tion of Sylvester-Gallai and Edelstein-Kelly type theorems. Specifically, Gupta observed
that, whenever Equation 1.3 holds, it must be the case that there are four polynomials
in {Q1,j} whose product vanishes identically. That is, for every (j, j′) ∈ [d]2 there are
i1,j,j′ , i2,j,j′ , i3,j,j′ , i4,j,j′ ∈ [d] so that
Q1,i1,j,j′ ·Q1,i2,j,j′ ·Q1,i3,j,j′ ·Q1,i4,j,j′ ≡ 0 mod Q2,j, Q3,j′ .
Gupta then raised the conjecture that whenever this holds, for every j, j′ and for every two
of the multiplication gates, then it must be the case that the algebraic rank of the set {Qi,j}
is O(1). More generally, Gupta conjectured that this is the case for any fixed number of
sets.
Conjecture 1.4 (Conjecture 1 in [Gup14]). Let F1, . . . ,Fk be finite sets of irreducible ho-
mogeneous polynomials in C[x1, . . . , xn] of degree ≤ r such that ∩iFi = ∅ and for every
k − 1 polynomials Q1, . . . , Qk−1, each from a distinct set, there are P1, . . . , Pc in the remain-
ing set such that whenever Q1, . . . , Qk−1 vanish then also the product ∏ci=1 Pi vanishes. Then,
trdegC(∪iFi) ≤ λ(k, r, c) for some function λ, where trdeg stands for the transcendental degree
(which is the same as algebraic rank).
Note that when r = 1 we can assume that c = 1 and therefore, from the Edelstein-
Kelly theorem, we have λ(k, 1, c) ≤ 3 in this case (and we can replace algebraic rank with
linear rank).
We remark that Gupta’s conjecture is stronger than the one made by Beecken et al. as
every zero Σ[k]ΠΣΠ[r] circuit gives rise to a structure satisfying the conditions of Gupta’s
conjecture, but the other direction is not necessarily true.
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In [Shp19] the second author proved a special case of Conjecture 1.4 by showing that
λ(3, 2, 1) = O(1), regardless of the number of variables or polynomials involved.
In an earlier paper [PS20] we proved a non-colored version of the conjecture for the
case r = 2 and unbounded c.
Theorem 1.5 (Theorem 1.7 of [PS20]). There exists a universal constant Λ such that the follow-
ing holds. LetQ = {Qi}i∈{1,...,m} ⊂ C[x1, . . . , xn] be a finite set of pairwise linearly independent
irreducible polynomials of degree at most 2. Assume that, for every i 6= j, whenever Qi and Qj
vanish then so does ∏k∈{1,...,m}\{i,j} Qk. Then, dim(span{Q}) ≤ Λ.
1.1 Our results
In this paper we prove a special case of Conjecture 1.4. Specifically, we prove that
λ(3, 2, c) = O(1), for any c (and by the discussion above it is sufficient to prove that
λ(3, 2, 4) = O(1)). In fact, we prove a more general statement showing that the linear rank
can be bounded from above by a constant rather than the algebraic rank. As the algebraic
rank is at most the linear rank our result is indeed stronger.
Theorem 1.6. There exists a universal constant Λ such that the following holds. Let T1, T2, T3 ⊂
C[x1, . . . , xn] be finite sets of pairwise linearly independent homogeneous polynomials satisfying
the following properties:
• Each Q ∈ ∪j∈[3]Tj is either irreducible quadratic or a square of a linear function.
• Every two polynomials Q1 and Q2 from distinct sets satisfy that whenever they vanish then
the product of all the polynomials in the third set vanishes as well. Equivalently, for every
two polynomials Q1 and Q2 from distinct sets the product of all the polynomials in the third
set is in the radical of the ideal generated by Q1 and Q2.
Then, dim(span{∪j∈[3]Tj}) ≤ Λ.
This result can be seen as an extension of Theorem 1.5 to the case of three sets, as in
Conjecture 1.4.
Remark 1.7. The requirement that the polynomials are homogeneous is not essential as homoge-
nization does not affect the property stated in the theorem. ♦
Remark 1.8. As mentioned before, Claim 11 in [Gup14] implies that for every two polynomials
Q1 and Q2 from distinct sets there is a subset of the third set, K, such that |K| ≤ 4, and whenever
Q1 and Q2 vanish then so does ∏k∈K Qk. Equivalently, ∏k∈K Qk ∈
√〈Q1, Q2〉, the radical of
the ideal generated by Q1 and Q2. ♦
As an immediate corollary from earlier works (see e.g. [BMS13, Gup14]) we obtain
the first black-box polynomial time PIT algorithm for Σ[3]ΠΣΠ[2] circuits. As mentioned
above, prior to our work no subexponential time algorithm was known even in the white-
box model. Recall that a hitting set for a class of circuits is a set of inputs that intersects the
set of nonzeros of any nonzero circuit in the class. Thus a hitting set provides certificates
for zeroness/nonzeroness of circuits in the class.
Corollary 1.9 (PIT for Σ[3]ΠΣΠ[2] circuits). There is an explicit hitting set H ⊂ Cn of size
(nd)O(1) for the class of n-variate Σ[3]Π[d]ΣΠ[2] circuits.
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1.2 Proof outline
Our proof, as well as the proof of [PS20], follow the blueprint of the proof in [Shp19]. The
starting point is a theorem classifying the possible cases in which a product of quadratic
polynomials belong to the radical ideal generated by two other quadratics. We state here
the more general theorem of [PS20], that we will use in our proof.
Theorem 1.10 (Theorem 1.8 in [PS20]). Let {Qk}k∈K, A, B be homogeneous polynomials of
degree 2 such that ∏k∈K Qk ∈
√〈A, B〉. Then one of the following cases hold:
(i) There is k ∈ K such that Qk is in the linear span of A, B
(ii) There exists a non trivial linear combination of the form αA+ βB = c · d where c and d are
linear forms.
(iii) There exist two linear forms c and d such that when setting c = d = 0 we get that A, B and
one of {Qk}k∈K vanish.
The theorem guarantees that, unless the linear span of A and B contains one of the
polynomials {Qk}, A and B are far from being generic, namely, they must span a re-
ducible quadratic or they have a very low rank (as quadratic polynomials). Thus, for
sets of polynomials satisfying the requirements of Theorem 1.6 it must hold that any two
polynomials, coming from different sets, have the structure described in Theorem 1.10.
Remark 1.11. Following Theorem 1.10, whenever we say that two quadratics Q1 and Q2, from
distinct sets, satisfy Theorem 1.10(i) we mean that there is a polynomial Q3 from the third set in
their linear span. Similarly, when we say that they satisfy Theorem 1.10(ii) (Theorem 1.10(iii)) we
mean that there is a reducible quadratic in their linear span (they belong to 〈a1, a2〉 for two linear
forms a1, a2). ♦
Given this classification, the analysis in [Shp19, PS20] is based on which case of the
theorem each pair of polynomials satisfy. The main difference is that the analysis in our
work is considerably more difficult than the analysis in [Shp19, PS20] as, unlike [Shp19],
there is no unique polynomial P3 in the radical of two other polynomials
√〈P1, P2〉 but
rather a product of polynomials is in the radical. This leads to much more technical work.
Similarly, the result of [PS20] considered the case of only one set, and handling 3 sets
require new ideas and more work.
Similarly to [PS20] we first prove that if every polynomial satisfies Case (i) or Case (iii)
of Theorem 1.10 with at least, say, 1/100 fraction of the polynomials in the other two sets,5
then we can bound the dimension of the linear span of the polynomials in ∪iTi. The proof
of this case is given in Section 4.1. At a high level, the proof has three main steps: We
first find a subspace of linear forms, V, such that all the polynomials that satisfy Case (iii)
with many other polynomials belong to 〈V〉. Once we achieve this we show that there is
a small set I so that all of our polynomials are in span{I}+ 〈V〉. Having this structure at
hand we can then prove, using techniques similar to [Shp19, PS20], that this implies that
our set is contained in a small dimensional space.
5More accurately, we require that it satisfies this with 1/100 fraction of the polynomials in larger set
among the other two sets.
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As in [PS20] the most difficult case is when some of the polynomials do not satisfy
this (interestingly, this was the easy case in [Shp19]). Namely, they satisfy case (ii) with
more than a fraction of 98/100 of the polynomials in the other two sets.6 Let Q0 be such a
polynomial. This implies that many other polynomials are “close” to Q0 in the sense that,
after rescaling, they can be written as Q0 + `1 · `2 for some linear functions `1 and `2. This
suggests that perhaps we could prove that any two polynomials are “close” to each other
in the sense that their difference is of rank at most 1, and then maybe this can be used to
bound the overall dimension. We don’t quite achieve this but we do show that there are
at most two polynomials Q0, P0 and a vector space V of linear forms of dim(V) ≤ 100,
such that any polynomial in the three sets can be written as a linear combination of Q0,
P0, a polynomial F, which is defined over the linear forms in V, and a quadratic of rank
1. This is proved this in Section 4.4. The proof of this statement is very technical and, as
all of our proofs, is based on case analysis.
Once we obtain this structure, we use it to prove that our polynomials live in a low
dimensional space. The main idea is that if the polynomials in the jth set are of the form
αi,jQ0 + βi,jP0 + Fi,j(V) + ai,j · bi,j, where ai,j and bi,j are linear forms, then, assuming that
no nonzero linear combination of Q0 and P0 has “low ” rank, we can show that (modulo
V) the linear functions in the sets Sj = {ai,j, bi,j}i, satisfy the condition of the Edelstein-
Kelly theorem, and hence dim(span{∪Sj}) = O(1), which implies that there is a con-
stant dimensional space of quadratics containins all our polynomials. We prove this in
Section 4.2.
As mentioned above, the steps in our proof are similar to the steps in the proofs of
Theorem 1.8 of [Shp19] and Theorem 1.7 of [PS20] and the arguments and ideas that
we use have similar flavor to those used there. This is not very surprising as all these
works rely on case analysis based on Theorem 1.10. The main difference between our
proof and these earlier proofs (and also between [Shp19] and [PS20]) is that we require
much more technical work to obtain each step. Perhaps surprisingly, except of relying on
Theorem 1.10 of [PS20], and on some basic properties of quadratic polynomials, we could
not use any of the claims proved there (and similarly, [PS20] did not rely on claims from
[Shp19]). On the positive side, those who are well acquainted with the proof of [PS20] will
note that in some cases we managed to simplify some of the arguments and unify them.
Specifically, the main result of Section 4.2, Proposition 4.17, captures most of the what is
needed in order to obtain the result of [PS20], and its proof is simpler with significantly
less case analysis than in [PS20] (and it would have been even simpler had there been just
one set to consider instead of three).
1.3 Conclusions and future research
In this work we solved Conjecture 1.4 for the case k = 3 and r = 2. As a consequence we
obtained the first polynomial time black-box deterministic algorithms for testing identi-
ties of Σ[3]Π[d]ΣΠ[2] circuits. However, many questions are still left open. For example,
extending our result for larger values of k or r is an intriguing open problem. We suspect
that increasing k may be harder than increasing r, but right now both questions are open.
6Here too we require this only for the larger set among the other two.
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Another interesting direction is proving robust versions of the results in this work and
in [Shp19, PS20]. For example, the following problem is still open.
Problem 1.12. Let δ ∈ (0, 1]. Can we bound the linear dimension (as a function of δ) of a set of
polynomials Q1, . . . , Qm ∈ C[x1, . . . , xn] that satisfy the following property: For every i ∈ [m]
there exist at least δm values of j ∈ [m] such that for each such j there is Kj ⊂ [m] \ {i, j},
satisfying ∏k∈Kj Qk ∈
√〈
Qi, Qj
〉
.
We only considered polynomials over the complex numbers in this work. However,
we believe (though we did not check the details) that a similar approach should work
over positive characteristic as well. Observe that over positive characteristic we expect
the dimension of the set to scale like O(log |Q|), as for such fields a weaker version of
Sylvester-Gallai theorem holds (see Corollary 1.3 in [BDSS16]).
1.4 Organization
The paper is organized as follows. Section 2 contains our notation, some basic facts re-
garding quadratic polynomials and the tool of projection and its affect on quadratics. In
Section 3 discuss the Sylvester-Gallai theorem and a theorem of Edelstein and Kelly, and
state some variants and extensions of them that we will use in our proof (we give the
proofs in Section 5). The proof of Theorem 1.6 is given in Section 4. As explained above
the proof has three main cases each is handled in a different subsection (4.1, 4.2 and 4.4 ).
In Section 4 we give a more detailed exposition of the structure of the proof.
2 Preliminaries
In this section we explain our notation and present some basic algebraic preliminaries.
2.1 Notation
We will use the following notation. Greek letters α, β, . . . denote scalars from C. Non-
capitalized letters a, b, c, . . . denote linear forms and x, y, z denote variables (which are
also linear forms). Bold faced letters denote vectors, e.g. x = (x1, . . . , xn) denotes a vector
of variables, α = (α1, . . . , αn) is a vector of scalars, and 0 = (0, . . . , 0) the zero vector.
We sometimes do not use a boldface notation for a point in a vector space if we do not
use its structure as a vector. Capital letters such as A, Q, P denote quadratic polynomials
whereas V, U, W denote linear spaces. Calligraphic letters I ,J ,F ,Q, T denote sets. For
a positive integer n we denote [n] = {1, 2, . . . , n}.
2.2 Facts from algebra
We denote with C[x1, . . . , xn] the ring of n-variate polynomials over C. An Ideal I ⊆
C[x1, . . . , xn] is an abelian subgroup that is closed under multiplication by ring elements.
For S ⊂ C[x1, . . . , xn], we denote with 〈S〉, the ideal generated by S , that is, the smallest
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ideal that contains S . For example, for two polynomials Q1 and Q2, the ideal 〈Q1, Q2〉
is the set C[x1, . . . , xn]Q1 + C[x1, . . . , xn]Q2. For a linear subspace V, we have that 〈V〉
is the ideal generated by any basis of V. The radical of an ideal I, denoted by
√
I, is the
set of all ring elements, r, satisfying that for some natural number m (that may depend
on r), rm ∈ I. Hilbert’s Nullstellensatz implies that, in C[x1, . . . , xn], if a polynomial
Q vanishes whenever Q1 and Q2 vanish, then Q ∈
√〈Q1, Q2〉 (see e.g. [CLO07]). We
shall often use the notation Q ∈ √〈Q1, Q2〉 to denote this vanishing condition. For an
ideal I ⊆ C[x1, . . . , xn] we denote by C[x1, . . . , xn]/I the quotient ring, that is, the ring
whose elements are the cosets of I in C[x1, . . . , xn] with the proper multiplication and
addition operations. For an ideal I ⊆ C[x1, . . . , xn] we denote the set of all common zeros
of elements of I by Z(I). An ideal I is called prime if for every f and g such that f g ∈ I
it holds that either f ∈ I or g ∈ I. We next present basic facts about prime ideals that are
used throughout the proof.
Fact 2.1. 1. If F is an irreducible polynomial then 〈F〉 is a prime ideal.
2. For linear forms a1, . . . , ak the ideal 〈a1, . . . , ak〉 = 〈span{a1, . . . , ak}〉 is prime.
3. If I is a prime ideal then
√
I = I.
For V1, . . . , Vk linear spaces, we use ∑ki=1 Vi to denote the linear space V1 + . . . + Vk.
For two nonzero polynomials A and B we denote A ∼ B if B ∈ span{A}. For a space of
linear forms V = span{v1, . . . , v∆}, we say that a polynomial P ∈ C[x1, . . . , xn] depends
only on V if the value of P is determined by the values of the linear forms v1, . . . , v∆. More
formally, we say that P depends only on V if there is a ∆-variate polynomial P˜ such that
P ≡ P˜(v1, . . . , v∆). We denote by C[V] ⊆ C[x1, . . . , xn] the subring of polynomials that
depend only on V. Similarly we denote by C[V]2 ⊆ C[x1, . . . , xn], the linear subspace of
all homogeneous quadratic polynomials that depend only on V.
Another notation that we will use throughout the proof is congruence modulo linear
forms.
Definition 2.2. Let V ⊂ C[x1, . . . , xn] be a space of linear forms, and P, Q ∈ C[x1, . . . , xn]. We
say that P ≡V Q if P−Q ∈ 〈V〉. ♦
We end with a simple observation that follows immediately from the fact the quotient
ring C[x1, . . . , xn]/〈V〉is a unique factorization domain.
Observation 2.3. Let V ⊂ C[x1, . . . , xn] be a space of linear forms and P, Q ∈ C[x1, . . . , xn].
If P = ∏tk=1 Pk, and Q = ∏
t
k=1 Qk satisfy that for all k, Pk and Qk are irreducible in
C[x1, . . . , xn]/〈V〉, and P ≡V Q 6≡V 0 then, up to a permutation of the indices, Pk ≡V Qk
for all k ∈ [t].
When we factorize polynomials modulo a linear space of linear forms, we use this
observation but do not refer it.
2.2.1 Rank of quadratic polynomials
We next give some facts regarding quadratic polynomials. Many of these facts already
appeared in [PS20],
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Definition 2.4. For a homogeneous quadratic polynomial Q we denote with ranks(Q)7 the min-
imal r such that there are 2r linear forms {ak}2rk=1 satisfying Q = ∑rk=1 a2k · a2k−1. We call such
representation a minimal representation of Q. ♦
This is a slightly different definition than the usual one for the rank of a quadratic
form,8 but it is more suitable for our needs. We note that a quadratic Q is irreducible if
and only if ranks(Q) > 1. The next claim shows that a minimal representation is unique
in the sense that the space spanned by the linear forms in it is unique.
Claim 2.5 (Claim 2.13 in [PS20]). Let Q be a homogeneous quadratic polynomial. Let Q =
∑ri=1 a2i−1 · a2i and Q = ∑ri=1 b2i−1 · b2i be two different minimal representations of Q. Then
span{a1, . . . , a2r} = span{b1, . . . , b2r}.
This claim allows us to define the notion of minimal space of a quadratic polynomial Q,
which we shall denote Lin(Q).
Definition 2.6. Let Q be a quadratic polynomial. Assume that ranks(Q) = r, and let Q =
r
∑
i=1
a2i−1a2i be some minimal representation of Q. We denote Lin(Q) := span{a1, . . . , a2r}.
For a set {Qi}ki=1 of quadratic polynomials we denote Lin(Q1, . . . , Qk) =
k
∑
i=1
Lin(Qi). ♦
Claim 2.5 shows that the minimal space is well defined. The following fact is easy to
verify.
Fact 2.7. Let Q = ∑mi=1 a2i−1 · a2i be a homogeneous quadratic polynomial, then Lin(Q) ⊆
span{a1, . . . , a2m}.
Claim 2.8 (Claim 2.16 in [PS20]). Let Q be a homogeneous quadratic polynomial with
ranks(Q) = r, and let V ⊂ C[x1, . . . , xn] be a linear space of linear forms such that dim(V) = ∆.
Then ranks(Q|V=0) ≥ r− ∆.
Claim 2.9 (Claim 2.17 in [PS20]). Let P1 ∈ C[x1, . . . , xk], and P2 = y1y2 ∈ C[y1, . . . , y2].
Then ranks(P1 + P2) = ranks(P1) + 1. Moreover, y1, y2 ∈ Lin(P1 + P2).
Corollary 2.10 (Corollary 2.18 in [PS20]). Let a and b be linearly independent linear forms.
Then, if c, d, e and f are linear forms such that ab + cd = e f then dim(span{a, b} ∩
span{c, d}) ≥ 1.
Claim 2.11 (Claim 2.19 in [PS20]). Let a, b, c and d be linear forms, and V be a linear space of
linear forms. Assume {0} 6= Lin(ab− cd) ⊆ V then span{a, b} ∩V 6= {0}.
Definition 2.12. Let a be a linear form and V ⊆ C[x1, . . . , xn]1 a linear subspace of linear forms.
We denote by V⊥(a) the projection of a to V⊥ (e.g., by identifying each linear form with its
vector of coefficients). We also extend this definition to linear spaces: V⊥(span{a1, . . . , ak}) =
span{V⊥(a1), . . . , V⊥(ak)}. ♦
7In some recent works this was defined as algebraic-rank(Q) or tensor-rank(Q), but as those notions
might have different meanings we decided to continue with the notation of [PS20].
8The usual definition says that rank(Q) is the minimal t such that there are t linear forms {ak}tk=1,
satisfying Q = ∑tk=1 a
2
k .
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Claim 2.13. Let Q, Q′ be quadratic polynomials, and U be a linear space of linear forms. Let r ∈
N be a constant. Then, there exists a linear space of linear forms, V, of dimension at most 8r, such
that for every P ∈ C[U]2 and every linear combination αQ + βQ′ + P satisfying ranks(αQ +
βQ′ + P) ≤ r it holds that Lin(αQ + βQ′ + P) ⊆ V +U.
Proof. If there are T, T′ ∈ C[U]2 such that ranks(Q − T), ranks(Q′ − T′) ≤ 2r then let
V = Lin(Q− T) + Lin(Q′ − T′) and the statement clearly holds. Thus, assume without
loss of generality that for every T ∈ C[U]2, ranks(Q− T) > 2r. Let A1 = α1Q+ β1Q′+ P1
satisfy ranks(A1) ≤ r. Set V = Lin(A1). If V does not satisfy the statement then let
A2 = α2Q+ β2Q′+ P2 be such that ranks(A2) ≤ r and Lin(A2) 6⊆ V+U. In particular, the
vectors (α1, β1) and (α2, β2) are linearly independent. Hence, Q ∈ span{A1, A2, P1, P2}.
Consequently, there is T ∈ span{P1, P2} ⊆ C[U]2 such that ranks(Q− T) ≤ 2r, in contra-
diction.
Claim 2.14. Let Q, Q′ be quadratic polynomials and let r ∈ N be a constant. Then, there exists
a linear space of linear forms, V, of dimension at most 8r, such that for every linear combination
satisfying ranks(αQ + βQ′) ≤ r it holds that Lin(αQ + βQ′) ⊆ V
Proof. This claim follows immediately from Claim 2.13 with U = {0}.
Claim 2.15. Let P be an homogeneous irreducible quadratic polynomial and let a and b be linear
forms. Assume that for some finite I , ∏i∈I Ti ∈
√〈P, ab〉. Then either ranks(P) = 2 and
a ∈ Lin(P) or there is i ∈ I such that Ti = αP + ac for some linear form c and scalar α ∈ C.
Proof. Consider the ideal 〈P, ab〉. If P remains irreducible after setting a = 0 then 〈P|a=0〉
is a prime ideal. Hence,
√〈P|a=0〉 = 〈P|a=0〉 and thus there is i ∈ I with Ti|a=0 ∈ 〈P|a=0〉.
In particular, Ti = αP + ac for some linear form c.
Since P is irreducible we have that ranks(P) ≥ 2. On the other hand, if P becomes
reducible when setting a = 0 then ranks(P|a=0) = 1. Therefore it must hold that
ranks(P) = 2 and a ∈ Lin(P).
In [PS20] the following claim was proved.
Claim 2.16 (Claim 2.20 in [PS20]). Let V = ∑mi=1 Vi where Vi are linear subspaces, and for
every i, dim(Vi) = 2. If for every i 6= j ∈ [m], dim(Vi ∩Vj) = 1, then either dim(⋂mi=1 Vi) = 1
or dim(V) = 3.
We shall need a colorful version of Claim 2.16:
Claim 2.17. Let m ≥ 2 be an integer. For i ∈ [m] let Vi = ∑mij=1 V ji where V ji are distinct linear
subspaces that satisfy that for every i, j, dim(V ji ) = 2. Assume that for every i 6= i′ ∈ [m],
j ∈ [mi], j′ ∈ [mi′ ], it holds that dim(V ji ∩V j
′
i′ ) = 1. Then, there exists w 6= 0 and a linear space
U, such that dim(U) ≤ 4 and for every i ∈ [m], j ∈ [mi] either w ∈ V ji or V ji ⊆ U.
Proof. We split the proof into two cases:
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• There exists i ∈ [m] such that ∩mij=1V ji 6= {0}.
To ease notation we assume, without loss of generality, that i = 1. Let 0 6= w ∈ ∩jV j1 .
In addition, denote V11 = span{w, x1} and V21 = span{w, x2}. If for every i ∈ [m]
and j ∈ [mi], we have that w ∈ V ji then the statement clearly holds. On the other
hand, if w /∈ V ji then let 0 6= z1 ∈ V11 ∩ V ji . Thus, z1 = α1w + β1x1, for β1 6= 0.
Similarly, let z2 ∈ V21 ∩ V ji , and so z2 = α2w + β2x2, where β2 6= 0. As V11 6= V21
it follows that z1 /∈ span{z2} and therefore V ji = span{z1, z2} ⊆ span{w, x1, x2}.
Thus, the statement holds with w and U = span{w, x1, x2}.
• For every i ∈ [m], ∩mij=1V ji = {0}.
Consider 0 6= w ∈ V11 ∩ V12 and let V11 = span{w, x1} and V12 = span{w, y1}. Set
U = span{w, x1, y1}. If for every V ji it holds that w ∈ V ji or V ji ⊆ U, then we are
done. Assume then that there is V ji such that w /∈ V ji and V ji 6⊆ U. If i 6= 1, 2 then
consider the intersection of V ji with V
1
1 and with V
1
2 . Similarly to the previous case,
we obtain that V ji ⊆ U. Thus, we only have to consider the case i ∈ {1, 2}. Assume
without loss of generality that i = 1 and j = 2. Let z1 ∈ V21 ∩ V12 ⊆ U. Hence,
z1 = α1w + β1y1, where β1 6= 0. It follows that V21 = span{z1, x2} where x2 6∈ U (as
V21 6⊆ U ). We now show that U′ = span{w, x1, y1, x2} satisfies the requirements of
the theorem (with w being the special vector).
Since ∩jV j2 = {0} we can assume without loss of generality that z1 /∈ V22 . Let
z2 ∈ V22 ∩V11 and z3 ∈ V22 ∩V21 . We have that z2 = α2w+ β2x1, and z3 = α3z1 + β3x2
where β3 6= 0 (since z1 /∈ V22 ). Note that z3 /∈ span{z2} as otherwise we
would have that x2 ∈ span{w, x1, z1} = span{w, x1, y1} = U in contradiction.
Hence, V22 = span{z2, z3} ⊆ U′. A similar argument shows that for every j,
V j2 ⊆ span{w, x1, y1, x2} = U′.
We now show a similar result for the spaces in V1. Let V
j
1 be such that w /∈ V j1 , and
let z4 ∈ V12 ∩ V j1 . Then z4 = α4w + β4y1 where, β4 6= 0. Let z5 ∈ V22 ∩ V j1 . Denote
z5 = α5z2 + β5z3. As x2 /∈ U = span{w, x1, y1}, it follows that z5 /∈ span{z4} and
thus V j1 = span{z4, z5} ⊆ span{w, x1, x2, y1} and the claim holds for V j1 as well.
2.2.2 Projection mappings
This section collects some facts from [PS20] concerning projections of linear spaces and
the effect on relevant quadratic polynomials.
Definition 2.18 (Definition 2.21 of [PS20]). Let V = span{v1, . . . , v∆} ⊆ span{x1, . . . , xn}
be a ∆-dimensional linear space of linear forms, and let {u1, . . . , un−∆} be a basis for V⊥. For
α = (α1, . . . , α∆) ∈ C∆ we define Tα,V : C[x1, . . . , xn] 7→ C[x1, . . . , xn, z], where z is a new
variable, to be the linear map given by the following action on the basis vectors: Tα,V(vi) = αiz
and Tα,V(ui) = ui. ♦
12
Thus, Tα,V projects V to span{z} in a random way while keeping the perpendicular
space intact. Clearly Tα,V is a linear transformation, and it defines a ring homomorphism
from C[x1, . . . , xn] to C[x1, . . . , xn, z] in the natural way.
Claim 2.19 (Claim 2.23 of [PS20]). Let V ⊆ span{x1, . . . , xn} be a ∆-dimensional linear space
of linear forms. Let F and G be two polynomials that share no common irreducible factor. Then,
with probability 1 over the choice of α ∈ [0, 1]∆ (say according to the uniform distribution),
Tα,V(F) and Tα,V(G) do not share a common factor that is not a polynomial in z.
Corollary 2.20 (Corollary 2.24 of [PS20]). Let V be a ∆-dimensional linear space of linear forms.
Let F and G be two linearly independent, irreducible quadratics, such that Lin(F), Lin(G) 6⊆ V.
Then, with probability 1 over the choice of α ∈ [0, 1]∆ (say according to the uniform distribution),
Tα,V(F) and Tα,V(G) are linearly independent.
Claim 2.21 (Claim 2.25 of [PS20]). Let Q be an irreducible quadratic polynomial, and V a ∆-
dimensional linear space. Then for every α ∈ C∆, ranks(Tα,V(Q)) ≥ ranks(Q)− ∆.
Claim 2.22 (Claim 2.26 of [PS20]). LetQ be a set of quadratics, and V be a ∆-dimensional linear
space. Then, if there are linearly independent vectors, {α1, . . . , α∆} ⊂ C∆ such that for every i,9
dim(Lin(Tαi,V(Q))) ≤ σ then dim(Lin(Q)) ≤ (σ+ 1)∆.
3 Sylvester-Gallai theorem and some of its variants
In this section we give the formal statements of the Sylvester-Gallai and Edelstien-Kelly
theorems, and present some of their extensions that we use in this work.
Definition 3.1. Let {v1, . . . , vm} be a set of distinct points in Rn or Cn. We call a line that
intersects the set at exactly two points an ordinary line. ♦
Theorem 3.2 (Sylvester-Gallai theorem). If m distinct points v1, . . . , vm inRn are not collinear,
then they define at least one ordinary line.
Theorem 3.3 (Kelly’s theorem). If m distinct points v1, . . . , vm in Cn are not coplanar, then
they define at least one ordinary line.
The robust version of the Sylvester-Gallai theorem was stated and proved in
[BDWY13, DSW12].
Definition 3.4. We say that a set of points v1, . . . , vm ∈ Cn is a δ-SG configuration if for every
i ∈ [m] there exists at least δm values of j ∈ [m] such that the line through vi, vj contains a third
point in the set. ♦
Theorem 3.5 (Robust Sylvester-Gallai theorem, Theorem 1.9 of [DSW12]). Let V =
{v1, . . . , vm} ⊂ Cn be a δ-SG configuration. Then, dim(span{v1, . . . , vm}) ≤ 12δ + 1.
The following is the colored version of the Sylvester-Gallai theorem that was stated
and proved by Edelstein and Kelly [EK66].
9Recall that Lin(Tαi ,V(Q)) is the space spanned by ∪Q∈QLin(Tαi ,V(Q)).
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Theorem 3.6 (Theorem 3 of [EK66]). Let Ti, for i ∈ [3], be disjoint finite subsets ofCn such that
for every i 6= j and any two points p1 ∈ Ti and p2 ∈ Tj there exists a point p3 in the third set that
lies on the line passing through p1 and p2. Then, it must be the case that dim(span{∪iTi}) ≤ 3.
Next, we state extensions of Theorem 3.6 and of a result that was proved in [Shp19].
As the proofs are modification of the original proofs in [EK66, Shp19] we only state the
theorems here and postpone their proofs to Section 5.
Theorem 3.7. Let k ≥ 3 and {S1, . . . ,Sk} be finite sets of points in Cn. Assume that for every
pi ∈ Si and pj ∈ Sj such that pi 6= pj there exists t ∈ [k] \ {i, j} and pt ∈ St \ {pi, pj}, such
that pt, pi and pj are colinear. Then dim(∪i∈[k]Si) ≤ 3.
Observe that the main difference from the k-set version of Theorem 3.6 is that we do
not require that the set are disjoint, rather that the third point on the line differs from the
first two.
Definition 3.8. We say that the sets T1, T2, T3 ⊂ Cn form a partial-δ-EK configuration if for
every i ∈ [3] and p ∈ Ti, if Tj is the larger set among the other two sets, then at least δ fraction of
the vectors pj ∈ Tj satisfy that p and pj span some vector in the third set. ♦
Theorem 3.9 (Extension of Theorem 1.9 of [Shp19]). Let 0 < δ ≤ 1 be any constant.
Let T1, T2, T3 ⊂ Cn be disjoint finite subsets that form a partial-δ-EK configuration. Then
dim(span{∪iTi}) ≤ O(1/δ3).
Finally, we state equivalent algebraic versions of Theorem 3.6. The proofs follow im-
mediately from Theorem 3.7. For the simple translation from points to vectors and to
linear forms see Remark 2.7 in [Shp19]. We shall refer to each of Theorems 3.7, 3.10 and
3.11 as the Edelstien-Kelly theorem. We shall also refer to sets of points/vectors/linear
forms that satisfy the conditions of the relevant theorem as satisfying the condition of the
Edelstien-Kelly theorem.
Theorem 3.10. Let k ≥ 3 and {L1, . . . ,Lk} be finite sets of vectors in Cn. Assume that for every
vi ∈ Li and vj ∈ Lj such that vi 6∼ vj there exists t ∈ [k] \ {i, j} and vt ∈ Lt \ (span{vi} ∪
span{vj}), such that vt ∈ span{vi, vj}. Then dim(∪i∈[k]Li) ≤ 4.
Theorem 3.11. Let k ≥ 3 and {P1, . . . ,Pk} be finite sets of linear forms in C[x1, . . . , xn]. As-
sume that for every `i ∈ Pi and `j ∈ Pj such that `i 6∼ `j there exists t ∈ [k] \ {i, j} and
`t ∈ Pt \ (span{`i} ∪ span{`j}), such that `t ∈ span{`i, `j}. Then dim(∪i∈[k]Pi) ≤ 4.
4 Proof of Theorem 1.6
Let Li be the set of all squares in Ti and let Qi be the remaining irreducible quadratics.
Thus, Ti = Qi ∪ Li. Denote |Qi| = mi and |Li| = ri. We also denote
Lj = {a2j,i | mj + 1 ≤ i ≤ mj + rj} . (4.1)
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Let δ = 1100 . The following sets will be the basis for the case analysis:
P (i)1 =
P ∈ Q1
∣∣∣∣∣∣
At least δ fraction of the polynomials in the larger set
among Q2 and Q3 satisfy Theorem 1.10(i), but not
Theorem 1.10(ii), with P
 (4.2)
and
P (iii)1 =
{
P ∈ Q1
∣∣∣∣ P satisfies Theorem 1.10(iii) with at least a δ fractionof the polynomials in one of the sets Q2 or Q3
}
. (4.3)
We define the sets P (i)2 ,P (i)3 ,P (iii)2 ,P (iii)3 analogously.
Remark 4.4. Our proof heavily relies on Theorem 1.10. This theorem speaks about a pair of polyno-
mials P and Q. Whenever one of them is a square of a linear function we shall always assume/say
that they satisfy case (ii) of Theorem 1.10. Note that even if they satisfy cases (i) or (iii) of the
theorem it is still true that they satisfy case (ii) as well. Namely, saying that P, Q do not satisfy
Theorem 1.10(ii), in particular implies that neither polynomials is a square of a linear function. ♦
The proof of Theorem 1.6 is organized as follows. In Section 4.1 we deal with the case
where for every j ∈ [3], Qj = P (i)j ∪ P (iii)j . In Section 4.2 we concentrate on a special
case that will play an important role in the proof of the theorem for the case not covered
in Section 4.1. Finally, in Section 4.4 we handle the case that was not covered by our
previous arguments.
4.1 For every j ∈ [3], Qj = P (i)j ∪ P (iii)j
Assume that for every j ∈ [3], Qj = P (i)j ∪ P (iii)j . For our purposes, we may further
assume that P (i)j ∩ P (iii)j = ∅ by setting P (i)j = P (i)j \ P (iii)j . The proof of Theorem 1.6 for
this case consists of the following steps:
1. We first prove the existence of a constant dimensional vector space of linear forms,
V, such that each P (iii)j is contained in 〈V〉. This is proved in Lemma 4.5.
2. Next, we find a small set of polynomials I ′ such that ∪j∈[3]Qj ⊂
span{(∪j∈[3]Qj ∩ 〈V〉) ∪ I ′}. This is proved in Corollary 4.13.
3. The last step is bounding the dimension of ∪j∈[3]Tj given that ∪j∈[3]Qj ⊂
span{(∪j∈[3]Qj ∩ 〈V〉) ∪ I ′}.
Step 1:
Lemma 4.5. There exists a linear space of linear forms, V, such that dim(V) = O(1) and
∪jP (iii)j ⊂ 〈V〉.
To get the intuition behind the lemma we make the following observation.
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Observation 4.6. If Q1 ∈ Q1 and Q2 ∈ Q2 satisfy Theorem 1.10(iii) then
dim(Lin(Q1)), dim(Lin(Q2)) ≤ 4 and dim(Lin(Q1) ∩ Lin(Q2)) ≥ 2.
This shows that we have many small dimensional spaces that have large pairwise
intersections. It is thus conceivable that such V may exist.
Proof of Lemma 4.5. We shall prove the existence of a vector space Vj for P (iii)j and at the
end take V = V1 +V2 +V3.
We construct Vj via an iterative process. To simplify notation we describe the process
for j = 1. The other cases are completely analogous. Denote
P (iii)→(2)1 =
{
P ∈ P (iii)1
∣∣∣∣ P satisfies Theorem 1.10(iii) withat least δ fraction of the polynomials in Q2
}
,
and
P (iii)→(3)1 =
{
P ∈ P (iii)1
∣∣∣∣ P satisfies Theorem 1.10(iii) withat least δ fraction of the polynomials in Q3
}
.
It clearly holds that P (iii)1 = P (iii)→(2)1 ∪ P (iii)→(3)1 .
Consider the following process. Set W2 = {0} and P (iii)→(2)
′
1 = ∅. At each step
consider any Q ∈ P (iii)→(2) such that Q /∈ 〈W2〉 and update W2 ← Lin(Q) + W2, and
P (iii)→(2)′1 ← P (iii)→(2)
′
1 ∪ {Q}. We repeat this process as long as possible, i.e, as long as
P (iii)→(2) 6⊆ 〈W2〉.
We next show that this process terminates after at most 3δ steps. In particular,
|P (iii)→(2)′1 | ≤ 3δ . It is clear that at the end of the process it holds that P (iii)→(2)1 ⊂ 〈W2〉.
Claim 4.7. Let Q ∈ Q2 and let B ⊆ P (iii)→(2)
′
1 be the subset of all polynomials in P (iii)→(2)
′
1
that satisfy Theorem 1.10(iii) with Q. Then, |B| ≤ 3.
Proof. Assume towards a contradiction that |B| ≥ 4. Let Q1, Q2, Q3 and Q4 be the first
four elements of B that where added to P (iii)→(2)′1 (in that order). Denote U = Lin(Q)
and, for 1 ≤ i ≤ 4, let Ui = U ∩ Lin(Qi).
As Q satisfies Theorem 1.10(iii) we have that dim(U) ≤ 4. Furthermore, for every
i, dim(Ui) ≥ 2 (by Observation 4.6). As the Qis were picked by the iterative process,
we have that U2 6⊆ U1. Indeed, since Q2 ∈ 〈U2〉, if U2 ⊆ U1 then after adding Q1
to P (iii)→(2)′1 we would get that U2 ⊆ U1 ⊆ Lin(Q1) ⊆ W2, in contradiction to Q2 ∈
P (iii)→(2)′1 . Similarly we get that U3 6⊆ U1 +U2 and U4 6⊆ U1 +U3 +U3. However, as the
next simple claim shows, this is not possible.
Claim 4.8. Let V be a linear space of dimension ≤ 4, and let V1, V2, V3 ⊂ V, each of dimension
≥ 2, such that V1 6⊆ V2 and V3 6⊆ V2 +V1. Then, V = V1 +V2 +V3.
Proof. As V1 6⊆ V2 we have that dim(V1 + V2) ≥ 3. Similarly we get 4 ≤ dim(V1 + V2 +
V3) ≤ dim(V) = 4.
Thus, Claim 4.8 implies that U = U1 +U2 +U3 and in particular, U4 ⊆ U1 +U2 +U3
in contradiction. This completes the proof of Claim 4.7.
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We continue with the proof of Lemma 4.5. For Qi ∈ P (iii)→(2)
′
1 , define
Gi = {Q ∈ Q2 | Q and Qi satisfiy Theorem 1.10(iii)} .
Since |Gi| ≥ δm2, and as by Claim 4.7 each Q ∈ Q2 belongs to at most 3 different sets, it
follows by double counting that |P (iii)→(2)′1 | ≤ 3/δ. As in each step of the process we add
at most 4 linearly independent linear forms to W2, we obtain dim(W2) ≤ 12δ .
We can now repeat a similar process to obtain W3 such that P (iii)→(3) ⊂ 〈W3〉. We now
have that V1 := W2 +W3 is such that P (iii)1 = P (iii)→(2) ∪ P (iii)→(3) ⊂ 〈V1〉 as we wanted.
This completes the proof of Lemma 4.5.
Step 2: We would now like to find a small set of polynomials I such that ∪j∈[3]Qj ⊂
〈V〉 + span{I}. This will follow if we could prove that P (i)1 ,P (i)2 ,P (i)3 form a partial- δ3 -
EK configuration as in Definition 3.8. Unfortunately, we do not know how to prove this
directly. Instead, we shall describe an iterative process for constructing I , and prove that
when the process terminates we have that either ∪j∈[3]Qj ⊂ span{∪j∈[3]Qj ∩ 〈V〉 , I} or
the polynomials that remain in the sets P (i)1 ,P (i)2 ,P (i)3 form a partial- δ3 -EK configuration.
The intuition behind the next process is as follows: Assume without loss of generality
that m1 ≥ m2 ≥ m3. Consider a polynomial P ∈ P (i)1 . We know that there are at least
δm2 polynomials inQ2 such that P satisfies Theorem 1.10(i) but not Theorem 1.10(ii) with
each of them. In particular, for every such Qi ∈ Q2 there is a polynomial Ti ∈ Q3 such
that Ti ∈ span{Qi, P}. Indeed, Ti /∈ L3 as P, Qi do not satisfy Theorem 1.10(ii). Now, if
Qi ∈ P (iii)2 and Ti ∈ P (iii)3 then it holds that P ∈ span{∪j∈[3]Qj ∩ 〈V〉 , I} as well. On
the other hand, if for at least δ/3 of those Qis it holds that either Qi ∈ P (i)2 or Ti ∈ P (i)3 ,
then by adding P to I we get that a constant fraction of the polynomials from P (i)2 ∪ P (i)3
now belongs to span{∪j∈[3]Qj ∩ 〈V〉 , I}. Thus, whenever we find a polynomial not in
span{∪j∈[3]Qj ∩ 〈V〉 , I}we can move it to I and get that a constant fraction of remaining
polynomials were added to span{∪j∈[3]Qj ∩ 〈V〉 , I}. In particular, we expect the process
to terminate after a constant number of steps. We next give a formal description of the
process explained above.
The process for constructing I : Set I = ∅. Let
Di =
{
Q ∈ Qi | Q ∈ span{∪j∈[3]Qj ∩ 〈V〉 , I}
}
and P (i)′i = Qi \ Di .
As long as ∪iP (i)
′
i 6= ∅ we do the following until we cannot proceed further: Consider
P ∈ P (i)′i and let Qj be the larger among the two sets not containing P (e.g., if P ∈
P (i)′2 then j = 1). By definition, there are at least δmj polynomials Q ∈ Qj that satisfy
Theorem 1.10(i) but not Theorem 1.10(ii) with P. Each of these polynomials defines a
polynomial T ∈ Qk such that T ∈ span{P, Q} (if there is more than one such T then pick
any of them). We call any such pair (Q, T) a P-pair. If more than 23δmj of the P-pairs thus
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defined belong to P (i)′j ×P (i)
′
k then we move to the next polynomial in ∪iP (i)
′
i . Otherwise,
we add P to I , and updateD1,D2,D3,P (i)
′
1 ,P (i)
′
2 ,P (i)
′
3 accordingly. The process continues
until we cannot add any new polynomial to I .
Analysis: First, we claim that this process terminates after at most 18/δ steps. This will
follow from showing that from each Qj we added at most 6/δ polynomials to I .
Claim 4.9. At every step at which we added a polynomial P ∈ P (i)′i to I , at least δ3 mj polynomials
were moved to Dj ∪Dk from P (i)
′
j ∪ P (i)
′
k . In particular, |I ∩ Qi| ≤ 6/δ.
Proof. We use the notation from the description of the process and let Qj is the larger
among the sets not containing P.
By the description of the process, P was added to I if at most 23δmj of the P-pairs
(Q, T) belong to P (i)′j × P (i)
′
k . As P 6∈ Di it follows that at least 13δmj of those P-pairs
belong to (P (i)′j ×Dk) ∪ (Dj × P (i)
′
k ). Indeed, no P-pair (Q, T) belongs to Dj ×Dk as in
that case P ∈ Di in contradiction.
After adding P to I , every P-pair (Q, T) such that (Q, T) ∈ (P (i)′j ×Dk) ∪ (Dj ×P (i)
′
k )
will now satisfy Q, T ∈ span{∪j∈[3]Qj ∩ 〈V〉 , I}. Indeed, P, Q and T satisfy a non triv-
ial linear dependence and since two of the polynomials in the linear combination are in
span{∪j∈[3]Qj ∩ 〈V〉 , I} then so is the third.
To conclude the proof we just have to show that we added many polynomials to
span{∪j∈[3]Qj ∩ 〈V〉 , I}.
By definition, if (Q, T) is a P-pair then there is no other T′ such that (Q, T′) is a P-pair.
Thus, if (Q, T) ∈ P (i)′j ×Dk then, after adding P to I , Q was added to Dj. Consider now a
P-pair (Q, T) ∈ Dj×P (i)
′
k . We claim that there is no other Q 6= Q′ ∈ Dj such that (Q′, T) ∈
Dj × P (i)
′
k is a P-pair. Indeed, if there was such a Q
′ then by pairwise independence we
would conclude that P ∈ span{Q, Q′} ⊆ span{∪j∈[3]Qj ∩ 〈V〉 , I}, in contradiction. It
follows that when adding P to I at least 13δmj polynomials were moved from P (i)
′
j ∪P (i)
′
k
to span{∪j∈[3]Qj ∩ 〈V〉 , I}. To see this, assume that there are ηmj P-pairs (Q, T) ∈ P (i)
′
j ×
Dk. Then, since the projection on the first coordinate is unique, at least ηmj polynomials
from P (i)′j were added to Dj. Similarly, at least
(
δ
3 − η
)
mj polynomials T ∈ P (i)
′
k were
added to Dk. As |P (i)
′
j ∪P (i)
′
k | ≤ 2|Qj| = 2mj it follows that we can repeat this for at most
6/δ many polynomials P ∈ Qi. Consequently, |I ∩ Qi| ≤ 6/δ.
We next show that if at least one of P (i)′1 and P (i)
′
2 is empty then we have that ∪jQj ⊂
span{∪j∈[3]Qj ∩ 〈V〉 , I}.
Claim 4.10. When the process terminates if one of P (i)′1 ,P (i)
′
2 or P (i)
′
3 is empty then for every
j ∈ [3], Qj = Dj and in particular ∪jQj ⊂ span{∪j∈[3]Qj ∩ 〈V〉 , I}.
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Proof. First we note that if for two different indices P (i)′i = P (i)
′
j = ∅ then, as every
polynomial in P (i)′k is in the span of two polynomials from Qi = Di and Qj = Dj, it must
hold that P (i)′k = ∅ as well. In particular, the claim holds in this case.
Assume for a contradiction that P (i)′j = ∅ and that for some i 6= j, P (i)
′
i 6= ∅. Let
P ∈ P (i)′i . Observe that every P-pair (Q, T) ∈ Qj × Qk that spans P, is in Dj × P (i)
′
k
(it does not matter which among Qj and Qk is larger). In particular, by the description
of the process we must add P to I in contradiction to the fact that the process already
terminated.
We are now ready to show that if at the end of the process the sets P (i)′1 ,P (i)
′
2 and P (i)
′
3
are not empty then they form a partial EK configuration.
Claim 4.11. If none of the sets P (i)′i is empty when the process terminates then it must hold that
|P (i)′1 | ≥ 23δm1 and |P (i)
′
2 | ≥ 23δm2.
Proof. Assume towards a contradiction that 0 < |P (i)′1 | < 23δm1. From Claim 4.10 we
know that P (i)′2 6= ∅. Let P ∈ P (i)
′
2 . As |P (i)
′
1 | < 23δm1, the description of the process
implies that we must have added P to I in contradiction. A similar argument shows that
it cannot be the case that 0 < |P (i)′2 | < 23δm2.
To summarize, after the process terminates we have either P (i)′1 = P (i)
′
2 = P (i)
′
3 = ∅
and then ∪j∈[3]Qj ⊂ span{∪j∈[3]Qj ∩ 〈V〉 , I} or P (i)
′
1 ,P (i)
′
2 ,P (i)
′
3 6= ∅ and 23δm1 ≤ |P (i)
′
1 |
and 23δm2 ≤ |P (i)
′
2 |. In addition, when the process terminates it must be the case that
for every polynomial P ∈ P (i)′1 at least 23δm2 of the P-pairs are in P (i)
′
2 × P (i)
′
3 . In other
words, P satisfies Theorem 1.10(i) but not Theorem 1.10(ii) with at least 23δm2 polyno-
mials in P (i)′2 . Similarly, every polynomial P ∈ P (i)
′
2 satisfies Theorem 1.10(i) but not
Theorem 1.10(ii) with at least 23δm1 polynomials in P (i)
′
1 and every polynomial P ∈ P (i)
′
3
satisfies Theorem 1.10(i) but not Theorem 1.10(ii) with at least 23δm1 polynomials in P (i)
′
1 .
We are almost done. To show that P (i)′1 ,P (i)
′
2 and P (i)
′
3 form a partial-
2δ
3 -EK config-
uration we just have to show that |P (i)′1 | ≥ |P (i)
′
2 | ≥ |P (i)
′
3 |. While this does not have
to be the case, since the sizes of P (i)′1 and P (i)
′
2 remain large it is not hard to show that
no matter what is the order of the sizes of the sets, the configuration that we have is a
partial-δ′-EK configuration for some δ′ = Θ(δ). The only possible exception is when
|P (i)′1 | ≥ |P (i)
′
3 | ≥ |P (i)
′
2 |. However, in this case a close inspection of the proof of Theo-
rem 3.9 reveals that the conclusion holds in this case as well. We thus have the following
corollary.
Corollary 4.12. If ∪iP (i)
′
i 6= ∅ then there is a set J of size |J | = O
(
1/δ3
)
such that ∪iP (i)
′
i ⊂
span{J }.
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Proof. The claim follows immediately from the discussion above and from Theorem 3.9.
Corollary 4.13. There exists a set I ′ such that |I ′| = O (1/δ3) and ∪j∈[3]Qj ⊂
span{∪j∈[3]Qj ∩ 〈V〉 , I ′}.
Proof. Let I ′ = I ∪ J where I is the set found in Claim 4.9 and J is the set guaranteed
in Corollary 4.12.
Step 3: We next show how to use Theorem 3.6 to bound the dimension of ∪j∈[3]Qj given
that ∪j∈[3]Qj ⊂ span{(∪j∈[3]Qj ∩ 〈V〉) ∪ I ′}. To achieve this we introduce yet another
iterative process: Go over all P ∈ ∪j∈[3]Qj \ 〈V〉. For each such P, if there is a quadratic
polynomial L, with ranks(L) ≤ 2, such that P + L ∈ 〈V〉, then update V to V ← V +
Lin(L). Observe that this increases the dimension of V by at most 4. Also note that as this
step increases dim
(
〈V〉 ∩ ∪j∈[3]Qj
)
, we can remove one polynomial from I ′ while still
maintaining the property ∪j∈[3]Qj ⊂ span{∪j∈[3]Qj ∩ 〈V〉 , I ′}. We repeat this process
until either I ′ is empty or until none of the polynomials in ∪j∈[3]Qj \ 〈V〉 satisfies the
condition of the process. By the upper bound on |I ′| the dimension of V grew by at
most 4|I ′| = O (1/δ3) and hence when the process terminates we still have dim(V) =
O
(
1/δ3
)
= O(1).
It is also clear that at each step, ∪j∈[3]Qj ⊂ span{∪j∈[3]Qj ∩ 〈V〉 , I ′}. Finally, when
the process terminates, every polynomial P ∈ ∪j∈[3]Qj \ 〈V〉 satisfies ranks(P) > 2, even
if we set all linear forms in V to zero.
Consider the map Tα,V as given in Definition 2.18, for a uniformly random α ∈
[0, 1]dim(V). Each polynomial in ∪j∈[3]Qj ∩ 〈V〉 is mapped to a polynomial of the form
zb, for some linear form b. Claim 2.8 guarantees that every polynomial in ∪j∈[3]Qj \ 〈V〉
still has rank larger than 2 after the mapping. Let
Bj = {b | some polynomial in Qj ∩ 〈V〉 was mapped to zb} ∪ Tα,V(Lj) .
By definition Bj contains all linear forms that divide some polynomial in Tα,V(Tj).
We now show that, modulo z, the sets B1,B2 and B3 satisfy the conditions of Theo-
rem 3.6. Let b1 ∈ Bi and b2 ∈ Bj be linear forms taken from two different sets such that
b1 6∈ span{z} and b2 6∈ span{z, b1}. If no such forms exist then clearly dim (∪kBk) ≤ 2.
To simplify notation let us assume without loss of generality that i = 1 and j = 2.
As ∪j∈[3]Tj satisfies the conditions of Theorem 1.6, there are polynomials Q1, . . . , Q4 ∈
T3 such that ∏4i=1 Tα,V(Qi) ∈
√〈b1, b2〉 = 〈b1, b2〉, where the last equality holds as 〈b1, b2〉
is a prime ideal. It follows that, without loss of generality, Tα,V(Q4) ∈ 〈b1, b2〉. Thus,
Tα,V(Q4) has rank at most 2 and therefore Q4 ∈ Lk ∪ (Qk ∩ 〈V〉). Hence, Tα,V(Q4) was
mapped to zb4 or to b24, for some linear form b4. In particular, b4 ∈ B3. Claim 2.19 and
Corollary 2.20 imply that b4 is neither a multiple of b1 nor a multiple of b2. Consequently,
b4 depends non-trivially on both b1 and b2. Thus, B1,B2 and B3 satisfy the conditions of
Theorem 3.6 modulo z. It follows that dim(∪jBj) = O(1).
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The argument above shows that
dim
(
Tα,V
(∪jLj ∪ (∪j(Qj ∩ 〈V〉)))) = O(1) .
Claim 2.22 implies that if we denote U = span{∪jLj ∪ (∪j(Qj ∩ 〈V〉))} then dim(U) is
O(1). As ∪jQj ⊆ span{(∪jQj ∩ 〈V〉) ∪ I ′}, we obtain that dim(∪jTj) = dim(∪j(Qj ∪
Lj)) = O(1), as we wanted to prove.
This concludes the proof of Theorem 1.6 in the case where for every j ∈ [3] it holds
that Qj = P (i)j ∪ P (iii)j .
4.2 Special case of Theorem 1.6
In this section we handle a special case of Theorem 1.6. At this point it may not be clear
why this case is so important, but when we handle the cases that were not captured by
the arguments in Section 4.1 we shall often reduce to it.
The case we deal with here roughly says that Theorem 1.6 holds when all the polyno-
mials are “close” to a special vector space of polynomials.
Throughout this subsection we make the following assumption.
Assumption 4.14. V is a linear space of linear forms and P0, Q0 are quadratic polynomials (which
can also be identically zero) such that for every nonzero linear combination 0 6= αP0+ βQ0 it holds
that ranks(αP0 + βQ0) > 2(dim(V)) + 20. ♦
Observation 4.15. Let V, P0 and Q0 satisfy Assumption 4.14. If there exists a linear combination
of P0, Q0 and a polynomial T ∈ 〈V〉 such that αP0 + βQ0 + T = RV + L where ranks(L) < 20
and RV ∈ 〈V〉 then, as every polynomial in 〈V〉 is of ranks ≤ dim(V), it holds that ranks(RV −
T + L) < dim(V) + 20 and this implies that αP0 + βQ0 = 0.
Observation 4.16. Let V, P0 and Q0 satisfy Assumption 4.14. Let U be a linear space of linear
forms such that dim(U) ≤ 5. Then every nonzero linear combination 0 6= αP0 + βQ0 satisfies
ranks(αP0 + βQ0) > 2 dim(V +U) + 10.
The following is the main proposition of this section.
Proposition 4.17. Let ∪j∈[3]Tj = ∪j∈[3](Qj ∪ Lj) be a set of quadratic polynomials that satisfy
Theorem 1.6. and V, P0 and Q0 satisfy Assumption 4.14.
Assume that for every j ∈ [3] and polynomial Qi ∈ Qj one of the following options hold: Qi ∈
〈V〉 or there are two linear forms aj,i and bj,i and a polynomial 0 6= Q′i ∈ span{P0, Q0,C[V]2}
such that Qi = Q′i + aj,ibj,i. Then there exists a linear space of linear forms V
′, such that
dim(V′) ≤ 5 dim(V) + 25 and ∪j∈[3]Tj ⊂ span{P0, Q0,C[V +V′]2}.
Proof. Denote dim(V) = ∆. The proof of Proposition 4.17 relies on the following lemma.
Lemma 4.18. Assuming the setting of Proposition 4.17, there exists a linear space of linear forms
U, such that dim(U) ≤ 5 and:
• For j ∈ [3], every polynomial Qi ∈ Qj satisfies either Qi ∈ 〈V +U〉 or there are linear
forms aj,i, vj,i where vj,i ∈ V +U, and a polynomial Q′i ∈ span{P0, Q0,C[V +U]2} such
that Qi = Q′i + aj,i(ε j,iaj,i + vj,i), for some ε j,i ∈ C.
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• Every nonzero linear combination 0 6= αP0 + βQ0 satisfies ranks(αP0 + βQ0) >
2 dim(V +U) + 10.
We postpone the proof of Lemma 4.18 to subsubsection 4.3.1 and continue. Set V′ =
V +U, where U is the space guaranteed in Lemma 4.18. Thus, we now have
dim(V′) ≤ ∆+ 5 .
Recall Equation (4.1) and denote
Wj = span
{⋃ {
Lin(Qi) | Qi ∈ Qj ∩ 〈V〉
} ∪ {aj,i}i∈[mj+rj]} .
In other words,Wj is the space spanned by all the linear forms appearing in polynomials
in Tj after we remove from them the component coming from span{P0, Q0,C[V′]2}. The
proof of Proposition 4.17 will follow if we show that dim(Wj) = O(1) for j ∈ [3].
The idea is to apply a projection mapping Tα,V′ (as in Definition 2.18) and show
that the sets Tα,V′(Wj) satisfy the conditions of the Edelstein-Kelly theorem. Since we
choose α at random we can assume that Tα,V′ is such that if a polynomial A satisfies
A ∈ ∪Qi \ span{P0, Q0,C[V′]2} then Tα,V′(A) /∈ span{Tα,V′(P0), Tα,V′(Q0), z2}, and that
the conclusion of Claim 2.19 holds.
For j ∈ [3] and i ∈ [mj + rj] denote a˜j,i = Tα,V′(aj,i). By our choice of Tα,V′ we get that
if aj,i 6∈ V′ then a˜j,i 6∈ span{z}.
Consider what happens to a polynomial Qi ∈ Qj after we apply Tα,V′ . If Qi ∈ 〈V′〉
then it was mapped to a polynomial of the form Tα,V′(Qi) = z · a. In this case we abuse no-
tation and denote a˜j,i = a. If Qi = Q′i + aj,i(ε j,iaj,i + vj,i), where Q
′
i ∈ span{P0, Q0,C[V′]2},
then Qi was mapped to Tα,V′(Qi) = Tα,V′(Q′i) + a˜j,i(ε j,i a˜j,i + β j,iz). Similarly, every
a2j,i ∈ Lj was mapped to a˜2j,i. We next show that the linear forms {a˜j,i} live in a low
dimensional space. For this we define the following sets
Sj =
{
a˜j,i /∈ span{z}
}
.
By our choice of Tα,V′ it holds that for every j ∈ [3],
Sj = ∅ ⇐⇒ Tj ⊆ span{P0, Q0,C[V′]2}.
Lemma 4.19 that we state next proves Proposition 4.17 in the case where for some
i 6= j, Si = Sj = ∅.
Lemma 4.19. Let Q0, P0 and V be as in Proposition 4.17 and let V′ satisfy dim(V′) ≤
dim(V) + 5. Assume that there are two sets, Ti, Tj such that Ti, Tj ⊂ span{P0, Q0,C[V′]2}.
Then the third set, Tk satisfies Tk ⊂ span{P0, Q0,C[V′]2} as well.
We prove Lemma 4.19 in subsubsection 4.3.2 and continue with the proof of Proposi-
tion 4.17. The only case left is when there are i 6= j such that Si,Sj 6= ∅. In Lemma 4.20 we
prove that in this case the sets S1,S2 and S3 satisfy the conditions of Theorem 3.6 (modulo
z). The proof of the lemma is given in subsubsection 4.3.3.
Lemma 4.20. Let i 6= j, a˜i,t ∈ Si and a˜j,r ∈ Sj be such that a˜j,r /∈ span{a˜i,t, z}. Then there exists
a˜k,s ∈ Sk, where k 6= i, j, such that a˜k,s ∈ span{a˜i,t, a˜j,r, z} \ (span{a˜i,t, z} ∪ span{a˜j,r, z}).
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From Theorem 3.6 we get that the dimension of ∪j∈[3]Sj is at most 3. Combining with
Claim 2.22 we obtain that the dimension of the set ∪j∈[3]Wj is at most 5 dim(V′) ≤ 5∆+
25. By letting V′′ = V′ + Σj∈[3]Wj, we get that dim(V′′) ≤ dim(V′) + 5∆+ 25 ≤ 6∆+ 30,
and that ∪j∈[3]Tj ⊂ span{P0, Q0,C[V′′]2} as claimed.
4.3 Missing proofs
We now prove all the lemmas that were used in the proof of Proposition 4.17.
4.3.1 Proof of Lemma 4.18
Let j ∈ [3] and t ∈ [mi] we denote (using the notation of Proposition 4.17)
Vi,t = V⊥(span{ai,t, bi,t}) .
If Qi,t ∈ 〈V〉 then we set Vi,t = {0}. We consider several cases:
For every i ∈ [3] and t ∈ [mi], dim(Vi,t) ≤ 1: In this case the lemma holds with U = {0}.
There exist ti ∈ [mi] and tj ∈ [mj], for i 6= j, such that dim(Vi,ti) = dim(Vj,tj) = 2: The
next claim shows that Vi,ti and Vj,tj have a non trivial intersection.
Claim 4.21. Let Ai,t ∈ Qi and Bj,r ∈ Qj satisfy Ai,t = A′i,t + ai,tbi,t and Bj,r = B′j,r + aj,rbj,r,
where A′i,t, B
′
i,t ∈ span{P0, Q0,C[V]2}. Assume that dim(Vi,t) = dim(Vj,r) = 2. Then Vi,t ∩
Vj,r 6= {0}.
Proof. We first note that proving Vi,t ∩ Vj,r 6= {0}, is equivalent to proving that
span{ai,t, bi,t, V} ∩ span{aj,r, bj,r} 6= {0}. The proof depends on which case of Theo-
rem 1.10 Ai,t and Bj,r satisfy:
Case (i): In this case there are α, β ∈ C \ {0} and10 Ck,s ∈ Tk such that αAi,t + βBj,r =
Ck,s. We continue our analysis based on the structure of Ck,s. If Ck,s = C′k,s + ak,sbk,s for
some C′k,s ∈ span{P0, Q0,C[V]2} (note that this includes the case Ck,s ∈ Lk) then we get
that
αA′i,t + βB
′
j,r − C′k,s = ak,sbk,s − αai,tbi,t − βaj,rbj,r .
Observation 4.15 implies that αA′i,t + βB
′
j,r − C′k,s ∈ C[V]2. If span{ai,t, bi,t, V} ∩
span{aj,r, bj,r} = {0}, then by Claim 2.9 it holds that
1 = ranks(ak,sbk,s) = ranks(αA′i,t + βB
′
j,r − C′k,s + αai,tbi,t + βaj,rbj,r)
≥ ranks(αA′i,t + βB′j,r − C′k,s) + 2 ≥ 2
10Whenever it is clear from the context that k is the index of the third set we shall not mention it explicitly.
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in contradiction. Thus span{ai,t, bi,t, V} ∩ span{aj,r, bj,r} 6= {0}, which is what we wanted
to prove. Similarly, if Ck,s ∈ 〈V〉 then
αA′i,t + βB
′
j,r = Ck,s − αai,tbi,t − βaj,rbj,r .
As ranks(Ck,s − αai,tbi,t − βaj,rbj,r) ≤ dim(V) + 2 it holds that αA′i,t + βB′j,r ∈ C[V]2 and
thus αai,tbi,t + βaj,rbj,r ∈ 〈V〉. Consequently, span{ai,t, bi,t, V} ∩ span{aj,r, bj,r} 6= {0}.
Case (ii): In this case there are α, β ∈ C \ {0} and linear forms e and f such that αAi,t +
βBj,r = e f . As in the previous case it follows that αA′i,t + βB
′
j,r ∈ C[V]2, and as before we
conclude that span{ai,t, bi,t, V} ∩ span{aj,r, bj,r} 6= {0}.
Case (iii): Here there are linear forms e and f such that Ai,t, Bj,r ∈ 〈e, f 〉. As
ranks(Ai,t) = ranks(Bj,r) = 2, Observation 4.15, implies that A′i,t, B
′
j,r ∈ C[V]2. Con-
sequently, Lin(Ai,t) ⊆ span{ai,t, bi,t, V} and similarly Lin(Bj,r) ⊆ span{aj,r, bj,r, V}. If
e, f ∈ V then Ai,t, Bj,r ∈ 〈e, f 〉 ⊆ 〈V〉 an then ai,tbi,t ∈ 〈V〉 in contradiction. Thus,
without loss of generality, assume e /∈ V. Since e, f ∈ Lin(Ai,t) ∩ Lin(Bj,r) we get that
span{ai,t, bi,t, V} ∩ span{aj,r, bj,r} 6= {0} as we wanted.
We continue with the proof of Lemma 4.18. The conclusion of Claim 4.21 allows us to
use Claim 2.17 and conclude the existence of w and U˜ such that dim(U˜) ≤ 4 and for every
i ∈ [3], t ∈ [mi] with dim(Vi,t) = 2, either w ∈ Vi,t or Vi,t ⊆ U˜. Set U = U˜ + span{w}. It
follows that for every i ∈ [3] and t ∈ [mi], without loss of generality, bi,t = εi,tai,t + vi,t for
some vi,t ∈ V +U, and, clearly, dim(U) ≤ 5. This concludes the proof of Lemma 4.18 in
this case.
There is at most one set with a polynomial whose associated space has dimension 2:
Assume that Qk is that set. If it contains two polynomials Qs, Qs′ such that dim(Vk,s) =
dim(Vk,s′) = 2 and Vk,s ∩ Vk,s′ = {0} then Lemma 4.18 (and in fact also Proposition 4.17)
follows from Claim 4.22.
Claim 4.22. Assume that there are two sets, Ti, Tj such that every polynomial At ∈ Ti ∪ Tj is
either of the form At ∈ 〈V〉 or At = A′t + at(εtat + vt) for εt ∈ C, A′t ∈ span{P0, Q0,C[V]2}
and linear forms at, vt, where vt ∈ V. Assume further that there are polynomials C, C˜ ∈ Qk
and linear forms c, d, e, f such that C′ = C − cd, C˜′ = C˜ − e f ∈ span{P0, Q0,C[V]2},
dim(span{c, d}) = 2, span{c, d} ∩ V = ∅, and span{e, f } ∩ span{V, c, d} = ∅. Denote
U = V + span{c, d, e, f } then Ti, Tj ⊂ span{P0, Q0,C[U]2}.
We postpone the proof of Claim 4.22 and continue with the proof of Lemma 4.18. Ob-
serve that Claim 4.22 gives a subspace U with dim(U) = 4 that satisfies the requirements
of Lemma 4.18.
The last case to consider is when there is only one such Vk,s. In this case we set U =
Vk,s, and clearly, dim(U) ≤ 4. Note that for every i ∈ [3] and t ∈ [mi] we have that
dim((V +U)⊥(Vi,t)) ≤ 1. This is exactly what we wanted to prove.
To conclude, in all the possible cases, it holds that dim(U) ≤ 5 and from Obser-
vation 4.16 it holds that every nonzero linear combination 0 6= αP0 + βQ0, satisfies
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ranks(αP0 + βQ0) > 2 dim(V +U) + 10. This concludes the proof of Lemma 4.18.
We now give the proof of Claim 4.22.
Proof of Claim 4.22. Let Ai,t ∈ Ti (the case Ai,t ∈ Tj is analogous). We first handle polyno-
mials of the form Ai,t = A′i,t + ai,t(εi,tai,t + vi,t) or Ai,t = a
2
i,t ∈ Li. We show that in this
case ai,t ∈ U, from which the claim follows. If ai,t ∈ V then the statement holds. Thus,
assume from now on that ai,t /∈ V. Consider the possible cases of Theorem 1.10 that C
and Ai,t can satisfy.
Case (i): Let Bj,r ∈ Qj be such that αBj,r − βAi,t = C.
If Bj,r = B′j,r + bj,r(ε j,rbj,r + vj,r) then
(αB′j,r + βA
′
i,t − C′) = cd− αbj,r(ε j,rbj,r + vj,r)− βai,t(εi,tai,t + vi,t) .
By assumption, αB′j,r + βA
′
i,t − C′ ∈ span{P0, Q0,C[V]2}, and by the equality above
ranks(αB′j,r + βA
′
i,t − C′) ≤ 3. Observation 4.15 now implies that DV := αB′j,r + βA′i,t −
C′ ∈ C[V]2. Observe that
DV + αbj,r(ε j,rbj,r + vj,r) + βai,t(εi,tai,t + vi,t) = cd . (4.23)
As c, d /∈ V it holds that both sides are not zero modulo V, and thus αε j,rb2j,r + βεi,tai,tt2 ≡V
cd. Observe that the left hand side is a reducible polynomial with both factors being linear
combinations of bj,r and ai,t. Thus, it is not hard to see that if εi,t 6= 0 then ai,t ∈ U. If
εi,t = 0, then ε j,r 6= 0 and then bj,r ∈ U. As {c, d, bj,r} ⊆ U we get from Equation (4.23)
that so does ai,t.
If on the other hand Bj,r ∈ 〈V〉 then similarly we obtain that cd− βai,t(εi,tai,t + vi,t) ∈ 〈V〉
and thus ai,t ∈ U.
Case (ii): There are linear forms g and h such that: Ai,t = αC + gh.
If α 6= 0 then
1
α
A′i,t − C′ = cd−
1
α
ai,t(εi,tai,t + vi,t) +
1
α
gh.
As before, it follows that DV := 1αA
′
i,t − C′ ∈ C[V]2, and
DV +
1
α
ai,t(εi,tai,t + vi,t)− 1αgh = cd.
Since c, d /∈ V, both sides are not zero modulo V, and thus 1α εi,ta2i,t − cd ≡V 1αgh. If εi,t 6= 0
we can use Claim 2.9 to deduce that ai,t ∈ U. If εi,t = 0 then g, h ∈ U and, as before, so
does ai,t.
If α = 0 then we know that Ai,t is reducible. The following observation tells us what cases
we should consider.
25
Observation 4.24. Let C ∈ Tk and A = a2 ∈ Li. Then, either there is T ∈ Qj such that
T = αC + ab for some linear form b, or a ∈ Lin(C) or C = b2 ∈ Lk and T ∈ 〈a, b〉.
Proof. If C is irreducible even after setting a = 0 then the claim follows immediately
from Claim 2.15. If C = b2 ∈ Lk then
√〈b2, a2〉 = 〈a, b〉 is a prime ideal and therefore
some T ∈ Qj must satisfy T ∈ 〈a, b〉.
First, consider the case where there is a polynomial Bj,r ∈ Tj satisfying Bj,r = βC + ai,t`,
for some linear form `. If Bj,r ∈ 〈V〉, then
Bj,r = βC + ai,t` = βC′ + βcd + ai,t` ∈ 〈V〉 .
By rank arguments we get that C′ ∈ C[V]2, and therefore ai,t ∈ U. If Bj,r 6∈ 〈V〉 then
Bj,r = B′j,r + bj,r(ε j,rbj,r + vj,r) and then, using similar arguments to before, we deduce
ai,t ∈ U.
The other case is when ranks(C) = 2 and ai,t ∈ Lin(C). From Observation 4.15, we get
that C′ ∈ C[V]2, and the claim follows in this case as well.
Case (iii): In this case, there are linear forms g and h such that C, Ai,t ∈ 〈g, h〉. In partic-
ular it holds that ranks(C′+ cd) = 2 and Observation 4.15 gives C′ ∈ C[V]2. Similarly, we
get that A′i,t ∈ C[V]2. Note that we cannot have g, h ∈ V as this would imply cd ∈ 〈V〉,
in contradiction to our assumption. Thus, as g, h ∈ Lin(Ai,t) ⊆ span{V, ai,t} it holds that,
without loss of generality, g = ai,t + v′ for v′ ∈ V. As g ∈ Lin(C) ⊆ U it follows that
ai,t ∈ U as well, which is what we wanted to prove.
We are not done yet as we have to handle the case Ai,t ∈ Qi ∩ 〈V〉. In this case we
show that Lin(Ai,t) ⊆ U and thus Ai,t ∈ C[U]2. Again we break the proof to three cases
according to Theorem 1.10.
Case (i): In this case there is a polynomial Bj,r ∈ Tj such that αBj,r + βAi,t = C. If
Bj,r ∈ 〈V〉 then we get that C ∈ 〈V〉 which together with Observation 4.15 imply that
C′ ∈ C[V]2 ⊆ 〈V〉. Consequently, we get that cd ∈ 〈V〉 in contradiction to the choice of C.
If Bj,r = B′j,r + bj,r(ε j,rbj,r + vj,r) then as before we get that DV := αB
′
j,r − C′ ∈ C[V]2, and
that DV + βAi,t + αbj,r(ε j,rbj,r + vj,r) = cd. As before, by looking at this equality modulo
V we deduce that bj,r ∈ U and Lin(Ai,t) ⊆ Lin(cd− αbj,r(ε j,rbj,r + vj,r)− DV) ⊆ U as we
wanted to prove.
Case (ii): There are linear forms g and h such that Ai,t = αC + gh where α 6= 0 (other-
wise Ai,t ∈ Li which we handled before). Again, Observation 4.15 implies C′ ∈ C[V]2 and
αcd+ gh ∈ 〈V〉. Therefore, αcd ≡V −gh and hence g, h ∈ U. Consequently, Lin(Ai,t) ⊆ U.
Case (iii): In this case, there are linear forms g and h such that C, Ai,t ∈ 〈g, h〉. In
particular it holds that ranks(C′ + cd) = 2 and therefore C′ ∈ C[V]2. As before we cannot
have g, h ∈ V. Therefore, without loss of generality, g ∈ span{V, c, d} \V. Denote Ai,t =
g`+ h`′. As Ai,t ∈ 〈V〉 we have that either ` ∈ V and h`′ ∈ 〈V〉, or h, `′ ∈ span{V, g, `}.
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In either case we get that there is one linear form `′′ ∈ {`, `′, h} such that Lin(Ai,t) ⊆
span{V, c, d, `′′}.
We now repeat the same argument for Ai,t and C˜. If Ai,t and C˜ satisfy Theorem 1.10(i)
or Theorem 1.10(ii) then, as we already proved, the claim holds. Thus Ai,t and C˜ satisfy
Theorem 1.10(iii) as well. By the same argument it holds that there is a liner form g′ ∈
span{V, e, f } \ V such that g′ ∈ Lin(Ai,t) ⊆ span{V, c, d, `′′}. From our assumption it
follows that g′ /∈ span{V, c, d}. Hence, it must hold that `′′ ∈ span{V, c, d, g′} ⊆ U,
which implies Lin(Ai,t) ⊆ U and the claim follows.
This completes the proof of Claim 4.22 and with it the proof of Lemma 4.18.
4.3.2 Proof of Lemma 4.19
We first handle the case where Ti, Tj ⊂ C[V′]2. Claim 4.25 implies that in this case Tk ⊆
C[V′]2 and we are done.
Claim 4.25. Let V be a linear space of linear forms. Assume Ti, Tj ⊂ C[V]2, for i 6= j. Then, the
third set Tk satisfies Tk ⊂ C[V]2 as well.
Proof of Claim 4.25. Without loss of generality assume T1, T2 ⊂ C[V]2. Assume towards a
contradiction that there is C ∈ T3 such that C /∈ C[V]2.
First we handle the case that Q1 ∪Q2 = ∅. Let B = v2 ∈ L2. We have that
∏
Tr∈L1
Tr ∈
√
〈C, v2〉 . (4.26)
Note that C|v=0 must be a reducible polynomial. Indeed, if it was irreducible then Equa-
tion (4.26) would imply that there is some T ∈ L1 such that T ∈
√〈C, v2〉. But as T is
reducible this implies that so is C|v = 0. Denote C = u˜u˜′ + vb. Equation (4.26) implies
that there are polynomials u2, u′2 ∈ L1 such that u˜ ≡v u and u˜′ ≡v u′. Thus, we can write
C = uu′ + vb′. Similarly, we have that
∏
Tr∈L2
Tr ∈
√
〈C, u′2〉 . (4.27)
We know that C|u′=0 = vb′, and thus there is a polynomial of the form (b′ + αu′)2 ∈ L2 ⊆
C[V]2. This implies that b′ ∈ V and hence, Lin(C) ⊆ V in contradiction.
We now handle the case that Q1 ∪Q2 6= ∅. Let B ∈ Q1 ∪Q2. Assume without loss of
generality that B ∈ Q2. If C ∈ L3 then considering the different cases of Observation 4.24
we get that in each of them C ∈ C[V]2, in contradiction.
Hence from now on we assume C ∈ Q3. It is not hard to verify, since B ∈ Q2, that
our assumption implies that C and B cannot satisfy Theorem 1.10(ii) or Theorem 1.10(i).
Thus, C and B satisfy Theorem 1.10(iii). This implies that C ∈ 〈V〉 and ranks(C) = 2. Let
v1, v2, c and d be linear forms such that v1, v2 ∈ V and C = v1c + v2d. As C 6∈ C[V]2. we
have that {c, d} 6⊂ V. We are now going to get a contradiction to the equation
∏
Tr∈T1
Tr ∈
√
〈C, B〉 =
√
〈v1c + v2d, B〉 . (4.28)
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We shall reach a contradiction by proving the existence of a common zero of C and B
that is not a zero of ∏Tr∈T1 Tr. First, we note that Z(B) \ Z(v1, v2) 6= ∅, as B is irre-
ducible. Moreover, if for every α ∈ Z(B)) \ Z(v1, v2) it holds that ∏Tr∈Tj Tr(α) = 0,
then, as Z(B) \ Z(v1, v2) is open in Z(B), we get that Z(B) ⊆ Z(∏Tr∈Tj Tr). Conse-
quently, ∏Tr∈Tj Tr ∈ 〈B〉, and, as 〈B〉 is prime (since B is irreducible), there must be some
Tr′ ∈ Tj such that B|Tr′ . This contradicts the condition that our polynomial are pairwise
linearly independent. Thus, there is α ∈ Z(B) \ Z(v1, v2) such that ∏Tr∈Tj Tr(α) 6= 0.
Note that as B and the polynomials in Tj are defined only using linear forms from V, we
get that the same property holds for every point β that agrees with α on all linear forms
in V. We can therefore modify α, if needed, by changing the values of c(α) and d(α) (if
span{c, d} ∩ V 6= {0} then we modify only one of them) so that C(α) = 0. Note that
this is possible as after plugging α to the linear forms in V we get that C becomes a lin-
ear equation in c and d. This contradicts Equation (4.28). Hence, it must be the case that
Qk ⊂ C[V]2, as claimed.
We continue with the proof of Claim 4.19. Without loss of generality assume T1, T2 ⊂
span{P0, Q0,C[V′]} and that T2 6⊂ C[V′]2. Let C ∈ T3 and B ∈ T2 \ C[V′]2. By Observa-
tion 4.15 we get that ranks(B) > 2 and therefore C, B do not satisfy Theorem 1.10(iii).
If C, B satisfy Theorem 1.10(i) then there is A ∈ T1 such that C ∈ span{B, A} ⊆
span{P0, Q0,C[V′]2} as we wanted to prove. So assume that C and B satisfy Theo-
rem 1.10(ii). Hence, there are linear forms c and d such that C = βB + cd. Claim 2.15
implies that there is A ∈ T1 such that A = αB + ce for some linear form e. From pair-
wise linear independence we know that e 6= 0. Thus A − αB = ec, and in particular
ranks(A− αB) = 1. As A− αB ∈ span{Q0, P0,C[V′]2} it follows from Observation 4.15
that A − αB ∈ C[V′]2, and therefore Lin(A − αB) ⊆ V′ and thus c, e ∈ V′. The same
argument shows that d ∈ V′, and we get that C ∈ span{Q0, P0, ,C[V′]2} as claimed.
This concludes the proof of Claim 4.19.
4.3.3 Proof of Lemma 4.20
Let Ai,t ∈ Ti and Bj,r ∈ Tj be such that a˜i,t, a˜j,r satisfy the condition in the lemma. Ob-
serve that no matter whether Ai,t ∈ 〈V′〉 or Ai,t = A′i,t + ai,t(εi,tai,t + vi,t), for A′i,t ∈
span{P0, Q0,C[V′]2}, we can express Tα,V(Ai,t) as
Tα,V(Ai,t) = A′′i,t + a˜′i,t(ε
′
i,t a˜
′
i,t + δ
′
i,tz) ,
with A′′i,t ∈ span{Tα,V′(P0), Tα,V′(Q0)} and a˜′i,t ∈ span{a˜i,t, z}. Similarly we write
Tα,V′(Bj,r) = B′′ j,r + a˜′j,r(ε
′
j,r a˜
′
j,r + δ
′
j,rz). Observe that if A
′′
i,t 6= 0 then by Assumption 4.14
and the choice of Tα,V′ , it follows that ranks(Tα,V′(Ai,t)) > 2. On the other hand, if A′′i,t = 0
then ranks(Tα,V′(Ai,t)) = 1. We split the proof according to whether A′′i,t = B
′′
j,r = 0 or
not.
1. max
(
ranks (Tα,V′(Ai,t)) , ranks
(
Tα,V(Bj,r)
))
> 2:
Assume without loss of generality that ranks(Tα,V′(Ai,t)) > 2. As before we split
the proof according to which cases of Theorem 1.10 Tα,V′(Ai,t) and Tα,V′(Bj,r) satisfy.
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Note that we do not need to consider Theorem 1.10(iii) as we assume that at least
one of the polynomials has ranks higher than 2.
Case (i): There are λ, β ∈ C \ {0} and Ck,s ∈ Qk such that λTα,V(Ai,t) +
βTα,V(Bj,r) = Tα,V(Ck,s): We have that
λA′′i,t + βB
′′
j,r − C′′k,s = a˜′k,s(ε′k,s a˜′k,s + δ′k,sz)− λa˜′i,t(ε′i,t a˜′i,t + δ′i,tz)− βa˜′j,r(ε′j,r a˜′j,r + δ′j,rz) .
If λA′′i,t + βB
′′
j,r − C′′k,s 6= 0 then there is a non trivial linear combination of
Tα,V′(P0), Tα,V′(Q0) of ranks ≤ 3, in contradiction to Observation 4.15. Thus,
λA′′i,t + βB
′′
j,r − C′′k,s = 0. This implies that
a˜′k,s(ε
′
k,s a˜
′
k,s + δ
′
k,sz)− λa˜′i,t(ε′i,t a˜′i,t + δ′i,tz)− βa˜′j,r(ε′j,r a˜′j,r + δ′j,rz) = 0 .
Claim 4.29, which we state and prove next, shows that a˜′k,s ∈ span{a˜′i,t, a˜′j,r, z} \(
span{a˜′i,t, z} ∪ span{a˜′j,r, z}
)
. As a˜′k,s ∈ span{a˜k,s, z} this implies that a˜k,s ∈
span{a˜i,t, a˜j,r, z} \
(
span{a˜i,t, z} ∪ span{a˜j,r, z}
)
as we wanted to prove.
Claim 4.29. If there are linear forms c and d, and λ, β ∈ C \ {0} such that λa˜i,t(εi,t a˜i,t +
δi,tz) + βa˜j,r(ε j,r a˜j,r + δj,rz) + cd ∈ span{z2} then there are µ, η ∈ C \ {0} and ε ∈ C,
such that, without loss of generality, c = µa˜i,t + η a˜j,r + εz.
Proof. Since
λa˜i,t(εi,t a˜i,t + δi,tz) + βa˜j,r(ε j,r a˜j,r + δj,rz) + cd = δz2 , (4.30)
for some δ ∈ C, we get that cd ≡a˜j,r δz2 − λa˜i,t(εi,t a˜i,t + δi,tz). As the left hand side
cannot be zero by our assumption, it follows that c, d ∈ span{a˜i,t, a˜j,r, z}. Finally,
we note that we cannot have c, d ∈ span{a˜i,t, z} ∪ span{a˜j,r, z}. Indeed, if both be-
long to, say, span{a˜i,t, z} then we get from Equation (4.30) that a˜j,r ∈ span{a˜i,t, z}
in contradiction. If c ∈ span{a˜i,t, z} and d ∈ span{a˜j,r, z} then we get that in Equa-
tion (4.30) the term a˜i,t a˜j,r cannot be cancelled, in contradiction.
Case (ii): There are nonzero linear forms c, d such that λTα,V′(Ai,t)+ Tα,V′(Bj,r) =
cd, for some scalar λ ∈ C: We split the proof of this case to two subcases
• ranks(Tα,V′(Bj,r)) = 1: In this case we can assume λ = 0 and cd = Tα,V′(Bj,r) =
a˜′j,r(ε
′
j,r a˜
′
j,r + δ
′
j,rz). The assumption that ranks(Tα,V′(Ai,t)) ≥ 3 implies that
Tα,V′(Ai,t) is irreducible even after setting a˜′j,r = 0. It follows that if a product
of irreducible polynomials satisfies ∏s Tα,V′(Ck,s) ∈
√〈
Tα,V′(Ai,t), Tα,V′(Bj,r)
〉
then, after setting a˜′j,r = 0, some Tα,V′(Ck,s) is divisible by Tα,V′(Ai,t)|a˜′j,r=0. Thus,
there is a multiplicand that is equal to Tα,V′(Ck,s) = γTα,V′(Ai,t) + a˜′j,re for some
linear form e.
If γ = 0 then a˜′j,re = Tα,V′(Ck,s) = C
′′
k,s + a˜
′
k,s(ε
′
k,s a˜
′
k,s + δ
′
k,sz), for C
′′
k,s ∈
span{Tα,V′(P0), Tα,V′(Q0)}. From Observation 4.15 we get C′′k,s = 0. It follows
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that a˜′j,r divides both Tα,V′(Ck,s) and Tα,V′(Bj,r), in contradiction to the choice of
Tα,V′ (recall Claim 2.19).
The last case to consider is γ 6= 0. As before, Observation 4.15 implies that
C′′k,s − γA′′i,t = 0. Therefore,
a˜′k,s(ε
′
k,s a˜
′
k,s + δ
′
k,sz) = γa˜
′
i,t(ε
′
i,t a˜
′
i,t + δ
′
i,tz) + a˜
′
j,re . (4.31)
Observe that if a˜′i,t divides a˜
′
k,s(ε
′
k,s a˜
′
k,s + δ
′
k,sz) then it must also divide a˜
′
j,re and
hence a˜′i,t ∼ e. But then if we divide both sides of Equation (4.31) by a˜′i,t
then we get that a˜′j,r ∈ span{a˜′i,t, z} in contradiction. Therefore, if we consider
Equation (4.31) modulo a˜′i,t then we get that both sides are nonzero and that
a˜′k,s(ε
′
k,s a˜
′
k,s + δ
′
k,sz) ≡a˜′i,t a˜′j,re. It follows that either a˜′k,s or ε′k,s a˜′k,s + δ′k,sz is equiv-
alent to a˜′j,r, modulo a˜
′
i,t. Observe that we cannot have a˜
′
k,s = λa˜
′
j,r + ε
′z as in
this case Equation (4.31) implies that a˜′i,t ∈ span{a˜′j,r, z} in contradiction to the
choice of a˜′i,t and a˜
′
j,r. This proves that a
′
k,s satisfies the requirements of the claim.
• ranks(Tα,V′(Bj,r)) ≥ 3: In this case we must have λ 6= 0. By repeating the
argument from Case (i) we get from Claim 4.29 that, without loss of generality,
c = µa˜′i,t + η a˜
′
j,r + εz with µη 6= 0. Claim 2.15 implies the existence of Ck,s ∈ Tk
with
Tα,V′(Ck,s) = γTα,V′(Bj,r) + ce = −γλTα,V′(Ai,t) + c(e + γd) .
As before we conclude that
a˜′k,s(ε
′
k,s a˜
′
k,s + δ
′
k,sz) = γa˜
′
j,r(ε
′
j,r a˜
′
j,r + δ
′
j,rz) + (µa˜
′
i,t + η a˜
′
j,r + εz)e
= −γλa˜′i,t(ε′i,t a˜′i,t + δ′i,tz) + (µa˜′i,t + η a˜′j,r + εz)(e + γd) .
Rank arguments imply that e, (e + γd) ∈ span{a˜′i,t, a˜′j,r, z} and therefore a˜′k,s ∈
span{a˜′i,t, a˜′j,r, z} as well. We cannot have a˜′k,s ∈ span{a˜′j,r, z} or a˜′k,s ∈
span{a˜′i,t, z} since this would imply µ = 0 or η = 0, respectively, in contra-
diction.
2. ranks(Tα,V′(Ai,t)) = ranks(Tα,V′(Bj,r)) = 1:
In this case, since
〈
a˜′i,t, a˜
′
j,r
〉
is a prime ideal, we have that√〈
Tα,V′(Ai,t), Tα,V(Bj,r)
〉 ⊆ 〈a˜′i,t, a˜′j,r〉. We also know that there are
Ck1 , Ck2 , Ck3 , Ck4 ∈ Tk such that
Tα,V′(Ck1) ·Tα,V′(Ck2) ·Tα,V′(Ck3) ·Tα,V′(Ck4) ∈
√〈
Tα,V′(Ai,t), Tα,V′(Bj,r)
〉 ⊆ 〈a′i,t, a′j,r〉 .
Since
〈
a′i,t, a
′
j,r
〉
is prime it follows that, without loss of generality, Tα,V′(Ck1) ∈〈
a′i,t, a
′
j,r
〉
. As ranks(Tα,V′(Ck1)) is either 1 or greater than 2, we conclude that
ranks(Tα,V′(Ck1)) = 1. Note that it cannot be the case that Tα,V′(Ck1) ∈
〈
a′i,t
〉
∪
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〈
a′j,r
〉
, as in this case we get that Tα,V′(Ck1) and one of Tα,V′(Ai,t) and Tα,V′(Bj,r)
share a common factor, which is not a polynomial in z, in contradiction to our
choice of Tα,V′ (recall Claim 2.19). This means that there is a factor of Tα,V′(Ck1)
lying in span{a˜′i,t, a˜′j,r, z} \
(
span{a˜′i,t, z} ∪ span{a˜′j,r, z}
)
. Consequently, a˜′k,k1 ∈
span{a˜′i,t, a˜′j,r, z} \
(
span{a˜′i,t, z} ∪ span{a˜′j,r, z}
)
as we wanted to prove.
This concludes the proof of Lemma 4.20 and with it the proof of Proposition 4.17.
4.4 For some j ∈ [3], Qj 6= P (i)j ∪ P (iii)j
We now handle the case where for some j ∈ [3], there is some polynomial Q0 ∈ Qj \
P (iii)j ∪ P (i)j . This is the last case to consider in the proof of Theorem 1.6.
Assume without loss of generality that there is a polynomial Q0 ∈ Q2 \ P (iii)2 ∪ P (i)2 .
We also assume, without loss of generality, that
|Q1| = m1 ≤ m3 = |Q3| .11
Remark 4.32. To slightly simplify the notation we assume that whenever a polynomial Q ∈ ∪Tj
is equal to Q = γQ0 + ab for some 0 6= γ ∈ C, then it holds that γ = 1. As multiplying poly-
nomials in ∪Tj by nonzero constants does not affect the conditions nor conclusion of Theorem 1.6
this is indeed without loss of generality. ♦
Our proof will be based on yet another case analysis that relies on the following nota-
tion. For i ∈ [3], we denote, similarly to [PS20],
Qi = Q1i ∪Q2i
where
Q1i = {Qj ∈ Qi | Qj = Q0 + ajbj} (4.33)
and
Q˜2i = {Qj ∈ Qi | Qj = γQ0 + L, ranks(L) ≥ 2} .
Finally, we denote
Q2i = Q˜2i \ Q1i . (4.34)
Thus, in particular Q1i ∩Q2i = ∅.12
The outline of the proof of Theorem 1.6 in this case is as follows:
1. In subsubsection 4.4.1 we study the caseQ22 = ∅. The analysis again splits to several
subcases:
(a) In Lemma 4.39 we handle the case where ∀i, Q2i = ∅.
11Note that we cannot assume anything regarding the value of |Q2| = m2.
12Note that if Q2i 6= Q˜2i then ranks(Q0) ≤ 3.
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(b) In Lemma 4.40 we handle the caseQ21 = Q22 = ∅ (its analysis uses the previous
case at some point).
(c) Finally we handle the caseQ21 6= ∅ andQ22 = ∅ in Lemma 4.41. Here we prove
the existence of a constant dimensional subspace of linear forms V such that
most of the polynomials C ∈ Q13 satisfy C ∈ span{Q0,C[V]2}.
2. The next step is showing that the existence of a subspace V as in Case 1c above
implies Theorem 1.6 (regardless of whether Q22 = ∅ or not). We prove this by
showing that the sets Q2, Q1 and Q3 satisfy the conditions of Proposition 4.17. The
proof is composed of three claims - Corollary 4.48, Claim 4.49 and Claim 4.50 - each
handling a different set.
3. The last case to consider is when Q22 6= ∅ and no such special space V exists. This
is handled In subsubsection 4.4.3 where we prove Lemma 4.52. As in the previous
cases we prove that the conditions of Proposition 4.17 hold and deduce Theorem 1.6
from this. Here too we handle Q2, Q1 and Q3 in separate claims (Claims 4.53, 4.61
and 4.65, respectively).
For the reduction to Proposition 4.17 we shall construct a certain subspace V of linear
forms that will capture much of the structure of the linear forms aj and bj (as in Equa-
tion (4.33)). The way that we construct V depends on the ranks of Q0. This motivates the
following definition.
Definition 4.35. Let V be a linear space of linear forms, and let Q be a quadratic polynomial. We
define an operator VLin(V, Q) as follows:
VLin(V, Q) =
{
V, ranks(Q) ≥ 1000
V + Lin(Q), ranks(Q) < 1000
.
♦
Observe that this definition implies the following simple claim.
Claim 4.36. Let V = VLin(Lin(L), Q) for quadratics L and Q such that ranks(L) < 100. Then,
if A ∈ span{L, Q} is such that ranks(A) < 100 then Lin(A) ⊆ V.
Proof. If A is a multiple of L then there is nothing to prove. Otherwise, it follows that
ranks(Q) < 200. Hence, Lin(L), Lin(Q) ⊆ V, which implies the claim.
Another difference in the analysis when ranks(Q0) is large is that we do not need to
consider Theorem 1.10(iii) in our arguments.
Observation 4.37. Assume that ∪j∈[3]Tj satisfy the assumption in Section 4.4 with
ranks(Q0) ≥ 1000. Then, every Cj ∈ Q13 satisfies ranks(Cj) ≥ 1000 − 1 > 2 and in par-
ticular, Cj never satisfies Theorem 1.10(iii) with any other polynomial in ∪j∈[3]Tj.
We note that by our assumptions so far, namely that Q0 ∈ Q2 \ P (iii)2 ∪ P (i)2 exists and
that m1 ≤ m3, we have that
|Q13| ≥ (1− 2δ)m3 . (4.38)
Finally, a convention that we will use throughout the proof is that Ai, Bi and Ci denote
polynomials in Q1, Q2 and Q3, respectively.
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4.4.1 The case Q22 = ∅
As mentioned above we start by handling the simple case where for every i, Q2i = ∅.
Lemma 4.39. Let ∪j∈[3]Tj satisfy the assumption in Section 4.4. Assume further that for every
j ∈ [3], Q2j = ∅. Then, dim(∪j∈[3]Tj) = O(1).
Proof. In this case, for every Qi ∈ ∪j∈[3]Qj it holds that Qi = αiQ0 + aibi.
If ranks(Q0) ≥ 1000 then let P0 = 0 and V = span{0}. Proposition 4.17, when applied
to Q0, P0 and V, implies that dim(∪j∈[3]Tj) = O(1).
If ranks(Q0) < 1000 then we set V = Lin(Q0). As before, we conclude from applying
Proposition 4.17 with Q0 = 0, P0 = 0 and V, that dim(∪j∈[3]Tj) = O(1).
Next we prove that a similar conclusion holds when Q21 = Q22 = ∅.
Lemma 4.40. Let ∪j∈[3]Tj satisfy the assumption in Section 4.4. Assume further that for every
i ∈ [2], Q2i = ∅. Then dim(∪j∈[3]Tj) = O(1).
Proof. Let C ∈ Q23. Consider the possible cases of Theorem 1.10 that C and Q0 can satisfy.
Case (i): In this case there is a polynomial, A ∈ T1 such that C ∈ span{Q0, A}. From
the assumption that A ∈ T1 = Q11 ∪ L1 it follows that C ∈ Q13.
Case (ii): In this case, by definition, C ∈ Q13.
If ranks(Q0) ≥ 1000 then C and Q0 cannot satisfy Theorem 1.10(iii), and thus in this case
Q23 = ∅ and the claim follows from Lemma 4.39.
If ranks(Q0) < 1000 then we have to consider Theorem 1.10(iii) as well. Denote V =
Lin(Q0). Clearly, if C satisfies Theorem 1.10(iii) with Q0 then C ∈ 〈V〉.
Thus we obtain that Q23 ⊆ 〈V〉, and since Q1 = Q11 and Q2 = Q12 we can apply
Proposition 4.17 with Q0 = 0, P0 = 0 and V and conclude that dim(∪j∈[3]Tj) = O(1).
We next consider the case Q21 6= ∅ and Q22 = ∅. The case Q22 6= ∅ is handled in
subsubsection 4.4.3. Our goal is again to prove that the conditions of Proposition 4.17
hold here as well.
Lemma 4.41. Let ∪j∈[3]Tj satisfy the assumptions of Section 4.4. Assume further that Q22 = ∅
and Q21 6= ∅. Then there is a linear space of linear forms V˜ such that dim(V˜) ≤ 4, and for V =
VLin(V˜, Q0) it holds that there are at least (1− 3δ)m3 polynomials C ∈ Q13 ∩ span{Q0,C[V]2}.
Proof. Let A ∈ Q21. Partition the polynomials in Q13 to three sets according to which case
of Theorem 1.10 they satisfy with A:
I (i) = {Ck ∈ Q13 | A, Ck satisfy Theorem 1.10(i)}.
Similarly define I (ii), I (iii). Equation (4.38) implies that I (i) ∪ I (ii) ∪ I (iii) = Q13 6= ∅.
Claim 4.42. Under the assumptions of Lemma 4.41 there is a quadratic form L such that
ranks(L) = 2 and A = αQ0 + L. When ranks(A) = 2 we assume α = 0.
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Proof. If I (iii) 6= ∅ then by definition ranks(A) = 2 and L = A satisfies the desired
properties. If I (ii) 6= ∅ then there is 0 6= α ∈ C, a polynomial Ci ∈ Q13 and linear forms
a and b such that A = αCi + ab = αQ0 + αaibi + ab and thus L = αaibi + ab. Note that
ranks(L) 6= 1 as we assumed A ∈ Q21. If I (i) 6= ∅ then there are polynomials Ci ∈ Q13
and Bk ∈ T2 such that A = αCi + βBk with αβ 6= 0. As T2 = Q12 ∪ L2 we can denote
Bk = γkQ0 + akbk. Hence, A = (α+ βγk)Q0 + αaibi + βakbk and thus L = αaibi + βakbk.
As before we have that ranks(L) 6= 1.
Set V˜ = Lin(L) and let V = VLin(V˜, Q0).
Claim 4.43. Under our assumptions it holds that I (i), I (ii) ⊆ span{Q0,C[V]2}.
Proof. We first prove the claim for I (ii). Let Ci ∈ I (ii). There are linear forms a and b and
a constant β such that
αQ0 + L = A = βCi + ab = βQ0 + βaibi + ab .
Therefore, (α − β)Q0 + L = βaibi + ab. From the fact that A ∈ Q21 we deduce that
ranks(βaibi + ab) = 2. If ranks(Q0) ≥ 1000 then α − β = 0 and Fact 2.7 implies that
ai, bi, a, b ∈ Lin(L) = V. If ranks(Q0) < 1000 then ai, bi, a, b ∈ Lin((α − β)Q0 + L) ⊂
Lin(Q0) + Lin(L) = V.
We now consider I (i). Let Ci ∈ I (i). There is a polynomial Bk ∈ T2 = Q12 ∪ L2 such
that
αQ0 + L = A = γCi + βBk = (γ+ βγk)Q0 + γaibi + βakbk.
We again see that if ranks(Q0) ≥ 1000, then ai, bi, ak, bk ∈ Lin(L) = V and if ranks(Q0) <
1000 then ai, bi, ak, bk ∈ Lin((α− γ− βγk)Q0 + L) ⊂ Lin(Q0) + Lin(L) = V.
Note that if ranks(Q0) ≥ 1000 then I (iii) = ∅ and so Lemma 4.41 follows from
Claim 4.43.
So assume ranks(Q0) < 1000. We next show that at most δm3 of the polynomials
Ci ∈ I (iii) are not in span{Q0,C[V]2}. Note that here we have that ranks(A) = 2 and thus
we can assume that A = L.
Claim 4.44. Let Ci = Q0 + aibi ∈ Q13. If there are linear forms c and d such that Ci, L ∈ 〈c, d〉.
Then, either ai, bi ∈ V = Lin(Q0) + Lin(L) or Q0 ∈ 〈c, d〉.
Proof. Q0 is irreducible and thus ranks(Q0) ≥ 2. Since ranks(Ci) = 2 we get from
Claim 2.9 that, without loss of generality, bi = εiai + vi for some vi ∈ Lin(Q0) ⊆ V.
Therefore, Lin(Ci) ⊆ span{Lin(Q0), ai}. As Ci, L ∈ 〈c, d〉 it follows that c, d ∈ Lin(Ci) ∩
Lin(L) ⊆ span{Lin(Q0), ai}.
If ai ∈ Lin(Q0) then clearly the claim holds. So assume ai /∈ Lin(Q0).
Consider first the case where c, d ∈ Lin(Q0). As ai /∈ Lin(Q0), setting ai = 0 does not
effect Lin(Q0) and as Q0 ≡ai Ci ∈ 〈c, d〉 we conclude that Q0 ∈ 〈c, d〉.
On the other hand, if, say, c 6∈ Lin(Q0) then ai ∈ span{Lin(Q0), c} ⊆ Lin(Q0) +
Lin(L) = V, and thus ai, bi ∈ V.
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Claim 4.44 implies that if Ci ∈ I (iii) is such that Ci 6∈ span{Q0,C[V]2} then Ci and
Q0 satisfy Theorem 1.10(iii). By choice of Q0 there are at most δm3 such polynomials in
Q3. Thus, with the exception of those δm3 polynomials and possibly the (at most) 2δm3
polynomials inQ23 we get that all other polynomials Ci ∈ Q13 satisfy Ci ∈ span{Q0,C[V]2}
as claimed. This concludes the proof of Lemma 4.41.
4.4.2 A special V exists
We now show that whenever a subspace that satisfies the properties described in
Lemma 4.41 exists, the conclusion of Theorem 1.6 holds.
Lemma 4.45. Let ∪j∈[3]Tj satisfy the conditions of Section 4.4. Assume that there is a linear space
of linear forms V˜ such that dim(V˜) ≤ 100 and V = VLin(V˜, Q0) satisfies that there are more
than 0.8m3 polynomials C ∈ Q13 ∩ span{Q0,C[V]2}. Then, dim(∪j∈[3]Tj) = O(1).
As mentioned earlier, we prove Lemma 4.45 by showing that each of the sets Qi satis-
fies the conditions of Proposition 4.17, with a slightly larger subspace V′. We prove this
first for Q2, then for Q1 and finally for Q3.
Claim 4.46. Let ∪j∈[3]Tj and V be as in Lemma 4.45. Then every Bi ∈ Q2 satisfies:
1. Bi ∈ C[V]2, or
2. There is a quadratic polynomial B′i ∈ C[V]2, a linear form vi ∈ V, and a linear form ci,
such that Bi = Q0 + B′i + ci(εici + vi), or
3. At least 0.8m1 of the polynomials in Q1 are in span{Bi, Q0,C[V]2} \ span{Q0,C[V]2},
or,
4. ranks(Q0) < 1000 and Bi ∈ 〈V〉.
We stress that the case Bi ∈ 〈V〉 can happen only when ranks(Q0) < 1000.
Proof. Let
I = {Ci ∈ Q13 | Ci = Q0 + aibi with ai, bi ∈ V} .
The definition of V guarantees that |I| > 0.8m3 (recall Remark 4.32). Consider B ∈ Q2.
If there are Ci, Cj ∈ I such that Ci, B and Cj, B satisfy Theorem 1.10(ii), then there are
linear forms c, d, e and f and scalars α and β such that B = αCi + cd = βCj + e f . Hence,
(α− β)Q0 + αaibi − βajbj = e f − cd. If ranks(Q0) ≥ 1000 then we have that α = β and
{0} 6= Lin(e f − cd) ⊆ V. If ranks(Q0) < 1000 then Lin(cd − e f ) ⊆ Lin((α − β)Q0 +
αaibi − βajbj) ⊆ V. In either case, Claim 2.11 implies that span{c, d} ∩ V 6= {0} and
therefore B satisfies Case 2.
If there is Ci ∈ I such that B and Ci satisfy Theorem 1.10(iii) then by Observation 4.37
it must be the case that ranks(Q0) < 1000 and B ∈ 〈V〉 and in particular B satisfies Case 4.
Thus we are left with the case that B satisfies Theorem 1.10(i) with all but at most one
of the polynomials in I . If there is At ∈ L1 and Ci ∈ I such that At ∈ span{B, Ci} then in
particular B and Ci satisfy Theorem 1.10(ii) with c = d and we are done by the previous
case.
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If there is At ∈ Q1 and Ci, Cj ∈ I such that At ∈ span{B, Ci} ∩ span{B, Cj} then by
pairwise linear independence it follows that B ∈ span{Ci, Cj} and then either Case 2 with
ci = 0 or Case 1 hold.
The only case left is when for every Ci ∈ I (except possibly the one satisfying The-
orem 1.10(iii) with B) there is a different Ai ∈ Q1 such that Ai ∈ span{B, Ci}. As
m1 ≤ m3, it follows that B, Q0,C[V]2 span at least 0.8m1 polynomials in Q1. Thus, ei-
ther B ∈ span{Q0,C[V]}, and in particular it satisfies Case 2, or it satisfies Case 3.
Denote
J2 = {Q ∈ Q2 | Q satisfies Case 3 of Claim 4.46 and none of the other cases} . (4.47)
Fix B0 ∈ J2. Then, for every other B′ ∈ J2 there is Ai ∈ Q1 such that Ai ∈
(span{B0, Q0,C[V]2} \ span{Q0,C[V]2}) ∩ (span{B′, Q0,C[V]2} \ span{Q0,C[V]2}) and
therefore B′ ∈ span{B0, Q,C[V]2}.
Thus from now on, if J2 6= ∅ then we can assume that there is a polynomial B0 ∈ Q2
such that J2 ⊂ span{B0, Q0,C[V]2}.
Corollary 4.48. Every polynomial Bi ∈ Q2 satisfies one of the following cases:
1. Bi ∈ C[V]2, or
2. There is a quadratic polynomial B′i ∈ C[V]2, a linear form vi ∈ V, and a linear form ci,
such that Bi = Q0 + B′i + ci(εici + vi), or
3. Bi ∈ span{B0, Q0,C[V]2}, for some fixed polynomial B0 ∈ J2 (this case is possible only
when J2 6= ∅), or
4. ranks(Q0) < 1000 and Bi ∈ 〈V〉.
We next prove a similar statement for the polynomials in Q1.
Claim 4.49. Let ∪j∈[3]Tj and V be as in Lemma 4.45. Let J2 and B0 be as in Corollary 4.48.
Then, every polynomial Ai ∈ Q1 satisfies one of the following cases:
1. There is a polynomial A′i ∈ C[V]2, a linear form vi ∈ V, and a linear form ci, such that
Ai = αiQ0 + A′i + ci(εici + vi), or
2. Ai ∈ span{B0, Q0,C[V]2}, or
3. ranks(Q0) < 1000 and Ai ∈ 〈V〉.
Proof. As in the proof of Claim 4.46, let
I = {Ci ∈ Q13 | Ci = Q0 + aibi with ai, bi ∈ V} .
Again our assumption implies that |I| > 0.8m3. Let A ∈ Q1. If there are Ci, Cj ∈ I such
that Ci, A and Cj, A satisfy Theorem 1.10(ii), then we can repeat the analogous part from
the proof of Claim 4.46 and conclude that A satisfies Case 1.
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If there is Ci ∈ I such that A and Ci satisfy Theorem 1.10(iii) then by Observation 4.37
it must be the case that ranks(Q0) < 1000 and A ∈ 〈V〉 and in particular Case 3 holds.
If A, Ci satisfy Theorem 1.10(i) then there is a polynomial in Bt ∈ T2 such that A ∈
span{Ci, Bt}. If Bt ∈ L2 or Bt satisfies either Case 2 or Case 1 of Corollary 4.48 then A
satisfies Case 1 of the claim. If Bt satisfies Case 3 of Corollary 4.48 then A satisfies Case 2.
If Bt satisfies Case 4 of Corollary 4.48 then ranks(Q0) < 1000 and Case 3 holds for A.
Finally, we prove the same structure for Q3. The proof is very similar to the previ-
ous proofs except that here we cannot have Q3 as the second set from which we take
polynomials.
Claim 4.50. Let ∪j∈[3]Tj and V be as in Lemma 4.45. Let J2 and B0 be as in Corollary 4.48. Each
polynomial Ci ∈ Q3 satisfies one of the following cases:
1. There is a quadratic polynomial C′i ∈ C[V]2 and linear forms ci, di, such that Ci = αiQ0 +
C′i + cidi, or
2. Ci ∈ span{B0, Q0,C[V]2}, or
3. ranks(Q0) < 1000 and Ci ∈ 〈V〉.
Proof. Let I be as in the proof of Claim 4.46. Every polynomial in I satisfies Case 1 of
Claim 4.50. Let C ∈ Q3 \ I . If Q0, C satisfy Theorem 1.10(i) then there is Ai ∈ T1 such that
C ∈ span{Ai, Q0}. It is not hard to verify that C satisfies the same case as Ai.
If Q0, C satisfy Theorem 1.10(ii) then there are linear forms c and d such that C =
αQ0 + cd, and C satisfies Case 1. Finally, if Q0 and C satisfy Theorem 1.10(iii), then, as
before, Case 3 holds for C.
We can now prove Lemma 4.45.
Proof of Lemma 4.45. The combination of Corollary 4.48, Claim 4.49, and Claim 4.50 guar-
antees that there are Q0 and B0 (if J2 6= ∅) such that every polynomial in ∪j∈[3]Qj
is either in 〈V〉 or is of the form Q′ + ab for linear forms a and b, and a quadratic
Q′ ∈ span{Q0, B0,C[V]}2. Furthermore, if ranks(Q0) < 1000 then Lin(Q0) ⊆ V. We
next show that we can apply Proposition 4.17. For that we have to find appropriate Q0,
P0 and V that satisfy Assumption 4.14 (and the rest of the conditions of Proposition 4.17).
Consider the case ranks(Q0) ≥ 1000. In this case we have that (in the nota-
tion of Lemma 4.45) V˜ = V and in particular, dim(V) ≤ 100. If there is a lin-
ear combination αQ0 + βB0 such that ranks(αQ0 + βB0) ≤ 2 · dim(V) + 20 then set
V = V + Lin(αQ0 + βB0). It holds that dim(V) ≤ 100 + 2 · 100 + 20 ≤ 320, and
ranks(Q0) ≥ 1000 > 2 · dim(V) + 20. In this case if we let P0 = 0 then Q0, P0 and
V satisfy Assumption 4.14. If no such linear combination of small rank exists then Q0,
P0 = B0 and V satisfy Assumption 4.14.
Consider now the case ranks(Q0) ≤ 1000. If ranks(B0) ≤ 2 · dim(V) + 20 then add
Lin(B0) to V. We now get that Q0 = P0 = 0 and V satisfy the conditions of Assump-
tion 4.14. If ranks(B0) > 2 · dim(V) + 20 then we get that Q0 = 0, P0 = B0 and V satisfy
Assumption 4.14.
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Thus, in all possible case we get polynomials Q0 and P0 and a subspace V of di-
mension O(1) such that the conditions of Proposition 4.17 are satisfied. Consequently,
dim(∪j∈[3]Tj) = O(1), as claimed.
4.4.3 The case Q22 6= ∅ and no such V exists
We now handle the case where Q22 6= ∅ and there is no such vector space V. This is the
last case we needed in order to conclude the proof of Theorem 1.6.
Lemma 4.51. Let ∪j∈[3]Tj satisfy the conditions of Section 4.4. Assume further that Q22 6= ∅
and that for every linear space of linear forms V˜ such that dim(V˜) ≤ 100, when we set V =
VLin(V˜, Q0) it holds that |Q13 ∩ span{Q0,C[V]2}| ≤ 0.8m3. Then, dim(∪j∈[3]Tj) = O(1).
We prove the lemma by a reduction to Proposition 4.17. To show that the conditions
of the proposition hold we prove the next lemma, which is the main focus of this section.
Lemma 4.52. Let ∪j∈[3]Tj satisfy the conditions of Section 4.4. Assume further that Q22 6= ∅
and that for every linear space of linear forms V˜ such that dim(V˜) ≤ 100, when we set V =
VLin(V˜, Q0) it holds that |Q13 ∩ span{Q0,C[V]2}| ≤ 0.8m3.
Then, there is a polynomial T0 ∈ ∪j∈[3]Tj ∪ {0} and a linear space of linear forms, U˜, such
that dim(U˜) ≤ 100 and for U = VLin(U˜, Q0) the following holds: every Qi ∈ ∪j∈[3]Qj satisfies
one of the following statements:
1. Qi = aibi + Q′i where Q
′
i ∈ span{Q0, T0,C[U]2}, and ai, bi are linear forms.
2. ranks(Q0) ≤ 1000 and Qi ∈ 〈U〉.
Before turning to the proof of Lemma 4.52 we show how to obtain Lemma 4.51 from
it.
Proof of Lemma 4.51. We wish to show that the conditions of Proposition 4.17 are satisfied
for our set of polynomials. For this it is enough to prove that Q0, T0 and U, from the
conclusion of Lemma 4.52, satisfy Assumption 4.14.
We first consider the case ranks(Q0) ≥ 1000. If Q0, P0 = T0 and U do not sat-
isfy Assumption 4.14 then there is a nonzero linear combination αQ0 + βT0 such that
ranks(αQ0 + βT0) ≤ 2 · 100 + 20. In this case we let U = U + Lin(αQ0 + βT0). Clearly,
dim(U) ≤ 100+ 2 · 100+ 20 = 320, and ranks(Q0) ≥ 1000 > 2 · dim(U) + 20. It follows
that Q0, P0 = 0 and U satisfy Assumption 4.14 and the conditions of Proposition 4.17
hold.
If ranks(Q0) < 1000 then Lin(Q0) ⊆ U. If ranks(T0) ≤ 2 · dim(U) + 20 then add
Lin(T0) to U and the conditions of Proposition 4.17 hold for Q0 = P0 = 0 and U. If
ranks(T0) > 2 · dim(U) + 20 then we take Q0 = 0 and P0 = T0.
Consequently, dim(∪j∈[3]Tj) = O(1), as claimed.
We now turn our attention to proving Lemma 4.52. Similarly to the case where the
special subspace V exists, we prove the desired structure on one setQi at a time. We start
by proving Lemma 4.52 for Q2.
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Lemma 4.53. Let ∪j∈[3]Tj, Q22 and Q13 be as in Lemma 4.52. Then, the statement of Lemma 4.52
holds for every B ∈ Q2. Furthermore, in this case we have dim(U˜) < 100/2.
Proof. We split this proof into two cases. In the first case we assume that there is a polyno-
mial B0 ∈ Q22 such that every linear combination of B0 and Q0 is of ranks strictly greater
than 2. The second case is when no such B0 exist.
Claim 4.54. Consider the setting of Lemma 4.53. Assume further that there is B0 ∈ Q22 such that
every nonzero linear combination of B0 and Q0 is of ranks ≥ 3.
Then, the statement of Lemma 4.52 is true for every B ∈ Q2 with T0 = B0. Furthermore, in
this case we have dim(U˜) = 0.
Claim 4.55. Consider the setting of Lemma 4.53. Assume further that Q22 6= ∅ and for every
Bi ∈ Q22 there exists a linear combination of Bi and Q0 of ranks exactly 2.
Then, the statement of Lemma 4.52 is true for every B ∈ Q2 with T0 = 0. Furthermore, in
this case we have dim(U˜) ≤ 100/2.
Lemma 4.53 clearly follows from the two claims above.
We next prove Claims 4.54 and 4.55. The following notation will be used throughout
the rest of this section. For a polynomial P ∈ Q22 ∪ Q21 we define the following partition
of the polynomials in Q13, where k ∈ {1, 2} is such that P 6∈ Qk:
IP1 =
Cj ∈ Q13
∣∣∣∣∣∣∣∣
Cj, P satisfy Theorem 1.10(ii), or
Cj, P span a polynomial in Lk, or
Cj, P satisfy Theorem 1.10(i) and there is Cj 6= Ct ∈ Q13
such that Ct ∈ span{Cj, P}
 , (4.56)
IP2 =
Cj ∈ Q13
∣∣∣∣∣∣
Cj, P satisfy Theorem 1.10(i), and
there is no reducible polynomial in span{Cj, P}, and
there is no Cj 6= Ct ∈ Q13 such that Ct ∈ span{Cj, P}
 ,
IP3 =
{
Cj ∈ Q13
∣∣∣ Cj, P satisfy Theorem 1.10(iii)} .
It is clear that for every P ∈ Q2 ∪Q3 it holds that Q13 = IP1 ∪ IP2 ∪ IP3 .
Proof of Claim 4.54. To prove the claim we shall assume for a contradiction that there is
a polynomial B ∈ Q2 that does not satisfy it. We shall construct a linear space of
linear forms, V˜, such that dim(V˜) ≤ 100 and V = VLin(V˜, Q0) satisfies that |Q13 ∩
span{Q0,C[V]2}| > 0.8m3 in contradiction to the assumption of Lemma 4.52.
Let V˜1 = {0} and set V1 = VLin(V˜1, Q0). From the assumption in Lemma 4.52, we have
that |Q13 ∩ span{Q0, C[V1]2}| ≤ 0.8m3.
If every B ∈ Q2 satisfies B ∈ Q12 or, ranks(Q0) < 1000 and B ∈ 〈V1〉, then Lemma 4.52
trivially holds. Thus, from now on consider only B ∈ Q22 that does not satisfy the claim.
We show that the existence of this B leads to a contradiction.
Consider the partition defined in Equation (4.56) for B. We first analyze IB1 ∪IB3 before
proving the claim for B. If IB1 ∪ IB3 6= ∅ then there is a polynomial L ∈ span{Q0, B} such
that ranks(L) ≤ 2. Since B does not satisfy the claim it must holds that ranks(L) = 2. Set
V˜2 = V˜1 + Lin(L) and set V2 = VLin(V˜2, Q0).
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Claim 4.57. We have that
IB1 ∪ IB3 ⊂ span{Q0,C[V2]2} .
Proof. Let Cj = Q0 + ajbj ∈ IB1 (recall Equation 4.33). By definition of IB1 it follows
that there is a nontrivial linear combination of B and Q0 that is equal to ajbj + ab for
some linear forms a and b. From Claim 4.36 it follows that aj, bj ∈ V2 and hence Cj ∈
span{Q0,C[V2]2}.
We now turn to IB3 . Observation 4.37 implies that if ranks(Q0) ≥ 1000 then IB3 = ∅ so
we only have to consider the case where ranks(Q0) < 1000. In particular, Lin(Q0) ⊆ V1.
Let Cj ∈ IB3 . Let c and d be linear forms such that B, Cj ∈ 〈c, d〉. Thus, c, d ∈ Lin(B) ⊆ V2.
The conclusion of Claim 4.44 (when applied to Q0, Cj = Q0 + ajbj, B, c and d) combined
with our assumption that B /∈ 〈V1〉 implies that aj, bj ∈ Lin(Q0) + Lin(B) ⊆ V2.
By our construction we have that dim(V˜2) ≤ 4 < 100. As we just proved that IB1 ∪
IB3 ⊂ span{Q0,C[V2]2}, the assumption in Lemma 4.52 implies that n1 := |IB1 + IB3 | ≤
0.8m3. Denote n2 := |IB2 | = |Q13| − n1.
Our assumption that every nonzero linear combination of Q0 and B0 is of ranks ≥ 3
imply that B0 can only satisfy Case (i) of Theorem 1.10 with polynomials in Q13. For ev-
ery Ck ∈ Q13 pick exactly one polynomial Ak ∈ span{B0, Ck} ∩ Q1 and let AB0 ⊂ Q1 be
the set containing all these polynomials. Note that by our assumptions, each such Ak
can be associated with at most one such Ck (as otherwise B0 and Q0 will have a nonzero
linear combination whose ranks is at most 2). Hence, there is a natural one-to-one corre-
spondence piB0 : Q13 → AB0 . As |Q13| ≥ (1− 2δ)m3 (recall Equation (4.38)) we get that|AB0 | ≥ (1− 2δ)m3.
A similar argument shows that there are at least n2 polynomials in Q1 that are of the
form Aj = αjB + β jCj for some Cj ∈ IB2 . We similarly define the set AB containing such
polynomials, where for every Cj ∈ IB2 we pick exactly one polynomial Aj ∈ span{B, Cj}.
The definition of the set IB2 implies that each Aj is associated with at most one Cj. Let
piB : IB2 → AB be the natural one-to-one correspondence between the sets.
As m1 ≤ m3 we get that |AB ∩ AB0 | ≥ n2 − 2δm3 ≥ (0.2− 4δ)m3 > 0. In particular,
AB ∩AB0 6= ∅.
Let V˜′3 be the linear space guaranteed by Claim 2.14 for B0, Q0 and r = 4. Recall that
V˜′3 has the property that if P ∈ span{B0, Q0} is such that ranks(P) ≤ 4 then Lin(P) ⊆ V˜′3.
Set V˜3 = V˜2 + V˜′3 and V3 = VLin(V˜3, Q0). From Claim 2.14 we get that dim(V˜′3) ≤ 32, and
thus dim(V˜3) ≤ 36 < 100.
Let A ∈ AB ∩ AB0 . Without loss of generality we can assume, from the definition
of AB ∩ AB0 , that A can be represented as both A = α1B0 + β1C1 and A = B + β2C2.
Therefore:
B = A− β2C2 = α1B0 + β1C1 − β2C2 = α1B0 + (β1 − β2)Q0 + β1a1b1 − β2a2b2. (4.58)
If ranks(β1a1b1 − β2a2b2) = 1 then the claim holds for B. Thus, assume that
ranks(β1a1b1 − β2a2b2) = 2. Let V˜4 = V˜3 + span{a1, b1, a2, b2} and V4 = VLin(V˜4, Q0). We
are now done with preparations and ready to prove that B does satisfy the claim. Specifi-
cally, we prove that if B is not of the form αB0 + βQ0 + B˜, for some polynomial B˜ such that
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ranks(B˜) = 1, then at least n2 − 2δm3 of the polynomials in IB2 (those in pi−1B (AB ∩AB0))
belong to span{Q0,C[V4]2}. This implies that
| span{Q0,C[V4]2} ∩Q13| ≥ |IB1 ∪ IB3 |+ |pi−1B (AB ∩AB0)|
≥ n1 + n2 − 2δm3 ≥ (1− 4δ)m3 > 0.8m3
in contradiction to the assumption in Lemma 4.52 that such V˜4 does not exist.
Let Aj ∈ AB ∩AB0 . As before, there is Ck = Q0 + akbk ∈ IB2 and Ct = Q0 + atbt ∈ Q13
such that Aj = αtB0 + βtCt = B + βkCk. Hence,
B = αtB0 + (βt − βk)Q0 + βtatbt − βkakbk . (4.59)
As before, we can assume that ranks(βtatbt − βkakbk) = 2. Combining Equations (4.58)
and (4.59) we get
α1B0 + (β1 − β2)Q0 + β1a1b1 − β2a2b2 = B = αtB0 + (βt − βk)Q0 + βtatbt − βkakbk.
Hence,
(α1 − αt)B0 + (β1 − β2 − βt + βk)Q0 = βtatbt − βkakbk − β1a1b1 + β2a2b2.
Since
ranks((α1− αt)B0+(β1− β2− βt + βk)Q0) = ranks(βtatbt− βkakbk− β1a1b1+ β2a2b2) ≤ 4 ,
Claim 2.14 implies that Lin((α1 − αt)B0 + (β1 − β2 − βt + βk)Q0) ⊆ V˜3 ⊆ V4. As
a1, b1, a2, b2 ∈ V˜4, we get that
Lin(βtatbt− βkakbk) = Lin((α1− αt)B0 + (β1− β2− βt + βk)Q0 + β1a1b1− β2a2b2) ⊆ V4 .
Since ranks(βtatbt − βkakbk) = 2 we conclude that ak, bk, at, bt ∈ V4 and in particular that
Ck = Q0 + akbk ∈ span{Q0,C[V4]2}.
As there are at least n2 − 2δm3 different such Aj ∈ AB ∩ AB0 , we conclude that
|pi−1B (AB ∩ AB0)| ≥ n2 − 2δm3, which leads to the desired contradiction. This completes
the proof of Claim 4.54.
We next handle the case that such B0 does not exist.
Proof of Claim 4.55. Set V˜0 = span{0} and V0 = VLin(V˜0, Q0). The claim clearly holds for
polynomials in Q12 ∪ 〈V0〉.
We now describe an iterative process for constructing a linear space U˜ that will satisfy
the requirements of the claim.
Let B1 ∈ Q22 \ 〈V0〉. By definition of Q22 and the assumption in the claim we have
B1 = γ1Q0 + L1, where ranks(L) = 2. Set V˜1 = Lin(L1) and V1 = V0 + V˜1. As in the proof
of Claim 4.54, we consider the partition Q13 = IB11 ∪ IB12 ∪ IB13 and conclude that IB11 ∪
IB13 ⊂ span{Q0,C[V1]2}. Consequently, nB11 := |IB11 ∪ IB13 | ≤ 0.8m3 and nB12 := |IB12 | =
|Q13| − nB11 . As before, the assumption in Lemma 4.52 implies that nB12 > (0.2− 2δ)m3.
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As in the proof of Claim 4.54, it is not hard to see that B1 satisfies Case (i) of The-
orem 1.10 with every C ∈ IB12 . Furthermore, if A ∈ span{B1, C} ∩ span{B1, C′}, for
C, C′ ∈ IB12 , then C = C′. Thus, we can find a set AB1 ⊆ Q1 of size |AB1 | = |IB12 | such
that for every C ∈ IB12 we have span{B1, C} ∩ AB1 6= ∅. As before, there is a natural
one-to-one correspondence piB1 : IB12 → AB1 .
Assume that we already found B1, . . . , Bi−1 and constructed V˜1, . . . , V˜i−1, for i ≥ 2.
Denote Vi−1 = V0 + V˜1 + . . .+ V˜i−1. Consider a polynomial, Bi ∈ Q22 \ 〈V0〉 such that Bi is
not of the form Bi = B′i + aibi, where B
′
i ∈ span{Q0,C[Vi−1]2}. If no such Bi exists thenQ22
satisfies Lemma 4.52 with U˜ = V˜1 + . . . + V˜i−1. As we shall soon see, dim(U˜) < 100/2.
This is clearly the case for i = 2.
As before denote Bi = γiQ0 + Li with ranks(Li) = 2, and set V˜i = Lin(Li) and Vi =
V˜i + Vi−1. Consider the partition Q13 = IBi1 ∪ IBi2 ∪ IBi3 , and, as above, define the set
ABi ⊆ Q1 and denote by piBi : IBi2 → ABi the natural bijection. We again conclude that
nBi1 = |IBi1 ∪ IBi3 | ≤ 0.8m3 and that nBi2 = |ABi | = |IBi2 | = |Q13| − nBi1 . The next claim
shows that ABi is far from being contained in ∪`≤i−1AB` .
Claim 4.60. For i < 10, if the process reached step i then ABi \ ∪`≤i−1AB` ≥ (0.2− 2δ)m3.
Proof. Consider Aj ∈ ABi ∩ (∪`≤i−1AB`). Assume Aj ∈ AB` , for 1 ≤ ` ≤ i− 1. Denote,
without loss of generality, Aj = αtB`+ βtCt = Bi + βkCk for Ct ∈ IB`2 and Ck ∈ IBi2 . Using
the notation of Equation (4.33) we get
γiQ0 + Li = Bi = αtB` + βtCt − βkCk = (αt + βt − βk)Q0 + αtL` + βtatbt − βkakbk.
In particular, ranks(βtatbt − αkakbk) = 2, from the choice of Bi (as L` ∈ C[Vi−1]2).
If ranks(Q0) ≥ 1000 then γi − (αt + βt − βk) = 0 and Li − αtL` = βtatbt − βkakbk,
implying at, bt, ak, bk ∈ Vi.
If ranks(Q0) ≤ 1000 then Lin(Q0) = V0 ⊆ Vi and it again follows that at, bt, ak, bk ∈ Vi.
Thus, in either case at, bt, ak, bk ∈ Vi.
To conclude, we just proved that every C ∈ IBi2 , such that piBi(C) ∈ ABi ∩ (∪`≤i−1AB`),
satisfies C ∈ span{Q0,C[Vi]2}. Therefore, IBi1 ∪ IBi3 ∪ pi−1Bi (ABi ∩ ∪`≤i−1AB`) ⊆
span{Q0,C[Vi]2}. As Vi = VLin
(
∑ij=1 V˜j, Q0
)
and dim
(
∑ij=1 V˜j
)
≤ 4i < 40, the as-
sumption in Lemma 4.52 implies that |IBi1 ∪ IBi3 ∪ pi−1Bi (ABi ∩ (∪`≤i−1AB`))| ≤ 0.8m3.
Denote D1 = pi−1Bi (ABi ∩ (∪`≤i−1AB`)) and D2 = pi−1Bi (ABi \ (∪`≤i−1AB`)). Clearly
D1 ∪D2 = IBi2 and we have proved that |D1 ∪ IBi1 ∪ IBi3 | ≤ 0.8m3. Since |D2 ∪D1 ∪ IBi1 ∪
IBi3 | = |Q13| ≥ (1− 2δ)m3 we conclude that |ABi \ ∪k≤i−1ABk | = |D2| ≥ (0.2− 2δ)m3, as
claimed.
It follows from the claim that by adding Lin(Li) to Vi−1 we covered at least (0.2 −
2δ)m3 new polynomials in Q1. That is, there are at least (0.2− 2δ)m3 more polynomials
in ∪`≤iAB` compared to ∪`≤i−1AB` . Therefore, | ∪`≤i AB` | ≥ (0.2− 2δ) · i ·m3 ≥ (0.2−
2δ) · i ·m1. This implies that the process can run for at most 5 steps (as 12δ < 0.2).
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When the process terminates we get a subspace U˜ =
(
∑ij=1 V˜j
)
such that every Bj
satisfies Lemma 4.52 with U = VLin(U˜, Q0). Furthermore, as each dim(V˜j) ≤ 4 it holds
that dim(U˜) ≤ 20 < 100/2, as claimed.
This also completes the proof of Lemma 4.53. We now prove that Lemma 4.52 holds
for Q1.
Claim 4.61. Let ∪j∈[3]Tj, Q22 and Q13 be as in Lemma 4.52. Then, the statement of Lemma 4.52
holds for every A ∈ Q1.
Proof. Lemma 4.53 guarantees the existence of a space of linear forms U˜, such that
dim(U˜) < 100/2 and for U = VLin(U˜, Q0), all the polynomials in Q2 are either of the
form Bj = B′j + ajbj for Bj ∈ span{Q0, B0,C[U]2} or, when ranks(Q0) ≤ 1000, they can
also satisfy Bj ∈ 〈U〉.
Let V˜0 = U˜ and set V0 = VLin(V˜0, Q0) = U. The claim holds for polynomials in Q11,
and, if ranks(Q0) < 1000, then for polynomials that are in 〈V0〉 as well.
As in the proof of Claim 4.54 we shall assume for a contradiction that there is a poly-
nomial A ∈ Q1 that does not satisfy it. We shall construct a linear space of linear forms,
V˜, such that dim(V˜) ≤ 100 and V = VLin(V˜, Q0) satisfies that |Q13 ∩ span{Q0,C[V]2}| >
0.8m3 in contradiction to the assumption of Lemma 4.52. As before, the construction of V
we depend on whether ranks(Q0) ≤ 1000 or not.
So assume towards a contradiction that there exists A ∈ Q1 that does not satisfy the
conclusion of the claim. Similarly to the proof of Lemma 4.53, consider the partition
Q13 = IA1 ∪ IA2 ∪ IA3 . If IA1 ∪ IA3 6= ∅ then there is a polynomial L ∈ span{Q0, A} such
that ranks(L) = 2. In this case we set V˜1 = U˜ + Lin(L) and V1 = VLin(V˜1, Q0). Thus,
dim(V˜1) < 100/2 + 4. By the same arguments as in the proof of Claim 4.57, we deduce
that IA1 ∪ IA3 ⊂ span{Q0,C[V1]2}.
If ranks(Q0) ≤ 1000 then we need to be more careful and consider the case where there
are linear forms c and d, and a polynomial A′ ∈ 〈U〉, such that A = A′ + cd. In this case
we set V˜2 = V˜1 + span{c, d} and V2 = VLin(V˜2, Q0). Our assumption that A /∈ 〈V0〉 = 〈U〉
implies that c, d /∈ U. Observe that if A = A′′ + e f is another such representation of A
then cd− e f ∈ 〈U〉 and Claim 2.11 implies that span{c, d}+U = span{e, f }+U, and in
particular, V2 is well defined, regardless of which representation we chose.
If ranks(Q0) > 1000 or there are no such c, d and A′ then we let V˜2 = V˜1 and V2 = V1.
In either case we have that dim(V˜2) ≤ 100/2+ 6.
It is not hard to see that A satisfies Case (i) of Theorem 1.10 with every C ∈ IA2 .
Furthermore, if there is a polynomial B ∈ Q2, such that B ∈ span{A, C} ∩ span{A, C′},
for some C, C′ ∈ IA2 , then C = C′. Hence, there is a set BA ⊆ Q2, of size |BA| = |IA2 |, such
that every C ∈ IA2 satisfies span{A, C} ∩ BA 6= ∅. As before, there is a natural one-to-one
correspondence piA : IA2 → BA.
We now analyze the structure of IA2 based on which case of Lemma 4.52 polynomials
in BA satisfy (as we proved Lemma 4.53 we know they satisfy Lemma 4.52).
We first consider the case ranks(Q0) ≤ 1000 (and in particular, Lin(Q0) ⊆ U) and
denote with BAU := BA ∩ 〈U〉 the set of all polynomials in BA that satisfy Case 2 of
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Lemma 4.52. Next we show that pi−1A (BAU) ⊆ span{Q0,C[V2]2}. Let C ∈ IA2 be such
that B := piA(C) ∈ BAU . Denote C = Q0 + c1c2 and B = αA + βC. Then,
B = αA + βC = αA + βQ0 + βc1c2 ∈ 〈U〉 .
As Lin(Q0) ⊆ U, it follows that A′′ := αA + βc1c2 ∈ 〈U〉. By definition of V2, and as V2
is well defined, it follows that c1, c2 ∈ V2 and thus C ∈ span{Q0,C[V2]2}, as we wanted
to prove. Moreover, from the fact that V1 ⊆ V2, we conclude that pi−1A (BAU) ∪ IA1 ∪ IA3 ⊆
span{Q0,C[V2]2}. Hence, as dim(V˜2) < 100, the assumption of Claim 4.61 implies that
|pi−1A (BAU) ∪ IA1 ∪ IA3 | ≤ 0.8m3 < |Q13|.
We next consider polynomials in BA satisfying Case 1 of Lemma 4.52. Let C ∈ IA2 \
pi−1A (BAU). Let piA(C) = B. Then B satisfies Case 1 of Lemma 4.52 and, by definition,
there are linear forms b1 and b2, and a polynomial B′ ∈ span{Q0, T0,C[U]2} (T0 is as in
Lemma 4.52, which we know holds forQ2), such that B = B′+ b1b2. Denote, without loss
of generality, B = A + βC, and C = Q0 + c1c2 (this holds as C ∈ Q13). We have that
A = B− βC = (B′ − βQ0) + b1b2 − βc1c2. (4.62)
Since B′ − β1Q0 ∈ span{Q0, T0,C[U]2} and we assumed that A does not satisfy the con-
clusion of the claim, we conclude that ranks(b1b2 − βc1c2) = 2.
Set V˜3 = V˜2 + span{b1, b2, c1, c2}. Clearly, dim(V˜3) ≤ dim(V˜2) + 4 < 100/2+ 10.
If T0 6= 0 then let V′ be the linear space guaranteed by Claim 2.13 for T0, Q0, U and
r = 4. Set V˜ = V′+ V˜3. From the bound in Claim 2.13 we get that dim(V′) ≤ 32, and thus
dim(V˜) < 100/2+ 42 < 100. Set V = VLin(V˜, Q0). If T0 = 0 then we let V = VLin(V˜3, Q0).
We next show that Q13 ⊆ span{Q0,C[V]2} in contradiction to the assumption in
Lemma 4.52. As V2 ⊆ V, it suffices to show that IA2 \ pi−1A (BAU) ⊆ span{Q0,C[V]2}.
Let C1 ∈ IA2 \pi−1A (BAU). As before we denote C1 = Q0 + d1d2 and let B1 = piA(C1). By
Lemma 4.53, there are linear forms e1 and e2, and a polynomial B′1 ∈ span{Q0, T0,C[U]2},
such that B1 = B′1 + e1e2. Also denote, without loss of generality, B1 = A+ β1C1. We have
that,
A = B1 − β1C1 = B′1 + e1e2 − β1(Q0 + d1d2) = (B′1 − β1Q0) + e1e2 − β1d1d2 .
As before, since A does not satisfy the conclusion of the claim, it follows that ranks(e1e2−
β1d1d2) = 2. Combining with Equation 4.62, we obtain that
(B′ − βQ0) + b1b2 − βc1c2 = A = (B′1 − β1Q0) + e1e2 − β1d1d2,
and therefore,
(B′ − B′1 + β1Q0 − βQ0) = e1e2 − β1d1d2 − (b1b2 − βc1c2) . (4.63)
Accordingly, ranks(B′ − B′1 + β1Q0 − βQ0) ≤ 4. We next show that d1, d2 ∈ V, which
implies C1 ∈ span{Q0,C[V]2}, as we wanted to prove. For this we first prove that
Lin(B′ − B′1 + β1Q0 − βQ0) ⊆ V.
Recall that in the case where T0 6= 0 we defined a subspace V′ ⊆ V using Claim 2.13.
As B′ − B′1 + β1Q0 − βQ0 ∈ span{Q0, T0,C[U]2}, it follows that Lin(B′ − B′1 + β1Q0 −
βQ0) ⊆ V′ ⊆ V.
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If T0 = 0 then we consider two cases based on ranks(Q0). If ranks(Q0) > 1000 then,
as B′, B′1 ∈ span{Q0,C[U]2}, Equation (4.63) implies that that B′ − B′1 + β1Q0 − βQ0 ∈
C[U]2 ⊆ C[V]2. Finally, if T0 = 0 and ranks(Q0) ≤ 1000, then Lin(Q0) ⊆ V and thus
Lin(B′ − B′1 + β1Q0 − βQ0) ⊆ V. To conclude, in all possible cases it holds that
Lin(B′ − B′1 + β1Q0 − βQ0) ⊆ V . (4.64)
As b1, b2, c1, c2 ∈ V, Equations 4.63 and 4.64 imply that
e1e2 − β1d1d2 = (B′ − B′1 + β1Q0 − βQ0) + (b1b2 − βc1c2) ∈ C[V]2 .
As ranks(e1e2 − β1d1d2) = 2, we conclude that d1, d2 ∈ V. In particular, this proves that
C1 ∈ span{Q0,C[V]2}, as we wanted to show. This completes the proof of Claim 4.61.
So far we proved that Q1 and Q2 satisfy Lemma 4.52 and we now show it for Q3.
This will conclude the proof of Lemma 4.52 and with it the last case left in the proof of
Theorem 1.6.
Claim 4.65. Let ∪j∈[3]Tj, Q22 and Q13 be as in Lemma 4.52. Then, the statement of Lemma 4.52
holds for every C ∈ Q3.
Proof. From Lemma 4.53 and Claim 4.61, there is a linear space of linear forms, U such
that the statement of Lemma 4.52 holds forQ2 andQ1. Let C ∈ Q3. It is not hard to verify
that no matter which case of Theorem 1.10 C and Q0 satisfy, C has the form stated in the
claim.
Proof of Lemma 4.52. The lemma follows immediately from Lemma 4.53, Claim 4.61, and
Claim 4.65.
This concludes the proof of Theorem 1.6.
5 Missing proofs from Section 3
We first give the proof of Theorem 3.7. The proof follows the lines of the proof in [EK66].
We shall use the following notation.
Definition 5.1. For two points p1 6= p2 ∈ Cn we denote by Line(p1, p2) the set of points on the
unique line that passes though p1 and p2. Similarly, for three non colinear points p1 6= p2 6=
p3 ∈ Cn we denote by Plane(p1, p2, p3) = Plane(Line(p1, p2), p3) the set of points on the
unique plane determined by p1, p2 and p3. ♦
For the proof of Theorem 3.7 we require the following simple corollary of the
Sylvester-Gallai theorem.
Lemma 5.2. Let {`1, . . . , `k} be a set of lines, passing through the same point p, that are not all
on the same plane. Then, there is a plane that contains exactly two of the lines.
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Proof. Let H be an hyperplane in general position. I.e. H does not contain p and every
line from `1, . . . , `k intersects H at a single point, which we denote pi = H ∩ `i. By our
assumption the points {pi}k1 are not colinear. Thus, by the Sylvester-Gallai theorem, there
is an ordinary line that passes through exactly two of the points, without loss of generality
p1 and p2. It follows that the plane through `1, `2 does not contain any other line.
Proof of Theorem 3.7. Assume towards a contradiction that the dimension of ∪i∈[k]Si is at
least 4. Without loss of generality, let p1 ∈ S1 and p2 ∈ S2 be such that p1 6= p2. For
every p ∈ ∪i∈[k]Si \ Line(p1, p2) let Hp = Plane(p, Line(p1, p2)). By the assumption in
the statement of the theorem, the set Hp \ Line(p1, p2) contains points from at least two
different sets.
By the assumption on the dimension of ∪i∈[k]Si and Lemma 5.2 it follows that there
is an affine subspace of dimension 3, Γ, such that Γ contains exactly two of the planes
in {Hp} (indeed, we can achieve this by applying the lemma on the intersection of the
planes with an hyperplane in general position). Denote these planes by H1 and H2. Thus,
Γ ∩ (∪i∈[k]Si) ⊂ H1 ∪ H2.
Let p ∈ H1 \ Line(p1, p2) and p′ ∈ H2 \ Line(p1, p2) be such that p and p′ are from
different sets. Such points exist as each set Hp \ Line(p1, p2) contains points from two
different sets. Observe that Line(p, p′) ⊂ Γ but Line(p, p′) ∩ H1 = p and Line(p, p′) ∩
H2 = p′ and thus Line(p, p′) does not contain a third point different from p and p′, in
contradiction to our assumption on S1, . . . ,Sk.
Next we prove Theorem 3.9. The proof is almost identical to the proof of Theorem 1.9
in [Shp19].
In this proof we use following version of Chernoff bound. See e.g. Theorem 4.5 in
[MU05].
Theorem 5.3 (Chernoff bound). Suppose X1, . . . , Xn are independent indicator random vari-
ables. Let µ = E[Xi] be the expectation of Xi. Then,
Pr
[
n
∑
i=1
Xi <
1
2
nµ
]
< exp(−1
8
nµ).
Proof of Theorem 3.9. Denote |Ti| = mi. Assume w.l.o.g. that |T1| ≥ |T2| ≥ |T3|. The proof
distinguishes two cases. The first is when |T3| is not too small and the second case is when
it is much smaller than the largest set.
1. Case m3 > m1/31 :
Let T ′1 ⊂ T1 be a random subset, where each element is sampled with probability
m2/m1 = |T2|/|T1|. By the Chernoff bound (Theorem 5.3) we get that, w.h.p., the
size of the set is at most, say, 2m2. Further, the Chernoff bound also implies that
for every p ∈ T2 there are at least (δ/2) ·m2 points in T ′1 that together with p span
a point in T3. Similarly, for every p ∈ T3 there are at least (δ/2) · m2 points in T ′1
that together with p span a point in T2. Clearly, we also have that for every point
p ∈ T ′1 there are δm2 points in T2 that together with p span a point in T3. Thus,
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the set T ′1 ∪ T2 ∪ T3 is a (δ/8)-SG configuration and hence has dimension O(1/δ) by
Theorem 3.5.
Let V be a subspace of dimension O(1/δ) containing all these points. Note that in
particular, T2, T3 ⊂ V. As every point p ∈ T1 is a linear combination of points in
T2 ∪ T3 it follows that the whole set has dimension O(1/δ).
2. Case m3 ≤ m1/31 :
In this case we may not be able to use the sampling approach from earlier as m2 can
be too small and the Chernoff argument from above will not hold.
We say that a point p1 ∈ T1 is a neighbor of a point p ∈ T2 ∪ T3 if the space spaned
by p and p1 intersects the third set. Denote with Γ1(p) the neighborhood of a point
p ∈ T2 ∪ T3 in T1.
Every two points p ∈ T2 and q ∈ T3 define a two-dimensional space that we denote
V(p, q) = span{p, q}.13
Fix p ∈ T2 and consider those spaces V(p, q) that contain points from T1. Clearly
there are at most |T3| such spaces. Any two different subspaces V(p, q1) and V(p, q2)
have intersection of dimension 1 (it is span{p}) and by the assumption in the the-
orem the union ∪q∈T3V(p, q) covers at least δm1 points of T1. Indeed, δm1 points
q1 ∈ T1 span a point in T3 together with p. As our points are pairwise independent,
it is not hard to see that if q3 ∈ span{p, q1} then q1 ∈ span{p, q3} = V(p, q3)
For each subspace V(p, q) consider the set V(p, q)1 = V(p, q) ∩ T1.
Claim 5.4. Any two such spaces V(p, q1) and V(p, q2) satisfy that either V(p, q1)1 =
V(p, q2)1 or V(p, q1)1 ∩V(p, q2)1 = ∅.
Proof. If there was a point p′ ∈ V(p, q1)1 ∩V(p, q2)1 then both V(p, q1) and V(p, q2)
would contain p, p′ and as p and p′ are linearly independent (since they belong to
Ti’s they are not the same point) we get that span{p, p′} = V(p, q1) = V(p, q2). In
particular, V(p, q1)1 = V(p, q2)1.
As a conclusion we see that at most 100/δ2 different spaces {V(p, q)}q have inter-
section of size at least δ2/100 · m1 with T1. Let I contain p and a point from each
of the sets {V(p, q)1} that have size at least δ2/100 · m1. Clearly |I| = O(1/δ2).
We now repeat the following process. As long as T2 6⊂ span{I} we pick a
point p′ ∈ T2 \ span{I} and add it to I along with a point from every large
set V(p′, q)1. I.e., we add a point, different from p′, from each subset satisfying
|V(p′, q)1| ≥ δ2/100 ·m1. We repeat this process until no such p′ exists.
We next show that this process must terminate after O(1/δ) steps and that at the end
|I| = O(1/δ3). To show that the process terminates quickly we prove that if pk ∈ T2
is the point that was picked at the k’th step then |Γ1(pk) \ ∪i∈[k−1]Γ1(pi)| ≥ (δ/2)m1.
Thus, every step covers at least δ/2 fraction of new points in T1 and thus the process
must end after at most O(1/δ) steps.
13We can assume without loss of generality that 0 is not one of our points.
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Claim 5.5. Let pi ∈ T2, for i ∈ [k− 1] be the point picked at the ith step. If the intersection
of V(pk, q)1 with V(pi, q′)1, for any q, q′ ∈ T3, has size larger than 1 then V(pk, q) =
V(pi, q′) (and in particular, V(pk, q)1 = V(pi, q′)1) and |V(pk, q)1| ≤ δ2/100 ·m1.
Moreover, if there is another pair of points q′′, q′′′ ∈ T 3 satisfying |V(pk, q′′)1 ∩
V(pi, q′′′)1| > 1 then it must be the case that V(pi, q′) = V(pi, q′′′).
Proof. If the intersection of V(pk, q)1 with V(pi, q′)1 has size at least 2 then by an
argument similar to the proof of Claim 5.4 we would get that V(pk, q) = V(pi, q′).
To see that in this case the size of V(pi, q′)1 is not too large we note that by our pro-
cess, if |V(pi, q′)1| ≥ δ2/100 ·m1 then I contains at least two points from V(pi, q′)1.
Hence, pk ∈ V(pi, q′) ⊂ span{I} in contradiction to the choice of pk.
To prove the moreover part we note that in the case of large intersection, since
V(pk, q) = V(pi, q′), we have that pk, pi ∈ V(pi, q′). If there was another pair
(q′′, q′′′) so that |V(pk, q′′)1 ∩ V(pi, q′′′)1| > 1 then we would similarly get that
pk, pi ∈ V(pi, q′′′). By pairwise linear independence of the points in our sets this
implies that V(pi, q′) = V(pi, q′′′).
Corollary 5.6. Let i ∈ [k− 1] then
|Γ1(pk) ∩ Γ1(pi)| ≤ δ2/100 ·m1 + m23.
Proof. The proof follows immediately from Claim 5.5. Indeed, the claim assures
that there is at most one subspace V(pk, q) that has intersection of size larger than 1
with any V(pi, q′)1 (and that there is at most one such subspace V(pi, q′)) and that
whenever the intersection size is larger than 1 it is upper bounded by δ2/100 · m1.
As there are at most m23 pairs (q, q
′) ∈ T 23 the claim follows.
The corollary implies that
|Γ1(pk) ∩
(
∪i∈[k−1]Γ1(pi)
)
| ≤ k((δ2/100)m1 + m23) < (δ/2) ·m1,
where the last inequality holds for, say, k < 10/δ.14 As |Γ1(pk)| ≥ δ ·m1, for each k,
it follows that after k < 10/δ steps
| ∪i∈[k] Γ1(pi)| > k(δ/2)m1.
In particular, the process must end after at most 2/δ steps.
As each steps adds to I at most O(1/δ2) vectors, at the end we have that |I| =
O(1/δ3) and every p ∈ T2 is in the span of I .
Now that we have proved that T2 has small dimension we conclude as follows.
We find a maximal subset of T3 whose neighborhoods inside T1 are disjoint. As
each neighborhood has size at least δ · m1 it follows there the size of the subset is
at most O(1/δ). We add those O(1/δ) points to I and let V = span{I}. Clearly
dim(V) = O(1/δ3).
14It is here that we use the fact that we are in the case m3 ≤ m1/31 .
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Claim 5.7. ∪iTi ⊂ V.
Proof. We first note that if p ∈ T1 is in the neighborhood of some p′ ∈ I ∩ T3 then
p ∈ V. Indeed, the subspace spanned by p′ and p intersects T2. I.e. there is q ∈ T2
that is equal to αp + βp′, where from pairwise independence both α 6= 0 and β 6= 0.
As both p′ ∈ V and T2 ⊂ V we get that p ∈ V as well.
We now have that the neighborhood of every p ∈ T3 \ I intersects the neighborhood
of some p′ ∈ I ∩ T3. Thus, there is some point q ∈ T1 that is in V (by the argument
above as it is a neighbor of p′) and is also a neighbor of p. It follows that also p ∈ V
as the subspace spanned by q and p contains some point in T2 and both {q}, T2 ⊂ V
(and we use pairwise independence again). Hence all the points in T3 are in V. As
T2 ∪ T3 ⊂ V it follows that also T1 ⊂ V.
This concludes the proof of the case m3 ≤ m1/31 .
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