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PUBLICATION THESIS OPTION 
 This thesis consists of the following article which has been submitted for 
publication as follows: 





This paper deals with the automation of the detection of the cervical cancer 
through histology images. This process is divided into two parts, corresponding to 
segmentation and data fusion. The segmentation and classification of the cervical 
epithelium images is done using hybrid image processing techniques. The digitized 
histology images provided have a pre-cervical cancer condition called cervical 
intraepithelial neoplasia (CIN) by expert pathologists. Previously, image analysis studies 
focused on nuclei-level features to classify the epithelium into the CIN grades. The current 
study focuses on nuclei segmentation based on the level set segmentation and fuzzy c-
means clustering methods. Morphological post-processing operations are used to smooth 
the image and to remove non-nuclei objects. This algorithm is evaluated on a 71-image 
dataset of digitized histology images for nuclei segmentation. Experimental results 
showed a nuclei detection accuracy of 99.53 percent.  The second section of this thesis 
deals with the fusion of the 117 CIN features obtained after processing the input cervical 
images. Various data fusion techniques are tested using machine learning tools. For 
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 The second most common cancer found in women is cervical cancer. Cervical 
Intraepithelial Neoplasia (CIN) is the abnormal growth of squamous cells on the surface 
of the cervix. A small percentage of the abnormal growth cases lead to cervical cancer. 
Early detection of the disease might cure the cancer completely.  Pathologists diagnose 
by examining the cell and tissues under the microscope. The level of the disease can be 
obtained by the thickness of the squamous epithelium on the surface of the cervix tissue. 
CIN has been categorized into four grades Normal, CIN-1, CIN-2 and CIN-3, where 
Normal indicates no sign of cancer and CIN3 indicates high possibility of pre-cancerous 
condition. The classification of the CIN grades is shown in the Figure 1.1.  
 
 
Figure 1.1: Classification of CIN grades 
 
From Figure 1.1 it can be seen that the immaturity of the cells increases from 
bottom to the top as the severity of the disease increases. CIN1 is the low possibility of 
pre cancer and as the grade of CIN increases (2 and 3), images show a substantial 
increment in the number of immature cells which is composed of undifferentiated cells.  
 The results obtained from the pathologists are extremely accurate and provide a 
gold standard, but the time is required for each diagnosis and the degree of expertise to 
make the diagnosis are both scarce resourses. Thus automation of the process is desirable. 
To achieve automation, many researchers have combined and implemented various 
machine learning algorithms to automate the process of cancer detection and 
classification. Detection of the cancer and the level of the disease can be obtained by 
using image processing techniques. Many machine learning algorithms have been 
implemented for the estimation of CIN grades based on input images obtained from the 
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pathologists. The computation technique for this process includes preprocessing, 
segmentation, feature extraction and then classification using data fusion techniques. 
Algorithms involved in feature extraction from the processed images and then one of the 
data fusion methods are implemented to obtain the final classification label. Selection of 
good features contributing to the final image label plays an important role in obtaining 
the best classification results. Various features include visual texture, color, Gabor and 
nuclei features which all contribute to the classification process. Of all features, nuclei 
features play a crucial role in deciding the final image label, providing important data for 
the final classification. Therefore nuclei segmentation plays an important role in cervical 
epithelium grading.  
Various segmentation methods have been introduced including convolutional 
neural networks, fuzzy clustering, support vector machines (SVM), watershed 
segmentation, level sets, probabilistic models, graph cuts etc. to obtain accurate 
segmentation results. (Malpica et al. 1997) has implemented a watershed algorithm to 
detect clustered nuclei using brightness and morphology features. This is limited to 
fluorescent-stained nuclei clusters. (Ghosh et al. 2010) have used leukocyte images 
instead of fluorescent-stained images and have implemented the fuzzy divergence 
algorithm for estimation of the threshold. (Sinha and Ramakrishnan 2003) have used a 
hybrid method for segmentation of nuclei and the cytoplasm from the image background. 
The method implemented was the two-step color image segmentation combined with k-
means clustering. (Sarrafzadeh and Dehnavi 2015) have implemented a generic 
segmentation process for the pathology images for the nuclei and cytoplasm 
segmentation using K-means clustering and region growing techniques. (Yang, Meer, and 
Foran 2005) have implemented a gradient vector color flow active contour method for the 
segmentation of the images in the luv color space. This method used an unsupervised 
segmentation approach. As it can be observed that there are various approaches for the 
segmentation based on the input images. In this paper a hybrid algorithm is introduced 
for the nuclei segmentation from the background of the cervical images. A combination 
of active contour level set segmentation with fuzzy c-means clustering has been 
implemented for the segmentation of the nuclei. This approach is based on initialization 
using fuzzy clustering; the algorithm stops after all the edges of the nuclei are discovered. 
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Similarly once the segmentation is done, features are extracted using various 
techniques such as SVM, LDA, logistic regression and so on. The next problem is to 
combine the data in such a way that the final output of the algorithm corresponds to the 
final image class label. Features can be combined using various data fusion techniques.  
A review (Castanedo 2013) describes three categories for the data fusion process 
including data association, state estimation and decision fusion. Various frameworks for 
data fusion such as Whyte’s classification, Dasarathy’s classification and JDL data fusion 
framework are presesnted.  (Crowley and Demazeau 1993) discuss a specific data fusion 
problem which helps in perceptual fusion of the sensor data where the procedure for the 
data fusion is derived from the construction of the sequence of systems. In this paper, 
data fusion of the features obtained from nuclei segmentation is obtained by 
implementing various techniques and finally a best technique is chosen and implemented 
which will be discussed in the later sections. 
This thesis deals with segmentation of the nuclei from the background and fusion 
of the cervical image features. The second section presents nuclei segmentation based on 
fuzzy clustering and the active contour method. The third section explains various data 
























Digitized histology images are analyzed by expert pathologists in one of several 
approaches to assess pre-cervical cancer conditions such as cervical intraepithelial 
neoplasia (CIN). Many image analysis studies focus on detection of nuclei features to 
classify the epithelium into the CIN grades. The current study focuses on nuclei 
segmentation based on level set active contour segmentation and fuzzy c-means 
clustering methods. Logical operations applied to morphological post-processing 
operations are used to smooth the image and to remove non-nuclei objects. On a 71-
image dataset of digitized histology images, the algorithm achieved an overall nuclei 
segmentation accuracy of 96.47%. A simplified fuzzy spatial cost function has been 





 The abnormal growth of squamous cells on the surface of the cervix leads to 
cervical cancer. Quantitative study of the cervix tissue helps in the early detection of 
cancer. The thickness of the squamous epithelium on the surface of the cervix and the 
various nuclei features have been examined in previous studies including (Krishnan et al. 
2012) to determine the grades of cervical intraepithelial neoplasia (CIN), a cervical 
cancer precondition.  CIN grades include normal, CIN-1, CIN-2 and CIN-3. CIN-1 grade 
showcases the initial stage of the pre-cancerous condition and CIN-2 and CIN-3 reveal a 






Figure 1: Examples of CIN grades indicating increase in the number of immature cells 
 
Many algorithms are implemented for detection of the nuclei features over the 
cervical tissue. (Song et al. 2015) has used convolutional nets and graph partitioning for 
segmentation of the nuclei and the cytoplasm. (Lu, Carneiro, and Bradley 2013) 
implemented K-means for the initial segmentation and superpixels for the segmentation 
of cytoplasm and nucleus. (Walker et al. 1994) used fast morphological gray-scale 
transforms for nuclei segmentation. There have been several studies investigating 
approaches to segment nuclei and nuclei related features. Accurate nuclei features are 
achieved from the ideal nuclei segmentation algorithms. Most of the previous algorithms 
are related to deep learning techniques. Therefore this paper introduces a level set 
algorithm in combination with the fuzzy clustering algorithm for the segmentation of the 
nuclei. 
 
1.1.  FUZZY CLUSTERING AND LEVEL SET ALGORITHM 
 The level set Algorithm is often combined with an additional algorithm for 
accurate results.(Wang and Pan 2014) has used the local correntropy-based K-means 
along with the level set algorithm. This algorithm helps in eliminating the complex noise 
present. Similarly this paper uses spatial fuzzy c-means clustering for the initialization of 
the level set parameters. Those parameters change with respect to the type of input image.   
 Initially the level set method uses the level set function which evolves from the 
zero level set function and ideally stops at the boundaries of the object. This function is 
restricted by the driving force. This force can be either the inverse of the gradient of the 
image or a Gaussian function which can be a constant positive or the negative force based 
on the input image. The driving force function is generally the gradient function because 
  
6 
it detects the sharp intensity changes in an image. Therefore the value of the gradient is 
high at the edges which indicate the sharp intensity change. The contour is obtained 
based on the driving force. High driving force inside the object allows the contour to 
expand and low force at the edges allows the evolution to stop at the edges of the object 
(Phillips 1999).  In this paper the driving force is controlled by the membership function. 
This helps in controlling the evolution of the level set. These are the main steps of the 
algorithm which are explained below. The sequential steps for the proposed algorithm are 
shown in Figure 2. 
 Project Specifications: The algorithm to segment the nuclei as proposed in this 
paper includes level set segmentation which uses fuzzy c-means clustering for the 
initialization of parameters. A brief description of the algorithm is given below. 
- Level set segmentation is used since the initial contour (zero level set) function 
starts evolving and stops at the edges of the nuclei. The starting zero level set 
function is initialized with respect to the fuzzy c-means output. This algorithm is 
divided into the following steps. 
- Images from the 71-image dataset are given as input; input images are modeled so 
as to include the spatial information into each pixel. This modelling is done with 
respect to the gain field function. 
- This modelled input is used to calculate the new cost function for the algorithm. 
Minimization of updated cost function gives the new membership function, 
centroids and the bias field. These new membership functions can be used as the 
update laws for the fuzzy c-means clustering. 
- The updated membership function is used to obtain the energy function. This 
energy function helps in deriving the driving force which controls the motion of 
the level set function.  
- Minimizing the energy function gives the driving force and this driving force helps 
in evolution and evolution termination. This method divides the whole image into 
two regions, one for nuclei and one for non-nuclei regions. This helps in obtaining 
the contour which surrounds all the nuclei by separating the image using the 
values of the data points. 

































Figure 2: Sequential steps of the proposed algorithm 
Acquire image from 71-Image 
Dataset 
Mask the image using the 
Winshow version 4.0 
Initialize the membership 
function, cluster centroids and 
the gain field 
Multiply each pixel with the gain 
field in a loop 
Update the membership function, 
cluster centers and the gain field 
Calculate the energy function 
Minimize the energy function 
and obtain the contour 
Obtain the mask from the contour 
and apply three sets of 
morphological operations 
Multiply the final mask with the 
original image to get the final 
masked output 
Combine all three outputs 
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- Morphological operations are applied on the previously obtained mask to clean the 
image by removing unwanted masked objects. Three sets of morphological 
operations are applied so as to remove the unwanted objects while retaining the 
desired objects.  
- The three outputs obtained from the previous operations are combined to give the 
final mask. Three sets of combination of morphological operations are applied 
since the data included in one output might be present in another output. So as to 
avoid the data losses, all three outputs are combined. 
- This final masked output is evaluated based on the small algorithm which 
calculates the number of objects detected in the mask and by visually calculating 
the number of false positive and true negative objects in the mask. The percentage 
of algebraic sum with respect to the number of nuclei detected gives the accuracy 
of segmentation of nuclei. 
 
2. PROPOSED ALGORITHM 
 
 The images used for the segmentation of the nuclei are from a 71-image dataset 
obtained from the database of the National Library of Medicine, NLM. These images are 
the digitized histology images of hematoxylin and eosinophil (H&E) preparations of 
tissue sections of regular cervical tissue (Guo et al. 2015). These images are initially 
masked to eliminate the non-epithelium regions. This masking is done manually using the 
application Winshow software version 4.0 (Erkol et al., 2005; Kasmi et al., 2005). The 












2.1. SPATIAL FUZZY C-MEANS CLUSTERING 
As discussed above spatial information is included in the membership function. 
The input image obtained after masking is modeled to include the spatial information. A 
gain field is introduced and is multiplied with each pixel of the input image. This helps in 
including the spatial information in each pixel rather than using a confined window. The 
equation for the modeling of the input image is shown below (Balla-Arab, Gao, and 
Wang 2013). 
                       (1) 
where    and    are the observed and the true intensities of the pixel and    is the gain 
field for the     pixel of the image. N is the total number of pixels present in that image. 
This modeled image is then used for further analysis in place of the input image. The cost 
function of this algorithm is modified by introducing the modeled output in place of the 
general input. The general cost function   and the updated cost function    are shown 
below. 
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 (3) 
As it is observed that the parameter ‘f’ indicates the amount of fuzziness to be 
included for each cluster in the cost functions. This value is obtained by applying the 
algorithm on various inputs with various fuzziness values. The final fuzzy value which is 
used in this algorithm is 2. This helps in introducing the spatial information into the 
membership function. In general, the minimization of the cost function gives the final 
clusters and their centers which are the values obtained after the convergence. Here the 
updated cost function is minimized to get the converged cluster centers. Here the 
minimization is done based on the gradient descent method. While minimizing, the first 
derivatives of the cost function are calculated with respect to the membership function, 
cluster centers and the gain field. The first derivatives obtained are then equated to zero 
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which gives the points where the cost function is minimized. These derivatives when 
equated to zero give the final update laws for the membership function, gain field and the 
cluster centers. The equations for the updated membership function, cluster centers and 
the gain fields are given below (Balla-Arab, Gao, and Wang 2013). 
        
 
  
                  
                  
 
 
     
 




        
   
      
 
 
                    
   
      
 
 





              
   
        
 
   
   




where    indicates the membership function of the  
   pixel and        is the modeled 
input image at that particular location.        is the bias function which is obtained 
using gain field of the modeled image at that location.   indicates the amount of 
fuzziness to be included in each cluster.   indicates the whole image whereas   indicates 
the part of the image.    indicates the centroid of the  
   pixel.   indicates the number of 
clusters. 
   
2.2.  SIMPLIFIED SPATIAL COST MEMBERSHIP FUNCTION FOR OPTIMAL 
CLUSTERING 
 As it can be seen, the exponent in the membership function is 
 
     
. Here if the 
value of   is greater than 2, the membership function increases gradually which might 
lead to over clustering and if the value of   is less than 2 and greater than 1, the 
membership function decreases and the pixels which are supposed to have high 
membership function will have low membership function which might lead to under-
segmentation. So as to balance the segmentation, the fuzziness parameter is taken as 2, 
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optimized by running the algorithm on various input images. So when   is taken as 2, the 
membership function reduces to the equation given below. 
        
 
  
                  




   
 
(7) 
This is the final membership function which is used to derive the energy function 
of the image and also the driving force which controls the motion of the level set 
function. Since just need two clusters are needed, one for nuclei and one for non nuclei, 
the number of clusters is assigned as two. This assumption will give rise to the following 
equation. 
                  (8) 
 
2.3. LEVEL SET ACTIVE CONTOUR METHOD 
The membership function obtained from the above equation includes the spatial 
information. This membership function is used in the energy function to obtain the 
driving force. This driving force generally is taken as the inverse of the gradient of the 
image or the Gaussian function of the image. This can be either positive or negative 
based on the initial contour position with respect to the required object, because the 
gradient of the image gives the information about the edges present in the image which 
can be utilized to stop the contour evolution exactly at the edges. The value of the 
gradient of the image is high at the edges. The level set function starts at the zero level set 
function and evolves until the edges of the object are found. The zero level set function in 
general is obtained from the level set function intersected with a constant plane. This 
intersection gives a contour in two dimensional space. This is demonstrated in Figure 4. 
         is the level set function and     is the equation for the zero level set 
function. The red contour obtained is the intersection of the level set function and the 
plane which is the zero level set function. The evolution of the level set function starts 












In this paper the driving force is obtained from fuzzy c-means clustering by using 
the membership function. The parameters of the level set algorithm which control the 
evolution are shown in Table 1. 
 
Table 1: Parameters of level set 
Parameters Description 
τ Time step of evolution 
f Fuzziness parameter  
V1 Cluster centre 
V2 Cluster centre 
λ Multiplicative factor 
 
‘τ’ represents the time step. A larger time step may reduce the time of evolution 
but may reduce accuracy. This value is optimized after the algorithm is applied on 
various input mages. This value varies with the type of input images and may remain 
consistent among the same type of images. ‘f’ represents the amount of fuzziness induced 
in the membership function. This value is taken as 2 as discussed above. ‘V1’ and ‘V2’ 
are the cluster centres, one for the nuclei and one for the non-nuclei regions and is 
initialized accordingly. ‘λ’ is a constant which is multiplied to the force function. This 
value is taken as 2 for these images. This value is obtained after the algorithm is applied 
on several input images. The membership function is introduced into the driving force; 
the equation for the driving force is given below (Balla-Arab, Gao, and Wang 2013). 




      
                        
 
   
                        
   
 
(9) 
where   is a parameter which enhances or reduces the controllability of the driving force. 
In this paper the value of   is considered as 1. If the segmentation is not done for   =1, 
then the   value can be increased for better segmentation. This driving force contains the 
modeled input image, gain field information, membership function and the cluster 
centers. These values are obtained from the previously derived equations and are 
substituted in the equation of the driving force. Minimization of the driving force divides 
the whole image into the two regions, one for non-nuclei region and one for nuclei 
region. This helps in obtaining the contour which stops evolving at the edges of the 
nuclei. This contour is obtained by dividing the image based on the force obtained in the 
previous method. The input image is the output obtained from the Winshow version 4.0 
application and the contour superimposed on the input image is shown in figure. As it can 
be seen, the most of the nuclei are detected and along with the nuclei, the red regions are 
also detected which are non-nuclei. 
 
2.4.  MORPHOLOGICAL OPERATIONS  
 Various morphological operations are applied to obtain a clean mask. Three 
functions are implemented to clean the mask while retaining the data. These 
morphological outputs help in retaining the data by preserving the information from the 
input. Three functions are applied since the data present in one output may not be present 
in the other output. So combining all the three outputs gives the clean and realistic final 
result. The three functions are demonstrated below. 
i. Small nuclei are retained while removing the large area objects and very small 
area objects 
ii. Large area nuclei objects are retained while removing the small nuclei objects 
iii. Difference image between i and ii.  . 
 The pictures below demonstrate the morphological outputs. It is evident that in 
Figure 5, nuclei with the comparatively small size are retained and in Figure 6 nuclei 
which have large area are retained. Figure 7 is the morphological output of the difference 
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of the previous two images. This helps in retaining the medium sized nuclei present. 
Figure 8 is the combined output and is free of noise which is the final nuclei mask. This 
nuclei mask when multiplied with the input image, gives the masked nuclei output. The 
masked nuclei output is shown in Figure 9. 
 
 
Figure 5: Retaining the small nuclei by eliminating large area objects 
 
 
Figure 6: Retaining the large area objects 
 
 





Figure 8: Combined output of the Morphological functions 
 
 
Figure 9: Nuclei Mask 
 
3. EXPERIMENTS AND RESULTS 
 
This algorithm is applied on various images and the accuracy for all the 71-image 
dataset is calculated. The examples of the true negative and the false positive cases are 
shown in Figure 10.  
 
 
Figure 10: False Positive 
 
As it can be seen the circled area in the masked image is not a nuclei but it is 
detected as the nuclei. Therefore this considered as false positive result. This is deduced 
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by comparing the masked image with the original image. Another example illustrates the 
above the nuclei which are not detected. This example is demonstrated in Figure 11. 
As it can be seen, the nucleus which is supposed to be identified is not detected 
and hence this is false negative result. The true positive results are the cases where the 
nuclei are truly detected and false negative is the case where the nuclei are falsely 
detected. These false negative and false positive cases lead to the reduction of the 
accuracy. Based on these visual deductions, the accuracy is calculated. The best and the 
worst cases of the algorithm are shown below. 
 
 
Figure 11: False Negative 
 
Best Case: One of the best case outputs among the experimental data for the 71-
Image dataset is demonstrated below. The input image for the algorithm is shown in 
Figure 12. The nuclei mask generated using the proposed algorithm is shown in Figure 
13. The final output of the morphological operations is shown in Figure 14. 
 
 





Figure 13: Mask generated 
 
 
Figure 14: Masked nuclei output 
 
Worst Case: Similar to the previous case, this section demonstrates the worst case 
of the experimental study. Figure 15 displays the input image of the poor segmentation 
output. The masked nuclei output is shown in Figure 16 and the final output of the 
morphological operations is displayed in Figure 17. 
 
 





Figure 16: Masked image 
 
 
Figure 17: Masked nuclei output 
 
 In most of the cases, the nuclei are detected with good accuracy other than for a few 
input images. This is because of the reduced size of the nucleus. The algorithm is able to 
detect the nuclei even when they are of smaller size. Morphological operations when 
applied on the resultant binary mask, eliminate the smaller sized nuclei since they are 




In order to know how well the nuclei are segmented, accuracy of segmentation is 
calculated which helps to evaluate the code. Accuracy is calculated by initially 
calculating the number of objects detected as the nuclei in the final mask. This is done 
using a small algorithm in MATLAB. Once the number of nuclei is found, the false 
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negative and the false positive values are obtained from the image (Szénási, Vámossy, 
and Kozlovszky 2012), these values are used for the determination of the accuracy. 
Accuracy is calculated using the below given equation. (Szénási, Vámossy, and 
Kozlovszky 2012) 
                                   (10) 
where    indicates the total number of nuclei detected i.e. the true positive values,    
indicates the true negative values and    indicates the false positive values from the 
image. For the image used for demonstration the accuracy obtained is 99.53%. In the 
experimental results, the accuracy for the best case image is 100% and the accuracy for 
the worst case image is 84.98%. This accuracy is calculated for all the 71-image dataset. 
5. COMPARISON 
 
Much research has been done for the segmentation of the nuclei. As per (Guo et 
al. 2015), part of their research deals with the nuclei segmentation where the K-means 
algorithm and a few other morphological operations are used for the segmentation of the 
nuclei. They have achieved as great as 88.5% labelling and classification accuracy. This 
paper segments the nuclei based on the fuzzy c-means and level set segmentation method 
and performs the segmentation of the nuclei on the 71-image dataset obtained from the 
NLM database. The accuracy of the segmentation achieved is 99.53% on an average. 
Table 2 demonstrates example values of the accuracy of the input images.  
 
Table 2: Accuracy of Nuclei Segmentation 
Total No. Of Nuclei          







 The results obtained above are the best case and the worst cases obtained using 
this algorithm. The 100% detection of all the nuclei is achieved when the nuclei are not 
touching each other and also when they have larger dimension nuclei. In the worst case 
most of the nuclei are detected that is 84.98% but the other 15% of the nuclei are not 
detected since the size of the nuclei is too small and while applying the morphological 
operations, these small masked objects are removed, being considered  as noise. If the 
algorithm is modified which allows the small objects to be retained, then the accuracy of 
this particular image increased by 10%, but the average percentage accuracy is reduced 
from 95% to 87%. So to avoid this, the algorithm is not modified and an alternate 
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2. DATA FUSION 
 
2.1. DATA FUSION 
 Segmentation of the nuclei has shown a comparatively good result and this 
section discusses various data fusion techniques and determines the best algorithm for the 
features present. These features are called the confidence values obtained from two 
machine learning algorithms such as SVM and LDA. The dataset used is a 117-image 
dataset obtained from NLM. Support Vector Machine (SVM) is a classifier which helps 
in obtaining a hyperplane with largest minimum distance from the data points (support 
vectors) whereas LDA (Linear Discriminant Analysis) divides the feature space based on 
the class discriminatory information. These algorithms are implemented and features 
acquired are the confidence values which are obtained from (Peng Guo, 2016). To 
implement this algorithm, an input histology image is divided into 10 vertical segments 
by obtaining the median of the epithelium in the image (De et al. 2013). These 10 vertical 
segments are fed to the machine learning algorithms, both SVM and LDA respectively. 
These 10 vertical segments were fed to both the algorithms respectively to obtain the 
output features. These are the confidence values which are required to be merged to 
obtain a final classification label. Each vertical segment will have four confidence values 
where each value represents the probability of the vertical segment belonging to that 
particular label. Therefore the sum of the four confidence values for a vertical segment 
will always be unity. Overall for an image there will be 40 confidence values, four for 
each vertical segment with values ranging from 0 to 1.  
 Accurate fusion of this data is deciding factor for the final classification label. 
Voting method is taken as base method for this process and all the accuracies are 
compared based on the threshold accuracy which is the accuracy of the voting method 
output. This section starts with PSO (Particle Swarm Optimization) and also tests various 
machine learning algorithms in weka.  Methods with significant accuracy are identified 




2.2. PARTICLE SWARM OPTIMIZATION 
 This method is a stochastic optimization technique developed based on the 
observation of the pattern of bird flocking. This helps in obtaining the optimum solution 
for an objective function. The behaviour of the data points is obtained using simple rules 
such as Separation, Alignment and Cohesion. Separation allows the particles to avoid 
collision among the direction of the points with the neighbouring agents, Alignment 
maintains constant velocity for all the data points and cohesion allows all the particles to 
stay near the neighbouring agents. This method has various parameters to be balanced. 
The list of parameters to be balanced is shown below. 





Personal best and Global best 
Stopping value 
 Number of particles gives the information about the target value and it should be 
accurate to search the data and locate the target value. The target condition has to be 
specified by the user. Velocity value indicates the rate of change of data value. Personal 
best value indicates the closest distance from the target value a particle has reached. 
Global best is the minimum of all distance values of all particles from the target value. 
Personal best and Global best values are obtained from the algorithm whereas the 
remaining parameters have to be configured for a minimized error. This threshold for 
minimized error is obtained using Stopping value. This helps in terminating the algorithm 
when the target is not exactly located. The values used in this paper are shown in Table 
2.1. Using the computational method for the PSO, initially the current position of the 
particle is evaluated and then it is compared to the previous best and the global best 
position. Then based on the result, either this particle imitates or is followed by the other 
particles. This is a direct search algorithm instead of a gradient search. For each iteration 




Table 2.1: Parameters of PSO 
Parameter Value 
Velocity parameters (0.01, 0.0001, 1, 1.6, 0.6) 
No. of iterations 400 
No. of Particles 40 
Hidden layer 18 
 
 The values are obtained by a trial and error method and after enough iterations, 
these values gave an accuracy of 70.09% for SVM confidence values and 71.79% for 
LDA features. As this accuracy is not a significant value, other methods were 
implemented on the features to obtain a better accuracy. To obtain a best algorithm, these 
features are tested in weka against various methods. 
 
2.3. INTRODUCTION TO WEKA 
 Weka stands for Waikato Environment for Knowledge Analysis. This is a 
machine learning tool used to test features using various methods for the selection of best 
method. It helps in preprocessing, classification, clustering and many other algorithms. It 
is a user-friendly tool that allows the user to change the value of the parameters based on 
the input requirements. The input format for the features is specific as each image should 
have a flat line of fixed features as an input. The values of the features can be numeric or 
nominal. Its output contains an enormous amount of data which contains the accuracy, f-
measure, confusion matrix and so on. This data is helpful for the analysis of the output 
and can also determine if the method is suitable for implementation. This eliminates the 
time to code various algorithms in order to select the best algorithm. Thus this tool was 
selected to determine the best algorithm. 
 2.3.1. Algorithm Selection Using Weka. Features are initially converted to the 
required input format and are given as an input to Weka. As discussed earlier, feature sets 
derived from two algorithms (SVM and LDA) are to be analyzed. Both features sets are 
tested against various methods in Weka. If a particular feature set consistently gives low 
accuracy when compared to the other feature set then the low accuracy feature set can be 
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ignored for further analysis. Table 2.2 gives the information about the algorithm and its 
corresponding accuracy obtained for both SVM and LDA features. As discussed earlier, 
voting method is the base method for the fusion process. It is necessary to determine if 
any other algorithm provides a better accuracy when compared to the voting method. 
Weka enables the user to run 34 algorithms on the feature set. Out of 34 algorithms, 5 
algorithms demonstrated comparable accuracy with the accuracy obtained from the 
voting method. Table 2.2 shows the algorithms and the corresponding accuracy obtained 
for both feature sets. 
 
Table 2.2: Algorithms and its accuracy using weka 
Algorithm LDA feature accuracy SVM feature accuracy 
Voting Method 79.49 71.79 
Naïve Bayes Multinomial 78.63 73.5 
BayesNet 74.36 69.23 
LogitBoost 74.36 60.6 
Naive Bayes Theorem 73.5 72.65 
Hoeffding tree 73.5 72.64 
 
As seen from the table the voting method has the highest accuracy and also is the 
base method for the data fusion. It has an accuracy of 79.49%. As the accuracy obtained 
here is not higher than the accuracy obtained using voting method, a better way has to be 
determined to improve the accuracy. One way to obtain better accuracy is to determine 
the contribution of each segment to the final label. Then the segments with lower 
contribution can be ignored. The next subsection discusses about the contribution of each 
segment based on the final label.  
 2.3.2. Contribution of Vertical Segments. To improve the accuracy, the 
contribution of each vertical segment classification to the final label is calculated. 
Initially four confidence values are obtained for each vertical segment by dividing the 
input feature vector into ten segments. For each segment, the index of the maximum 
confidence value is taken as the individual class label. This index indicates the 
  
27 
classification of the vertical segment label. The contribution of each vertical segment is 
calculated by comparing it with the whole image label. This can be obtained by counting 
the number of times the classification label of that particular vertical segment matches the 
whole image label. The same is implemented for all ten vertical segments. The results are 
shown in Table 2.3. 
 





1 39.31 35.89 
2 44.44 36.75 
3 45.29 42.73 
4 43.58 38.46 
5 41.88 36.75 
6 43.58 43.58 
7 48.71 41.88 
8 41.88 41.02 
9 43.58 44.44 
10 47.01 41.02 
 
From the Table 2.3 it is observed that few segments contribute more towards the 
final class label when compared to the other vertical segments. As seen from the table, 
LDA features show considerable variance in the contribution of each vertical segment to 
the classification. As for the SVM features, the significance of each vertical segment 
doesn’t show much variance. Hence the LDA features are used for further analysis. 
Based on the results obtained using LDA features, the segments 2, 3, 4, 6, 7, 9, 10 are 
considered for the classification results. These specific segments are used for the 
classification on LDA features.  
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 2.3.3. Using Weka for Selected Segments. The selected segments are remodeled 
to obtain the required input format and are tested against various methods in Weka. The 
methods with best accuracies are shown in Table 2.4. 
 
Table 2.4: Methods with best accuracies 
Classifier name Accuracy of classification 
Bayesnet 76.92 
Naïve Bayes 75.21 
Naïve Bayes Multinomial 80.34 





Hoeffding Tree 75.21 
LMT 75.21 
 
 As seen from Table 2.4, the accuracy obtained using Naïve Bayes multinomial 
gives a significant accuracy of 80.34%. This accuracy can further be increased by 
implementing (coding) this algorithm and by tweaking the parameters. Therefore from 
the results obtained above, Naïve Bayes classifier is implemented for the classification of 
the features. 
 
2.4. NAÏVE BAYES CLASSIFIER 
 This type of classifier is one of the generative probabilistic models. This method 
is based on the Bayes rule which calculates conditional probability of a hypothesis given 
data which is shown below. 
 





where P(h), P(D) represent prior probabilities of the hypothesis and the data D, P(D/h) 
indicates the probability of data D given hypothesis h which is also called likelihood 
function, P(h/D) indicates the probability of hypothesis given the data which is also 
referred to as  posterior probability. Once the posterior probabilities are calculated, then 
maximum a posteriori hypothesis is calculated using the formula mentioned below. 
 
                 (2) 
  
 This hypothesis is obtained assuming P(  ) = P(  ) for all    ,     . This 
assumption is called uniform prior and the hypothesis is called maximum likelihood 
hypothesis. These probabilities are updated automatically with the new training dataset 
and test dataset. This helps in reduction in the time and space complexity. The outputs 
obtained are not only the classification result but also gives the probability of the data to 
be in that particular class. Also this classifier can be used to combine various classifier 
outputs and obtain the best result among all the classifiers. Therefore this classifier is 
used on our feature set of confidence values. 
 The classifier considers the features for a particular image are independent of each 
other. The implementation described in this paper assumes that all features are 
independent of each other. It initially calculates the values of the conditional probabilities 
for all the possible cases on the training dataset such as        where l varies from 0 to 3 
(indication all class labels) and D indicates a particular data point. The conditional 
probability is calculated for all data points. Training and testing of the data is done based 
on the leave-one-out method, which helps in obtaining training and test dataset. For all 
the iterations, test probability is calculated for the test dataset. 
 The output obtained for the LDA features using Naïve Bayes method is shown in 
Figure 2.1. This result is obtained from MATLAB which outputs confusion matrix, 
accuracy and the total elapsed time for the code to run. The accuracy obtained is 80.34%. 





Figure 2.1: Output of Naive Bayes 
 
 These results can be analyzed further by obtaining the misclassified samples and 
comparing the obtained output with the ground truth. As it can be seen, there are 23 
misclassified samples, out of which 22 are off by one. In these samples 10 samples are 
misclassified as a level higher and 11 samples are misclassified as a grade lower than 
expected. This can be explained based on the input features. For further analysis these 
misclassified images and their features are examined. Based on the observations it can be 
concluded that all the segments tend to have the misclassified label instead of its original 
label. This observation can further be explained by dividing the input features into ten 
segments and by obtaining the index of the maximum confidence value. Maximum 
number of indices obtained for all the vertical segments of the image matches the 
misclassified label. This implies that Voting method as well as Naive Bayes method has 
most of the misclassified images common. Therefore the input features have to be 
modified or another method has to be identified to identify the underlying pattern of these 
confidence values.  Solving this problem will be a future work of this project. 
 
2.5. EVALUATION 
 Evaluation of the Naïve Bayes method is done based on the accuracy and the 
confidence matrix obtained from the MATLAB output. Validation of the method is done 
using the leave-one-out validation testing method. The leave-one-out model uses     
samples (where   is the total sample size) of the data as the training dataset and the 
remaining one sample is the test dataset. This is iterated for over   times, until all the 




         
                                                   




 In a confusion matrix, all the diagonal elements indicate the correctly classified 
samples and all the non-diagonal elements indicate the misclassified samples. 
 
2.6. COMPARISON 
 This section started with the Particle Swarm Optimization method for the data 
fusion technique and concluded with the Naives Bayes Classifier. Naïve Bayes is 
preferred over PSO because of the increase in accuracy and also the simplicity of the 
algorithm. Naïve Bayes involves fewer parameters to optimize when compared to the 
Particle Swarm Optimization. This helps in obtaining global solution when compared to 























 The results obtained above show that the accuracy has significantly increased all 
through the process. This was obtained by initially selecting the appropriate algorithm for 
the classification and later by also eliminating the features which do not contribute much 
to the final output. This can also be done using the Lasso Regression which helps in 
automatically eliminating the irrelevant features from the input. This will be the future 
work of this data fusion project. Also good input features result in an output with 
accuracy higher than the present obtained accuracy. Therefore for the future work the 
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