We study the satisfiability problem associated with XPath in the presence of DTDs. This is the problem of determining, given a query p in an XPath fragment and a DTD D, whether or not there exists an XML document T such that T conforms to D and the answer of p on T is nonempty. We consider a variety of XPath fragments widely used in practice, and investigate the impact of different XPath operators on satisfiability analysis. We first study the problem for negation-free XPath fragments with and without upward axes, recursion and data-value joins, identifying which factors lead to tractability and which to NP-completeness. We then turn to fragments with negation but without data values, establishing lower and upper bounds in the absence and in the presence of upward modalities and recursion. We show that with negation the complexity ranges from PSPACE to EXPTIME. Moreover, when both data values and negation are in place, we find that the complexity ranges from NEXPTIME to undecidable. Finally, we give a finer analysis of the problem for particular classes of DTDs, exploring the impact of various DTD constructs, identifying tractable cases, as well as providing the complexity in the query size alone.
INTRODUCTION
XPath [6] has been widely used in XML query languages (e.g., XSLT, XQuery), specifications (e.g., XML Schema), update languages (e.g., [25] ), subscription systems (e.g., [5] ) and XML access control (e.g., [8] ). There is thus a need to study fundamental properties of the XPath language, and in particular to investigate static analyses of XPath queries.
The most basic static analysis of a query language is satisfiability: given a query in the language, does there exist a document (or database) on which it returns a nonempty answer? Satisfiability analysis of XPath is important for XML query and update optimization. Consider, for instance, an XML query construct commonly used: "for $x in p c($x)", For relational languages, satisfiability analysis is fairly trivial for positive queries such as (union of) conjunctive queries and positive fragments of Datalog, while it is trivially undecidable for the most prominent query languages with negation, such as relational calculus and stratified Datalog. For this reason, static analysis for relational languages has focused on the containment problem. In contrast, XPath satisfiability analysis is neither trivial nor futile. A variety of factors contribute to its complexity, such as the operators allowed in XPath queries, combinations of these operators, as well as their interaction with a schema.
Analysis of XPath satisfiability. We now examine factors which XPath satisfiability analysis should take into account.
XPath Fragments. The XPath 1.0 standard [6] contains a large array of operators. We consider several dichotomies, focusing on operators commonly found in practice.
• positive vs. non-positive: XPath allows qualifiers to be built up with a general negation operator, enabling it to express non-monotone queries; queries without negation, referred to as positive queries, can be expressed in existential logic, while queries with negation may have existential and universal quantifiers;
• downward vs. upward: some XPath queries specify downward traversal (child, descendant), while others also have upward modalities (parent, ancestor);
• recursive vs. non-recursive: some queries express navigation along the descendant (resp. ancestor) axis, while others only use the child (resp. parent) axis;
• qualified vs. non-qualified: queries may or may not contain qualifiers (predicates testing properties defined in terms of other queries);
• with vs. without data values: queries may or may not contain comparisons of data values reached via different navigation paths, expressing joins.
Even positive XPath queries defined in terms of simple operators may be unsatisfiable.
Furthermore, as will be seen later, with different combinations of these operators, the complexity of satisfiability analysis ranges from PTIME to undecidable. From a practical point of view, many applications typically use only a limited set of operators. For example, XML Schema specifies integrity constraints with an XPath fragment that does not support upward modalities. This motivates the study of satisfiability for various XPath fragments (i.e., different combinations of operators).
The impact of schema. XML documents often come with a schema, typically a DTD. Any practical static analysis must take the schema into account. A DTD is far more complex than a relational schema, and it imposes structural constraints such as co-existence of certain siblings (by means of concatenation in the regular expressions within a DTD), exclusive relations on siblings (disjunction), as well as a limited form of negation (excluding certain children). These constraints interact with XPath queries in an intricate way. Indeed, as will be seen later, satisfiability analysis is significantly impacted by the presence or absence of recursion (cycles) and disjunction in a DTD. The role of a schema gives the XPath satisfiability problem an additional dimension.
XPath vs. other query formalisms. For relational query languages with negation, e.g., SQL, the satisfiability problem is typically undecidable. For XPath the picture is far from clear, even in the presence of data values. While XPath is a rich language, it operates on documents whose underlying navigational structure is restricted to be a tree. Furthermore, XPath is a modal language, which, unlike relational calculus and the tree patterns of [1], does not allow the explicit use of free variables. As a result XPath queries can "see" only one node at a time when navigating a tree. This restriction becomes more prominent in the presence of data values or negation, since it allows only a restricted form of data joins to be expressed. This makes the expressive power of XPath quite distinct from other XML query languages, particularly from XML query algebras [12, 23] . The limited expressiveness significantly decreases the complexity of satisfiability analysis in the presence of negation. We will show that in the absence of data values the satisfiability problem for XPath fragments with negation is in EXPTIME, and if recursive axes are further disallowed, it is in PSPACE. This contrasts with first-order logic over trees, the most natural example of a tree query language with explicit variables: there the satisfiability problem has non-elementary complexity [24] , even when only the child relation is present.
Taken together, these factors lead to a rich spectrum of languages and satisfiability problems with features quite distinct from containment analysis and relational satisfiability.
Main results. Here we present a comprehensive picture of the satisfiability problem for a variety of XPath fragments in the presence and in the absence of DTDs.
Positive XPath. We begin with a minimal XPath fragment with only the child axis in the presence of DTDs. We then investigate the impact of adding qualifiers, union, upward traversal (the parent axis), recursion (the descendant and ancestor axes) and data values, one at a time, establishing the complexity of the satisfiability problem for each of these fragments. We show that the complexity here ranges from PTIME to NP-complete (Section 4).
XPath with negation.
We then investigate a minimal XPath fragment with negation. Since negation makes sense only in the presence of qualifiers, we begin with the XPath fragment with qualifiers, negation and the child axis. We show that the satisfiability problem for this fragment is PSPACEcomplete in the presence of DTDs. We then look at the impact of adding upward modality and recursion, one at a time. The complexity here will vary between PSPACEcomplete and EXPTIME-complete. Finally, we show that the combination of data values and negation makes a big difference, by adding data values to these fragments. We find that the complexity is in NEXPTIME in the absence of recursive and upward axes, and is undecidable in the general case (Section 5).
Particular DTDs. To explore the impact of different DTD constructs on XPath satisfiability analysis and to understand the interaction between XPath queries and DTD constructs, we also investigate XPath satisfiability under various restricted DTDs. More specifically, we consider nonrecursive DTDs, fixed DTDs, and disjunction-free DTDs (i.e., the regular expressions in a DTD do not contain disjunction; we do not consider other kinds of restricted DTDs like star-free, 1-unambiguous or order-independent DTDs). We show that the worst-case complexity does not diminish when the DTD is fixed, but can decrease dramatically in the absence of DTD recursion or disjunction. Finally, we revisit the satisfiability problem for all these fragments in the absence of DTDs. We show that for positive XPath, the absence of DTDs simplifies satisfiability analysis, but this is not the case for those fragments with negation (Section 6).
Reductions between problems. We also provide basic results for the connections between XPath satisfiability and XPath containment, between XPath satisfiability analysis in the presence of DTDs and that in the absence of DTDs, and between XPath satisfiability under arbitrary DTDs and under a simple normal form of DTDs. These give us the first results for the containment problem for XPath fragments with the general XPath negation operator, show that XPath satisfiability in the absence of DTDs can be reduced to XPath satisfiability in the presence of DTDs, and allow us to simplify our proofs when handling DTDs (Section 3).
We establish matching upper and lower bounds in all the cases without data values, and several complexity results for fragments with data values. To our knowledge, this work is the first detailed theoretical study of XPath satisfiability in the presence of DTDs, under restricted DTDs, and in the absence of DTDs. A variety of techniques are used to prove these results, including alternating tree automata, rewriting systems, finite-model theoretic constructions, boundedbranching results, and a wide range of reductions.
Brief comparison with prior work. Static analysis of XML queries has for the most part been developed along the lines laid down in the relational theory. In the relational setting, the emphasis has been on the containment problem (given Q1 and Q2, does Q1 always return a subset of Q2) for positive queries. There is limited practical or theoretical motivation for satisfiability study in the relational case: a user can never propose a conjunctive query that is "nonsensical", so there is no pressing need to check this; and for more general relational queries, a complete satisfiability checking is theoretically impossible. In analogy with this, prior work on XPath static analysis has concentrated on the containment problem for positive query fragments [7, 16, 20, 28] . These are the analogs of positive queries for tree-like data, asserting the existence of a certain kind of tree as a substructure of the document. Since many of these formalisms allow constraints among multiple nodes or the explicit use of variables, their expressiveness and succinctness compared to XPath 1.0 is not clear. While the satisfiability problem is subsumed by the complement of the containment problem for XPath, we will see that the upper bounds on satisfiability derived from previous work on containment for positive XPath fragments are far from tight. Moreover, for fragments with the XPath negation operator, upward modalities and data-value joins, the containment problem has not been studied, with or without DTDs. Thus previous results for XPath containment shed little light on XPath satisfiability analysis.
As we have remarked, XPath satisfiability is both theoretically interesting and practically important, in contrast to its relational counterpart. However, to our knowledge, the satisfiability problem has only been studied for (positive) tree-patterns [13] in the presence of (restricted) DTDs, and for certain XPath fragments in the absence of DTDs [10] . A major exception is [15] which proves EXPTIME upper and lower bounds on XPath with negation and all axes, but without data values, in the presence of DTDs. The results of [15] are discussed in Section 5. The satisfiability problem for a number of practical and interesting fragments, especially those with negation and data values, has not been studied, with or without DTDs. A more detailed overview of related work can be found in Section 7.
Organization. Section 2 reviews DTDs and XPath fragments. Sections 3, 4, 5 and 6 establish technical results as outlined above. Section 7 summarizes our main results and discusses related work. We refer for the proofs to the full version of the paper.
NOTATIONS: DTDS AND XPATH FRAG-MENTS
In this section, we first review DTDs [4] and then define the fragments of XPath [6] studied in this paper. An XML document is typically modeled as a (finite) nodelabeled tree [4] , with nodes additionally annotated with values for attributes. We refer to this as an XML tree. An XML tree T satisfies (or conforms to) a DTD D = (Ele, Att, P, R, r), denoted by T |= D, if (1) the root of T is labeled with r; (2) each node n in T is labeled with an Ele type A, called an A element; the label of n is denoted by lab(n); (3) each A element has a list of children (subelements) such that their labels are in the regular language defined by P (A); and (4) for each a ∈ R(A), each A element n has a unique a attribute value which we denote by n.a. We call T an XML tree of D if T |= D.
DTDs
We also study the following special forms of DTDs.
A normalized DTD is a DTD in which for each A in Ele, P (A) is of the following form:
where is the empty word, Bi is a type in Ele (referred to as a child type of A), and '+', ',' and ' * ' denote disjunction, concatenation and the Kleene star, respectively (here we use '+' instead of '|' to avoid confusion). We will see later (Proposition 3.4) that there is often no loss of generality in restricting to normalized DTDs.
A DTD D is said to be disjunction-free if for any element type A ∈ Ele, P (A) does not contain disjunction '+'.
A DTD D is recursive if the dependency graph of D (which contains an edge (A, B) iff B is in P (A)) has a cycle.
A recursive DTD D may not have any XML tree T such that T |= D. This is because some element type A in D is non-terminating, i.e., there exists no finite subtree rooted at A that satisfies D. One can determine whether an element type A in D is terminating or not in O(|D|) time, where |D| is the size of D; indeed, it can be reduced to the emptiness problem for a CFG, which can be determined in linear time (cf. [11] ). Thus to simplify the discussion, in the sequel we assume that all element types in a DTD are terminating. All the complexity results (lower bounds and upper bounds) in this paper remain unchanged in the presence of non-terminating element types. 3) , and li,j is a literal of the form xs orxs, and xs is a propositional variable. Assume that the variables in φ are x1, . . . , x k . Given φ, we define a DTD D φ = (Ele, Att, P, R, r), where Ele = {r, T, F, X1, . . . , X k }, Att = ∅, and P, R are as follows:
An XML tree of D φ lists all the variables Xi under the root, and gives a truth value (T or F ) under each Xi. The DTD is normalized and non-recursive; it is not disjunction free. 2
XPath Fragments
Over an XML tree, an XPath query specifies the selection of nodes in the tree. Assume a (possibly infinite) alphabet Σ of labels. We define the largest class of XPath queries considered in this paper, referred to as X (↓, ↓ * , ↑, ↑ * , ∪, [ ], = , ¬), syntactically as follows:
where and l denote the empty path (the self-axis) and a label in Σ (the child-axis); '↓' and '↓ * ' stand for the wildcard (child) and the descendant-or-self-axis, while ↑ and ↑ * denote the parent-axis and ancestor-or-self-axis, respectively; '/' and '∪' denote concatenation and union, respectively; and finally, q in p[q] is called a qualifier and is defined by:
where p, p are as defined above, A is a label in Σ, op is either '=' or ' =', a, b stand for attributes, c is a constant (string value), and ∧, ∨, ¬ stand for and (conjunction), or (disjunction) and not (negation), respectively.
over an XML tree T is interpreted as a binary predicate on the nodes of T , while a qualifier is interpreted as a unary predicate. More specifically, for any nodes n in T , T satisfies p at n iff T |= ∃n p(n, n ), where T |= p(n, n ) and the associated version for qualifiers, T |= q(n), are defined inductively on the structure of p, q, as follows:
1. if p = , then n = n ; 2. if p = l, then n is a child of n, and is labeled l; 3. if p = ↓, then n is a child of n, regardless of its label; 4. if p = ↓ * , then n is either n or a descendant of n;
5. if p = ↑, then n is the parent of n; 6. if p = ↑ * , then n is either n or an ancestor of n;
q is a unary predicate of the following cases:
(a) q is p2: then T |= ∃n p2(n , n ); (b) q is lab() = A: then the label of n is A; (c) q is p2/@a op 'c': then T |= ∃n1 (p2(n , n1) ∧ n1.a op 'c'), where n1.a denotes the value of the a attribute of n1; that is, there exists a node n1 in T such that T |= p2(n , n1), n1 has attribute a and n1.a op 'c'; (d) q is p2/@a op p 2 /@b: then T satisfies the existential formula:
Here n is referred to as the context node. If T |= p(n, n ) then we say that n is reachable from n via p. We use n [[p] ] to denote the set of all the nodes reached from n via p, i.e.,
We say that an XML tree T satisfies a query p, denoted by T |= p, iff T |= ∃n p(r, n), where r is the root of T . In other words, r[[p]] = ∅, i.e., the set of nodes reachable from the root of T via p is nonempty. Similarly, we talk about T satisfying a qualifier q if T |= q(r). To simplify the discussion, we focus on the satisfiability of XPath queries applied to the root of T . The complexity results of this paper remain intact for arbitrary context nodes.
We also investigate various fragments of the language
We denote a fragment X by listing the operators supported by X : the presence or absence of negation '¬', data values '=', upward traversal '↑' ('↑ * '), recursive axis '↓ * ' ('↑ * '), qualifiers '[ ]', wildcard '↓', and union and disjunction '∪' (the absence of '∪' indicates that neither union nor disjunction is allowed). The concatenation operator '/' is included in all the fragments by default. For example, a small fragment with negation is X (↓, [ ], ¬) (note that '¬' can only appear in qualifiers), and the largest positive fragment is
All these fragments have been found useful in practice. For example, X (↓, ↓ * , ∪) is used by XML Schema to specify integrity constraints, and
is the class of treepattern queries studied in [1, 21, 27] . to encode φ, where p is specified as:
where XP(lj,j) = Xs/T if li,j is xs, and XP(lj,j) = Xs/F if li,j isxs.
Indeed, φ is satisfiable iff there is an XML tree T of the DTD D φ such that T |= p. 2 Example 2.3: Consider the DTD D = (Ele, Att, P, R, r), where Ele = {r, A}, Att = ∅, and P, R are as follows:
Consider the XPath query p = B. Then it is clear that there exists no XML tree T of the DTD D such that T |= p. 2
THE SATISFIABILITY PROBLEM
We are interested in the satisfiability problem for XPath queries considered together with a DTD: that is, whether a given XPath query p and a DTD D are satisfiable by an XML tree. We say that an XML tree T satisfies p and D,
Formally, for a fragment X of XPath we define the XPath satisfiability problem SAT(X ) as follows:
A DTD D, an XPath query p in X .
Below we present several basic results for SAT(X ).
Satisfiability in the Absence of DTDs
The satisfiability problem for a fragment X in the absence of DTDs is the problem of determining, given any query p in X , whether or not there is an XML tree T such that T |= p.
This version of the satisfiability problem for X is actually a special case of SAT(X ), since it can be reduced to SAT(X ) when the input DTD is fixed to range over DTDs of the form Dp = (Elep, Attp, Pp, Rp, rp), where (1) Elep consists of a distinct label X as well as all the labels A mentioned in p in the form of a sub-query A or a qualifier lab() = A; (2) Attp consists of all the attribute names a, b mentioned in p in the form of a qualifier p/@a op 'c' or p/@a op p /@b; (3) for each A ∈ Elep, the production for A is defined to be A → (A1 + · · · + An) * , where Elep = {A1, . . . , An}; (4) Rp(A) is defined to be Attp; and (5) rp is one of Ai's in Elep. The connection between this satisfiability problem and SAT(X ) is encapsulated in the following. Proposition 3.1: For any fragment X of XPath queries defined above and any query p in X , there exists an XML tree T such that T |= p iff there exists an XML tree T such that T |= (p, D), where D has the form of Dp given above.
2
For a query p, there are at most O(|p|) many such DTDs D (by allowing rp to range over all the element types in Elep), and the size of such D is in O(|p| 2 ). As a result, since all the upper bounds for SAT(X ) established in this paper are with respect to complexity classes containing PTIME, they also hold for the satisfiability problem for X in the absence of DTDs. However, we shall see that for some fragments X , the complexity for its satisfiability problem in the absence of DTDs can be much lower than its counterpart for the same fragment X in the presence of DTDs.
XPath Satisfiability and Containment
The containment problem for a fragment X in the presence of DTDs, denoted by CNT(X ), is the problem to determine, given any queries p1, p2 ∈ X and a DTD D, whether or not for any XML tree
, where r is the root of T . That is, whether the answer to p1 is contained in the answer to p2 over all the XML trees of D. If this holds then we say that p1 ⊆ p2 under D.
For any fragment X , SAT(X) is reducible to the complement of CNT(X ). Indeed, given any query p ∈ X and DTD D, (p, D) is satisfiable iff p1 ⊆ ∅D, where ∅D is a special query that returns an empty set over any XML tree of D. Note that ∅D is definable in any of our X 's (e.g., ∅D can be defined to be A where A is not an element type of D). Recall that for a complexity class K, coK stands for {P | P ∈ K}. So we have observed:
We shall see that the upper bound for SAT(X ) is often much lower than its counterpart for CNT(X ). Furthermore, for many fragments X considered in this paper, (e.g. the fragments X (. . . , ¬) with negation) the complexity of CNT(X ) has not been established by previous work.
For fragments X supporting certain operators, SAT(X ) and the complement problem of CNT(X ) actually coincide. Consider the following two cases.
• In Section 5, we will apply Propositions 3.2 and 3.3 to get complexity results for CNT(X ) based on the results for SAT(X ) established later on. To the best of our knowledge, our complexity results for CNT(X ) are the first results for the containment problem for the fragments with negation.
XPath Satisfiability and Normalized DTDs
A mild variant of SAT(X ) for a fragment X is the problem to determine, given any query p ∈ X and any normalized DTD D, whether or not there is an XML tree T such that T |= (p, D). Let us refer to this problem as the satisfiability problem for X under normalized DTDs. The next result tells us that for many fragments X , SAT(X ) and satisfiability for X under normalized DTDs are polynomially equivalent, i.e., there are PTIME reductions in both directions.
Proposition 3.4:
For any class X of XPath queries that allows '∪' and '↓' (and in addition, label test lab() = A if X allows upward modalities), there exists a linear-time function N from DTDs to normalized DTDs, and there exists a PTIME computable function f : X → X such that, for any DTD D and any XPath query p ∈ X , there exists an XML tree T such that T |= (p, D) iff there exists an XML tree
Since the satisfiability problem for X under normalized DTDs is a special case of SAT(X ), this proposition says that it suffices to consider normalized DTDs when proving either upper or lower bounds for fragments satisfying the restriction above; we will make use of this frequently in our proofs.
POSITIVE XPATH QUERIES
In this section we study satisfiability of XPath queries without negation, namely, queries in X (↓, ↓ * , ↑, ↑ * , ∪, [ ], =), referred to as positive XPath queries. We investigate SAT(X ) for various sub-classes X of this fragment. Given this existential characterization, it is not surprising that the satisfiability problem is in NP. However, we will find that for even limited positive languages it is NP-hard. We start with a small fragment X (↓, ↓ * , ∪), i.e., the downward fragment without qualifiers and data values. We then investigate the impacts of different operators on the complexity of satisfiability analysis of positive XPath queries, extending X (↓, ↓ * , ∪) by adding qualifiers, upward traversal, recursive axes and data values. Downward XPath queries without qualifiers. We first consider X (↓, ↓ * , ∪) queries. There exists an algorithm (based on dynamic programming) that, given any DTD D and any query p in X (↓, ↓ * , ∪), decides whether or not (p, D) is satisfiable in O(|p| × |D| 2 ) time, where |p| and |D| denote the sizes of p and D, respectively. Thus we have:
Recall that the containment problem CNT(X (↓, ↓ * , ∪)) is EXPTIME-complete [20] . This shows that satisfiability analysis is quite different from its containment counterpart.
In contrast to Theorem 4.1, the satisfiability problem for X (↓, ↓ * , ∪) becomes trivial in the absence of DTDs.
Proposition 4.2:
In the absence of DTDs, all queries in X (↓, ↓ * , ∪) are always satisfiable. 2
Obviously, this is an extreme case where the presence of DTDs complicates satisfiability analysis. This result is a special case of Theorem 6.10, which, along with the remaining complexity results for the satisfiability problem in the absence of DTDs, will be presented in Section 6.
Downward XPath queries without qualifiers. We now study X (↓, ↓ * , ∪, [ ]), i.e., the extension of X (↓, ↓ * , ∪) by adding qualifiers. The result below shows that adding qualifiers does make our lives harder: the satisfiability problem becomes intractable, even in the absence of recursion (↓ * ), and without either disjunction (union ∪) or wildcard (↓).
Proposition 4.3:
The following problems are NP-hard:
Proof sketch. These are verified by reduction from 3SAT, which is NP-complete (cf. [22] ). A reduction from 3SAT to SAT(X (∪, [ ]) ) has been given in Examples 2.1 and 2.2. The reduction to SAT(X (↓, [ ]) ) can be found in the full version of the paper.
Upward XPath queries without qualifiers. Alternatively we extend X (↓, ↓ * , ∪) by allowing upward modalities. The presence of upward modalities also complicates satisfiability analysis: the satisfiability problem also becomes intractable, even in the absence of recursion (↓ * , ↑ * ), union (∪) and qualifiers ([ ]). This is shown by the result below, which can also be proved by reduction from 3SAT.
Proposition 4.4: SAT(X (↓, ↑)) is NP-hard. 2
Adding recursion and data values. For positive XPath queries with qualifiers, the presence of recursion and data values does not increase the complexity of satisfiability analysis. Indeed, below we show that adding recursion and data values does not move the problem beyond NP.
Proof sketch. The upper bound is proved by providing a NP algorithm for checking the satisfiability of queries in X (↓, ↓ * , ↑, ↑ * , ∪, [ ], =) in the presence of DTDs. For a given a query p and DTD D, the algorithm first computes a so-called skeleton Tp of p and then guesses an embedding of Tp (or witness skeleton) in a tree using D, without explicitly constructing the tree. The main result is that it is sufficient to guess a witness skeleton of bounded depth. More specifically, a witness skeleton can be obtained by guessing at most |p| paths in D of length bounded by (|p| + |p| 2 ) × |D|, and then verifying whether these paths can expand to a tree conform with D. This can be done in time O(|witness skeleton| × |D|). The NP-completeness follows from this and Propositions 4.4 and 4.3.
In contrast, it has been shown in [20, 28] that in the presence of DTDs, the containment problem CNT(X ) is EXPTIMEhard in the presence of DTDs, when X is either X (↓ * , ∪)
; and it is in EXPTIME for X (↓, ↓ * , ∪, [ ]). Neither XPath's data value equality nor upward modalities are considered in [20, 28] .
XPATH FRAGMENTS WITH NEGA-TION
In this section we show that allowing negation in qualifiers makes satisfiability analysis different in nature. With negation one must deal with both universal and existential quantifiers. In contrast to positive XPath queries, adding data values and/or recursion to XPath fragments with negation has an enormous effect: with recursive axes, it makes the satisfiability problem undecidable, while without recursion there is a jump to NEXPTIME. That is, the interaction between recursion, data values and negation is rather intricate.
Most previous work on XPath containment/satisfiability bounds [7, 10, 13, 16, 20, 28] has considered either no negation or restricted negation. From the EXP-TIME lower bounds on containment in [20, 28] plus Proposition 3.3, we get an EXPTIME lower bound for
[15] considers an extension of XPath which includes X (↓, ↓ * , ↑, ↑ * , ∪, [ ], ¬), and proves an EXPTIME bound via reduction to dynamic logic. We include this result here for completeness.
We first study the impact of negation by investigating SAT(X (↓, [ ], ¬)). We then gradually extend X (↓, [ ], ¬) by adding upward modalities, recursion, and data values, investigating the impact of these operators on satisfiability analysis in the presence of negation.
Non-recursive XPath queries with negative qualifiers. We first consider fragments of XPath with negation but without recursion. The result below tells us three things. First, the presence of negation makes satisfiability analysis PSPACE-hard. Second, the bound is tight. Third, in contrast to Propositions 4.3 and 4.4 for positive XPath queries, further extending X (↓, [ ], ¬) by allowing union (∪) and upward modality (↑) does not make the analysis harder. The upper-bound proofs involve radically different techniques from those used in either the NP membership in the previous section, or the EXPTIME bounds of [20] .
Theorem 5.1: SAT(X ) is PSPACE-complete for any fragment X that (1) contains X (↓, [ ], ¬), and (2) 
Proof sketch. For the lower bound, we show that SAT(X (↓, [ ], ¬)) is PSPACE-hard by reduction from 3QSAT, a well-known PSPACE-complete problem (cf. [22] ). For the upper bound, we show that SAT(X (↓, ↑, ∪, [ ], ¬)) is in PSPACE by first establishing a linear bound on the maximum branching needed in a witness model. Using this we then provide a NPSPACE algorithm for checking the satisfiability of queries in X (↓, ↑, ∪, [ ], ¬) in the presence of DTDs (recall that PSPACE = NPSPACE).
More specifically, for a given query p and DTD D, the algorithm first computes an ordered list Q of all the sub-queries in p. Next, the algorithm is implemented by using a function check(n, s), which (a) takes a node n labeled A and a natural number s as input, (b) guesses a subtree rooted at n that conforms to the DTD D and has a depth bounded by |p| − s, without explicitly constructing the subtree (here, we use the bound on the maximum branching needed), and (c) evaluates all the queries q in Q at all the nodes in the subtree; it returns for each q ∈ Q a Boolean formula, denoted by sat(q, n), which is either true if q is satisfied at n in the subtree, false if q is not satisfied at n in the subtree, or which tells what should be evaluated at the parent of n in order to establish the truth value (in the presence of ↑). The size of sat(q, n) is bounded by |p|.
The computation can be done in NPSPACE although it takes exponential time in |D|. The algorithm does not explicitly construct the XML tree, which is of possibly exponential size; instead, at any time it only constructs a partial subtree of size O(k × |p|). Here k is the bound on the maximum branching needed. At each of its node a list of size O(|p| 2 ) is used, bringing the total space complexity to
Recursive XPath queries with negative qualifiers.
We now study the impact of recursion (↓ * , ↑ * ) on satisfiability analysis. Recall from Theorem 4.5 that the presence of recursion does not make the analysis harder for positive XPath queries. In contrast, Theorem 7 ii) of [15] implies that the addition of recursion to X (↓, [ ], ¬) makes the problem EXPTIME-hard. The upper bound in the same theorem implies that the bound above is tight, even when upward traversal (↑, ↑ * ) and union (∪) are allowed (indeed, [15] shows that this upper bound holds even in the presence of specialized DTDs and sibling axes in queries).
Adding data values. In contrast to Theorem 4.5, which shows that the presence of data values does not complicate satisfiability analysis of positive XPath queries, we next show that adding data values to fragments with negation has an enormous impact on the analysis.
Proof sketch. This is verified by reduction from the halting problem for two-register machines, which is known to be undecidable (cf. [3] ).
The good news is that not every fragment with negation and data values is beyond reach: below we show that the satisfiability problem in the presence of data values and negation is still decidable for non-recursive downward queries. Unlike the previous results, the proof uses a finite-modeltheoretic construction. While the decidability of the satisfiability problem remains open if the upward axis ↑ is further added, we show that the "hardness" increases compared to the fragment without data equality.
Proof sketch. We prove the lower bound by reduction from the two-player corridor tiling game, and the upper bound by first establishing a small model property for satisfiable queries in X (↓, ↑, ∪, [ ], =, ¬), and then showing that the existence of such a model can be decided in NEXPTIME.
More specifically, for a given query p and DTD D, we show that if (p, D) has a model (i.e., there exists an XML tree satisfying (p, D)), then it has a small model of exponential size in |p| and |D|. The nondeterministic decision algorithm then works as follows: first guess a model T of exponential size in |p| and |D|, and then check whether T satisfies (p, D). The latter can be done in polynomial time in |T | and |p| (cf. [9] ), and thus the algorithm is in NEXPTIME. Note that it is not necessary to guess and check all possible data values for attributes; the decision algorithm only needs to guess a binary relation '=' between the attribute values and between attribute values and constants mentioned in p. Such a relation has a size bounded by O(|p| 2 ). 2
These results indicate that XPath with negation and data values is very close to the border of decidability, and which side a particular fragment falls on depends on syntactic restrictions on axes and qualifier constructs.
Containment analysis in the presence of negation.
The results above, along with Propositions 3.2 and 3.3, give us complexity results for the containment problem CNT(X ) for XPath fragments X with negation in the presence of DTDs.
Corollary 5.5: For the containment problem CNT(X ) in the presence of DTDs,
Fixed DTDs
Under fixed DTDs, the satisfiability problem SAT(X ) is to determine, given any query p ∈ X , whether or not there exists an XML tree T that satisfies both p and a fixed DTD D0. Here D0 is not an input, but is predefined. Together with other restrictions, fixed DTDs may simplify the analysis of SAT(X ). For example, the observation below contrasts with the EXPTIME hardness in Theorem 5.2.
Proposition 6.4:
) is in PTIME under fixed, non-recursive DTDs.
Furthermore, if the DTDs do not contain Kleene star,
Proof sketch. If the fixed DTD D0 has no Kleene star, then there are only a constant number of tree instances of D0, all of size bounded by a constant (More specifically, these constants are functions of |D0|). The algorithm now simply evaluates the query p on each instance in PTIME [9] and checks whether any of the query results is non-empty.
If D0 has a Kleene star, then we show that there exists a (constant) number of non-recursive DTDs Di, each not using the Kleene star, and such that (p, D) is satisfiable iff (p, Di) is satisfiable for some Di. The result now follows from the previous case.
Unfortunately, fixed DTDs do not make our lives much easier: all the fragments studied in Propositions 4.3 and 4.4 remain intractable under fixed DTDs. These results require more involved encoding arguments than the ones given in Section 4, since the former relied heavily on varying DTDs.
Proof sketch. For the fragment X (↓, ↓ * , ∪, [ ]) the algorithm is based on dynamic programming. The algorithm basically checks whether there are conflicting label tests preventing a query to be satisfiable. Although the algorithm is similar to the algorithm in the proof of Theorem 4.1, here we can easily deal with qualifiers in the absence of DTDs. Indeed, because of the existential semantics of X (↓, ↓ * , ∪, [ ]) and the absence of DTDs, we can freely generate a separate branch for each qualifier in a conjunction of qualifiers on which the qualifier is satisfied.
For the second fragment X (↓, ↑, [ ]), the algorithm normalizes the input query p such that ↑ does not appear in the scope of ↓ anymore. After the normalization, we simply check whether the first axis is not ↑, and if in every qualifier the label equalities are propositional consistent.
Finally, for the fragment X (↓, ↑, =) we rely again on a normalization step. More specifically, we bring any query into the form η1[q1]/ . . . /η k [q k ], where ηi is either ↓ or A, qi = Gi ∧ Hi, Gi is a conjunction of conjunctive atoms, Hi is a conjunction of expressions p1/@a op p2/@b, and pi is in the normal form. Here a conjunctive atom is of the form /@a op /@b, /@a op 'c' or lab() = A.
Since all label tests and label equalities are neatly organized in a normalized query, we can check its satisfiability by inductively checking the consistency of label tests and label equalities.
But as with the disjunction-free distinction, in the presence of data value equality (=) or upward modalities (↑), the lack of a DTD does not help matters. The proofs of the result below follows from that of Theorem 6.8. Its last part also follows from the results of [10] .
Corollary 6.11: In the absence of DTDs, the following problems are NP-hard:
As in the settings of disjunction-free and fixed DTDs, the absence of DTDs does not simplify satisfiability analysis of fragments with negation. This is verified by the results below; the proofs for the first two are mild extensions of their counterparts for disjunction-free DTDs (Corollary 6.9), and the proof for the last one is a variation of that of Theorem 5.4.
Corollary 6.12: In the absence of DTDs,
CONCLUSION AND RELATED WORK
We have studied the satisfiability problem for a variety of XPath fragments in the presence of DTDs, in the absence of DTDs, and under restricted DTDs.
The main complexity results are summarized in Table 1 , annotated with their corresponding theorems.
Under arbitrary (any) DTDs, the table shows that the complexity of SAT(X ) ranges from PTIME to NP-complete when X is a positive XPath fragment. When negation is added, the complexity ranges from PSPACE-complete to undecidable, depending on different combinations of the negation operator, the recursive axes and data-value joins.
Under non-recursive (non-rec) DTDs, the satisfiability problem becomes much simpler for XPath fragments with recursive axes; however, the absence of DTD recursion does not help satisfiability analysis of XPath fragments without recursive axes. The absence of disjunction (+-free) in DTDs simplifies satisfiability analysis of positive XPath fragments, but does not help fragments with negation. Fixing the DTD has little impact on the worst-case analysis, while the absence of DTDs (DTD-free) diminishes the complexity for positive fragments but not for those fragments with negation.
Our analysis of XPath fragments with negation and data values is still preliminary. An open question is the complexity of SAT(X (↓, ↑, ↓ * , ↑ * , ∪, [ ], =, ¬)), i.e., the largest fragment with recursive and upward axes, negation and datavalue joins, in the absence of DTDs, DTD disjunctions, or DTD recursion. Another open question is the decidability of SAT(X (↓, ↓ * , ∪, [ ], =, ¬)), i.e., the largest downward fragment. We only know that the problem is decidable either under non-recursive DTDs, or in absence of the recursive axis (↓ * ). Finally, it would also be interesting to see if the NEXPTIME bound for non-recursive DTDs remains valid when queries have access to a document ordering.
Related work. The containment problem has been studied for several XPath fragments in the absence and in the presence of DTDs [7, 16, 20, 28, 15] . Most of the work on containment (except [20, 15] ) focuses on positive XPath, without upward axes and data-value joins. We have shown that the upper bounds inherited from containment are not tight for satisfiability. Similarly, our bounds do not imply anything about containment analysis for those positive fragments studied previously. In the presence of negation, Propositions 3.3 and 3.2 allow our upper and lower bounds to be carried over to the containment problem for the corresponding fragments.
While [20] proves bounds on containment in the presence of negation and data values (without upward axes), it does not consider the general XPath negation operator, and instead negation is tied to particular equality comparisons. Data values in [20] are introduced in the form of variables. Variables are not an XPath 1.0 notion, and they change the modal nature of the language dramatically. Since this se- 2) + + + + EXPTIME-hard EXPTIME-hard EXPTIME-hard EXPTIME-hard EXPTIME-hard (Th 5.4) (Cor 6.3) (Th 6.6) (Cor 6.9) (Cor 6.12) + + + + + NEXPTIME NEXPTIME NEXPTIME NEXPTIME NEXPTIME (Th 5. [20] , and vice versa.
[15] is concerned principally with extensions of XPath, but contains bounds on equivalence and satisfiability for the largest fragments we consider that lack data value equality. [15] proves an EXPTIME upper bound on satisfiability for an extension of XPath, which implies an EXPTIME bound for SAT(X (↓, ↓ * , ↑, ↑ * , ∪, [ ], ¬)). Indeed, the results of [15] imply an EXPTIME upper bound on the extension of this fragment with the sibling axes (which we do not consider), in the presence of specialized DTDs (roughly speaking, XML Schema), rather than just DTDs. A corresponding EXP-TIME hardness result for navigational XPath can be derived from a lower bound on query equivalence of the "XCore" language of [15] (see Section 5).
Closest in spirit to our paper are [10, 13] , which are general studies of the satisfiability problem. [10] differs from our work in both the set of operators it considers (e.g., without data values), and in that it assumes the absence of DTDs. It gives PTIME bounds in the presence of qualifiers, sibling axes, upward axes, and a root test. We do not consider sibling axes here, but our results suffice to show that these bounds do not hold in the presence of DTDs. The proofs of [10] also imply that the satisfiability problem is NP-complete when downward axes are supplemented by an intersection operator. The intersection operator is not available in XPath 1.0, so we do not consider it here. Finally, [10] shows that satisfiability is NP-hard in the presence of a complement operator, which is again not supported by XPath. Instead. we consider here the XPath negation operator, proving both lower and upper bounds. Note that our results would also carry over to show that XPath fragments with all of the features of [10] is in EXPTIME.
[13] considers a tree pattern formalism with expressiveness incomparable to XPath. These are tree-shaped, positive queries, with data value equality and inequality along with a node-equality test. Note that node-equality can be used to simulate the intersection operation of [10] . [13] shows that the satisfiability problem is NP-complete for several restrictions of this pattern language in the absence of DTDs. It also investigates the satisfiability of tree pattern queries with limited use of data joins (these can only occur "conjunctively") and node equality and inequality under nonrecursive disjunction-free DTDs. Since these results impose severe syntactic restrictions, all of which make sense only within the particular pattern formalism rather than in XPath, it is difficult to compare the results with ours on positive XPath. [13] does not deal with negation, nor can the XPath negation operator be simulated in the formalism of [13] .
Minimization, rewriting and optimization are studied for tree patterns and XPath [1, 9, 21, 27] . Expressiveness of XPath is investigated in [2, 17, 18, 19] . No bounds for satisfiability follow from these works.
There are several powerful logical formalisms on trees for which satisfiability is decidable, principally Monadic Second Order Logic (MSO) [26] . All the XPath fragments we consider that omit data-value equality can be translated into MSO, thus giving a decision procedure. However, MSO on trees (and even first-order logic) has a non-elementary satisfiability problem [24] . Restricted logics such as the µ-calculus do admit EXPTIME decision procedures. While the expressiveness of the µ-calculus is incomparable with XPath, one of our results (Theorem 5.2) relies heavily on the principal technique used for proving µ-calculus decidability. For the fragments with data values we know of no semantics-preserving translation into an existing formalism.
