探索点間の相互作用を考慮した近傍探索に基づく多目的組合せ最適化手法 by 高村 秋平
平成 26年度 修士論文
探索点間の相互作用を考慮した
近傍探索に基づく多目的組合せ最適化手法
首都大学東京大学院 理工学研究科 電気電子工学専攻
高村 秋平
論文要旨
近年のシステムの大規模化・複雑化，システムの設計・運用・解析・制御や工業製品の性
能に対する要求の高度化により，実用的な最適化に対する要求は急速に高まっている。そ
の中でも，システム運用のスケジュール問題や，最短経路問題をはじめとする，多くの離
散的構造を有する実問題は組合せ最適化問題として定式化できる。しかしながら，多くの
組合せ最適化問題は，問題のサイズに対して計算時間が指数関数的に増大し，実用的な時
間内で計算することが困難な，いわゆるNP困難のクラスに属すことが知られている。一
方で，実際の問題を解く際には，厳密な最適性の保証はなくとも，十分精度の高い近似解
を実用的な時間内で求めることができれば十分である場合が多い。
さらに，実問題においては目的関数が複数あり，また目的関数間に優先順位をつけるこ
とが難しく，全て良くしたいと考えることがある。このような問題は多目的最適化問題と
呼ばれる。通常，多目的最適化問題は複数の目的関数の間にトレードオフの関係があり，
これを考慮した解の集合を効率よく求めることができる手法の必要性が増してきている。
以上より，本研究では，多目的組合せ最適化問題を対象とした，実用的な最適化手法の
構築を目標とした。最適化手法として，メタヒューリスティクスに着目した。メタヒュー
リスティクスは，決定変数値情報と評価値情報のみで最適化ができる発見的近似手法の枠
組みである。汎用性の高さや，探索時間に応じた最適性の高さを持つ解を得ることが可能
である点が特徴として挙げられ，コンピュータパワーの飛躍的増大を背景として，実用的
な最適化手法として注目が集まっている。
メタヒューリスティクスの探索の本質は，探索点の近傍の生成と，探索点の移動である
と考えることができる。本研究では，探索点の近傍の生成について，Tabu Searchをはじ
めとする近傍探索に基づく手法に着目した。近傍探索に基づく手法は，単一目的組合せ最
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適化問題に対して高い性能を有することが知られており，多目的組合せ最適化問題に対し
ても有効な戦略であることが期待できる。
Tabu Searchを多目的最適化問題に対して適用した例として，加重和最小化手法や制約
変換法などにより，多目的最適化問題を単一目的最適化問題に変換して適用する方法が挙
げられる。これに対し，本研究では，多目的組合せ最適化問題を変換せずに扱う，近傍探
索に基づく多点探索型多目的組合せ最適化手法を提案した。本研究の要点は，以下の通り
である。
(1) Tabu Searchに立脚した多点探索型多目的組合せ最適化手法を提案した。提案手法に
おいて，探索点の近傍生成およびその際に用いる探索履歴情報は，代表的な近傍探索
に基づく単一目的組合せ最適化手法であるTabu Searchに基づくものとした。また，
探索点の移動は，進化型多目的最適化の代表的手法であるNondominated Sorting
Genetic Algorithm II（NSGA-II）を参考に，探索点間の相互作用を用いる移動方
法を新たに提案した。典型的なベンチマーク問題を用いた数値実験により，提案手
法の有用性を検証した。
(2) メタヒューリスティクスの探索における代表的な探索戦略として，多様化と集中化
が挙げられる。あらゆるメタヒューリスティクスにおいて，探索性能の向上には探
索過程における適切な多様化・集中化の実現が重要であることが広く知られている。
また，多くの優れたメタヒューリスティクスにおいて，探索序盤は多様化を強く働か
せ，探索終盤は集中化を強く働かせる戦略が見られる。(1)で提案したTabu Search
に立脚した多点探索型多目的組合せ最適化手法において，多様化・集中化のバラン
スを調節するパラメータを明らかにし，そのパラメータを探索段階に合わせてスケ
ジューリングすることで，多様化と集中化の適切なバランスの実現を狙う新たな移
動戦略を提案した。典型的なベンチマーク問題を用いた数値実験により，新たな移
動戦略の有用性を検証した。
(3) 最適化問題の解構造に広く見られる良構造の偏りとして，近接最適性原理が知られ
ている。近接最適性原理は，「良い解同士はなんらかの類似構造を有している」とい
う漠然とした原理である。本研究では，良い解を評価値，類似構造を探索点間の距
離で評価した上で，多目的最適化問題における近接最適性原理を新たに解釈した。
これを基に，探索点の近傍生成および探索点の移動において，評価値情報と距離情
報に基づく探索点間の相互作用を有する，新たな多点探索型多目的組合せ最適化手
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法を提案した。数値実験を通じて，提案手法の有用性を検証した。
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1 序論
1.1 本論文の背景と目的
近年のシステムの大規模化・複雑化，システムの設計・運用・解析・制御や工業製品の性
能に対する要求の高度化により，実用的な最適化に対する要求は急速に高まっている。そ
の中でも，システム運用のスケジュール問題や，最短経路問題をはじめとする，多くの離
散的構造を有する実問題は，組合せ最適化問題として定式化できる。しかしながら，多く
の組合せ最適化問題は，問題のサイズに対して計算時間が指数関数的に増大し，実用的な
時間内で計算困難な，いわゆるNP困難のクラスに属すことが知られている［1］。一方で，
実際の問題を解く際においては，厳密な最適性の保証はなくとも十分精度の高い近似解を
実用的な時間内で求めることができれば十分である場合が多い［2］。これらに加えて，コン
ピュータパワーの飛躍的増大を背景として，近似手法の一つであるメタヒューリスティク
スと呼ばれる枠組みに注目が集まっている。
さらに，実問題においては目的関数が複数あり，また，目的関数間に優先順位をつける
ことが難しく，それらを全て良くしたいと考えることがある。このような問題は多目的最
適化問題と呼ばれる。通常，多目的最適化問題は複数の目的関数の間にトレードオフの関
係があり，これを考慮した解の集合を効率よく求めることができる手法の必要性が増して
きている。
近年，多目的最適化問題においては，代表的なメタヒューリスティクスのひとつである遺
伝的アルゴリズム（Genetic Algorithm: GA）［3］をはじめとする進化的手法を用いたアプ
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ローチである進化型多目的最適化（Evolutionary Multi-Objective Optimization: EMO）
が注目を集めている［4］。この理由として，進化的手法は多点探索型手法であり，一度の探
索で多様な解を効率的に求められることが挙げられる。
一方，本研究では，EMOのアプローチを意識しつつも，最適化手法としてTabu Search
（TS）［5］をはじめとする近傍探索に基づく手法に着目する。近傍探索に基づく手法は，単
一目的最適化問題において高い性能を有することが知られており，多目的最適化問題にお
いても有用であることが期待できる。
本研究では，まず，近傍生成はTSに立脚し，探索点の移動において探索点間の新たな
相互作用を用いた，多点探索型多目的組合せ最適化手法を提案する。代表的なベンチマー
ク問題を用いた数値実験を通して，提案した手法の有用性を検証する。
さらに，提案したTSに基づく多点探索型多目的最適化手法について，メタヒューリス
ティクスの探索における代表的な探索戦略である多様化と集中化［1］の観点から解析を行
う。その結果を踏まえて，パラメータのスケジューリングを用いることで探索の多様化・
集中化を制御し，探索序盤における解空間の多様な探索と，探索終盤における良い解周辺
の集中的な探索を狙う新たな移動戦略を提案する。代表的なベンチマーク問題を用いた数
値実験を通して，提案した移動戦略の有用性を検証する。
最後に，最適化問題の解構造に広く見られる良構造の偏りである近接最適性原理（Prox-
imate Optimality Principle: POP）［1］について，多目的最適化問題における解釈を新た
に行う。多目的最適化におけるPOPを基に，探索点の近傍生成および探索点の選択・移動
において，評価値情報と距離情報に基づく探索点間の相互作用を有する，新たな多点探索
型多目的組合せ最適化手法を提案する。代表的なベンチマーク問題を用いた数値実験を通
して，提案手法の有用性を検証する。
1.2 本論文の構成
本論文は全 7章から構成されており，各章の概要は以下の通りである。
第 1章の “序論”では，本研究の背景と目的について述べ，本研究の要点をまとめた。
第 2章の “多目的最適化問題”では，多目的最適化問題の概要を述べる。
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第 3章の “近傍探索に基づく最適化手法”では，代表的な近傍探索に基づく最適化手法
と，それらの多目的最適化への適用について述べる。
第 4章の “Tabu Searchに基づく多点探索型多目的最適化手法の提案”では，近傍生成は
TSに基づき，選択・移動については，新たに提案した探索点間の相互作用を用いた，多点
探索型多目的組合せ最適化手法を提案する。代表的なベンチマーク問題を用いた数値実験
により，TSに基づく多点探索型多目的最適化手法の有用性を検証する。
第 5章の “多様化と集中化を考慮した新たな移動戦略の提案”では，第 4章で提案した多
点探索型多目的最適化手法について，メタヒューリスティクスの探索における代表的な探
索戦略である多様化と集中化の観点から解析を行う。さらに，解析に基づき，新たな移動
戦略を提案する。代表的なベンチマーク問題を用いた数値実験により，提案した移動戦略
の有用性を検証する。
第 6章の “近接最適性原理に基づく多点探索型多目的最適化手法の提案”では，最適化問
題の解構造に広く見られる良構造の偏りである近接最適性原理について述べ，多目的最適
化問題における近接最適性原理を新たに解釈する。さらに，多目的最適化問題における近
接最適性原理に基づく探索点間の相互作用を有する，多点探索型多目的組合せ最適化手法
を提案する。代表的なベンチマーク問題を用いた数値実験により，提案した移動戦略の有
用性を検証する。
第 7章の “結論”では，本研究で得られた研究成果，および今後の研究課題をまとめる。
付録Aでは，本論文の数値実験に用いた組合せ最適化問題について説明する。
2 多目的最適化問題
2.1 多目的最適化問題の概要
実問題においては，目的関数が複数あり，また，目的関数間に優先順位をつけることが
難しく，それらをすべて良くしたいと考えることがしばしばある。このような，複数の目
的関数を持つ最適化問題を，多目的最適化問題と呼ぶ。一般に，r個の目的関数を持つ多
目的最小化問題は以下のように定式化される。
min f (x) =
⎡
⎢⎢⎢⎣
f1(x)
f2(x)
...
fr(x)
⎤
⎥⎥⎥⎦
subj. to x ∈ F
ここで，xは決定変数，f (x)はベクトル値目的関数，fi(x)は i番目の目的関数，F は実
行可能領域である。図 2.1に，2目的最小化問題のイメージを示す。
もし，すべての目的関数を最小にする解が存在するならば，その解は多目的最小化問題
の完全最適解である。しかし，通常は複数の目的関数の間にトレードオフの関係が存在す
るために，完全最適解が存在することは一般的ではない［1］。そのため，多目的最適化にお
いては，個々の解同士の優越関係に基づいて解を評価する。
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図 2.1： 多目的最適化問題 図 2.2： 多目的最適化問題の評価値空間
優越関係
xと yを多目的最小化問題の実行可能解とする。以下の条件が成り立つとき，解xは解
yを優越するという。
∀i, fi(x) ≤ fi(y) and ∃i, fi(x) < fi(y)
多目的最適化では，ほかの解に優越されないという基準を用いて最適解が定義される。こ
のような解はパレート解（Pareto Solution），あるいは非劣解などと呼ばれる［6］。パレー
ト解同士はそれぞれ優越関係による客観的な比較が不可能な解であり，最終的な選好解の
候補である。図 2.2は，図 2.1の 2目的最小化問題を評価値空間で表したものである。
2.2 単一目的最適化問題への変換を用いた解法
多目的最適化問題に対して古くから用いられている方法として，多目的最適化問題を単
一目的最適化問題に変換したうえで解く方法が挙げられる。この方法はスカラー化と呼ば
れる。スカラー化に分類される方法としては，加重和最小化手法や，制約変換法（ε制約
法）などが挙げられる。
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このとき，各手法について，意思決定者の選好情報が事前にある形で与えられる必要が
あると言える。例えば，加重和最小化手法の場合，各目的関数の重みが必要である。しか
し，特に目的関数が多くなった場合，重みを調整することによって望み通りの解を得るこ
とは一般には困難であることが知られている［6］。また，制約変換法の場合，各目的関数に
関して許容できる最大値が必要となるが，このためには目的関数間に明確な優先順位をつ
けることができなければならない。
さらに，加重和最小化手法については，非凸なパレート解を得ることができないといっ
た課題も知られている［1，6］。
2.3 進化型多目的最適化
近年注目されている多目的最適化問題に対するアプローチに，遺伝的アルゴリズム（Ge-
netic Algorithm: GA）をはじめとした進化型計算を用いた方法である進化型多目的最適化
（Evolutionary Multi-Objective Optimization: EMO）がある。EMOの特徴として，多
目的最適化問題を他の問題に変換することなく扱い，アルゴリズムを一回実行することで
多数のパレート解を同時に得ることを明確に意図していることが挙げられる。進化型計算
は多点探索型手法であるため，複数の解を探す多目的最適化には都合が良いと言える［4］。
2.3.1 メタヒューリスティクス
GAをはじめとした進化的最適化手法や，Local Search［7］やTabu Searchをはじめとす
る近傍探索に基づく最適化手法，Particle Swarm Optimization［8］などのマルチエージェ
ント型最適化手法は，メタヒューリスティクスと呼ばれる枠組みに分類される。メタヒュー
リスティクスは，最適化問題に対する発見的近似手法の枠組みであり，以下のような特徴
を持つ。
• 物理現象，生物現象などにアナロジーを持つ手法が多い
• 計算時間に応じて最適性の高い解を得ることが可能
• 決定変数値情報と解情報のみで最適化が可能
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• 探索点の近傍生成と，選択・移動を繰り返すことで最適化を行う
特に，決定変数値情報と解情報のみで最適化が可能であることから，シミュレータから
の評価値情報を直接用いた最適化などが可能である。近年のコンピュータパワーの飛躍的
増大や，シミュレーション技術の進歩を背景に，汎用性が高く，実用的な最適化手法とし
て注目を集めている。
2.3.2 進化型多目的最適化の代表的手法
EMOに分類される最適化手法に，Debらが提案した Nondominated Sorting Genetic
Algorithm II（NSGA-II）［1，9］がある。NSGA-IIは，GAにおいて特徴的な交叉・突然変異
といった遺伝的操作を用いた近傍生成に加えて，解の選択においてCrowding Tournament
選択と呼ばれる評価方法が導入されている手法であり，高い性能と汎用性から，代表的な
EMOの最適化手法として知られている。特徴として，強力なエリート保存戦略が実現さ
れていること，パラメータの数が少数であることなどが挙げられる。
NSGA-IIにおいて採用されているCrowding Tournament選択は，Non-Dominated Sort-
ingおよびCrowding Distance Sortingから構成される，解の評価方法である。以下に，そ
れぞれの概要を述べる。
Non-Dominated Sorting
Non-Dominated Sortingは，対象となるそれぞれの解に重要度を示すランク（Rank）
を割り振り，ランクの値が良い順に並び替えるソートの方法である。本研究では，
ランクを割り振ることをランキング（Ranking）と呼ぶ。ランキングは，Goldberg
の示唆した方法［3，6］を用いる。
ランキングの手順は以下の通りである。まず，対象とする解集合のうち，ほかの
解に優越されていない解にランク 1を割り振る。そして，ランクが割り振られてい
ない解のみを考え，ほかの解に優越されていない解にランク 2を割り振る。以下，
同様にして全ての解にランクを割り振る。
図 2.3に 2目的最小化問題におけるランクの例を示す。
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図 2.3： 解とランクの関係 図 2.4： 混雑距離
Crowding Distance Sorting
Crowding Distance Sortingは，ランクが等しい解によって構成される集合につ
いて，混雑距離（Crowding Distance）が降順になるように並び替えるソートの方
法である。ランクが等しい解の集合において，混雑距離は以下のように求める。
• 少なくともひとつの目的関数において最大値または最小値となる解
対象とする解の混雑距離は無限大とする。
• その他の解
対象とする解について，個々の目的関数ごとに両隣に位置するふたつの解の距
離を計算する。全ての目的関数に関する距離の総和を，対象とする解の混雑距
離とする。
図 2.4に 2目的最適化問題における混雑距離の求め方を示す。
NSGA-IIの選択において，ランクが高い解を上位とし，また，同一ランクの解の中でも
混雑距離が大きい解を上位とする。上位の解から順に次世代の解として選択することで，
よりパレート解に近い解の獲得ができる。さらに，混雑距離を用いることにより，同一ラ
ンクの解の中でも各目的関数について最適である解が上位となり，また他の解に似た評価
値を持つ解は下位に位置づけられるため，より広がりのある解を得ることや，より広がり
を持った近傍生成が可能となる。
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本論文で用いたNSGA-IIのアルゴリズムを以下に示す。
【Nondominated Sorting Genetic Algorithm IIのアルゴリズム】
Step 0 :[準備] 探索点数m，最大反復回数 kmax，交叉率 Pc，突然変異率 Pmを与える。
初期解x0i (i = 1, 2, · · · , m)を与える。反復回数 k := 0とする。
Step 1 :[親個体群の評価] 親個体群の集合Park =
{
xki | i = 1, 2, · · · , m
}
とする。Park
を対象に，Non-Dominated SortingおよびCrowding Distance Sortingを行い，各
解の優先順位を求める。
Step 2 :[子個体群の生成] 子個体群の集合Offk = ∅とする。Step 2-1から Step 2-3
の操作をm回繰り返す。
Step 2-1 :[親個体の選択] Parkからランダムに解を 2個選び，優先順位の高い
方の解をu1とする。同様に，u2を決定する。
Step 2-2 :[交叉・突然変異] u1とu2に対して，確率Pcに従って交叉の操作を行
う。その後，確率 Pmに従って突然変異の操作を行う。操作後の個体をそれぞ
れu′1，u
′
2とする。
Step 2-3 :[子個体群への追加] Off k := Off k ∪ {u′1,u′2}とする。
Step 3 :[選択・移動] Park ∪Off kの解集合を対象に，Non-Dominated Sortingおよ
びCrowding Distance Sortingを行い，各解の優先順位を求める。優先順位が上位
となるm個の解を，xk+11 ,x
k+1
2 , · · · ,xk+1m とする。
Step 4 :[終了判定] k := k + 1とする。k = kmaxならば，探索を終了。さもなければ，
Step 1へ行く。
2.3.3 進化型多目的最適化手法の性能評価
EMOに分類される多目的最適化手法の性能を定量的に評価するために，様々な評価指
標が提案されている。一般には，多目的最適化手法によって得られた解集合を用いて，解
の正確性，解の広がり，解の分布，および計算時間から評価を行う［6］。主な評価指標に，
Hypervolume，Hypervolume Ratio，Generational Distance，γ評価指標などがある。以
下に，それぞれの評価指標の概要を述べる。
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図 2.5： Hypervolume 図 2.6： Hypervolume Ratio
Hypervolume
Hypervolumeは，解の正確性と広がりを評価する指標の一つであり，得られたパ
レート解によって支配される目的関数空間の領域の超体積の大きさを指す。例えば，
2目的最適化問題の場合，Hypervolumeは目的関数空間において解集合が支配する面
積となる。図2.5に，2目的最小化問題におけるHypervolumeを示す。Hypervolume
は，解が正確であるほど大きい値となり，また解の広がりが十分であるほど大きい
値となる。
評価指標としてのHypervolumeの長所として，理論解集合が未知の場合でも得ら
れた解を評価できることが挙げられる。一方，Hypervolumeの問題点としては，算
出するためには事前に基準点R = (R1, R2, · · · , Rr)を定める必要があること，基準
点Rとパレート解が離れすぎているときに結果の差を数値として表しにくいこと，
各目的のスケールを考慮していないことなどが挙げられる。
Hypervolume Ratio
Hypervolume Ratioは，得られた解集合の Hypervolumeを，理論解集合のHy-
pervolumeで正規化したものである。Hypervolume Ratioの値は 0から 1となり，
解が正確である，または解の広がりが十分であるほど 1に近づく。図 2.6に，2目的
最小化問題におけるHypervolume Ratioを示す。
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図 2.7： γ評価指標
Generational Distance
Generational Distanceは，得られた解集合から理論解集合までの距離に基づい
た評価指標である。得られた解集合をS，理論解集合をPとすると，Generational
Distance（GD(S,P)）は以下の式で与えられる。
GD(S,P) =
⎛
⎝ |S|∑
i=1
dqi
⎞
⎠
1/q
|S|
ここで，
di = minp∈P
√√√√ n∑
k=1
(fk(si)− fk(p))2
である。また，|S|は得られた解集合 Sに含まれる解の個数である。解が正確であ
るほどGenerational Distanceは小さい値となる。
γ評価指標
q = 1のときのGenerational Distanceは，特に γ評価指標（Convergence Metric
γ）と呼ばれる［6，9］。解が正確であるほどγ評価指標は小さい値となる。図 2.7に，
2目的最小化問題における γ評価指標のイメージを示す。
3 近傍探索に基づく最適化手法
3.1 近傍の定義
近傍N は，次の写像
N : F → 2F
によって定義される。この写像は，ある解xに対して，解空間の任意の部分集合を充てる
ことができる。
一般的に，メタヒューリスティクスにおいて解xの近傍N (x)は，解xに対して何らか
の意味で近い，似通った構造の解集合と位置づけられる。実際には，解xになんらかの局
所的な摂動を加えることにより得ることができる解の集合として，問題ごとに定義される。
以下に，主な組合せ最適化問題に対する，本研究で用いた解表現と近傍の定義を挙げる。
0-1ナップサック問題
0-1ナップサック問題（0-1 Knapsack Problem: 0-1KP）において，解xを 0-1表
現によって表す。
解が二値ベクトルとして表現される問題に対する近傍生成方法として，λ bit反転
近傍［7，10］が挙げられる。これは，二値ベクトル xに対して，λ個の要素を反転さ
せることによって得られるベクトルの集合である。本研究では，0-1KPの近傍とし
て，1bit反転近傍を採用する。
第 3章 近傍探索に基づく最適化手法 13
巡回セールスマン問題
巡回セールスマン問題（Traveling Salesman Problem: TSP）において，解xを
順序表現によって表す。
TSPに対する近傍生成方法として，一般的にλ-opt近傍［7，10］が用いられる。こ
れは，巡回路xの辺集合のうち，λ本の枝を入れ替えることにより得られる巡回路
の集合である。本研究では，TSPの近傍として，2-opt近傍を採用する。
フローショップ・スケジューリング問題および二次割当問題
フローショップ・スケジューリング問題（Flow-Shop Scheduling Problem: FSP）
と，二次割当問題（Quadratic Assignment Problem: QAP）において，解 xを順
序表現によって表す。
解が順列として表現される問題に対する近傍生成方法として，交換近傍［7，10］
がある。これは，順列xに対して，二つの要素の位置を交換することによって得ら
れる順列の集合である。本研究では，FSPとQAPの近傍として，交換近傍を採用
する。
3.2 代表的な近傍探索に基づく最適化手法
近傍探索に基づく手法としては，Local Search（LS，局所探索法）やTabu Search（TS）
などが挙げられる。
3.2.1 Local Search
LSは，現在の探索点 xから，何らかの変化を加えた解の集合である近傍 N (x)を生成
し，近傍内のある改善解 x0への移動を繰り返すことによって，確実に局所解を求める手法
である。このとき，改善解x0の選択方法として，以下の戦略が挙げられる。
最良移動戦略 近傍内で最善となる解に移動する方法
即時移動戦略 近傍内の解をランダムに探索し最初に見つかった改善解に移動する方法
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単一目的最小化問題における単点 LSのアルゴリズムを以下に示す。
【Local Searchのアルゴリズム】
Step 0 :[準備]
初期解xを与える。
Step 1 :[終了判定]
N (x)の解から，f(x0) < f(x)となる解 x0を 1個選ぶ。x0が存在しなければ，探
索を終了。
Step 2 :[解の移動]
x := x0とし，Step 1へ行く。
3.2.2 Tabu Search
TSは，LSの枠組みを基に，近傍内に改善解が存在しない場合においても移動し続ける
手法である。さらに，TSでは，探索点が既に探索した解に戻るサイクリングを防ぐために
タブー（Tabu）と呼ばれる制約を利用する。これは，タブーリスト（Tabu List）に過去
の移動または探索済みの解を逐次記憶し，一定の期間内に起こった移動に逆行するような
移動を禁止するものである。以上より，TSは，近傍探索による集中的な探索に加えて，探
索済みの解に探索点が戻らないよう探索履歴情報を用いて近傍生成に制限をかけることで
解空間を多様に探索することが期待できる手法であると考えられる。
単一目的最小化問題における単点TSのアルゴリズムを以下に示す。
【Tabu Searchのアルゴリズム】
Step 0 :[準備]
タブーリスト長LT，最大反復回数 kmaxを与える。初期解x0を与える。タブーリス
ト T を初期化し，反復回数 k := 0とする。
Step 1 :[解の移動]
近傍N (xk)に対し，タブーリストT を参照し，タブーでない解による部分集合N˜ (xk)
を生成する。N˜ (xk)の解から，最良値となる解x0を選び，xk+1 := x0とする。
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Step 2 :[タブーの記憶]
xkからxk+1への移動をタブーとしてタブーリストT に追加する。タブーリストの
大きさがLTを超えた場合は，一番古いタブーを消去する。
Step 3 :[終了判定]
k := k + 1とする。k = kmaxならば，探索を終了。さもなければ，Step 1へ行く。
3.3 近傍探索に基づく多目的最適化
近傍探索に基づく手法を多目的組合せ最適化問題に適用した例として，Hansenの研究
［11］や Ishibuchiらの研究［12］が挙げられる。これらの研究は，いずれもEMOのアプロー
チを意識した，多点による探索である。一方で，いずれの研究においても，近傍探索に基
づく手法を適用する際に加重和最小化手法を用いており，多目的最適化問題から単一目的
最適化問題への変換を行っているものと解釈することができる。この変換の際に，探索点
の評価値情報に基づく探索点間の相互作用を，加重和最小化手法の重みの決定に活用して
いる。
これに対し，本研究では，多目的最適化問題から単一目的最適化問題への変換を行わな
いことを念頭に置く。その上で，探索点間の相互作用や探索履歴情報を活用した，多目的
組合せ最適化問題に対する，近傍探索に基づく新たな多点探索型最適化手法を提案する。
4 Tabu Searchに基づく多点探索型多目的最適化手法の提案
本章で提案する多点探索型多目的組合せ最適化手法を，近傍生成の観点および探索点の
選択・移動の観点から説明する。
4.1 多点探索型多目的組合せ最適化手法における近傍生成
本章で提案する手法における近傍生成は，Tabu Search（TS）に基づくものとする。つ
まり，現在の探索点になんらかの局所的な摂動を加えることにより近傍を生成し，その中か
ら解を選択し，新たな探索点とする。このとき，探索履歴情報を用いて探索に制限をかけ
ることでサイクリングを防ぐ。ただし，提案する手法は多点による探索とし，過去の移動
をタブーとする場合は， 1©探索点それぞれに対して別々のタブーリストを設定し， 2©新た
な探索点が含まれる近傍を生成した探索点のタブーリストに，「新たな探索点が含まれる近
傍を生成した探索点」から「新たな探索点」への移動をタブーとして追加するものとする。
図 4.1に評価値空間上の探索点を，図 4.2に評価値空間上の探索点と近傍解を，それぞれ
示す。提案手法では，図 4.2において，新たな探索点として選ばれた近傍解は，同色の探
索点からの移動がタブーとなる。
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図 4.1： 評価値空間上の探索点 図 4.2： 評価値空間上の探索点と近傍解
4.2 多点探索型多目的組合せ最適化手法における探索点の選
択・移動
多目的最適化問題では優越関係に基づいて解を評価するため，近傍内に比較不可能であ
る改善解が多数ある場合が考えられる。このようなとき，多目的最適化問題としての解の
評価方法や，どの解を新たな探索点として選択するかといった探索戦略が重要となる。
本章で提案する手法では，NSGA-IIにおいて導入されているCrowding Tournament選
択を参考にし，近傍解に対してランクと混雑距離に基づいた優先順位を与え，解の評価を
行う。探索点数をm，nを 1からmまでの整数とし，ある探索点 xiの近傍N (xi)から新
たな探索点として選択される解の数は，最大で n個までとなるように，優先順位の高い近
傍解から順に新たな探索点を選ぶものとする。これによって，他の探索点と情報を共有す
ることになるため，その相互作用により，単点による探索を超えた，より良い探索を期待
することができる。
しかし，組合せ最適化問題に対して近傍探索に基づく多点探索型最適化手法を適用する
場合，近傍解の数は膨大なものとなる。そのため，最適化の過程において，近傍解に対す
るランキングが大きな負担となる。また，ある探索点xiの近傍N (xi)からは最大で n個
までしか新たな探索点として選択されないため，N (xi)に含まれるランクが下位の解につ
いては，優劣の評価が無駄となるばかりか，混雑距離の計算に影響を及ぼし，適切な探索
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(a) ランク 1の解の決定および解の削除 (b) ランク 2の解の決定および解の削除
図 4.3： 提案したランキング（n = 1）
の妨げになる可能性が高いと考えられる。そのため，提案手法に適したランクの割り振り
ができるよう，対象となる解集合から解を適宜削除するランキングの方法を新たに提案す
る。以下に，提案手法で用いるランキングのアルゴリズムを示す。
【提案手法で用いるランキングのアルゴリズム】
Step 0 :[準備] N˜ ′ = N˜ ′(x1) ∪ N˜ ′(x2) ∪ · · · ∪ N˜ ′(xm) に含まれる解を対象とする。パ
ラメータ nを与える。r := 1とする。
Step 1 :[ランクの割り振り] 対象とする解集合 N˜ ′のうち，ほかの解に優越されていない
解にランク rを割り振る。
Step 2 :[解の削除] N˜ ′から，ランクが割り振られた解を削除する。さらに，N˜ ′(xi)（i =
1, 2, · · · , m）に含まれる解のうち，n個以上の解にランクが割り振られたならば，N˜ ′
から N˜ ′(xi)を削除する。
Step 3 :[終了判定] r := r + 1とする。全ての解にランクが割り振られるか，または削
除されたならば，ランキングを終了する。さもなければ，Step 1へ行く。
図 4.3に，n = 1としたときの，提案手法で用いるランキングの方法を示す。図 4.3 (a)
では，ランク 1の解を求めた上で，既に n個以上（今回は 1個以上）の近傍解にランクが
割り振られた赤と青の探索点について，近傍解を削除している。さらに，図 4.3 (b)では，
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残っている解の中からランク 2の解を求めた上で，n個以上の近傍解にランクが割り振ら
れた緑の探索個について，近傍解を削除している。
4.3 Tabu Searchに基づく新たな多点探索型多目的最適化
手法のアルゴリズム
本章で提案する，TSに基づく多点探索型多目的最適化手法のアルゴリズムを以下に示す。
【Tabu Searchに基づく多点探索型多目的最適化手法のアルゴリズム】
Step 0 :[準備] 探索点数m，各探索点の近傍から新たな探索点となる解の最大許可数 n，
タブーリスト長LT，最大反復回数 kmaxを与える。初期解x0i (i = 1, 2, · · · , m)を与
える。タブーリストを初期化し，T 0i とする。反復回数 k := 0とする。
Step 1 :[解の評価] タブーリストT ki を参照し，N (xki )からタブーでない部分集合 N˜ (xki )
を生成する。N˜ k = N˜ (xk1) ∪ N˜ (xk2) ∪ · · · ∪ N˜ (xkm) に含まれる全ての解を対象に，
ランクおよび混雑距離を求める。
Step 2 :[解の移動] N˜ kに含まれる解のうち，上位m個の解をそれぞれxk+11 ,xk+12 , · · · ,xk+1m
とする。ただし，このとき，N˜ (xki )から新たな探索点となる解は最大でn個となる
ようにする。
Step 3 :[タブーの記憶] xkj が，x
k+1
i を含む集合 N˜ (xkj )を生成したとする。T k+1i := T kj
とし，xkj からx
k+1
i への移動をタブーとしてタブーリストT k+1i に追加する。タブー
リストの大きさがLTを超えた場合は，一番古いタブーを消去する。
Step 4 :[終了判定] k := k + 1とする。k = kmaxならば，探索を終了。さもなければ，
Step 1へ行く。
図 4.4に，TSに基づく多点探索型多目的最適化手法における，探索点の選択と移動のイ
メージを示す。ここで，丸数字は，ランクと混雑距離を基にした近傍解の優先順位である。
n = mのとき，図 4.4 (a)に示す通り，ランクの値が良く，混雑距離が大きい近傍解が，優
先的に新たな探索点として選択される。また，n = 1のときは，図 4.4 (b)に示す通り，各
探索点の近傍解から一つずつ，新たな探索点として選択される。
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(a) n = m (b) n = 1
図 4.4： 提案手法の選択・移動
4.4 数値実験と考察
4.4.1 数値実験条件と結果
提案したTSに基づく多点探索型多目的最適化手法（Proposed Method: PM）を，ベンチ
マーク問題に対して適用し，数値実験を行う。ベンチマーク問題として，2目的の 0-1KP，
TSP，FSP，QAPを用いる。0-1KPは，Zitzlerらのベンチマーク問題［13，14］を用いる。
TSP，FSP，QAPは，代表的な単一目的のベンチマーク問題のうち，解の次元が同一とな
る問題を組み合わせてベンチマーク問題を作成する。ここで，TSPはTSPLIB［15］，FSP
は Taillard’s instances［15］，QAPはQAPLIB［17］のベンチマーク問題を参照した。な
お，0-1KPは最大化問題であり，TSP，FSP，QAPは最小化問題であることに注意され
たい。表 4.1に，ベンチマーク問題として用いた問題の，単一目的最適化問題としての情
報を示す。
探索点数m = 20とし，各探索点の近傍から新たな探索点となる解の最大許可数 nにつ
いては n = mおよび n = 1の二通りを用いて数値実験を行う。なお，タブーリストに追加
する情報は，以下のものとする。
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表 4.1： ベンチマーク問題
Size Name f(x∗)
TSP 48 Cities f1(x) att48 33522
f2(x) gr48 5046
FSP 20 jobs f1(x) ta011 1582
10 machines f2(x) ta012 1659
QAP 30 f1(x) Tai30a 1818146
f2(x) Nug30 6124
• 0-1KPは，変更された bit番号を記憶し，記憶された bit番号が変更される操作を禁
止する。
• TSPは，取り除かれた枝を記憶し，記憶された枝が一つでも加えられる操作を禁止
する。
• FSPは，変更されたジョブと処理番号の組を記憶し，記憶されたジョブがそれと組
になる処理番号に変更される操作を禁止する。
• QAPは，変更された施設と地点の組を記憶し，記憶された施設がそれと組になる地
点に変更される操作を禁止する。
各問題に対して，提案手法を50回試行し，その結果得られた解集合をHypervolume Ratio
を用いて評価する。ここで，Hypervolumeの基準点Rは，全ての試行における初期解の評
価値のうち，各目的関数について最悪値 fi,worstを用いて，R = (f1, f2) = (f1,worst, f2,worst)
とする。また，理論解が判明している 0-1KPについては，γ 評価指標を併せて評価に用
いる。
提案手法に対する比較対象として，代表的な EMOの手法であり，高い性能を持つこと
で知られるNSGA-IIを用い，提案手法と同一の初期解から探索を行う。NSGA-IIについ
て，0-1KPでは，選択された親個体に対して確率 Pcで一点交叉を行い，さらに個体の各
ビットに対して確率Pmで bit反転突然変異を行う。その他の問題に対しては，選択された
親個体に対して確率Pcで部分一致交叉を行い，さらに各個体に対して確率Pmで交換突然
第 4章 Tabu Searchに基づく多点探索型多目的最適化手法の提案 22
変異を行う。
表 4.2に提案手法の n = m，n = 1，およびNSGA-IIのそれぞれについて，実験条件お
よび 50回試行したときのHypervolume Ratioの平均値（Mean），最良値（Best），最悪値
（Worst），標準偏差（S. D.）と，評価回数の平均値（Function Call）の結果を示す。また，
表 4.3に，提案手法のn = m，n = 1，およびNSGA-IIのそれぞれについて，0-1KPに対
して 50回試行したときの γ評価指標の平均値（Mean），最良値（Best），最悪値（Worst），
標準偏差（S. D.）の結果を示す。図 4.5から図 4.8に，0-1KP，TSP，FSP，QAPのそれ
ぞれについて得られた解の例を示す。
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表 4.3： 実験条件と結果（γ評価指標）
Method n kmax Mean Best Worst S. D. Function Call
PM m 300 1158.13 930.71 1369.61 98.7 2725520
PM 1 300 1424.65 1349.25 1488.87 53.8 2725520
NSGA-II 136500 231.61 186.53 284.88 21.3 2720020
PM m 1000 722.53 617.40 814.56 54.0 9025520
PM 1 1000 936.01 884.81 986.96 31.1 9025520
NSGA-II 451500 190.28 156.00 226.38 16.2 9020020
4.4.2 数値実験に対する考察
0-1KPにおいて，表 4.2より，提案手法のうち，n = mのときの方が n = 1のときと比
較してHypervolume Ratioの値が良いことがわかる。また，表 4.3より，提案手法のうち，
n = mのときの方がn = 1のときと比較して γ評価指標の値が良いことがわかる。以上か
ら，提案手法において，n = mのときは正確な解を得られており，Hypervolume Ratioが
良くなっていることが分かる。これは，n = mとすることで，より正確な近傍解を積極的
に新たな探索点として選択し，良い解の付近を集中的に探索を行うことができるためであ
ると考えることができる。
一方で，図 4.5からもわかるように，提案手法において n = 1としたときは，n = m
のときと比較して正確な解は得られていないものの，幅広い解を得られている。これは，
Non-Dominated SortingおよびCrowding Distance Sortingを用いた優先順位の割り振り
が適切に行われているためであると考えられる。つまり，比較的正確ではない解について
も，ある目的関数について最善となるような解や，他の解とは評価値が似ていない解を上
位として考えるため，適切に多様な探索が行われており，その結果幅広い解を得ることが
できているものと考えられる。
以上のような傾向は，他の問題においても見られる。表 4.2より，TSP，FSP，QAPの
うち，多くの対象・探索時間において，提案手法について，n = mとしたときの方がn = 1
と比較してHypervolume Ratioの値が良いことが確認できる。また，図 4.6，図 4.7，およ
び図 4.8からも，n = mのときの方が n = 1のときと比較して正確な解が得られているこ
とがわかる。また，n = 1のときは，n = mのときと比較して正確性は欠けるものの，幅
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広い解が得られていることもわかる。
NSGA-IIと比較すると，表 4.2より，TSP，FSP，QAPにおいて，提案手法の方が，
Hypervolume Ratioが良い値となっている。このことから，提案手法の有用性が示すこと
ができたと考えられる。これは，幅広い解を含む近傍を生成し，適切に選択・移動を繰り
返すことができているためであると考えることができる。
一方で，表 4.2および表 4.3より，0-1KPについては，提案手法と比較してNSGA-IIの
方が，Hypervolume Ratioおよび γ評価指標の両方について良い値となっていることがわ
かる。この理由として，
• 0-1KPの場合，近傍N (x)内の解は，xと比較して全ての目的関数において改良す
るか改悪するかの二通りに分別されるため，幅広い近傍生成を行うことができない
こと
• 制約条件を満たさない解の扱いが不適切であること
などが考えられる。
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(a) 提案手法（n = m），kmax = 300 (b) 提案手法（n = m），kmax = 1000
(c) 提案手法（n = 1），kmax = 300 (d) 提案手法（n = 1），kmax = 300
(e) NSGA-II，kmax = 138500 (f) NSGA-II，kmax = 460500
図 4.5： 得られた解の例（0-1KP）
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(a) 提案手法（n = m），kmax = 300 (b) 提案手法（n = m），kmax = 1000
(c) 提案手法（n = 1），kmax = 300 (d) 提案手法（n = 1），kmax = 300
(e) NSGA-II，kmax = 107500 (f) NSGA-II，kmax = 320500
図 4.6： 得られた解の例（TSP）
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(a) 提案手法（n = m），kmax = 300 (b) 提案手法（n = m），kmax = 1000
(c) 提案手法（n = 1），kmax = 300 (d) 提案手法（n = 1），kmax = 300
(e) NSGA-II，kmax = 27000 (f) NSGA-II，kmax = 89000
図 4.7： 得られた解の例（FSP）
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(a) 提案手法（n = m），kmax = 300 (b) 提案手法（n = m），kmax = 1000
(c) 提案手法（n = 1），kmax = 300 (d) 提案手法（n = 1），kmax = 300
(e) NSGA-II，kmax = 63500 (f) NSGA-II，kmax = 210000
図 4.8： 得られた解の例（QAP）
5 多様化と集中化を考慮した新たな移動戦略の提案
4章では，Tabu Search（TS）に基づく多点探索型多目的最適化手法を新たに提
案し，数値実験を通じて有用性を検証した。本章では，提案したTSに基づく多
点探索型多目的最適化手法について，メタヒューリスティクスの探索における代
表的な探索戦略である多様化と集中化の観点から解析を行う。解析の結果を基に，
TSに基づく多点探索型多目的最適化手法の新たな探索点の移動戦略を提案する。
5.1 メタヒューリスティクスにおける探索戦略
5.1.1 多様化と集中化
メタヒューリスティクスの探索における代表的な探索戦略に多様化と集中化がある。こ
れらは，それぞれ以下のように解釈できる。
多様化 解空間を広く探索する戦略
集中化 良い解の周辺を集中的に探索する戦略
あらゆるメタヒューリスティクスにおいて，探索性能の向上には探索過程における適切な
多様化・集中化の実現が重要であることが広く知られている［1］。
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5.1.2 メタヒューリスティクスにおける多様化と集中化
多くの優れたメタヒューリスティクスにおいて，探索序盤は多様化を強く働かせ，探索
終盤は集中化を強く働かせる戦略が見られる。このような戦略を適切に実現している手法
に，単一目的連続型最適化手法の一つであるParticle Swarm Optimization（PSO）や，単
点による近傍探索に基づく単一目的組合せ最適化手法である Simulated Annealing（SA）
［18］が挙げられる。
Particle Swarm Optimization
PSOは，1995年にKennedyらによって提案された，多点探索による単一目的連
続型最適化手法の一つである。鳥の群れが餌を探す行動研究によって導かれた「情
報を群れで共有している」という仮定に基づいた手法であり［1］，マルチエージェン
ト型最適化手法に分類される。PSOの特徴として，
• 複数の探索点による多点探索
• 探索点ごとの最良解情報に加えて，探索全体における最良解情報を共有・利用
した探索
• 一定の規則に則った探索
などが挙げられる。
PSOにおける探索点の更新式は，各個体が探索中に発見した最良解である pbest
を用いた項，探索全体で発見した最良解であるgbestを用いた項，および慣性項に
よって構成される。探索初期は，慣性項の影響を比較的強く受け，解空間を幅広く
均等に探索する。探索中盤から終盤にかけては，次第にpbestおよび gbestの影響
を受け，良い解が存在する領域を中心とした偏りを持つ探索を行う。これによって，
探索序盤の多様化と，探索終盤の集中化を実現している。
Simulated Annealing
SAは，Kirkpatrickら，およびCernyによって独自に紹介された，単点による単
一目的組合せ最適化手法の一つであり，焼きなましを模擬した手法である。焼きな
ましにおいては，高い温度のとき，物質の粒子はエネルギーが高い状態であり，ラ
ンダムに散らばっている。この状態から，温度を徐々に下げることで，粒子の並び
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が整った形で整列された基底状態（最もエネルギーが低い状態）に到達する。SAで
は，最小化問題の評価値を焼きなましのエネルギーに見立てた手法である。
SAの特徴として，
• 単点による探索
• 近傍探索に基づく探索
• 評価値の他に，温度パラメータ T を用いた，確率的な移動
などが挙げられる。
SAの探索は，探索点からの近傍の生成と，近傍解からランダムに選択した一点に
移動するかしないかの選択を繰り返すことによって構成されている。選択・移動の
際，移動したときに評価値が改善する場合は必ず移動を行う。また，評価値が改悪
するときは，評価値の差および温度パラメータT に基づいた確率を用いて移動の可
否を決定する。改悪する解に移動を許す確率は，T が大きいときは高くなり，T が
小さいときは低くなる。また，探索序盤ではT は大きく，探索終盤にかけて適切に
T を小さくする。以上より，SAは，探索序盤には解空間をランダム探索に近い形で
多様に探索し，温度パラメータT が小さくなる探索終盤では良い解付近を集中的に
探索することで，探索序盤の多様化と，探索終盤の集中化を適切に実現した手法で
ある。
5.2 多様化と集中化を考慮した移動戦略
探索序盤での多様化と，探索終盤での集中化の実現を狙い，4章で提案したTSに基づく
多点探索型多目的最適化手法に対する新たな移動戦略を提案する。
4.4.2の考察から，TSに基づく多点探索型多目的最適化手法のパラメータのうち，各探
索点の近傍から新たな探索点となる解の最大許可数nに着目する。n = mのとき，正確な
解の周辺に存在する解を新たな探索点として多く選択するため，解空間において集中的な
探索が行われることになる。一方で，n = 1のときは，新たな探索点として，各探索点の
近傍から一つずつ解が選択されるため，解空間において比較的幅広く探索が行われている。
つまり，n = mのときは解空間において集中的な探索が，n = 1のときは解空間において
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多様な探索が行われると考えられる。
以上を踏まえ，各探索点の近傍から新たな探索点となる解の最大許可数 nを，探索の多
様化・集中化を制御するパラメータと解釈できる。新たな移動戦略を提案するにあたって，
このパラメータを，反復ごとに変化させるパラメータ nkとした。新たな移動戦略では，探
索序盤はnkを 1に近い値とすることで解空間を多様に探索し，探索終盤にかけてnkを徐々
にmに近づけることで，良い解周辺を集中的に探索することを狙う。
以下に，新たな移動戦略を用いた，TSに基づく多目的最適化手法のアルゴリズムを示す。
【多様化と集中化を考慮したTSに基づく多点探索型多目的最適化手法のアルゴリズム】
Step 0 :[準備] 探索点数m，タブーリスト長 LT，最大反復回数 kmaxを与える。初期解
x0i (i = 1, 2, · · · , m)を与える。タブーリストを初期化し，T 0i とする。反復回数k := 0
とする。
Step 1 :[解の評価] タブーリストT ki を参照し，N (xki )からタブーでない部分集合 N˜ (xki )
を生成する。N˜ k = N˜ (xk1) ∪ N˜ (xk2) ∪ · · · ∪ N˜ (xkm) に含まれる全ての解を対象に，
ランクおよび混雑距離を求める。
Step 2 :[解の移動] 各探索点の近傍から新たな探索点となる解の最大許可数 nk を求め
る。N˜ kに含まれる解のうち，上位m個の解をそれぞれ xk+11 ,xk+12 , · · · ,xk+1m とす
る。ただし，このとき N˜ (xki )から新たな探索点となる解は最大で n個となるように
する。
Step 3 :[タブーの記憶] xkj が，x
k+1
i を含む集合 N˜ (xkj )を生成したとする。T k+1i := T kj
とし，xkj からx
k+1
i への移動をタブーとしてタブーリストT k+1i に追加する。タブー
リストの大きさがLTを超えた場合は，一番古いタブーを消去する。
Step 4 :[終了判定] k := k + 1とする。k = kmaxならば，探索を終了。さもなければ，
Step 1へ行く。
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5.3 数値実験と考察
5.3.1 数値実験条件と結果
提案した移動戦略の有用性を検証するため，ベンチマーク問題を用いて数値実験を行
う。ベンチマーク問題としては，4.4で用いた問題と同様のものを使用し，n = m，n = 1，
n = nkのそれぞれについて，TSに基づく多点探索型多目的最適化手法（Proposed Method:
PM）を用いて探索を行う。探索点数m = 20とし，タブーリストに追加する情報は4.4と
同様のものとする。ここで，提案手法の nkについては，簡単のため，
nk =
{
1 k ≤ kmax/2
m−1
kmax/2
k + 2−m otherwise
の式を用いてスケジューリングした。これは，nkでは反復回数が kmax/2に達するまでは
n = 1であり，それ以降は nを 1からmまで線形に変化させることを意味する。ただし，
nは整数しかとれないため，nkは小数第一位で四捨五入した値を用いることとする。
表 5.1に，実験条件および 50回試行したときのHypervolume Ratioの平均値（Mean），
最良値（Best），最悪値（Worst），標準偏差（S. D.）と，評価回数の平均値（Function Call）
の結果を示す。Hypervolumeの基準点Rは，全ての試行における初期解の評価値のうち，
各目的関数について最悪値 fi,worstを用いて，R = (f1, f2) = (f1,worst, f2,worst)とする。ま
た，表 5.2に，0-1KPに対して 50回試行したときの γ評価指標の平均値（Mean），最良値
（Best），最悪値（Worst），標準偏差（S. D.）の結果を示す。図 6.2から図 6.5に，0-1KP，
TSP，FSP，QAPのそれぞれについて得られた解の例を示す。
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表 5.1： 実験条件と結果（Hypervolume Ratio）
Problem Size n LT kmax Mean Best Worst S. D. Function Call
m 0.886 0.901 0.869 0.00787 9025520
0-1KP 500 Items 1 50 1000 0.854 0.864 0.843 0.00419 9025520
nk 0.878 0.888 0.868 0.00528 9025520
m 0.915 0.919 0.912 0.00146 6404853
TSP 48 Cities 1 10 300 0.912 0.915 0.909 0.00132 6397930
nk 0.914 0.918 0.911 0.00165 6401660
20 jobs m 0.925 0.939 0.912 0.00573 1778932
FSP 10 machines 1 8 500 0.920 0.931 0.908 0.00514 1779945
nk 0.925 0.937 0.912 0.00604 1779543
m 0.545 0.557 0.532 0.00744 4198185
QAP 30 1 10 500 0.529 0.542 0.519 0.00539 4198709
nk 0.544 0.557 0.528 0.00568 4198482
表 5.2： 実験条件と結果（γ評価指標）
n kmax Mean Best Worst S. D. Function Call
m 722.53 617.40 814.56 54.0 9025520
1 1000 936.01 884.81 986.96 31.1 9025520
nk 1008.84 931.88 1098.54 53.6 9025520
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(a) n = m
(b) n = 1
(c) n = nk
図 5.1： 得られた解の例（0-1KP）
(a) n = m
(b) n = 1
(c) n = nk
図 5.2： 得られた解の例（TSP）
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(a) n = m
(b) n = 1
(c) n = nk
図 5.3： 得られた解の例（FSP）
(a) n = m
(b) n = 1
(c) n = nk
図 5.4： 得られた解の例（QAP）
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5.3.2 数値実験に対する考察
表 5.1より，全ての問題について，n = 1のときと比較して，n = nk のときの方が
Hypervolume Ratioが良い。また，図からも，TSP，FSP，QAPにおいて，n = 1のとき
に幅広い解が得られるという特徴を活かしながら，より正確な解を得られていることが分
かる。以上より，提案した戦略は一定の有用性があると言える。
一方で，0-1KPにおいては，表 5.1より，n = 1のときと比較してHypervolume Ratio
は改善しているものの，表 5.2から解の正確性は n = mのときおよび n = 1のときの両方
と比較して悪化していることが分かる。また，図からは，評価値空間で両端付近に存在す
る解は n = 1のときよりも改善しているものの，それ以外の解の改善が見られていない。
このような原因として，
• 0-1KPの場合，近傍N (x)内の解は，xと比較して全ての目的関数において改良す
るか改悪するかの二通りに分別されるため，幅広い近傍生成を行うことができない
こと
• 制約条件を満たさない解の扱いが不適切であること
などが考えられる。
また，本章では多様化・集中化を制御するパラメータとして nを扱った。しかし，これ
は整数値しかとれないパラメータであり，また今回は単純なスケジューリングを用いてい
るため特に探索中盤において多様化・集中化のバランスが適切にとれているかどうかに関
しては検討の余地がある。適切なnkの決定方法など，より適切に多様化・集中化を評価す
る指標・パラメータや，多様化・集中化を実現する移動戦略の開発に関しては，今後の課
題であると言える。
6 近接最適性原理に基づく多点探索型多目的最適化手法の提案
4章および 5章では，Tabu Searchに基づく多点探索型多目的最適化手法につい
て扱った。一方で，最適化問題の解構造に広く見られる良構造の偏りとして，近
接最適性原理が知られており，多くのメタヒューリスティクスは，POPを根幹に
探索を行っていると考えられる。本章では，多目的最適化問題に対する近接最適
性原理について検討を行う。そして，その検討を基にした近傍生成および探索点
の選択・移動を行う，新たな多点探索型多目的組合せ最適化手法を提案する。
6.1 近接最適性原理
6.1.1 単一目的最適化問題における近接最適性原理
最適化問題の解構造に広く見られる良構造の偏りとして，近接最適性原理（Proximate
Optimality Principle: POP）が知られている。POPは，「良い解同士はなんらかの類似構
造を有している」という原理である。
多くのメタヒューリスティクスは，POPを根幹に探索を行っていると考えられる。ま
た，神内らの研究［19］や，矢口らの研究［20］などに見られるように，POPを適切に用いる
ことで，より高い探索性能を有する最適化手法の開発が可能である。
しかし，POPは，「良い解」「類似構造」などに漠然さを残している。これらの解釈につ
いて，単一目的最適化問題においては，「良い解」を評価値，「類似構造」を解同士の距離
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を用いて評価することがある。以下に，各問題に対する距離の定義を示す。
0-1ナップサック問題
0-1KPにおいて，解は nbitの二値ベクトルとして表現される。距離関数はHam-
ming距離［21］を用いて，次式で定義する。
dKP(x,y) = dH(x,y) =| {i | xi = yi(i = 1, 2, · · · , n)} |
ここで，xiは二値ベクトルxの i番目の要素である。
巡回セールスマン問題
TSPにおいて，解は n頂点のHamilton閉路［22］として表現される。距離関数は
Hamiltonグラフの共通しない辺数として次式で定義する。
dTSP(x,y) =| G(x) \G(y) |
ここで，G(x)はHamiltonグラフxの辺集合である。
フローショップ・スケジューリング問題および二次割当問題
FSPおよびQAPにおいて，解はn-順列として表現できる。距離関数はCayley距
離［21］を用いる。順列 yに対する順列xのCayley距離は，任意の要素対を入れ替
える操作により，xからyへ変換するために必要となる最小操作回数で定義される。
解xの端の要素から順に，解 yと一致するように要素対を入れ替えていき，操作回
数を数えることで求めることができる。また，置換 (xT,yT)Tの巡回置換 (cycle)の
数 | T ((xT,yT)T) | を用いて以下の式で算出できることも知られており，特に，順
列の要素数が多い場合には有効な手段となる。
dFSP(x,y) = dC(x,y) = n− | T
(
(xT,yT)T
) |
dQAP(x,y) = dC(x,y) = n− | T
(
(xT,yT)T
) |
6.1.2 多目的最適化問題における近接最適性原理
多目的最適化問題においてPOPを考える場合においても，「類似構造」は解同士の距離
で評価することが可能である。一方で，「良い解」については，単純に評価値のみでは評価
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できず，ランクを用いて評価することが妥当であると考えられる。しかし，多目的最適化
問題において，ランクが良い解は多数あり，またそれらの構造は多様性を持っている。例
えば，2目的最適化問題において，同ランクでも，評価値空間上で両端にある解同士では
構造は大きく異なるが，評価値空間において近くに存在する解は類似構造を持っていると
考えられる。
以上を踏まえて，本研究では，多目的最適化問題における POPを，以下のように解釈
する。
多目的最適化問題におけるPOP
ランクの値が良く，評価値空間上の距離が小さい解同士は，なんらかの類似構造を
有している
6.2 近接最適性原理を考慮した多点探索型多目的組合せ最適
化手法
多目的最適化問題におけるPOPを考慮した，新たな多点探索型多目的組合せ最適化手
法を提案する。提案する手法の構想を，近傍生成の観点および探索点の選択・移動の観点
から説明する。
6.2.1 近接最適性原理を考慮した多点探索型多目的組合せ最適化手法にお
ける近傍生成
評価回数の増加を防ぎ，効率のよい探索を行うために，タブーリストを用いることに加
えて，多目的最適化問題におけるPOPに基づき近傍生成に制限をかける。近傍生成の制
限のかけ方は，ランクが 1のときと，それ以外のときで異なるものとする。
以下に，近傍生成における基本的な方針を示す。
ランクが 1の探索点
ランク 1の探索点は，正確性を高めつつ，解同士が集中しないよう幅広く探索する
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ことが必要である。そのため，ランク 1の探索点については，評価値空間で最も近
い探索点から遠ざかるように近傍生成に制限をかけるものとする。
ランクが 1以外の探索点
ランクが 1以外の探索点については，まず正確性を高くすることが重要である。そ
のため，ランク 1の探索点に近づくように近傍生成に制限をかける。ここで，ラン
ク 1の探索点が複数ある場合は，評価値空間上で最も近い探索点を選択する。
ここで，評価値空間上での探索点間の距離は，探索点をそれぞれx，yとしたとき，
d(x,y) =
r∑
i=1
|fi(x)− fi(y)|
によって求める。
以下に，近傍生成のアルゴリズムを示す。
【近接最適性原理を考慮した多点探索型多目的組合せ最適化手法における近傍生成】
Step 1 :[探索点のランキング] 現在の探索点xk1,x
k
2, · · · ,xkmを対象に，ランクを与える。
その段階で求められているパレート解集合を P ′とする。
Step 2 :[近傍生成] xkj (j = 1, 2, · · · , m)について，以下に従って近傍を生成する。
Step 2-1 :[対象となる解の選択] xkj がランク 1の探索点であり，かつ |P ′| = 1な
らば，
{P ′\xkj}の中から
d(xkj ,p
′) =
r∑
i=1
∣∣fi(xkj )− fi(p′)∣∣
が最小となる解 p′を選ぶ。さもなければ，集合P ′の中から
d(xkj ,p
′) =
r∑
i=1
∣∣fi(xkj )− fi(p′)∣∣
が最小となる解 p′を選ぶ。
Step 2-2 :[解空間上での距離を用いた近傍生成] xkjがランク1の探索点のときは，
解 p′から解空間上での距離が離れるように近傍生成を行う。それ以外のとき
は，解p′に解空間上での距離が近づくように近傍生成を行う。
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6.2.2 近接最適性原理を考慮した多点探索型多目的組合せ最適化手法にお
ける選択・移動
近傍解の評価はランキングによって行う。さらに，近傍生成に基づく最適化手法である
ことを最大限に活かすため，探索点ごとに一対一の移動を行うものとする。
しかし，6.2.1に述べた方法で近傍生成を行った場合，通常の近傍探索に基づく組合せ最
適化手法と比較して近傍生成に大きく制限を受け，近傍解は比較的集中したものとなる。
よって，単純にランクと混雑距離を用いた選択・移動を行うと，適切な移動が行われない。
そのため，以下のアルゴリズムを用いて，探索点が集中しないように選択・移動を行う。
【近接最適性原理を考慮した多点探索型多目的組合せ最適化手法における選択・移動】
Step 0 :[準備] 整数 lを定める。現在の探索点を xk1,x
k
2, · · · ,xkm，探索点 xki の近傍を
N˜ (xki )とし，N˜ k = N˜ (xk1) ∪ N˜ (xk2) ∪ · · · ∪ N˜ (xkm)とする。
Step 1 :[非劣解の計算] N˜ kに含まれる全ての解を対象としたときに卑劣解となる解の
集合 N˜ ′kを求める。新たな探索点の集合X k+1 = ∅とする。
Step 2 :[新しい探索点の選択]
∣∣∣N˜ ′k∣∣∣ = 0となるまで，以下の操作を行う。
Step 2-1 :[各目的関数についての最良解の選択] r ≤ lならば，N˜ ′kに含まれる解
のうち，各目的関数fiについて最良値を取る解x′を新たな探索点とし，X k+1 :=
X k+1 ∩x′とする。このとき，新たな探索点として選ばれた解x′が N˜ (xkj )から
選ばれたとすると，N˜ (xkj )に含まれる解を N˜ ′から削除し，N˜ ′(xi)を N˜ ′kから
削除する。
Step 2-2 :[評価値空間における疎密の判断] N˜ ′kに含まれるすべての解について，
以下の計算を行い，各解の dPMを求める。
dPM =
r∑
i=1
di
di = {fi(x)− fi(xi,1)}2 + {fi(x)− fi(xi,2)}2
ただし，xは対象となる解であり，xi,1およびxi,2は，解xについて，X k+1に
含まれる解のうち各目的関数 fiごとに両隣に位置する二つの解である。
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Step 2-3 :[疎な領域の解の選択] dPM が最小となる解 x′ を新たな探索点とし，
X k+1 := X k+1 ∩ x′とする。このとき，新たな探索点として選ばれた解 x′が
N˜ (xkj )から選ばれたとすると，N˜ (xkj )に含まれる解を N˜ ′kから削除し，N˜ ′(xi)
を N˜ ′kから削除する。Step 2-2に行く。
Step 3 :[終了判定] r := r+ 1とする。
∣∣X k+1∣∣ = mならば，終了。さもなければ，Step
1に行く。
選択の際に，各目的関数について，評価値空間におけるパレート解との距離の 2乗を用
いて移動先を決定することで，各探索点について一対一に移動を行いながらも，評価値空
間において幅広さを持った探索が期待できる。
6.3 近接最適性原理を考慮した多点探索型多目的組合せ最適
化手法のアルゴリズム
以下に，POPを考慮した多点探索型多目的組合せ最適化手法のアルゴリズムを示す。
【近接最適性原理を考慮した多点探索型多目的組合せ最適化手法のアルゴリズム】
Step 0 :[準備] 探索点数m，パラメータ l，タブーリスト長LT，最大反復回数 kmaxを与
える。初期解x0i (i = 1, 2, · · · , m)を与える。タブーリストを初期化し，T 0i とする。
反復回数 k := 0とする。
Step 1 :[解の評価] 6.2.1の方法で，近傍N (xki )を生成する。さらに，タブーリスト T ki
を参照し，N (xki )からタブーでない部分集合 N˜ (xki )を生成する。N˜ k = N˜ (xk1) ∪
N˜ (xk2) ∪ · · · ∪ N˜ (xkm) とする。
Step 2 :[解の移動] 6.2.2の方法で，新たな探索点 xk+11 ,x
k+1
2 , · · · ,xk+1m を決定する。
Step 3 :[タブーの記憶] xkj が，x
k+1
i を含む集合 N˜ (xkj )を生成したとする。T k+1i := T kj
とし，xkj からx
k+1
i への移動をタブーとしてタブーリストT k+1i に追加する。タブー
リストの大きさがLTを超えた場合は，一番古いタブーを消去する。
Step 4 :[終了判定] k := k + 1とする。k = kmaxならば，探索を終了。さもなければ，
Step 1へ行く。
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(a) 探索点および同ランクの近傍解 (b) 両端の解の選択
(c) 疎な領域の解の選択 (1) (d) 疎な領域の解の選択 (2)
図 6.1： 提案手法における探索点の選択・移動
図 6.1に，本章で提案した手法における探索点の選択・移動のイメージを示す。図 6.1 (a)
は，探索点と，それらの近傍解のうちランクが同一のものを示している。これらを対象に
新たな探索点を決定するとき，まず，図 6.1 (b)のように，各目的関数ごとに最良値となる
近傍解が新たな探索点として選択される。さらに，図 6.1 (c)および (d)のように，新たな
探索点とすることが決定している近傍解について，最も疎な領域にある近傍解が新たな探
索点となるよう，逐次決定していくことを狙う。
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6.4 数値実験と考察
6.4.1 数値実験条件と結果
本章で提案した手法の有用性を検証するため，ベンチマーク問題を用いて数値実験を行
う。ベンチマーク問題としては，4.4で用いた問題と同様のものを使用する。POPを考慮
した多点探索型多目的組合せ最適化手法（Proposed Method: PM）について，探索点数
m = 20，l = 2とし，タブーリストに追加する情報は 4.4と同様のものとする。比較手法
として，4章で提案した手法を，n = mおよび n = 1として用いる。
表 6.1に，実験条件および 20回試行したときのHypervolume Ratioの平均値（Mean），
最良値（Best），最悪値（Worst），標準偏差（S. D.）と，評価回数の平均値（Function Call）
の結果を示す。Hypervolumeの基準点Rは，全ての試行における初期解の評価値のうち，
各目的関数について最悪値 fi,worstを用いて，R = (f1, f2) = (f1,worst, f2,worst)とする。ま
た，表 6.2に，0-1KPに対して 20回試行したときの γ評価指標の平均値（Mean），最良値
（Best），最悪値（Worst），標準偏差（S. D.）の結果を示す。図 6.2から図 6.5に，0-1KP，
TSP，FSP，QAPのそれぞれについて得られた解の例を示す。
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表 6.1： 実験条件と結果（Hypervolume Ratio）
Problem Size Method LT kmax Mean Best Worst S. D. Function Call
n = m 495 0.865 0.885 0.846 0.01072 4480520
0-1KP 500 Items n = 1 50 495 0.827 0.840 0.813 0.00664 4480520
PM 1000 0.684 0.786 0.529 0.06039 4488666
n = m 159 0.912 0.917 0.907 0.00221 3398509
TSP 48 Cities n = 1 10 159 0.907 0.912 0.901 0.00226 3395482
PM 300 0.821 0.854 0.759 0.02212 3416424
20 jobs n = m 138 0.910 0.930 0.887 0.00796 491920
FSP 10 machines n = 1 8 138 0.905 0.920 0.897 0.00567 492265
PM 500 0.846 0.875 0.804 0.01403 494270
n = m 151 0.530 0.553 0.506 0.00911 1269484
QAP 30 n = 1 10 151 0.509 0.523 0.497 0.00611 1269688
PM 500 0.470 0.497 0.408 0.02417 1270547
表 6.2： 実験条件と結果（γ評価指標）
Method kmax Mean Best Worst S. D. Function Call
n = m 495 875.41 748.46 1003.21 63.1 4480520
n = 1 495 1106.22 990.63 1246.54 60.5 4480520
PM 1000 1760.34 1167.01 2513.59 344.0 4488666
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(a) n = m
(b) n = 1
(c) PM
図 6.2： 得られた解の例（0-1KP）
(a) n = m
(b) n = 1
(c) PM
図 6.3： 得られた解の例（TSP）
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(a) n = m
(b) n = 1
(c) PM
図 6.4： 得られた解の例（FSP）
(a) n = m
(b) n = 1
(c) PM
図 6.5： 得られた解の例（QAP）
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6.4.2 数値実験に対する考察
表 6.1より，全ての問題において，POPを考慮した多点探索型多目的組合せ最適化手法
は，同じく一対一の移動を行う n = 1のときと比較してもHypervolume Ratioが低い値と
なっている。また，表 6.2，および図 6.2から図 6.5より，Hypervolume Ratioが低い原因
として，n = mのときおよび n = 1のときと比較して，解の正確性が劣るからであると考
えることができる。
この主な原因として，以下のものが考えられる。
• ランク 1の探索点が，正確性を高めるための適切な移動を行えていない
– POPを考慮した多点探索型多目的組合せ最適化手法では，評価値空間上で近く
に位置する解から離れるような近傍生成を行い，さらにタブーを用いて探索の
サイクリングを防ぐように方向づけを行ったが，適切な近傍生成になっていな
かった
– POPを考慮した多点探索型多目的組合せ最適化手法における，評価値空間上で
ランクが高く，疎な領域に存在する解を選択し，探索点ごとに一対一で移動す
る移動方法が，生成した近傍に対して適切なものではなかった
• ランク 2以下の探索点が，広がりを持った解を得るための適切な移動を行えていない
– POPを考慮した多点探索型多目的組合せ最適化手法では，得られたパレート解
に評価値空間上で近づくような近傍生成を行ったが，このような近傍生成が，
広がりを持つ解を得る妨げとなった
– 各目的関数について最良値を取る解を新たな探索点とするような移動戦略が，
うまく働かなかった
これらについての検証は，今後の課題である。
7 結論
7.1 まとめ
本論文では，多目的組合せ最適化問題を対象とした，実用的な最適化手法の構築を目標
とし，近傍探索に基づく多点探索型多目的組合せ最適化手法を提案した。
そして，数値実験を通してその有用性を検証した。本論文で得られた成果を以下に述
べる。
(1) 近傍生成は，近傍探索に基づく代表的な手法であるTSに基づき，選択・移動につ
いては，EMOの代表的な手法である NSGA-IIにおいて導入されている Crowding
Tournament選択を参考に新たに提案した，TSに基づく多点探索型多目的最適化手
法を提案した。代表的なベンチマーク問題を用いた数値実験を通して，NSGA-IIと
比較し，有用性を確認した。
(2) メタヒューリスティクスの探索における代表的な探索戦略である多様化と集中化の
観点から，(1)で提案したTSに基づく多点探索型多目的最適化手法について解析を
行った。解析を踏まえて，探索の多様化・集中化を制御するパラメータとして，各
探索点の近傍から新たな探索点となる解の最大許可数 nに注目した。nを，反復ご
とに変化させるパラメータ nkと解釈し，探索段階によってスケジューリングするこ
とで，探索序盤は解空間を多様に探索し，探索終盤にかけて良い解周辺を集中的に
探索することを狙う新たな移動戦略を提案した。代表的なベンチマーク問題を用い
た数値実験を通して，提案した移動戦略の有用性を確認した。
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(3) 最適化問題の解構造に広く見られる良構造の偏りである POPについて，多目的最
適化問題において新たな解釈を行った。多目的最適化における POPを基に，探索
点の近傍生成および探索点の選択・移動において，評価値情報と距離情報に基づく
探索点間の相互作用を有する，新たな多点探索型多目的組合せ最適化手法を提案し
た。代表的なベンチマーク問題を用いた数値実験を通して，提案手法の有用性を検
証した。
7.2 今後の課題
今後の課題としては，以下のようなことが挙げられる。
• 3目的以上の最適化問題，特に多数目的最適化問題に対する提案手法の適用
• 多目的最適化問題に対する多様化と集中化の適切なバランスの検証，および適切な
バランスを実現するための移動戦略の提案
• より適切に多様化・集中化を調節するための指標・パラメータや，それらを用いた
適応的な調整方法の開発
• 多目的最適化問題における POPの成立についての検証
• 多目的最適化問題における POPをより適切に活かした最適化手法の開発
• 以上から得られた見地に立脚した，新たな多目的組合せ最適化手法の開発
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A 数値実験に用いた組合せ最適化問題
本研究では，複数の単一目的最適化問題を同時に解くことで，多目的最適化問
題として扱っている。付録 Aでは，本論文の数値実験に用いた組合せ最適化問
題である，0-1ナップサック問題，巡回セールスマン問題，フローショップスケ
ジューリング問題，二次割当問題について，単一目的最適化問題として説明する
［23，24，25，26，27］。
A.1 0-1ナップサック問題
ナップサック問題（Knapsack Problem）とは，各荷物 iに対する，重量ai，価値 ci，およ
び重量制限 bが与えられたとき，与えられた n個の荷物集合 V = {1, 2, · · · , n}からいくつ
かを選び，選ばれた荷物の重量の合計が重量制限を超えないという条件の下で，価値の合計
を最大にする問題である。この問題の解は，xiをナップサックに入れる荷物 i ∈ V の個数と
したときに x = (x1, x2, · · · , xn)で与えられる (xiは非負整数)。特に，xi ∈ {0, 1}, i ∈ V
の場合を 0-1ナップサック問題（0-1 Knapsack Problem）と呼ぶ。0-1ナップサック問題
は次のように定式化される。
max f(x) =
n∑
i=1
cixi
subj. to
n∑
i=1
aixi ≤ b
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A.2 巡回セールスマン問題
巡回セールスマン問題（Traveling Salesman Problem）とは，n個の都市の集合 V =
{1, · · · , n}と都市 iと都市 jの間の距離 d(i, j), i, j ∈ V が与えられたとき，すべての街を
ちょうど一度ずつ訪問したあと元に戻る巡回路のうち，距離が最小になるものを求める問
題である。この問題の解は，e(i,j)を都市 iと都市 jを頂点としたときの都市 i, j間の辺とす
れば，n個の点のハミルトングラフ x = (V, {e(x1,x2), e(x2,x3), · · · , e(xn−1,xn)}), xi ∈ V で与
えられる。巡回セールスマン問題は次のように定式化される。
min f(x) =
n−1∑
k=1
d(xk, xk+1) + d(xn, x1)
A.3 フローショップ・スケジューリング問題
フローショップ・スケジューリング問題（Flow-Shop Scheduling Problem）とは，与え
られた n個の製品集合 V = {1, · · · , n}を S台の機械により順に加工する加工順序をなん
らかの評価基準を最大化あるいは最小化するように決める問題である。n個の製品はすべ
ての機械で同じ順序で加工されるとし，各機械は一度に 1つの製品しか加工できず，一度
ある製品の加工にとりかかると，それが完了するまで他の製品は加工できない。
機械 iにおける製品 jの処理時間は tp(i, j)として与えられるものとする。この問題の解は
xkを k番目に加工される製品としたときに，n個の製品の加工順序x = (x1, x2, · · · , xn)で
与えられる。加工順序xで加工した場合での各機械における各仕事の加工終了時間 tc(i, j)
は次のように計算される。
tc(i, xk) = max{tc(i− 1, xk), tc(i, xk−1)}+ tp(i, xk)
i = 1, 2, · · · , S, k = 1, 2, · · · , n
ただし，tc(0, j) = tc(i, x0) = 0とする。本研究では，評価基準をすべての製品の全機械に
おける加工が完了する時間とし，その最小化問題を考える。この場合，フローショップ・
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スケジューリング問題は次のように定式化される。
min f(x) = tc(S, xn)
A.4 二次割当問題
二次割当問題（Quadratic Assignment Problem）とは，配置すべき n個の施設の集合
V = {1, · · · , n}とn箇所の地点があり，施設 iから施設 jへの物の移動量 a(i, j), i, j ∈ V，
および，地点 kから地点 lまでの距離 b(k, l), k, l ∈ V が与えられたとき，物の総移動距離
を最小とする施設の配置を求める問題である。この問題の解は，地点 xjに施設 iを配置す
ることを表す順列 x = (x1, x2, · · · , xn)で与えられる。二次割当問題は次のように定式化
される。
min f(x) =
n∑
i=1
n∑
j=1
a(i, j)b(xi, xj)
