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15 ON CLASSICAL SOLUTIONS TO 2D SHALLOW WATER EQUATIONS
WITH DEGENERATE VISCOSITIES
YACHUN LI, RONGHUA PAN, AND SHENGGUO ZHU
Abstract. 2D shallow water equations have degenerate viscosities proportional to sur-
face height, which vanishes in many physical considerations, say, when the initial total
mass, or energy are finite. Such a degeneracy is a highly challenging obstacle for develop-
ment of well-posedness theory, even local-in-time theory remains open for long time. In
this paper, we will address this open problem with some new perspectives, independent
of the celebrated BD-entropy [2, 3]. After exploring some interesting structures of most
models of 2D shallow water equations, we introduced a proper notion of solution class,
called regular solutions, and identified a class of initial data with finite total mass and
energy, and established the local-in-time well-posedness of this class of smooth solutions.
The theory is applicable to most relatively physical shallow water models, broader than
those with BD-entropy structures. Later, a Beale-Kato-Majda type blow-up criterion is
also established. This paper is mainly based on our early preprint [22].
1. Introduction
In this paper, we aim at a long standing open problem in the theory of shallow water
equations, that is to prove the local-in-time well-posedness of classical solutions with finite
total mass and /or energy. For this purpose, we consider the following Cauchy problem of
shallow water equations:
ht + div(hU) = 0,
(hU)t + div(hU ⊗ U) +∇h2 = V(h,U),
(h,U)|t=0 = (h0(x), U0(x)), x ∈ R2,
(h,U)→ (0, 0) as |x| → ∞, t > 0.
(1.1)
Here h denotes the height of the free surface; U = (U (1), U (2))⊤ ∈ R2 is the mean horizontal
velocity of fluids. V(h,U) is the viscous term. There are several different viscous terms
imposed, such as div(hD(U)), div(h∇U), h∆U, ∆(hU) (see [3] and [25]), where D(U) =
1
2 [∇U+∇TU ]. In particular, the case for V = div(h∇U) is corresponding to the well-known
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viscous Saint-Venant model [7]. The derivation of Gent [14] suggests V = div(hD(U)). A
more recent careful derivation by Marche [32] and by Bresch-Noble [5, 6] suggests that
V(h,U) = div(2hD(U) + 2hdivUI2). (1.2)
When one replaces h with ρ, the density of a compressible fluid, the shallow water
equations (1.1) turns to isentropic Navier-Stokes equations with density dependent vis-
cosities. In order to avoid the choices amongst many interesting shallow water models,
and to establish a solid local well-posedness theory of classical solutions to (1.1) with
broad spectrum of applications to most of the physically relevant shallow water models,
as well as for possible applications to polytropic fluids with density dependent viscosities
([8, 21]), we will mainly work on the following compressible Navier-Stokes equations for
the isentropic flow when viscosity coefficients, shear and bulk, are degenerate, i.e.,
ρt + div(ρu) = 0, x ∈ R2,
(ρu)t + div(ρu⊗ u) +∇P = divT
(ρ, u)|t=0 = (ρ0(x), u0(x)), x ∈ R2,
(ρ, u)→ (0, 0) as |x| → +∞, t > 0.
(1.3)
ρ is the density, and u = (u(1), u(2))⊤ ∈ R2 is the velocity of the fluid. We assume that
the pressure P satisfies
P = Aργ , γ > 1, (1.4)
where A is a positive constant, γ is the adiabatic exponent. T denotes the viscosity stress
tensor with the following form
T = µ(ρ)(∇u+ (∇u)⊤) + λ(ρ)divuI2. (1.5)
Here I2 is the 2×2 identity matrix, µ(ρ) = αρ is the shear viscosity coefficient, λ(ρ) = βρ,
and µ(ρ) + λ(ρ) is the bulk viscosity coefficient, α and β are both constants satisfying
α > 0, α+ β ≥ 0. (1.6)
Clearly, when γ = 2, (1.3)–(1.6) cover most of shallow water models mentioned above.
We will establish the corresponding results on (1.3)–(1.6), then reveal the applications to
various shallow water models.
System (1.3) has received extensive attention recently. For some interesting develop-
ment, we refer the readers to [2], [3], [24], [20], [27], [43], [44]. We remark that, in spite
of these significant achievements, a lot of questions remain open, including the local well-
posedness of classical solutions in multiple dimensions when inf ρ0 = 0. Our results in this
paper is a very first step toward this direction.
In the development of theories on shallow water equation and/or (1.3), there is a re-
markable discovery of a new mathematical entropy function by Bresch and Desjardins
[4] for λ(ρ) and µ(ρ) satisfying λ(ρ) = 2(µ′(ρ)ρ − µ(ρ)). This new entropy offers a nice
estimate
µ′(ρ)
∇ρ√
ρ
∈ L∞([0, T ];L2(R2))
provided that µ′(ρ0)
∇ρ0√
ρ0
∈ L2(R2). For our problem, such an entropy exists when β = 0.
However, BD-entropy structure ruled out many interesting models, including the one in
(1.2). In this paper, we will introduce a new approach toward regularity estimates without
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using BD-entropy. This helps the theory to be applicable to a much broader class of
models.
When density function connects to vacuum continuously locally or in the far field, the
classical frameworks for constructing local classical solutions (c.f. [33]) for the case when ρ0
has a positive lower bound are not applicable. In fact, there are two major challenges. The
first one lies at the degeneracy of time evolution in momentum equations. We notice that
the leading coefficient of ut in momentum equations vanishes at vacuum, and this leads to
infinitely many ways to define velocity (if it exits) when vacuum appears. Mathematically,
this degeneracy leads to an essential difficulty in determining the velocity when vacuum
occurs, since it is difficult to find a reasonable way to extend the definition of velocity
into vacuum region. Physically, it is not clear how to define the fluid velocity when there
is no fluid at vacuum. When viscosity coefficients are constants, a remedy was suggested
in a series of papers by Cho et. al. (see [9], [10], [11]), where they imposed initially a
compatibility condition
−divT0 +∇P (ρ0) = √ρ0g
for some g ∈ L2. Under this initial layer compatibility condition, a local theory was
established successfully; see also [28]. Such a local solution was further extended globally
by Huang-Li-Xin [16], when initial energy is small. Some similar results can also be
found in [17] and [18]. For the case of shallow water models, and (1.3), another essential
difficulty arises due to vacuum in our case. We note that under assumption (1.5), viscosity
coefficients vanish as density function connects to vacuum continuously in the far field.
This degeneracy gives rise to some difficulties in our analysis because of the less regularizing
effect of the viscosity on the solutions. This is one of the major obstacles preventing us
from utilizing a similar remedy proposed by Cho et. al. for the case of constant viscosity
coefficients. In order to overcome these difficulties, we observe that, assumping ρ > 0, the
momentum equations can be rewritten as
ut + u · ∇u+ 2Aγ
γ − 1ρ
γ−1
2 ∇ρ γ−12 + Lu =
(∇ρ
ρ
)
·Q(u), (1.7)
where the so-called Lame´ operator L and operator Q are
Lu = −α△u− (α+ β)∇divu, Q(u) = α(∇u+ (∇u)⊤) + βdivuI2. (1.8)
Therefore, the two quantities ρ
γ−1
2 (local sound speed when multiplied by constant
√
Aγ)
and ∇ρ
ρ
play significant roles in our analysis on velocity. With the help of this observation,
we introduce a proper class of solutions, called regular solutions, for our problem.
Definition 1.1 (Regular solution to Cauchy problem (1.3)). Let T > 0 be a finite
constant. A solution (ρ, u) to Cauchy problem (1.3) is called a regular solution in [0, T ]×R2
if (ρ, u) satisfies
(A) ρ > 0, ρ ∈ C1([0, T ] × R2), ρ γ−12 ∈ C([0, T ];H3), (ρ γ−12 )t ∈ C([0, T ];H2);
(B) ∇ρ/ρ ∈ C([0, T ];L6 ∩D1 ∩D2), (∇ρ/ρ)t ∈ C([0, T ];H1);
(C) u ∈ C([0, T ];H3) ∩ L2([0, T ];H4), ut ∈ C([0, T ];H1) ∩ L2([0, T ];D2);
(D) ut + u · ∇u+ Lu = (∇ρ/ρ) ·Q(u), for |x| → +∞.
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Here and throughout this paper, we adopt the following simplified notations for the
standard homogeneous and inhomogeneous Sobolev spaces:
Dk,r = {f ∈ L1loc(R2) : |f |Dk,r = |∇kf |Lr < +∞}, Dk = Dk,2,
|f |Dk,r = ‖f‖Dk,r(R2), ‖f‖s = ‖f‖Hs(R2), |f |p = ‖f‖Lp(R2).
A detailed study of homogeneous Sobolev spaces can be found in [13].
Remark 1.1. From Definition 1.1 we know that
ρ
γ−1
2 ∈ C([0, T ];H3), ∇ρ/ρ ∈ C([0, T ];L6 ∩D1 ∩D2),
which imply that ∇ρ/ρ ∈ L∞. Therefore, our regular solution does not contain local
vacuum, but vacuum occurs in the far field.
Although it is very different, this notion of regular solutons is motivated by Makino,
Ukai and Kawashima [30] where the existence of local classical solutions to compressible
Euler equations was established, using an interesting symmetrizer and the classical theory
for symmetric hyperbolic systems. Similar notion was used also in [23], [26], [31], [43] and
[45]. Here, facing our much harder degenerate hyperbolic-parabolic systems (1.3), this
specialized notion of regular solutions selects velocity in a physically reasonable way when
density approaches to vacuum. With the help of this notion of solutions, the momentum
equations can be reformulated into a quasi-linear parabolic system with some special
source terms. Thus the problem becomes trackable through a successful linearization and
approximation process.
In this paper, we impose the following regularity conditions on the initial data:
ρ0 > 0, (ρ
γ−1
2
0 , u0) ∈ H3, ∇ρ0/ρ0 ∈ L6 ∩D1 ∩D2. (1.9)
Remark 1.2. We remark that (1.9) identifies a class of admissible initial data that pro-
vides unique solvability to our problem (1.3). This set of initial data contains a large class
of functions, for example,
ρ0(x) =
1
1 + |x|2σ , u0(x) ∈ C
3
0 (R
2), x ∈ R2,
where σ > max{1, 1
γ−1}. On the other hand, the restrictions in (1.9) also reflect the
difficulty of the problem, which is not completely settled even with our efforts in this paper.
Now we are ready to state our main results.
Theorem 1.1. If the initial data (ρ0, u0) satisfy the regularity conditions in (1.9), then
there exists a time T∗ > 0 and a unique regular solution (ρ, u) to the Cauchy problem
(1.3), satisfying
ρ
γ−1
2 ∈ C([0, T∗];H3), (ρ
γ−1
2 )t ∈ C([0, T∗];H2),
∇ρ/ρ ∈ C([0, T∗];L6 ∩D1 ∩D2), (∇ρ/ρ)t ∈ C([0, T∗];H1),
u ∈ C([0, T∗];H3) ∩ L2([0, T∗];H4), ut ∈ C([0, T∗];H1) ∩ L2([0, T∗];D2),
utt ∈ L2([0, T∗];L2), t
1
2u ∈ L∞([0, T∗];D4),
t
1
2ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3), t
1
2utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1).
(1.10)
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Moreover, if 1 < γ ≤ 3, then ρ(t, x) ∈ C1([0, T∗]× R2).
Remark 1.3. The smoothing effect of the velocity u in positive time t ∈ [τ, T∗], ∀τ ∈
(0, T∗), tells us that the regular solution obtained in Theorem 1.1 is indeed a classical one
in (0, T∗]×R2 (see [11]).
As a direct consequence of Theorem 1.1 and the standard theory of quasi-linear hyper-
bolic equations, we have
Corollary 1.1. Let 1 < γ ≤ 53 or γ = 2, 3. If the initial data (ρ0, u0) satisfy (1.9), then
there exists a time T∗ > 0 and a unique regular solution (ρ, u) to the Cauchy problem
(1.3), satisfying (1.10) and
ρ ∈ C([0, T∗];H3), ρt ∈ C([0, T∗];H2), ρtt ∈ C([0, T∗];L2). (1.11)
We remark that the local existence time T∗ and all the estimates for the regularity of
regular solutions in Theorem 1.1 depend only on norms of (ρ0, u0) stated in (1.9). The
following theorem is about the continuous dependence of the solution on the initial data
at least for a small time interval.
Theorem 1.2. Let conditions in Theorem 1.1 hold. For each i = 1, 2, let (ρi, ui) be the
local regular solutions to Cauchy problem (1.3) on [0, T∗] with the initial data (ρ0i, u0i)
satisfying (1.9). Let K > 0 be a constant such that∥∥∥∥ρ γ−120i ∥∥∥∥
2
+
∥∥∥∥∇ρ0iρ0i
∥∥∥∥
L6∩D1
+ ‖u0i‖2 ≤ K.
Then for 0 ≤ t ≤ T∗, there exists a positive constant C(T∗,K) such that∥∥∥∥ρ γ−121 − ρ γ−122 ∥∥∥∥
2
+
∥∥∥∥∇ρ1ρ1 − ∇ρ2ρ2
∥∥∥∥
L6∩D1
+ ‖u1 − u2‖2 +
∫ T∗
0
‖∇u1 −∇u2)‖22dt
≤C
(∥∥∥∥ρ γ−1201 − ρ γ−1202 ∥∥∥∥
2
+
∥∥∥∥∇ρ01ρ01 − ∇ρ01ρ01
∥∥∥∥
L6∩D1
+ ‖u01 − u02‖2
)
.
(1.12)
Finally, we establish some blow-up criterion for classical solutions in terms of ∇ρ/ρ and
D(u) = 12
(∇u+ (∇u)⊤), which is analogous to the Beale-Kato-Majda criterion for the
ideal incompressible flow [34].
Theorem 1.3. Let (ρ(x, t), u(x, t)) be a regular solution obtained in Theorem 1.1. If
T < +∞ is the maximal existence time, then both
lim
T 7→T
(
sup
0≤t≤T
∥∥∥∥∇ρρ (·, t)
∥∥∥∥
L6(R2)
+
∫ T
0
‖D(u)(·, t)‖L∞(R2) dt
)
= +∞, (1.13)
and
lim sup
T 7→T
∫ T
0
‖D(u)(·, t)‖L∞∩D1,6(R2) dt = +∞. (1.14)
As explained before, the main purposes of this article is to establish the theories ap-
plicable to most of physically relevant models in shallow water theory. Our framework
for system (1.3) is applicable with minor modifications to the viscous terms of the forms
div(hD(U)), div(h∇U), h∆U , and the one in (1.2). More precisely, for viscous term
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in (1.2), this is a special case of system (1.3) with α = 1, β = 2 and γ = 2. When
V = div(hD(U)), this is also a special case of system (1.3) with β = 0, α = 1/2, and
γ = 2. Therefore, one simply replaces ρ by h in Theorems 1.1–1.3 to obtain the same
results for these two classes of shallow water models, without further modifications. For
viscous Saint-Venant model, V = div(h∇U), we let γ = 2 in condition (A) andQ(U) = ∇U
in condition (D) of Definition 1.1. Then we have the following theorem.
Theorem 1.4. If V = div(h∇U), and the initial data (h0, U0) satisfy the regularity con-
dition
h0 > 0, (h0, U0) ∈ H3, ∇h0/h0 ∈ L6 ∩D1 ∩D2, (1.15)
then there exists a time T∗ > 0 and a unique regular solution (h,U) to Cauchy problem
(1.1), satisfying
h ∈ C([0, T∗];H3), ht ∈ C([0, T∗];H2),
∇h/h ∈ C([0, T∗];L6 ∩D1 ∩D2), (∇h/h)t ∈ C([0, T∗];H1),
U ∈ C([0, T∗];H3) ∩ L2([0, T∗];H4), Ut ∈ C([0, T∗];H1) ∩ L2([0, T∗];D2),
Utt ∈ L2([0, T∗];L2), t
1
2U ∈ L∞([0, T∗];D4),
t
1
2Ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3), t
1
2Utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1).
(1.16)
Moreover, if T < +∞ is the maximal existence time of the regular solution (h,U), then
lim
T 7→T
(
sup
0≤t≤T
∥∥∥∥∇hh (·, t)
∥∥∥∥
L6(R2)
+
∫ T
0
‖∇U(·, t)‖L∞(R2)
)
= +∞, (1.17)
and
lim
T 7→T
(∫ T
0
‖∇U(·, t)‖L∞∩D1,6(R2) dt
)
= +∞. (1.18)
Finally, when V = h∆U , let γ = 2 and Q(U) = 0. Then we have the following result.
Theorem 1.5. If V = h∆U , and the initial data (h0, U0) satisfy the regularity condition
h0 ≥ 0, (h0, U0) ∈ H3, (1.19)
then there exists a time T∗ and a unique regular solution (h,U) to (1.1), satisfying
h ∈ C([0, T∗];H3), ht ∈ C([0, T∗];H2),
U ∈ C([0, T∗];H3) ∩ L2([0, T∗];H4), Ut ∈ C([0, T∗];H1) ∩ L2([0, T∗];D2),
Utt ∈ L2([0, T∗];L2), t
1
2U ∈ L∞([0, T∗];D4),
t
1
2Ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3), t
1
2Utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1).
(1.20)
Remark 1.4. For this model, we note that the previous requirement on the regularity of
∇h0/h0 is not needed due to the good structure of the viscous term V. Current theorem
allows initial data containing local vacuum.
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We now outline the organization of the rest of paper. In Section 2, we list some impor-
tant lemmas that will be used frequently in our proof. In Section 3, we first reformulate
our problem into a simpler form. Next we give the proof of the local existence of classical
solutions to this reformulated problem. With the help of a new variable ψ = ∇ρ
ρ
, and its
symmetry as a gradient, we are able to achieve this local existence in four steps: 1) we
construct approximate solutions for the linearized problem when initial density has posi-
tive lower bound; 2) we establish the a priori estimates independent of the lower bound of
density for the linearized problem; 3) we then pass to the limit to recover the solution of
this linearized problem allowing vacuum in the far field; 4) we prove the unique solvability
of the reformulated problem through a standard iteration process. Section 4 is devoted to
proving the H2 stability with respect to the initial data, i.e. Theorem 1.2. The proof of
Theorem 1.3 is given in Section 5.
Finally, we remark that our framework provided in this paper is applicable to the case of
three dimensions, with some minor modifications. We will not pursue this in this article.
2. Preliminaries
In this section, we present some important lemmas that appear frequently in our proof.
The first one is the following well-known Gagliardo-Nirenberg inequality, which can be
found in [19].
Lemma 2.1. [19] Let r ∈ (1,+∞) and h ∈W 1,p(R2) ∩ Lr(R2). Then
|h|q ≤ C|∇h|θp|h|1−θr
where θ =
(
1
r
− 1
q
)(
1
r
− 1
p
+ 12
)−1
. If p < 2, then q ∈ [r, 2p2−p ] when r < 2p2−p ; and q ∈ [ 2p2−p , r]
when r ≥ 2p2−p . If p = 2, then q ∈ [r,+∞). If p > 2, then q ∈ [r,+∞].
Some common versions of this inequality can be written as
|f |3 ≤ C|f |
2
3
2 |∇f |
1
3
2 , |f |6 ≤ C|f |
1
3
2 |∇f |
2
3
2 , |f |∞ ≤ C|f |
1
2
6 |∇f |
1
2
3 , (2.1)
which will be used frequently in our following proof.
The second one can be found in Majda [29], and we omit its proof.
Lemma 2.2. [29] Let positive constants r, a and b satisfy the relation 1
r
= 1
a
+ 1
b
and
1 ≤ a, b, r ≤ +∞. ∀s ≥ 1, if f, g ∈W s,a(R2) ∩W s,b(R2), then we have
|Ds(fg)− fDsg|r ≤ Cs
(|∇f |a|Ds−1g|b + |Dsf |b|g|a), (2.2)
|Ds(fg)− fDsg|r ≤ Cs
(|∇f |a|Ds−1g|b + |Dsf |a|g|b), (2.3)
where Cs > 0 is a constant depending on s only.
The following lemma is important in the derivation of uniqueness in Section 3, which
can be found in Remark 1 of [1].
Lemma 2.3. [1] If f(t, x) ∈ L2([0, T ];L2), then there exists a sequence sk such that
sk → 0, and sk|f(sk, x)|22 → 0, as k → +∞.
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Due to harmonic analysis, we have the following regularity estimate result for Lame´
operator. For problem
− α△u− (α+ β)∇divu = Lu = F, u→ 0 as |x| → +∞, (2.4)
we have
Lemma 2.4. [38] If u ∈ D1,q(R2) with 1 < q < +∞ is a weak solution to problem (2.4),
then
|u|Dk+2,q ≤ C|F |Dk,q ,
where C depending only on α, β and q.
The proof can be obtained via the classical estimates from harmonic analysis, which
can be found in [38] or [39].
Finally, using Aubin-Lions Lemma, one has (c.f. [36]),
Lemma 2.5. [36] Let X0, X and X1 be three Banach spaces satisfying X0 ⊂ X ⊂ X1.
Suppose that X0 is compactly embedded in X and that X is continuously embedded in X1.
I) Let G be bounded in Lp(0, T ;X0) with 1 ≤ p < +∞, and ∂G∂t be bounded in L1(0, T ;X1).
Then G is relatively compact in Lp(0, T ;X).
II) Let F be bounded in L∞(0, T ;X0) and ∂F∂t be bounded in L
q(0, T ;X1) with q > 1.
Then F is relatively compact in C(0, T ;X).
3. Existence of Regular Solutions
In this section, we aim at proving Theorem 1.1. To this end, we first reformulated our
main problem (1.3) into a simpler form.
3.1. Reformulation. Let φ = ρ
γ−1
2 . System (1.3) can be written as
φt + u · ∇φ+ γ−12 φdivu = 0,
ut + u · ∇u+ 2Aγγ−1φ∇φ+ Lu = ψ ·Q(u),
(3.1)
where ψ = ∇ρ/ρ = 2
γ−1∇φ/φ = (ψ(1), ψ(2))⊤. The initial data are given by
(φ, u)|t=0 = (φ0, u0), x ∈ R2. (3.2)
To prove Theorem 1.1, our first step is to establish the following existence result for the
reformulated problem (3.1)-(3.2).
Theorem 3.1. If the initial data (φ0, u0) satisfy the following regularity conditions:
φ0 > 0, (φ0, u0) ∈ H3, ψ0 = 2
γ − 1∇φ0/φ0 ∈ L
6 ∩D1 ∩D2, (3.3)
SHALLOW WATER EQUATIONS 9
then there exist a time T∗ > 0 and a unique regular solution (φ, u) to Cauchy problem
(3.1)-(3.2), satisfying
φ ∈ C([0, T∗];H3), φt ∈ C([0, T∗];H2),
ψ ∈ C([0, T∗];L6 ∩D1 ∩D2), ψt ∈ C([0, T∗];H1),
u ∈ C([0, T∗];H3) ∩ L2([0, T∗];H4), ut ∈ C([0, T∗];H1) ∩ L2([0, T∗];D2),
utt ∈ L2([0, T∗];L2), t
1
2u ∈ L∞([0, T∗];D4),
t
1
2ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3), t
1
2utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1).
(3.4)
We will prove this theorem in subsequent four subsections, and at the end of this section
we will show that this theorem indeed implies Theorem 1.1. For simplicity, in the following
sections, we denote Aγ
γ−1 = θ.
3.2. Linearization. In order to proceed with nonlinear problem, we first need to consider
the following linearized problem
φt + v · ∇φ+ γ−12 φdivv = 0,
ut + v · ∇v + 2θφ∇φ+ Lu = ψ ·Q(v),
(φ, u)|t=0 = (φ0, u0), x ∈ R2,
(3.5)
where
Lu = −α△u− (α+ β)∇divu, Q(v) = α(∇v + (∇v)⊤) + βdivvI2, (3.6)
and v = (v(1), v(2)) ∈ R2 is a known vector satisfying v(t = 0, x) = u0(x) and
v ∈ C([0, T ];H3) ∩ L2([0, T ];H4), vt ∈ C([0, T ];H1) ∩ L2([0, T ];D2),
vtt ∈ L2([0, T ];L2), t
1
2 v ∈ L∞([0, T ];D4),
t
1
2 vt ∈ L∞([0, T ];D2) ∩ L2([0, T ];D3), t
1
2 vtt ∈ L∞([0, T ];L2) ∩ L2([0, T ];D1).
(3.7)
We assume that
φ0 > 0, (φ0 − φ∞, u0) ∈ H3, ψ0 = 2
γ − 1∇φ0/φ0 ∈ L
6 ∩D1 ∩D2, (3.8)
where φ∞ ≥ 0 is a constant.
In the following two subsections, we first solve this linearized problem when the initial
density is away from vacuum, then we establish the uniform estimates with respect to the
lower bound of the density which enable us to pass to the limit of the case when inf φ0 = 0.
3.3. A priori estimate with uniformly positive density (inf φ0 = δ > 0). Now we
want to get some local (in time) a priori estimate which is independent of the lower bound
of φ for the classical solution (φ, u) to (3.5). First we have the following existence of
classical solutions to (3.5) by the standard hyperbolic theory.
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Lemma 3.1. Assume that the initial data (φ0, u0) satisfy (3.8) and φ0 ≥ δ for some
constant δ > 0. Then there exists a unique classical solution (φ, u) to (3.5) such that
φ ≥ δ, φ− φ∞ ∈ C([0, T ];H3), φt ∈ C([0, T ];H2),
ψ ∈ C([0, T ];L6 ∩D1 ∩D2), ψt ∈ C([0, T ];H1), ψtt ∈ L2([0, T ];L2),
u ∈ C([0, T ];H3) ∩ L2([0, T ];H4), ut ∈ C([0, T ];H1) ∩ L2([0, T ];D2),
utt ∈ L2([0, T ];L2), t
1
2u ∈ L∞([0, T ];D4),
t
1
2ut ∈ L∞([0, T ];D2) ∩ L2([0, T ];D3), t
1
2utt ∈ L∞([0, T ];L2) ∩ L2([0, T ];D1),
(3.9)
for any T > 0, where δ > 0 is a constant depending on δ and T .
Proof. The existence and regularity of a unique solution φ to the first equation of (3.5) can
be obtained essentially according to Lemma 6 in [10] via the standard theory of transport
equation, and φ can be written as
φ(t, x) = φ0(W (0, t, x)) exp
(
− γ − 1
2
∫ t
0
divv(s,W (s, t, x))ds
)
, (3.10)
where W ∈ C1([0, T ] × [0, T ]× R2) is the solution to the initial value problem
d
dt
W (t, s, x) = v(t,W (t, s, x)), 0 ≤ t ≤ T,
W (s, s, x) = x, 0 ≤ s ≤ T, x ∈ R2.
(3.11)
So we easily know that there exists a positive constant δ such that φ ≥ δ.
Now, it is easy to show that ψ satisfies
ψt +∇(v · ψ) +∇divv = 0.
A direct calculation shows that ∂iψ
(j) = ∂jψ
(i) in the sense of distribution, then the above
system can be rewritten as
ψt +
2∑
l=1
Al∂lψ +Bψ +∇divv = 0, (3.12)
where Al = (a
(l)
ij )2×2 (i, j, l = 1, 2) are symmetric with a
(l)
ij = v
(l) when i = j and a
(l)
ij = 0
otherwise, B = (∇v)⊤. Therefore, system (3.12) is a positive symmetric system. Then
the assertion of the regularity on ψ follows.
Finally, with the regularity properties of φ and ψ, it is not difficult to solve u from the
linear parabolic equations
ut + Lu = −v · ∇v − 2θφ∇φ+ ψ ·Q(v),
to complete the proof of this lemma. Here we omit the details. 
Now we are going to establish the uniform estimates on the solutions obtained in Lemma
3.1. For this purpose, we fix T > 0 and a positive constant c0 large enough such that
2 + φ∞ + |φ0|∞ + ‖φ0 − φ∞‖3 + |ψ0|L6∩D1∩D2 + ‖u0‖3 ≤ c0. (3.13)
We now assume that there exist some time T ∗ ∈ (0, T ) and constants ci (i = 1, 2, 3, 4)
such that
1 < c0 ≤ c1 ≤ c2 ≤ c3 ≤ c4,
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and
sup
0≤t≤T ∗
‖v(t)‖21 +
∫ T ∗
0
(
‖∇v(s)‖21 + |vt(s)|22
)
ds ≤c21,
sup
0≤t≤T ∗
(|v(t)|2D2 + |vt(t)|22)+ ∫ T ∗
0
(
|v(s)|2D3 + |vt(s)|2D1
)
ds ≤c22,
sup
0≤t≤T ∗
(|v(t)|2D3 + |vt(t)|2D1)+ ∫ T ∗
0
(
|v(s)|2D4 + |vt(s)|2D2 + |vtt(s)|22
)
ds ≤c23,
ess sup
0≤t≤T ∗
(
t|vt(t)|2D2 + t|v(t)|2D4 + t|vtt(t)|22
)
+
∫ T ∗
0
(
s|vtt|2D1 + s|vt|2D3
)
ds ≤c24.
(3.14)
We shall determine T ∗ and ci (i = 1, 2, 3, 4) later, see (3.77), such that they depend only
on c0 and the fixed constants α, β, γ and T .
Let (φ, u) be the unique classical solution to (3.5) on [0, T ]×R2. In the following we are
going to establish a series of uniform local (in time) estimates listed as Lemmas 3.2-3.5.
We start with the estimates for φ. Hereinafter, we use C ≥ 1 to denote a generic positive
constant depending only on fixed constants α, β, γ and T .
Lemma 3.2. Let (φ, u) be the unique classical solution to (3.5) on [0, T ]× R2. Then
|φ(t)|2∞ + ‖φ(t)− φ∞‖23 ≤Cc20,
|φt(t)|2 ≤ Cc0c1, |φt(t)|D1 ≤Cc0c2,
|φt(t)|2D2 + |φtt(t)|22 +
∫ t
0
‖φtt(s)‖21ds ≤Cc63
(3.15)
for 0 ≤ t ≤ T1 = min(T ∗, (1 + c3)−2).
Proof. From stand energy estimates (see, for instance, [10]) and (2.1), we easily have
‖φ(t) − φ∞‖3 ≤
(
‖φ0 − φ∞‖3 + φ∞
∫ t
0
‖∇v(s)‖3ds
)
exp
(
C
∫ t
0
‖v(s)‖4ds
)
. (3.16)
Therefore, observing that∫ t
0
‖v(s)‖4ds ≤ t
1
2
(∫ t
0
‖v(s)‖24ds
) 1
2 ≤ C(c3t+ c3t
1
2 ),
we get
‖φ(t) − φ∞‖3 ≤ Cc0 for 0 ≤ t ≤ T1 = min(T ∗, (1 + c3)−2).
For φt, since
φt = −v · ∇φ− γ − 1
2
φdivv,
then for 0 ≤ t ≤ T1, it holds that
|φt(t)|2 ≤C(|v · ∇φ|2 + |φdivv|2)(t) ≤ Cc0c1,
|φt(t)|D1 ≤C
(|v · ∇φ|D1 + |φdivv|D1)(t) ≤ Cc0c2,
|φt(t)|D2 ≤C
(|v · ∇φ|D2 + |φdivv|D2)(t) ≤ Cc0c3, (3.17)
where we used (2.1) and Ho¨lder’s inequality.
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Using the equation
φtt = −vt · ∇φ− v · ∇φt − γ − 1
2
φtdivv − γ − 1
2
φdivvt
and the assumption (3.14), we have, for 0 ≤ t ≤ T1,
|φtt(t)|2 ≤C
(|vt · ∇φ(t)|2 + |v · ∇φt(t)|2 + |φtdivv(t)|2 + |φdivvt(t)|2)
≤C(‖vt(t)‖1‖φ(t) − φ∞‖3 + ‖φt(t)‖1‖v(t)‖3) ≤ Cc33. (3.18)
Similarly, for 0 ≤ t ≤ T1, we also have∫ t
0
‖φtt‖21ds ≤C
∫ t
0
(‖vt · ∇φ‖21 + ‖v · ∇φt‖21 + ‖φtdivv‖21 + ‖φdivvt‖21)ds
≤C
∫ t
0
(‖vt‖22‖φ− φ∞‖23 + ‖v‖23‖φt‖22)ds ≤ Cc63. (3.19)
This completes the proof of the lemma. 
Now we establish the estimates for ψ by the stand energy estimates for positive sym-
metric hyperbolic system.
Lemma 3.3. Let (φ, u) be the unique classical solution to (3.5) on [0, T ]× R2. Then
|ψ(t)|2∞ + ‖ψ(t)‖2L6∩D1∩D2 ≤ Cc20, |ψt|2 ≤ Cc22,
|ψt(t)|2D1 +
∫ t
0
|ψtt(s)|22ds ≤ Cc43, for 0 ≤ t ≤ T1.
(3.20)
Proof. According to the proof of Lemma 3.1, we know that ψ satisfies the hyperbolic
system (3.12). First, multiplying (3.12) by 6|ψ|4ψ and then integrating over R2, we easily
deduce that
d
dt
|ψ|66 ≤ C
( 2∑
l=1
|∂lAl|∞ + |B|∞
)
|ψ|66 + C|∇2v|6|ψ|56. (3.21)
Noting that
|∇v|∞ ≤ C‖v‖3, |∇2v|6 ≤ C|∇2v|
1
3
2 |∇3v|
2
3
2 ≤ C‖∇2v‖1, (3.22)
(3.21) implies that
d
dt
|ψ|6 ≤ C‖v‖3|ψ|6 + C‖∇2v‖1. (3.23)
Second, let ς = (ς1, ς2)
⊤ (1 ≤ |ς| ≤ 2 and ςi = 0, 1, 2). Taking derivative ∂ςx to (3.12),
we have
(∂ςxψ)t +
2∑
l=1
Al∂l∂
ς
xψ +B∂
ς
xψ + ∂
ς
x∇divv
=
(
− ∂ςx(Bψ) +B∂ςxψ
)
+
2∑
l=1
(
− ∂ςx(Al∂lψ) +Al∂l∂ςxψ
)
= Θ1 +Θ2.
(3.24)
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Multiplying (3.24) by 2∂ςxψ and then integrating over R
2, we have
d
dt
|∂ςxψ|22 ≤
( 2∑
l=1
|∂lAl|∞ + |B|∞
)
|∂ςxψ|22 + (|Θ1|2 + |Θ2|2 + ‖∇2v‖2)|∂ςxψ|2. (3.25)
For |ς| = 1, we apply (2.3) with the choice r = a = 2 and b = +∞ to obtain,
|Θ1|2 = |∂ςx(Bψ)−B∂ςxψ|2 ≤ C|∇2v|2|ψ|∞; (3.26)
while the choice r = b = 2, a =∞ gives
|Θ2|2 = |∂ςx(Al∂lψ)−Al∂l∂ςxψ|2 ≤ C|∇v|∞|∇ψ|2. (3.27)
Similarly, for |ς| = 2, we have
|Θ1|2 = |∂ςx(Bψ)−B∂ςxψ|2 ≤ C|∇2v|∞|∇ψ|2 +C|∇3v|2|ψ|∞, (3.28)
and
|Θ2|2 = |∂ςx(Al∂lψ)−Al∂l∂ςxψ|2 ≤ C|∇v|∞|∇2ψ|2 + C|∇2v|∞|∇ψ|2. (3.29)
Using the fact that
|ψ|∞ ≤ C|ψ|
1
2
6 |∇ψ|
1
2
3 ≤ C|ψ|
1
2
6 |∇ψ|
1
3
2 |∇2ψ|
1
6
2 ≤ ‖ψ‖L6∩D1∩D2 , (3.30)
formulas (3.21)-(3.30) and Gagliardo-Nirenberg inequality lead to
d
dt
|ψ(t)|L6∩D1∩D2 ≤ C‖v‖4‖ψ(t)‖L6∩D1∩D2 + C‖∇2v‖2.
Then the Gronwall’s inequality implies that
|ψ(t)|L6∩D1∩D2 ≤
(
|ψ0|L6∩D1∩D2 +
∫ t
0
‖v‖4dt
)
exp
(
C
∫ t
0
‖v‖4dt
)
≤ Cc0. (3.31)
For 0 ≤ t ≤ T1, this estimate gives the part of ‖ψ(t)‖L6∩D1∩D2 in this lemma.
Noting that
ψt = −∇(v · ψ)−∇divv, (3.32)
for 0 ≤ t ≤ T1, it holds that|ψt(t)|2 ≤ C
(|v|∞|ψ|D1 + |∇v|2|ψ|∞ + |v|D2)(t) ≤ Cc22,
|∇ψt(t)|2 ≤ C
(|∇v|∞|ψ|D1 + |v|∞|ψ|D2 + |ψ|∞|∇2v|2 + |v|D3)(t) ≤ Cc23. (3.33)
Similarly, using
ψtt = −∇(v · ψ)t −∇divvt,
for 0 ≤ t ≤ T1, we have∫ t
0
|ψtt|22dt ≤C
∫ t
0
(
c23|∇ψ|23 + c23|ψt|22 + c23|∇ψt|22 + c23|∇vt|22 + |vt|2D2
)
dt ≤ Cc43. (3.34)
This concludes the proof of the lemma. 
Now we turn to the estimate of the velocity u.
14 YACHUN LI, RONGHUA PAN, AND SHENGGUO ZHU
Lemma 3.4. Let (φ, u) be the unique classical solution to (3.5) on [0, T ]× R2. Then
‖u(t)‖21 +
∫ T2
0
(
‖∇u(s)‖21 + |ut(s)|22
)
ds ≤Cc20,
|u(t)|2D2 + |ut(t)|22 +
∫ T2
0
(
|u(s)|2D3 + |ut(s)|2D1
)
ds ≤Cc
10
3
1 c
2
3
2 ,
(3.35)
for 0 ≤ t ≤ T2 = min(T ∗, (1 + c3)−6).
Proof. We divide the proof into three steps.
Step 1 (Estimate of |u|2). Multiplying (3.5)2 by u and integrating over R2, we have
1
2
d
dt
|u|22 + α|∇u|22 + (α+ β)|divu|22
=
∫
R2
(
− v · ∇v · u− 2θφ∇φ · u+ ψ ·Q(v) · u
)
dx ≡:
3∑
i=1
Ii.
(3.36)
Due to Gagliardo-Nirenberg inequality, Ho¨lder’s inequality and Young’s inequality, we
have
I1 =−
∫
R2
v · ∇v · udx ≤ C|v|∞|∇v|2|u|2 ≤ C‖v‖22|∇v|22 + C|u|22,
I2 =−
∫
R2
2θφ∇φ · udx ≤ C|∇φ|2|φ|∞|u|2 ≤ C|u|22 + C|∇φ|22|φ|2∞,
I3 =
∫
R2
ψ ·Q(v) · udx ≤ C|ψ|6|∇v|3|u|2 ≤ C|u|22 + C|ψ|26‖∇v‖21.
(3.37)
Then we have
1
2
d
dt
|u|22 + α|∇u|22 ≤ C|u|22 + C‖v‖22|∇v|22 + C|∇φ|22|φ|2∞ + C|ψ|26‖∇v‖21. (3.38)
Integrating (3.38) over (0, t), for 0 ≤ t ≤ T1, it gives
|u(t)|22 +
∫ t
0
α|∇u(s)|22ds ≤ C
∫ t
0
|u(s)|22ds+ C|u0|22 + Cc43t.
Then Gronwall’s inequality implies
|u(t)|22 +
∫ t
0
α|∇u(s)|22ds ≤ C
(
|u0|22 + c43t
)
exp(Ct) ≤ Cc20 (3.39)
for 0 ≤ t ≤ T2 = min(T ∗, (1 + c3)−6).
Step 2 (Estimate of |∇u|2). Multiplying (3.5)2 by ut and integrating over R2, we have
1
2
d
dt
(
α|∇u|22 + (α+ β)|divu|22
)
+ |ut|22
=
∫
R2
(
− v · ∇v · ut − 2θφ∇φ · ut + ψ ·Q(v) · ut
)
dx ≡:
6∑
i=4
Ii.
(3.40)
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Using Gagliardo-Nirenberg inequality, Ho¨lder’s inequality and Young’s inequality, we have
I4 =−
∫
R2
v · ∇v · utdx ≤ C|v|∞|∇v|2|ut|2 ≤ C‖v‖22|∇v|22 +
1
10
|ut|22,
I5 =−
∫
R2
2θφ∇φ · utdx ≤ C|φ|∞|∇φ|2|ut|2 ≤ 1
10
|ut|22 + C|∇φ|22|φ|2∞,
I6 =
∫
R2
ψ ·Q(v) · utdx ≤ C|ψ|6|∇v|3|ut|2 ≤ 1
10
|ut|22 + C|ψ|26‖∇v‖21.
(3.41)
Then
d
dt
(
α|∇u|22 + (α+ β)|divu|22
)
+ |ut|22
≤C‖v‖22|∇v|22 + C|∇φ|22|φ|2∞ + C|ψ|26‖∇v‖21.
(3.42)
Integrating (3.42) over (0, t), we get
|∇u(t)|22 +
∫ t
0
|ut(s)|22ds ≤ C|∇u0|22 + Cc43t ≤ Cc20 (3.43)
for 0 ≤ t ≤ T2 = min(T ∗, (1 + c3)−6).
From the classical estimates for elliptic system in Lemma 2.4, and
Lu = −ut − v · ∇v − 2θφ∇φ+ ψ ·Q(v), (3.44)
we easily have, for 0 ≤ t ≤ T2,
|u(t)|D2 ≤C
(|ut(t)|2 + |v · ∇v(t)|2 + |φ∇φ(t)|2 + |ψ ·Q(v)(t)|2)
≤C
(
|ut(t)|2 + c
5
3
1 c
1
3
2 + c
2
0 + c0|∇v|2
)
,
(3.45)
where we have used the fact that
|v · ∇v(t)|2 ≤ C|v|6|∇v|3 ≤ C|v|
1
3
2 |∇v|
4
3
2 |∇2v|
1
3
2 .
Then (3.45) implies that∫ T2
0
|u(t)|2D2dt ≤ C
∫ T2
0
(
|ut|22 + c
10
3
1 c
2
3
2 + c
4
0 + c
2
0|∇v|22
)
(t)dt ≤ Cc20. (3.46)
Step 3 (Estimate of |u|D2). First we differentiate (3.5)3 with respect to t:
utt + Lut = −(v · ∇v)t − 2θ(φ∇φ)t + (ψ ·Q(v))t. (3.47)
Multiplying (3.47) by ut and integrating over R
2, we have
1
2
d
dt
|ut|22 + α|∇ut|22 + (α+ β)|divut|22
=
∫
R2
(
− (v · ∇v)t · ut − 2θ(φ∇φ)t · ut + (ψ ·Q(v))t · ut
)
dx ≡:
9∑
i=7
Ii,
(3.48)
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where the right-hand side terms can be estimated as follows,
I7 =−
∫
R2
(v · ∇v)t · utdx ≤ C|v|∞|∇vt|2|ut|2 + C|vt|2|∇v|∞|ut|2
≤C‖v‖23‖vt‖21 + C|ut|22,
I8 =−
∫
R2
2θ(φ∇φ)t · utdx = θ
∫
R2
(φ2)tdivutdx
≤C|φt|2|φ|∞|∇ut|2 ≤ α
10
|∇ut|22 + C|φt|22|φ|2∞,
I9 =
∫
R2
(ψ ·Q(v))t · utdx ≤ C|ψ|∞|∇vt|2|ut|2 + C|ψt|2|∇v|∞|ut|2
≤C|ut|22 + C|ψ|2L6∩D1∩D2 |∇vt|22 + C|ψt|22‖∇v‖22.
(3.49)
Then we have
d
dt
|ut|22 + |∇ut|22
≤C|ut|22 + C‖v‖23‖vt‖21 + C|φt|22|φ|2∞ + C|ψ|2L6∩D1∩D2 |∇vt|22 + C|ψt|22‖∇v‖22.
(3.50)
Integrating (3.50) over (τ, t) (τ ∈ (0, t)), we have
|ut(t)|22 +
∫ t
τ
|∇ut(s)|22ds
≤|ut(τ)|22 + C
∫ t
τ
(
|ut|22 + ‖v‖23‖vt‖21 + |φt|22‖φ‖22
)
(s)ds
+ C
∫ t
τ
(|ψ|2L6∩D1∩D2 |∇vt|22 + |ψt|22‖∇v‖22)(s)ds
≤|ut(τ)|22 + C
∫ t
0
|ut(s)|22ds+Cc63t, for 0 ≤ t ≤ T2.
(3.51)
From the momentum equations (3.5)2 we have
|ut(τ)|2 ≤ C
(|v|∞|∇v|2 + |φ|∞|∇φ|2 + |u|D2 + |ψ|6|∇v|2)(τ). (3.52)
Then it is clear from the assumption (3.7) and Lemma 3.1 that
lim sup
τ→0
|ut(τ)|2 ≤ C
(|v0|∞|∇v0|2 + |φ0|∞|∇φ0|2 + |u0|D2 + |ψ0|6|∇v0|2) ≤ Cc20. (3.53)
Letting τ → 0 in (3.51), it follows from Gronwall’s inequality that
|ut(t)|22 +
∫ t
0
(
α|∇ut|22 + (α+ β)|divut|22
)
(s)ds ≤ c40 exp
(
Ct
) ≤ Cc40 (3.54)
for 0 ≤ t ≤ T2.
So from (3.45), we easily have for 0 ≤ t ≤ T2,
|u(t)|D2 ≤C
(
|ut(t)|2 + c
5
3
1 c
1
3
2 + c
2
0 + c0|∇v|2
)
≤ Cc
5
3
1 c
1
3
2 .
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From the classical estimates for elliptic system in Lemma 2.4, we have
|u(s)|D3 ≤C
(|ut|D1 + |v · ∇v|D1 + |φ∇φ|D1 + |ψ ·Q(v)|D1)
≤C(|ut|D1 + |v|6|∇2v|3 + |∇v|6|∇v|3 + |φ|∞|∇2φ|2)
+ C
(|∇φ|6|∇φ|3 + |ψ|∞|∇2v|2 + |∇ψ|6|∇v|3)
≤C
(
|ut|D1 + c1c2 + c1c
2
3
2 c
1
3
3
)
,
(3.55)
where we have used the face that
|v|6|∇2v|3 ≤ C|v|
1
3
2 |∇v|
2
3
2 |∇2v|
2
3
2 |∇3v|
1
3
2 , |∇v|6|∇v|3 ≤ C|∇v|
1
3
2 |∇2v|
2
3
2 |∇v|
2
3
2 |∇2v|
1
3
2 .
Then (3.55) implies that∫ T2
0
|u(s)|2D3dt ≤ C
∫ T2
0
(
|ut|2D1 + c43
)
dt ≤ Cc40.

Now we will give some estimates for the higher order terms of the velocity u in the
following Lemma.
Lemma 3.5. Let (φ, u) be the unique classical solution to (3.5) on [0, T ]× R2. Then,
|ut(t)|2D1 + |u(t)|2D3 +
∫ t
0
(
|ut(s)|2D2 + |utt(s)|22 + |u(s)|2D4
)
ds ≤ Cc
10
3
2 c
2
3
3 ,
t|ut(t)|2D2 + t|utt(t)|22 + t|u(t)|2D4 +
∫ t
0
(s|utt|2D1 + s|ut|2D3)ds ≤ Cc43
(3.56)
for 0 ≤ t ≤ T3 = min(T ∗, (1 + c3)−8).
Proof. We divide the proof into two steps.
Step 1 (Estimate of |u|D3). Multiplying (3.47) by utt and integrating over R2, we have
1
2
d
dt
(
α|∇ut|22 + (α+ β)|divut|22
)
+ |utt|22
=
∫
R2
(
− (v · ∇v)t · utt − 2θ(φ∇φ)t · utt + (ψ ·Q(v))t · utt
)
dx ≡:
12∑
i=10
Ii.
(3.57)
Applying Gagliardo-Nirenberg inequality, Ho¨lder’s inequality and Young’s inequality,
we get
I10 =−
∫
R2
(v · ∇v)t · uttdx ≤ C|vt|2|∇v|∞|utt|2 + C|v|∞|∇vt|2|utt|2
≤C|vt|22‖∇v‖22 + C‖v‖22|∇vt|22 +
1
10
|utt|22,
I11 =−
∫
R2
2θ(φ∇φ)t · uttdx ≤ C|φt|2|∇φ|∞|utt|2 + C|φ|∞|∇φt|2|utt|2
≤C|φt|22‖∇φ‖22 + C|φ|2∞|∇φt|22 +
1
10
|utt|22,
(3.58)
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I12 =
∫
R2
(ψ ·Q(v))t · uttdx ≤ C|ψt|2|∇v|∞|utt|2 + C|ψ|∞|∇vt|2|utt|2
≤C|ψt|22‖∇v‖22 + C|ψ|2L6∩D1∩D2 |∇vt|22 +
1
10
|utt|22.
(3.59)
Then
d
dt
(
α|∇ut|22 + (α+ β)|divut|22
)
+ |utt|22
≤C|vt|22‖∇v‖22 + C‖v‖22|∇vt|22 + C|φt|22‖∇φ‖22 + C|φ|2∞|∇φt|22
+ C|ψt|22‖∇v‖22 + C|ψ|2L6∩D1∩D2 |∇vt|22.
(3.60)
Integrating (3.60) over (τ, t), we have
|∇ut(t)|22 +
∫ t
τ
|utt(s)|22ds ≤ C|∇ut(τ)|22 + Cc63t, (3.61)
for 0 ≤ t ≤ T3 = min(T ∗, (1 + c3)−8).
On the other hand, from the momentum equations (3.5)2 we have
|∇ut(τ)|2 ≤ C
(
1 + ‖v‖23 + ‖φ‖23 + |ψ|L6∩D1∩D2‖v‖2
)
(τ). (3.62)
Then from the assumption (3.7) and Lemma 3.1, one has
lim sup
τ→0
|∇ut(τ)|2 ≤ C
(
1 + ‖v0‖23 + ‖φ0‖23 + |ψ0|L6∩D1∩D2‖v0‖2
) ≤ Cc20. (3.63)
Letting τ → 0 in (3.61), it reads that
|∇ut(t)|22 +
∫ t
0
|utt(s)|22ds ≤ Cc40, for 0 ≤ t ≤ T3. (3.64)
For the higher order terms, from (3.55) and (5.57), it is easy to show that
|u(t)|D3 ≤C
(
|ut(t)|D1 + c1c2 + c1c
2
3
2 c
1
3
3
)
≤ Cc
5
3
2 c
1
3
3 .
From (3.44) we have
Lut = −utt − (v · ∇v)t − 2θ(φ∇φ)t + (ψ ·Q(v))t. (3.65)
We apply Lemma 2.4 to (3.65) to show that, for 0 ≤ t ≤ T3,
|ut(t)|D2 ≤C
(|utt|2 + |(v · ∇v)t|2 + |(φ∇φ)t|2 + |(ψ ·Q(v))t|2)(t)
≤C
(
|utt|2 + c2|∇vt|2 + c
4
3
2 |∇vt|
2
3
2 + c
3
2 + c
2
2|∇3v|2
)
(t),
|u(t)|D4 ≤C
(|ut|D2 + |v · ∇v|D2 + |φ∇φ|D2 + |ψ ·Q(v)|D2)(t)
≤C(|ut|D2 + c20 + c2‖∇v‖2)(t),
(3.66)
which quickly implies that∫ T3
0
(|ut(t)|2D2 + |u(t)|2D4)dt ≤ Cc40, for 0 ≤ t ≤ T3.
Step 2 (Estimate of t
1
2 |u|D4). Now we differentiate (3.47) with respect to t:
uttt + Lutt = −2vt · ∇vt − vtt · ∇v − v · ∇vtt
− θ(∇φ2)tt + 2ψt · (Q(v))t + ψtt ·Q(v) + ψ · (Q(v))tt.
(3.67)
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Multiplying (3.67) by utt and integrating over R
2, we have
1
2
d
dt
|utt|22 + α|∇utt|22 + (α+ β)|divutt|22
=
∫
R2
(
− 2vt · ∇vt − vtt · ∇v − v · ∇vtt − θ(∇φ2)tt + 2ψt · (Q(v))t
)
· uttdx
+
∫
R2
(
ψtt ·Q(v) + ψ · (Q(v))tt
)
· uttdx ≡:
19∑
i=13
Ii.
(3.68)
Similarly, we can estimate the right-hand side term by term as follows.
I13 =−
∫
R2
2vt · ∇vt · uttdx ≤ C|utt|2|∇vt|3|vt|6 ≤ C|utt|22 + C‖vt‖21‖∇vt‖21,
I14 =−
∫
R2
vtt · ∇v · uttdx ≤ C|∇v|∞|vtt|2|utt|2 ≤ C|utt|22 + C‖∇v‖22|vtt|22.
(3.69)
For the term I15, via the integration by parts, we have
I15 =−
∫
R2
v · ∇vtt · uttdx ≤ C|v|∞|vtt|2|∇utt|2 + C|∇v|∞|vtt|2|utt|2
≤ α
20
|∇utt|22 + C|utt|22 + C‖v‖23|vtt|22.
(3.70)
Similarly, for the terms I16-I18, we have
I16 =
∫
R2
θ(φ2)tt · divuttdx ≤ C|φtt|2|φ|∞|∇utt|2 + |φt|6|φt|3|∇utt|2
≤ α
10
|∇utt|22 + C|φtt|22|φ|2∞ + C‖φt‖41,
I17 =
∫
R2
2ψt · (Q(v))t · uttdx ≤ C|ψt|6|∇vt|3|utt|2 ≤ C|utt|22 + C‖ψt‖21‖∇vt‖21,
I18 =
∫
R2
ψtt ·Q(v) · uttdx ≤ C|ψtt|2|∇v|∞|utt|2 ≤ C|utt|22 + C|ψtt|22‖∇v‖22.
(3.71)
For the last term, via the integration by parts, we have
I19 =
∫
R2
ψ · (Q(v))tt · uttdx ≤ C|ψ|∞|vtt|2|∇utt|2 + C|∇ψ|3|vtt|2|utt|6
≤ α
20
|∇utt|22 + C|ψ|2L6∩D1∩D2 |vtt|22 + C|utt|22.
(3.72)
These estimates, together with Lemmas 3.2-3.4 and Step 1 lead to
d
dt
|utt|22 + |∇utt|22
≤C|utt|22 + C‖vt‖21‖∇vt‖21 + C|φtt|22|φ|2∞ + C‖φt‖41
+ C(‖v‖23 + ‖ψ‖2L6∩D1∩D2)|vtt|22 + C‖ψt‖21‖∇vt‖21 + C|ψtt|22‖∇v‖22
≤C|utt|22 + Cc23|vtt|22 + Cc43|vt|D2 + Cc23|ψtt|22 +Cc83
(3.73)
for 0 ≤ t ≤ T3.
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Multiplying both sides of (3.73) by t and integrating over (τ, t), we have
t|utt(t)|22 +
∫ t
τ
s|∇utt(s)|22ds
≤τ |utt(τ)|22 +
∫ t
τ
|utt(s)|22ds+ C
∫ t
τ
s
(
|utt(s)|22 + c23|vtt(s)|22
)
ds
+ C
∫ t
τ
s
(
c43|vt|D2 + c23|ψtt|22
)
ds+ Cc83t
≤τ |utt(τ)|22 + Cc40 + Cc83t.
(3.74)
We know from (3.56) and Lemma 2.3 that, there exists a sequence sk such that
sk → 0, and sk|utt(sk, x)|22 → 0, as k → +∞.
Taking τ = sk and letting k → +∞ in (3.74), we arrive at
t|utt(t)|22 +
∫ t
τ
s
(
α|∇utt(s)|22 + (α + β)|divutt(s)|22
)
ds ≤ Cc40. (3.75)
Now combining Lemmas 3.2-3.4, (3.56) and (3.65)-(3.66), from Lemma 2.4, we obtain
t
1
2 |ut(t)|D2 + t
1
2 |u(t)|D4 ≤ Cc23,
t
1
2 |ut(t)|D3 ≤ Ct
1
2
(
c43 + |utt(t)|D1 + c3|vt(t)|D2
)
for 0 ≤ t ≤ T3, which, according to (3.75), proves (3.56)2. 
Then from Lemmas 3.2-3.5, for 0 ≤ t ≤ T3, we have
‖u(t)‖21 +
∫ t
0
(
|∇u(s)‖21 + |ut(s)|22
)
ds ≤Cc20,
|u(t)|2D2 + |ut(t)|22 +
∫ t
0
(
|u(s)|2D3 + |ut(s)|2D1
)
ds ≤Cc
10
3
1 c
2
3
2 ,
|u(t)|2D3 + |ut(t)|2D1 +
∫ t
0
(
|u(s)|2D4 + |ut(s)|2D2 + |utt(s)|22
)
ds ≤Cc
10
3
2 c
2
3
3 ,
t|ut(t)|2D2 + t|u(t)|2D4 + t|utt(t)|22 +
∫ t
0
(s|utt|2D1 + s|ut|2D3)ds ≤Cc43,
|φ(t)|2∞ + ‖φ(t) − φ∞‖23 + ‖φt(t)‖22 + |φtt(t)|22 +
∫ t
0
‖φtt‖21ds ≤Cc63,
|ψ(t)|2∞ + |ψ(t)|2L6∩D1∩D2 + ‖ψt(t)‖21 +
∫ t
0
|ψtt|22ds ≤Cc43.
(3.76)
Therefore, if we define the constants ci (i = 1, 2, 3, 4, 5) and T
∗ by
c1 = C
1
2 c0, c2 = C
3
4 c
5
2
1 = C
2c
5
2
0 , c3 = C
3
4 c
5
2
2 = C
23
4 c
25
4
0 ,
c4 = C
1
2 c33 = C
71
4 c
75
4
0 , and T
∗ = min(T, (1 + c3)−8),
(3.77)
then we deduce that
SHALLOW WATER EQUATIONS 21
sup
0≤t≤T ∗
‖u(t)‖21 +
∫ T ∗
0
(
‖∇u(s)‖21 + |ut(s)|22
)
ds ≤c21,
sup
0≤t≤T ∗
(|u(t)|2D2 + |ut(t)|22) +
∫ T ∗
0
(
|u(s)|2D3 + |ut(s)|2D1
)
ds ≤c22,
sup
0≤t≤T ∗
(|u(t)|2D3 + |ut(t)|2D1) +
∫ T ∗
0
(
|u(s)|2D4 + |ut(s)|2D2 + |utt(s)|22
)
ds ≤c23,
ess sup
0≤t≤T ∗
(t|ut(t)|2D2 + t|u(t)|2D4 + t|utt(t)|22) +
∫ T ∗
0
(
s|utt|2D1 + s|ut|2D3
)
ds ≤c24,
sup
0≤t≤T ∗
(|φ(t)|2∞ + ‖φ(t) − φ∞‖23 + ‖φt(t)‖22 + |φtt(t)|22) +
∫ T ∗
0
‖φtt‖21ds ≤c24,
sup
0≤t≤T ∗
(|ψ(t)|2∞ + |ψ(t)|2L6∩D1∩D2 + ‖ψt(t)‖21) +
∫ T ∗
0
|ψtt|22ds ≤c24.
(3.78)
In other word, given fixed c0, T , there are positive constants T
∗, ci (i = 1, 2, 3, 4), depend-
ing solely on c0 and T , such that if (3.14) holds for v, then (3.78) holds for classical solution
of (3.5) on [0, T ∗]×R2. We remark that this property is important for the iteration to be
successful in the proof of Theorem 3.1 in section 3.5 below.
3.4. Unique solvability with vacuum in far field.
Based on the local (in time) estimates in (3.78), we have the following existence result
under the assumption that φ0 > 0.
Lemma 3.6. Assume that the initial data (φ0, u0) satisfy (3.3). Then there exists a unique
classical solution (φ, u) to (3.5) such that
φ ≥ 0, φ ∈ C([0, T ∗];H3), φt ∈ C([0, T ∗];H2), ψ ∈ C([0, T ∗];L6 ∩D1 ∩D2),
∂iψ
(j) = ∂jψ
(i) (i, j = 1, 2), ψt ∈ C([0, T ∗];H1), ψtt ∈ L2([0, T ∗];L2),
u ∈ C([0, T ∗];H3) ∩ L2([0, T ∗];H4), ut ∈ C([0, T ∗];H1) ∩ L2([0, T ∗];D2),
utt ∈ L2([0, T ∗];L2), t
1
2u ∈ L∞([0, T ∗];D4),
t
1
2ut ∈ L∞([0, T ∗];D2) ∩ L2([0, T ∗];D3), t
1
2utt ∈ L∞([0, T ∗];L2) ∩ L2([0, T ∗];D1).
(3.79)
Moreover, the solution (φ, u) also satisfies the estimates in (3.78).
Proof. For δ ∈ (0, 1), we define
φδ0 = φ0 + δ, ψδ0 =
2
γ − 1∇φ0/(φ0 + δ).
From (3.8) we know that ψ0 ∈ L6 ∩D1 ∩D2(R2), then Gagliardo-Nirenberg inequality
implies that, there exists a finite and positive constant C˜ such that
|∇φ0(x)| ≤ C˜φ0(x), for x ∈ R2.
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So if φ0(x) = 0, we immediately have ∇φ0(x) = 0, which means that
ψδ0 = 0, if φ0(x) = 0; ψδ0 − ψ0 = −
δ
δ + φ0
ψ0, if φ0(x) > 0.
From the assumption (3.13), there exists a δ1 > 0 such that if 0 < δ < δ1, then
1 + |φδ0|∞ + ‖φδ0 − δ‖3 + |ψδ0|L6∩D1∩D2 + ‖u0‖3 ≤ Cc20 = c0.
Therefore, taking (φδ0, u0) as the initial data, problem (3.5) admits a unique classical
solution (φδ, uδ) satisfying the local estimates in (3.78). We note that the estimates in
(3.78) are independent of δ, then there exists a subsequence (still denoted by (φδ, ψδ , uδ))
converges to a limit (φ,ψ, u) in weak or weak* sense:
(φδ − δ, uδ)⇀ (φ, u) weak* in L∞([0, T ∗];H3(R2)),
ψδ ⇀ ψ weak* in L∞([0, T ∗];L6 ∩D1 ∩D2(R2)),
φδt ⇀ φt weak* in L
∞([0, T ∗];H2(R2)),
(ψδt , u
δ
t )⇀ (ψt, ut) weak* in L
∞([0, T ∗];H1(R2)).
(3.80)
In addition, for any R > 0, due to the Aubin-Lions Lemma (see [36]) (i.e., Lemma 2.5),
there exists a subsequence (still denoted by (φδ, ψδ , uδ)) satisfying
(φδ , ψδ , uδ)→ (φ,ψ, u) in C([0, T ∗];H1(BR)), (3.81)
where BR is a ball centered at origin with radius R. It is clear that (φ,ψ, u) also satisfies
the local estimates in (3.78). So it is easy to show that (φ, u) is a weak solution of problem
(3.5) satisfying the regularity:
φ > 0, φ ∈ L∞([0, T ∗];H3), φt ∈ L∞([0, T ∗];H2),
ψ ∈ L∞([0, T ∗];L6 ∩D1 ∩D2), ψt ∈ L∞([0, T ∗];H1), ψtt ∈ L2([0, T ∗];L2),
u ∈ L∞([0, T ∗];H3) ∩ L2([0, T ∗];H4), ut ∈ L∞([0, T ∗];H1) ∩ L2([0, T ∗];D2),
utt ∈ L2([0, T ∗];L2), t
1
2u ∈ L∞([0, T ∗];D4),
t
1
2ut ∈ L∞([0, T ∗];D2) ∩ L2([0, T ∗];D3), t
1
2utt ∈ L∞([0, T ∗];L2) ∩ L2([0, T ∗];D1).
We remark that, in this step, even though vacuum appears in the far field, ψ satisfies
∂iψ
(j) = ∂jψ
(i) (i, j = 1, 2) and solves the following positive symmetric hyperbolic system
in the sense of distribution:
ψt +∇(v · ψ) +∇divv = 0. (3.82)
The uniqueness and time continuity for (φ, u) can be obtained by standard procedure
and we omit the details here. 
3.5. Proof of Theorem 3.1.
Our proof is based on the classical iteration scheme and the existence results for the
linearized problem in Sections 3.2-3.4. Like in Section 3.3, we define constants c0, c1, c2,
c3, c4 and assume that
2 + |φ0|∞ + ‖(φ0, u0)‖3 + ‖ψ0‖L6∩D1∩D2 ≤ c0.
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Denote by u0 ∈ C([0, T ∗];H3)∩L2([0, T ∗];H4) the solution of the following Cauchy prob-
lem of heat equation: ht −△h = 0 in (0,+∞)× R
2,
h(0) = u0 in R
2.
Using the regularity of u0 = h, we can always choose a time T∗∗ ∈ (0, T ∗] such that
sup
0≤t≤T∗∗
‖u0(t)‖21 +
∫ T∗∗
0
(
‖∇u0(s)‖21 + |u0t (s)|22
)
ds ≤c21,
sup
0≤t≤T∗∗
(|u0(t)|2D2 + |u0t (t)|22) +
∫ T∗∗
0
(
|u0(s)|2D3 + |u0t (s)|2D1
)
ds ≤c22,
sup
0≤t≤T∗∗
(|u0(t)|2D3 + |u0t (t)|2D1) +
∫ T∗∗
0
(
|u0(s)|2D4 + |u0t (s)|2D2 + |u0tt(s)|22
)
ds ≤c23,
ess sup
0≤t≤T∗∗
(
t|u0t (t)|2D2 + t|u0(t)|2D4
)
+
∫ T∗∗
0
(
s|u0tt|2D1 + s|u0t |2D3
)
ds ≤c24.
(3.83)
We first prove the existence of regular solutions. Let v = u0, we can get a classical
solution (φ1, u1) of problem (3.5) as well as function ψ1. Inductively, we construct ap-
proximate sequences (φk+1, ψk+1, uk+1) as follows: given (φk, ψk, uk) for k ≥ 1, define
(φk+1, ψk+1, uk+1) by solving the following problem:
φk+1t + u
k · ∇φk+1 + γ−12 φk+1divuk = 0,
ψk+1t +
∑2
l=1Al(u
k)∂lψ
k+1 +B(uk)ψk+1 +∇divuk = 0,
uk+1t + u
k · ∇uk + 2θφk+1∇φk+1 = −Luk+1 + ψk+1 ·Q(uk),
(φk+1, ψk+1, uk+1)|t=0 = (φ0, ψ0, u0).
(3.84)
This problem was obtained from (3.5) by replacing v with uk. Then we know that
(φk, ψk, uk) (k = 1, 2, ...) satisfy the estimates in (3.78).
Next we are going to prove that the whole sequence (φk, ψk, uk) converges strongly to
a limit (φ,ψ, u) which satisfies the regularity (3.4). Let
φ
k+1
= φk+1 − φk, ψk+1 = ψk+1 − ψk, uk+1 = uk+1 − uk.
From (3.84) we have
φ
k+1
t + u
k · ∇φk+1 + uk · ∇φk + γ − 1
2
(φ
k+1
divuk + φkdivuk) = 0,
ψ
k+1
t +
2∑
l=1
Al(u
k)∂lψ
k+1
+B(uk)ψ
k+1
+∇divuk = Υk1 +Υk2,
uk+1t + u
k · ∇uk + uk · ∇uk−1 + θ∇((φk+1)2 − (φk)2)
= −Luk+1 + ψk+1 ·Q(uk) + ψk+1 ·Q(uk−1),
(3.85)
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where Υk1 and Υ
k
2 are defined by
Υk1 = −
2∑
l=1
(Al(u
k)∂lψ
k −Al(uk−1)∂lψk), Υk2 = −(B(uk)ψk −B(uk−1)ψk).
We first estimate ‖φk+1‖1. Multiplying (3.85)1 by 2φk+1 and integrating over R2, we
have
d
dt
|φk+1|22 =− 2
∫
R2
(
uk · ∇φk+1 + uk · ∇φk + γ − 1
2
(φ
k+1
divuk + φkdivuk)
)
φ
k+1
dx,
≤C|∇uk|∞|φk+1|22 + C|φk+1|2|uk|2|∇φk|∞ + C|φk+1|2|∇uk|2|φk|∞,
which means that (0 < η ≤ 110 is a constant)
d
dt
|φk+1(t)|22 ≤ Akη(t)|φ
k+1
(t)|22 + η‖uk(t)‖21,
Akη(t) = C
(
‖∇uk‖2 + 1
η
(1 + ‖φk‖23)
)
, and
∫ t
0
Akη(s)ds ≤ C + Cηt
(3.86)
for t ∈ [0, T∗∗], where Cη is a positive constant depending on η and constant C.
Now taking derivative ∂ζx (|ζ| = 1) to (3.85)1, multiplying by 2∂ζxφk+1 and integrating
over R2, we have
d
dt
|∂ζxφk+1|22 =− 2
∫
R2
∂ζx
(
uk · ∇φk+1 + uk · ∇φk))∂ζxφk+1dx
− 2
∫
R2
∂ζx
(γ − 1
2
(φ
k+1
divuk + φkdivuk)
)
∂ζxφ
k+1
dx
≤C|∇uk|∞|∇φk+1|22 + C|∇φk|∞|∇uk|2|∇φ
k+1|2
+ C|∇φk+1|2|uk|6|∇2φk|3 + C|∇2uk|∞|φk+1|2|∇φk+1|2
+ C|∇uk|2|∇φk+1|2|∇φk|∞ + C|φk|∞|∇divuk|2|∇φk+1|2,
which means that
d
dt
|∇φk+1(t)|22 ≤ Bkη (t)‖φ
k+1
(t)‖21 + η‖uk(t)‖22,
Bkη (t) = C
(
‖uk‖4 + 1
η
‖φk‖23
)
, and
∫ t
0
Bkη (s)ds ≤ C + Cηt
(3.87)
for t ∈ [0, T∗∗]. Combining (3.86)-(3.87), it is easy to show that, for t ∈ [0, T∗∗],
d
dt
‖φk+1(t)‖21 ≤ Φkη(t)‖φk+1(t)‖21 + η‖uk(t)‖22,
Φkη(t) = C(Akη(t) +B
k
η (t)), and
∫ t
0
Φkη(s)ds ≤ C + Cηt.
(3.88)
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Now we estimate |ψk+1|2. Multiplying (3.85)2 by 2ψk+1 and integrating over R2, we
have
d
dt
|ψk+1|22 ≤
( 2∑
l=1
|∂lAl(uk)|∞ + |B(uk)|∞
)
|ψk+1|22
+ (|Υk1 |2 + |Υk2 |2 + |∇2uk|2)|ψk+1|2.
(3.89)
From Ho¨lder’s inequality, it is easy to deduce that
|Υk1 |2 ≤ C|∇ψk|3|uk|6, |Υk2|2 ≤ C|ψk|∞|∇uk|2. (3.90)
From (3.89)-(3.90), for t ∈ [0, T∗∗], we have
d
dt
|ψk+1|22 ≤ Ψkη(t)|ψ
k+1|22 + η‖uk‖22,
Ψkη(t) = C
(
‖∇uk‖2 + 1
η
|ψk|2∞ +
1
η
|∇ψk |23 +
1
η
)
, and
∫ t
0
Ψkη(s)ds ≤ C + Cηt.
(3.91)
For ‖uk+1‖1, multiplying (3.85)3 by 2uk+1 and integrating over R2, we have
d
dt
|uk+1|22 + 2α|∇uk+1|22 + 2(α+ β)|divuk+1|22
=− 2
∫
R3
(
uk · ∇uk + uk · ∇uk−1
)
· uk+1dx
− 2
∫
R3
(
θ∇((φk+1)2 − (φk)2)− ψk+1 ·Q(uk) + ψk+1 ·Q(uk−1)) · uk+1dx
≤C|uk|∞|∇uk|2|uk+1|2 + C|uk|6|uk+1|2|∇uk−1|3 + C|ψk+1|∞|∇uk|2|uk+1|2
+ C
(
|φk+1|∞ + |φk|∞
)
|∇uk+1|2|φk+1|2 + C|ψk+1|2|∇uk−1|∞|uk+1|2,
which implies that
d
dt
|uk+1|22 + α|∇uk+1|22
≤Ekη (t)|uk+1|22 + Ek2 (t)|φ
k+1|22 +Ek3 (t)|ψ
k+1|22 + η‖uk‖21,
(3.92)
where
Ekη (t) =C
(
1 +
1
η
|uk|2∞ +
1
η
|∇uk−1|23 +
1
η
|ψk+1|2∞
)
,
Ek2 (t) =C(|φk+1|∞ + |φk|∞)2, Ek3 (t) = C|∇uk−1|2∞,
and ∫ t
0
(
Ekη (s) + E
k
2 (s) + E
k
3 (s)
)
ds ≤ C +Cηt.
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Now taking ∂ζx to (3.85)3 (|ζ| = 1), multiplying by ∂ζxuk+1 and integrating over R2, we
have
1
2
d
dt
|∂ζxuk+1|22 + α|∇∂ζxuk+1|22 + (α+ β)|∂ζxdivuk+1|22
=
∫
R2
(
− ∂ζx(uk · ∇uk)− ∂ζx(uk · ∇uk−1)− θ∂ζx(∇((φk+1)2 − (φk)2))
)
· ∂ζxuk+1dx
+
∫
R2
(
∂ζx
(
ψk+1 ·Q(uk)) + ∂ζx(ψk+1 ·Q(uk−1))) · ∂ζxuk+1dx = 5∑
i=1
Ji,
where
J1 =
∫
R2
−∂ζx(uk · ∇uk) · ∂ζxuk+1dx
≤C|∇uk|∞|∇uk|2|∇uk+1|2 + C|uk|∞|uk|D2 |∇uk+1|2,
J2 =
∫
R2
−∂ζx(uk · ∇uk−1) · ∂ζxuk+1dx
≤C|∇uk|2|∇uk+1|2|∇uk−1|∞ +C|uk|6|∇uk+1|2|∇2uk−1|3,
J3 =
∫
R2
−θ∂ζx(∇((φk+1)2 − (φk)2)) · ∂ζxuk+1dx
≤C|(∇φk+1 +∇φk)|∞|∇2uk+1|2|φk+1|2 + C|(φk+1 + φk)|∞|∇2uk+1|2|∇φk+1|2,
J4 =
∫
R2
∂ζx
(
ψk+1 ·Q(uk)) · ∂ζxuk+1dx
≤C|ψk+1|∞|∂2xuk|2|∇uk+1|2 + C|∇ψk+1|3|∇uk|6|∇uk+1|2,
J5 =
∫
R2
∂ζx
(
ψ
k+1 ·Q(uk−1)) · ∂ζxuk+1dx ≤ C|ψk+1|2|∇uk−1|∞|∇∂ζxuk+1|2.
(3.93)
Using Young’s inequality and (3.93), we have
d
dt
|∇uk+1|22 + α|∂2xuk+1|22
≤F kη (t)|∇uk+1|22 + F k2 (t)‖φ
k+1‖21 + F k3 (t)|ψ
k+1|22 + η‖uk‖22,
(3.94)
where
F kη (t) =C
(
1 +
1
η
‖uk‖23 +
1
η
‖∇uk−1‖22 +
1
η
|ψk+1|2L6∩D1∩D2
)
,
F k2 (t) =C(‖φk+1‖3 + ‖φk‖3)2, F k3 (t) = C‖∇uk−1‖22,
and ∫ t
0
(
F kη (s) + F
k
2 (s) + F
k
3 (s)
)
ds ≤ C + Cηt,
for t ∈ (0, T∗∗].
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Combining (3.92) and (3.94), we easily get
d
dt
‖uk+1‖21 + α‖∇uk+1‖21
≤Θkη(t)‖uk+1‖21 +Θk2(t)‖φk+1‖21 +Θk3(t)|ψk+1|22 + η‖uk‖22,
(3.95)
and ∫ t
0
(
Θkη(s) + Θ
k
2(s) + Θ
k
3(s)
)
ds ≤ C + Cηt,
for t ∈ (0, T∗∗].
Finally, let
Γk+1(t) = sup
0≤s≤t
‖φk+1(s)‖21 + sup
0≤s≤t
|ψk+1(s)|22 + sup
0≤s≤t
‖uk+1(s)‖21.
According to (3.88), (3.91), (3.95) and Gronwall’s inequality, we have
Γk+1(t) +
∫ t
0
µ‖∇uk+1‖21ds ≤
(
Cη
∫ t
0
‖∇uk‖21ds+ Cηt sup
0≤s≤t
|uk(s)|22
)
exp (C + Cηt).
We choose η > 0 and T∗ ∈ (0,min(1, T∗∗)) small enough such that
Cη expC ≤ min
(
1
4
,
µ
4
)
, and exp(CηT∗) ≤ 2.
Then we easily have
∞∑
k=1
(
Γk+1(T∗) +
∫ T∗
0
µ‖∇uk+1‖21ds
)
≤ C < +∞.
Thanks to
lim
k 7→+∞
|ψk+1|6 ≤ C lim
k 7→+∞
(|ψk+1| 23∞|ψk+1| 132 ) ≤ C lim
k 7→+∞
|ψk+1|
1
3
2 = 0,
we easily know that the whole sequence (φk, ψk, uk) converges to a limit (φ,ψ, u) in the
following strong sense:
φk → φ in L∞([0, T∗];H1(R2)),
ψk → ψ in L∞([0, T∗];L6(R2)),
uk → u in L∞([0, T∗];H1(R2)) ∩ L2([0, T∗];D2(R2)).
(3.96)
It is clear that (φ,ψ, u) satisfies the estimates in (3.78). Thanks to (3.96), (φ, u) is a
weak solution of problem (3.1)-(3.2) with the following regularities:
φ ∈ L∞([0, T∗];H3), φt ∈ L∞([0, T∗];H2), ψ ∈ L∞([0, T∗];L6 ∩D1 ∩D2),
∂iψ
(j) = ∂jψ
(i) (i, j = 1, 2), ψt ∈ L∞([0, T∗];H1), ψtt ∈ L2([0, T∗];L2),
u ∈ L∞([0, T∗];H3) ∩ L2([0, T∗];H4), ut ∈ L∞([0, T∗];H1) ∩ L2([0, T∗];D2),
utt ∈ L2([0, T∗];L2), t
1
2u ∈ L∞([0, T∗];D4),
t
1
2ut ∈ L∞([0, T∗];D2) ∩ L2([0, T∗];D3), t
1
2utt ∈ L∞([0, T∗];L2) ∩ L2([0, T∗];D1).
(3.97)
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The time-continuity of the above solution can be obtained by standard procedure(see [10]).
Therefore, it is a regular solution.
Now we prove the uniqueness of regular solutions. Let (φ1, u1) and (φ2, u2) be two
regular solutions to Cauchy problem (3.1)-(3.2) satisfying the uniform estimates in (3.78).
We denote that
φ = φ1 − φ2, u = u1 − u2,
and
ψ = ψ1 − ψ2 = 2
γ − 1 (∇φ1/φ1 −∇φ2/φ2) .
Then (φ,ψ, u) satisfies the system
φt + u1 · ∇φ+ u · ∇φ2 +
γ − 1
2
(φdivu2 + φ1divu) = 0,
ψt +
2∑
l=1
Al(u1)∂lψ +B(u1)ψ +∇divu = Υ1 +Υ2,
ut + u1 · ∇u+ u · ∇u2 + θ∇((φ1)2 − (φ2)2)
= −Lu+ ψ1 ·Q(u) + ψ ·Q(u2),
(3.98)
with Υ1 and Υ2 defined by
Υ1 = −
2∑
l=1
(Al(u1)∂lψ2 −Al(u2)∂lψ2), Υ2 = −(B(u1)ψ2 −B(u2)ψ2).
Let
Φ(t) = ‖φ(t)‖21 + |ψ(t)|22 + ‖u(t)‖21.
Similarly to the derivation of (3.86)-(3.92), we can show that
d
dt
Φ(t) + C‖∇u(t)‖21 ≤ G(t)Φ(t), (3.99)
where
∫ t
0 G(s)ds ≤ C, for 0 ≤ t ≤ T∗. From the Gronwall’s inequality, we conclude that
φ = ψ = u = 0,
then the uniqueness is obtained.
3.6. Proof of Theorem 1.1 and Corollary 1.1.
Based on Theorem 3.1, we are now ready to prove the local existence of regular solution
to the original Cauchy problem (1.3). Moreover, we will show that the regular solutions
that we obtained satisfy system (1.3) classically.
Proof of Theorem 1.1.
Proof. For initial data (1.9), we know from Theorem 3.1 that there exists a time T∗ >
0 such that the problem (3.1)-(3.2) has a unique regular solution (φ, u) satisfying the
regularity (3.4), which means that
(ρ
γ−1
2 , u) = (φ, u) ∈ C1([0, T∗]× R2), (∇ρ/ρ, ∂ξxu) ∈ C([0, T∗]× R2), (3.100)
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where ξ ∈ R2 with |ξ| = 2. Since
ρ(t, x) = φ
2
γ−1 (t, x),
and 2
γ−1 ≥ 1 for 1 < γ ≤ 3, it is easy to show that
ρ(t, x) ∈ C1([0, T∗]× R2).
Multiplying (3.1)1 by
∂ρ
∂φ
(t, x) = 2
γ−1φ
3−γ
γ−1 (t, x) ∈ C([0, T∗]× R2), we get the continuity
equation in (1.3):
ρt + u · ∇ρ+ ρdivu = 0. (3.101)
Multiplying (3.1)2 by φ
2
γ−1 = ρ(t, x) ∈ C1([0, T∗]×R2), we get the momentum equations
in (1.3):
ρut + ρu · ∇u+∇P = div
(
µ(ρ)(∇u+ (∇u)⊤) + λ(ρ)divuI2
)
. (3.102)
That is to say, (ρ, u) satisfies problem (1.3) in classical sense with regularity (1.10).
Recalling that ρ can be represented by the formula
ρ(t, x) = ρ0(W (0, t, x)) exp
( ∫ t
0
divu(s,W (s, t, x))ds
)
,
where W ∈ C1([0, T∗]× [0, T∗]× R2) is the solution to the initial value problem{
d
dt
W (t, s, x) = u(t,W (t, s, x)), 0 ≤ t ≤ T∗,
W (s, s, x) = x, 0 ≤ s ≤ T∗, x ∈ R2,
(3.103)
it is obvious that
ρ(t, x) ≥ 0, ∀(t, x) ∈ [0, T∗]× R2.
In summary, the Cauchy problem (1.3) has a unique regular solution (ρ, u). 
Proof of Corollary 1.1.
Proof. When 1 < γ ≤ 53 , 2γ−1 ≥ 3. Since φ ∈ C([0, T∗],H3)
⋂
C1([0, T∗],H2), we read
ρ(t, x) = φ
2
γ−1 (t, x),
that
ρ ∈ C([0, T∗],H3).
With the help of the continuity equation
ρt + u · ∇ρ+ ρdivu = 0,
and the fact that u(t, x) ∈ C([0, T∗],H3)
⋂
C1([0, T∗],H2), it is clear that
ρ ∈ C([0, T∗],H3) ∩ C1([0, T∗],H2),
and the regularity on ρt in Corollary 1.1 follows.
Furthermore, when γ = 2, or 3, ρ(t, x) = φ2(t, x) and ρ(t, x) = φ(t, x), respectively. By
the same token, the regularity of ρ in these cases can be achieved. 
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4. Stability in H2 sense
Now we prove the stability in H2, i.e., Theorem 1.2. For i = 1, 2, let (φi, ui) be the
regular solution to Cauchy problem (3.1) with initial data (φ0i, u0i) satisfying (1.9). Let
K > 0 be a constant such that
‖φ0i‖2 +
∣∣∣∣∇φ0iφ0i
∣∣∣∣
L6∩D1
+ ‖u0i‖2 ≤ K.
Denote
φ˜ = φ1 − φ2, u˜ = u1 − u2,
and
ψ˜ = ψ1 − ψ2 = 2
γ − 1
(∇φ1
φ1
− ∇φ2
φ2
)
.
Then (φ˜, ψ˜, u˜) satisfies the system
φ˜t + u1 · ∇φ˜+ u˜ · ∇φ2 + γ − 1
2
(φ˜divu2 + φ1divu˜) = 0,
ψ˜t +
2∑
l=1
Al(u1)∂lψ˜ +B(u1)ψ˜ +∇divu˜ = Υ˜1 + Υ˜2,
u˜t + u1 · ∇u˜+ u˜ · ∇u2 + θ∇((φ1)2 − (φ2)2)
= −Lu˜+ ψ1 ·Q(u˜) + ψ˜ ·Q(u2),
(4.1)
where Υ˜1 and Υ˜2 are defined by
Υ˜1 = −
2∑
l=1
(Al(u1)∂lψ2 −Al(u2)∂lψ2), Υ˜2 = −(B(u1)ψ2 −B(u2)ψ2).
Similarly to the derivation of (3.88), we have
d
dt
‖φ˜(t)‖21 ≤ Aη(t)‖φ˜(t)‖21 + C‖u˜(t)‖22 + η‖∇u˜(t)‖21,∫ t
0
Aη(s)ds ≤ C + Cηt for t ∈ [0, T∗].
(4.2)
Then taking ∂ξx to (4.1)1 (|ξ| = 2), multiplying by 2∂ξxφ˜ and integrating over R2, we have
d
dt
|∂ξxφ˜|22 =− 2
∫
R2
∂ξx
(
u1 · ∇φ˜+ u˜ · ∇φ2 + γ − 1
2
(φ˜divu2 + φ1divu˜)
)
∂ξxφ˜dx
≤C(‖∇u1‖2 + ‖∇u2‖2 + ‖φ1‖23 + ‖∇φ2‖22)‖φ˜‖22 + C‖u˜‖22 + η‖∇u˜‖22.
(4.3)
(4.2)-(4.3) yield
d
dt
‖φ˜(t)‖22 ≤ Φη(t)‖φ˜(t)‖22 + C‖u˜(t)‖22 + η‖∇u˜(t)‖22,∫ t
0
Φη(s)ds ≤ C + Cηt for t ∈ [0, T∗].
(4.4)
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Multiplying (4.1)1 by 6|φ˜|4φ˜ and integrating over R2,
d
dt
|ψ˜|66 ≤C
( 2∑
l=1
|∂lAl(u1)|∞ + |B(u1)|∞
)
|ψ˜|66 + |∇2u˜|6|ψ˜|56 + C(|Υ˜1|6 + |Υ˜2|6)|ψ˜|56. (4.5)
From Ho¨lder’s inequality, we easily have
|Υ˜1|6 + |Υ˜2|6 ≤ C(|u˜|∞|∇ψ2|6 + |ψ2|∞|∇u˜|6) ≤ C|ψ2|L6∩D1∩D2‖u˜‖2, (4.6)
and 
d
dt
|ψ˜|26 ≤ Bη(t)|ψ˜(t)|26 + C|u˜(t)|22 + η‖∇u˜(t)‖22,∫ t
0
Bη(s)ds ≤ C +Cηt for t ∈ [0, T∗].
(4.7)
Taking ∂ζx to (4.1)2 (|ζ| = 1), we have
∂ζxψ˜t +
2∑
l=1
Al(u1)∂l∂
ζ
xψ˜ +B(u1)∂
ζ
xψ˜ + ∂
ζ
x∇divu˜k
=∂ζxΥ˜1 + ∂
ζ
xΥ˜2 +Υ11 +Υ22,
(4.8)
where
Υ11 =
2∑
l=1
(
Al(u1)∂l∂
ζ
xψ˜ − ∂ζx(Al(u1)∂lψ˜)
)
, Υ22 = B(u1)∂
ζ
xψ˜ − ∂ζx(B(u1)ψ˜).
Multiplying (4.8) by 2∂ζxψ˜ and integrating over R2, we have
d
dt
|∂ζxψ˜|22 ≤C
( 2∑
l=1
|∂lAl(u1)|∞ + |B(u1)|∞
)
|∂ζxψ˜|22 + |∇3u˜|2|∂ζxψ˜|2
+ C(|∂ζxΥ˜1|2 + |∂ζxΥ˜2|2 + |Υ11|2 + |Υ22|2)|∂ζxψ˜|2.
(4.9)
From Ho¨lder’s inequality and Lemma 2.2, it is easy to deduce that
|∂ζxΥ˜1|2 + |∂ζxΥ˜2|2 ≤ C|ψ2|L6∩D1∩D2‖∇u˜‖1, |Υ11|2 + |Υ22|2 ≤ C|∇ψ˜|2‖∇u1‖3. (4.10)
From (4.7)-(4.10), we have
d
dt
|ψ˜(t)|2L6∩D1 ≤ Ψη(t)|ψ˜(t)|2L6∩D1 + C‖u˜(t)‖22 + η‖∇u˜(t)‖22,∫ t
0
Ψη(s)ds ≤ C + Cηt for t ∈ [0, T∗].
(4.11)
Similarly to the derivation of (3.95), we easily have
d
dt
‖u˜(t)‖21 + ‖∇u˜(t)‖21
≤Eη(t)‖u˜(t)‖21 + E2(t)‖φ˜(t)‖21 + E3(t)|ψ˜(t)|2L6∩D1 + η‖∇u˜(t)‖22,
(4.12)
where we have
∫ t
0
(
Eη(s) + E2(s) + E3(s)
)
ds ≤ C + Cηt for t ∈ (0, T∗].
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Taking ∂ξx to (4.1)3 (|ξ| = 2), multiplying by ∂ξxu˜ and integrating over R2, we have
1
2
d
dt
|∂ξxu˜|22 + α|∇∂ξxu˜|22 + (α+ β)|∂ξxdivu˜|22
=
∫
R2
(
− ∂ξx(u1 · ∇u˜)− ∂ξx(u˜ · ∇u2)− θ∂ξx(∇(φ21 − φ22))
)
· ∂ξxu˜dx
+
∫
R2
(
∂ξx
(
ψ1 ·Q(u˜)
)
+ ∂ξx
(
ψ˜ ·Q(u2)
)) · ∂ξxu˜dx = 10∑
i=6
Ji.
The right-hand side can be estimated term by term as follows.
J6 =
∫
R2
−∂ξx(u1 · ∇u˜) · ∂ξxu˜dx
≤C|∇2u1|3|∇u˜|6|∇2u˜|2 + C|u1|∞|∇3u˜|2|∇2u˜|2 + C|∇u1|∞|∇2u˜|22,
J7 =
∫
R2
−∂ξx(u˜ · ∇u2) · ∂ξxu˜dx
≤C|∇u2|∞|∇2u˜|22 +C|∇2u2|3|∇u˜|6|∇2u˜|2 + C|∇3u2|3|u˜|6|∇2u˜|2,
J8 =
∫
R2
−θ∂ξx(∇(φ21 − φ22)) · ∂ξxu˜dx
≤C(|∇(φ1 + φ2)|∞|∇φ˜|2 + |(φ1 + φ2)|∞|∇2φ˜|2 + |∇2(φ1 + φ2)|3|φ˜|6)|∇3u˜|2,
J9 =
∫
R2
∂ξx
(
ψ1 ·Q(u˜)
) · ∂ξxu˜dx
≤C|ψ1|∞|∇3u˜|2|∇2u˜|2 + C|∇ψ1|3|∇2u˜|6|∇2u˜|2 + C|∇2ψ1|2|∇u˜|3|∇2u˜|6,
J10 =
∫
R2
∂ξx
(
ψ˜ ·Q(u2)
) · ∂ξxu˜dx ≤ C|∇ψ˜|2|∇u2|∞|∇3u˜|2 + C|ψ˜|6|∇2u2|3|∇3u˜|2.
(4.13)
According to Young’s inequality and (4.13), we have
d
dt
|u˜(t)|2D2 + α|u˜(t)|2D3 ≤ Fη(t)‖u˜(t)‖2D2 + F2(t)‖φ˜(t)‖22 + F3(t)|ψ˜(t)|2L6∩D1 ,∫ t
0
(
Fη(s) + F2(s) + F3(s)
)
ds ≤ C + Cηt for t ∈ (0, T∗].
(4.14)
Then combining (4.12) and (4.14), we easily have
d
dt
‖u˜(t)‖22 + α‖∇u˜(t)‖22 ≤ Θη(t)‖u˜(t)‖22 +Θ2(t)‖φ˜(t)‖22 +Θ3(t)|ψ˜(t)|2L6∩D1 ,∫ t
0
(
Θη(s) + Θ2(s) + Θ3(s)
)
ds ≤ C + Cηt for t ∈ (0, T∗].
(4.15)
Finally, let
Γ(t) =‖φ˜(t)‖22 + |ψ˜(t)|2L6∩D1 + ‖u˜(t)‖22.
Then we have
d
dt
Γ(t) + µ‖∇u˜(t)‖22 ≤ Π′η(t)Γ(t)
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for some Π′η such that
∫ t
0 Π
′
η(s)ds ≤ C + Cηt for t ∈ (0, T∗]. Then our stability result
follows from Gronwall’s inequality.
5. Blow-up criterion
In this section, we give the proof to Theorem 1.3. In order to prove (1.13), we use a
contradiction argument. Let (ρ, u) be the unique regular solution to the Cauchy problem
(1.3) with the maximal existence time T . We assume that T < +∞ and
lim
T 7→T
(
sup
0≤t≤T
∣∣∣∣∇ρρ (t)
∣∣∣∣
6
+
∫ T
0
|D(u(t))|∞dt
)
= C0 < +∞. (5.1)
We will show that under assumption (5.1), T is actually not the maximal existence time
for the regular solution.
From the definition of regular solutions, we know that, for φ = ρ
γ−1
2 , (φ, u) satisfies
φt + u · ∇φ+ γ−12 φdivu = 0,
ψt +∇(u · ψ) +∇divu = 0,
ut + u · ∇u+ 2θφ∇φ+ Lu = ψ ·Q(u).
(5.2)
For (5.2)2, we have the equivalent form
ψt +
2∑
l=1
Al∂lψ +Bψ +∇divu = 0. (5.3)
Here Al = (a
(l)
ij )2×2 (i, j, l = 1, 2) are symmetric with a
(l)
ij = u
(l) when i = j; and a
(l)
ij = 0,
otherwise. B = (∇u)⊤, so (5.3) is a positive symmetric hyperbolic system.
By assumptions (5.1) and (5.2), we first show that density ρ is uniformly bounded.
Lemma 5.1. Let (ρ, u) be the unique regular solution to the Cauchy problem (1.3) on
[0, T ) satisfying (5.1). Then
‖ρ‖L∞([0,T ]×R2) + ‖φ‖L∞([0,T ];Lq(R2)) ≤ C, 0 ≤ T < T,
where C > 0 depends on C0, constant q ∈ [2,+∞] and T .
Proof. First, it is obvious that φ can be represented by
φ(t, x) = φ0(W (0, t, x)) exp
(
− γ − 1
2
∫ t
0
divu(s,W (s, t, x))ds
)
, (5.4)
where W ∈ C1([0, T ] × [0, T ]× R2) is the solution to the initial value problem
d
dt
W (t, s, x) = u(t,W (t, s, x)), 0 ≤ t ≤ T,
W (s, s, x) = x, 0 ≤ s ≤ T, x ∈ R2.
(5.5)
Then it is clear that ‖φ‖L∞([0,T ]×R2) ≤ |φ0|∞ exp(CC0).
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Next, multiplying (5.2)1 by 2φ and integrating over R
2, we get
d
dt
|φ|22 ≤ C|divu|∞|φ|22, (5.6)
from (5.1) and Gronwall’s inequality, we immediately obtain the desired conclusions. 
Now we give the basic energy estimates.
Lemma 5.2. Let (ρ, u) be the unique regular solution to the Cauchy problem (1.3) on
[0, T ) satisfying (5.1). Then
sup
0≤t≤T
|u(t)|22 +
∫ T
0
|∇u(t)|22dt ≤ C, 0 ≤ T < T,
where C only depends on C0 and T .
Proof. Multiplying (5.2)3 by 2u and integrating over R
2, we have
d
dt
|u|22 + α|∇u|22 + (α+ β)|divu|22
=
∫
R2
2
(
− u · ∇u · u− θ∇φ2 · u+ ψ ·Q(u) · u
)
dx ≡: L1 + L2 + L3.
(5.7)
The right-hand side terms can be estimated as follows.
L1 =−
∫
R2
2u · ∇u · udx ≤ C|divu|∞|u|22,
L2 =
∫
R2
θφ2divudx ≤ C|φ|22|divu|∞ ≤ C|divu|∞,
L3 =
∫
R2
2ψ ·Q(u) · udx ≤ C|ψ|6|∇u|2|u|3
≤α
4
|∇u|22 + C|ψ|26|u|
4
3
2 |∇u|
2
3
2 ≤
α
2
|∇u|22 + C|ψ|36|u|22,
(5.8)
where we have used the fact |u|3 ≤ C|u|
2
3
2 |∇u|
1
3
2 . (5.7) and (5.8) yield
d
dt
|u|22 +
α
2
|∇u|22 ≤ C(|divu|∞ + 1)|u|22 + C|divu|∞. (5.9)
According to Gronwall’s inequality, we have
|u(t)|22 +
∫ t
0
|∇u(s)|22ds ≤ C, 0 ≤ t ≤ T. (5.10)

The next lemma is a key estimate on ∇φ and ∇u. We denote ω = ∂x1u(2) − ∂x2u(1).
Lemma 5.3. Let (ρ, u) be the unique regular solution to the Cauchy problem (1.3) on
[0, T ) satisfying (5.1). Then
sup
0≤t≤T
|∇u(t)|22 + sup
0≤t≤T
|∇φ(t)|22 +
∫ T
0
(|∇2u|22 + |ut|22)dt ≤ C, 0 ≤ T < T ,
where C only depends on C0 and T .
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Proof. First, multiplying (5.2)3 by −Lu− θ∇φ2 and integrating over R2, we have
1
2
d
dt
(
α|∇u|22 + (α+ β)|divu|22
)
+
∫
R2
(−Lu− θ∇φ2)2dx
=− α
∫
R2
(u · ∇u) · ω′dx+ (2α+ β)
∫
R2
(u · ∇u) · ∇divudx
− θ
∫
R2
(u · ∇u) · ∇φ2dx− θ
∫
R2
ut · ∇φ2dx+ θ
∫
R2
(ψ ·Q(u)) · ∇φ2dx
−
∫
R2
(ψ ·Q(u)) · (α△u+ (α+ β)∇divu)dx ≡:
9∑
i=4
Li,
(5.11)
where we have used the fact that −△u+∇divu = (∂x2ω,−∂x1ω)⊤ = ω′.
From the standard elliptic estimate shown in Lemma 2.4, we have
|∇2u|22 − C|θ∇φ2|22
≤C|α△u+ (α+ β)∇divu|22 − C|θ∇φ2|22
≤C|α△u+ (α+ β)∇divu− θ∇φ2|22.
(5.12)
Now we estimate the right-hand side of (5.11) term by term. According to
1
2
∇(|u|2)− u · ∇u = (u(2)ω,−u(1)ω)⊤ = ω′′,
and Ho¨lder’s inequality, Gagliardo-Nirenberg inequality and Young’s inequality, we obtain
|L4| =α
∣∣∣ ∫
R2
(u · ∇u) · ω′dx
∣∣∣ = α∣∣∣ ∫
R2
(1
2
∇(|u|2)− ω′′) · ω′dx∣∣∣
=α
∣∣∣ ∫
R2
−ω′′ · ω′dx
∣∣∣ = α
2
∣∣∣ ∫
R2
u(2)∂x2ω
2 + u(1)∂x1ω
2dx
∣∣∣
=
α
2
∣∣∣ ∫
R2
ω2divudx
∣∣∣ ≤ C|divu|∞|∇u|22,
|L6| =θ
∣∣∣ ∫
R2
(u · ∇u) · ∇φ2dx
∣∣∣
=θ
∣∣∣− ∫
R2
∇u : (∇u)⊤φ2dx−
∫
R2
φ2u · ∇(divu)dx
∣∣∣
=θ
∣∣∣− ∫
R2
∇u : (∇u)⊤φ2dx+
∫
R2
(divu)2φ2dx+
∫
R2
u · ∇φ2divudx
∣∣∣
≤C|∇u|22 + C|divu|∞|u|2|∇φ2|2
≤C(|∇u|22 + |divu|∞ + |divu|∞|∇φ|22),
(5.13)
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L7 =− θ
∫
R2
ut · ∇φ2dx = θ d
dt
∫
R2
φ2divudx− θ
∫
R2
(φ2)tdivudx
=θ
d
dt
∫
R2
φ2divudx+ θ
∫
R2
u · ∇φ2divudx+ θ(γ − 1)
∫
R2
φ2(divu)2dx
≤θ d
dt
∫
R2
φ2divudx+ C(|∇u|22 + |divu|∞ + |divu|∞|∇φ|22),
L9 =−
∫
R2
(ψ ·Q(u)) · (α△u+ (α+ β)∇divu)dx
≤C|ψ|6|∇2u|
4
3
2 |∇u|
2
3
2 ≤ C(ǫ)|∇u|22 + ǫ|∇2u|22,
(5.14)
where ǫ > 0 is a sufficiently small constant. Combining (5.11)-(5.14), we have
1
2
d
dt
∫
R2
(α|∇u|2 + (α+ β)|divu|2 − θφ2divu
)
dx+ C|∇2u|22
≤C((|∇u|22 + |∇φ|22)(|divu|∞ + 1) + |divu|∞).
(5.15)
Second, applying ∇ to (5.2)1 and multiplying by (∇φ)⊤, we have
(|∇φ|2)t + div(|∇φ|2u) + (γ − 2)|∇φ|2divu
=− 2(∇φ)⊤∇u(∇φ)− (γ − 1)φ∇φ · ∇divu
=− 2(∇φ)⊤D(u)(∇φ)− (γ − 1)φ∇φ · ∇divu.
(5.16)
Integrating (5.16) over R2, we get
d
dt
|∇φ|22 ≤C(ǫ)(|D(u)|∞ + 1)|∇φ|22 + ǫ|∇2u|22. (5.17)
Adding (5.17) to (5.15), from Gronwall’s inequality we immediately obtain
|∇u(t)|22 + |∇φ(t)|22 +
∫ t
0
|∇2u(s)|22dt ≤ C, 0 ≤ t ≤ T.
Finally, due to ut = −Lu− u · ∇u− 2θφ∇φ+ ψ ·Q(u), we deduce that∫ t
0
|ut|22dt ≤ C
∫ t
0
(|∇2u|22 + |∇u|23|u|26 + |φ|2∞|∇φ|22 + |∇u|23|ψ|26)dt ≤ C.

Next, we proceed to improve the regularity of φ, ψ and u. To this end, we first drive
some bounds on derivatives of u based on the above estimates.
Lemma 5.4. Let (ρ, u) be the unique regular solution to the Cauchy problem (1.3) on
[0, T ) satisfying (5.1). Then
sup
0≤t≤T
|ut(t)|22 + sup
0≤t≤T
|u(t)|D2 +
∫ T
0
|∇ut|22dt ≤ C, 0 ≤ T < T , (5.18)
where C only depends on C0 and T .
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Proof. Using Lu = −ut − u · ∇u− 2θφ∇φ+ ψ ·Q(u) and Lemma 2.4, we have
|u|D2 ≤C(|ut|2 + |u|6|∇u|
2
3
2 |∇2u|
1
3 + |φ|∞|∇φ|2 + |ψ|6|∇u|
2
3
2 |∇2u|
1
3
2 ), (5.19)
which implies, from Young’s inequality with appropriate weights, that
|u|D2 ≤C(|ut|2 + |u|
3
2
6 |∇u|2 + |∇φ|2 + |∇u|2) ≤ C(1 + |ut|2). (5.20)
Next, differentiating (5.2)3 with respect to t, it reads
utt + Lut = −(u · ∇u)t − 2θ(φ∇φ)t + (ψ ·Q(u))t. (5.21)
Multiplying (5.21) by ut and integrating over R
2, one has
1
2
d
dt
|ut|22 + α|∇ut|22 + (α+ β)|divut|22
=
∫
R2
(
− (u · ∇u)t · ut − 2θ(φ∇φ)t · ut + (ψ ·Q(u))t · ut
)
dx ≡:
12∑
i=10
Li.
(5.22)
We estimate the right-hand side of (5.22) term by term as follows.
L10 =−
∫
R2
(u · ∇u)t · utdx = −
∫
R2
((
ut · ∇u
) · ut + (u · ∇ut) · ut)dx
=−
∫
R2
(
ut ·D(u) · ut − (ut)2divu
)
dx ≤ C|D(u)|∞|ut|22,
L11 =−
∫
R2
2θ(φ∇φ)t · utdx = θ
∫
R2
(φ2)tdivutdx
=− θ(γ − 1)
2
d
dt
∫
R2
φ2(divu)2dx− θ(γ − 1)
2
∫
R2
uφ2∇(divu)2dx
− θ(γ − 1)
2
2
∫
R2
φ2(divu)3dx− θ
∫
R2
u · ∇φ2divutdx
≤− θ(γ − 1)
2
d
dt
∫
R2
φ2(divu)2dx+ C|u|∞|φ|2∞|∇u|2|∇2u|2
+ C|φ|2∞|D(u)|∞|∇u|22 + C|φ|∞|∇φ|2|u|∞|∇ut|2
≤− θ(γ − 1)
2
d
dt
∫
R2
φ2(divu)2dx+
α
4
|∇ut|22 + C(1 + |D(u)|∞ + |u|2D2),
L12 =
∫
R2
(ψ ·Q(u))t · utdx =
∫
R2
ψ ·Q(u)t · utdx
−
∫
R2
∇divu ·Q(u) · utdx+
∫
R2
ψ · udiv(Q(u) · ut)dx
≤C|ψ|6|∇ut|2|ut|
2
3
2 |∇ut|
1
3
2 +C|∇2u|2|Q(u)|∞|ut|2
+ C|ψ|6|u|6|∇2u|2|ut|6 + C|ψ|6|u|6||Q(u)|6|∇ut|2
≤ α
10
|∇ut|22 + C(1 + |D(u)|∞)(|ut|22 + |u|2D2).
(5.23)
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It is clear from (5.22)-(5.23), (5.1), and (5.20) that
d
dt
(|ut|22 + |φdivu|22) + |∇ut|22
≤C(1 + |D(u)|∞)|ut|22 + C(1 + |D(u)|∞).
(5.24)
Integrating (5.24) over (τ, t) (τ ∈ (0, t)) , we have
|ut(t)|22 + |φdivu(t)|22 +
∫ t
τ
|∇ut(s)|22ds
≤|ut(τ)|22 + |φdivu(τ)|22 + C
∫ t
τ
(
(|D(u)|∞ + 1)|ut|22
)
(s)ds+ C.
(5.25)
From the momentum equations (5.2)3, we obtain
|ut(τ)|2 ≤ C
(|u|∞|∇u|2 + |φ|∞|∇φ|2 + |u|D2 + |ψ|6|∇u|2)(τ), (5.26)
which, together with (1.10), gives
lim sup
τ→0
|ut(τ)|2 ≤ C
(|u0|∞|∇u0|2 + |φ0|∞|∇φ0|2 + |u0|D2 + |ψ0|6|∇u0|2) ≤ C0. (5.27)
Letting τ → 0 in (5.25), applying Gronwall’s inequality, we arrive at
|ut(t)|22 +
∫ t
0
|∇ut(s)|22ds+ |u(t)|D2 ≤ C, 0 ≤ t ≤ T.
This completes the proof of this lemma. 
The following lemma gives bounds of ∇φ and ∇2u.
Lemma 5.5. Let (ρ, u) be the unique regular solution to the Cauchy problem (1.3) on
[0, T ) satisfying (5.1). Then
sup
0≤t≤T
‖φ(t)‖W 1,6 + sup
0≤t≤T
|φt(t)|6 +
∫ T
0
|u(t)|2D2,6dt ≤ C, 0 ≤ T < T, (5.28)
where C only depends on C0 and T .
Proof. First, using Lemma 2.4 , we read from Lu = −ut− u · ∇u− 2θφ∇φ+ψ ·Q(u) that
|∇2u|6 ≤C(|ut|6 + |u · ∇u|6 + |φ∇φ|6 + |ψ ·Q(u)|6)
≤C(1 + |∇ut|2 + |∇φ|6 + |D(u)|
2
5
2 |∇D(u)|
3
5
6 ),
(5.29)
where we have used the fact that |D(u)|∞ ≤ C|D(u)|
2
5
2 |∇D(u)|
3
5
6 . Now, Young’s inequality
implies that
|∇2u|6 ≤ C(1 + |∇ut|2 + |∇φ|6). (5.30)
Next, applying ∇ to (5.2)1, multiplying the result equations by 6|∇φ|4∇φ, we have
(|∇φ|6)t + div(|∇φ|6u) + (3γ − 4)|∇φ|6divu
=− 6|∇φ|4(∇φ)⊤∇u(∇φ)− (3γ − 3)φ|∇φ|4∇φ · ∇divu
=− 6|∇φ|4(∇φ)⊤D(u)(∇φ)− (3γ − 3)φ|∇φ|4∇φ · ∇divu,
(5.31)
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which implies, upon integrating over R2, that
d
dt
|∇φ|6 ≤C(|D(u)|∞)|∇φ|6 + C|∇2u|6. (5.32)
Therefore, we obtain from (5.30) that
d
dt
|∇φ|6 ≤C(1 + |D(u)|∞)|∇φ|6 +C(1 + |∇ut|22). (5.33)
In view of Lemma 5.4 and (5.1) , we apply Gronwall’s inequality to conclude that
|∇φ(t)|6 ≤ C(1 + |∇φ0|6) exp
( ∫ t
0
(1 + |D(u)|∞)ds
)
≤ C, 0 ≤ t ≤ T.
Finally, we infer from (5.30) and Lemma 5.4 that∫ t
0
|u(s)|2D2,6ds ≤C
∫ t
0
(1 + |∇φ(s)|26 + |∇ut(s)|22)ds ≤ C, 0 ≤ t ≤ T. (5.34)
The proof of the lemma is finished. 
Lemma 5.5 implies that ∫ t
0
|∇u(·, s)|∞ds ≤ C, (5.35)
for any t ∈ [0, T ) with C > 0 a finite number. Noting that (5.2) is essentially a parabolic-
hyperbolic system, it is then standard to derive other higher order estimates for the reg-
ularity of the regular solutions. We will show this fact in the following 4 lemmas.
Lemma 5.6. Let (ρ, u) be the unique regular solution to the Cauchy problem (1.3) on
[0, T ) satisfying (5.1). Then
sup
0≤t≤T
|φ(t)|2D2 + sup
0≤t≤T
|ψ(t)|2D1 + sup
0≤t≤T
‖φt(t)‖21 + sup
0≤t≤T
|ψt(t)|22
+
∫ T
0
(
|u(t)|2D3 + |φtt(t)|22
)
dt ≤ C, 0 ≤ T < T ,
where C only depends on C0 and T .
Proof. Using Lu = −ut − u · ∇u− 2θφ∇φ+ ψ ·Q(u) and Lemma 2.4, we have
|u|D3 ≤C(|ut|D1 + |u · ∇u|D1 + |φ∇φ|D1 + |ψ ·Q(u)|D1)
≤C(1 + |ut|D1 + |φ|D2 + |ψ|6|∇2u|3 + |∇ψ|2|D(u)|∞)
≤C(1 + |ut|D1 + |φ|D2 + |ψ|6|∇2u|
2
3
2 |∇3u|
1
3
2 + |∇ψ|2|D(u)|
2
3
6 |∇D(u)|
1
3
6 ),
(5.36)
where we have used the fact that |D(u)|∞ ≤ C|D(u)|
2
3
6 |∇D(u)|
1
3
6 . With the help of Young’s
inequality, (5.36) offers that
|u|D3 ≤ C(1 + |ut|D1 + |φ|D2 + |D(u)|∞|∇ψ|2). (5.37)
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Next, applying ∂i (i = 1, 2) to (5.2)2 with respect to x, we obtain
(∂iψ)t +
2∑
l=1
Al∂l∂iψ +B∂iψ + ∂i∇divu
=
(
− ∂i(Bψ) +B∂iψ
)
+
2∑
l=1
(
− ∂i(Al)∂lψ
)
= Θ′1 +Θ
′
2.
(5.38)
Multiplying (5.38) by 2(∂iψ)
⊤, integrating over R2, and then summing over i, noting that
Al (l = 1, 2) are symmetric, it is not difficult to show that
d
dt
|∇ψ|22 ≤C
∣∣divA∣∣∞|∇ψ|22 + ∫
R2
2∑
i=1
(∂iψ)
⊤(∇u)⊤(∂iψ) + C|∇3u|2|∇ψ|2
+ C|Θ′1|2|∇ψ|2 + 2
∫
R2
2∑
i=1
(∂iψ)
⊤Θ′2dx,
(5.39)
where divA =
2∑
l=1
∂lAl. We treat each term on the right-hand side of the above inequality
as follows. From the definition of matrices Al and B, it is clear that∣∣divA∣∣∞|∇ψ|22 + ∫
R2
2∑
i=1
(∂iψ)
⊤(∇u)⊤(∂iψ) ≤ C|∇u|∞|∇ψ|22. (5.40)
When |ζ| = 1, choosing r = 2, a = 3, b = 6 in (2.3), we have
|Θ′1|2 = |Dζ(Bψ)−BDζψ|2 ≤ C|∇2u|3|ψ|6. (5.41)
For the last term on the right-hand side of (5.39), we have
2
∫
R2
2∑
i=1
(∂iψ)
⊤Θ′2dx ≤ C|∇u|∞|∇ψ|22. (5.42)
Combining (5.37), (5.39)-(5.42), and using Gagliardo-Nirenberg inequality, we have
d
dt
|ψ|2D1 ≤C(1 + |∇u|∞)|ψ|2D1 + C(1 + |∇3u|2)|ψ|D1 + C
≤C(1 + |∇u|∞)|ψ|2D1 + C(1 + |φ|2D2 + |∇ut|22).
(5.43)
On the other hand, let ∇φ = G = (G(1), G(2))⊤. Applying ∇2 to (5.2)1, we have
0 =(∇G)t +∇((∇u)⊤ ·G) +∇((∇G)⊤ · u) + γ − 1
2
∇(Gdivu+ φ∇divu)
=(∇G)t +
2∑
i=1
(G(i)∇2u(i) +∇u(i) ⊗∇G(i)) +
2∑
i=1
(u(i)∇2G(i) +∇G(i) ⊗∇u(i))
+
γ − 1
2
(∇Gdivu+G⊗∇divu)+ γ − 1
2
(
φ∇2divu+∇divu⊗G).
(5.44)
Similarly to the previous step, we multiply (5.44) by 2∇G and integrate it over R2 to
derive
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d
dt
|G|2D1 ≤C|∇u|∞|G|2D1 + C|G|6|∇G|2|∇2u|3 + C|φ|∞|∇G|2|∇3u|2
≤C(1 + |∇u|∞)(|G|2D1 + |ψ|2D1) + C(1 + |∇ut|22).
(5.45)
This estimate, together with (5.43), gives that
d
dt
(|G|2D1 + |ψ|2D1) ≤C(1 + |∇u|∞)(|G|2D1 + |ψ|2D1) + C(1 + |∇ut|22). (5.46)
Then the Gronwall’s inequality and (5.35) imply
|φ(t)|2D2 + |ψ(t)|2D1 +
∫ t
0
|u(s)|2D3dt ≤ C, 0 ≤ t ≤ T.
Finally, using the following relations
ψt =−∇(u · ψ)−∇divu, φt = −u · ∇φ− γ − 1
2
φdivu,
φtt =− ut · ∇φ− u · ∇φt − γ − 1
2
φtdivu− γ − 1
2
φdivut,
(5.47)
we conclude the proof of this lemma. 
In order to obtain higher order regularity, we need the following improved estimate.
Lemma 5.7. Let (ρ, u) be the unique regular solution to the Cauchy problem (1.3) on
[0, T ) satisfying (5.1). Then
sup
0≤t≤T
|ut(t)|2D1 + sup
0≤t≤T
|u(t)|2D3 +
∫ T
0
|utt(t)|22dt ≤ C, 0 ≤ T < T ,
where C only depends on C0 and T .
Proof. First, Lut = −utt − (u · ∇u)t − 2θ(φ∇φ)t + (ψ ·Q(u))t and Lemma 2.4 yield
|ut|D2 ≤C(|utt|2 + |(u · ∇u)t|2 + |∇(φ2)t|2 + |(ψ ·Q(u))t|2)
≤C(|utt|2 + |u|∞|∇ut|2 + |∇u|3|ut|
1
3
2 |∇ut|
2
3
2 + |φ|∞|∇φt|2)
+ C(|∇φ|3|φt|6 + |ψ|6|∇ut|
2
3
2 |∇2ut|
1
3
2 + |ψt|2|Q(u)|∞)
≤C(1 + |utt|2 + |∇ut|2 + |u|D2,6),
(5.48)
which implies, with the help of Young’s inequality, that
|ut|D2 ≤ C(1 + |utt|2 + |∇ut|2 + |u|D2,6). (5.49)
Now, multiplying (5.21) by utt and integrating over R
2, we have
1
2
d
dt
(
α|∇ut|22 + (α+ β)|divut|22
)
+ |utt|22
=
∫
R2
(
− (u · ∇u)t · utt − 2θ(φ∇φ)t · utt + (ψ ·Q(u))t · utt
)
dx ≡:
15∑
i=13
Li.
(5.50)
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For the terms L13–L15, we perform the following estimates:
L13 =−
∫
R2
(u · ∇u)t · uttdx ≤ C|ut|6|∇u|3|utt|2 + C|u|∞|∇ut|2|utt|2
≤C(|∇u|23 + |u|2∞)|∇ut|22 +
1
10
|utt|22,
L14 =−
∫
R2
2θ(φ∇φ)t · uttdx = θ d
dt
∫
R2
(φ2)t · divutdx−
∫
R2
θ(φ2)tt · divutdx
≤θ d
dt
∫
R2
(φ2)t · divutdx+ C|(φ2)tt|22 + C|∇ut|22,
L15 =
∫
R2
(ψ ·Q(u))t · uttdx =
∫
R2
ψ ·Q(u)t · uttdx+
∫
R2
ψt ·Q(u) · uttdx
≤C|ψ|6|∇ut|3|utt|2 + |ψt|2|∇u|∞|utt|2
≤C|ψ|26|∇ut|
4
3
2 |∇2ut|
2
3
2 + C|ψt|22|∇u|
4
5
2 |∇2u|
6
5
6 +
1
10
|utt|22
≤C(1 + |∇ut|22 + |∇2u|26) +
1
5
|utt|22.
(5.51)
Therefore, (5.50) and (5.51) imply that
1
2
d
dt
(
|∇ut|22 + (α+ β)|divut|22 − θ
∫
R2
(φ2)t · divutdx
)
+ |utt|22
≤C(1 + |∇ut|22 + |∇2u|26),
(5.52)
which, upon integrating over (τ, t), yields
|∇ut(t)|22 +
∫ t
τ
|utt(s)|22ds ≤ C + |∇ut(τ)|22 +
∫ t
τ
|∇ut|22ds, 0 ≤ t ≤ T, (5.53)
where we used the fact that for any ǫ > 0∫
R3
(φ2)t · divutdx ≤ǫ|∇ut|22 + C. (5.54)
From the momentum equations (5.2)3, we have
|∇ut(τ)|2 ≤ C
(
1 + ‖u‖23 + ‖φ‖23 + |ψ|L6∩D1∩D2‖u‖2
)
(τ). (5.55)
Using the regularity in (1.10), we find
lim sup
τ→0
|∇ut(τ)|2 ≤ C
(
1 + ‖u0‖23 + ‖φ0‖23 + |ψ0|L6∩D1∩D2‖u0‖2
) ≤ C0. (5.56)
Letting τ → 0 in (5.53), we finally proved that
|∇ut(t)|22 +
∫ t
0
|utt(s)|22ds ≤ C, 0 ≤ t ≤ T. (5.57)
In order to complete the proof of this lemma, we observe from (5.36) and (5.49) that
|u(t)|D3 ≤ C
(
1 + |ut|D1
)
(t) ≤ C, 0 ≤ t ≤ T.∫ t
0
|ut|2D2ds ≤
∫ t
0
C
(
1 + |utt|22 + |∇ut|22 + |u|2D2,6
)
ds ≤ C, 0 ≤ t ≤ T.

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It remains to prove the following lemma for the required regularity estimate.
Lemma 5.8. Let (ρ, u) be the unique regular solution to the Cauchy problem (1.3) on
[0, T ) satisfying (5.1). Then
sup
0≤t≤T
(|φ(t)|2D3 + |ψ(t)|2D2 + ‖φt(t)‖22 + |ψt(t)|2D1) +
∫ T
0
|u|2D4dt ≤ C,
sup
0≤t≤T
(t|ut(t)|2D2 + t|utt(t)|22 + t|u(t)|2D4) +
∫ T
0
(t|utt|2D1 + t|ut|2D3)dt ≤ C,
where 0 ≤ T < T , and C only depends on C0 and T .
Proof. The first assertion in this lemma follows in the similar lines of proof as that for
Lemma 5.5, while the second assertion can be proved by the same method used in Lemma
3.5 and Lemma 5.7. We omit the details for simplicity of presentation. 
Now we know from Lemmas 5.1-5.8 that, if the regular solution (ρ, u)(x, t) exists up to
the time T > 0, with the maximal time T < +∞ such that the assumption (5.1) holds,
then (ρ
γ−1
2 ,∇ρ/ρ, u)|t=T = limt→T (ρ
γ−1
2 ,∇ρ/ρ, u) satisfy the conditions imposed on the
initial data (1.9). If we solve the system (1.3) with the initial time T , then Theorem 1.1
ensures that (ρ, u)(x, t) extends beyond T as the unique regular solution. This contradicts
to the fact that T is the maximal existence time. We thus complete the proof of Theorem
1.3.
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