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1. lNTRoDuc~10N 
A mathematical prototype of dynamic programming is, of course, the 
multi-stage allocation process which was discussed in Bellman [I, 
Chap. 11. He has abstracted its mathematical structure and some attractive 
features. The key analysis is concerned with the functional equation 
-“.yy~, [g(.V)+h(x-~)+f(a~+h(x-y))l, x30 . . (1) 
.fW) = 0. 
On the other hand, the author [3] has recently inverted Eq. (1) under 
some invertibility conditions on g and h into the additive inverse functional 
equation 
u(z) = Min 
o<.L.<.r=/-‘(Z) 
[(l -h)x+(h-u)y+z~(z-g(c’)-h(x-L’))], ZBO 
(2) 
u(0) = 0. 
He has described some interesting properties of (2) and combined solution 
of (1) and that of (2) in an inverse sense. Furthermore, Bellman [ 1, p. 451 
has proposed as a research problem the functional equation 
f’“‘=J,y;:~r Cg(YI)+~(J’2)+f(~y, +by,+x-y, -y*)], x20 
.v,. 1’2 2 0 (3) 
,f(O)=O 
which is a relaxed form of (1). 
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In this paper we shall embed Eqs. (1) and (3) in the class of k- 
parameterized functional equations 
f’“‘=k~x<y~;b<y Cg(y,)+h(y,)+f(x-(l-a)y,-(l-b)y*)l, x30 
Yl..VZ 3 (4) 
f(O)=0 
where 
Odk<l. 
Equation (4) with k = 1 corresponds to (1). Equation (4) with k = 0 
reduces to (3). It is estimated that the solution f(x) represents the 
maximum total reward, if it exists, over the infinite-stage allocation process 
Maximize 
subject to 
Jo Cg(J4 + NY31 (5) 
6) x,+1 =x,-(l-a)y;-(l-b)y; 
(ii) kx, < y; + Y; 6 x,, n>l 
(iii) y;, y’; 2 0 
(iv) x0=x (20) 
where O<kg 1. 
Under the condition 
inverted as follows: 
(6) 
that Eq. (4) has a unique invertible solutionf, it is 
u(z) = Min C(1-~)Y,+(~-~)y,+u(z-g(y,)-h(y,))],z30 k-r<.“,+.“2<f 
.“I..“2 2 0,.x =f- (z) (7) 
u(0) = 0. 
The solution u(z) may, if it exists, be the minimum total cost over the 
corresponding inverse allocation process 
Minimize 
subject to 
6) z,+1 =z,-g(Y;)--h(Y;) 
(ii) kx,<yy;+y’;<xx,, Y;, y;aOo, n>O 
(iii) x, = f -‘(zn) 
(iv) zo=z (20). 
(9) 
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Section 2 discusses the existence and uniqueness of the solution to main 
Eq. (4). Further, Section 3 gives a sufficient condition that (4) has a unique 
“invertible” solution f for 0 <k < 1. Section 4 transforms Eq. (4) into an 
inverse Eq. (7) and shows that (7) has a solution f - ‘. Section 5 discusses 
both maximality and minimality of the solution f - ‘, which leads to the 
uniqueness. Section 6 shows that the unique solution f -’ is obtained by 
two successive approximation methods. Section 7 studies the class of 
processes with parameter k, 0 6 k < 1, where g and h are convex. It is 
shown that the class of the corresponding Eqs. (4), 0 <k < 1, has a com- 
mon convex solution$ The last section in turn treats concave processes. It
is shown that the Eq. (4) has a concave solution f" for 0 <k < 1 but that it 
has no solution for k = 0. 
2. MAIN FUNCTIONAL EQUATION 
In this section we shall prepare a functional equation for the allocation 
process (5), (6) with 0 < k 6 1. The process for k = 0 will be analyzed under 
convexity and concavity in Sections 7 and 8, respectively. 
First we set the following assumptions. 
a. g, h: [0, co) + [0, co) are continuous and g(O)=h(O)=O. 
a’. g, h: [0, co) -+ [0, co) are strictly increasing and g( co) = 
h(co)= al. 
b. If 
m(x) = Max (I g(y,)l + W(Y~)I 1
and e= 1 -[(l-a) A (1 -b)]k then C,“=om(e”x)< cc for all x>O. 
c. Oba< 1, 06h< 1, and O<k< 1, 
where x A y = min(x, y) and x v y = max(x, y). 
Assumptions b and c imply that e depends upon u, 6, and k and satisfies 
0 <e = e(u, b, k) < 1, 
and 
e(u, 6, l)=a v b< 1. 
Therefore, we see that any resource x > 0, for case 0 <k < 1, is uniformly 
shrinking as follows: 
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On the other hand. it holds that 
e(a,b,O)=l. 
The process for case k = 0 may be expansive. 
Under Assumptions a, b and c we consider the functional equation 
f(x) = /cy .y:: < x 
[g(y,)+h(y,)+f(x-y,-y,+ay,+by,)l, x30 
-’ 6‘ “,..“Z > (4) 
f(0) =o. 
Throughout the paper we especially and frequently use the simple notation 
“Max,” which means to maximize over all ( y, , yz) satisfying the special 
condition kx < y, + y, < X, y, , y, >, 0 for k and x considered in the context. 
On the other hand, “Max,,; means as usual to maximize over all ( y, , y2) 
satisfying the designated condition (*). Thus (4) is simply rewritten 
.f(x)=MaxCg(y,)+h(y,)+.~(x-(l-a)y,-(l-b)y,)l, x 3 0 
.f(O) = 0. 
(4) 
We call (4) the main functional equation. Let f(x), if it exists, be the 
maximum value of the infinite-stage allocation process 
Maximize 
f, cg(Y’f)+h(Y;)l (5) 
subject to 
(i) X .+1=x,-(I-a)~;-(I-b)y; 
(ii) kx,dy;+ y”,dx,, n>O 
(iii) y;, y; > 0 
(iv) x0=x (b0) 
(6) 
which is called the main allocation process. Then the maximum total reward 
function f of main allocation process (5), (6) satisfies the main functional 
equation (4). Conversely, any nonnegative solution f to (4) dominates the 
maximum total reward function of the process (5), (6). These facts lead us 
to the mathematical problem of existence and uniqueness. The following 
basic result is essentially due to Bellman [l, pp. 12-161. 
THEOREM 1. Under Assumptions a, b and c, there exists a unique solution 
of (4) which is continuous at 0. Moreover, this function is continuous on 
Ilo, a). 
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The proof is based upon the successive approximation method. Let us 
define the sequence {f,,} as follows: 
f,(~)=MaxCg(y,)+h(y,)l, x20 (10) 
.f,+,(x)=MaxCg(y,)+h(y,)+f,(x-(l--a)yl-(1-6)y,)l. WI 
Then it converges to the unique solution of (4). 
3. INVERTIBLE SOLUTION 
Our first aim is to obtain an invertible solution of (4). Under the 
additional assumption a’, this will be the case. 
LEMMA 1. Under Assumptions a, a’, b and c, the sequence ( fn > satisfies 
the following properties: 
6) f,,: CO, a)- CO, a) is continuous strictly increasing and 
f,,(O)=O, f,(co)=co for n3 1. 
(ii) f,(x)<f,+l(x)on [O,co),forn31.Moreover,z~a>Oandb>0, 
then .f,(-x) < f,, + 1(x) on (0, 02 ). 
(iii) {f,} converges uniformly on any finite interval of [0, a). The 
convergence is monotone increasing. 
(iv) The limit function f: [0, co)+ [0, co) is continuous strictly 
increusing and f (0) = 0, ,f( a ) = co. Moreover, it is a solution of (4). 
Proof: It suffices to prove only the following additional results not 
claimed in Bellman’s proof [ 1, pp. 12-161 for (1). 
A. Strict Increasingness off, 
Let 0 <x, <x2. Let (y:(x), y:(x)) be a maximizer of (10). Then we have 
fi(x,)= g(.d(x,))+h(.A(x,)) 
<“(; y:(xJ)+h(~ y:(xd) 
(strict increasingness of g, h) 
i MaxCg(yl) + h(ydl (kx,~Y:(x,)+Y:(x,)~xx,) 
=.f,(x*). 
Further let f, be strictly increasing and (y;(x), y;(x)) be a maximizer of 
(11). Then we have 
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1 -q YXXl) 1 
(kx,6Y;(x,)+Y;(x,)~x,) 
~MaxCg(y~)+~(y2)+fn(.w(l--)~d~-~)~dl 
=fn+ I(%). 
B. fI(co)= co 
Let gl(x)=Maxo.,.. [g(y) + h(x- y)]. Then from [3] we have 
gl(co)= 00. Sincef,(x)> gI(x), we havef,(co)= co. (Similarly,f,,(oo)= 03 
is inductively proved.) 
c. f,(x) < fn + l(X) 
LetO<a,b<l.Thenforany(y,,y,)withy,+y,=x,y,~O,y,~Owe 
have x - (1 -a) y, - (1 -b) y, > 0. Since fi(x) > 0 on (0, co), we have for 
x>o 
fi(x) = g( y:(x)) + h(y:(x)) (we may assume that y!(x) + y:(x) =x) 
< g(Y:(x))+h(Y:(x))+f,(x- (1 -a) Y:(x)-(l -b) Y:(x)) 
~~~xCs(yI)+~(y2)+f~(~-(l-~)~I-(l-~)~2)l 
=f&). 
Assuming that f, _ ,(x) 6 f,,(x) on (0, co ), we further obtain for x > 0 
fn(X)=8(Y;-l(x))+h(Ynz-‘(x)) 
+f,-,(X-(l-u)yl-‘(x)-(l--)y;-‘(x)) 
<g(y;-‘(x))+h(y;-‘(x)) 
+f,(x-(1-a)y~-‘(x)-(l-b)y;-‘(x)) 
(x-(1 -a) y;-‘(x)-(1 -b) y;-l(x)>O) 
~MaxCg(yd+Ny2)+fn(x-(l-4~l-(1-~)~2)l 
=fn+ 1(x). 
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D.f,(co)=ooforn~2andf(o0)=c0 
The (strict) monotonicity of {fn> together with fr(co) = cc implies these 
results. 
E. f(0) = 0 
This is a direct consequence off,(O) = 0 for n Z 1. 
F. Strict Increasingness off 
Let 0 < x, < x2 and ( yl(x), v*(x)) be a maximizer of (4). Then we have 
+f ~(x-(l-n)v,(x,)-(l-~)Y~(xl))) 
( 
(~,(x,bO or ~~(x~P-0) 
+f x,-(1 -u$ Y,(X,)-(14~ Y,(X,) ( 
(~xl~Y,(x,)+Y*(x,)~‘x,) 
~MaxCg(y,)+h(y,)+f(x,-(l-a)y,-(l-b)y,)l 
=fh). 
This completes the proof of Lemma 1. 
Thus. Theorem 1 and Lemma 1 lead us to show 
THEOREM 2. Under Assumptions a, a’, b and c, there exists a unique 
solution of (4) which is continuous at 0. Moreover, this function is strictly 
increasing continuous and goes to infinity as so does x. 
4. INVERSE FUNCTIONAL EQUATION 
From this section to Section 6 we always assume a, a’, b and c. Then 
Theorem 2 shows us that the unique solution f of (4) which is continuous 
at 0 is invertible. The inverse function f ~ 1 satisfies f-l(O) = 0, 
f - ‘(co) = CC and strict increasingness like as g, h and jI 
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The following lemma will take an important part in the remainder of the 
paper. 
LEMMA 2. The condition kx<y,+ y,<x, y,, y,>O where x=f- l(z) 
implies 
z-g(y,)-h(y,)3f(x-(l-a)~,-(l-b)~,) 
>f(d!- ‘(4) 
>O 
where 
d=ar\b. 
Proof. Let kx<y,+y,<x, y,, y,aO, and x=f-‘(z). Then we have 
z =&f(x) 
=Maxl:g(y;)+h(y;)+f(x-(l-a)y;-(l-b)y;)l 
~g(y,)+h(y,)+f(x-(l--a)y,-(l-b)y,). 
This implies 
z-g(Y1)-h(y,)8f(x-(l-a)y,-(l-b)y,). (12) 
On the other hand, we have 
x-(l-a)y,-(l-b)y,a , Min [x-(1-a)y;-(I--b)y;l 
k* < .!J, + .>'> < x
.Y;,.!J;>o.x=f-'(=) 
=x-Max[(l-a)y’,+(l-6) y;] 
=x- [(l-a) v (1 -b)] x 
= dx 
where 
x=f-l(z). 
This yields 
x-(l-a)yl-(1-b)y,adfP1(z). (13) 
Combining (12) and (13), we obtain the desired result. 
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Lemma 2 enables us to introduce the functional equation 
u(z) = Min C(l-a)Y,+(l-b)y,+u(z-g(y,)-h(y,))l, 
kx < y, + .v2 <,x 
.“I, y2 > 0.x = f- (- 1 
z20 (7) 
u(0) = 0 
rather than the equation 
u(z) = Min C(1-CoY,+(1-b)YZ+~(~-g(y,)-h(y*))l, 
kx i y, + .Y* $ r 
r’,,yz~O,x=f-‘(z) 
O<g(l.l)+h(.l’z)~z 
z,(o (7’) 
u(0) = 0. 
That is, the constraint 0 d g( yl) + h( y2) d z is redundant for treating 
functional equations involving optimization under the condition 
lix<y,+y,dx, y,,y,>O and x=f-‘(z). We call (7) the additive- 
inverse functional equation or simply the inoerse functional equation. 
Throughout the paper we use for the sake of simplicity the operator 
“Min” which means to minimize always over all (y,, yZ) satisfying 
kx<y,+y,Gx, y1, ~~30 and x=f-‘(z), where z, k and f -' are 
specified in the context. On the other hand, “Mir+.,” denotes to minimize 
over all (y,, vZ) satisfying the condition (*) subscript. For example, (7) 
may be written 
u(z)=MinC(1-a)y,+(l-b)yZ+u(z-g(yl)-h(y2))1, 230 
(7) 
u(O)=O. 
It is considered that u(z), if it exists, represents the minimum value of the 
total-reward decrease process {z,,}, 
Minimize 
subject to 
(i) z,+l =z,-g(Y;)-h(Yl) 
(ii) kx, d y; + y’;Gx,, y’;, Y’;>,O, nB0 
(iii) x, =f-‘(zn) 
(iv) zo=z. 
(8) 
(9) 
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We call (8), (9) the inoerse allocution process. Here we remark as follows. If 
the nth resource x, is divided into three parts y;, y’; and x, - y; - y;, then 
the (n + 1 )-st resource x, + , becomes 
X ntl =uyy+by;+x,-Y;-Y; 
=x,-(l-a)Y;-(l-b)y;. 
Thus the difference 
x,--x,+1 =(l-a)y;+(l-b)y; 
is interpreted as the sum of the purely exhausted resource y; - uy”, and 
y; - by; in order to yield the nth rewards g(v;) and h(y;), respectively. 
Hence the objective function C,” [( 1 - a) y; + (1 - b) y’;] represents the 
total sum of consumption. Therefore the inverse allocation process is to 
minimize the total consumed resource subject to the condition that the 
preassigned total reward z0 = z is guaranteed. 
First we see that the total consumed resource is roughly evaluated by 
any allocation as follows: 
a C Cl -(a A b)l k 
n=O 
= f (1 -c) kf-‘(z,J 
II=0 
>,(l-c)kf-‘(2) 
where 
c=uvb. 
Thus, we have a lower bound (1 - c) kf - ‘(z) for the minimum value of the 
inverse allocation process. However, this lower bound turns out to be not 
critical. The bound will soon be improved. 
Second we see that the inverse functional equation (7) does not admit 
the trivial solution. 
Finally we have 
THEOREM 3. The inverse functional equation (7) has a solution f -~ '.
ProoJ Let f be the unique solution of (4) which is continuous at 0. 
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Then j: [0, co) -+ [O, 00) is onto continuous strictly increasing. Thus for 
any z3 0 there exists a unique x30 with 
z=f(x)=MaxCg(y,)+h(y2)+f(x-(l--a)y,-(1-6)y,)l. (14) 
Letting A= {(y,, y,)Ikx<y,+y,<x, .~~,y,>O,x=f-‘(z)}, we have 
from (14) 
which is equivalent to 
f-‘(z-g(Yl)-NYZ)) 3x-(1-a) y,-(1-b) y2 for (Y,, Y,)EA 
That is, (14) implies 
(1-a) Y,+(l-6) Y*+f-‘tZ-gtyl)-~(yZ))~X for tyly Y&A. 
This leads to 
Inf [(1-a)Y,+(l-b)y,+f~‘(z-g(y,)-h(y,))l~f-’(z). (15) (YlIY2)E A 
Furthermore, (14) together with its maximizer (yl(x), y2(x)) implies 
z=8(Y,(x))+h(Y,(x))$f(x-(1-a)Y,(x)-(1-b)Y,(x)) 
for x=f-l(z). (16) 
Accordingly we see that (16) yields 
(1 -a) y,(x)+(l -~)Y,tx)+f-‘tz-g(Y*tx))-~tY,tx)))=f-’(z) 
where x =f-‘(z). From (14), (16) we have a solution J-’ of (7). This 
completes the proof of Theorem 3. 
5. MAXIMALITY, MINIMALITY AND UNIQUENESS 
We have obtained a solution f -’ of the inverse functional equation (7). 
The next problem is the uniqueness of the solution f - ‘. This will be. 
resolved after some discussions on both maximal and minimal solutions. 
THEOREM 4. The f -’ is the largest solution of (7) which is continuous 
at 0. 
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Proof: Let u be any solution of (7) which is continuous at 0. Then we 
have for a minimizer of (y,(x), y*(x)) of (7) 
and 
f-‘(z)=(1-~)Y,(x)+(l--b)Y,(x)+f-’(z-g(Y,(x))--h(Y*(x))) (18) 
where x=f-‘(z). From (17), (18), we have 
u(Z)-.f-1(2)6U(z-g(Y*(X))-h(yZ(x)))-f ~~‘(Z-g(Y,(X))-h(Y2(X))) 
(19) 
and 
z-g(Y,(x))-h,(x))=f(x-(l-a).Y,(X)-(l--6)Y*(X)) 
6f(ex) (201 
=.f(ef-‘(z)). 
Let us now define 
U(w) = sup (U(Z) - f - l(z)). (21) 
O$Z<W, 
Then U is continuous at 0 and has the value 0 there. From (19), (20), (21) 
we obtain 
U(w) d Vf(ef - ‘(w))) 
whence, by iteration, 
U(w) < U(f(e”f-l(w))) for 122 1. 
Here we remark thatf(etif-l(w)) decreases monotonically to 0 as n goes to 
co. Since U is continuous at 0 and U(O) = 0, upon letting n + co, we obtain 
U(w)<O, and thus that u(z)<f-l(z). This completes the proof of 
maximality. 
This maximality theorem in turn yields a minimality off-’ for a special 
class of triplets (a, b, k) as follows. 
THEOREM 5. Zf (1 - a)k > 5 and (1 - b)k < 4, then f -’ is the smallest 
solution of (7) which is continuous trictly increasing and goes to infinity as 
so does x. 
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Proof Let u be any solution of (7) which is continuous strictly increas- 
ing and u(cc) = 00, and (PI(x), j2(x)) be a corresponding minimizer. Then 
we have 
u(z)=(1-a)p,(X)+(l--b)P2(X)+u(Z- g(PI(x))--h(Jw))) (22) 
and 
S-‘(z)=MinC(1-a)y,+(1-h)y,+f~‘(z-g(y,)-h(y,))l 
<Cl -~)P,(x)+(l-~)Pz(x)+f-‘(Z-g(31(X))-~(~2(X))) 
(23) 
where x=f-‘(z). From (22) (23) we in turn get 
f - ‘(z) -u(z) 
u-w g(P,(X))--h(Pz(X)))-u(Z- aw)-w2(m7 (24) 
u(z)2(1 -a)P,(x)+(l -b).&(x) 
3(1-c)&-‘(z) 
(25) 
and 
z- dPI(x))--h(J%(x)) 
= u -~ ‘(u(z)- (1 -a)P,(x)-(1 -b)P,(x)) 
(26) 
=u -l(v(z)-x+x-(1 -a)jr(x)-(1 -b).&(x)). 
Here we remark that Theorem 4 shows 
u(z) -x = u(z) -f - ‘(z) < 0. (27) 
From (26), (27), we have 
z - s(P,b)) - W.&(x)) d u -7x-(1 -a)P1(x)-(l -~)P,(x)) 
d u-‘(ex) (28) 
=u - ‘(ef - ‘(z)). 
On the other hand, (25) leads to 
(29) 
Combining (28) and (29), we have 
z-g(?$*(x))--h(P,(x))df (, Jc),f-l(z) . ( > (30) 
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L(w) = ,yza& (f - ‘(2) - v(z)). (31) . -.’ 
Then L is continuous and has the value 0 at w = 0. From (24), (30), (31) 
we obtain 
L(w)GL f (l$kf-1(w) cc )J ) 
whence, by iteration, 
L(A)~L(f((~)*I-l(w))), n31. 
Here we remark that the condition ( 1 - a)k > 4, ( 1 - b)k > 1 implies 
(1 -c)k>$. 
Then we have 
e=l-(l-c)k<(l-c)k, 
which is equivalent to 
(33) 
From (33), upon letting n -+ co in (32), we obtain L(w) < 0, and that 
f - ‘(w) < u(z). This completes the proof of minimality. 
COROLLARY 1. Zf (1 -a)k>t and (1 -b)k>$ thenf-’ is the unique 
solution of (7) which is continuous strictly increasing and goes to infinity as 
so does z. 
COROLLARY 2. Any solution v of (7) which is nonnegative and continuous 
at 0 satisfies 
(l-c)kf -'(z)<v(z)Gf-1(z). 
Corollary 2 gives us both upper and lower bounds. Theorem 4 shows us 
that the upper bound is most desirable. However, the lower bound is still 
more improvable. This improvement is based upon the following lemma, 
which leads directly to uniqueness of solution f - ‘. 
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LEMMA 3. Any solution v of (7) which is nonnegative and continuous at 0 
satisfies 
(i) ((1 -cl/(1 -d)) kf-‘(z) d v(z) <f-‘(z). 
(ii) (1 - (1 - (1 - ~)k)~)f-‘(z) < u(z) <f-‘(z) for all n 2 1. Hence 
v=f-1. 
Proof: Theorem 4 shows that u <f - ‘. Therefore, it suffices to give the 
lower bound. 
(i) First from Corollary 2 and Lemma 2, we have 
v(z)=MinC(1-a)y,+(l-b)y,+v(z-g(y,)-h(y,))l 
>Min[(l-c)y,+(l-c)Yz+(l-c)kS-‘(z-g(y,)-h(y 
=(l-c)MinCy,+y,+kf-‘(z-g(y,)-h(y,))l 
3 (1 -cl MinCy, + Y, +W’(f(K’(z)))l 
>(l-c)Min[kx+kdf-l(z)] 
=(l-c)(l+d)kf-‘(2). 
Second, this inequality in turn yields 
v(z) > Min[( 1 - c) y, + (1 - c) y2 
+(l-c)(l+d)kf-‘(z-g(y,)-h(y2))1 
a(l-c)Min[kx+(l+d)kf-‘(f(df-l(z)))] 
>(l-c)(1+d+d2)kf-l(z). 
We have successively 
nb 1. 
Hence by letting n -+ co, we obtain 
1-C 
v(z) > - 1 -dk-‘(4 
(ii) First, from Corollary 2 and Lemma 2, we have 
v(z)=MinC(l-a)y,+(1-6)y2+u(z-g(y,)-h(y2))1 
~MinC(1-a)y,+(1--6)y2+(1-c)kf-‘(z-g(yl)-hh(Y2))l 
2 Min[( 1 -a) y, + (1 - b) y2 
‘))I 
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=Min[(l-c)kx+(l-(l-c)k)((l-a)y,+(l-b)y,)] 
>Min[(l-c)kx+(l-(I-c)k)(l-c)kx] 
=(l-c)(l+(l-(1-c)k)}kfP’(z). 
Second, this inequality in turn yields 
u(z)>Min[(l-a)y,+(l-b)y,+(l--c) 
x~l+(1-(1-c)k))kf~‘(z-g(y~)--h(~2))1 
>Min[(l-a)v,+(l-b)y,+(l-c) 
x(1+(1-(I-c)k))k(x-(l-a)~,-(I-Q,)] 
=Min[(l-c)(l+(l-(I-c)k)}kx 
+[l-(l-c)k{l+(l-(1-c)k))] 
x((1-a)Yl+(1-b)Y,)l 
>,(1-c)k[1-(1-c)k)+(l-(l-c)k}2]f-’(z). 
Further, by iteration, we get 
n-l 
v(z)>(l-c)k 1 (l-(l-c)k>’ f-‘(z) 
i=O I 
= [l- (1 -(l -c)k}“]f-l(z), n3 1. 
Hence, upon letting n + co, we obtain 
This completes the proof of Lemma 3. 
The following theorem covers Corollary 1 in this paper, Theorem 10 in 
[2], and Theorem6 in [33. 
THEOREM 6. The inverse functional equation (7) has the unique solution 
f - ’ which is nonnegative and continuous at 0. 
Proof. This is a direct consequence from Lemma 3(ii). 
6. Two SUCCESSIVE APPROXIMATIONS 
We shall show that two successive approximations under Assumptions a, 
a’, b and c yield the solution f - ’ of (7). One approximation whose nth 
feasible action space is time-invariant may be monotone increasing. The 
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other approximation which is restricted to time-variant region is always 
monotone decreasing. 
LEMMA 4. Any sequence {v,,} generated by 
~,+l(z)=Min[(l-a)~,+(l-b)~,+~,(z-g(y,)-h(y,))l, n>l 
(34) 
where 
v. is continuous and 0 6 vO(z) <f-‘(z) (35) 
satisfies 
6) v, is continuous. 
(ii) (1 - (1 - (1 -c)k)“)f -l(z) < v,(z) ,< f -l(z), i.e., (1 - 
(l-c)k))“f-‘(z)<v,Jz)-f(z)<O. Thus {vn} converges tof-‘. 
(iii) If v0 = 0, then the convergence is monotone increasing. 
Proof The proof is a simple mixture of those of Lemma 3 in this paper 
and Lemma4 in [3]. 
Thus Lemma 4 gives us the proof of 
THEOREM 7. Any sequence {II,) generated by (34) (35) converges to the 
solution f ~ ’ of (7). If v0 = 0, then the convergence is monotone increasing. 
Another successive approximation is finite-stage approximation for the 
infinite-stage inverse allocation process as follows. 
THEOREM 8. Let { fn} be defined in (lo), (11). Let {u,} be defined as 
,follows: 
u,(z) =f; l(z) (36) 
u,+,(z)= Min C(l-a)yl+(l-b)y,+u,(z-g(y,)-h(y,))l, 
kx Q J’, + .Q $ x 
.v,.!J2 2 0.x =/;;,cz, 
~30 n31. (37) 
Then we have 
(i) u,=f,;l,na 1. 
(ii) (u,,) converges monotone-decreasingly to the solution f -’ of (7). 
Proof The proof is similar to that of Theorem 8 in [S]. 
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7. CONVEX ALLOCATION PROCESSES 
In this and next sections we put Assumptions a, a’ and 0 < a, h < 1. Now, 
we consider simultaneously both the allocation processes with 0 <k < 1 
and the process with k = 0 under the additional condition that g and h are 
convex functions. 
For 0 < k < 1, let us define successively {f:(x) ) n a I as follows: 
f:(x)=MaxCg(y,)+h(y,)l, x20 (10) 
f~+,(x)=MaxCg(yl)+h(y,)+f~(x-(l-a)y,-(l-~)y,)l, 
x 3 0, n = 0, l,... (11) 
In order to strengthen the dependency on k, we here writefi(x) instead of 
f,(x). 
LEMMA 5. Assume that g, h: [0, 00) -+ [0, GO) are continuous strictly 
increasing conuex functions and g(0) = h(O) = 0, g(a) = h( ~0) = 00. Then 
f k(x) is independent of k, 
fLw=.f%)="fw, x>O, O<k<l 
and they enjoy the same properties as g and h. 
Proof: Since the convex process with k = 1 was analyzed in Bellman [ 1, 
p. 191, it &ices to prove only the independency. It is clear that 
f:(x) = g(x) v 0) v &xl v Wx) 
= g(x) v 0) 
and that f:(x)=fy(x)=f:(~)=f~( x ) is convex. Assume that f:(x) = 
f:(x) = f!,(x) =fJx) is convex. Then, since 
is convex function on the convex region { ( y , , y,); kx < y, + y, < x, 
y,>O, y,bO}, we have 
fZ+ l(X) = (g(x) +fn(ax)) ” W) +f,(bx)) 
v (g(kx)+f,((l -k+ak)x)) v (h(kx)+f,((l -k+bk)x)). (38) 
On the other hand, the inductive assumption together with the definition, 
f f: + i(x) is nonincreasing in k, 
fX+,(X)~ffnk+1(X)~fS,+1(X). (39) 
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Combining (38), (39) we get 
fZ+ I(X) = [g(x) +fn(ax)l ” [h(x) +fn(bxIl ” f”(X) 
2 c g(x) +f,(ax)l ” CW) +.L(bx)l 
v [I g(kx) +fn(( 1 -k + ak)x)] v [h(kx) +f,(( 1 -k + bk)k)] 
2 Cg(x) +“L(ax)l ” rw) +“L(bx)l 
=.fL+Ax). (40) 
If [g(x) +f,(ax)] v [h(x) +f,(bx)] <fn(x), then the last equality of (40) 
implies 
This contradictsff,, ,(x) >fA(x) which is established in Lemma l(ii). Thus 
we have 
[g(x) +f,(ax)l ” CW) +f,(~x)l2LI(x). (41) 
From (39), (40) and (41) we have the desired result 
s:, I(X) = C&T(x) +f,(ax)l ” CO) +.L(bx)l 
=f t+ ,(x1 
=fA+,b,. 
This completes the proof of Lemma 5. 
We remark that in this case it holds that 
[g(x) +fn(ax)l ” [h(x) +f,(~x)l 
B CgW)+f,((l -k+ak)x)lv [h(kx)+f,((l -k+bk)x)] 
for O<k< 1. 
Now we set the following assumptions 
a”. g, h are convex. 
b’. If 
m(x)= Max (I dyl)19 Ih(yJl), 
Yl+ Y2 = x 
.“I..“2 a 0 
then C,“=. m(c”x) < cc for all x > 0. 
C’. O~a~l,O,<b~l,andO~kQl. 
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Under these additional conditions we consider the class of k- 
parameterized functional equations 
fk(x)=MaxCg(y,)+h(y,)+fk(x-(l -4~~41 -W41, x20 
fk(0) = 0 (42) 
where 
Odk<l. 
The Eq. (42) is in itself the same as the main functional equation (4). 
THEOREM 9. Under Assumptions a, a’, a”, b’, and c’, there exists a unique 
solution f” of (42) which is continuous at 0. Moreover, this function is 
independent of k, continuous strictly increasing convex, and goes to infinity 
as so does x. For each value of x, the optimal ( y,, y2) is always either (0, x) 
or (x, 0). 
Proof Since the same method as in Bellman’s proof [I, p. 193 is valid, 
it suffices to verify that the sequence {f,} g enerated by (lo), (11) satisfies 
the specified analytic properties. This claim is, however, verified in 
Lemma 5. 
In this case, the Eq. (42) reduces essentially to 
fkW = [Idx) +f”@d v [h(x) +fk(Wl, x30 
.f”(O) = 0 (42 )I 
which is also shows directly the independency on k. 
COROLLARY 3. Under Assumptions a, a’, a”, b’, and c’, the inverse 
functional equations 
uk(z)=MinC(l-a)y,+(l-b)~,+~k(z-g(yl)-h(y:!))l, ZbO 
Uk(0) = 0, O<k<l (43) 
have the unique common solution f-l which is nonnegative and con- 
tinuous at 0. Moreover, this function is continuous strictly increasing con- 
cave and goes to infinity as so does z. For each value of z, the optimal 
(yr, y2) is always either (0, f l(z)) or (f- l(z), 0). 
Proof. This is a combinatorial inversion of Theorems 6 and 9. 
In this case the Eq. (43) becomes 
z?(z) = [( 1 - a)x + uk(z - g(x))] A [(l - b)x + u”(z - h( y))] 
(43)’ 
Uk(0) = 0 
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where 
x=f-l(z). 
We can illustrate a typical solution of the Eq. (42). Let us consider the 
case g > h. Then 
f(x) = f g(c”x) 
0 
is the desired common solution. 
8. CONCAVE ALLOCATION PROCESSES 
In this last section we consider separately the allocation process with 
0 <k d 1 and the process with k = 0 under the concavity of g and h. 
The following lemma is a generalization of Lemma 1 in Bellman [ 1, 
p. 211. 
LEMMA 6. If G(x, u, u) is a concave function qf x, u and v for x, u, v 2 0, 
then F(x) defined by 
F(x)= Max G(x, U, v) 
kx<u+u<.r 
U,“30 
is a concave function of x for x > 0, where 0 6 k < 1. 
ProoJ We have, for x, z 3 0 and 0 d 16 1, 
F(Y)= Max WY, u, 0) 
k.v < u + c’ < .v 
U,” 3 0 
where y = ix + (1 - A)z. If y > 0, letting 
X z 
u, =-u, uz- u 
I’ Y 
u,=5l, v,=“u 
Y Y ’ 
then we see that 
ky<u+vQy, u, v30 
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implies 
;lu,+(l-A)u*=u, Ru,+(l-/l)u2=u 
kx<u,+u,<x, kz<uz+u,dz 
UI, u2, Ul, u,>o. 
On the other hand, the converse implication is trivial. Even if y = 0, this 
equivalence still holds. Therefore we have the following relation: 
F(y)=F(lx+(l -A)z) 
This together with the concavity of G implies 
F(/Ix+(l -;i)z) 
2 Max CWx, uI, ul) + (1 -A) G(z, u2, u2)] 
kx<u,+u,<x 
kz<q+tq<z 
U,.“,.UZ,“* D 0 
= /w(x) + (1 - A) F(z), 
which completes the proof of Lemma 6. 
Let us now consider the strictly concave process with 0 <k < 1. Then we 
have 
THEOREM 10. Let 0 <k< 1. I’ in addition to the assumptions of 
Theorem 2, we impose the condition that g and h be strictly concaue 
functions, then f" is continuous, strictly increasing and strictly concave and 
goes to infinity as so does x. In this case, the optimal policy is unique. 
Proof: By virtue of Lemma 6 for G(x, u, u) = g(u) + h(u) + 
f,(x - (1 - a)u - (1 - b)u), this theorem can be easily proved through the 
same method as in Theorem 5 of [ 1, p. 211. 
This in turn is converted as follows. 
COROLLARY 4. Let O<k<l. Under the same condition as in 
Theorem 10, the inverse functional equation 
u”(z) = Min C(1-a)~~+(1-b)y,+~~(z-g(y~)-hh(y~))l, 
Y*.;;2Gt@y-7(z) z>o (44) 
uk(0) = 0 
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has the unique solution (fk) - I which is nonnegative and continuous at 0. 
Moreover, this function is continuous, strictly increasing, and strictly convex 
and goes to infinity as so does z. In this case, the optimal policy is unique. 
Finally we consider the concave process with k = 0 Cl, p. 453. 
Assumption b which was introduced in Section 2 is sufticient o ensure the 
convergence of the total reward for the processes with O-C k< 1. On the 
other hand, the concave process with k = 0 may be divergent. This 
divergence will be assured under the following assumption. 
b’. There exist a positive real number IY and a function 
1: [O, l] -+ [0, 1 ] such that 
6) g(x), h(x)>4x) on CO, 11, 
(ii) l(0) = 0, I( 1) = 1, 1 is increasing and concave, 
(iii) l(xy)3l(x)I(y) for 06x, y< 1, 
(iv) lim ,x+0+ 0(x)/x) = Co. 
THEOREM 11. If we impose Assumptions a, a’, b’, and 0 <a, b < 1 then 
f(x) = Sup C,“=, [(g(G) +h(y;)l> w ere h sup is taken over all processes 
{x,,} which are determined by 
X .+I=xn-(l-a)y’;-(l-b) Y; 
Y;+Y;Gx,, n = 0, l,... 
Y;, v;>o 
satisfies 
x()=x 
f(x) = 0 x=0 
=cO x > 0. 
Proof It is trivial that f (0) = 0. Since f is nondecreasing it suffices to 
show thatf(x)=cO for O<x<l. Let O<x<l. Let, for anyp>O, q>O 
with 0 <p + q -C 1, fpJx) be the total reward yielded from the stationary 
policy y;(x,) =px,, y;(x,) = qx, starting at x0 = x, 
where 
f,,,(x) = f C g(pA”x) + h(qA”x)l 
II=0 
A=A(p,q)=l-(l-a)p-(l-b)q 
al-(l-d)(p+q) 
> 0. 
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From Assumption b’, we have 
f/&4 3 f [I@4P) /“(A )4x)+ aq) WI) 4x)1 
n=O 
= 4X)(4P) + l(q)) f I”(A) 
lZ=O 
>/4x)(4p)+Qq)) f ml -(I-4P-q)) 
n=O 
= al(x) &PI + l(q) 
l-41 -(l -d)(p+q)) 
2 crl(x) 
l(P) + l(q) 
1 -(I -Cl -dKp+q)) 
(I(x)>xforxE[O, 11) 
4x) l(P) + l(q) =- 
l-d p+q 
+a2 as p=qJO. 
This implies 
f(x) 2 sup f,,(x) = a, 
Pp+44,Gol ’ 
which completes the proof. 
If we set 
g(x) = Ax”, h(x) = Bx” (A, B>O,O<cc,p< l), 
then, letting 
cc=A/\B, l(x) = xy (?=a v 01, 
we see that Assumptions a, a’ and b’ are satisfied. Thus the resulting f(x) 
satisfies S(x) = CC (x > 0) and f(0) = 0. 
THEOREM 12. Under Assumptions a, a’, b’ and 0 d a, b < 1, the 
functional equation 
f(x)= SUP Cg(Y,)+h(y,)+f(x-(l-a)y,-(l -b)dl, x20 
“I t “2 < I; VI, .v2 >0 (45) 
f(O)=0 
has no nonnegative finite-valued solution. 
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Proof If the Eq. (45) allows such a solution ,f we have, for 0 <x < 1 
andp>O, q>O withp+q<l, 
f(x) 3 q(P) + h(P) +f(Ax). 
Thus n iterations yield 
n -- 1 
.f(x) 3 1 IIg(pA’x) + &7A’x)l +f’tA”x), 
i=O 
n = 1, 2,... . 
Taking account of f(x) > 0 and letting n + co, we have 
f.(xbf [g(pA’x)+h(qA’x)] 
0 
which, as in the proof of Theorem 11, leads to a contradiction. This com- 
pletes the proof of Theorem 12. 
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