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In this paper we consider the following nonlinear evolution problem with damping:∣∣∣∣ u′′(t) + Au(t) + Bαu′(t) = 0, t > 0,u(0) = u0, u′(0) = u1 (∗)
where A is a monotone nonlinear operator, Bα a linear operator and α a real number with
0 < α 1. We study the global existence and decay of solutions of problem (∗).
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1. Introduction
Let Ω be an open set of Rn with boundary Γ . Consider the following mixed problem:∣∣∣∣∣∣∣∣∣
u′′ −
n∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi
)
= 0 in Ω×]0, T [ (p > 2),
u = 0 on Γ ×]0, T [,
u(x,0) = u0(x), u′(x,0) = u1(x), x ∈ Ω.
(∗∗)
Here u′(x, t) = ∂u
∂t (x, t). Problem (∗∗) has only local solutions. The existence of global solutions of (∗∗) is an open problem
(cf. J.L. Lions [6]).
In order to obtain global solutions of (∗∗), a damping term is introduced in the equation, more precisely, we consider
the equation
u′′ −
n∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣p−2 ∂u∂xi
)
+ (−)u′ = 0. (1.1)
The existence of global solutions of the mixed problem for Eq. (1.1) when n = 1 has been obtained by Greenberg, MacCamy
and Mizel [4], and Greenberg [5].
We formulate problem (∗) with the damping introduced in (1.1) in an abstract framework. Let two real separable Hilbert
spaces, V and H , be given and let W be a real separable reﬂexive Banach space such that W ⊂ V ⊂ H . Each space continu-
ously and densely embedded in the following. Consider a monotone nonlinear operator A : W → W ′ , where W ′ is the dual
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have the following problem:∣∣∣∣ u′′(t) + Au(t) + Bαu′(t) = 0, t > 0,u(0) = u0, u′(0) = u1. (∗∗∗)
The existence of global solutions of Problem (∗∗∗) for the case α = 1 has been studied by Tsutsumi [9].
The objective of this paper is to improve the result of Tsutsumi [9]. In fact, we determine the existence of global solutions
of (∗∗) for the case 0 < α  1. We obtain also the decay of solutions of (∗∗∗). Furthermore the asymptotic behavior of
solutions of (∗∗∗) is analyzed.
To obtain the existence of solutions (∗∗∗) we use the properties of monotonicity and hemicontinuity of the operator A
and a result due to F. Browder and Bui An Ton [3] which is an abstract version of the compact embedding theorem of
Sobolev spaces. The decay of solutions arrives by applying a method of Nakao [8]. Examples are also given.
2. Notations and main results
Let V and H be two real separable Hilbert spaces and W a real reﬂexive Banach space such that
W ↪→ V ↪→ H ≈ H ′ ↪→ V ′ ↪→ W ′. (2.1)
Here W ↪→ V denotes that the space W is continuously and densely embedded in the space V , V ′ and W ′ represent the
dual of V and W , respectively. We have identiﬁed H with its dual H ′ . The scalar products and norms of H and V are
denoted, respectively, by (u, v), |u| and ((u, v)), ‖u‖.
Let b(u, v) be a continuous and symmetric bilinear form in V × V with b(u,u) 0. Assume that
(H1)
∣∣∣∣ there exist real numbers β0 and β with β > 0 such thatb(u,u) + β0|u|2  β‖u‖2, ∀u ∈ V .
Assume also that
(H2) the embedding of V in H is compact.
Under the above conditions, we introduce the self-adjoint operators R and S deﬁned, respectively, by the triplets
{V , H,b(u, v)} and {V , H, bˆ(u, v)} where bˆ(u, v) = b(u, v) + β0(u, v). We have S = R + β0 I and R  0 since b(u,u) 0.
The space D(Rα), α non-negative real number, with the scalar product
(u, v)D(Rα) = (u, v) +
(
Rαu, Rαv
)
is a Hilbert space. We denote by Bα : D(Rα/2) → [D(Rα/2)]′ the linear extension of the operator Rα given by〈
Bαu, v
〉
[D(Rα/2)]′×D(Rα/2) =
(
Rα/2u, Rα/2v
)
. (2.2)
Let us consider a nonlinear operator A : W → W ′ satisfying the following hypotheses:
(H3) A is monotone.
(H4) A is hemicontinuous.
(H5) There exist a real number p > 1 and a constant c > 0 such that
‖Au‖W ′  c‖u‖p−1W , ∀u ∈ W .
(H6) 〈Au,u〉W ′×W = ‖u‖pW , ∀u ∈ W .
(H7) A is Fréchet differentiable in W .
(H8) A is strongly homogeneous of degree p − 1 in the sense of Dubinskii, that is, for u, v ∈ W ,〈
A′(u)u, v
〉
W ′×W =
〈
A′(u)v,u
〉
W ′×W = (p − 1)〈Au, v〉W ′×W
where A′(u) is the Fréchet derivative of A at u.
Under the above considerations we have the following result:
Theorem 2.1.We assume that the hypotheses (H1)–(H8) are fulﬁlled. Let Bα be the operator deﬁned in (2.2), where α is a real number
with 0< α  1. Assume also that
u0 ∈ W and u1 ∈ H .
Then there exists a function u in the class
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u′ ∈ L∞(0,∞; H) ∩ L2loc
(
0,∞; D(Rα/2)) (2.4)
satisfying
u′′ + Au + Bαu′ = 0 in L∞(0,∞;W ′) + L2loc
(
0,∞; [D(Rα/2)]′), (2.5)
u(0) = u0, u′(0) = u1. (2.6)
In order to state the result on the decay of solutions, we introduce the supplementary hypothesis:
(H10) R  γ0 I (γ0 positive constant) and p > 2.
Consider the energy
E(t) = 1
2
∣∣u′(t)∣∣2 + 1
p
∥∥u(t)∥∥pW , t  0.
Theorem 2.2. Let u be the solution given by Theorem 2.1. Assume hypothesis (H10). Then there exists a constant K > 0 independent
of 0 < α  1 and t  0 such that
E(t) K (1+ t)−1/σ , ∀t  0,
where σ = 2q − 1 with 1p + 1q = 1.
3. Proof of the results
The proof of the existence of solutions of problem (∗∗) is based on a result due to Browder and Ton [3] which is an
abstract version of the classical Sobolev compact embedding theorems in the context of functional spaces. We state this
result.
Theorem 3.1. Let W be a real reﬂexive separable Banach space, W inﬁnite-dimensional. Then there exists a separable Hilbert space Ĥ ,
being dense in W , such that the injection of Ĥ into W is compact.
Theorem 3.1 can be seen also in Berkovits [1]. We give a simpliﬁed proof of Theorem 3.1 for the particular case when
W has a Schauder basis. Note that the usual separable Banach spaces have Schauder basis (cf. Brezis [2]).
Proposition 3.1. Let W be a real Banach space with a Schauder basis (vk)k∈N and let Ĥ be the space
Ĥ =
{
u ∈ W ;
∞∑
k=1
(kαk)
2 < ∞ where u =
∞∑
k=1
αkvk
}
equipped with the scalar product
(u, v)Ĥ =
∞∑
k=1
k2αkβk where u =
∞∑
k=1
αkvk and v =
∞∑
k=1
βkvk.
Then Ĥ is a Hilbert space, Ĥ is dense in W and the injection of Ĥ in W is compact.
Proof. Let (uν) be a Cauchy sequence of Ĥ with
uν =
∞∑
k=1
αk,ν vk.
Then
‖uν − uμ‖2Ĥ =
∞∑
k=1
(kαk,ν − kαk,μ)2 → 0, ν,μ → ∞,
so that (kαk,ν ) is a Cauchy sequence in 2. Therefore there exists a = (ak) ∈ 2 such that
(kαk,ν ) → (ak) in 2, ν → ∞. (3.1)
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N∑
k=1
ak
k
vk −
M∑
k=1
ak
k
vk
∥∥∥∥∥
W

N∑
k=M+1
|ak|
k

(
N∑
k=M+1
1
k2
)1/2( N∑
k=M+1
a2k
)1/2
 ε‖a‖2 .
Then u =∑∞k=1 akk vk ∈ W . Also u ∈ Ĥ . By (3.1) we obtain
uν → u in Ĥ, ν → ∞.
So Ĥ is a Hilbert space. The density of Ĥ in W follows directly.
We shall show that the identity I : Ĥ → W is a compact operator. In fact, let Im be the compact operator deﬁned by
Im : Ĥ → W , u → Imu =
m∑
k=1
αkvk = um
where u =∑∞k=1 αkvk . Consider ε > 0. Then there exists L > 0 such that for m L, we have
‖u − um‖W =
∥∥∥∥∥
∞∑
k=m+1
αkwk
∥∥∥∥∥
( ∑
k=m+1
1
k2
)1/2( ∑
k=m+1
(kαk)
2
)1/2
 ε
[ ∞∑
k=m+1
(kαk)
2
]1/2
= ε‖u − um‖Ĥ ,
that is,
‖I − Im‖L(Ĥ,W )  ε, ∀m L.
So I is compact. 
In the study of the existence of solutions of (∗∗), we need the following result:
Lemma 3.1. Assume that the operator A : W → W ′ satisﬁes hypotheses (H6)–(H8). Then for every u ∈ C1([0, T ];W ), we have
t∫
0
〈
Au(s),u′(s)
〉
W ′×W =
1
p
∥∥u(t)∥∥pW − 1p ∥∥u(0)∥∥pW , 0 t  T ,
where T is a positive real number.
For a proof of the above lemma see Tsutsumi [9].
In the proof of decay of solutions of Problem (∗∗∗), we use the following result due to Nakao [8]:
Lemma 3.2. Let φ : [0,∞[→R be a non-negative and bounded function satisfying:
sup
tst+1
[
φ(s)
]1+σ  c0[φ(t) − φ(t + 1)], ∀t  0,
where c0 and σ are constants with c0 > 0 and σ > 0. Then there exists a constant c1 such that
φ(t) c1[1+ t]− 1σ , ∀t  0.
3.1. Proof of Theorem 2.1
Let (w j) j∈N be the Hilbertian basis of H constituted of eigenvectors of the operator U where U is deﬁned by the
triplet {Ĥ, H, (u, v)Ĥ }; Ĥ is the Hilbert space given by Theorem 3.1. Let um be the approximate solution of Problem (∗∗)
constructed with the subspace Vm of V , Vm generated by the ﬁrst m eigenvectors w1,w2, . . . ,wm . So
um(t) =
m∑
i=1
gim(t)wi,
∣∣∣∣∣∣∣
(
u′′m,w j
)+ 〈Aum,w j〉W ′×W + 〈Bαu′m,w j 〉D(Rα/2)′×D(Rα/2) = 0, j = 1,2, . . . ,m,
um(0) = u0m, u0m ∈ Vm, u0m → u0 in W ,
u′m(0) = u1m, u1m ∈ Vm, u1m → u1 in H .
(AP)
We need two a priori estimates.
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0 < t < tm , using Lemma 3.1 and the deﬁnition (2.2) of the operator Bα , we obtain
1
2
∣∣u′m(t)∣∣2 + 1p ∥∥um(t)∥∥pW +
t∫
0
∣∣Rα/2u′m(s)∣∣2 ds = 12 |u1m|2 + 1p ‖u0m‖pW .
Then convergences (AP)2 and (AP)3 allow us to aﬃrm that∣∣∣∣∣∣∣∣∣
(um) is bounded in L∞(0,∞;W ),
(Aum) is bounded in L∞(0,∞;W ′),(
u′m
)
is bounded in L∞(0,∞; H),(
u′m
)
is bounded in L2loc
(
0,∞; D(Rα/2)).
(E1)
Second a priori estimate. Let Pm be the orthogonal projection of H on Hm where Hm is the subspace of H generated by
the ﬁrst m eigenvectors w1,w2, . . . ,wm , that is,
Pm v =
m∑
j=1
(v,w j)w j .
We have ‖Pm‖L(H,H)  1 for all m. Also ‖Pm‖L(Ĥ,Ĥ)  1, for all m. We identify H with its dual H ′ . Then by (2.1) and noting
that 0 < α  1, we obtain
Ĥ ↪→ W ↪→ V ↪→ D(Rα/2) ↪→ H ≈ H ′ ↪→ D(Rα/2)′ ↪→ V ′ ↪→ W ′ ↪→ Ĥ ′.
Let P∗m be the adjoint of Pm : Ĥ → Ĥ , that is,
P∗m : Ĥ ′ → Ĥ ′, P∗m f =
m∑
j=1
〈 f ,w j〉Ĥ ′×Ĥ w j .
Then ‖P∗m‖L(Ĥ ′,Ĥ ′)  1 for all m.
Multiplying Eq. (AP) by w j and adding in j, 1 j m, we obtain
u′′m + P∗mAum + P∗mBαu′m = 0. (3.2)
By the deﬁnition (2.2) of the operator Bα , we have∥∥Bαu′m∥∥D(Rα/2)′  ∣∣Rα/2u′m∣∣. (E2)
Then estimate (E1)1 and this inequality imply(
P∗mAum
)
is bounded in L∞(0,∞; Ĥ ′),(
P∗mBα um
)
is bounded in L2loc(0,∞; Ĥ ′).
Taking into account these two boundedness in Eq. (3.2), we get(
u′′m
)
is bounded in L2loc(0,∞; Ĥ ′). (E3)
From estimates (E1)–(E3) it follows that there exist a subsequence of (um), still denoted by (um), and functions u, χ , χ1
such that
um → u weak star in L∞(0,∞;W ), (3.3)
Aum → χ weak star in L∞(0,∞;W ′), (3.4)
u′m → u′ weak star in L∞(0,∞; H), (3.5)
u′m → u′ weak in L2loc
(
0,∞; D(Rα/2)), (3.6)
Bα u′m → χ1 weak in L2loc
(
0,∞; D(Rα/2)′), (3.7)
u′′m → u′′ weak in L2loc(0,∞; Ĥ ′). (3.8)
We note that Bα is a closed operator. Then estimates (3.6) and (3.7) give that χ1 = Bα u′ .
The above result and convergence (3.3)–(3.8) allow us to take the limit in Eq. (AP)1 and to obtain
u′′ + χ + Bαu′ = 0 in L2 (0,∞; Ĥ ′).loc
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u′′ + χ + Bα u′ = 0 in L2loc(0,∞;W ′). (3.9)
Convergences (3.3), (3.5) and (3.8) give u(0) = u0 and u′(0) = u1.
We conclude the proof of Theorem 2.1 by proving that χ = Au. In this part we use the monotonicity property of A.
Convergence of the nonlinear term. Consider a real number T > 0 ﬁxed but arbitrary. We need the following four results:
there exists a subsequence of (um), still denoted by (um), such that
u′m → u′ in L2(0, T ; H), (3.10)
um(T ) → u(T ) in H, (3.11)
um(T ) → u(T ) weak in D
(
Rα/2
)
, (3.12)
u′m(T ) → u′(T ) weak in H . (3.13)
In fact, note that the embedding of D(Rα/2) in H is compact since α > 0, and the injection of V in H is compact. Also
by estimates (E1)4 and (E3), we have that (u′m) is bounded in L2(0, T ; D(Rα/2)) and (u′′m), bounded in L2(0, T ; Ĥ ′). Then by
the Compactness Theorem of Aubin and Lions and (3.5) we obtain convergence (3.10). Convergence (3.11) is a consequence
of (um(T )) to be bounded in W (see (E1)1), the injection of W in H compact and (3.3), (3.5). Convergence (3.3), (3.5) and
the continuous injection of W in D(Rα/2) give result (3.12). Convergence (3.13) follows by (3.5) and (3.8).
Consider v ∈ Lp(0, T ;W ). Then as A is monotone, we have
T∫
0
〈
Aum(t) − Av(t),um(t) − v(t)
〉
W ′×W dt  0
or
T∫
0
〈
Aum(t),um(t)
〉
W ′×W dt −
T∫
0
〈
Aum(t), v(t)
〉
W ′×W dt −
T∫
0
〈
Av(t),um(t) − v(t)
〉
W ′×W dt  0. (3.14)
Substituting w j by um(t) in approximate equation (AP)1 and integrating from 0 to T , we obtain
T∫
0
〈
Aum(t),um(t)
〉
W ′×W = −
T∫
0
(
u′′m(t),um(t)
)
dt − 1
2
∣∣Rα/2um(T )∣∣2 + 1
2
∣∣Rα/2u0m∣∣2
or
T∫
0
〈
Aum(t),um(t)
〉
W ′×W dt =
T∫
0
∣∣u′m(t)∣∣2 dt − (u′m(T ),um(T ))+ (u1m,u0m) − 12 ∣∣Rα/2um(T )∣∣2 + 12 ∣∣Rα/2u0m∣∣2. (3.15)
Substituting (3.15) in (3.14), we get
T∫
0
∣∣u′m(t)∣∣2 dt − (u′m(T ),um(T ))+ (u1m,u0m) − 12 ∣∣Rα/2um(T )∣∣2 + 12 ∣∣Rα/2u0m∣∣2
−
T∫
0
〈
Aum(t), v(t)
〉
W ′×W dt −
T∫
0
〈
Av(t),um(t) − v(t)
〉
W ′×W dt  0.
Taking the lim sup in this inequality and noting by (3.12) that
−1
2
∣∣Rα/2u(T )∣∣2  limsup[−1
2
∣∣Rα/2um(T )∣∣2],
we obtain by convergences (AP)2, (AP)3, (3.3), (3.4), (3.10), (3.11) and (3.13) that
T∫
0
∣∣u′(t)∣∣2 dt − (u′(T ),u(T ))+ (u1,u0) − 1
2
∣∣Rα/2u(T )∣∣2 + 1
2
∣∣Rα/2u0∣∣2
−
T∫ 〈
χ(t), v(t)
〉
W ′×W dt −
T∫ 〈
Av(t),u(t) − v(t)〉W ′×W dt  0. (3.16)0 0
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T∫
0
〈
χ(t),u(t)
〉
W ′×W dt =
T∫
0
∣∣u′(t)∣∣2 dt − (u′(T ),u(T ))+ (u1,u0) − 1
2
∣∣Rα/2u(T )∣∣2 + 1
2
∣∣Rα/2u0∣∣2. (3.17)
In fact, multiplying approximate equation (AP)1 by θ ∈ C1([0, T ]), integrating from 0 to T , passing to the limit and using
convergences (3.3)–(3.8), we obtain
(
u′(0), θ(0)w j
)− (u′(T ), θ(T )w j)+ T∫
0
(
u′(t), θ ′(t)w j
)
dt
−
T∫
0
〈
χ(t), θ(t)w j
〉
W ′×W −
T∫
0
(
Rα/2u′, Rα/2θ(t)w j
)
dt = 0, j  1.
Note that the set of functions θw j with θ ∈ C1([0, T ]) and j  1 is total in the space G = {ψ; ψ ∈ L2(0, T ;W ), ψ ′ ∈
L2(0, T ; H)} with norm
‖ψ‖2G = ‖ψ‖2L2(0,T ;W ) + ‖ψ ′‖2L2(0,T ;H).
Then by density, observing that u ∈ G and Rα/2 is a closed operator of H , we have that the last equality implies expres-
sion (3.17).
Substitute (3.17) in (3.16). Then
T∫
0
〈
χ(t) − Av(t),u(t) − v(t)〉W ′×W  0, ∀v ∈ Lp(0, T ;W ).
Taking v = u − λw with w ∈ Lp(0, T ;W ) and λ > 0 in this inequality, making λ → 0 and noting that A is hemicontinuous
by hypothesis (H4), we obtain:
T∫
0
〈
χ(t) − Au(t),w(t)〉W ′×W dt  0, ∀w ∈ Lp(0, T ;W ),
that implies
χ = Au.
With this result we conclude the proof of the theorem.
3.2. Proof of Theorem 2.2
By applying similar arguments to the ones used to obtain the ﬁrst a priori estimate in the proof of Theorem 2.1 we
obtain
d
dt
[
1
2
∣∣u′m(t)∣∣2 + 1p ∥∥um(t)∥∥pW
]
+ ∣∣Rα/2u′m(t)∣∣2 = 0,
that is,
d
dt
Em(t) = −
∣∣Rα/2u′m(t)∣∣2, ∀t  0, (3.18)
where Em(t) is the approximate energy
Em(t) = 1
2
∣∣u′m(t)∣∣2 + 1p ∥∥um(t)∥∥pW , t  0. (3.19)
The above result says that Em(t) is not increasing on [0,∞[.
In order to prove the theorem, by Nakao’s Lemma we should show that
sup
tst+1
[
Em(s)
]1+σ = [Em(t)]1+σ  K1[Em(t) − Em+1(t + 1)] (3.20)
where K1 > 0 is a constant independent of m, t ∈ [0,∞[ and 0 < α  1. Here 1+σ = 2q , 1p + 1q = 1 and p > 2. This inequality
is equivalent to
Em(t) K2
[
Em(t) − Em(t + 1)
]q/2
.
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Em(t) K2Fq(t), ∀t  0, (3.21)
where K2 > 0 is a constant independent of m, t ∈ [0,∞[ and 0 < α  1.
We shall prove (3.21). Fix t > 0 and consider t1, t2 with t  t1 < t2  t+1. To facilitate the notation we omit the subscript
m in um and Em . By (3.19) we get
t2∫
t1
E(s)ds = 1
2
t2∫
t1
∣∣u′(s)∣∣2 ds + 1
p
t2∫
t1
∥∥u(s)∥∥pW ds.
By Integral Mean Value Theorem, there exists t∗ with t1 < t∗ < t2 such that
t2∫
t1
E(s)ds = (t2 − t1)E(t∗).
From (3.18) it follows that
E(t) = E(t∗) +
t∗∫
t
∣∣Rα/2u′(s)∣∣2 ds.
Combining the last three expressions, we obtain
E(t) = 1
(t2 − t1)
[
1
2
t2∫
t1
∣∣u′(s)∣∣2 ds + 1
p
t2∫
t1
∥∥u(s)∥∥pW ds
]
+
t∗∫
t
∣∣Rα/2u′(s)∣∣2 ds. (3.22)
So to prove (3.21) it is suﬃcient to bound each term of the second member of (3.22) by c[F (t)]q , c constant independent of
m, t ∈ [0,∞[ and 0< α  1. Next we obtain these boundedness by choosing appropriates t1 and t2.
By (3.18) we have
F 2(t) =
t+1∫
t
∣∣Rα/2u′(s)∣∣2 ds. (3.23)
Then
t∗∫
t
∣∣Rα/2u′(s)∣∣2 ds F 2(t). (3.24)
Substituting w j by u(t) in approximate equation (AP)1 and integrating from t1 to t2, we ﬁnd
t2∫
t1
∥∥u(s)∥∥pW ds = −(u′(t2),u(t2))+ (u′(t1),u(t1))+
t2∫
t1
∣∣u′(s)∣∣2 dx− t2∫
t1
(
Rα/2u′(s), Rα/2u(s)
)
ds.
We have∣∣Rα/2u′(s)∣∣2 = ∞∑
j=1
ταj
∣∣(u′(s),w j)∣∣2  τα1 ∞∑
j=1
∣∣(u′(s),w j)∣∣2 = τα1 ∣∣u′(s)∣∣2 (3.25)
where (w j) and (τ j) are the eigenfunctions and eigenvalues, respectively, of the operator R (see Milla Miranda [7]). Then
from the last two expressions and (3.24) it follows that
t2∫
t1
∥∥u(s)∥∥pW ds ∣∣u′(t2)∣∣∣∣u(t2)∣∣+ ∣∣u′(t1)∣∣∣∣u(t1)∣∣+ 1τα1 F 2(t) +
t2∫
t1
∣∣Rα/2u′(s)∣∣∣∣Rα/2u(s)∣∣ds. (3.26)
One has for ε > 0,
t2∫ ∣∣Rα/2u′(s)∣∣∣∣Rα/2u(s)∣∣ds 1
qεq
t2∫ ∣∣Rα/2u′(s)∣∣q ds + εp
p
t2∫ ∣∣Rα/2u(s)∣∣p ds. (3.27)
t1 t1 t1
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t2∫
t1
∣∣Rα/2u′(s)∣∣q ds( t2∫
t1
∣∣Rα/2u′(s)∣∣2)q/2 = Fq(t). (3.28)
Consider c∗ and d∗ constants verifying
|v|2  c2∗‖v‖2W and ‖v‖2  d2∗‖v‖2W , ∀v ∈ W , (3.29)
then
|v|2 + ‖v‖2  k2∗‖v‖2W , ∀v ∈ W
(
k2∗ = c2∗ + d2∗
)
. (3.30)
We have then∣∣Rα/2u(s)∣∣2 = ∑
τ j1
ταj
∣∣(u(s),w j)∣∣2 + ∑
τ j>1
ταj
∣∣(u(s),w j)∣∣2  ∣∣u(s)∣∣2 + ∥∥u(s)∥∥2  k2∗∥∥u(s)∥∥2W , ∀0 < α  1,
that is,∣∣Rα/2u(s)∣∣ k∗∥∥u(s)∥∥W , ∀0 < α  1.
So
t2∫
t1
∣∣Rα/2u(s)∣∣p ds kp∗ t2∫
t1
∥∥u(s)∥∥pW ds. (3.31)
Combining (3.27), (3.28) and (3.31), we ﬁnd
t2∫
t1
∣∣Rα/2u′(s)∣∣∣∣Rα/2u(s)∣∣ds 1
qεq
F q(t) + k
p∗εp
p
t2∫
t1
∥∥u(s)∥∥pW ds.
Substituting this inequality in (3.26), one has
(
1− k
p∗εp
p
) t2∫
t1
∥∥u(s)∥∥pW ds ∣∣u′(t2)∣∣∣∣u(t2)∣∣+ ∣∣u′(t1)∣∣∣∣u(t1)∣∣+ 1τα1 F 2(t) + 1qεq F q(t).
Choosing ε = 1k∗ (
p
2 )
1/p we ﬁnd
1
2
t2∫
t1
∥∥u(s)∥∥pW ds ∣∣u′(t2)∣∣∣∣u(t2)∣∣+ ∣∣u′(t1)∣∣∣∣u(t1)∣∣+ 1τα1 F 2(t) + k
q∗
q(p/2)q/p
F q(t). (3.32)
We choose t1 and t2 appropriately to bound |u′(ti)||u(ti)| by a power of F (t). We have by Integral Mean Value Theorem
that there exist t1 ∈]t, t + 14 [ and t2 ∈]t + 34 , t + 1[ such that
1
4
∣∣Rα/2u′(t1)∣∣2 = t+1/4∫
t
∣∣Rα/2u′(s)∣∣2 ds F 2(t)
and
1
4
∣∣Rα/2u′(t2)∣∣= t+1∫
t+3/4
∣∣Rα/2u′(s)∣∣2 ds F 2(t).
By (3.25) and these inequalities, we obtain∣∣u′(ti)∣∣ 1
τ
α/2
1
∣∣Rα/2u′(ti)∣∣ 2
τ
α/2
1
F (t), i = 1,2.
On the other hand, by (3.19) and noting that E(t) is not increasing, we ﬁnd∣∣u(ti)∣∣ c∗∥∥um(ti)∥∥  c∗p1/p E1/p(t).W
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τ
α/2
1
F (t)E1/p(t), i = 1,2.
Substituting these inequalities in (3.32), we ﬁnd
1
2
t2∫
t1
∥∥u(s)∥∥pW ds 4c∗p1/p
τ
α/2
1
F (t)E1/p(t) + 1
τα1
F 2(t) + k
q∗
q(p/2)q/p
F q(t). (3.33)
By (3.23) and (3.25), one obtains
t2∫
t1
∣∣u′(s)∣∣2 ds 1
τα1
F 2(t). (3.34)
Taking into account inequalities (3.24), (3.33), (3.34) in (3.22) and noting that t2 − t1 > 12 and 1p + 1q = 1, we ﬁnd
E(t) 1
τα1
F 2(t) + 16c∗
τ
α/2
1 p
1/q
F (t)E1/p(t) + 4
pτα1
F 2(t) + 2
1+qkq∗
qpq
Fq(t) + F 2(t).
We have p + q = pq, p > 2 and 1 < q < 2. Then
E(t) 3
τα1
F 2(t) + 16c∗
τ
α/2
1
F (t)E1/p(t) + 2kq∗Fq(t) + F 2(t).
Also for ε > 0,
F (t)E1/p(t) 1
qεq
F q(t) + ε
p
p
E(t) 1
qεq
F q(t) + ε
p
2
E(t).
The last two expressions give(
1− 8c∗ε
p
τ
α/2
1
)
E(t) 3
τα1
F 2(t) + 16c∗
qεqτα/21
Fq(t) + 2kq∗ Fq(t) + F 2(t).
Choose ε = ( τ
α/2
1
16c∗ )
1/p . Then
1
2
E(t) 3
τα1
F 2(t) + 16
qcq∗
q(τα/21 )
q
F q(t) + 2kq∗Fq(t) + F 2(t)
or
E(t)
(
6
τα1
+ 2
)
F 2(t) +
[
24q+1 cq∗
q ταq/21
+ 4kq∗
]
Fq(t). (3.35)
Denote by τ∗ the constant
τ∗ = max
{
1,
1
τ1
}
. (3.36)
Then
1
τα1
 τ∗ and
1
τ
αq/2
1
 τ∗, ∀0 < α  1.
Let c1 be the constant
c1 = max
[
6τ ∗ + 2, 2
4q+1
q
cq∗τ∗ + 4kq∗
]
, (3.37)
then by (3.35),
E(t) c1
[
F 2(t) + Fq(t)].
We have
F 2(t) + Fq(t) = Fq(t)[1+ F (t)2(1−q/2)].
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F 2(1−q/2)(t) E1−
q
2 (0).
Then, by the last three expressions, we ﬁnd
E(t) c1
[
1+ E1−q/2(0)]Fq(t).
This shows (3.21) with K2 = c1[1+ E1−q/2m (0)]. So
Em(t) K2Fq(t), ∀t  0 and m 1.
Note that the constant c1 deﬁned in (3.37) is independent of m, t ∈ [0,∞] and 0 < α  1 since c∗ , k∗ and τ∗ deﬁned,
respectively, in (3.29), (3.30) and (3.36) are independent of m, t ∈ [0,∞[ and 0 < α  1.
The theorem follows by Nakao’s Lemma and convergences (3.3)–(3.8). Thus we have concluded the proof of the theorem.
4. Applications
Let Ω be an open bounded set of Rn and q > 1 a real number. The boundary of Ω is denoted by Γ .
Example 1. We consider the nonlinear operator A : W 1,2q0 (Ω) → W−1,
2q
2q−1 , q > 1, deﬁned by: Au = −∑ni=1 ∂∂xi (| ∂u∂xi |2q−2 ∂u∂xi ).
Let us consider the spaces W = W 1,2q0 (Ω), V = H10(Ω), H = L2(Ω) and the linear operator B : H01(Ω) → H−1(Ω),
deﬁned by 〈Bu, v〉 = ((u, v)), where B = −u. Introduce the convex functional J : W 1,2q0 (Ω) →R deﬁned by
J (u) = 1
2q
n∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi (x)
∣∣∣∣2q dx.
Then J (u) is Fréchet differentiable and its derivative is
J ′(u) = Au = −
n∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣2q−2 ∂u∂xi
)
.
We can apply Theorems 2.1 and 2.2 with p = 2q to the problem∣∣∣∣∣∣∣
u′′ + J ′(u) + (−)αu′ = 0 in Ω×]0,∞[,
u = 0 on Γ ×]0,∞[,
u(0) = u0, u′(0) = u1 in Ω.
Example 2. We consider the nonlinear operator A : W 1,2q(Ω) → [W 1,2q]′ , q > 1, deﬁned by: Au = −∑ni=1 ∂∂xi (| ∂u∂xi |2q−2 ∂u∂xi )+
|u|2q−2u.
Let us consider the spaces W = W 1,2q(Ω), V = H1(Ω), H = L2(Ω) and the linear operator B : H1(Ω) → [H1(Ω)]′ ,
deﬁned by 〈Bu, v〉 =∑ni=1 ∫Ω ∂u∂xi (x) ∂v∂xi (x)dx.
Assume that Γ is of class C2. Introduce the convex functional J : W 1,2q(Ω) →R deﬁned by
J (u) = 1
2q
n∑
i=1
∫
Ω
∣∣∣∣ ∂u∂xi (x)
∣∣∣∣2q dx+ 12q
∫
Ω
∣∣u(x)∣∣2q dx.
Then the Fréchet derivative of J (u) is given by
J ′(u) = Au = −
n∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣2q−2 ∂u∂x
)
+ |u|2q−2u.
Consider the problem:∣∣∣∣∣∣∣∣
u′′ + J ′(u) + (− + γ I)α u′ = 0 in Ω×]0,∞[,
∂u
∂ν
= 0 on Γ ×]0,∞[,
u(0) = u0, u′(0) = u1 in Ω
where γ is a real number and ν(x) is the exterior unit normal at x ∈ Γ . We can apply Theorem 2.1 with p = 2q when
γ  0 and Theorem 2.2 with p = 2q when γ > 0.
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