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FREE HOLOMORPHIC AUTOMORPHISMS OF THE UNIT BALL OF B(H)n
GELU POPESCU
Abstract. In this paper we continue the study of free holomorphic functions on the noncommutative
ball
[B(H)n]1 :=
n
(X1, . . . ,Xn) ∈ B(H)
n : ‖X1X
∗
1
+ · · ·+XnX
∗
n‖
1/2 < 1
o
,
where B(H) is the algebra of all bounded linear operators on a Hilbert space H, and n = 1, 2, . . . or
n = ∞. These are noncommutative multivariable analogues of the analytic functions on the open unit
disc D := {z ∈ C : |z| < 1}.
The theory of characteristic functions for row contractions (elements in [B(H)n]−
1
) is used to de-
termine the group Aut(B(H)n
1
) of all free holomorphic automorphisms of [B(H)n]1. It is shown that
Aut(B(H)n
1
) ≃ Aut(Bn), the Moebius group of the open unit ball Bn := {λ ∈ Cn : ‖λ‖2 < 1}.
We show that the noncommutative Poisson transform commutes with the action of the automorphism
group Aut(B(H)n
1
). This leads to a characterization of the unitarily implemented automorphisms of the
Cuntz-Toeplitz algebra C∗(S1, . . . , Sn), which leave invariant the noncommutative disc algebra An. This
result provides new insight into Voiculescu’s group of automorphisms of the Cuntz-Toeplitz algebra and
reveals new connections with noncommutative multivariable operator theory, especially, the theory of
characteristic functions for row contractions and the noncommutative Poisson transforms.
We show that the unitarily implemented automorphisms of the noncommutative disc algebra An and
the noncommutative analytic Toeplitz algebra F∞n , respectively, are determined by the free holomorphic
automorphisms of [B(H)n]1, via the noncommutative Poisson transform. Moreover, we prove that
Aut(B(H)n
1
) ≃ Autu(An) ≃ Autu(F
∞
n ).
We also prove that any completely isometric automorphism of the noncommutative disc algebra A(B(H)n
1
)
has the form
Φ(f) = f ◦Ψ, f ∈ A(B(H)n
1
),
where Ψ ∈ Aut(B(H)n
1
). We deduce a similar result for the noncommutative Hardy algebraH∞(B(H)n
1
),
which, due to Davidson-Pitts results on the automorphisms of F∞n , implies that Aut(B(H)
n
1
) is isomor-
phic to the group of contractive automorphisms of H∞(B(H)n
1
).
We study the isometric dilations and the characteristic functions of row contractions under the action
of the automorphism group Aut(B(H)n
1
). This enables us to obtain some results concerning the behavior
of the curvature and the Euler characteristic of a row contraction under Aut(B(H)n
1
).
Finally, in the last section, we prove a maximum principle for free holomorphic functions on the
noncommutative ball [B(H)n]1 and provide some extensions of the classical Schwarz lemma to our
noncommutative setting.
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Introduction
In [27], [31], and [32] we developed a theory of free holomorphic (resp. pluriharmonic) functions and
provide a framework for the study of arbitrary n-tuples of operators on a Hilbert space H. Several
classical results from complex analysis have free analogues in this noncommutative multivariable setting.
We introduced a notion of radius of convergence for formal power series in n noncommuting indeterminates
Z1, . . . , Zn and proved noncommutative multivariable analogues of Abel theorem and Hadamard formula
from complex analysis ([6], [34]). This enabled us to define the algebra Hol(B(X )nγ ) of free holomorphic
functions on the open operatorial n-ball of radius γ > 0, as the set of all power series
∑
α∈F+n
aαZα with
radius of convergence ≥ γ, i.e., {aα}α∈F+n are complex numbers with
lim sup
k→∞
∑
|α|=k
|aα|2
1/2k ≤ 1
γ
,
where F+n is the free semigroup with n generators. The algebra of free holomorphic functionsHol(B(X )nγ ) has
the following universal property.
Any representation pi : C[Z1, . . . , Zn] → B(H) with ‖[pi(Z1), . . . , pi(Zn)]‖1/2 < γ extends uniquely to a
representation of Hol(B(X )nγ ).
For simplicity, throughout this paper, [X1, . . . , Xn] denotes either the n-tuple (X1, . . . , Xn) ∈ B(H)n
or the operator row matrix [X1 · · · Xn] acting from H(n), the direct sum of n copies of a Hilbert space
H, to H. A free holomorphic function on the open operatorial ball of radius γ,
[B(H)n]γ :=
{
[X1, . . . , Xn] ∈ B(H)n : ‖X1X∗n + · · ·+XnX∗n‖1/2 < γ
}
,
is the representation of an element F ∈ Hol(B(X )nγ ) on the Hilbert space H, that is, the mapping
[B(H)n]γ ∋ (X1, . . . , Xn) 7→ F (X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
aαXα ∈ B(H),
where the convergence is in the operator norm topology. We mention that the results from [27], [31], and
[32] hold true in the context of free holomorphic (resp. pluriharmonic) functions with operator-valued
coefficients. Due to the fact that a free holomorphic function is uniquely determined by its representation
on an infinite dimensional Hilbert space, we assume, throughout this paper, that H is a separable infinite
dimensional Hilbert space.
We prove in [27] that the Hausdorff derivations ([14]) ∂∂Zi , i = 1, . . . , n, on the algebra of non-
commutative polynomials C[Z1, . . . , Zn] can be extended to the algebra of free holomorphic functions.
Let F1, . . . , Fn be free holomorphic functions on [B(H)n]γ with scalar coefficients. Then the map
F : [B(H)n]γ → B(H)n defined by F := (F1, . . . , Fn) is a free holomorphic function. We define F ′(0) as
the linear operator on Cn having the matrix
[(
∂Fi
∂Zj
)
(0)
]
i,j=1,...,n
.
In Section 1, we show that, under natural conditions, the composition of free holomorphic functions is
a free holomorphic function. We obtain a noncommutative version of Cartan’s uniqueness theorem (see
[5]), which states that if F : [B(H)n]γ → [B(H)n]γ is a free holomorphic function such that F (0) = 0
and F ′(0) = In, then
F (X1, . . . , Xn) = (X1, . . . , Xn), (X1, . . . , Xn) ∈ [B(H)n]γ .
This is used to characterize the free biholomorphic functions F : [B(H)n]γ1 → [B(H)n]γ2 with F (0) = 0.
As a consequence, we show that any free holomorphic automorphism Ψ of the unit ball [B(H)n]1 which
fixes the origin is implemented by a unitary operator on Cn, i.e., there is a unitary operator U on Cn
such that
Ψ(X1, . . .Xn) = ΦU (X1, . . . Xn) := [X1, . . . , Xn]U, (X1, . . . Xn) ∈ [B(H)n]1.
In Section 2, we use the theory of noncommutative characteristic functions for row contractions (see
[21], [28]) to find all the involutive free holomorphic automorphisms of [B(H)n]1, which turn out to be
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of the form
Ψλ = −Θλ(X1, . . . , Xn) := λ−∆λ
(
IK −
n∑
i=1
λ¯iXi
)−1
[X1, . . . , Xn]∆λ∗ ,
for some λ = [λ1, . . . , λn] ∈ Bn, where Θλ is the characteristic function of the row contraction λ, and ∆λ,
∆λ∗ are certain defect operators. Combining this result with the results of Section 1, we determine all the
free holomorphic automorphisms of the noncommutative ball [B(H)n]1. We show that if Ψ ∈ Aut(B(H)n1 )
and λ := Ψ−1(0), then there is a unitary operator U on Cn such that
Ψ = ΦU ◦Ψλ.
Moreover, we prove that the automorphism group Aut(B(H)n1 ) is isomorphic to Aut(Bn), the Moebius
group of the open unit ball Bn (see [35]), via the noncommutative Poisson transform. More precisely, we
show that the map Γ : Aut(B(H)n1 )→ Aut(Bn), defined by
[Γ(Ψ)](z) := (Pz ⊗ id)[Ψˆ], z ∈ Bn,
is a group isomorphism, where Ψˆ is the boundary function of Ψ with respect to the left creation operators
on the full Fock space and Pz is the noncommutative Poisson transform at z.
We recall that a free holomorphic function F on the open operatorial n-ball of radius 1 is bounded if
‖F‖∞ := sup ‖F (X1, . . . , Xn)‖ <∞,
where the supremum is taken over all n-tuples of operators [X1, . . . , Xn] ∈ [B(H)n]1. Let H∞(B(H)n1 )
be the set of all bounded free holomorphic functions and let A(B(H)n1 ) be the set of all elements F such
that the mapping
[B(H)n]1 ∋ (X1, . . . , Xn) 7→ F (X1, . . . , Xn) ∈ B(H)
has a continuous extension to the closed unit ball [B(H)n]−1 . We showed in [27] that H∞(B(H)n1 )
and A(B(H)n1 ) are Banach algebras under pointwise multiplication and the norm ‖ · ‖∞, which can be
identified with the noncommutative analytic Toeplitz algebra F∞n and the noncommutative disc algebra
An, respectively. We recall that the algebra F∞n (resp. An) is the weakly (resp. norm) closed algebra
generated by the left creation operators S1, . . . , Sn on the full Fock space with n generators, and the
identity. These algebras have been intensively studied in recent years ([21], [22], [23], [24], [25], [26], [1],
[10], [9], [8], [30]).
In Section 3, we show that the noncommutative Poisson transform commutes with the action of
Aut(B(H)n1 ). This leads to a characterization of the unitarily implemented automorphisms of the Cuntz-
Toeplitz algebra C∗(S1, . . . , Sn) (see [7]), which leave invariant the noncommutative disc algebra An.
We remark that this result provides new insight into Voiculescu’s group of automorphisms (see [37]) of
the Cuntz-Toeplitz algebra. More precisely, we show that if Ψ ∈ Aut([B(H)n]1) and Ψˆ is its boundary
function, then the noncommutative Poisson transform PΨˆ is a unitarily implemented automorphism of the
Cuntz-Toeplitz algebra, which leaves invariant the noncommutative disc algebra An. These are precisely
Voiculescu’s automorphisms considered in [37]. Conversely, we prove that if Φ ∈ Autu(C∗(S1, . . . , Sn))
and Φ(An) ⊂ An, then there is Ψ ∈ Aut([B(H)n]1) such that Φ = PΨˆ. Moreover, in this case
Φ(g) = K∗
Ψˆ
(IDΨˆ ⊗ g)KΨˆ, g ∈ C∗(S1, . . . , Sn),
where the noncommutative Poisson kernel KΨˆ is a unitary operator.
In [9], Davidson and Pitts showed that the automorphisms of the analytic Toeplitz algebra F∞n are
norm and WOT continuous. They proved that there is a natural homomorphism from Aut(F∞n ) onto
Aut(Bn), the group of conformal automorphisms of the unit ball Bn. Moreover, using Voiculescu’s group
of automorphisms of the Cuntz-Toeplitz algebra, they showed that the subgroup Autu(F
∞
n ) of unitarily
implemented automorphisms of F∞n is isomorphic with Aut(Bn). In Section 3, we obtain a new proof
of their result, using noncommutative Poisson transforms. We show that the unitarily implemented
automorphisms of the noncommutative disc algebra An and the noncommutative analytic Toeplitz al-
gebra F∞n , respectively, are determined by the free holomorphic automorphisms of [B(H)n]1, via the
noncommutative Poisson transform. Moreover, we deduce that
Aut(B(H)n1 ) ≃ Autu(An) ≃ Autu(F∞n ).
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In Section 3, we also prove that Φ : A(B(H)n1 )→ A(B(H)n1 ) is a completely isometric automorphism
of the noncommutative disc algebra A(B(H)n1 ) if and only if there is a Ψ ∈ Aut(B(H)n1 ) such that
Φ(f) = f ◦Ψ, f ∈ A(B(H)n1 ),
which extends the characterization of the conformal automorphisms of the disc algebra (see [12]). We
deduce a similar result for the noncommutative Hardy algebra H∞(B(H)n1 ) which, due to Davidson-
Pitts results on the automorphisms of F∞n (see [9]), implies that Aut(B(H)n1 ) is isomorphic to the group
of contractive automorphisms of H∞(B(H)n1 ). We remark here that the conformal automorphisms of
Bn also occur in the work of Muhly and Solel ([17]) concerning the automorphisms of Hardy algebras
associated with W ∗-correspondence over von Neumann algebras ([15], [16]), and the work of Power and
Solel ([33]) in a related context.
In Section 4, we deal with the dilation and model theory of row contractions ([11], [4], [20], [21])
under the action of the the free holomorphic automorphisms of [B(H)n]1. We show that if T is a row
contraction and Ψ ∈ Aut(B(H)n1 ), then the characteristic function ΘΨ(T ) coincides with ΘT ◦Ψ−1. This
enables us to obtain some results concerning the behavior of the curvature and the Euler characteristic
of a row contraction (see [26], [13]) under the automorphism group Aut(B(H)n1 ). In particular, when
T := [T1, . . . , Tn] is a commutative row contraction with rank∆T <∞, we show that Arveson’s curvature
[2] satisfies the equation
K(Ψ(T )) =
∫
∂Bn
lim
r→1
trace [IDT −ΘT (Ψ−1(rξ))ΘT (Ψ−1(rξ))∗]dσ(ξ)
for any Ψ ∈ Aut(B(H)n1 ), where the constrained characteristic function (also denoted by ΘT ) is given by
ΘT (z) := −T +∆T (I − z1T ∗1 − · · · − znT ∗n)−1[z1IH, . . . , znIH]∆T∗ , z ∈ Bn.
It will be interesting to know if curv (T ) = curv (Ψ(T )) for any pure row contraction T and any free
holomorphic automorphism of [B(H)n]1, where curv (T ) donotes the curvature of an arbitrary row con-
traction T . The answer is positive if n = 1 and also when n ≥ 2 and T is a pure row isometry. We
mention that Benhida and Timotin [3] used Redheffer products to study the behavior of the characteristic
function of a row contraction under Voiculescu’s group of automorphisms [37].
In Section 5, we prove the following maximum principle for free holomorphic functions on the non-
commutative ball [B(H)n]1. If F : [B(H)n]1 → B(H) is a free holomorphic function and there exists
X0 ∈ [B(H)n]1 such that
‖F (X0)‖ ≥ ‖F (X)‖ for all X ∈ [B(H)n]1,
then F must be a constant.
The classical Schwarz’s lemma (see [6], [34]) states that if f : D → C is a bounded analytic function
with f(0) = 0 and |f(z)| ≤ 1 for z ∈ D, then |f ′(0)| ≤ 1 and |f(z)| ≤ |z| for z ∈ D. Moreover, if
|f ′(0)| = 1 or if |f(z)| = |z| for some z 6= 0, then there is a constant c with |c| = 1 such that f(w) = cw
for any w ∈ D. We proved in [27] that if F is a free holomorphic function on [B(H)n]1 with F (0) = 0,
then ‖F (X)‖ ≤ ‖X‖ for any X ∈ [B(H)n]1.
In Section 5, we complete this noncommutative version of Schwarz lemma, by adding new results
concerning the uniqueness. If F : [B(H)n]1 → [B(H)m]1 is a free holomorphic function, we show that
ϕ(X1, . . . , Xn) = [X1, . . . , Xn]F
′(0)t, (X1, . . . , Xn) ∈ [B(H)n]1,
maps [B(H)n]1 into [B(H)m]1, where t denotes the transpose. In particular, ‖F ′(0)‖ ≤ 1. Moreover,
we show that if F : [B(H)n]1 → [B(H)n]1 is a free holomorphic function such that F ′(0) is a unitary
operator on Cn, then F is a free holomorphic automorphism of [B(H)n]1 and F (X) = X [F ′(0)]t for
X ∈ [B(H)n]1.
Using the free holomorphic automorphisms of [B(H)n]1, we obtain another extension of Schwarz lemma
for bounded free holomorphic functions, which states that if F : [B(H)n]1 → [B(H)m]1 is a free holomor-
phic function, a ∈ Bn, and b := F (a) ∈ Bm, then
‖Ψb(F (X))‖ ≤ ‖Ψa(X)‖, X ∈ [B(H)n]1,
where Ψa and Ψb are the corresponding free holomorphic automorphisms.
FREE HOLOMORPHIC AUTOMORPHISMS OF THE UNIT BALL OF B(H)n 5
We remark that all the results of this paper are valid even when n =∞. We also mention that many
of the above-mentioned results have commutative counterparts. We defer this discussion for a future
paper, where we determine and study the group of all commutative free holomorphic automorphisms of
the commutative open ball
[B(H)n]1,c := {(X1, . . . , Xn) ∈ [B(H)n]1 : XiXj = XjXi, i, j = 1, . . . , n} .
Finally, we should emphasize that the present paper makes new connections between noncommutative
multivariable operator theory ([20], [21], [25], [27], [30]), the classical theory of analytic functions ([34],
[6], [12], [35]), and Voiculescu’s group of automorphisms [37] of the Cuntz-Toeplitz algebra [7].
1. Free holomorphic functions on [B(H)n]1 and Cartan type results
In this section we show that, under natural conditions, the composition of free holomorphic functions
is a free holomorphic function. We obtain a noncommutative version of Cartan’s uniqueness theorem,
and use it to characterize the free biholomorphic functions F with F (0) = 0. As a consequence, we show
that any free holomorphic automorphism of the noncommutative ball [B(H)n]1 with fixes the origin is
implemented by a unitary operator on Cn.
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en, where
n = 1, 2, . . . , or n =∞. We consider the full Fock space of Hn defined by
F 2(Hn) := C1⊕
⊕
k≥1
H⊗kn ,
where H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define the left (resp. right) creation
operators Si (resp. Ri), i = 1, . . . , n, acting on F
2(Hn) by setting
Siϕ := ei ⊗ ϕ, ϕ ∈ F 2(Hn),
(resp. Riϕ := ϕ⊗ei, ϕ ∈ F 2(Hn).) The noncommutative disc algebra An (resp. Rn) is the norm closed
algebra generated by the left (resp. right) creation operators and the identity. The noncommutative
analytic Toeplitz algebra F∞n (resp. R∞n ) is the weakly closed version of An (resp. Rn). These algebras
were introduced in [22] in connection with a noncommutative von Neumann type inequality [38].
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0. The length of
α ∈ F+n is defined by |α| := 0 if α = g0 and |α| := k if α = gi1 · · · gik , where i1, . . . , ik ∈ {1, . . . , n}. If
(X1, . . . , Xn) ∈ B(H)n, where B(H) is the algebra of all bounded linear operators on the Hilbert space
H, we set Xα := Xi1 · · ·Xik and Xg0 := IH. We denote eα := ei1 ⊗ · · · ⊗ eik and eg0 := 1. Note that
{eα}α∈F+n is an orthonormal basis for F 2(Hn).
We recall ([21], [22], [23], [24]) a few facts concerning multi-analytic operators on Fock spaces. We say
that a bounded linear operatorM acting from F 2(Hn)⊗K to F 2(Hn)⊗K′ is multi-analytic with respect
to S1, . . . , Sn if
M(Si ⊗ IK) = (Si ⊗ IK′)M for any i = 1, . . . , n.
We can associate with M a unique formal Fourier expansion
M(R1, . . . , Rn) :=
∑
α∈F+n
Rα ⊗ θ(α),
where θ(α) ∈ B(K,K′). We know that
M = SOT- lim
r→1
∞∑
k=0
∑
|α|=k
r|α|Rα ⊗ θ(α),
where, for each r ∈ [0, 1), the series converges in the uniform norm. Moreover, the set of all multi-analytic
operators in B(F 2(Hn)⊗K, F 2(Hn)⊗K′) coincides with R∞n ⊗¯B(K,K′), the WOT-closed operator space
generated by the spatial tensor product. A multi-analytic operator is called inner if it is an isometry.
We remark that similar results are valid for multi-analytic operators with respect to the right creation
operators R1, . . . , Rn.
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According to [27], a map F : [B(H)n]γ → B(H)⊗¯minB(E ,G) is free holomorphic function on [B(H)n]γ
with coefficients in B(E ,G) if there exist A(α) ∈ B(E ,G), α ∈ F+n , such that
F (X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
Xα ⊗A(α),
where the series converges in the operator norm topology for any (X1, . . . , Xn) ∈ [B(H)n]γ . A power
series F :=
∑
α∈F+n
Zα⊗A(α) represents a free holomorphic function on the open operatorial n-ball of radius
γ, with coefficients in B(E ,G), if and only if the series
∞∑
k=0
∑
|α|=k
r|α|Sα ⊗A(α)
is convergent in the operator norm topology for any r ∈ [0, γ), where S1, . . . , Sn are the left creation
operators on the Fock space F 2(Hn). Moreover, in this case, we have
∞∑
k=0
∥∥∥∥∥∥
∑
|α|=k
r|α|Sα ⊗A(α)
∥∥∥∥∥∥ =
∞∑
k=0
rk
∥∥∥∥∥∥
∑
|α|=k
A∗(α)A(α)
∥∥∥∥∥∥
1/2
,
where the series are convergent for any r ∈ [0, γ).
We remark that the coefficients of a free holomorphic function are uniquely determined by its represen-
tation on an infinite dimensional Hilbert space. Indeed, let 0 < r < γ and assume F (rS1, . . . , rSn) = 0.
Taking into account that S∗i Sj = δijI for i, j = 1, . . . , n, we have
〈F (rS1, . . . , rSn)(1⊗ x), (Sα ⊗ IG)(1⊗ y)〉 = r|α|
〈
A(α)x, y
〉
= 0
for any x ∈ E , y ∈ G, and α ∈ F+n . Therefore A(α) = 0 for any α ∈ F+n .
Due to this reason, throughout this paper, we assume that H is a separable infinite dimensional Hilbert
space.
Lemma 1.1. If ϕ : [B(H)n]γ1 → B(H)n is a free holomorphic function, then rangeϕ ⊆ [B(H)n]γ2 if
and only if
‖ϕ(rS1, . . . , rSn)‖ < γ2 for any r ∈ [0, γ1),
where γ1 > 0 and γ2 > 0.
Proof. SinceH is infinite dimensional, one implication is obvious. Conversely, assume that, for r ∈ (0, γ1),
‖ϕ(rS1, . . . , rSn)‖ < γ2. If X := (X1, . . . , Xn) is in [B(H)n]γ1 , then there exists γ ∈ (0, 1) such that
‖ 1γX‖ < γ1. Since ϕ is a free holomorphic function on [B(H)n]γ1 , the map ϕγ defined by
ϕγ(X1, . . . , Xn) := ϕ(γX1, . . . , γXn), (X1, . . . , Xn) ∈ [B(H)n]−γ1 ,
is free holomorphic on [B(H)n]−γ1 . Consequently, ϕγ(γ1S1, . . . , γ1Sn) is in M1×n ⊗An, i.e., a row matrix
with entries in An. Using the noncommutative von Neumann inequality [22] (see [38] for the classical
case), we deduce that
‖ϕ(X1, . . . , Xn)‖ =
∥∥∥∥ϕγ ( 1γX1, . . . , 1γXn
)∥∥∥∥ ≤ ‖ϕγ(γ1S1, . . . , γ1Sn)‖ = ‖ϕ(γγ1S1, . . . , γγ1Sn)‖ < γ2.
This completes the proof. 
The next result shows that the composition of free holomorphic functions is a free holomorphic function.
Theorem 1.2. Let F : [B(H)n]γ2 → B(H)⊗¯B(E ,G) and ϕ : [B(H)n]γ1 → B(H)n be free holomorphic
functions such that rangeϕ ⊆ [B(H)n]γ2 . Then F ◦ ϕ is a free holomorphic function on [B(H)n]γ1 .
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Proof. Let F have the representation
(1.1) F (Y1, . . . , Yn) =
∞∑
k=0
∑
|α|=k
Yα ⊗A(α), (Y1, . . . , Yn) ∈ [B(H)n]γ2 ,
where the series is convergent in the operator norm topology. Suppose that ϕ = (ϕ1, . . . , ϕn), where
ϕ1, . . . , ϕn are free holomorphic functions on [B(H)n]γ1 with scalar coefficients, and that rangeϕ ⊆
[B(H)n]γ2 . Since ‖[ϕ1(X), . . . , ϕn(X)]‖ < γ2 for X := (X1, . . . , Xn) ∈ [B(H)n]γ1 , relation (1.1) implies
(F ◦ ϕ)(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
ϕα(X1, . . . , Xn)⊗A(α),
where ϕα := ϕi1 · · ·ϕik if α = gi1 · · · gik ∈ F+n and the series converges in the operator norm topology for
any (X1, . . . , Xn) ∈ [B(H)n]γ1 . According to Lemma 1.1, we have ‖ϕ(rS1, . . . , rSn)‖ < γ2, r ∈ [0, γ1).
Since F is free holomorphic on [B(H)n]γ2 , for each r ∈ [0, γ1),
(1.2) Mr :=
∞∑
k=0
∑
|α|=k
ϕα(rS1, . . . , rSn)⊗A(α)
is convergent in the operator norm topology. Due to the fact that ϕi(rS1, . . . , rSn) is in the noncommu-
tative disc algebra An for each i = 1, . . . , n, it is clear that Mr is in the operator space An ⊗ B(E ,G) ⊂
F∞n ⊗¯B(E ,G). Therefore, for each r ∈ [0, γ1), the operator Mr has a unique “Fourier representation”∑∞
k=0
∑
|α|=k r
|α|Sα ⊗B(α)(r) and
(1.3) Mr = SOT- lim
γ→1
∞∑
k=0
∑
|α|=k
r|α|γ|α|Sα ⊗B(α)(r),
where the series
∑∞
k=0
∑
|α|=k r
|α|γ|α|Sα ⊗B(α)(r) converges in the operator norm topology.
The next step is to show that the coefficients B(α)(r) ∈ B(E ,G), α ∈ F+n , do not depend on r ∈ [0, γ1).
Using relations (1.2) and (1.3), we deduce that
〈Bα(r)x, y〉 =
〈
(S∗α ⊗ I)
1
r|α|
Mr(1⊗ x), 1 ⊗ y
〉
= lim
p→∞
p∑
k=0
∑
|β|=k
〈
A(β)x, y
〉〈 1
r|α|
S∗αϕβ(rS1, . . . , rSn)1, 1
〉
for any x ∈ E , y ∈ G, and α ∈ F+n . On the other hand, for each β ∈ F+n , ϕβ is a free holomorphic function
on [B(H)n]γ1 with scalar coefficients and has a representation ϕβ(X1, . . . , Xn) =
∑∞
k=0
∑
|α|=k dαXα for
any (X1, . . . , Xn) ∈ [B(H)n]γ1 , where dα ∈ C. Consequently, we have〈
1
r|α|
S∗αϕβ(rS1, . . . , rSn)1, 1
〉
= dα
for any r ∈ [0, γ1), and α, β ∈ F+n . Now, it is clear that B(α) := B(α)(r) does not depend on r ∈ [0, γ1).
Going back to relation (1.3), we deduce that
(1.4) Mr = SOT- lim
γ→1
∞∑
k=0
∑
|α|=k
r|α|γ|α|Sα ⊗B(α),
where the series
∑∞
k=0
∑
|α|=k r
|α|γ|α|Sα⊗B(α) converges in the operator norm topology for any r ∈ [0, γ1)
and γ ∈ [0, 1). This shows that
G(X1, . . . , Xn) :=
∞∑
k=0
∑
|α|=k
Xα ⊗B(α), (X1, . . . , Xn) ∈ [B(H)n]γ1 ,
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is a free holomorphic function on [B(H)n]γ1 . Consequently, using the continuity of G in the norm operator
topology and relations (1.2) and (1.4), we deduce that
(1.5) Mr :=
∞∑
k=0
∑
|α|=k
ϕα(rS1, . . . , rSn)⊗ A(α) =
∞∑
k=0
∑
|α|=k
r|α|Sα ⊗B(α)
for any r ∈ [0, γ1).
Now, let X := (X1, . . . , Xn) ∈ [B(H)n]γ1 and set γ := ‖X‖ < γ1. Applying the noncommutative
Poisson transform (see [25]) at ( 1γX1, . . . ,
1
γXn) to relation (1.5), when r = γ, we deduce that
(F ◦ ϕ)(X1, . . . , Xn) =
∞∑
k=0
∑
|α|=k
ϕα(X1, . . . , Xn)⊗A(α) =
∞∑
k=0
∑
|α|=k
Xα ⊗B(α)
for any (X1, . . . , Xn) ∈ [B(H)n]γ1 . This completes the proof. 
For each i = 1, . . . , n, we define the free partial derivation ∂∂Zi on C[Z1, . . . , Zn] as the unique linear
operator on this algebra, satisfying the conditions
∂I
∂Zi
= 0,
∂Zi
∂Zi
= I,
∂Zj
∂Zi
= 0 if i 6= j,
and
∂(fg)
∂Zi
=
∂f
∂Zi
g + f
∂g
∂Zi
for any f, g ∈ C[Z1, . . . , Zn] and i, j = 1, . . . n. Notice that if α = gi1 · · · gip , |α| = p, and q of the
gi1 , . . . , gip are equal to gj , then
∂Zα
∂Zj
is the sum of the q words obtained by deleting each occurence
of Zj in Zα := Zi1 · · ·Zip . The same definition extends to formal power series in the noncommuting
indeterminates Z1, . . . , Zn. If F :=
∑
α∈F+n
Zα ⊗ A(α) is a power series with operator-valued coefficients,
then the free partial derivative of F with respect to Zi is the power series
∂F
∂Zi
:=
∑
α∈F+n
∂Zα
∂Zi
⊗A(α).
In [27], we showed that if F is a free holomorphic function on [B(H)n]γ then so is ∂F∂Zi , i = 1, . . . , n.
Let F1, . . . , Fn be free holomorphic functions on [B(H)n]γ with scalar coefficients. Then the map
F : [B(H)n]γ → B(H)n defined by F := (F1, . . . , Fn) is a free holomorphic function. We define F ′(0) as
the linear operator on Cn having the matrix
[(
∂Fi
∂Zj
)
(0)
]
i,j=1,...,n
.
Now, we can prove the following noncommutative version of Cartan’s uniqueness theorem [5], for free
holomorphic functions.
Theorem 1.3. Let F : [B(H)n]γ → [B(H)n]γ be a free holomorphic function such that F (0) = 0 and
F ′(0) = In. Then
F (X1, . . . , Xn) = (X1, . . . , Xn), (X1, . . . , Xn) ∈ [B(H)n]γ .
Proof. First notice that, due to the hypothesis, F has the form F = (F1, . . . , Fn), where each Fi, i =
1, . . . , n, is a free holomorphic function on [B(H)n]γ with scalar coefficients, of the form
Fi(X1, . . . , Xn) = Xi +
∞∑
k=2
∑
|α|=k
a(i)α Xα, (X1, . . . , Xn) ∈ [B(H)n]γ .
Assume that there exists α ∈ F+n , |α| ≥ 2, and i ∈ {1, . . . , n} such that a(i)α 6= 0 . Let m ≥ 2 be the
smallest natural number such that there exists α0 ∈ F+n , |α0| = m, and i0 ∈ {1, . . . , n} such that a(i0)α0 6= 0.
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Then we have
Fi(X1, . . . , Xn) = Xi +Hi(X1, . . . , Xn) and Hi(X1, . . . , Xn) =
∞∑
k=m
G
(i)
k (X1, . . . , Xn)
for any (X1, . . . , Xn) ∈ [B(H)n]γ , where G(i)k (X1, . . . , Xn) :=
∑
|α|=k a
(i)
α Xα for each k ≥ m and i ∈
{1, . . . , n}. Due to Theorem 1.2 and the fact that Hol(B(H)nγ ) is an algebra, we deduce that, for each
i ∈ {1, . . . , n}, G(i)m ◦ F is a free holomorphic function and
(G(i)m ◦ F )(X1, . . . , Xn) =
∑
|α|=m
a(i)α Fα(X1, . . . , Xn) = G
(i)
m (X1, . . . , Xn) +K
(i)
m+1(X1, . . . , Xn),
where K
(i)
m+1 is a free holomorphic function containing only monomials of degree ≥ m + 1 in its repre-
sentation. Theorem 1.2 implies that F ◦ F is a free holomorphic function and, due to the considerations
above, we have
(F ◦ F )(X1, . . . , Xn) = [X1, . . . , Xn] +
[
2G(1)m (X1, . . . , Xn), . . . , 2G
(n)
m (X1, . . . , Xn)
]
+
[
K
(1)
m+1(X1, . . . , Xn), . . . ,K
(n)
m+1(X1, . . . , Xn)
]
.
Continuing this process and setting FN := (F ◦ · · · ◦ F )︸ ︷︷ ︸
N times
, N ∈ N, one can see that
FN (X1, . . . , Xn) = [X1, . . . , Xn] +
[
NG(1)m (X1, . . . , Xn), . . . , NG
(n)
m (X1, . . . , Xn)
]
+
[
E
(1)
m+1(X1, . . . , Xn), . . . , E
(n)
m+1(X1, . . . , Xn)
]
,
where, for each i = 1, . . . , n, E
(i)
m+1 is a free holomorphic function containing only monomials of degree
≥ m + 1 in its representation. Hence, and using the fact that S1, . . . , Sn are isometries with orthogonal
ranges, we deduce that
(1.6) FN (rS1, . . . , rSn)
∗eα = r
S
∗
1
...
S∗n
 eα + rmN

G
(1)
m (S1, . . . , Sn)
∗
...
G
(n)
m (S1, . . . , Sn)
∗
 eα
for any α ∈ F+n with |α| = 2, r ∈ (0, γ), and N = 1, 2, . . .. We recall that {eα}α∈F+n is the standard
orthonormal basis for F 2(Hn). Since G
(i)
m , i = 1, . . . , n, are homogeneous noncommutative polynomials
of degree m and |α0| = m, we have
C :=
∥∥∥∥∥∥∥∥

G
(1)
m (S1, . . . , Sn)
∗
...
G
(n)
m (S1, . . . , Sn)
∗
 eα0
∥∥∥∥∥∥∥∥ ≥ |a
i0
α0 | > 0.
Now, relation (1.6) implies
(1.7) rmNC < r + ‖FN(rS1, . . . , rSn)∗eα0‖ for any N ∈ N.
On the other hand, since rangeFN ⊆ [B(H)n]γ , Lemma 1.1 implies ‖FN(rS1, . . . , rSn)‖ < γ for any
N ∈ N. Hence and using (1.7), we deduce that rmNC < r + γ for any N ∈ N, which is a contradiction.
This completes the proof. 
If L := [aij ]n×n is a bounded linear operator on C
n, it generates a free holomorphic function on
[B(H)n]γ by setting
ΦL(X1, . . . , Xn) := [X1, . . . , Xn]L =
[
n∑
i=1
ai1Xi, · · · ,
n∑
i=1
ainXi
]
where L := [aijIH]n×n. By abuse of notation, we also write ΦL(X) = XL.
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A map F : [B(H)n]γ1 → [B(H)n]γ2 is called free biholomorphic if F is free homolorphic, one-to-one and
onto, and has free holomorphic inverse. The automorphism group of [B(H)n]γ , denoted by Aut([B(H)nγ ),
consists of all free biholomorphic functions of [B(H)n]γ . It is clear that Aut([B(H)nγ ) is a group with
respect to the composition of free holomorphic functions.
In what follows, we characterize the free biholomorphic functions with F (0) = 0.
Theorem 1.4. Let F : [B(H)n]γ1 → [B(H)n]γ2 be a free biholomorphic function with F (0) = 0. Then
there is an invertible bounded linear operator L on Cn such that
F (X1, . . . , Xn) = ΦL(X1, . . . , Xn), (X1, . . . , Xn) ∈ [B(H)n]γ1 .
Proof. Since F (0) = 0, F has the representation F = (F1, . . . , Fn), where Fj is a free holomorphic
function on [B(H)n]γ1 with scalar coefficients, having the form
(1.8) Fj(X1, . . . , Xn) =
n∑
k=1
akjXk +Ψ
(j)
2 (X1, . . . , Xn),
and Ψ
(j)
2 is a free holomorphic function of the form Ψ
(j)
2 (X1, . . . , Xn) =
∑∞
m=2
∑
|α|=m a
(j)
α Xα. Since
F is a free biholomorphic function with F (0) = 0, its inverse G := F−1 : [B(H)n]γ2 → [B(H)n]γ1 is
a free holomorphic function with G(0) = 0. Therefore, we have G = (G1, . . . , Gn), where Gj is a free
holomorphic function on [B(H)n]γ2 with scalar coefficients, having the form
(1.9) Gj(X1, . . . , Xn) =
n∑
k=1
bkjXk + Γ
(j)
2 (X1, . . . , Xn),
and Γ
(j)
2 is a free holomorphic function of the form Γ
(j)
2 (X1, . . . , Xn) =
∑∞
m=2
∑
|α|=m b
(j)
α Xα. Consider
the matrices L := [aij ]n×n and B := [bij ]n×n. Using the representations (1.8) and (1.9), we have
(G ◦ F )(X1, . . . , Xn)
=
 n∑
j=1
bj1Fj + Γ
(1)
2 (F1, . . . , Fn), . . . ,
n∑
j=1
bjnFj + Γ
(n)
2 (F1, . . . , Fn)

=
 n∑
j=1
bj1
(
n∑
k=1
akjXk
)
, . . . ,
n∑
j=1
bjn
(
n∑
k=1
akjXk
)+ [Γ(1)2 (F1, . . . , Fn), . . . ,Γ(n)2 (F1, . . . , Fn)]
= [X1, . . . , Xn]BL+
[
Ψ
(1)
2 (X1, . . . , Xn), . . . ,Ψ
(n)
2 (X1, . . . , Xn)
]
,
where Ψ
(j)
2 , j = 1, . . . , n, are free holomorphic functions containing only monomials of degree ≥ 2 in
their representations. Since (G ◦ F )(X1, . . . , Xn) = (X1, . . . , Xn) for any (X1, . . . , Xn) ∈ [B(H)n]1, we
deduce that BL = In and Ψ
(j)
2 (X1, . . . , Xn) = 0 for j = 1, . . . , n. Similarly, we can prove that LB = In.
Therefore L is an invertible operator on Cn. Note that, for each θ ∈ R, the map
(X1, . . . , Xn) 7→ e−iθF (eiθX1, . . . , eiθXn)
is a free holomorphic function on [B(H)n]γ1 with values in [B(H)n]γ2 . Moreover, due to (1.8), we have
e−iθF (eiθX1, . . . , e
iθXn)
=
[
n∑
k=1
ak1Xk + e
−iθΨ
(1)
2 (e
iθX1, . . . , e
iθXn), . . . ,
n∑
k=1
aknXk + e
−iθΨ
(n)
2 (e
iθX1, . . . , e
iθXn)
]
According to Theorem 1.2, the map H : [B(H)n]γ1 → [B(H)n]γ1 defined by
(1.10) H(X1, . . . , Xn) := G
(
e−iθF (eiθX1, . . . , e
iθXn)
)
, (X1, . . . , Xn) ∈ [B(H)n]γ1 ,
is a free holomorphic function with H(0) = 0. On the other hand, taking into account the representations
of the functions involved in the definition of H , calculations as above reveal that
H(X1, . . . , Xn) = [X1, . . . , Xn]BL+
[
Φ
(1)
2 (X1, . . . , Xn), . . . ,Φ
(n)
2 (X1, . . . , Xn)
]
,
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where Φ
(j)
2 , j = 1, . . . , n, are free holomorphic functions containing only monomials of degree ≥ 2 in
their representations. Since BL = In, we deduce that H
′(0) = In. Applying Theorem 1.3 to the
free holomorphic function H , we conclude that H(X1, . . . , Xn) = (X1, . . . , Xn) for any (X1, . . . , Xn) ∈
[B(H)n]γ1 . Hence, and due to relation (1.10), we obtain
eiθF (X1, . . . , Xn) = F (e
iθX1, . . . , e
iθXn)
for any (X1, . . . , Xn) ∈ [B(H)n]γ1 and θ ∈ R. Using the representations given by (1.8) and the uniqueness
of the coefficients of a free holomorphic function, the latter equality implies
a(j)α e
iθ|α| = eiθa(j)α for any θ ∈ R,
where α ∈ F+n with |α| ≥ 2, and j = 1, . . . , n. Hence, a(j)α = 0 and, consequently,
F (X1, . . . , Xn) =
[
n∑
k=1
ak1Xk, . . . ,
n∑
k=1
aknXk
]
= [X1, . . . , Xn]L,
which completes the proof. 
Now we are ready to prove that any free holomorphic automorphism of [B(H)n]1 that fixes the origin
is implemented by a unitary operator on Cn.
Theorem 1.5. Let Ψ : [B(H)n]1 → [B(H)n]1 be a free holomorphic function with Ψ(0) = 0. Then Ψ is
a free holomorphic automorphism of [B(H)n]1 if and only if there is a unitary operator U on Cn such
that
(1.11) Ψ(X1, . . . Xn) = ΦU (X1, . . .Xn) := [X1, . . . , Xn]U, (X1, . . . , Xn) ∈ [B(H)n]1.
Proof. One implication is obvious. Assume that Ψ is a free holomorphic automorphism of [B(H)n]1.
Applying Theorem 1.4 to Ψ, we find an invertible operator U on Cn such that (1.11) holds. In particular,
taking (X1, . . . , Xn) = (λ1IH, . . . , λnIH) with (λ1, . . . , λn) ∈ Bn, we deduce that U is a contraction on
Cn. On the other hand, since Ψ is a free holomorphic automorphism of [B(H)n]1 and
Ψ−1(X1, . . .Xn) = [X1, . . . , Xn]U
−1, (X1, . . . Xn) ∈ [B(H)n]1,
one can similarly deduce that U−1 is also a contraction. Consequently, for any x ∈ Cn, we have
‖x‖ = ‖U−1Ux‖ ≤ ‖U−1‖‖U‖‖x‖ ≤ ‖x‖.
Hence U is an isometry which is invertible, and therefore unitary. The proof is complete. 
2. The group of free holomorphic automorphisms of [B(H)n]1
The theory of noncommutative characteristic functions for row contractions is used to find all the
involutive free holomorphic automorphisms of [B(H)n]1. Combining this result with those from Section
1, we determine all free holomorphic automorphisms of the noncommutative ball [B(H)n]1. We show
that any Ψ ∈ Aut(B(H)n1 ) has the form
Ψ = ΦU ◦Ψλ,
where ΦU is an automorphism implemented by a unitary operator U on C
n and Ψλ is an involutive free
holomorphic automorphism associated with λ := Ψ−1(0) ∈ Bn. Moreover, we show that the automor-
phism group Aut(B(H)n1 ) is isomorphic to Aut(Bn), the Moebius group of Bn, via the noncommutative
Poisson transform.
To begin this section, we recall from [25] a few facts about noncommutative Poisson transforms asso-
ciated with row contractions T := [T1, . . . , Tn], Ti ∈ B(K), where K is a Hilbert space. Let F+n be the
unital free semigroup on n generators g1, . . . , gn, and the identity g0. We recall that eα := ei1 ⊗ · · · ⊗ eik
and eg0 := 1. Note that {eα}α∈F+n is an orthonormal basis for F 2(Hn). For each 0 < r ≤ 1, define the
defect operator ∆T,r := (IK− r2T1T ∗1 −· · ·− r2TnT ∗n)1/2. The noncommutative Poisson kernel associated
with T is the family of operators
KT,r : K → ∆T,rH⊗ F 2(Hn), 0 < r ≤ 1,
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defined by
KT,rh :=
∞∑
k=0
∑
|α|=k
r|α|∆T,rT
∗
αh⊗ eα, h ∈ K.
When r = 1, we denote ∆T := ∆T,1 and KT := KT,1. The operators KT,r are isometries if 0 < r < 1,
and
K∗TKT = IK − SOT- lim
k→∞
∑
|α|=k
TαT
∗
α.
Thus KT is an isometry if and only if T is a pure row contraction, i.e., SOT- lim
k→∞
∑
|α|=k TαT
∗
α = 0. The
noncommutative Poisson transform at T := [T1, . . . , Tn] is the unital completely contractive linear map
PT : C
∗(S1, . . . , Sn)→ B(K) defined by
PT [f ] := lim
r→1
K∗T,r(IK ⊗ f)KT,r, f ∈ C∗(S1, . . . , Sn),
where the limit exists in the norm topology of B(K). Moreover, we have
PT (SαS
∗
β) = TαT
∗
β , α, β ∈ F+n .
When T := [T1, . . . , Tn] is a pure row contraction, we have
PT (f) = K
∗
T (IDT ⊗ f)KT ,
where DT = ∆TK. We refer to [25], [26], and [30] for more on noncommutative Poisson transforms on
C∗-algebras generated by isometries. When T is a completely non-coisometric (c.n.c.) row contraction,
i.e., there is no h ∈ K, h 6= 0, such that∑
|α|=k
‖T ∗αh‖2 = ‖h‖2 for any k = 1, 2, . . . ,
an F∞n -functional calculus was developed in [23]. We showed that if f =
∑
α∈F+n
aαSα is in F
∞
n , then
ΓT (f) = f(T1, . . . , Tn) := SOT- lim
r→1
∞∑
k=0
∑
|α|=k
r|α|aαTα
exists and ΓT : F
∞
n → B(K) is a completely contractive homomorphism and WOT-continuous (resp.
SOT-continuous) on bounded sets. Moreover, we showed (see [30]) that ΓT (f) = PT [f ], f ∈ F∞n , where
(2.1) PT [f ] := SOT- lim
r→1
KT,r(IK ⊗ f)KT,r, f ∈ F∞n ,
is the extension of the noncommutative Poisson transform to F∞n .
The characteristic function associated with an arbitrary row contraction T := [T1, . . . , Tn], Ti ∈ B(K),
was introduced in [21] (see [36] for the classical case n = 1) and it was proved to be a complete unitary
invariant for completely non-coisometric row contractions. The characteristic function of T is a multi-
analytic operator with respect to S1, . . . , Sn,
Θ˜T : F
2(Hn)⊗ DT∗ → F 2(Hn)⊗DT ,
with the formal Fourier representation
ΘT (R1, . . . , Rn) := −IF 2(Hn) ⊗ T +
(
IF 2(Hn) ⊗∆T
)(
IF 2(Hn)⊗K −
n∑
i=1
Ri ⊗ T ∗i
)−1
[R1 ⊗ IK, . . . , Rn ⊗ IK]
(
IF 2(Hn) ⊗∆T∗
)
,
where R1, . . . , Rn are the right creation operators on the full Fock space F
2(Hn). Here, we need to clarify
some notations since some of them are different from those considered in [21]. The defect operators
associated with a row contraction T := [T1, . . . , Tn] are
(2.2) ∆T :=
(
IK −
n∑
i=1
TiT
∗
i
)1/2
∈ B(K) and ∆T∗ := (I − T ∗T )1/2 ∈ B(K(n)),
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while the defect spaces are DT := ∆TK and DT∗ := ∆T∗K(n), where K(n) denotes the direct sum of n
copies of K. Due to the F∞n -functional calculus for row contractions, one can define
ΘT (X1, . . . , Xn) := SOT- lim
r→1
ΘT (rX1, . . . , rXn)
for any c.n.c. row contraction (X1, . . . , Xn) ∈ B(G)n, where G is a Hilbert space. Depending of T , the
characteristic function ΘT may be well-defined on a larger subset of B(G)n. For example, if ‖T ‖ < 1,
then X 7→ ΘT (X) is a free holomorphic function on the open ball [B(G)n]γ , where γ := 1‖T‖ .
In particular, the characteristic function Θ˜T generates a bounded free holomorphic function ΘT (also
called characteristic function) with operator-valued coefficients in B(DT∗ ,DT ). Notice also that
ΘT (X1, . . . , Xn) = −IG ⊗ T + (IG ⊗∆T )
(
IG⊗K −
n∑
i=1
Xi ⊗ T ∗i
)−1
[X1 ⊗ IK, . . . , Xn ⊗ IK] (IG ⊗∆T∗)
for any (X1, . . . , Xn) ∈ [B(G)n]1. The characteristic function Θ˜T is the boundary function of ΘT with
respect to R1, . . . , Rn in the sense that
Θ˜T = SOT- lim
r→1
ΘT (rR1, . . . , rRn),
where Θ(rR1, . . . , rRn) is in Rn ⊗B(K). In [28] (see Theorem 3.2 and Corollary 3.3), we proved that
(2.3) I − Θ˜T Θ˜∗T = KTK∗T ,
where KT is the corresponding Poisson kernel, and
IG⊗DT −ΘT (X)ΘT (X)∗ = ∆T˜ (I − XˆT˜ ∗)−1(I − XˆXˆ∗)(I − T˜ Xˆ∗)−1∆T˜
for any X := (X1, . . . , Xn) ∈ [B(G)n]1. Here we use the notations Xˆ := [X1 ⊗ IK, . . . , Xn ⊗ IK] and
T˜ := [IG ⊗ T1, . . . , IG ⊗ Tn]. A closer look at the proofs of the above-mentioned results (see [28]) reveals
that one can prove, in a similar manner, a little bit more.
Proposition 2.1. Let T := [T1, . . . , Tn], Ti ∈ B(K), be a row contraction and let ΘT be its characteristic
function. Then
(2.4) IG⊗DT −ΘT (X)ΘT (Y )∗ = ∆T˜ (I − XˆT˜ ∗)−1(I − XˆYˆ ∗)(I − T˜ Yˆ ∗)−1∆T˜
and
(2.5) IG⊗DT∗ −ΘT (X)∗ΘT (Y ) = ∆T˜∗(I − Xˆ∗T˜ )−1(I − Xˆ∗Yˆ )(I − T˜ ∗Yˆ )−1∆T˜∗
for any X := [X1, . . . , Xn] and Y := [Y1, . . . , Yn] in [B(G)n]1. Moreover, if ‖T ‖ < 1, then the relations
hold true for any X,Y ∈ [B(G)n]γ , where γ := 1‖T‖ .
Now, we consider an important particular case. Let T = λ := (λ1, . . . , λn) ∈ Bn and think of λ as
a row contraction acting from Cn to C. In this case, due to (2.2), we have ∆λ = (1 − ‖λ‖22)1/2IC and
∆λ∗ = (IK − λ∗λ)1/2. Since ‖λ‖2 < 1, it is clear that Dλ = C and Dλ∗ = Cn. For simplicity, we also use
the notation λ := [λ1IG , . . . , λnIG ] for the row contraction acting from G(n) to G, where G is a Hilbert
space.
The characteristic function of the row contraction λ := (λ1, . . . , λn) ∈ Bn is the boundary function
Θ˜λ, with respect to R1, . . . , Rn, of the free holomorphic function Θλ : [B(H)n]1 → [B(H)n]1 given by
(2.6) Θλ(X1, . . . , Xn) := −λ+∆λ
(
IH −
n∑
i=1
λ¯iXi
)−1
[X1, . . . , Xn]∆λ∗
for (X1, . . . , Xn) ∈ [B(H)n]1. Note that, when λ = 0, we have Θ0(X) = X .
Proposition 2.2. Let λ := (λ1, . . . , λn) ∈ Bn, λ 6= 0, and let Θ˜λ be its characteristic function. Then
(i) the map Θλ, defined by (2.6), is a free holomorphic function on the open ball [B(H)n]γ, where
γ := 1‖λ‖2 ;
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(ii) Θ˜λ = Θλ(R1, . . . , Rn) = −λ+∆λ
(
IF 2(Hn) −
∑n
i=1 λ¯iRi
)−1
[R1, . . . , Rn]∆λ∗ ;
(iii) Θ˜λ is an inner multi-analytic operator in the noncommutative disc algebra Rn;
(iv) Θ˜λ is a pure row contraction;
(v) rank (I − Θ˜λΘ˜∗λ) = 1 and Θ˜λ is unitarily equivalent to [R1, . . . , Rn].
Proof. Let λ := (λ1, . . . , λn) ∈ Bn, λ 6= 0, set γ := 1‖λ‖ , and let r < γ. Denote λα := λi1λi2 . . . λim if
α = gi1gi2 . . . gim ∈ F+n , and λg0 := 1. Since the right creation operators R1, . . . , Rn are isometries with
orthogonal ranges, we have
∥∥∑n
i=1 rλ¯iRi
∥∥ = r‖λ‖2 < 1. Consequently,(
IF 2(Hn) −
n∑
i=1
rλ¯iRi
)−1
=
∞∑
k=0
∑
|α|=k
r|α|λ¯αRα
is convergent in the operator norm topology for any r ∈ [0, γ) and, therefore, is an element of the non-
commutative disc algebra Rn. Using the noncommutative von Neumann inequality for row contractions
[22], we deduce that
∑∞
k=0
∑
|α|=k λ¯αXα =
(
I −∑ni=1 λ¯iXi)−1 is a free holomorphic function on the open
ball [B(H)n]γ , and this implies part (i) of the proposition. To prove (ii), note that Θλ is continuous on
[B(H)n]γ in the operator norm topology, which implies
Θ˜λ = lim
r→1
Θλ(rR1, . . . , rRn) = Θλ(R1, . . . , Rn)
and Θ˜λ is in Rn. Since λ = (λ1, . . . , λn) is a strict row contraction, it is pure and, consequently, due
to [21], the characterisic function Θ˜λ is an inner multi-analytic operator, i.e. Θ˜
∗
λΘ˜λ = I. One can also
obtain this fact using Proposition 2.1 in our particular case.
Now, let us prove that Θ˜λ is a pure row contraction. Due to relation (2.6), it is clear that Θλ =
(−λ1 + F1, . . . ,−λn + Fn), where Fi is a bounded free holomorphic function with Fi(0) = 0 and the
boundary function F˜i is in the noncommutative disc algebra Rn, for each i = 1, . . . , n. Moreover, we
have F˜ ∗αeβ = 0 if α, β ∈ F+n with |α| > |β|.
Let k, q ∈ N be such that k > q, and let β ∈ F+n |β| = q. Setting (T1, . . . , Tn) := Θ˜λ, we have
T ∗ωeβ =
(
−λ¯j1 + F˜ ∗j1
)
· · ·
(
−λ¯jk + F˜ ∗jk
)
eβ
for each ω = gj1 · · · gjk ∈ F+n . Since ‖Θ˜λ‖ ≤ 1, it is clear that ‖F˜j‖ ≤ 2. Now, multiply the right hand
side of the equality above, apply the triangle inequality followed by Cauchy-Schwarz inequality. Summing
up the resulting inequalities over all ω ∈ F+n with |ω| = k, we obtain∑
|ω|=k
‖T ∗ωeβ‖2 ≤
[
‖λ‖2k2 +
(
k
1
)
‖λ‖2(k−1)2 + · · · +
(
k
q
)
‖λ‖2(k−q)2
]
[1 + 22 + · · ·+ (22)q].
Since ‖λ‖2 < 1 , it is easy to see that limk→∞
∑
|ω|=k ‖T ∗ωeβ‖2 = 0. Since
∑
|ω|=k TωT
∗
ω ≤ I for any
k = 1, 2, . . . , we infer that WOT- limk→∞
∑
|ω|=k TωT
∗
ω = 0, which shows that [T1, . . . , Tn] is a pure row
contraction.
To prove (v), note that the noncommutative Poisson kernel Kλ : C→ F 2(Hn) is given by
Kλ(1) =
∑
α∈F+n
(1 − ‖λ‖22)1/2λ¯α ⊗ eα.
Due to relation (2.3), we have I − Θ˜λΘ˜∗λ = KλK∗λ. Since Θ˜λΘ˜∗λ is an orthogonal projection, so is KλK∗λ.
Hence, we deduce that I − Θ˜λΘ˜∗λ is a rank one projection. On the other hand, since Θ˜ is a pure row
isometry, the noncommutative Wold type decomposition theorem (see [20]) implies that Θ˜λ is unitarily
equivalent to [R1, . . . , Rn]. This completes the proof. 
Theorem 2.3. Let λ := (λ1, . . . , λn) ∈ Bn\{0} and let γ := 1‖λ‖2 . Then Ψλ := −Θλ is a free holomorphic
function on [B(H)n]γ which has the following properties:
(i) Ψλ(0) = λ and Ψλ(λ) = 0;
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(ii) The identities
IH −Ψλ(X)Ψλ(Y )∗ = ∆λ(I −Xλ∗)−1(I −XY ∗)(I − λY ∗)−1∆λ
and
IH⊗Cn −Ψλ(X)∗Ψλ(Y ) = ∆λ∗(I −X∗λ)−1(I −X∗Y )(I − λ∗Y )−1∆λ∗
hold for all X and Y in [B(H)n]γ;
(iii) Ψλ is an involution, i.e., Ψλ(Ψλ(X)) = X for any X ∈ [B(H)n]γ ;
(iv) Ψλ is a free holomorphic automorphism of the noncommutative unit ball [B(H)n]1;
(v) Ψλ is a homeomorphism of [B(H)n]−1 onto [B(H)n]−1 .
Proof. Using the identities
(2.7) ∆λλ = λ∆λ∗ and λ
∗∆λ = ∆λ∗λ
∗,
one can easily see that Ψλ(λ) = 0. Part (ii) follows from Proposition 2.1, in the particular case when
T = λ = (λ1, . . . , λn). We remark that for a fixed λ ∈ Bn, Ψλ is a free holomorphic function on the open
ball [B(H)n]γ , where γ := 1‖λ‖2 , and the relations in part (ii) hold true on [B(H)n]γ ⊃ [B(H)n]−1 . Hence,
Ψλ is continuous in the operator norm topology on [B(H)n]γ .
To prove part (iii), note first that the operator I − Ψλ(X)λ∗ is invertible for any X ∈ [B(H)n]γ .
Indeed, using relation (2.7), we have
I −Ψλ(X)λ∗ = I +
[−λ+∆λ(I −Xλ∗)−1X∆λ∗]λ∗
= I − λλ∗ +∆λ(I −Xλ∗)−1Xλ∗∆λ
= ∆λ
[
I + (I −Xλ∗)−1Xλ∗]∆λ
= ∆λ(I −Xλ∗)−1∆λ.
Note also that
Ψλ(X)∆λ∗ =
[
λ−∆λ(I −Xλ∗)−1X∆λ∗
]
∆λ∗
= ∆λ
[
λ− (I −Xλ∗)−1X∆2λ∗
]
.
Due to the relations above, we have
Ψλ(Ψλ(X)) = λ−∆λ(I −Ψλ(X)λ∗)−1Ψλ(X)∆λ∗
= λ−∆λ
[
∆λ(I −Xλ∗)−1∆λ
]−1
∆λ
[
λ− (I −Xλ∗)−1X∆2λ∗
]
= λ− (I −Xλ∗) [λ− (I −Xλ∗)−1X∆2λ∗]
= λ− (I −Xλ∗)λ+X∆2λ∗
= X.
Therefore, Ψλ(Ψλ(X)) = X for any X ∈ [B(H)n]γ , which proves (iii).
Fix X ∈ [B(H)n]γ . Since ∆λ is invertible, one can use part (ii) to show that ‖X‖ ≤ 1 if and only
if ‖Ψλ(X)‖ ≤ 1. Similarly, we can deduce that ‖X‖ < 1 if and only if ‖Ψλ(X)‖ < 1. Consequently,
due Theorem 1.2, Ψλ ◦ Ψλ is a free holomorphic function on [B(H)n]1 and, taking into account that
Ψλ(Ψλ(X)) = X for any X ∈ [B(H)n]−1 , we deduce that Ψλ is a homeomorphism of [B(H)n]−1 onto
[B(H)n]−1 with Ψ−1λ = Ψλ. Now, it is clear that Ψλ is a free holomorphic automorphism of [B(H)n]1.
This completes the proof. 
Corollary 2.4. (i) If λ, µ ∈ Bn, then Ψµ ◦ Ψλ is a a free holomorphic automorphism of [B(H)n]1
that takes λ to µ.
(i) If λ ∈ Bn, then the characteristic function Θλ is a free holomorphic automorphism of [B(H)n]1
and Θ−1λ (X) = −Θλ(−X) for X ∈ [B(H)n]1.
We remark that a formula for Ψµ ◦Ψλ is presented in Section 4 (see Corollary 4.5).
The next theorem characterizes the free holomorphic automorphisms of [B(H)n]1.
16 GELU POPESCU
Theorem 2.5. If Ψ ∈ Aut(B(H)n1 ) and λ := Ψ−1(0), then there is a unique unitary operator U on Cn
such that
Ψ = ΦU ◦Ψλ.
The identity
IH −Ψ(X)Ψ(Y )∗ = ∆λ(I −Xλ∗)−1(I −XY ∗)(I − λY ∗)−1∆λ
holds for all X and Y in [B(H)n]−1 .
Proof. Note that, due to Theorem 1.2 and Theorem 2.3, Ψ ◦Ψλ is a a free holomorphic automorphism of
[B(H)n]1 such that (Ψ ◦Ψλ)(0) = 0. Applying Theorem 1.5 to Ψ ◦Ψλ, we find a unitary operator U on
Cn such that Ψ ◦Ψλ = ΦU . Hence, and using the fact that Ψλ ◦Ψλ = id, we deduce that Ψ = ΦU ◦Ψλ.
Now, the identity above follows from part (ii) of Theorem 2.3. The proof is complete. 
As in the proof of Theorem 2.5, but using the fact that (Ψλ ◦ Ψ)(0) = 0, one can also obtain the
following result.
Remark 2.6. If Ψ ∈ Aut(B(H)n1 ) and λ := Ψ−1(0), then there is a unitary operator W on Cn such that
Ψ = Ψλ ◦ ΦW .
Now we can prove the following extension theorem for Aut(B(H)n1 ).
Proposition 2.7. Let 1 ≤ n < N . Then every Ψ ∈ Aut(B(H)n1 ) extends to Ψ ∈ Aut(B(H)N1 ).
Proof. Let λ = (λ1, . . . , λn) ∈ Bn and denote λ◦ := (λ, 0) ∈ BN . Define Ψ : [B(H)N ]1 → [B(H)N ]1 by
setting
Ψ(X1, . . . , Xn, Xn+1, . . . , XN) :=
Ψλ(X1, . . . , Xn),−∆λ(I − n∑
i=1
λ¯iXi
)−1
[Xn+1, . . . , Xn]

for (X1, . . . , Xn, Xn+1, . . . , XN ) ∈ [B(H)N ]1. Denote X˜ := (X,X ′) = (X1, . . . , Xn, Xn+1, . . . , XN) and
note that
Ψλ◦(X˜) = λ◦ −∆λ◦(I − X˜λ∗◦)−1X˜∆λ∗◦
= (λ, 0)−∆λ(I −Xλ∗)−1[X,X ′]
[
∆λ∗ 0
0 I
]
= (λ−∆λ(I −Xλ∗)−1X∆λ∗ ,−∆λ(I −Xλ∗)−1X ′)
= (Ψλ(X),−∆λ(I −Xλ∗)−1X ′)
= Ψ(X˜).
This proves that Ψ = Ψλ◦ ∈ Aut(B(H)N1 ) and it is an extension of Ψλ ∈ Aut(B(H)n1 ). Since any unitary
operator on Cn extends to a unitary operator on CN , one can use Theorem 2.5, to complete the proof. 
We need to recall (see [35]) a few facts concerning the automorphisms of the unit ball Bn. Let a ∈ Bn
and consider ϕa ∈ Aut(Bn), the automorphism of the unit ball, defined by
(2.8) ϕa(z) :=
a−Qaz − sa(I −Qa)z
1− 〈z, a〉 , z ∈ Bn,
where Q0 = 0, Qaz :=
〈z,a〉
〈a,a〉a if a 6= 0, and sa := (1 − 〈a, a〉)1/2. The general form of an automorphism
of Bn is ϕ = ω ◦ ϕa for a ∈ Bn and a unitary map ω on Cn.
If Ψ ∈ Aut(B(H)n1 ) we denote by Ψˆ := SOT- limr→1Ψ(rS1, . . . , rSn), the boundary function of Ψ with
respect to S1, . . . , Sn. Note that, due to Proposition 2.2, we have Ψˆ = Ψ(S1, . . . , Sn).
In what follows, we show that the automorphisms of the unit ball Bn coincide with the noncommutative
Poisson transforms of the free holomorphic automorphisms of [B(H)n]1 at the the elements of Bn, and
Aut(B(H)n1 ) ≃ Aut(Bn). More precisely, we can prove the following result.
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Theorem 2.8. The map Γ : Aut(B(H)n1 )→ Aut(Bn), defined by
[Γ(Ψ)](z) := (Pz ⊗ id)[Ψˆ], z ∈ Bn,
is a group isomorphism, where Ψˆ is the boundary function of Ψ with respect to S1, . . . , Sn, and Pz is the
noncommutative Poisson transform at z.
Proof. Let Ψ ∈ Aut(B(H)n1 ) and λ = Ψ−1(0) ∈ Bn. Then, due to Theorem 2.5, there exists a unitary
operator U ∈ B(Cn) such that Ψ = ΦU ◦Ψλ. According to Proposition 2.2, the boundary function
Ψˆλ = λ−∆λ
(
IF 2(Hn) −
n∑
i=1
λ¯iSi
)−1
[S1, . . . , Sn]∆λ∗
is in An⊗M1⊗n. On the other hand, it is clear that ̂ΦU ◦Ψλ = ΨˆλU . Note that if z = (z1, . . . , zn) ∈ Bn,
then the Poisson kernel Kz : C→ F 2(Hn) is an isometry and zi = K∗zSiKz for i = 1, . . . , n. Hence, using
the continuity of the noncommutative Poisson transform in the operator norm topology and relation
(2.8), we deduce that
[Γ(Ψ)](z) : = (Pz ⊗ id)[ ̂ΦU ◦Ψλ] = K∗z (ΨˆλU)(Kz ⊗ ICn)
=
λ−∆λ(IF 2(Hn) − n∑
i=1
λ¯izi
)−1
[z1, . . . , zn]∆λ∗
U
= ϕλ(z)U
for any z ∈ Bn, where ϕλ is defined by (2.8). Therefore, Γ(Ψ) ∈ Aut(Bn). Moreover, we have [Γ(Ψ)](z) =
Ψ(z), z ∈ Bn, which clearly implies that Γ is a homomorphism. Since the surjectivity of Γ was already
proved, we assume that Γ(Ψ) = id, where Ψ = ΦU ◦Ψλ. Using the calculations above, we have ϕλ(z)U = z
for any z ∈ Bn. Hence, we deduce that λ = 0 and U = −I, which implies Ψ = id. This completes the
proof. 
3. The noncommutative Poisson transform under the action of Aut(B(H)n1 )
In this section, we show that the noncommutative Poisson transform commutes with the action of
the automorphism group Aut(B(H)n1 ). This leads to a characterization of the unitarily implemented
automorphisms of the Cuntz-Toeplitz algebra C∗(S1, . . . , Sn) which leave invariant the noncommutative
disc algebra An, and provides new insight into Voiculescu’s group of automorphisms (see [37]) of the
Cuntz-Toeplitz algebra.
We also show that the unitarily implemented automorphisms of the noncommutative disc algebra
An and the noncommutative analytic Toeplitz algebra F∞n , respectively, are determined by the free
holomorphic automorphisms of [B(H)n]1, via the noncommutative Poisson transforms. We also provide
new proofs of some results obtained by Davidson and Pitts [9].
Theorem 3.1. Let T ∈ B(K)n and let Ψ ∈ Aut(B(H)n1 ). Then the noncommutative Poisson transform
has the following properties:
(i) If T is a row contraction, then
PΨ(T )[g] = PT [PΨˆ[g]] for any g ∈ C∗(S1, . . . , Sn),
where Ψˆ ∈ An ⊗M1×n is the boundary function of Ψ with respect to S1, . . . , Sn.
(ii) If T is a completely non-coisometric row contraction, then so is Ψ(T ) and
PΨ(T )[f ] = PT [PΨˆ[f ]] for any f ∈ F∞n .
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Proof. Let T := [T1, . . . , Tn] ∈ [B(K)n]−1 and Ψ = (Ψ1, . . . ,Ψn) ∈ Aut(B(H)n1 ). Due to Theorem 2.5
and Proposition 2.2, Ψ(T ) is in [B(K)n]−1 and the boundary function Ψˆ := SOT- limr→1Ψ(rS1, . . . , rSn)
is a row contraction with entries in the noncommutative disc algebra An. Denote A = (A1, . . . , An) :=
Ψ(T ) and let Ψˆ = (Ψˆ1, . . . , Ψˆn). Note that Aα = Ψα(T ) = PT [Ψˆα] for α ∈ F+n . We recall that the
noncommutative Poisson transform PT : C
∗(S1, . . . , Sn)→ B(K) is a unital completely contractive map
such that
PT [fg
∗] = (PT [f ])(PT [g])
∗, f, g ∈ An,
and PT |An is a unital homomorphism from An to B(K). Now, it is easy to see that
PT [PΨˆ[SαS
∗
β]] = PT [ΨˆαΨˆ
∗
β] = PT [Ψˆα]PT [Ψˆβ]
∗
= Ψα(T )Ψβ(T )
∗ = AαA
∗
β = PΨ(T )[SαS
∗
β]
for any α, β ∈ F+n . Since the polynomials in SαS∗β , α, β ∈ F+n are dense in C∗(S1, . . . , Sn) and the
noncommutative Poisson transform is continuous in the operator norm topology, we deduce that PΨˆ[g]
is in C∗(S1, . . . , Sn) for any g ∈ C∗(S1, . . . , Sn) and that (i) holds.
Now, we prove part (ii). First note that if T := (T1, . . . , Tn) ∈ [B(K)n]−1 and M ⊂ K is an invariant
subspace under T ∗1 , . . . , T
∗
n , then
Ψ(PMT1|M, . . . , PMTn|M) = PMΨ(T1, . . . , Tn)|M(n)
for any Ψ ∈ Aut(B(H)n1 ). This is due to the structure of free holomorphic automorphisms (see Theorem
2.5 and Proposition 2.2). Denote
NT :=
h ∈ K : ∑
|α|=k
‖T ∗αh‖2 = ‖h‖2, k = 1, 2, . . .
 .
According to [20], NT is an invariant subspace under T ∗1 , . . . , T ∗n , and T ′ := [PNT T1|NT , . . . , PNT T1|NT ]
is a co-isometry acting from N (n)T to NT .
Consider the case Ψ = Ψλ, λ ∈ Bn. Applying part (ii) of Theorem 2.3 when X = Y = T ′, we deduce
that Ψλ(T
′) = PNTΨλ(T )|N (n)
T
is a co-isometry, which shows that NT ⊆ NΨλ(T ). The same argument
applied to Ψλ(T ) yields NΨλ(T ) ⊆ NΨλ(Ψλ(T )). Since Ψλ(Ψλ(T )) = T , we have NΨλ(T ) ⊆ NT . Therefore,
NT = NΨλ(T ), which implies that T is a c.n.c. row contraction, i.e., NT = {0}, if and only if Ψλ(T ) is
c.n.c. The case Ψ = ΦU , where U is a unitary operator on C
n can be treated in a similar manner. Since,
due to Theorem 2.5, any free holomorphic automorphism of [B(H)n]1 is of the form Ψ = ΦU ◦ Ψλ, the
first part of (ii) follows.
Let f ∈ F∞n have the Fourier representation
∑
α∈F+n
aαSα and set
(3.1) fr(S1, . . . , Sn) :=
∞∑
k=0
∑
|α|=k
aαr
|α|Sα, r ∈ [0, 1),
where the convergence is in the operator norm topology. Since Ψ(T ) is c.n.c., we can use the F∞n -
functional calculus for row contractions to deduce that
PΨ(T )[f ] = SOT- lim
r→1
KA,r(IH ⊗ f)KA,r
= SOT- lim
r→1
∞∑
k=0
∑
|α|=k
aαr
|α|Aα,
where A = [A1, . . . , An] := Ψ(T ). On the other hand, since the boundary function Ψˆ = (Ψˆ1, . . . , Ψˆn) is a
pure row contraction, we have
PΨˆ[f ] = K
∗
Ψˆ
(I ⊗ f)KΨˆ
= SOT- lim
r→1
K∗
Ψˆ
(I ⊗ fr)KΨˆ
= SOT- lim
r→1
∞∑
k=0
∑
|α|=k
aαr
|α|Ψˆα.
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Now, since T is c.n.c., the Poisson transform PT : F
∞
n → B(H) is SOT-continuous on bounded sets,
and it coincides with the F∞n -functional calculus. Hence, using the calculations above and the fact that
PT [Ψˆα] = Aα for α ∈ F+n , we deduce that
PT [PΨˆ[f ]] = SOT- limr→1
PT
 ∞∑
k=0
∑
|α|=k
aαr
|α|Ψˆα

= SOT- lim
r→1
∞∑
k=0
∑
|α|=k
aαr
|α|Aα
= PΨ(T )[f ]
for any f ∈ F∞n . This completes the proof. 
A closer look at the proof of Theorem 3.1, reveals the following.
Remark 3.2. Part (i) of Theorem 3.1 remains valid if Ψ is replaced by any contractive free holomorphic
function Φ : [B(H)n]1 → [B(H)n]−1 with the boundary function Φˆ in An⊗M1×n. Part (ii) of Theorem 3.1
holds true if T ∈ [B(K)n]1 and Ψ is replaced by any free holomorphic function Φ : [B(H)n]1 → [B(H)n]1
with the boundary function Φˆ ∈ An ⊗M1×n a pure row contraction.
A remarcable consequence of Thorem 3.1 is the following.
Corollary 3.3. If Ψ,Φ ∈ Aut(B(H)n1 ), then
P
Ψ̂◦Φ
[g] = (PΦˆPΨˆ)[g]
for any g in the Cuntz-Toeplitz algebra C∗(S1, . . . , Sn), or g in the noncommutative analytic Toeplitz
algebra F∞n .
Proof. Note that Ψ̂ ◦ Φ = (Ψ ◦ Φ)(S1, . . . , Sn) = Ψ(Φˆ). Taking T = Φˆ in Theorem 3.1, the result
follows. 
In what follows we characterize the unitarily implemented automorphisms of the Cuntz-Toeplitz al-
gebra C∗(S1, . . . , Sn) which leave invariant the noncommutative disc algebra An. We mention that the
first part of the theorem is due to Voiculescu [37]. Our approach is quite different, using noncommutative
Poisson transforms.
Theorem 3.4. If Ψ ∈ Aut([B(H)n]1) and Ψˆ is its boundary function in An ⊗M1×n, then the noncom-
mutative Poisson transform PΨˆ is a unitarily implemented automorphism of the Cuntz-Toeplitz algebra
C∗(S1, . . . , Sn) which leaves invariant the noncommutative disc algebra An.
Conversely, if Φ ∈ Autu(C∗(S1, . . . , Sn)) and Φ(An) ⊂ An, then there is Ψ ∈ Aut([B(H)n]1 such that
Φ = PΨˆ. Moreover, in this case
Φ(g) = K∗
Ψˆ
(IDΨˆ ⊗ g)KΨˆ, g ∈ C∗(S1, . . . , Sn),
and the noncommutative Poisson kernel KΨˆ is a unitary operator.
Proof. Due to Proposition 2.2, Theorem 2.3, and Theorem 2.5, the boundary function Ψˆ = (Ψˆ1, . . . , Ψˆn) is
a pure inner multi-analytic operator with respect to S1, . . . , Sn, with the property that rank (I−ΨˆΨˆ∗) = 1.
Consequently, Ψˆ∗Ψˆ = I, and ∆Ψˆ = (I − ΨˆΨˆ∗)1/2 is a rank one orthogonal projection. Since Ψˆ is a pure
row contraction, the noncommutative Poisson transform PΨˆ : C
∗(S1, . . . , Sn)→ B(F 2(Hn)) is defined by
PΨˆ[g] := K
∗
Ψˆ
(IDΨˆ ⊗ g)KΨˆ,
where the Poisson kernel KΨˆ : F
2(Hn) → DΨˆ ⊗ F 2(Hn) is an isometry. On the other hand, since
Ψˆ∗Ψˆ = I, the characteristic function Θ˜Ψˆ = 0. According to (2.3), we have I − Θ˜ΨˆΘ˜∗Ψˆ = KΨˆK∗Ψˆ.
Consequently, KΨˆK
∗
Ψˆ
= I, which implies that KΨˆ is a unitary operator. Since PΨˆ(SαS
∗
β) = ΨˆαΨˆ
∗
β for
α, β ∈ F+n and Ψˆi ∈ An for i = 1, . . . , n, we deduce that the range of PΨˆ is in C∗(S1, . . . , Sn). Therefore
the noncommutative Poisson transform PΨˆ : C
∗(S1, . . . , Sn)→ C∗(S1, . . . , Sn) is a ∗-representation such
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that PΨˆ(An) ⊂ An. Due to Corollary 3.3, we have (PdΨ−1PΨˆ)(g) = g for any g ∈ C∗(S1, . . . , Sn). This
shows that PΨˆ is an automorphism of the Cuntz-Toeplitz algebra C
∗(S1, . . . , Sn). Since ∆Ψˆ is a rank one
orthogonal projection and we can identify the defect spaceDΨˆ with C. Moreover, under this identification,
PΨˆ is a unitarily implemented automorphism. Indeed, due to Theorem 2.5, Ψ = ΦU ◦Ψλ for some unitary
operator U ∈ B(Cn) and λ := (λ1, . . . , λ) ∈ Bn. When X = Y = [S1, . . . , Sn] in Theorem 2.3, we deduce
that
∆2
Ψˆλ
= ∆λ
(
I −
n∑
i=1
λ¯Si
)−1
PC
(
I −
n∑
i=1
λiS
∗
i
)−1
∆λ.
Therefore, there is a unitary operator Uλ : DΨˆλ → C defined by
Uλ∆Ψˆλf := (1− ‖λ‖22)1/2PC
(
I −
n∑
i=1
λiS
∗
i
)−1
f
= (1− ‖λ‖22)1/2f(λ)
for any f ∈ F 2(Hn). Since ∆Ψˆ = ∆Ψˆλ , our assertion follows.
Conversely, assume that Φ ∈ Autu(C∗(S1, . . . , Sn)) such that Φ(An) ⊂ An and let ϕi := Φ(Si) ∈ An
for i = 1, . . . , n. Consequently, there is a unitary operator U ∈ B(F 2(Hn)) such that Φ(Y ) = U∗Y U for
any Y ∈ C∗(S1, . . . , Sn). Since ϕi = U∗SiU , i = 1, . . . , n, it is easy to see that ϕ1, . . . , ϕn are isometries
with orthogonal ranges and
I −
n∑
i=1
ϕiϕ
∗
i = U
∗
(
I −
n∑
i=1
SiS
∗
i
)
U = U∗PCU
is a rank one projection. Since ϕi ∈ An it is clear that the subspace M := ⊕ni=1ϕi(F 2(Hn)) ⊂ F 2(Hn)
is invariant under each right creation operator R1, . . . , Rn, and has codimension one. According to [1],
M⊥ = Czλ for a unique λ ∈ Bn, where
zλ :=
∑
α∈F+n
λαeα.
Note that ‖zλ‖ = 1√
1−‖λ‖22
and denote uλ :=
zλ
‖zλ‖
. Since λ = (λ1, . . . , λn) ∈ Bn is a pure row contraction,
the noncommutative Poisson kernel Kλ : C→ F 2(Hn) satisfies the equation
Kλ(1) =
∑
α∈F+n
(1− ‖λ‖22)1/2λ¯α ⊗ eα = uλ.
Consequently KλK
∗
λ is the projection of F
2(Hn) onto Cuλ. On the other hand, due to relation (2.3), we
have I − Θ˜λΘ˜∗λ = KλK∗λ. Consequently M = Θ˜λ
(
F 2(Hn)
(n)
)
. Using the uniqueness, up to a unitary
equivalence, in the Beurling type theorem characterizing the invariant subspaces of the right creation
operators (see [21]), we find a unitary operator U ∈ B(Cn) such that ϕ := [ϕ1, . . . , ϕn] = Θ˜λU . Setting
Ψ := ΦU ◦ Θλ, we have Ψ ∈ Aut(B(H)n1 ) and Ψˆ = ϕ. Using the first part of the proof, we deduce that
PΨˆ is a unitarily implemented automorphism of C
∗(S1, . . . , Sn) with PΨˆ(An) ⊂ An. Moreover, since
PΨˆ(Si) = ϕi = Φ(Si) for any i = 1, . . . , n, and C
∗(S1, . . . , Sn) is generated by the left creation operators,
the continuity of PΨˆ and Φ in the operator norm topology implies PΨˆ = Φ. This completes the proof. 
We recall (see [1]) that S∗i zλ = λizλ for i = 1, . . . , n. In this case, we have λi = K
∗
λSiKλ, i = 1, . . . , n,
and the one dimensional co-invariant subspacesM⊂ F 2(Hn) under S1, . . . , Sn are of the formM = Cuλ,
λ ∈ Bn. This shows that the unit ball Bn coincides with the compressions (PMS1|M, . . . , PMSn|M) of
the left creation operators to the one dimensional co-invariant subspaces under S1, . . . , Sn. This gives
another indication why there is such a close connection between the the noncommutative ball [B(H)n]1
(resp. free holomorphic functions) and the unit ball Bn (resp. analytic functions).
In what follows we show that the unitarily implemented automorphisms of the noncommutative disc
algebra An and the noncommutative analytic Toeplitz algebra F∞n , respectively, are determined by the
free holomorphic automorphisms of [B(H)n]1, via the noncommutative Poisson transforms.
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We mention that Davidson and Pitts showed in [9] that the subgroup Autu(F
∞
n ) of unitarily imple-
mented automorphisms of F∞n is isomorphic with Aut(Bn). In what follows (see the next theorem and
its corollaries) we obtain a new proof of their result, using noncommutative Poisson transforms, which
extends to the noncommutative disc algebra An.
Theorem 3.5. If Ψ ∈ Aut(B(H)n1 ) and Ψˆ is its boundary function, then the noncommutative Poisson
transform PΨˆ|An is a unitarily implemented automorphism of the noncommutative disc algebra An.
Conversely, if Φ ∈ Autu(An), then there is Ψ ∈ Aut([B(H)n]1 such that Φ = PΨˆ|An . Moreover, in
this case
Φ(f) = K∗
Ψˆ
(IDΨˆ ⊗ f)KΨˆ, f ∈ An,
and the noncommutative Poisson kernel KΨˆ is a unitary operator.
Proof. Assume that Ψ ∈ Aut(B(H)n1 ). According to Theorem 3.4, the noncommutative Poisson transform
PΨˆ is a unitarily implemented automorphism of the Cuntz-Toeplitz algebra C
∗(S1, . . . , Sn) such that
PΨˆ(An) ⊂ An. Due to Corollary 3.3, we have (P dΨ−1PΨˆ)(f) = f for any f ∈ An. Hence, we deduce that
PΨˆ|An is a unitarily implemented automorphism of the noncommutative disc algebra An.
Conversely, let Φ ∈ Autu(An). As in the proof of Theorem 3.4, we find Ψ ∈ Aut(B(H)n1 ) such that
Φ = PΨˆ|An . This completes the proof. 
Corollary 3.6. If Ψ ∈ Aut(B(H)n1 ) and Ψˆ is its boundary function, then the noncommutative Poisson
transform PΨˆ is a unitarily implemented automorphism of F
∞
n .
Conversely, if Φ ∈ Autu(F∞n ), then there is Ψ ∈ Aut([B(H)n]1 such that Φ = PΨˆ. Moreover, in this
case
Φ(f) = K∗
Ψˆ
(IDΨˆ ⊗ f)KΨˆ, f ∈ F∞n ,
and the noncommutative Poisson kernel KΨˆ is a unitary operator.
Proof. If Ψ ∈ Aut(B(H)n1 ), the Ψˆ ∈ An ⊗M1×n. Since Ψˆ is a pure row contraction, it makes sense to
consider the noncommutative Poisson transform PΨˆ : F
∞
n → B(F 2(Hn)) defined by
PΨˆ[f ] := K
∗
Ψˆ
(IDΨˆ ⊗ f)KΨˆ, f ∈ F∞n .
We saw in the proof of Theorem 3.4 that KΨˆ is a unitary operator. We recall that if f ∈ F∞n , then
fr ∈ An, ‖fr‖ ≤ ‖f‖, and SOT- limr→1 fr = f . Since PΨˆ(Sα) = Ψˆα ∈ An, α ∈ F+n , and F∞n is the WOT-
closed non-selfadjoint algebra generated by S1, . . . , Sn and the identity, we deduce that PΨˆ(F
∞
n ) ⊂ F∞n .
On the other hand, due to Corollary 3.3, we have (PdΨ−1PΨˆ)(f) = f for any g ∈ F∞n . This shows that
PΨˆ(F
∞
n ) = F
∞
n and therefore PΨˆ is a unitarily implemented automorphism of F
∞
n .
Conversely, let Φ ∈ Autu(F∞n ). As in the proof of Theorem 3.4, we find Ψ ∈ Aut(B(H)n1 ) such that
Φ|An = PΨˆ|An . Since An is w∗-dense in F∞n and both Ψ and PΨˆ are unitarily implemented (therefore
w∗-continuous), we deduce that Φ = PΨˆ. This completes the proof. 
Corollary 3.7. Aut(B(H)n1 ) ≃ Autu(An) ≃ Autu(F∞n ).
Proof. Let Γ : Aut(B(H)n1 )→ Autu(An) be defined by
Γ(Ψ) := PdΨ−1 |An , Ψ ∈ Aut(B(H)n1 ).
Due to Theorem 3.5, the map Γ is well-defined and surjective. On the other hand, if we assume that
Γ(Ψ) = id, then PdΨ−1(Si) = Si for i = 1, . . . , n and therefore Ψ̂
−1 = [S1, . . . , Sn]. Consequently,
Ψ−1(X) = X for any X ∈ [B(H)n]1, which proves that Γ is one-to-one. Using Corollary 3.3, one can
deduce that Γ is a group homomorphism and Aut(B(H)n1 ) ≃ Autu(An). In a similar manner, using
Corollary 3.6 and Corollary 3.3, one can show that Aut(B(H)n1 ) ≃ Autu(F∞n ). This completes the
proof. 
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We say that a free holomorphic function F on [B(H)n]1 is bounded if
‖F‖∞ := sup ‖F (X1, . . . , Xn)‖ <∞,
where the supremum is taken over all n-tuples of operators [X1, . . . , Xn] ∈ [B(H)n]1. Let H∞(B(H)n1 )
be the set of all bounded free holomorphic functions and denote by A(B(H)n1 ) the set of all elements F
in Hol(B(H)n1 ) such that the mapping
[B(H)n]1 ∋ (X1, . . . , Xn) 7→ F (X1, . . . , Xn) ∈ B(H)
has a continuous extension to the closed unit ball [B(H)n]−1 . We showed in [27] that H∞(B(H)n1 )
and A(B(H)n1 ) are Banach algebras under pointwise multiplication and the norm ‖ · ‖∞, which can be
identified with the noncommutative analytic Toeplitz algebra F∞n and the noncommutative disc algebra
An, respectively.
Lemma 3.8. Let f : [B(H)n]1 → B(H) and g : [B(H)n]1 → [B(H)n]1 be free holomorphic functions.
Then the following properties hold.
(i) If f and g have continuous extension to the closed ball [B(H)n]1 , then f ◦ g ∈ A(B(H)n1 ).
(ii) If f ∈ H∞(B(H)n1 ), then f ◦ g ∈ H∞(B(H)n1 ) and ‖f ◦ g‖∞ ≤ ‖f‖∞.
(iii) If f ∈ H∞(B(H)n1 ) and gˆ is a pure row contraction with entries in An, then
(f ◦ g)(X) = PX
[
Pgˆ
[
fˆ
]]
for any X ∈ [B(H)n]1, where fˆ and gˆ are the corresponding boundary functions.
Proof. Due to Theorem 1.2, f ◦ g is a free holomorphic function on [B(H)n]1. Part (i) is obvious. To
prove (ii), assume that f ∈ H∞(B(H)n1 ). In this case, we have
‖f ◦ g‖∞ = sup
X∈[B(H)n]1
‖f(g(X))‖ ≤ sup
Y ∈[B(H)n]1
‖f(Y )‖ = ‖f‖∞,
which shows that f◦g ∈ H∞(B(H)n1 ). Now, assume that f ∈ H∞(B(H)n1 ) and g ∈ A(B(H)n1 ). Due to the
fact that range g ⊆ [B(H)n]1, we have ‖g(rS1, . . . , rSn)‖ < 1 (see Lemma 1.1). Since f ◦g ∈ H∞(B(H)n1 ),
its boundary function f̂ ◦ g exists and
(3.2) f̂ ◦ g = SOT- lim
r→1
f(g(rS1, . . . , rSn)).
Using the noncommutative Poisson transform and Remark 3.2, we deduce that
(3.3) f(g(rS1, . . . , rSn)) = Pg(rS1,...,rSn)[fˆ ] = P[rS1,...,rSn]
[
Pgˆ[fˆ ]
]
.
We recall that if g ∈ F∞n , then g = SOT- limr→1 gr where gr = P[rS1,...,rSn][g]. Applying this result
to Pgˆ[fˆ ], which is in F
∞
n , and using relations (3.2) and (3.3), we deduce that f̂ ◦ g = Pgˆ[fˆ ]. Since
(f ◦ g)(X) = PX [f̂ ◦ g], X ∈ [B(H)n]1, we complete the proof.

Corollary 3.9. Let f ∈ Hol(B(H)n1 ) and Ψ ∈ Aut(B(H)n1 ). Then
(i) f ◦Ψ ∈ A(B(H)n1 ) for f ∈ A(B(H)n1 );
(ii) f ◦Ψ ∈ H∞(B(H)n1 ) for f ∈ H∞(B(H)n1 );
(iii) ‖f ◦Ψ‖∞ = ‖f‖∞ for f ∈ H∞(B(H)n1 );
(iv) if f ∈ H∞(B(H)n1 ), then (f ◦ Ψ)(X) = PX
[
PΨˆ
[
fˆ
]]
for any X ∈ [B(H)n]1, where Ψˆ and fˆ are
the corresponding boundary functions.
Proof. Apply Lemma 3.8 in the particular case when g = Ψ ∈ Aut(B(H)n1 ). Due to part (ii) of the same
lemma, we get ‖f ◦ Ψ‖∞ ≤ ‖f‖∞. Applying the same inequality to f ◦ Ψ and the automorphism Ψ−1,
we obtain ‖f‖∞ ≤ ‖f ◦Ψ‖∞. Therefore, ‖f ◦Ψ‖∞ = ‖f‖∞, which completes the proof. 
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We remark that one can obtain versions of Lemma 3.8 and Corollary 3.9 when f has operator-valued
coefficients, i.e., f : [B(H)n]1 → B(H)⊗¯B(E ,G). The proof is basically the same.
We proved in [27] that there is a completely isometric isomorphism
A(B(H)n1 ) ∋ f 7→ fˆ := lim
r→1
f(rS1, . . . , rSn) ∈ An,
where the limit is in the operator norm topology, whose inverse is the noncommutative Poisson transform
P , i.e., f(X) = PX [fˆ ], X ∈ [B(H)n]1. If Φ : A(B(H)n1 ) → A(B(H)n1 ) is a homomorphism, it induces a
unique homomorphism Φˆ : An → An such that the diagram
An Φˆ−−−−→ AnyP yP
A(B(H)n1 ) Φ−−−−→ A(B(H)n1 )
is commutative, i.e., ΦP = P Φˆ. The homomorphism Φ and Φˆ uniquely determine each other by the
formulas:
(Φf)(X) = PX [Φˆ(fˆ)], f ∈ A(B(H)n1 ), X ∈ [B(H)n]1, and
Φˆ(fˆ) = Φ̂(f), fˆ ∈ An.
Similar results hold for the Hardy algebra H∞(B(H)n1 ) and the noncommutative analytic algebra F∞n ,
when fˆ := SOT- limr→1 f(rS1, . . . , rSn) for f ∈ H∞(B(H)n1 ).
Using a gliding bump argument as in [9] (see Lemma 4.2), one can show that any automorphism Φˆ of
the noncommutative disc algebra An is continuous. We sketch the proof for completeness.
Indeed, suppose that Φˆ is not continuous. Let M := max{‖ψ1‖, ‖ψ2‖, 1}, where ψj := Φˆ−1(Sj) ∈ An,
j = 1, 2. Then one can find a sequence {fk} of elements in An such that ‖fk‖ ≤ 1(2M)k and ‖Φˆ(fk)‖ ≥ k
for any k ∈ N. Since f :=∑∞k=1 ψk1ψ2fk is convergent in the operator norm, it is an element in An. For
each m ∈ N, we have Φˆ(f) =∑mk=1 Sk1S2Φˆ(fk) + Sm+11 Φˆ(gm) for some gm ∈ An. Using the fact that S1,
S2 are isometries with orthogonal ranges, we have
‖Φˆ(f)‖ ≥ ‖S∗2S∗1mΦˆ(f)‖ = ‖Φˆ(fm)‖ ≥ m for any m ∈ N,
which is a contradiction. Therefore Φˆ is continuous.
We recall that Davidson and Pitts [9] proved that the group of completely isometric automorphisms
of F∞n can be identified with Aut(Bn). It is easy to see that their result extends to A(B(H)n1 ). In
what follows, we obtain a new proof of their result and new characterizations of the completely isometric
automorphisms of the noncommutative disc algebra A(B(H)n1 ).
Theorem 3.10. Let Φ : A(B(H)n1 )→ A(B(H)n1 ) be an automorphism of A(B(H)n1 ). Then the following
statements are equivalent:
(i) Φ is a completely isometric automorphism of A(B(H)n1 );
(ii) there is a Ψ ∈ Aut(B(H)n1 ) such that
Φ(f) = f ◦Ψ, f ∈ A(B(H)n1 );
(ii) [Φˆ(S1), . . . , Φˆ(Sn)] and [Φˆ
−1(S1), . . . , Φˆ
−1(Sn)] are row contractions.
Proof. First, we prove that (i)↔ (ii). Assume that (i) holds. Let ψˆi := Φˆ(Si) ∈ An ⊂ F∞n , i = 1, . . . , n,
and note that ψˆ := [ψˆ1, . . . , ψˆn] is a a row isometry. The subspaces ψˆ1(F
2(Hn)) and ⊕nj=2ψˆj(F 2(Hn))
are invariant under the right creation operators R1, . . . , Rn. If we suppose that
(3.4)
n∑
j=1
ψˆjψˆ
∗
j = I,
then ψˆ1(F
2(Hn)) is a reducing subspace for R1, . . . , Rn. Since R1, . . . , Rn have no nontrivial reducing
subspaces, we deduce that (3.4) doesn’t hold if n ≥ 2. If n = 1, then ψ1 is a unitary operator and,
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consequently, a constant which is a contradiction with Φˆ(I) = I and the fact that Φˆ is one-to-one.
Therefore, since
∑n
j=1 ψˆjψˆ
∗
j 6= I, we deduce that 1 /∈ ⊕nj=1ψj(F 2(Hn)), which implies
m∑
j=1
|ψˆj(0)|2 =
〈 m∑
j=1
ψˆjψˆ
∗
j
 1, 1〉 < 1.
Setting λ := (ψˆ1(0), . . . , ψˆn(0)) ∈ Bn, one can prove that ψˆ := [ψˆ1, . . . , ψˆn] is a pure row contraction.
The proof is similar to the proof of the fact that Θ˜λ is pure in Theorem 2.2.
Now, let Ψ := (ψ1, . . . , ψn) be the unique contractive free holomorphic function on [B(H)n]1 having
the boundary function ψˆ. Due to Theorem 2.2 and Theorem 2.3, we deduce that the map Γ := Ψλ ◦Ψ :
[B(H)n]1 → [B(H)n]−1 is a free holomorphic function with Γ(0) = 0, where Ψλ ∈ Aut(B(H)n1 ). Applying
the noncommutative Schwartz type lemma from [27] (see Section 5 for a stronger version), we deduce
that ‖Γ(X)‖ ≤ ‖X‖ for any X ∈ [B(H)n]1. Now, by Theorem 2.3, we obtain
‖Ψ(X)‖ = ‖Ψλ(Γ(X))‖ ≤ ‖Γ(X)‖ ≤ ‖X‖
for X ∈ [B(H)n]1. Hence, Ψ : [B(H)n]1 → [B(K)n]1 is a free holomorphic function.
Similarly, setting ϕˆi := Φˆ
−1(Si), i = 1, . . . , n, and letting ϕ = (ϕ1, . . . , ϕn) be the free holomorphic
function on [B(H)n]1 with boundary function (ϕˆ1, . . . , ϕˆn), one can prove that ϕ : [B(H)n]1 → [B(H)n]1
is a free holomorphic function.
Since ϕˆi ∈ An, let pk(S1, . . . , Sn) be a sequence of polynomials in S1, . . . , Sn such that
ϕˆi = lim
k→∞
pk(S1, . . . , Sn)
in the operator norm topology. Due to the continuity in norm of Φ and the Poisson transform P[ψˆ1,...,ψˆn],
we have
Si = Φˆ(ϕˆi)
= lim
k→∞
pk(Φˆ(S1), . . . , Φˆ(Sn))
= lim
k→∞
P[ψˆ1,...,ψˆn][pk(S1, . . . , Sn)]
= P[ψˆ1,...,ψˆn][ϕˆi]
for any i = 1, . . . , n. On the other hand, since Ψˆ = [ψˆ1, . . . , ψˆn] is a pure row contraction, we can use
Remark 3.2 to deduce that
(ϕi ◦Ψ)(X) = PX
[
Pψˆ [ϕˆi]
]
= PX [Si] = Xi, i = 1, . . . , n,
for any X = [X1, . . . , Xn] ∈ [B(H)n]1. Consequently, ϕ ◦ Ψ = id. Similar arguments imply Ψ ◦ ϕ = id.
Therefore, Ψ ∈ Aut(B(H)n1 ).
If p(X) =
∑
|α|≤k aαXα, then p ◦ ψ =
∑
|α|≤k aαψα = Φ(p). Due to Corollary 3.9, the map f 7→ f ◦Ψ
is continuous on H∞(B(H)n1 ). Since the noncommutative polynomials are dense in H∞(B(H)n1 ) and Φ
is also continuous, we deduce that Φ(f) = f ◦ Ψ for any f ∈ H∞(B(H)n1 ). This completes the proof of
the implication (i) =⇒ (ii).
Now, assume that Ψ ∈ Aut(B(H)n1 ) and Φ(f) = f ◦ Ψ, f ∈ A(B(H)n1 ). Note that Proposition 2.2
and Theorem 2.5 imply that the boundary function Ψˆ := (ψˆ1, . . . , ψˆn) is a row isometry with ψˆi ∈ An.
Using Corollary 3.9, we have (f ◦ Ψ)(X) = PX
[
PΨˆ[fˆ ]
]
for X ∈ [B(H)n]1. Since the noncommutative
Poisson transform PΨˆ is continuous in norm, Ψˆ, fˆ ∈ An, and the polynomials in S1, . . . , Sn are norm
dense in An, we deduce that PΨˆ[fˆ ] is in An. Consequently, Φ(f) is a well-defined homomorphism. As in
the proof of Lemma 3.8, one can show that Φ is completely isometric. A similar result can be obtained
for the map Λ(f) := f ◦Ψ−1, f ∈ A(B(H)n1 ). Since Φ ◦Λ = Λ ◦Φ = id, we deduce that Φ is a completely
isometric automorphism of A(B(H)n1 ). Therefore (i)↔ (ii).
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Since the implication (i) =⇒ (iii) is obvious, it remains to prove that (iii) =⇒ (i). Assume that
[Φˆ(S1), . . . , Φˆ(Sn)] is a row contraction. Due to the noncommutative von Neumann inequality [22], we
have
‖[Φˆ(pij(S1, . . . , Sn))]k×k‖ = ‖[pij(Φˆ(S1), . . . , Φˆ(Sn)]k×k‖ ≤ ‖[pij(S1, . . . , Sn)]k×k‖
for any operator matrix [pij(S1, . . . , Sn)]k×k ∈ An⊗Mk×k. Since Φˆ is continuous on An (see the remarks
preceding Theorem 3.10), which is the norm closed algebra generated by S1, . . . , Sn and the identity, we de-
duce that Φˆ : An → An is a completely contractive homomorphism. Similarly, if [Φˆ−1(S1), . . . , Φˆ−1(Sn)]
is a row contraction , we can prove that Φˆ−1 is completely contractive. Therefore, Φˆ is a complete
isometry and (i) holds. The proof is complete. 
Using the ideas from the proof of Theorem 3.10, we can prove the following result.
Theorem 3.11. Let Φ : H∞(B(H)n1 ) → H∞(B(H)n1 ) be a WOT-continuous homeomorphism of the
noncommutative Hardy algebra H∞(B(H)n1 ). Then the following statements are equivalent:
(i) Φ is a completely isometric automorphism of H∞(B(H)n1 );
(ii) there is a Ψ ∈ Aut(B(H)n1 ) such that
Φ(f) = f ◦Ψ, f ∈ H∞(B(H)n1 );
(iii) [Φˆ(S1), . . . , Φˆ(Sn)] and [Φˆ
−1(S1), . . . , Φˆ
−1(Sn)] are row contractions.
Proof. The proof follows the lines of the proof of Theorem 3.10. We only mention the differences. The
proof of the implication (i) =⇒ (ii) is the same but uses, in addition, the fact that F∞n is the WOT
closed algebra generated by S1, . . . , Sn and the identity, and that the noncommutative Poisson transform
P[ψˆ1,...,ψˆn] coincide with the F
∞
n -functional calculus for pure row contractions and, therefore, is WOT
continuous. For the proof of the implication (ii) =⇒ (i), note, in addition, that PΨˆ[fˆ ] is in F∞n for any
fˆ ∈ F∞n , and and the Poisson transform PΨˆ is WOT-continuous. Since the implication (i) =⇒ (iii) is
obvious, it remains to prove that (iii) =⇒ (i). Assume that [Φˆ(S1), . . . , Φˆ(Sn)] is a row contraction.
Note that the map
χ(f) :=
〈
Φˆ(f)1, 1
〉
, f ∈ F∞n ,
is a nonzero WOT-continuous multiplicative functional. According to [9], there exists λ ∈ Bn such that
χ(f) = 〈fuλ, uλ〉 = Pλ[f ], f ∈ F∞n . Therefore, setting ψˆi := Φˆ(Si) ∈ F∞n , i = 1, . . . , n, we have
(ψˆ1(0), . . . , ψˆn(0)) = (λ1, . . . , λn) ∈ Bn.
As in the proof of the implication (i) =⇒ (ii) of Theorem 3.10, one can prove that Ψˆ := [ψˆ1, . . . , ψˆn] is
a pure row contraction. Now, using the fact that the noncommutative Poisson transform at a pure row
contraction is WOT-continuous, we can show, as in the proof of Theorem 3.10, that Φˆ : F∞n → F∞n is a
completely contractive homomorphism. Similarly, one can prove that Φˆ−1 : F∞n → F∞n is a completely
contractive homomorphism, which shows that Φˆ is a completely isometric automorphism of F∞n . This
completes the proof. 
We mention that Theorem 3.10 and Theorem 3.11 imply, in the particular case when n = 1, the
classical results [12] concerning the conformal automorphisms of the disc algebra and Hardy algebra H∞,
respectively.
We also remark that Davidson and Pitts proved in [9] that any automorphism of F∞n is WOT contin-
uous. Due to their result, we can remove the WOT continuity from Theorem 3.11. Moreover, according
to [9], any contractive automorphism of F∞n is completely isometric. If we combine this with Theorem
3.11, we can also deduce the following result.
Corollary 3.12. If Φˆ ∈ Aut(F∞n ) such that [Φˆ(S1), . . . , Φˆ(Sn)] is a row contraction then Φˆ is a contrac-
tive automorphism of F∞n . Moreover,
Aut(B(H)n1 ) ≃ Autc(H∞(B(H)n1 )).
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4. Model theory for row contractions and the automorphism group Aut(B(H)n1 )
This section deals with the dilation and model theory of row contractions under the action of the free
holomorphic automorphisms of [B(H)n]−1 . We show that if T ∈ [B(K)n]−1 and Ψ ∈ Aut(B(H)n1 ), then
the characteristic function of ΘΨ(T ) coincides with ΘT ◦ Ψ−1. This enables us to obtain some results
concerning the behavior of the curvature and the Euler characteristic of a row contraction under the
automorphism group Aut(B(H)n1 ).
If λ = (λ1, . . . , λn) ∈ Bn and X = Y = T := [T1, . . . , Tn] ∈ [B(K)n]−1 in Theorem 2.3, we deduce the
identities
IK −Ψλ(T )Ψλ(T )∗ = ∆λ(I − Tλ∗)−1∆2T (I − λT ∗)−1∆λ, and
IK(n) −Ψλ(T )∗Ψλ(T ) = ∆λ∗(I − T ∗λ)−1∆2T∗(I − λ∗T )−1∆λ∗ ,
(4.1)
where Ψλ is the involutive automorphism of the noncommutative ball [B(H)n]1, defined by
(4.2) Ψλ(X) := −Θλ(X) = λ−∆λ(I −Xλ∗)−1X∆λ∗ , X ∈ [B(H)n]1.
Consider the operators Ω : DΨλ(T ) → DT and Ω∗ : DΨλ(T )∗ → DT∗ given by
Ω∆Ψλ(T )h = ∆T (I − λT ∗)−1∆λh, h ∈ K, and
Ω∗∆Ψλ(T )∗y = ∆T∗(I − λ∗T )−1∆λ∗y, y ∈ K(n),
(4.3)
respectively. Due to the identities above, Ω and Ω∗ are unitary maps. We remark that, in particular, if
T ∈ [B(K)n]1, then Ψλ(T ) ∈ [B(K)n]1 and, consequently, ∆Ψλ(T ) and ∆Ψλ(T )∗ are invertible operators,
which implies DΨλ(T ) = K and DΨλ(T )∗ = K(n). In this case Ω : K → K and Ω∗ : K(n) → K(n).
Let U = [uij ]n×n be a unitary operator in C
n and consider the free holomorphic automorphism ΦU of
the noncommutative ball [B(H)n]1, defined by
ΦU (X) = XU :=
[
n∑
i=1
ai1Xi, · · · ,
n∑
i=1
ainXi
]
, X := [X1, . . . , Xn] ∈ [B(H)n]1,
We also use the notation ΦU (X) = XU, where U := [uijIH]n×n. It is easy to see that if T ∈ [B(K)n]−1 ,
then
∆ΦU (T ) = ∆T ; DΦU (T ) = DT , and
∆ΦU (T )∗ = U
∗∆T∗U; DΦU (T )∗ = U∗DT∗ ,
(4.4)
where U is seen as the operator [uijIK]n×n.
Let Ψ := ΦU ◦Ψλ be an free holomorphic automorphism and let T ∈ [B(K)n]1. Since
(4.5) ∆Ψ(T ) = ∆Ψλ(T ) and ∆Ψ(T )∗ = U
∗∆Ψλ(T )∗U,
one can easily see that the operators Ω : DΨ(T ) → DT and Ω∗U : DΨ(T )∗ → DT∗ are unitary operators
identifying the corresponding defect spaces.
According to the considerations above, the following lemma is a simple consequence of Theorem 2.3
and Theorem 2.5.
Lemma 4.1. Let X := [X1, . . . , Xn] ∈ [B(K)n]−1 and let Ψ ∈ Aut(B(H)n1 ). Then
(i) ‖∑ni=1XiX∗i ‖ ≤ 1 if and only if ‖Ψ(X)‖ ≤ 1;
(ii) ‖∑ni=1XiX∗i ‖ < 1 if and only if ‖Ψ(X)‖ < 1;
(iii) X is an isometry if and only if Ψ(X) is an isometry;
(iv) X is a coisometry if and only if Ψ(X) is a coisometry.
Now we can prove some results concerning the minimal isometric dilation of a row contraction and the
Wold decomposition of a row isometry ([20]) under the action of Aut(B(H)n1 ).
Proposition 4.2. Let X := [X1, . . . , Xn] ∈ [B(K)n]−1 and let Ψ ∈ Aut(B(H)n1 ). Then
(i) V := [V1, . . . , Vn], Vi ∈ B(G), is the minimal isometric dilation of X := [X1, . . . , Xn] on a Hilbert
space G ⊃ K, if and only if Ψ(V ) is the minimal isometric dilation of Ψ(X);
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(ii) If V := [V1, . . . , Vn] is a row isometry and (S⊗ IM)⊕W is the noncommutative Wold decompo-
sition of V , where S := [S1, . . . , Sn] is n-tuple of left creation operators and W := [W1, . . . ,Wn]
is the corresponding Cuntz isometry, i.e., W1W
∗
1 + · · ·+WnW ∗n = I, then (Ψ(S)⊗ IM)⊕Φ(W )
is the noncommutative Wold decomposition of the row isometry Φ(V ).
Proof. Due to Theorem 2.5, it is enough to consider the cases when Ψ = Ψλ and Ψ = ΦU , respectively.
First, assume that Ψ = Ψλ for some λ ∈ Bn. Let V := [V1, . . . , Vn], Vi ∈ B(G), be the minimal
isometric dilation of X := [X1, . . . , Xn], on a Hilbert space G ⊃ K, i.e., V ∗i |K = X∗i for any i = 1, . . . , n,
and G = ∨α∈F+n VαK. Due to Proposition 2.2, Ψλ(X) is in the norm closed non-selfadjoint algebra
generated by X1, . . . , Xn and the identity. A similar result holds for Ψλ(V ). Consequently, we deduce
that Ψλ(V )
∗|K = Ψλ(X)∗. Moreover, setting [W1, . . . ,Wn] := Ψλ(V ), we deduce that
∨
α∈F+n
WαK ⊆∨
α∈F+n
VαK. Since Ψλ(W ) = V , we also deduce that
∨
α∈F+n
VαK ⊆
∨
α∈F+n
WαK, which proves that
Ψλ(V ) is the minimal isometric dilation of Ψλ(X). The converse can be proved id a similar manner and
using the fact that Ψλ(Ψλ(X)) = X .
To prove (ii), note first that, due to Proposition 2.2, Ψλ(S) is a pure row isometry which is unitarily
equivalent to S := [S1, . . . , Sn]. On the other hand, due to Lemma 4.1, W := [W1, . . . ,Wn] is a Cuntz
isometry if and only if Ψλ(W ) has the same property. Since the Wold decomposition of a row isometry
is unique up to a unitary equivalence (see [20]) and
Ψλ((S ⊗ IM)⊕W ) = (Ψλ(S)⊗ IM)⊕Ψλ(W ),
the result follows. The case when Ψ = ΦU follows in a similar manner. The proof is complete. 
Corollary 4.3. Let X := [X1, . . . , Xn] ∈ [B(K)n]−1 and let Ψ ∈ Aut(B(H)n1 ). Then
(i) X is pure if and only if Ψ(X) is pure;
(ii) if V := [V1, . . . , Vn] is a pure row isometry, then V is unitary equivalent to Ψ(V );
(iii) X is c.n.c. if and only if Ψ(X) is c.n.c.
Proof. The case when Ψ = ΦU for some unitary operator on C
n is straightforward. Assume that Ψ = Ψλ,
where λ ∈ Bn. Since Ψλ(Ψλ(X)) = X , it is enough to prove the direct implication. We recall (see [20]
that a row contraction X is pure if and only if its minimal isometric dilation V := [V1, . . . , Vn] is a
pure row isometry. Consequently [V1, . . . , Vn] is unitarily equivalent to [S1 ⊗ IM, . . . , Sn ⊗M] for some
Hilbert space M. Applying Proposition 4.1, we deduce that Ψλ(V ) = Ψλ(S) ⊗ IM is the minimal
isometric dilation of Ψλ(X). Since Ψλ(S) is a pure row isometry, we conclude that Ψλ(X) is a pure row
contraction.
We proved in Proposition 4.1 that Ψλ(S) is a pure row isometry which is unitarily equivalent to
S := [S1, . . . , Sn]. Due to the Wold decomposition for row isometries, V is unitarily equivalent to S⊗ IM
for some Hilbert space M. Hence, we deduce hat Ψλ(V ) is unitarily equivalent to V . Part (iii) was
considered in Theorem 3.1. This completes the proof. 
We recall (see Section 2) that the characteristic function of a row contraction T := [T1, . . . , Tn], Ti ∈
B(K), generates a bounded free holomorphic function ΘT with operator-valued coefficients in B(DT∗ ,DT )
which satisfies the equation
ΘT (X) = PX [ΘˆT ] = T˜ −∆T˜ (I − XˆT˜ ∗)−1Xˆ∆T˜∗
for any X := [X1, . . . , Xn] ∈ [B(H)n]1, where we use the notations Xˆ := [X1 ⊗ IK, . . . , Xn ⊗ IK],
T˜ := [IH ⊗ T1, . . . , IH ⊗ Tn], and ΘˆT := SOT- limr→1ΘT (rS1, . . . , rSn). We should add that
PX : F
∞
n ⊗¯B(DT ,DT∗)→ B(H)⊗¯B(DT ,DT∗)
is the noncommutative Poisson transform with operator-valued coefficients defined by
PX [G] := (K
∗
X ⊗ IDT∗ ) (IDX ⊗G) (KX ⊗ IDT )
for any G ∈ F∞m ⊗¯B(DT ,DT∗) and KX : DX ⊗ F 2(Hn) is the Poisson kernel (see Section 2).
The next result concerns the behavior of the characteristic function under the free holomorphic auto-
morphisms of the noncommutative ball [B(H)n]1.
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Theorem 4.4. Let T ∈ [B(K)n]−1 and let Ψ := ΦU ◦ Ψλ be an free holomorphic automorphism of
[B(H)n]1, where U is a unitary operator on Cn and λ ∈ Bn. Then the standard characteristic function
has the property that
ΘΨ(T )(X) = −(IH ⊗ Ω∗)(ΘT ◦Ψ−1)(X)(IH ⊗ Ω∗U), X ∈ [B(H)n]1,
where Ω and Ω∗ are the unitary operators defined by (4.3). Moreover,
ΘˆΨ(T ) = −(K∗dΨ−1 ⊗ Ω
∗)(ID d
Ψ−1
⊗ ΘˆT )(K dΨ−1 ⊗ Ω∗U),
where KdΨ−1 is the noncommutative Poisson kernel of Ψ̂
−1 := Ψ−1(S1, . . . , Sn) and it is a unitary
operator.
Proof. First, we consider the case when Ψ = Ψλ. Note that
(4.6) Ψλ(T˜ )∆λ∗ = ∆λ(I − T˜ λ∗)−1(λ− T˜ ).
Indeed, due to (4.2) and the fact that λ∆λ∗ = ∆λλ, we have
Ψλ(T˜ )∆λ∗ =
[
λ−∆λ(I − T˜ λ∗)−1T˜∆λ∗
]
∆λ∗
= ∆λ
[
λ− (I − T˜ λ∗)−1T˜∆2λ∗
]
= ∆λ(I − T˜ λ∗)−1
[
(1− T˜ λ∗)λ− T˜ (1− λ∗λ)
]
= ∆λ(I − T˜ λ∗)−1(λ− T˜ ).
Now, we prove that
(4.7) ∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1∆λ(I − Xˆλ∗)−1 = ∆T˜ (I − λT˜ ∗)−1∆λ[I − XˆΨλ(T˜ )∗]−1.
First note that due to the identities of Theorem 2.3 part (ii) and the fact that Ψλ(Ψλ(T˜ )) = T˜ , we have
I −Ψλ(Xˆ)T˜ ∗ = (I −Ψλ(Xˆ)Ψλ(Ψλ(T˜ ))∗
= ∆λ(I − Xˆλ∗)−1[I − XˆΨλ(T˜ )∗](I − λΨλ(T˜ )∗)−1∆λ.
(4.8)
Using again the identities of Theorem 2.3 and the fact that Ψλ(0) = λ, we have
(4.9) I − λΨλ(T˜ )∗ = I −Ψλ(0)Ψλ(T˜ )∗ = ∆λ(I − λT˜ ∗)∆λ.
Due to (4.8) and (4.9), we deduce that
∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1∆λ(I − Xˆλ∗)−1
= ∆T˜∆
−1
λ (I − λΨλ(T˜ )∗)[I − XˆΨλ(T˜ )∗]−1(I − Xˆλ∗)∆−1λ ∆λ(I − Xˆλ∗)−1
= ∆T˜∆
−1
λ ∆λ(I − λT˜ ∗)−1∆λ[I − XˆΨλ(T˜ )∗]−1
= ∆T˜ (I − λT˜ ∗)−1∆λ[I − XˆΨλ(T˜ )∗]−1,
which proves (4.7).
Since ψλ(T ) is a row contraction, its characteristic function generates a unique free holomorphic
function Θψλ(T ) : [B(H)n]1 → B(H)⊗¯B(Dψλ(T )∗ ,Dψλ(T )) with operator-valued coefficients, which, due
to the fact that Ψλ(T˜ ) = I ⊗Ψλ(T ), satisfies the equation
Θψλ(T )(X) = −Ψλ(T˜ ) + [I − XˆΨλ(T˜ )∗]−1Xˆ∆Ψλ(T˜ )∗ , X ∈ [B(H)n]1.
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Using the the relation Ψλ(T˜ )∆Ψλ(T˜ )∗ = ∆Ψλ(T˜ )Ψλ(T˜ ), the definition of Ω, and relation (4.7), we
obtain that
(I ⊗ Ω)Θψλ(T )(X)∆Ψλ(T˜ )∗
= (I ⊗ Ω)∆Ψλ(T˜ )
[
−Ψλ(T˜ ) + [I − XˆΨλ(T˜ )∗]−1Xˆ∆2Ψλ(T˜ )∗
]
= ∆T˜ (I − λT˜ ∗)−1∆λ
[
−Ψλ(T˜ ) + [I − XˆΨλ(T˜ )∗]−1Xˆ∆2Ψλ(T˜ )∗
]
= ∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1∆λ(I − Xˆλ∗)−1[I − XˆΨλ(T˜ )∗]
[
−Ψλ(T˜ ) + [I − XˆΨλ(T˜ )∗]−1Xˆ∆2Ψλ(T˜ )∗
]
= −∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1
{
∆λ(I − Xˆλ∗)−1[I − XˆΨλ(T˜ )∗]Ψλ(T˜ )−∆λ(I − Xˆλ∗)−1Xˆ∆2Ψλ(T˜ )∗
}
= −∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1∆λ(I − Xˆλ∗)−1[Ψλ(T˜ )−X ]
= −∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1
{
∆λ(I − Xˆλ∗)−1(λ− Xˆ) + ∆λ(I − Xˆλ∗)−1[Ψλ(T˜ )− λ]
}
= −∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1
[
Ψλ(Xˆ)∆λ∗ −∆λ(I − Xˆλ∗)−1∆λ(I − T˜ λ∗)−1T˜∆λ∗
]
,
where the latter equality is due to the identity (4.6), where we replace T˜ by Xˆ.
On the other hand, we have
−(ΘT ◦Ψλ)(X)(I ⊗ Ω∗)∆Ψλ(T˜ )∗
=
[
T˜ −∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1Ψλ(Xˆ)∆T˜∗
]
∆T˜∗(I − λ∗T˜ )−1∆λ∗
= T˜∆T˜∗(I − λ∗T˜ )−1∆λ∗ −∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1Ψλ(Xˆ)(I − λ∗T˜ )−1∆λ∗
+∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1Ψλ(Xˆ)T˜ ∗T˜ (I − λ∗T˜ )−1∆λ∗ .
(4.10)
Note that the latter term in the sum above is equal to
∆T˜
{
[I −Ψλ(Xˆ)T˜ ∗]−1 − I
}
T˜ (I − λ∗T˜ )−1∆λ∗
= ∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1T˜ (I − λ∗T˜ )−1∆λ∗ −∆T˜ T˜ (I − λ∗T˜ )−1∆λ∗
= ∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1T˜ (I − λ∗T˜ )−1∆λ∗ − T˜∆T˜∗(I − λ∗T˜ )−1∆λ∗ .
Hence, going back to (4.10), we obtain
−(I ⊗ Ω)Θψλ(T )(X)∆Ψλ(T˜ )∗
= ∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1
[
T˜ (I − λ∗T˜ )−1∆λ∗ −Ψλ(Xˆ)(I − λ∗T˜ )−1∆λ∗
]
= ∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1
[
T˜ (I − λ∗T˜ )−1∆λ∗ −Ψλ(Xˆ)∆λ∗ −Ψλ(Xˆ)λ∗T˜ (I − λ∗T˜ )−1∆λ∗
]
= ∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1
[
−Ψλ(Xˆ)∆λ∗ + [I −Ψλ(Xˆ)λ∗]T˜ (I − λ∗T˜ )−1∆λ∗
]
= ∆T˜ [I −Ψλ(Xˆ)T˜ ∗]−1
[
−Ψλ(Xˆ)∆λ∗ +∆λ(I − Xˆλ∗)−1∆λT˜ (I − λ∗T˜ )−1∆λ∗
]
,
where the latter equality is due to the identity
I −Ψλ(Xˆ)λ∗ = I −Ψλ(Xˆ)Ψλ(0) = ∆λ(I − Xˆλ∗)−1∆λ,
which follows from the identities of Theorem 2.3 part (ii) and the fact that Ψλ(0) = λ. Now, using the
identities above and relation
(I − T˜ λ∗)−1T˜ = T˜ (I − λ∗T˜ )−1,
we deduce that
(4.11) ΘΨλ(T )(X) = −(IH ⊗ Ω∗)(ΘT ◦Ψλ)(X)(IH ⊗ Ω∗), X ∈ [B(H)n]1.
Now let us consider the case when Ψ = ΦU for some unitary operator U on C
n. Using relation (4.4)
and the definition of the characteristic function for a row contraction, one can easily deduce that
(4.12) ΘΦU (T )(X) = (ΘT ◦ Φ−1U )(X)(IH ⊗U), X ∈ [B(H)n]1.
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Now we consider the general case when Ψ := ΦU ◦ Ψλ. Combining relations (4.11) and (4.12), we
obtain
ΘΨ(T )(X) = −(IH ⊗ Ω∗)(ΘT ◦Ψ−1)(X)(IH ⊗ Ω∗U), X ∈ [B(H)n]1,
which proves the first part of the theorem.
To prove the second part, note first that, due to Proposition 2.2, Ψˆλ = Ψ(S1, . . . , Sn) is a pure row
contraction. By Corollary 4.3, Ψˆ has the same property. Applying the operator-valued versions of Lemma
3.8 and Remark 3.2 to the bounded free holomorphic function ΘT : [B(H)n]1 → [B(H)n]1⊗¯B(DT ,DT∗)
with operator-valued coefficients, we deduce that
ΘT (Ψ
−1(rS1, . . . , rSn)) = P[rS1,...,rSn]
[
PdΨ−1
[
ΘˆT
]]
where ΘˆT and Ψ̂−1 are the corresponding boundary functions, and P is the corresponding noncommu-
tative Poisson transform with operator-valued coefficients. On the other hand, since PdΨ−1
[
ΘˆT
]
is in
F∞n ⊗¯B(DT ,DT∗), the generalized F∞n functional calculus implies
SOT- lim
r→1
P[rS1,...,rSn]
[
PdΨ−1
[
ΘˆT
]]
= PdΨ−1
[
ΘˆT
]
.
Therefore, we obtain
SOT- lim
r→1
ΘT (Ψ
−1(rS1, . . . , rSn)) = PdΨ−1
[
ΘˆT
]
,
which implies
ΘˆΨ(T ) = −(K∗dΨ−1 ⊗ Ω
∗)(ID d
Ψ−1
⊗ ΘˆT )(K dΨ−1 ⊗ Ω∗U).
The fact that the noncommutative Poisson kernel K dΨ−1 is a unitary operator was proved in Theorem
3.4. The proof is complete. 
We recall from the proof of Theorem 3.4 that there is a unitary operator Uλ : DΨˆλ → C defined by
Uλ∆Ψˆλf = (1− ‖λ‖22)1/2f(λ), f ∈ F 2(Hn).
Consequently, Theorem 4.4 implies
ΘˆΨλ(T ) = −(W ∗λ ⊗ Ω∗)ΘˆT (Wλ ⊗ Ω∗),
where Wλ := (Uλ ⊗ IF 2(Hn))KΨˆλ is a unitary operator on the full Fock space F 2(Hn). A similar obser-
vation can be made in the case of an arbitrary free holomorphic automorphism of [B(H)n]1.
Corollary 4.5. If λ, µ ∈ Bn, then
(Ψµ ◦Ψλ)(X) = −(IH ⊗ Ω)ΨΨλ(µ)(X)(IH ⊗ Ω∗∗), X ∈ [B(H)n]1,
where Ω ∈ B(C) and Ω∗ ∈ B(Cn) are the unitary operators defined by (4.3), when K = C and T = µ ∈ Bn.
We showed in [27] that Arveson’s curvature K(T ) (see [2]) associated with a commutative row con-
traction T := [T1, . . . , Tn], i.e., TiTj = TjTi, i, j = 1, . . . , n, with rank∆T <∞ can be expressed in terms
of the constrained characteristic function (also denoted by ΘT ) given by
ΘT (z) := −T +∆T (I − z1T ∗1 − · · · − znT ∗n)−1[z1IH, . . . , znIH]∆T∗ , z ∈ Bn.
More precisely, we proved that
K(T ) =
∫
∂Bn
lim
r→1
trace [IDT −ΘT (rξ)ΘT (rξ)∗]dσ(ξ),
where σ is the rotation-invariant probability measure on ∂Bn. The proof of the following lemma is
straightforward.
Lemma 4.6. Let T := [T1, . . . , Tn] ∈ B(K)n be an n-tuple of operators and let Ψ ∈ Aut(B(H)n1 ). Then
the following statements hold:
(i) if T is a row contraction, then rank∆T = rank∆Ψ(T );
(ii) T is a commuting row contraction if and only if Ψ(T ) is a commuting row contraction;
(iii) A ∈ {T }′ if and only if A ∈ {Ψ(T )}′, where ′ denote the commutant;
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(iv) X,Y ∈ [B(K)n]1 are unitarily equivalent if and only if Ψ(X) and Ψ(Y ) have the same property.
Now, using Theorem 4.4, one can deduce the following result.
Theorem 4.7. Let T := [T1, . . . , Tn], Ti ∈ B(K), be a commutative row contraction with rank∆T <∞.
Then Arveson’s curvature satisfies the equation
K(Ψ(T )) =
∫
∂Bn
lim
r→1
trace [IDT −ΘT (Ψ−1(rξ))ΘT (Ψ−1(rξ))∗]dσ(ξ)
for any Ψ ∈ Aut(B(H)n1 ).
In the noncommutative case, the notions of curvature and Euler characteristic of a row contraction
were introduced in [26] and [13]. We showed in [28] that the curvature and the Euler characteristic of an
arbitrary row contraction can be expressed only in terms of the standard characteristic function. More
precisely, we proved that if T := [T1, . . . , Tn], Ti ∈ B(K), is a row contraction with rank∆T < ∞, and
curv (T ) and χ(T ) denote its curvature and Euler characteristic, respectively, then
curv (T ) = rank∆T − lim
m→∞
trace [ΘˆT Θˆ
∗
T (Pm ⊗ I)]
nm
and
χ(T ) = lim
m→∞
rank [(I − ΘˆT Θˆ∗T )(P≤m ⊗ I)]
1 + n+ · · ·+ nm−1 ,
where Pm (resp. P≤m) is the orthogonal projection of the full Fock space F
2(Hn) onto the subspace of all
homogeneous polynomials of degree m (resp. polynomials of degree ≤ m). Using the result of Theorem
4.4, we can express the curvature (resp. Euler characteristic) of Ψ(T ) in terms of the boundary function
of the free holomorphic function Θ ◦Ψ−1.
Proposition 4.8. If V := [V1, . . . , Vn] is a pure isometry with rank∆V <∞, then
curv (V ) = curv (Ψ(V )) = rank∆V , Ψ ∈ Aut(B(H)n1 ).
If T ∈ B(K) is a pure contraction, then
curv (T ) = curv (Ψ(T )), Ψ ∈ Aut(B(H)1).
Proof. According to Proposition 4.3, if V := [V1, . . . , Vn] is a pure row isometry, then V is unitary
equivalent to Ψ(V ). Consequently, curv (V ) = curvΨ(V ). The second equality is due to the fact that
V is unitarily equivalent to [S1 ⊗M, . . . , Sn ⊗ IM], where M is a Hilbert space of dimension equal to
rank∆V .
To prove the second part of this proposition, we recall (see [18]) that curv (T ) = rank∆T − rank∆T∗ .
The operators Ω and Ω∗ defined by relation (4.3) are unitaries. Using this result when n = 1, we have
rank∆T = rank∆Ψ(T ) and rank∆T∗ = rank∆Ψ(T )∗ . The proof is complete. 
It will be interesting to know if curv (T ) = curv (Ψ(T )) for any pure row contraction T and any
Ψ ∈ Aut(B(H)n1 ).
5. Maximum principle and Schwartz type results for free holomorphic functions
In this section we prove a maximum principle for free holomorphic functions and obtain noncommu-
tative versions of Schwarz lemma from complex analysis.
We proved in [27] the following analogue of Schwartz lemma for free holomorphic functions. Let
F (X) =
∑
α∈F+n
Xα⊗A(α), A(α) ∈ B(E ,G), be a free holomorphic function on [B(H)n]1 with ‖F‖∞ ≤ 1
and F (0) = 0. Then
‖F (X)‖ ≤ ‖X‖, for any X ∈ [B(H)n]1.
In what follows we use this result and the free holomorphic automorphisms of the noncommutative
ball [B(H)n]1 to prove a maximum principle for free holomorphic functions.
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Theorem 5.1. If F : [B(H)n]1 → B(H) is a free holomorphic function and there exists X0 ∈ [B(H)n]1
such that
‖F (X0)‖ ≥ ‖F (X)‖ for all X ∈ [B(H)n]1,
then F must be a constant.
Proof. Without loss of generality, we can assume that ‖F (X0)‖ = ‖F‖∞ = 1. Let F have the represen-
tation F (X) =
∑∞
k=0
∑
|α|=k aαXα. According to [19], we have∑
|α|=k
|aα|2
1/2 ≤ 1− |F (0)|2 for k = 1, 2, . . . .
Hence, if |F (0)| = 1, then aα = 0 for all α ∈ F+n with |α| ≥ 1. Therefore F = F (0) is a constant. Now
set λ := F (0) and assume that |λ| < 1. Note that G := Ψλ ◦ F is a free holomorphic function such that
G(0) = 0 and ‖G‖∞ ≤ 1. Due to the noncommutative Schwarz type lemma for bounded free holomorphic
functions, we have ‖G(X)‖ ≤ ‖X‖ for any X ∈ [B(H)n]1. Therefore, we have
(5.1) ‖Ψλ(F (X0))‖ ≤ ‖X0‖ < 1.
On the other hand, since ‖F (X0)‖ = 1, Lemma 4.1 implies ‖Ψλ(F (X0))‖ = 1, which contradicts (5.1).
Therefore, F must be a constant. The proof is complete. 
We remark that if F : [B(H)n]1 → B(H)⊗¯B(K) is a free holomorphic function with coefficients in
B(K) and dimK ≥ 2, the maximum principle of Theorem 5.1 fails. Indeed, take K = C2 and
F (X1, . . . , Xn) = I ⊗
[
1 0
0 0
]
+X1 ⊗
[
0 0
0 1
]
for (X1, . . . , Xn) ∈ [B(H)n]1, and note that ‖F‖∞ = 1 = ‖F (0)‖ and F (0) is a projection. We also
mention that, when K is an arbitrary Hilbert space, ‖F‖∞ ≤ 1, and F (0) is an isometry, then F must be
a constant. Indeed, if F has the representation f(X) =
∑∞
k=0
∑
|α|=kXα ⊗ A(α), then, due to [29], we
have ∑
|α|=k
A∗(α)A(α) ≤ I − F (0)∗F (0) for k = 1, 2, . . . .
Hence, we deduce our assertion.
Proposition 5.2. Let F : [B(H)n]1 → B(H)m be a bounded free holomorphic function such that
‖F (0)‖ 6= ‖F‖∞. Then there in no X0 ∈ [B(H)n]1 such that ‖F (X0)‖ = ‖F‖∞.
Proof. Suppose that there is X0 ∈ [B(H)n]1 such that ‖F (X0)‖ = ‖F‖∞. Without loss of generality,
we can assume that ‖F‖∞ = 1. Set λ := F (0) ∈ Bn and note that G := Ψλ ◦ F is a free holomorphic
function such that G(0) = 0 and ‖G‖∞ ≤ 1. The rest of the proof is similar to that of Theorem 5.1. 
What happens if ‖F (0)‖ = ‖F‖∞, in Proposition 5.2 ? Does this condition imply that F is a constant
? We already proved that the answer is positive if m = 1.
The classical Schwarz’s lemma states that if f : D → C is a bounded analytic function with f(0) = 0
and |f(z)| ≤ 1 for z ∈ D, then |f ′(0)| ≤ 1 and |f(z)| ≤ |z| for z ∈ D. Moreover, if |f ′(0)| = 1 or if
|f(z)| = |z| for some z 6= 0, then there is a constant c with |c| = 1 such that f(w) = cw for any w ∈ D.
Let F1, . . . , Fm be free holomorphic functions on [B(H)n]γ1 with scalar coefficients. Then the map
F : [B(H)n]γ1 → B(H)m defined by F := (F1, . . . , Fm) is a free holomorphic function. We define F ′(0)
as the linear operator from Cn to Cm having the matrix
[(
∂Fi
∂Zj
)
(0)
]
m×n
. In what follows, we obtain a
new proof of the Schwarz type lemma for free holomorphic functions [27] and new results concerning the
uniqueness.
Theorem 5.3. Let F : [B(H)n]1 → [B(H)m]1 be a free holomorphic function. Then
FREE HOLOMORPHIC AUTOMORPHISMS OF THE UNIT BALL OF B(H)n 33
(i) the free holomorphic function
ϕ(X1, . . . , Xn) = [X1, . . . , Xn]F
′(0)t, (X1, . . . , Xn) ∈ [B(H)n]1,
maps [B(H)n]1 into [B(H)m]1, where t denotes the transpose. In particular, ‖F ′(0)‖ ≤ 1;
(ii) if F (0) = 0 then ‖F (X)‖ ≤ ‖X‖ for any X ∈ [B(H)n]1.
Proof. Let X := (X1, . . . , Xn) ∈ [B(H)n]1 and let t ∈ (0, 1) such that ‖X‖ < t. For each x ∈ H(n) and
y ∈ H with ‖x‖ ≤ 1 and ‖y‖ ≤ 1, define gxy : D→ C by stting
gxy(λ) :=
〈
F
(
λ
t
X1, . . . ,
λ
t
Xn
)
x, y
〉
, λ ∈ D.
Since F is a free holomorphic function on [B(H)n]1, the map gxy is analytic on the open unit disc D and
(5.2) g′xy(0) =
〈
1
t
[X1, . . . , Xn]F
′(0)tx, y
〉
.
Assume that there exists cxy ∈ C with |cxy| = 1 such that gxy(λ) = cxyλ for λ ∈ D. Due to the continuity
of F on [B(H)n]1 and taking λ→ 1 in the equality |gxy(λ)| = |λ|, we deduce that∣∣∣∣〈F (1t X1, . . . , 1t Xn
)
x, y
〉∣∣∣∣ = 1,
which contradicts the fact that
∥∥|F ( 1tX1, . . . , 1tXn)∥∥ < 1. The classical Schwarz lemma applied to gxy
implies |g′xy(0)| < 1 for any x ∈ H(n) and y ∈ H with ‖x‖ ≤ 1 and ‖y‖ ≤ 1. By (5.2), we get
‖[X1, . . . , Xn]F ′(0)t‖ ≤ t < 1 for any (X1, . . . , Xn) ∈ [B(H)n]1, which also implies that ‖F ′(0)‖ ≤ 1 and
proves part (i).
To prove (ii), assume that F (0) = 0. Once again Schwartz lemma implies |gxy(λ)| < |λ| for any
λ ∈ D\{0}, except when there exists cxy ∈ C with |cxy| = 1 such that gxy(λ) = cxyλ, λ ∈ D. As we
showed above, the latter condition does not hold. Therefore, we must have∣∣∣∣〈F (λt X1, . . . , λt Xn
)
x, y
〉∣∣∣∣ < |λ|, λ ∈ D\{0}.
Hence, considering λ ∈ D with |λ| = ‖X‖ < 1 and taking t→ ‖X‖, we deduce that | 〈F (X)x, y〉 | ≤ ‖X‖
for any x ∈ H(n) and y ∈ H with ‖x‖ ≤ 1 and ‖y‖ ≤ 1. Consequently, ‖F (X)‖ ≤ ‖X‖, which proves
part (ii). The proof is complete. 
We remark that one can extend Theorem 5.3 to free holomorphic functions F : [B(H)n]γ1 → [B(H)m]γ2 .
In this case, one can similarly show that the free holomorphic function
ϕ(X1, . . . , Xn) = [X1, . . . , Xn]F
′(0)t, (X1, . . . , Xn) ∈ [B(H)n]γ1 ,
maps [B(H)n]γ1 into [B(H)m]γ2 and, if F (0) = 0, then F maps r[B(H)n]γ1 into r[B(H)m]γ2 for any
r ∈ (0, 1].
Theorem 5.4. Let F : [B(H)n]1 → [B(H)n]1 be a free holomorphic function such that F ′(0) is a unitary
operator on Cn. Then F is a free holomorphic automorphism of [B(H)n]1 and
F (X1, . . . , Xn) = [X1, . . . , Xn][F
′(0)]t, (X1, . . . , Xn) ∈ [B(H)n]1.
Proof. Assume that F has the representation
F (X1, . . . , Xn) = A0 +
n∑
i=1
Xi ⊗Ai +
∞∑
k=2
∑
|α|=k
Xα ⊗A(α),
where A0, Ai, A(α) ∈ Bn are written as row operators with entries in C. Note that F ′(0) = [At1 · · · Atn],
where t denotes the transpose. Since F ′(0) is a co-isometry we have
∑n
i=1 A
∗
iAi = I. On the other hand,
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since F is a bounded free holomorphic function with ‖F‖∞ ≤ 1, we can use Theorem 2.9 from [29] to
deduce that
∑n
i=1A
∗
iAi ≤ I − F (0)∗F (0). Now, it is clear that F (0) = 0. Therefore, we have
(5.3) F (X1, . . . , Xn) = [X1, . . . , Xn]
A1...
An
+ ∞∑
k=2
∑
|α|=k
Xα ⊗ A(α).
Since F ′(0) is an isometry, we have
A1...
An
 [A∗1 · · · A∗n] = I. Multiplying relation (5.3) to the right by the
operator matrix [A∗1 · · · A∗n], we deduce that
(5.4) H(X) := F (X)[A∗1 · · · A∗n] = [X1, . . . , Xn] + · · ·
Therefore, H is a free holomorphic function with H(0) = 0 and H ′(0) = In. Applying Theorem 1.3 to
H , we deduce that H(X) = X for any X ∈ [B(H)n]1. Multiplying relation (5.4) to the right by
A1...
An

and using the fact that F ′(0) is a co-isometry, we deduce that
F (X1, . . . , Xn) = [X1, . . . , Xn][F
′(0)]t, (X1, . . . , Xn) ∈ [B(H)n]1,
where F ′(0) = [At1 · · · Atn]. This completes the proof. 
A slight extension of Theorem 5.4 is the following.
Proposition 5.5. Let F : [B(H)n]1 → [B(H)m]1 be a free holomorphic function such that F ′(0) is an
isometry of Cn into Cm. Then F is left invertible and ΦL ◦ F = id, where L := [F ′(0)∗]t.
Proof. The scalar representation of F is an analytic function f : Bn → Bn defined by f(λ) := F (λ),
λ ∈ Bn. It is easy to see that F ′(0) = f ′(0), where f ′(0) =
[
∂fi
∂λj
(0)
]
m×n
. According to [35] (see Theorem
8.1.3), since f ′(0) is an isometry, we must have f(0) = 0, and therefore F (0) = f(0) = 0. As in the
proof of Theorem 5.4, we can use the fact that F ′(0) is an isometry to show that F (X)[F ′(0)∗]t = X ,
X ∈ [B(H)n]1. The proof is complete. 
Here is another extension of Schwarz lemma, for bounded free holomorphic functions.
Theorem 5.6. Let F : [B(H)n]1 → [B(H)m]1 be a free holomorphic function, a ∈ Bn, and b := F (a) ∈
Bm. Then
‖Ψb(F (X))‖ ≤ ‖Ψa(X)‖, X ∈ [B(H)n]1,
where Ψa and Ψb are the corresponding free holomorphic automorphisms.
Proof. Note that Ψa ∈ Aut(B(H)n]1 and Ψb ∈ Aut(B(H)m]1. Due to Theorem 1.2 and Theorem 2.3, the
map G := Ψb ◦ F ◦ Ψb : [B(H)n]1 → [B(H)m]1 is a free holomorphic function with G(0) = 0. Applying
Theorem 5.3 part (ii), we deduce that ‖(Ψb ◦ F ◦Ψb)(Y )‖ ≤ ‖Y ‖ for Y ∈ [B(H)n]1. Setting Y = Ψa(X)
and using the fact that Ψa ◦Ψa = id, we complete the proof. 
Corollary 5.7. Let a ∈ Bn and and let F : [B(H)n]1 → B(H) be a free holomorphic function. Then
F − F (a) has a factorization of the form
F (X)− F (a) = Ψa(X)(H ◦Ψa)(X), X ∈ [B(H)n]1,
where H : [B(H)n]1 → B(H)⊗Mn×1 is a free holomorphic function.
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Proof. Note that G : [B(H)n]1 → B(H) defined by G(X) := F (X)− F (a) is a free holomorphic function
with G(a) = 0. Then G ◦ Ψa is a free holomorphic function with (G ◦ Ψa)(0) = 0. Therefore, it has
a representation (G ◦ Ψa)(X) =
∑∞
k=1
∑
|α|=k aαXα, where the convergence is in the operator norm
topology. Hence, we deduce that
(G ◦Ψa)(rS1, . . . , rSn) =
∞∑
k=1
∑
|α|=k
aαr
|α|Sα =
n∑
i=1
rSiHi(rS1, . . . , rSn) for any r ∈ (0, 1),
where Hi(rS1, . . . , rSn) :=
1
rS
∗
i (G ◦ Ψa)(rS1, . . . , rSn) and the corresponding series representation for
Hi(rS1, . . . , rSn) is convergent in the norm operator topology for any r ∈ (0, 1). Consequently, we
deduce that each Hi is a free holomorphic function on [B(H)n]1 and
(G ◦Ψa)(X1, . . . , Xn) =
∞∑
k=1
∑
|α|=k
aαXα =
n∑
i=1
XiHi(X1, . . . , Xn)
for any X := [X1, . . . , Xn] ∈ [B(H)n]1. Setting H :=
H1...
Hn
, we obtain (G ◦ Ψa)(X) = XH(X). Since
Ψa ∈ Aut(B(H)n1 ) and Ψa ◦ Ψa = id, we deduce that G(X) = Ψa(X)(H ◦ Ψa)(X) for X ∈ [B(H)n]1,
which completes the proof. 
We remark that, setting Ψa = (ψ1, . . . , ψn), one can deduce that F−F (a) is in the right ideal generated
by ψ1, . . . , ψn in Hol([B(H)n]1), the algebra of all free holomorphic functions on [B(H)n]1.
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