This paper is concerned with the simulation of the partial differential equation driven evolution of a closed surface by means of an implicit representation. In most applications, the natural choice for the implicit representation is the signed distance function to the closed surface. Osher and Sethian have proposed to evolve the distance function with a Hamilton-Jacobi equation. Unfortunately the solution to this equation is not a distance function. As a consequence, the practical application of the level set method is plagued with such questions as When do we have to reinitialize the distance function? How do we reinitialize the distance function?, which reveal a disagreement between the theory and its implementation. This paper proposes an alternative to the use of Hamiltordawbi equations which eliminates this contradiction: in OUT method the implicit representation always remains a distance function by construction. and the implementation does not differ from the theory anymore. This is achieved through the introduction of a new equation. Besides its theoretical advantages, the proposed method also has several practical advantages which we demonstrate in three applications: (i) the segmentation of the human cortex surfaces from MRI images using two coupled surfaces (X. Zeng, et al., in
INTRODUCTION AND PREVIOUS WORK
We consider a family of hypersurfaces S(p, t ) in W ' , where p parameterizes the surface and f is the time, that evolve according to the following partial differential equation (PDE), as a t -=BN, with initial conditions S(t = 0) =SO, where N is the inward unit normal vector of S, fi is a velocity function, and SO is some initial closed surface.
Methods of curves evolution for segmentation, tracking, and registration were introduced in computer vision by Kass et 01. [ 161. These evolutions were reformulated by Malladi et al. [20] , by Caselles et al. [7] , and by Kichenassamy et nl. [I71 in the context of PDE-driven curves and surfaces. There is an extensive literature that addresses the theoretical aspects of these PDEs and offers geometrical interpretations as well as results of uniqueness and existence [14, 15. 
91.
Level set methods were first introduced by Osher and Sethian in [22] in the context of fluid mechanics and provide both a nice theoretical framework and efficient practical tools for solving such PDEs. In those methods, the evolution (1) is achieved by means of an implicit representation of the surface S.
The key idea in Osher and Sethian's approach is to introduce the function U : R' x W + R such that u ( S , t ) = o vr.
( 2 )
By differentiation (and along with .V= -% and (I)), we obtain the Hamilton-Jacobi' equation with initial conditions U(., O)= IQ(.), where uo is some initial function 8' -+ W such that uo(S0) = 0. It has been proved that for a large class of functions U and UO, the zero level set at time f of the solution of (3) is the solution at time t of (I).
Regarding the function UO, it is most often chosen to be the signed distance function to the closed surface SO. This particular implicit function can be characterized by the two equations
( X E R ' , U O ( X ) = O ) = S O and IVuol=l
Indeed, the magnitude of the gradient of uo is equal to the magnitude of the derivative of the distance function from & in the direction normal to So, i.e., it is equal to 1.
It is known from [5] that the solution U of (3) is not the signed distance function to the solution S of (1). This causes several problems which are analyzed in the following section.
It is also important to notice that fi in (3) is detined in R3 whereas in ( I ) it is defined on the surface S. The extension of fi from S to the whole domain W' is a crucial point for the analysis and implementation of (3). There are mainly two ways of doing this.
(i) Most of the time this extension is natural. For example, if fi = H s , the mean curvature of S in (I), one can choose fi = H,, the mean curvature of the level set of U passing though x in (3).
(ii) In some cases [25, 21, 21 , this extension is not possible. Then one may assign to B(x) in (3) the value of B(y) in (I) where y is the closest point to x belonging to S. The problem with this extension is that it hides an important dependence of , 3 in (3) with respect to U and we show in Section 3 that in this case (3) is not a Hamilton-Jacobi equation.
The thrust of this paper is a reformulation of the level set methods introduced by Osher and Sethian in [22] to eliminate some of the problems that are attached to it, e.g., the need to reinitialize periodically the distance function or the need to invent a velocity field away from the evolving front or zero level set.
Our work is closely related to ideas in [I21 and [28, appendix] and proposes a new analysis to the problem of evolving Euclidean distance functions. The implications of our work are both theoretical and practical.
WHY THE CLASSICAL HAMILTON-JACOB1 EQUATION OF LEVEL SETS DOES NOT PRESERVE DISTANCE FUNCTION
In this section, we suppose that g is extended as explained in (i). The fact that the solutions to Hamilton-Jacobi equations of the form (3) are not distance functions has been proved formally in [51. A convincing geomebical interpretation of this fact is now given through two short examples.
First Example
Let us consider the problem of segmenting a known object (an ellipse) in an image by minimizing the energy of a curve [8] . Let us force the initial curve to be exactly the solution (the known ellipse), initialize U" to the signed distance function to this ellipse, and then evolve U with the Hamilton-Jacobi equation (3) .
It is obvious that the zero level set of U (let us call SO this ellipse) will not evolve, since it is the solution to (1) and p ( x E SO) = 0.
Notice, however, that replacing 0 by E E R in ( 2 ) implies by differentiation the same equation (3), which means that the E level set of U (let us call this curve S,) also evolves according to = ghr. In consequence, B(x E S e ) # 0 and S, evolves toward So in order to minimize its energy (cf. Fig. 1 ). This shows that the shock wave equation (3) requires that all the level sets of U should converge to the ellipse SO and therefore that /Vu1 increases dangerously.
Second Example
A point M with coordinate x E R and energy E ( x ) = x 2 / 2 is moving along the real line in order to minimize its energy. We force the point M to be at xo # 0 at f = 0. The level set version of this problem is to define uo on the real line as U O ( X ) = x -xo and to evolve U Figure 2 shows U at three time instants (0 =to < 11 < tz). The zero level set of U is indeed traveling to the origin 0 but the slope of U is
The second example is a rephrasing of what happens in the normal direction to the evolving curve in the first example. It is now obvious why driving all the level sets of U with (3) cannot conserve distance functions and in addition leads to unbounded values of IVuJ. In practical applications, one is compelled to reinitialize the implicit function U to be a distance function which is obviously a contradiction and which shows a gap between the theory and its real application.
In the next section, we convince the reader that maintaining U as a distance function (i.e., such that [Vu( = 1) for all the time of the evolution is definitely desirable, sometimes crucial.
=er and increases exponentially in time.
WHY WE SHOULD PRESERVE THE DISTANCE FUNCTION
There are at least two reasons for preserving the signed distance function to the evolving surface, a theoretical one and a practical one.
(i) From the theoretical viewpoint, the implicit description of S (seen as asubset of R3) and its signed distance function U are equivalent descriptions. Indeed, given any surface S, its signed distance function is uniquely defined. Conversely, any implicit function U satisfying IVul= 1 is the signed distance function to a surface plus a constant (this last constant is taken equal to 0 on the surface) [4] . Since these descriptions are equivalent, one can transpose immediately properties of the first one into properties of the second one and vice versa. For example, U has converged ifand only ifs has converged (which is not true with Hamilton-Jacobi equation (3) according to the last section).
Moreover, one can deduce interesting intrinsic properties of S by a local knowledge of
, it is proved that the second fundamental form of S can be computed using the derivatives of the squared distance function. In addition, some applications in medical image analysis such as the segmentation of the cortex using two coupled surfaces 1271 assume that the distance between the surfaces is known at any time. As a last example, the computation of the skeleton of a surface requires the detection of the singularities of its distance function [191. (ii) From a practical viewpoint, the numerical approximation of the derivatives of U by finite differences requires the choice of a spatial step dx. One chooses a small d x if the slope (the gradient) of the function is large and a larger d x if the function has small variations.
Since level sets are most often implemented on regular grids, it is more efficient to use the same step d x = 1 for each grid point. It is obvious that this approximation is more accurate if the norm of the gradient of U is known which is the case with distance functions since lVul= 1. Keeping IVu/ bounded ensures that the derivatives of U are always computable without the need to reinitialize U.
We now describe a new approach that preserves the signed distance function and therebreak fore meets these two requirements.
HOW TO PRESERVE THE DISTANCE FUNCTION
In this section, we suppose that U,, = U(,. 0) is initialized at t = 0 as the signed distance function to the initial surface Sa.
The basic idea is to change Eq. (3) in such a way that at each time instant U is the signed distance function to the solution S of (I). In order to achieve this goal, we look for a function E : K3 x K* + K such that $ = B and which satisfies the two constrains: (i) x + u(x..) is a distance function, (ii) the zero level set of U evolves according to (I).
We express these constrains with the system of equations where (6), we obtain 
and using the Schwartz equality = V($) we get
which, together with (4) and (3, determines the function B . Relation (8) states that the function B does not vary along the characteristics of U (the characteristics of U are the integral curves of Vu). It also means that the characteristics of U and B are orthogonal.
In order to go one step further in the resolution of the system, we must recall an important property 141: the chnracteristics of distance functions are straight lines (cf. Fig. 3 ). This implies that B is constant along straight lines. These lines (or rays) intersect the zero level set of U at a point where B is known according to (4).
Given any point x ER', an equation of the characteristic of U passing through x is 1 -+ x -1Vu. Since the distance of x to the zero level is u ( x ) and lVu(x)l= I , the point y = x -uVu is on the zero level set of U. Notice that y is the closest point to x such that 
with initial condition U(., 0) = UO(.). This equation is the main result of the paper. It was also found in [28, appendix] with a different reasoning. Notice that Eq. (9) is not a HamiltonJacobi equation since U appears in the right-hand side and plays a major role. An interpretation of (9) is the following: the zero level set of u is driven by $ = B as proposed by Osher and Sethian. The evolution of this particular surface geometrically defines (by propagation) the evolution of all other level sets.
Remark. Equation (9) looks simple but is not. Consider, for example, the case of mean curvature flow: (9) writes $ ( x , 1 ) = div(Vu(x -u ( x , t)Vu(x, f), t ) ) , which is a priori not a PDE but a functional equation. (Indeed, two different points in R" x R+ are considered, namely ( x . t ) and (x -uVu, t).) However, notice that u(x -uVu) =0, V u ( x -uVu) = Vu(x), and according to [3] , the second fundamental form at x -uVu can be computed using the derivatives of u(x. t ) up to the third order. This shows that for a large class of velocity functions (in particular for mean-curvature flow), (9) is indeed a PDE.
Remark. One guesses that the integral version of Eq. (9) is the equation u(S + A N ) =
A Vf , h. This can be proved by differentiation with respect to r and 2.. It states that the surface parallel to S at distance h from S should be the A level set of U. This is to be compared to the constraint u(S, t) = 0 Vt introduced by Osher and Sethian.
The uniqueness of the closest point y to x such that u ( y ) = 0 is only guaranteed if Vu(x) exists. The set of points of R3 where Vu is not defined is called the skeleton of S (cf. Fig. 4) . Skeletons are very important in computer vision 16, 18,231. Since it tums out that they are a byproduct of our new proposed evolution, we describe in the next section an implementation of Q. (9) in which special care is taken of the computation of the skeleton.
IMPLEMENTATION
In this section, we propose a straightforward implementation of the previous theory. In order to deal with those effects, we introduce some notation. Points of W3 such that none of their coordinates is an integer will be denoted by lower case letters, e.g., x , and called real points. Points of N3, where N is the set of integers, will be denoted by upper case letters, e.g., X , and called voxels. We can think of x as a point falling in a cube formed by eight voxels. We denote by V(x) this set of eight voxels.
Iff is a function defined on I % ' , and x is a real point such that the value of f are known at all voxels of V(I), we denote by f i ( x ) the value of the trilinear interpolation at x . In detail, if x =(XI, x z , x j ) = ( n , + c l , nz fez, n3 + 4 , where n; E Nand O~E ; < 1, then we have by a simple linear interpolation fi(x1. XZ. x3) = (1 -t l ) f ( n l , x2, x 3 ) + c l f ( n l + 1, xz. x3).
By applying recursively this rule to f(n1, X Z , x 3 ) and f ( n l + 1, x2, xg), one expresses f , ( x )
as a linear combination of the samples o f f at the voxels of V ( x ) , the weights being third order polynomials of the coordinates (€1, eZr € 3 ) . Let A ( X ) be the 26-neighborhood of the voxel X . Since generically the zero level set of U is composed of real points, we need to determine when a voxel X is adjacent to this zero level set. Consider the function C, defined on the voxels of the grid such that C , ( X ) = 0 if u ( X ) z 0 and C J X ) = 1 if u ( X ) 5 0. A voxel X is said to be adjacent to the zero level set of U if 3Y E A ( X ) , C.(Y) # C . ( X ) . We call 2 the set of voxels adjacent to the zero level set of U. We are now in position to describe the two steps of our computation.
First Step: Computation of , 9 on 2
The first step is the computation of fl on 2. These values are stored in a temporary buffer called E'. There are two ways to do this. If fl is defined on W3, then one can assign B 2 ( X ) = , 9 ( X ) VX E 2. If , 9 is only defined on the nodes of a mesh describing the zero level set of U, then one can assign B 2 ( X ) = fl(ui) VX E 2, where U; is the closest node of the mesh to the voxel X . In both cases, the final value of B ( X ) is not the value of B'(X), as explained in the second step. 
Second Step: Computation of B on the Narrow Band
The purpose is to propagate the values of B from 2 to the whole narrow' band. This is done by B(X, t ) = BF(y, t ) where u,(y) = O and y lies on the same characteristic of U as X. Computing directly y = X -UVU is not robust since small errors in Vu may introduce larger errors (proportional to U) in y. Instead, we follow the characteristic passing through X by unit steps (cf. ...
Inourcutrent implementation we use Vu(X)=ArgMax,(lD'u(X)I). Indeed, apartf"
points on the skeleton of S where Vu is undefined, IVu(X)l, which should be equal to 1 since U is a distance function, is found to be in practice less than or equal to 1 depending on which of the operators D' we use. Hence the direction of maximum slope at X is the direction of the closest point to X of the zero level set of U. The fact that the skeleton can be detected by comparing the vectors DIU, D2u, . . . , D'u is discussed in Section 5.2.
APPLICATIONS
We now describe three applications where our new method is shown to work significantly better than previous ones.
Cortex Segmentation Using Coupled Surfaces
We have implemented the segmentation of the cortical gray matter (a volumetric layer of variable thickness (~3 mm)) from MRI volumetric data using two coupled surfaces proposed in [27] by Zeng er al. The idea put forward in [27] is to evolve simultanenusly two surfaces with equations of the form (1 ). An inner surface Si , captures the boundary between the white and the gray matter and an outer surface Sou, captures the exterior boundary of the gray matter. The segmented cortical gray matter is the volume between these two surfaces. The velocities of the two surfaces are
where I is the local gray intensity of the MRI image, 1;" and loat are two thresholds (/in for the white matter and lout for the gray matter), E is the desired thickness, and C and f have the shape of Fig. 6 .
Let us interpret Eq. (IO). The first term f (I -li.) forces the gray level values to be close to Ii. on Si": it is the data attachment velocity term. The second term C(u,,, + E ) models the interaction between So, and Sin: it is the coupling term. According to the shape of C, see Fig. 6 , if locally the two surfaces are at a distance E = 3 mm, then the coupling term has no effect (C = 0) and Si , evolves in order to satisfy its data attachment term. If the local distance between Sin and Sou, is too small ( < E ) then C z 0 and Si . slows down in order to get farther from So,,. If the local distance between Sj , , and So,, is too large ( > E ) then C < 0 and Si. speeds up in order to move closer to So,,. A similar interpretation can be done for (1 1). If these evolutions are implemented with the Hamilton-Jacobi equation (3), then the followingoccurs: themagnitudesofthegradientsofu,.,andui. increase with time(lVu,,,I > I and IVui,, > I). As a consequence, the estimation of the distance between S, and Sou,, which is taken as uj,,(x) for x on So,, and uOut(x) for x on S i , , is overestimated. Since the coupling term is negative in (IO) and positive in ( I I), both Sou, and Si , evolve in order to become closer and closer to each other (until the inevitable reinitialization of the distance functions is performed). In other words, with the standard implementation of the level sets, the incorrect evaluation of the distance functions prevents the coupling term from acting correctly and, consequently, also prevents the data attachment terms from playing their roles.
On the other hand, if these evolutions are implemented with our new PDE, then a much better interaction between the two terms is achieved since the data attachment term can fully play its role as soon as the distance between the two surfaces is correct (cf. Fig. 7) .
These results are demonstrated in Fig. 7 , on which we now comment. Each row corresponds to a different 32 x 32 suhslice of an MRI image. The first column shows the original data and some regions of interest (concavities) are labeled A, B, and C. The second column shows a simple thresholding at Ii, and loa. The third column shows the cross-sections of Si , and Sou, through the slice if the coupling terms are not taken into account. This is why these curves have the same shape as in the second column. One observes that the segmented gray matter does not have the wanted regular thickness. In the fourth column, the coupling terms are taken into account and the evolutions (IO) and (1 1) are implemented with Hamilton-Jacobi equation (3) . One observes (in particular at the concavities indicated in the first column) that the distance constraint is well satisfied hut the data attachment term was neglected. This is due to the fact that with (3) the distance between the two surfaces is overevaluated. In the fifth column, this same evolution is implemented with the new PDE introduced in this paper (9). One can observe a much better result at concavities. This is due to the fact that the coupling terms stop having any effect as soon as the distance between the surfaces is correct allowing the data term to correctly drive the surfaces according to the gray level values.
Extraction of the Skeleton of an Evolving Surface
Skeletons are widely used in computer vision to describe global properties of objects.
This representation is useful in tasks such as object recognition and registration because of its compacmess [6, 18,231. One of the advantages of our new level set technique is that it provides, almost for free, at each time instant a description of the skeleton of the evolving surface or zero level set.
We show an example of this on one of the results of the segmentation described in the previous section. We take the outside surface of the cnnex and simplify it using meancurvature flow, i.e., the evolution f = HN where H is the mean curvature. This evolution is shown in the left column of Fig. 8 . Since the distance function U to the zero level set is preserved at every step, it is quite simple to extract from it the skeleton by using the fact that it is the set of points where Vu is not defined [6] . This is shown in the right column of Fig. 8 . Each surface is rescaled in order to occupy the whole image.
The skeletons are computed using the distance function to the evolving surface as follows. We look for the vowels where the eight estimators D i u of Vu defined in Section 4 differ a lot and threshold the simple criterion where (., .) denotes the dot product of two vectors and %= :xi Diu.
This can he interpreted as a measure of the variations of the direction of Vu (which are large in the neighborhood of the skeleton).
The results for the left column of Fig. 8 are shown in the right column of the same figure where we clearly see how the simplification of the shape of the cortex (left column) goes together with the Simplification of its skeleton (right column).
Note that because it preserves the distance function, our framework allows the use of more sophisticated criteria for determining the skeleton [ 191 based on this distance function.
Stereo Reconstruction via Level Sets
In this last application, we show how our approach allows a faster convergence when solving the problem of stereo reconstruction from n ? 2 views by means of a PDE-driven surface introduced by Faugeras and Keriven in [13]. More generally, the method described in this article offers significant savings each time the cost of the computation of the velocity term fi is high. In the stereo application this velocity is given by
where H is the mean curvature of S and @ is a measure of the local similarity of two of the n images of the tridimensional scene to be reconstructed. Let us qualitatively compare the cnst (in time) of implementing stereo, Eq. (12) . tn the cost of implementing mean curvature flow for which fi = H . Q is derived from the normalized cross-correlation of two small subimages (say of size n = 15 x 15). The number of multiplications (the most costly operation) is 3n. Indeed, let a and b be two vectors of length n . is approximatively 30 times slower than one iteration of the mean curvature flow. This is the main reason why the convergence of the stereo algorithm (12) is slow (about 2 h 30 min on a Sun30 with n = 3 images and a 1003 grid) and why it is important to speed it up.
Notice, however, that in our approach @ is evaluated much fewer times. (Indeed, 6 is evaluated only on 2 and not on the whole narrow band.) Moreover the second step (Section 4.2) of our algorithm is independent of the specific application: this is why our method is so advantageous in applications where the computation of @ is very expensive. Figure 9 shows the considerable gain obtained in the experiment described in Fig. 10 . 
CONCLUSION
We have proposed a new scheme for solving the problem of evolving through the technique of level sets a surface S(t) satisfying a PDE such as (1) . This scheme inwoduces a new PDE, (9). that must be satisfied by the auxiliary function U@) whose zero level set is the surface S(t). The prominent feature of the new scheme is that the solution to this PDE is the distance function to S(t) at each time instant f . Our approach has many theoretical and practical advantages that were discussed and demonstrated on three applications. Since the distance function to the evolving surface is in most applications the preferred function, we believe that the PDE that was presented here is an interesting alternative to Hamilton-Jacobi equations which do not preserve this function.
