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Abstract
We consider special series in ratios of the Schur functions which are defined by integers f ≥ 0
and e ≤ 2, and also by the set of 3k parameters ni, qi, ti, i = 1, . . . , k. These series may be presented
in form of matrix integrals. In case k = 0 these series generates Hurwitz numbers for the d-fold
branched covering of connected surfaces with a given Euler characteristic e and arbitrary profiles at
f ramification points. If k > 0 they generate weighted sums of the Hurwitz numbers with additional
ramification points which are distributed between color groups indexed by i = 1, . . . , k, the weights
being written in terms of parameters ni, qi, ti. By specifying the parameters we get sums of all
Hurwitz numbers with f arbitrary fixed profiles and the additional profiles provided the following
condition: both, the sum of profile lengths and the number of ramification points in each color group
are given numbers. In case e = f = 1, 2 the series may be identified with BKP tau functions of Kac
and van de Leur of a special type called hypergeometric tau functions. Sums of Hurwitz numbers for
d-fold branched coverings of RP2 are related to the one-component BKP hierarchy. We also present
links between sums of Hurwitz numbers and one-matrix model of the fat graphs.
Key words: Hurwitz numbers, tau functions, matrix integrals, BKP, multi-component KP, non-
orientable surfaces, projective plane, Schur functions, hypergeometric functions, random partitions
1 Introduction
In the beautiful paper [1], A. Okounkov studied ramified coverings of the Riemann sphere with arbitrary
ramification type over 0 and∞, and simple ramifications elsewhere, and it was proved that the generating
function for the related Hurwitz numbers (numbers of nonequivalent coverings with given ramification
type) is a tau -function for the Toda lattice hierarchy. In further works [15–19] other examples of tau-
functions for 2D Toda and KP hierarchy generating Hurwitz numbers of the sphere were constructed.
In recent work [45] there was considered more general TL tau function which gives some new examples
of what were called composite signed Hurwitz numbers and includes previous examples.
In the present paper we consider Hurwitz numbers of the projective plane RP2. For our purpose we
use the BKP hierarchy of integrable equations introduced by V.Kac and J. van de Leur in [21]. We also
present the most general weighted combinations of Hurwitz numbers for the sphere CP1 which may be
related to the two-component KP hierarchy which generalizes results of [45]. (A brief explanation what
happens when we change the hierarchy is given in the next paragraph.) Our main result is that the BKP
tau function (70) is the generating function for the certain linear combinations of Hurwitz numbers of
the projective plane, see Theorem 1 and relations (67), (69).
For readers familiar with the topic, let us briefly explain the difference between TL and BKP tau
functions in the context of generating of Hurwitz numbers and topology of the base.
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The Frobenius formula for the Hurwitz numbers enumerating d-fold branched coverings of Riemann or
Klein surfaces contains the sum over irreducible representations λ of the symmetric group (see [10–14,20])
HΩ(∆
(1) . . . ,∆(f)) = d!
∑
χ
(
f∏
i=1
|C∆(i) |
χ(∆(i))
χ(1)
) (
χ(1)
d!
)e
, (1)
where e is the Euler characteristic of Ω, {∆(i)}, ∆(i) are profiles over ramification points on Ω, χ(∆) is
a character of the symmetric group Sd evaluated at a cycle type ∆, and χ ranges over the irreducible
complex characters of Sd. Each profile ∆
(i) is a partition of d - the set of non-negative non-increasing
numbers (d
(i)
1 , d
(i)
2 , . . . ), which describes the ramification over the point number i on the base. The
weights of all partitions involved in (1) are equal: |∆(i)| = d. The number |C∆| is the number of
elements in the cycle class ∆ in Sd.
The formula (1) was derived for connected Ω which in particular implies that e ≤ 2. The geometrical
meaning of the formula (1) in case e > 2 is unclear. We shall use the notation He instead of HΩ to
denote the left hand side of (1) where we allow e to be any integer.
The Hurwitz numbers form a topological field theory [2]. They are used in mathematical physics (for
instance in [2]) and in algebraic geometry [20].
Here and below we write χλ(1) having in mind the evaluation of the irreducible character of the
symmetric group χλ at the unity element in the symmetric group, which is given by the partition (1
d),
then, χλ(1) = dimλ.
It is well-known that Schur functions sλ and characters of the symmetric group χλ are linearly
dependent [30]. Soliton theory provides various series of products of the Schur functions over partitions
for tau functions of various hierarchies of integrable equations. In [1] Okounkov introduced and studied
the following sum ∑
λ
eβf(λ,n) sλ(p)sλ(p¯) (2)
with
f(λ, n) = n|λ|+ |CΓ| χλ(Γ)
χλ(1)
(3)
where both, the partition Γ = Γd := (1
d−22) and the number |CΓ| depends only on d, see (15) below. He
shown that series (2) is a tau function of the Toda lattice where power sum variables p = (p1, p2, . . . )
and p¯ = (p¯1, p¯1, . . . ) together with the integer n play the role of higher times.
Moreover, (2) generates a certain class of the Hurwitz numbers (1). This class describes coverings of
the Riemann sphere (e = 2) with arbitrary given profiles p, p¯ over two given points (say, 0 and ∞) and
any number of simple ramifications described by the Young diagram Γ (here and below we shall omit
the dependence of Γ on d). One can recognize it thanks to the the relation between the Schur functions
and the characters of the symmetric group [30] which we re-write in a suitable form as follows:
sλ(p) = p
d
1

1 + p−d1 ∑
∆ 6=1d
|C∆| χλ(∆)
χλ(1)
p∆

 χλ(1)
d!
(4)
where the summation ranges over all partitions ∆ = (d1, d2, . . . ) of the number d = |λ|, and where p∆
is the product pd1pd2 · · · . The numbers |C∆| depend only on ∆ (see [30] or (15) below).
Now, it is clear from (4) that the formula (2) is a generating function for Hurwitz numbers (1) where
β, p and p¯ are formal parameters. Basically, the Taylor coefficients in the terms p∆p¯∆′β
b, up to a factor,
coincide with the number of covers with the ramification type ∆,∆′ over two points and further of type
Γ = 1|∆|−22 over b points.
We present a larger class of series of type (2), which we shall call generating Hurwitz series:
τ (e,f)
(
N,n,p(1), . . . ,p(f)|{qi, ti, ni}, β
)
=
∑
λ
ℓ(λ)≤N
r
q,t,n,β
λ (n) (χλ(1))
e−f
f∏
j=1
sλ
(
p(j)
)
, e ∈ Z (5)
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where p(j) = (p
(j)
1 , p
(j)
2 , . . . ) are power sums variables, ai, qi, ni ∈ C, and
r
q,t,n,β
λ (n) = e
βf(λ,n)
k∏
i=1
(
sλ(p(qit
n
i , ti))
sλ(p(0, ti))
)ni
(6)
while power sum variables p(qi, ti) = (p1(qi, ti), p2(qi, ti), . . . ) are specified as follows
pm(qi, ti) :=
1− qmi
1− tmi
, pm(0, ti) :=
1
1− tmi
(7)
On the relation of these p(qi, ti) to Macdonald polynomials see the Appendix A.1. We have
(
sλ(p(qi, ti))
sλ(p(0, ti))
)ni
= (1− qi)nid

1 + ∑∆ 6=1d |C∆| χλ(∆)χλ(1) w∆(qi, ti)
1 +
∑
∆ 6=1d |C∆| χλ(∆)χλ(1) w∆(0, ti)

ni (8)
where
w∆(qi, ti) =
(
1− ti
1− qi
)d ℓ∏
j=1
1− qdji
1− tdji
, ∆ = (d1, . . . , dℓ) (9)
For the sake of brevity we shall also write τ
(e,f)
r instead of τ (e,f)
(
N,n,p(1), . . . ,p(f)|{qi, ti, ni}, β
)
.
The series (5) are interesting because of three aspects.
First, for f = e = 1, 2 they may be related to the e-component BKP hierarchy of integrable equations.
For e = 2, they also may be related to the 2-component KP hierarchy (2KP) and Toda lattice hierarchy.
The cases e = 1 (one-component BKP) and e = 2 (2-component KP, and also 2-component BKP)
describes specializations of tau functions of hypergeometric type studied respectively in [31] and in [25],
[26] (in case ni = ±1, such specialization was introduced in [26], [29] in the context of hypergeometric
functions of matrix argument [27] and Milne’s hypergeometric functions [28].
Second, by (4) series (5) may be viewed as a generating function for certain weighted combinations
of the right hand sides of eq. (1), He. To see it, again, we use (4) replacing each Schur function by
its character expansion. One can see that thanks to (4) we obtain linear combinations of terms He.
We notice that the factor rλ in (5) contains only ratios of the Schur functions and due to (4) does not
contribute to the power of χλ(1) in (1), this power is the result of the multiplication of the e Schur
functions in the left hand side of (5).
At last, series (5) may be obtained as integrals of 2KP and BKP tau functions over matrices.
Let us note that series (5) where e = 2 and ni = 1, qi = t
ai
i → 1, i = 1, . . . , k we introduces in [16],
and the case e = 2 and ni = ±, qi = taii → 1, i = 1, . . . , k was studied in [45].
The generating Hurwitz series labeled by e− 1, f− 1 may be obtained from the series labeled by e, f
as follows
τ (e−1,f−1)
(
N,n,p(1), . . . ,p(e−1)
)
=
[
eL
(e) · τ (e,f)
(
N,n,p(1), . . . ,p(e)
)]
p(e)=0
(10)
where L(e) is the Laplace operator
∑
m>0
(
m
2
∂2
∂p2m
+ ∂
∂p2m−1
)
, where each pm is p
(e)
m , see Section 5.
Now for e = f = 2 we have the following series
τ2KP (n,p, p¯) =
∑
λ
rλ(n) sλ(p)sλ(p¯) (11)
which may be identified with TL or, the same, 2KP tau function, see Section 3 below.
As a result one may conclude that, similar to the Okounkov tau function, the TL tau function
(11) generates linear combinations of number of covering of the sphere. These specific combinations of
Hurwitz numbers (“composite signed Hurwitz numbers”) in case qi → 1 are written down in [45] and for
our convenience are also reproduced in the present text.
Put e = f = 1. The series
τBKP (n,p) =
∑
λ
rλ(n) sλ(p) (12)
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with the same rλ(n) is also a tau function [31] where the set p plays the role of higher times , but now it
is a different hierarchy, namely, the BKP hierarchy introduced by Kac and van de Leur [21]. This case
will be considered in the present paper. It is easy to see that now e = 1. Thus, according to Frobenius
formula (1), function (12) is a generating function for Hurwitz numbers of the projective plane RP2.
If we consider the further case e = 0 (the coverings of the elliptic curve) with the help of the series
τ =
∑
n,λ
rλ(n) (13)
then we see it is not a tau function as there are no time variables here. This expression may be related
to the trace of the certain diagonal GˆL∞ element in the fermionic Fock space.
Thus, on the formal level we can explain the appearance of different hierarchies of integrable equations
in the description of Hurwitz counting problem.
This paper is the detalization of the consideration above. We shall study only the case all qi → 1. The
paper is organized as follows. In Section 2 we describe Hurwitz numbers and its combinations generating
solutions of integrable systems. In Section 3 we recall some facts about BKP and TL hierarchies. We
need a special class of tau functions which we call hypergeometric tau functions. In Section 4.1 in
particular we review TL tau functions generating composite signed Hurwitz numbers according to [45].
However we need a modification caused by semiinfinity of TL which we need to compare results with the
BKP case later in Section 5. In sections 4 and 5 we construct Hurwitz τ -functions for BKP hierarchy
and find its connection with Hurwitz τ -functions for the semiinfinte 2DToda hierarchy.
In Section 6 we present a relation between fat graph counting obtained from the one-matrix models
and sums of Hurwitz numbers, and also write down an analogue of the one-matrix model which generates
similar sums for Hurwitz numbers of the projective plane. We show ways to get Hurwitz generating series
(5) in form of matrix integrals. These are integrals of the simplest 2KP and BKP functions whose as
functions of products of matrices. One of the way to diminish the Euler e of the generating series by 1
is to replace one of 2KP tau functions in the integrand by a BKP tau function.
In the Appendix B we discuss Hurwitz generating series in the context of matrix integrals. In the
Appendix A.3 we write down the fermionic expression of the Hurwitz generating series (5) where e=f > 2.
2 Weighted sums of Hurwitz numbers
2.1 Hurwitz numbers
For a partition ∆ of a number d = |∆| denote by ℓ(∆) the number of the non-vanishing parts. For the
Young diagram, corresponding to ∆, the number |∆| is the weight of the diagram and ℓ(∆) is the number
of rows. Denote by (d1, . . . , dℓ) the Young diagram with rows of length d1, . . . , dℓ and corresponding
partition of
∑
di.
Hurwitz numberHΩ(d,∆
(1), . . . ,∆(f)) is defined by a connected surface Ω and partitions ∆(1), . . . ,∆(f)
of the number d = |∆(i)|, i = 1, . . . , f. The Hurwitz number HΩ(d,∆(1), . . . ,∆(f)) is the weighted num-
ber of branched coverings of the surface Ω by other surfaces (connected or non-connected) with fixed
critical values z1, . . . , zf ∈ Ω of topological types ∆(1), . . . ,∆(f). More precisely, z ∈ Ω is the critical
value of the branched covering f : Σ → Ω if z = f(p), where p ∈ Σ is a critical point of f . Consider
degrees d1, . . . , dl of f in all preimiges f
−1(z). The partition (d1, . . . , dℓ) of d = deg(f) is called the
topological type of the critical value z. We say that branched coverings f ′ : Σ′ → Ω and f ′′ : Σ′′ → Ω
are the same, if there exists a homeomorphism g : f ′ → f ′′ such that f ′ = f ′′g. Then
HΩ(d,∆
(1), . . . ,∆(f)) =
∑ 1
|Aut(f)| , (14)
where the sum is taken over all branched coverings f of Ω, with the critical values z1, . . . , zf ∈ Ω of
the topological types ∆(1), . . . ,∆(f) respectively. This number is independent of the positions of the
branching points zi.
The Hurwitz numbers arise in different fields of mathematics: from algebraic geometry to integrable
systems. They are well studied for orientable Ω. In this case the Hurwitz number coincides with
the weighted number of holomorphic branched coverings of a Riemann surface Ω by another Riemann
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surfaces, having critical values z1, . . . , zf ∈ Ω of topological types ∆(1), . . . ,∆(f) respectively. The well
known isomorphism between Riemann surfaces and complex a lgebraic curves gives the interpretation of
the Hurwitz numbers as the numbers of morphisms of complex algebraic curves.
In this work we consider the Hurwitz numbers for non-orientable Ω without boundary. They have also
two other interpretations: as the numbers of the branched coverings of a Klein surface without boundary
by another Klein surface, and as the number of morphisms of real algebraic curves without real points.
Klein surfaces are factors of Riemann surfaces by antiholomorphic involutions. They correspond to real
algebraic curves. Real points of real curves correspond to fixed points of the involutions and boundary
points of the Klein surfaces (see [3–5]). In this paper we consider only surfaces without boundaries. But
an analog of the Hurwitz numbers for surfaces with boundaries also exists ( [6, 7]).
The Hurwitz numbers are closely connected with irreducible representations of Sd. The action of any
permutation s ∈ Sd split the set 1, . . . , d on subsets cardinality (d1, . . . , dℓ) and thus generate a partition
∆(s) = (d1, . . . , dℓ) of d. This partition is called as cyclic type of s. Conversely, any partition ∆ of d
generate the set C∆ ⊂ Sd, consisted of permutation of cyclic type ∆. The cardinality of C∆ is equal to
|C∆| = |∆|!
z∆
, z∆ =
∞∏
i=1
imi mi! (15)
where mi denotes the number of parts equal to i of the partition ∆ (then a partition ∆ is often denoted
by 1m12m2 · · · ).
Moreover, if s1, s2 ∈ C∆, then χ(s1) = χ(s2) for any complex characters χ of Sd. Thus we can define
χ(∆) for a partition ∆, as χ(∆) = χ(s) for s ∈ C∆.
The Frobenius formula [10–14,20] says that
HΩ(d,∆
(1), . . . ,∆(f)) = d!
∑
χ
(
f∏
i=1
|C∆(i) |
χ(∆(i))
χ(1)
) (
χ(1)
d!
)e
, (16)
where e is the Euler characteristic of Ω and χ ranges over the irreducible complex characters of Sd,
associated with Young diagrams of wight d.
In what follows we shall construct the generating series for the numbers
H
e,f
d,N
(
∆(1) . . . ,∆(f)
)
:= d!
∑
λ
|λ|=d , ℓ(λ)≤N
(
f∏
i=1
|C∆(i) |
χλ(∆
(i))
χλ(1)
) (
χλ(1)
d!
)e
, (17)
depending on free integer parameters e, f, d,N . For N ≥ d the number He,e,d,N does not depend on N . In
particular forN ≥ d we haveH2,fd,N
(
∆(1) . . . ,∆(f)
)
= HCP1
(
d,∆(1) . . . ,∆(f)
)
andH1,fd,N
(
∆(1) . . . ,∆(f)
)
=
HRP2
(
d,∆(1) . . . ,∆(f)
)
.
Suitable notations: occupation numbers. Given d we have a finite number, say denoted by d∗+1,
of all different partitions of d, ∆0, . . . ,∆d∗ (the value of d
∗ = d∗(d) is unimportant for us). For a given
d it is convenient to enumerate partitions by a label, say, j = 0, 1, . . . , d∗ where we reserve j = 0 for the
partition 1d: ∆0 = 1
d. By cj ≥ 0 denote how many times a partition ∆j occurs in the set of arguments
of Hed,N and write
HΩ(d; ∆0, . . . ,∆0︸ ︷︷ ︸
c0
, . . . ,∆d∗ , . . . ,∆d∗︸ ︷︷ ︸
cd∗
) =: HΩ(d; c)
where c = c(d) = (c0, . . . , cd∗−1). By analogue with particle and statistical physics we will call cj the
occupation number of the state j (similar notations were used in [9]). As one concludes from (16) the
Hurwitz numbers do not depend on c0, and it is obvious from the geometrical point of view since it is
related to the absence of branching.
We shall also use the mixed notations, where we split the arguments of HΩ into two groups:
HΩ
(
d; c,∆(1), . . . ,∆(f)
)
:= HΩ

d; ∆0, . . . ,∆0︸ ︷︷ ︸
c0
, . . . ,∆d∗ , . . . ,∆d∗︸ ︷︷ ︸
cd∗
,∆(1), . . . ,∆(f)


5
We shall consider weighted sums of Hurwitz numbers over the occupation numbers keeping a group
of f partitions fixed. The series (5) yields examples of such sums, which have the following form
τ (e,f)
(
N,n,p(1), . . . ,p(f)|{qi, ti, ni}, β
)
:=
∑
d
∑
c
ω (d, c) H
e,f+|c|
d,N (c,∆
(1), . . . ,∆(f))
f∏
i=1
p
(i)
∆(i)
where the weights ω depend on n,p(j), β and on qi, ti, ni, i = 1, . . . , k, and will be found in the next
section.
2.2 Weighted sums of Hurwitz numbers.
Our goal is to explain what kind of information related to Hurwitz number is hidden in series (5)
depending on 3k parameters qi, ti, ni.
The case k = 0, b = 0. First of all we notice that if the factor rλ is equal to 1, the series
τ
e,f
1 (N,p
(1), . . . ,p(f)) =
∑
λ∈P
ℓ(λ)≤N
(sλ(p∞))
e
f∏
i=1
sλ(p
(i)))
sλ(p∞)
generate Hurwitz numbers themselves. Here we use the notation p∞ = (1, 0, 0, . . . ), then, from (4) we
obtain the known relation [30]
sλ(p∞) =
dimλ
|λ|! =
χλ
(1|λ|)
|λ|! (18)
where dimλ is the dimension of the irreducible representation λ of the symmetric group Sd, d = |λ|.
Indeed, thanks to (4) we easily obtain
τ
e,f
1 (p
(1), . . . ,p(f)) =
∑
∆(1),...,∆(f)
H
e,f
d,N
(
d; ∆(1) . . . ,∆(f)
) f∏
i=1
p
(i)
∆(i)
(19)
where He,fd,N is given by (17).
The case k, b > 0. In case the prefactor rλ is not identical to 1 the series (5) generates not the
Hurwitz numbers but certain linear combinations (weighted sums) of these numbers. This is the subject
of Proposition 1 below. The contribution of the exponential prefactor in (6) is already explained in [1]
and we concentrate on the contribution of the ratio of the Schur functions in (6).
Let us note that we need some preliminary work to explain what sort of weighted sums we are going
to obtain. These are weighted sums over additional partitions. Each additional partition belongs to one
of 2k colored group. The number of the partitions in each group is not fixed, the weight is defined by
the partition and by the color i, where i = 1, . . . , 2k, of the partition, namely, the weight depends on the
values of the complex parameters qi, ti, ni.
We need additional notations for the additional partitions. 1 First of all we notice that the additional
partitions are profiles of the branch points and all profiles has the same profile weight (the weight of
the related partition) equal to d. Denote the set of all partitions of the weight d by Pd. We recall:
{∆j ∈ Pd , j = 0, . . . , d∗} is the complete set of different partitions of the weight d, and ∆0 = 1d.
Let us consider a set D ∈ P×2kd of partitions of the same weight d separated into k pairs of (color)
groups. Color groups are numbered by k pairs of indexes 1, 1¯, . . . , k, k¯. Then each partition from this
set may be indexed by a superscript which numbers the color of he partition and by a subscript which
indexes its number among all partitions of a given weight d. Say ∆ij (∆
i¯
j) is the partition numbered
by j in the set of all partitions of d from the color group i (¯i). Then the occupation numbers cij (and
c¯ij) where i = 1, . . . , k, j = 0, . . . , d
∗ − 1 says how many times the profile ∆j occurs in the color group
1The notations Γ = 1d−22 and ∆(i), i = 1, . . . , f we will keep for fixed partitions, while for additional ones we shall use
subscripts and superscripts without brackets like ∆ij below.
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i (respectively i¯). Thus D = D
(
c1, c¯1, . . . , ck, c¯k
)
is defined by the 2k sets of occupation numbers: by
c, c¯i = (ci0, c¯
i
0, . . . , c
i
d∗−1, c¯
i
d∗−1), i = 1, . . . , k.
We introduce the notation |ci| = ∑d∗−1j=1 cij (and |c¯i| = ∑d∗−1j=1 cij) which says how many partitions
different from ∆0 is contained in the color group i (resp. i¯) of D
(
c1, c¯1, . . . , ck, c¯k
)
. The set D we call
the set of additional partitions. And C :=
∑k
i=1
(|ci|+ |c¯i|) denotes the total number of additional
profiles (where we exclude all profiles equal to ∆0 = 1
d).
We consider He,fd,N (which are Hurwitz numbers if N ≥ d, see (17)) as functions of the set of par-
titions ∆(1), . . . ,∆(f), also the set of b partitions Γ = 1d−22 and of the set of the additional partitions
D
(
c1, c¯1, . . . , ck, c¯k
)
. Using the mixed notation we write
H
e,f+b+C
d,N
(
c1, c¯1, . . . , ck, c¯k,Γ1, . . . ,Γb,∆
(1) . . . ,∆(f)
)
We want to consider weighted sums of such Hurwitz numbers over occupation numbers of the addi-
tional partitions c1, c¯1, . . . , ck, c¯k.
Next we write down the corresponding weights.
Weight functions. We recall that we introduced partitions ∆ij ,∆
i¯
j and i¯ = 1, . . . , k which occur
cij (respectively c¯
i
j) times in the argument of H
e,f+b+C
d,N (and H
e,f+b+C
d,N are the Hurwitz numbers in case
N ≥ d).
In what follows we shall need the set i = 1, . . . , k of the following functions of 3 parameters ni, qi, ti.
Wi(c
i) : = W
(
ni, qi, ti, c
i
)
= (−1)|ci| (−ni)|ci|
d∗∏
j=1
(
w∆i
j
(qi, ti)
)cij
cij!
(20)
W ∗i (c¯
i) : = W
(−ni, 0, ti, c¯i) = (−1)|c¯i| (ni)|c¯i| d
∗∏
j=1
(
w∆i¯
j
(0, ti)
)c¯ij
c¯ij !
(21)
where |ci| := ci1+ · · ·+ cid∗ , |c¯i| := c¯i1+ · · ·+ c¯id∗ , and the notation (n)m := n(n+1) · · · (n+m− 1) serves
for the Pochhammer symbol. Functions w∆i
j
are defined as follows
w∆i
j
(qi, ti) =
(
1− ti
1− qi
)d ℓ(∆ij)∏
s=1
1− qd
ij
s
i
1− tdijs , qi, ti ∈ C (22)
where dij1 , . . . , d
ij
ℓ are parts of the partition ∆
i
j and
∑ℓ
s=1 d
ij
s = d.
Remark 1. As we see wλ(t, q) = wλ(q, t)−1, in particular wλ(t, t) = 1. Also w(1d)(q, t) = 1 for each q, t.
Remark 2. wλ(q−1, t) = wλ(q, t−1) = (−1)d−ℓ(λ)wλ(q, t)
Remark 3. As we see wλ(q, 1) = δλ,1d for q 6= 1. It means that W
∗
i = δ|c¯i|,0 in case q 6= 1, t = 1.
Remark 4. The multiplier 1
ci
j
!
in (20) corresponds to the permutation between identical profiles labeled by the
partition ∆ij .
Weighted sums. We shall consider linear combinations of Hurwitz numbers related to different sets
of partitions. To describe these sets we fix the weight of partitions, say, d. Then we have a finite number
of all different partitions of this weight, we denote this number by 1 + d∗. Let us enumerate partitions
from this set by a subscript: ∆j , j = 1, . . . , d
∗. In what follows we need colored groups of partitions, the
color will be labeled by a superscript. Thus we have the set ∆ij , i = 1, . . . , k, j = 1, . . . , d
∗, provided ∆i1,
i = 1, . . . , k. In our notation of functions defined on such sets, say, the Hurwitz number HΩ, we shall
write HΩ({cij), i = 1, . . . , k, j = 1, . . . , d∗} instead of HΩ
({∆ij), i = 1, . . . , k, j = 1, . . . , d∗}) replacing
each partition ∆ij by the occupation number c
i
j ≥ 0 which shows how many times the partition ∆ij occurs
to be the argument of the function. For us it is important to keep in mind the colored groups, and we
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shall use the following notation: ∆i = ∆i1, . . . ,∆
i
d∗ and c
i(d) = ci1, . . . , c
i
d∗ . In what follows we shall use
two independent sets of occupation numbers: ci(d) and c¯i(d) = c¯i1, . . . , c¯
i
d∗ .
We consider
H
e,f+b+C
d,N
(
d; c1, c¯1, . . . , ck, c¯k,Γ1, . . . ,Γb,∆
(1), . . . ,∆(f)
)
(23)
the set of partitions {∆ij, j = 1, . . . , d∗} is the set of all different partitions of the weight d except 1d
there are k copies of such sets, each set is labeled by the superscript i = 1, . . . , k
the number cij ≥ 0 (c¯ij ≥ 0 says how many times the partition ∆ij (resp. ∆i¯j) occurs to appear among
arguments of Hd,Ne
where Γ1 = · · · = Γb = 1d−22.
Thus Hed,N depends on the set of b+ f+
∑k
i=1
∑d∗
j=1
(
cij + c¯
i
j
)
partitions.
We will study the weighted sums of Hed,N over the sets c
i
j and c¯
i
j while partitions ∆
(1) . . . ,∆(f) are
fixed.
Denote by
Led,N
(
d | {ni, qi, ti} | b |∆(1), . . . ,∆(f)
)
=
∑
c1,...,ck
c¯1,...,c¯k
H
e,f+b+C
d,N
(
d; c1, c¯1, . . . , ck, c¯k,Γ1, . . . ,Γb,∆
(1), . . . ,∆(f)
) k∏
i=1
Wi(c
i)W ∗i (c¯
i) (24)
where both Wi and W
∗
i depend on {ni, qi, ti} are defined by (20) and (21).
Remark 5. In case d ≤ N and e = 1, 2 the number Hed,N is the Hurwitz number. In what follows we will refer
this case as Hurwitz case. The 3k-parametric sum (24) involves the Hurwitz number of b+ f+
∑k
i=1
(
|ci|+ |c¯i|
)
partitions where b + f partitions are fixed and the summation ranges over the rest C :=
∑k
i=1
(
|ci|+ |c¯i|
)
partitions.
In case we choose d ≤ N we obtain weighted sums of Hurwitz numbers HΩ = Hed,N for the base
surface with Euler characteristic e.
Proposition 1. The series (5) generates weighted sums Led,N :
τ (e,f)
(
N,n,p(1), . . . ,p(f)|{qi, ti, ni}, β
)
=
∞∑
d,b=0
βb
b!
∑
∆(1),...,∆(f)
Led,N
(
{ni, qaii tni , ti} | b |∆(1), . . . ,∆(f)
) f∏
i=1
p
(i)
∆(i)
Proof. Let us consider each factor in (5) related to a term lebaled by λ.
We start with the factors in (6). First of all from (7)
pm(qi, ti) :=
1− qmi
1− tmi
, pm(0, ti) :=
1
1− tmi
for a partition ∆ = (d1, d2, . . . ) we obtain
p∆(qi, ti) := (p1(qi, t1))
d1 (p2(qi, t1))
d2 · · · =
(
1− qi
1− ti
)d1 (1− q2i
1− t2i
)d2
· · ·
Then from (4) we obtain (8) and (9). Expanding (8) we obtain
∑
(−1)|ci| (−ni)|ci|
d∗∏
j=1
(
w∆i
j
(qi, ti)
)cij
cij !
( |C∆i¯
j
|χλ(∆ij)
χλ(1)
)cij
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in enumerator and
∑
(−1)|c¯i| (ni)|c¯i|
d∗∏
j=1
(
w∆i¯
j
(0, ti)
)c¯ij
c¯ij !

 |C∆i¯j |χλ(∆i¯j)
χλ(1)

c¯
i
j
in the denominator. The summation ranges over all partitions of the weight d = |λ|, namely, over all
occupation numbers cij and c¯
i
j .
Next, for the factor eβf(λ,n) in (6) from (3) we obtain
∑
b
βb
b!
( |CΓ|χλ(Γ)
χλ(1)
)b
For each of f Schur functions in the product (5), we use (4) to write
sλ(p
(j)) =
(
p
(j)
1
)d1 + (p(j)1 )−d ∑
∆ 6=1d
|C∆(j) |
χλ(∆
(j))
χλ(1)
p
(j)
∆j

 χλ(1)
d!
Finely we sum the product of all mentioned factors over λ, and using the defying relation (1) for
Hurwitz numbers we obtain the Proposition 1.
Let us reduce 3k-parametric families of weighted Hurwitz numbers as in examples below.
Example 1. We take qi = ti, i = 1, . . . , k. (See Remark 1). Then we obtain 2k-parametric family:
Led
(
b | {ni, ti, ti} |∆(1), . . . ,∆(f)
)
=
∑
c1,...,ck
c¯1,...,c¯k
HΩ
(
d; c1, c¯1, . . . , ck, c¯k,Γ1, . . . ,Γb,∆
(1), . . . ,∆(f)
)
W
W =
k∏
i=1
(−ni)|ci| (ni)|c¯i|
(−1)|ci|+|c¯i|
d∗∏
j=1
1
cij !
d∗∏
j=1
(
w∆i¯
j
(0, ti)
)c¯ij
c¯ij !
Take further ni = −1, i = 1, . . . , k. Due to the factor (ni)|c¯i| there is a single profile in each color group
labeled by bar. After some changing of notations under summation we obtain
∑
c1,...,ck
∆1,...,∆k
HΩ
(
d; c1,∆1, . . . , ck,∆k,Γ1, . . . ,Γb,∆
(1), . . . ,∆(f)
)
W (25)
W = −

 k∏
i=1
|ci|!
(−1)|ci|
d∗∏
j=1
1
cij !

 k∏
i=1
w∆i(0, ti) (26)
where
w∆i(0, ti) = (1− ti)d
ℓ(∆i)∏
s=1
1
1− tdisi
, (27)
where ∆i = (di1, d
i
2, . . . ), i = 1, . . . , k.
Example 2. The sum (24) has an interesting limit in case qi → 1 for all i. In this case thanks to
Remark 3 the terms where any of c¯ij is nonvanishing vanishes. Then, denoting
lim
qi→1
i=1,...,k
Led
(
b | {ni, qaii , qi} |∆(1), . . . ,∆(f)
)
= Le
(
d | b | {ni, ai} |∆(1), . . . ,∆(f)
)
,
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we obtain 2k-parametric family
L
e
d
(
b | {ni, ai} |∆(1), . . . ,∆(f)
)
=
∑
c1,...,ck
HΩ
(
d; c1, . . . , ck,Γ1, . . . ,Γb,∆
(1), . . . ,∆(f)
) k∏
i=1
(−1)|ci|
a
d|ci|
i
(−ni)|ci|
d∗∏
j=1
a
ℓ(∆ij)c
i
j
i
cij !
(28)
Let us note that the exponent
∑d∗
j=1 ℓ(∆
i
j)c
i
j has the meaning of the sum of lengths of all partitions of
the color group i excluding thye partition 1d, while |ci| := ∑d∗j=1 has the meaning of total number of
these partitions in this color group.
If we put e = f = 2 and ni = ±1 in (28) we obtain the case considered in [45].
Example 3. We can further reduce (28) putting ni = 1 for i = 1, . . . , k. In this case each (−ni)|ci| = 0
until |ci| = 1. It means that a single partition, ∆iji , in each color group i, contributes to the set of the
arguments of Hed,N , and the summation in (28) is the summation over the set of various j1, . . . , jk where
1 ≤ ji ≤ d∗. Instead of (28) we obtain k-parametric family
L
e
d
(
b | {1, ai} |∆(1), . . . ,∆(f)
)
=
∑
1≤j1,...,jk≤d∗
HΩ
(
d; ∆1j1 , . . . ,∆
k
jk
,Γ1, . . . ,Γb,∆
(1), . . . ,∆(f)
) k∏
i=1
a
ℓ(∆iji )−d
i (29)
Relations (28)-(29) generates sums of Hurwitz numbers with certain conditions upon the partitions
lengths. For instance, from (29) we obtain
res
a1=0
ad−l1−1i · · · res
ak=0
ad−lk−1k L
e
d
(
b | {1, ai} |∆(1), . . . ,∆(f)
)
=
∑
HΩ(d,Γ1, . . . ,Γb,∆
1, . . . ,∆k,∆(1), . . . ,∆(f)) (30)
where the sum is taken over all partitions ∆i of the fixed lengths li.
Example 4. One can re-write (28) as different 2k-parametric family as follows. Using
(k)|ci| =
Γ(|ci|+ k)
Γ(k)
, (1 − xi)−|c
i| = 1 +
∞∑
k=1
xki
k!
Γ(|ci|+ k)
Γ(|ci|) = 1 +
∞∑
k=1
xki
k!
(k)|ci|Γ(k)
Γ(|ci|)
and taking the sum of (28) over ni = −1,−2, . . . with the weight −x
−ni
i
ni
, xi = 1− zi, we obtain
(−1)k
∑
n1,...,nk<0
k∏
i=1
(1− zi)−ni
ni
L
e
d
(
b | {ni, ai} |∆(1), . . . ,∆(f)
)
=
∑
c1,...,ck
HΩ
(
d; c1, . . . , ck,Γ1, . . . ,Γb,∆
(1), . . . ,∆(f)
) k∏
i=1
(
z
−|ci|
i − 1
)
(−1)|ci|Γ(|ci|)
d∗∏
j=1
a
ℓ(∆ij)c
i
j
i
cij !
(31)
where zi and ai , i = 1, . . . , k are free parameters. Picking up terms at given powers of zi and ai one can
obtain the sums of Hurwitz numbers under the conditions: the number of profiles in each color group, |ci|,
is fixed and the sum of profile lenghts inside each color group,
∑d∗
j=1 ℓ(∆
i
j)c
i
j , is also fixed, see (67),(68)
below. Let us note, that the term related to |ci| = 0 should be treated as lim|ci|→0
(
z
−|ci|
i − 1
)
Γ(|ci|) =
− log z.
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3 Toda lattice and BKP tau functions
3.1 Pochhammer symbols and content products
For a given partition λ = (λ1, . . . , λl) and a function on the one-dimensional lattice r(x), x ∈ Z, we
introduce the generalized Pochhammer symbol rn(x) as
rn(x) = r(x)r(x + 1) · · · r(x + n− 1) (32)
and the generalized Pochhammer symbol, rλ, related to a partition λ as
rλ(x) = rλ1(x)rλ2 (x− 1) · · · rλl(x− l + 1) (33)
It may be written also as a content product as follows
rλ(x) =
∏
i,j∈λ
r(x + j − i)
where j − i is a content of the node in i-th row and j-th column of the Young diagram of a partition λ,
see [29] for more details.
The content product plays an important role in many combinatorial problems, see for instance [15]
where links to integrable systems were also pointed out.
Remark 6. (1) If r = fg, then rλ(x) = fλ(x)gλ(x). (2) If r˜(x) = (r(x))
n
, n ∈ C, then r˜λ(x) = (rλ(x))
n.
Example I. For r(x) = x the generalized Pochhammer symbol coincides with the familiar one:
rλ(x) = (x)λ , (x)λ := (x)λ1 (x− 1)λ1 · · · (x− l + 1)λl , (x)n =
Γ(x+ n)
Γ(x)
If we take r(x) = xn, n ∈ C, then rλ(x) = ((x)λ)n
Example II. For r(x) = 1− qtx the generalized Pochhammer symbol coincides with the q-deformed
one (for some reasons we replace the letter q by the letter t):
rλ(x) = (qt
x; t)λ, (qt
x; t)λ := (qt
x; t)λ1(qt
x−1; t)λ1 · · · (qtx−l+1; t)λl , (qtx; t)n = (1−qtx) · · · (1−qtx+n−1)
This case may be also referred as trigonometric. The trigonometric r may be viewed as the infinite
product of r from the Example I. If we take r(x) = (1− qtx)n , n ∈ C, then rλ(x) = ((qtx; t)λ)n, see
Remark 6.
Example III. For r(x) = θ(cx, t), where θ(cx, t) is the Jacoby theta function,
θ(cx, τ) :=
∑
n∈Z
exp(πin2τ + 2cπinx) = (q; q)∞
∞∏
n=1
(
1 + qn−
1
2 tx
)(
1 + qn−
1
2 t−x
)
where q = e2πiτ , t = e2cπi. As one can note the elliptic r is the infinite product of “trigonometric” r
from the Example II. The generalized Pochhammer symbol is then the elliptic Pochhammer symbol:
rλ(x) = [xc; t]λ, [cx; t]λ := [cx; t]λ1 [c(x−1); t]λ1 · · · [c(x−l+1); t]λl , [cx; t]n := θ(cx|t) · · · θ(c(x+n−1)|t)
If we take r(x) = (θ(cx, t))
n
, n ∈ C, then rλ(x) = ([xc; t]λ)n
The shall refer the cases r(x) = a + cx, r(x) = 1 − qtx, r(x) = θ(cx, τ) as respectively rational,
trigonometric and elliptic ones.
Example IV. For r(x) = eβx we obtain the case considered in [1]
rλ(x) = e
βf2(λ,x)
where
f2(λ, x) =
1
2
∑
i
[
(x+ λi − i+ 1
2
)2 − (x − i+ 1
2
)2
]
, f2(λ, 0) + x|λ|
In [1] it was shown that f2 may be written in form (3) and this is a key relation to link the generating
function for Hurwitz numbers to integrable systems.
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Examples of the parametrizations of r It may be suitable to choose the function r as the product
of functions r(1) · · · r(k) (then rλ = r(1)λ · · · r(k)λ , see Remark 6), where each one is parametrized by the
set of parameters β(i) = (β
(i)
1 , β
(i)
2 , . . . ) in one of three ways:
(I) : r(i)(x) = eβ
(i)
0 +
∑
m>0
1
m
β(i)m x
m
(34)
(II) : r(i)(x) = e
∑
m>0
1
m
β(i)m t
mx
i (35)
(III) : r(i)(x) = e
∑
m>0
1
m
β(i)m (e
mci(ai+x)+e−mci(ai+x)) (36)
To obtain respectively the usual, the trigonometric and elliptic Pochhammer symbols we choose
β(i)m = ni (−ai)−m , β(i)0 = ni log ai (37)
β(i)m = −niqmi (38)
β(i)m = ni(−1)m
qmi
1− qmi
(39)
Then respectively we obtain
rλ(x) =
k∏
i=1
((ai + n)λ)
ni (40)
rλ(x) =
k∏
i=1
((qit
n
i ; ti)λ)
ni (41)
rλ(x) =
k∏
i=1
([ci(ai + x), qi]λ)
ni (42)
where ai, qi, ti, ni are complex numbers.
Now let us consider limiting expressions of rational, trigonometric and ellitpic cases
r(i)(x) =
(
1 +
x
niai
)ni
→ exp x
ai
(43)
r(i)(x) =
(
1 +
qi
ni
txi
)ni
→ exp qitxi (44)
r(i)(x) = (θ(ai, τi))
ni → exp q−
1
2
i (t
x
i + t
−x
i ) (45)
Formula similar to (43) was previously obtained in [47]. It result in the choice of r as in Example IV
above (where we put β = 1
a
), and allows to view the Okounkov tau function [1] as a limit n→∞ of the
certain hypergeometric function of matrix arguments [27] of type n+1F 0.
Let us note that the variables β in the parametrization (36) is a triangle transform of variables t∗
introduced in [32]. This follows from the relation r(x) = eUx−1−Ux , where Ux =
∑
m 6=0 t
∗
mt
mx.
It actually means that τ2KPr (N,n,p
(1),p(2)) is a 2KP tau function in variables (n,p(1), β) in case
p
(2)
m =
1
1−tm , see details in [46].
At last we need the important
Lemma 1.
sλ(p(q, t)) = (q; t)λ sλ(p(0, t) (46)
and its limiting case
sλ(p(a)) = (a)λ sλ(p∞) (47)
where p(q, t) is defined by
p(q, t) = (p1(q, t), p2(q, t), . . . ) , pm(q, t) :=
1− qm
1− tm (48)
p∞ = (1, 0, 0, . . . ) and
p(a) = (a, a, . . . ) (49)
which may be easily obtained from the consideration in Ch I of [30]. This Lemma allows to identify
series (5) where e = f = 1, 2 with BKP and 2KP tau functions [26], [31].
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3.2 TL tau function and TL hypergeometric tau function.
Here we recall few facts about the Toda lattice rau functions, and for details we refer to the paper [33].
The simplest Hirota equation for the Toda lattice is
∂2τTL (n,p, p¯)
∂p1∂p¯1
τTL (n,p, p¯)− ∂τ
TL (n,p, p¯)
∂p1
∂τTL (n,p, p¯)
∂p¯1
= −τTL (n+ 1,p, p¯) τTL (n− 1,p, p¯) (50)
TL tau function may be written in form
τTL (n,p, p¯) =
∑
λ∈P
sλ(p) gλ,µ(n)sµ(p¯) (51)
where gλ,µ is a determinant, see [34]. The Schur function is defined as follows
sλ(p) = det (sλi−i+j(p))i,j , e
∑
m>0
1
m
zm pm =:
∑
m≥0
zm sm(p) (52)
We shall denote the length of a partition λ by ℓ(λ) and the weight of λ by |λ|, see [30].
TL tau function of the hypergeometric type. These are
g(n)
∑
λ∈P
rλ(n) sλ(p) sλ(p¯) =: τ
TL
r (n,p) (53)
In case r vanishes at certain site number M it is better to speak about
Semi-infinite TL tau function with the origin at the site number M . These are
g(n)
∑
λ∈P
ℓ(λ)≤n−M
rλ(n) sλ(p) sλ(p¯) =: τ
TL
r (M,n,p) (54)
This tau function is a particular case of the previous one if we choose r(M) = 0.
In [26] there were written down two main examples of such tau functions:
τr(n,p
(1),p(2)) =
∑
λ
(sλ(p∞))
q−p
∏p
i=1 sλ(p(ai + n))∏q
i=1 sλ(p(bi + n))
sλ(p
(1))sλ(p
(2)) (55)
which may be related to the hypergeometric function of matrix argument [27], and
τr(n,p
(1),p(2)) =
∑
λ
(sλ(p∞))
q−p
∏p
i=1 sλ(p(t
ai+n, t))∏q
i=1 sλ(p(t
bi+n, t))
sλ(p
(1))sλ(p
(2)) (56)
which which may be related to the Milne’s hypergeometric functions [28].
3.3 BKP tau function.
We are interested in a certain subclass of the BKP tau functions (59) written down in [31] and called BKP
hypergeometric tau functions, and also in the similar class of TL tau functions (51) found in [25], [26].
There are two different BKP hierarchies of integrable equations, one was introduced by the Kyoto
group in [23], the other was introduced by V. Kac and J. van de Leur in [21]. We need the last one.
This hierarchy includes the celebrated KP one as a particular reduction. In a certain way (see [42]) the
BKP hierarchy may be related to the three-component KP hierarchy introduced in [23] (earlier described
in [24] with the help of L-A pairs with matrix valued coefficients). For a detailed description of the BKP
we refer readers to the original work [21], and here we write down the first non-trivial equations for the
BKP tau function (Hirota equations). These are
1
2
∂τ(N,n,p)
∂p2
τ(N + 1, n,p)− 1
2
τ(N,n,p)
∂τ(N + 1, n,p)
∂p2
+
1
2
∂2τ(N,n,p)
∂2p1
τ(N + 1, n,p)
+
1
2
τ(N,n,p)
∂2τ(N + 1, n,p)
∂2p1
− ∂τ(N,n,p)
∂p1
∂τ(N + 1, n,p)
∂p1
= τ(N + 2, n,p)τ(N − 1, n,p) (57)
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τ(N,n+ 1,p)
∂2τ(N + 1, n,p)
∂2p1
− 1
2
τ(N,n+ 1,p)
∂2p1
τ(N + 1, n,p) =
∂τ(N + 2, n,p)
∂p1
τ(N − 1, n+ 1,p)− ∂τ(N + 1, n+ 1,p)
∂p1
τ(N,n,p) (58)
The BKP tau functions depend on the set of higher times tm =
1
m
pm, m > 1 and the discrete parameter
N . In [31] the second discrete parameter n was added and equation (58) relates BKP tau functions with
neighboring n. The complete set of the Hirota equations with two discrete parameters is written down
in the Appendix.
The general solution to Hirota equations may be written as
τBKP (N,n,p) =
∑
λ∈P
Aλ(N,n)sλ(p) (59)
where P is the set of all partitions and where Aλ solves Plucker relations for isotropic Grassmannian and
may be written in a pfaffian form.
BKP tau function of the hypergeometric type We consider sums over partitions of form
g(n)
∑
λ∈P
ℓ(λ)≤N
rλ(n) sλ(p) =: τ
BKP
r (N,n,p) (60)
where P is the set of all partitions, sλ are the Schur functions [30] and the semi-infinite set p = (p1, p2, . . . )
is related to the called higher times in the soliton theory t = (t1, t2, . . . ) via pm = mtm. The constant
g(n) is not important and may be found in Appendix A.3, see (99),(100).
Remark 7. For hypergeomtric tau functions (53) and (60) there is an obvious transformation rλ → a−|λ|rλ, p1m →
ap
(1)
m , m > 0, which does not change the tau functions.
Remarks. According to [26], [31]
(1) τTLr solves certain linear equation generalizing Gauss equation for Gauss hypergeometric function
which may be also referred as a “string equation”
(2) There are various determinantal formulae to present τTLr , and pfaffian formulae to present τ
BKP
r
(3) Both τTLr and τ
BKP
r may be obtained by the action of vertex operators on certain simple functions
Also [31, 35, 36] :
(4) Sums (60) and (53) may be considered as partition functions for models of random partitions
where a partition λ contributes the weights rλ(n) sλ(p), or rλ(n) sλ(p) sλ(p¯) respectively
(5) For certain specifications of r and p sums (60) and (53) may be viewed as multisoliton tau
functions. Similarly, for the same specifications, they may be viewed as discrete versions of matrix
models
4 Generating Hurwitz series and the BKP and 2KP tau func-
tions
As we have seen
τe,f
(
N,n, β, {ni, qi, ti} |p(1), . . . ,p(f)
)
=
∑
λ
ℓ(λ)≤N
r
n,q,t
λ (n)
f∏
i=1
sλ(p
(i)) =
14
∑
d≥0
∑
∆(1),...,∆(f)∈P
|∆(j)|=d, j=1,...,f
βb
b!
L
e,f
d,N
(
b | {ni, qitni , ti} |∆(1), . . . ,∆(f)
) f∏
j=1
pj
∆(j)
where
r
n,q,t
λ (n) =
(
qeβn
)|λ|
eβf2(λ)
k∏
i=1
(
(qit
n
i ; ti)λ
(1− qi)d
)ni
and where Le,fd,N
(
b | {ni, qitni , ti} |∆(1), . . . ,∆(f)
)
for N ≥ d is the weighted sum of Hurwitz numbers for
the d-fold covering of the surface of Euler characteristic e with fixed ramification profiles ∆(1), . . . ,∆(f)
and b profiles Γ = 1d−22, and summation runs over additional profiles as it was described in Section 2.2.
Let e = f. We have
Theorem 1. For any complex numbers {ni, qi, ti} and integers n and N ≥ 0 the generating Hurwitz
series
τ1,1 (N,n, β, {ni, qaii , qi} |p)
=
∑
d≥0
∑
∆∈P
|∆|=d
βb
b!
L
1,1
d,N (b | {ni, qitni , ti} |∆) p∆
=
∑
λ
ℓ(λ)≤N
r
n,q,t
λ (n) sλ(p)
where
r
n,q,t
λ (n) =
(
qeβn
)|λ|
eβf2(λ)
k∏
i=1
(
(qit
n
i ; ti)λ
(1− qi)d
)ni
(61)
is a τ−function of the BKP hierarchy where p = (p1, p2, . . . ) plays the role of higher times.
Theorem 2. For any complex numbers {ni, qi, ti} and integers n and N ≥ 0 the generating Hurwitz
series
τ2,2
(
N,n, β, {ni, qaii , qi} |p(1),p(2)
)
=
∑
d≥0
∑
∆(1),∆(2)∈P
|∆(j)|=d, j=1,2
βb
b!
L
2,2
d,N
(
b | {ni, qitni , ti} |∆(1),∆(2)
) ∏
j=1,2
pj
∆(j)
=
∑
λ
ℓ(λ)≤N
r
n,q,t
λ (n)
∏
i=1,2
sλ(p
(i))
where
r
n,q,t
λ (n) =
(
qeβn
)|λ|
eβf2(λ)
k∏
i=1
(
(qit
n
i ; ti)λ
(1− qi)d
)ni
(62)
is a τ−function of the 2-component BKP hierarchy and also of the semiinfinite TL hierarchy where
p(j) =
(
p
(j)
1 , p
(j)
2 , . . .
)
play the role of higher times.
Proof. . The statements of the Theorems directly follow from the consideration in the previous sections,
see Proposition 1 and formulae (60) and (53) where we choose
r(x) = eβx
k∏
i=1
(1− qitxi )ni (63)
This choice provides
rλ(x) = e
βf2(x)
k∏
i=1
((qit
x
i ; ti)λ)
ni (64)
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Let us mark that if we introduce
F (q, t,n;β, x) =
∑
m>0
eβm
k∏
i=1
(1− qitmi )ni xm (65)
then
τ2,2 (N,n, β, {ni, qaii , qi} |X,Y ) = det
[
F (q, t,n;β, x
(1)
i x
(2)
j )
]
i,j=1,...,N
, p(j)m =
N∑
i=1
(
x
(j)
i
)m
4.1 Particular cases
We consider the sums of Hurwitz numbers which correspond to the following options:
• b, d, k ∈ Z, where d > 0, b, k ≥ 0;
• integers N1, . . . , Nk ≥ 0 ;
• integers L1, . . . , Lk ≥ 0 ;
• integers cij ≥ 0, where i = 1, . . . , k, j = 1, . . . , d∗ ;
• partitions ∆ij , where i = 1, . . . , k, j = 1, . . . , d∗ and |∆ij | = d;
• partitions ∆(1), . . . ,∆(f), where |∆(i)| = d;
Denote by
T ed,N(b|N1, . . . , Nk|L1, . . . , Lk|∆(1), . . . ,∆(f)) =
∑ 1∏
1≤i≤k
1≥j≥d∗
cij !
H
e,f+b+
∑
i |ci|
d,N (Γ1, . . . ,Γb, c
1
1, . . . , c
1
d∗ , . . . , c
k
1 , . . . , c
k
d∗ ,∆
(1), . . . ,∆(f)), (66)
where the sum is taken over partitions ∆i of the weight d and over all partitions ∆
i
j of the same weight
that are not equal to (1, . . . , 1), such that
• Γ1 = · · · = . . . ,Γb = [2, 1 . . . , 1];
•
d∗∑
j=1
cij = Ni, i=1,. . . ,k
•
d∗∑
j=1
cijℓ(∆
i
j)) = Li, i=1,. . . ,k .
We recall that for N ≥ d the numbers He,pd,N are the Hurwitz numbers of the d−fold coverings with p
branch points of the surface with Euler characteristic e.
Using the Example 4 in Subsection 2.2 we obtain the following corollary of the Theorem 1 we get
Corollary 1.
(−1)k
∑
n1,...,nk<0
k∏
i=1
(1− zi)−ni
ni
τ1,1 (N,n,p, β | {ni, ai} ) =
∑
∆
eβ|λ|n p∆
βb
b!
×
T
(1)
d,N(b|N1, . . . , Nk|L1, . . . , Lk|∆(1), . . . ,∆(2))
k∏
i=1
(
z−Nii − 1
)
(−1)NiΓ(Ni) (ai + n)Li (67)
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where zi and ai , i = 1, . . . , k are free parameters and where
τ1,1 (N,n,p, β | {ni, ai} ) =
∑
λ
ℓ(λ)≤N
eβf2(λ,n)
k∏
i=1
((ai + n)λ)
ni sλ(p)
is the BKP tau function.
By the Theorem 2
Corollary 2.
(−1)k
∑
n1,...,nk<0
k∏
i=1
(1− zi)−ni
ni
τ2,2
(
N,n,p(1),p(2) β | {ni, ai}
)
=
∑
∆(1),∆(2)
eβ|λ|n p(1)
∆(1)
p
(2)
∆(2)
βb
b!
×
T ed,N(b|N1, . . . , Nk|L1, . . . , Lk|∆(1),∆(2))
k∏
i=1
(
z−Nii − 1
)
(−1)NiΓ(Ni) (ai + n)Li (68)
where zi and ai , i = 1, . . . , k are free parameters and where
τ2,2
(
N,n,p(1),p(2) β | {ni, ai}
)
=
∑
λ
ℓ(λ)≤N
eβf2(λ,n)
k∏
i=1
((ai + n)λ)
ni sλ(p
(1))sλ(p
(2))
is the 2KP (or, the same, of the semiinfinite TL) tau function.
Alternating sums. Here we present other combination of Hurwitz numbers weighted by ±1.
We consider the sums of Hurwitz numbers which correspond to the following options:
• b, d, k, s ∈ Z, where d > 0, b, k, s ≥ 0;
• l1, . . . , lk ∈ Z, where 0 ≤ li ≤ d;
• l∗1, . . . , l∗s ∈ Z, where 0 < l∗i ≤ d (the first uniquality is strict);
• partitions ∆(1), . . . ,∆(f), where |∆(i)| = d;
• partitions ∆1, . . . ,∆k, where |∆i| = d;
• s sets of partitions ∆i1, . . . ,∆imi , i = 1, . . . , s, where |∆ij | = d for each i, j.
Denote by
Sed,N(b|l1, . . . , lk|l∗1, . . . , l∗s |∆(1), . . . ,∆(f)) =
∑
(−1)εHed,N(Γ1, . . . ,Γb,∆1, . . . ,∆k,∆11, . . . ,∆1m1 , . . . ,∆s1, . . . ,∆sms ,∆(1), . . . ,∆(f)), (69)
where the sum is taken over partitions ∆i of the weight d and over all partitions ∆
i
j of the same weight
that are not equal to (1, . . . , 1), such that
• Γ1 = · · · = . . . ,Γb = [2, 1 . . . , 1];
• d− ℓ(∆i) = li, i=1,. . . ,k;
•
mi∑
j=1
(d− ℓ(∆ij)) = l∗i , i=1,. . . ,s;
• ε = m1 + · · ·+ms.
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Thus, the numbers Sed,N(b|1, . . . , 1|1, . . . , 1|∆(1),∆(2)) are the 2-Hurwitz numbers from [1] with profiles
∆(1) and ∆(2) in two given points with additional b+ k + s simple ramification points.
It follows from (16) that
Sed,N(b|l1, . . . , lk|l∗1 , . . . , l∗s |∆(1), . . . ,∆(f))
we can present as the sum, where summands correspond to Young diagram λ of weight d.
Hurwitz weighted sums (69) for the BKP hierarchy. Let us write down the following particular
case of the Theorem 1. Construct now generating function for SN
RP2
(d|l1, . . . , lk|l∗1, . . . , l∗s |∆). Put
τBKP (N,n|a1, . . . , ak|b1, . . . , bs|p∆) =
∑
B
(qeβn)d
βb
b!
s∏
i=1
b−di (bi + n)
−l∗i
k∏
i=1
a−di (ai + n)
−li SN
RP2
(B) p∆
(70)
where the sum is taken over all B = (d|l1, . . . , lk|l∗1 , . . . , l∗s |∆). Here p∆ = pd1pd2 · · · with ∆ = (d1, d2, . . . )
and ∆ = (d1, d2, . . . ), d1 + d2 + · · · = d.
Corollary 3. The function τBKP (N,n|a1, . . . , ak|b1, . . . , bs|p) is a τ− functions for BKP hierarchy for
any complex numbers (a1, . . . , ak|b1, . . . , bs) and integer n > 0.
Hurwitz weighted sums (69) for the 2KP (the same, for the semiinfinte TL) hierarchy.
Consider
τTL(M,n|q, β|a1, . . . , ak|b1, . . . , bs|p, p¯) = (71)∑
B
(qeβn)d
βb
b!
k∏
i=1
a−di (ai + n)
−li
s∏
i=1
b−di (bi + n)
−l∗i Sn−M
CP1
(B|∆(1),∆(2)) p∆(1) p¯∆(2) (72)
where n > M and the sum is taken over all B = (d|l1, . . . , lk|l∗1 , . . . , l∗s |∆(1),∆(2)). Here p∆(i) =
p
d
(i)
1
p
d
(i)
2
· · · with ∆(i) = (d(i)1 , d(i)2 , . . . ), d(i)1 + d(i)2 + · · · = d, i = 1, 2.
Here we basically review the result of [45] with certain modifications, namely, we need not infinite
but semiinfinite Toda lattice to compare with our main result in the next section. We do not consider
the combinatorial interpretation of hypergeometric tau functions in terms of counting paths problem in
Cayley graph related to the symmetric group worked out in [22], [45].
Corollary 4. The function τTL(M,n|a1, . . . , ak|b1, . . . , bs|p, p¯) is a τ functions for semiinfinte 2DToda
hierarchy for any complex numbers (a1, . . . , ak|b1, . . . , bs).
It directly follows from the Theorem 2.
Remark 8. The special case s = 0 was pointed out in [16].
5 Transformation of Hurwitz τ-functions for the semiinfinte
2DToda hierarchy to τ-functions for BKP hierarchy
The sum (60) is an example of the BKP hypergeometric tau function [31] (Hirota equations for the BKP
tau functions may be found in Appendix A.2). It may be obtained from the hypergeometric tau function
of the semi-infinite Toda lattice n ≥M (here a given M is the origin of the lattice):
∂φn
∂p1∂p¯1
= r′(n)eφn−1−φn − r′(n+ 1)eφn−φn+1 , e−φn = τr′(M ;n+ 1,p, p¯)
τr′(M ;n,p, p¯)
g(n)
g(n+ 1)
where r′(n) = r(n)δ(n) (δ(M) = 0, δ(n) = 1 otherwise). The multiplication by δ provides the restriction
of the summation region by the condition r′λ(n) for ℓ(λ) ≤ n−M for the tau function of the Toda lattice,
this we see from the definition of rλ(n). Fixing n and choosing N = n−M we obtain
τBKPr (N,n,p) =
[
e
1
2
L∞ · τTLr′ (n−N ;n,p, p¯)
]
p¯=0
(73)
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where L∞ is the following Laplacian operator
L∞ =
∑
m≥1
m
∂2
∂p¯2m
+ 2
∑
m≥1,odd
m
∂
∂p¯m
(74)
The operator e
1
2L∞ and the evaluation at p¯ = 0 ’eliminate’ one Schur function in each term of (53).
The proof of (73) follows from∑
λ∈P
sλ(p) = e
1
2
∑∞
m=1
1
m
p2m +
∑∞
m=1 p2m−1
and [
sµ(∂˜) · sλ(p)
]
p=0
= δµ,λ
which may be derived from Examples in Chapter I section 5 of [30]. Here sλ(∂˜) denotes the Schur
function as the function defined by (52) where each pm is replaced by m
∂
∂pm
.
6 Matrix integrals as generating functions of Hurwitz numbers
and of Hurwitz generating series
We want to present Hurwitz generating series (5) in form of matrix integrals. The idea is that various
integrals of products of the 2KP and BKP tau functions of matrix argument 2 result in the series (5).
One-matrix model and Hurwitz numbers. To begin with we recall that the partition function of
such standard matrix models as the two-matrix model, the model of complex matrices (complex Ginibre
ensemble) and model of normal matrices may be written in form of the following perturbation series in
coupling constants p(1),p(2) ∑
λ
ℓ(λ)≤N
sλ(IN )
sλ(p∞)
sλ(p
(1))sλ(p
(2)) (75)
see [39], [32], [36]. Taking into account explanations above, and
sλ(IN ) = χλ(1)N
d

1 + ∑
∆ 6=1d
|C∆|χλ(∆)
χλ(1)
N ℓ(∆)−d


This series is of form (5) where k = 1 and where q1 = t
N
1 → 1 which, as we know, generates sums of
Hurwitz numbers for the sphere with three ramification points where two profiles are arbitrary and fixed
and summation is ranged over all profiles in the third point whose length is a given number. At first this
fact was marked in [16].
Our remark to this observation is as follows. Series (75) also describes the celebrated one-matrix
model in case p
(2)
2 6= 0, p(2)i = 0, i > 2, for the Schur function seires see [37]. Thus we obtain
• The one-matrix model generates sums of all Hurwitz numbers for the sphere under the following
conditions: the profile at∞ is a given partition, the profile at 0 is a given partition of type 1d12d2 ,
the length of the profile at the third point is a given number.
Remark 9. To compare results, one should have in mind that in matrix model studies they typically send
pi → Npi, p¯i → Np¯i in the N →∞ limit which yields the following behavior in N :
sλ(p) = χλ(1)N
d

pd1 +
∑
∆ 6=1d
|C∆|
χλ(∆)
χλ(1)
N
ℓ(∆)−d
p∆


2 If p = (p1, p2, . . . ) and pm = trMm where M is a matrix, we may write τ = τ(M) := τ (p(M)) and call it tau function
of matrix argument
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Example. The partition function for the Hermitian one-matrix model which is related to the ’trian-
gulation’ by k-gons and describes a model of two-dimensional gravity is
Z(N, g, gk) =
∫
dMe−Ntr(
g
2M
2+
gk
k
Mk) =
sλ(IN )
sλ(p∞)
sλ
(
0, p2 = − 1
2Ng
, 0, . . .
)
sλ (0, . . . , 0, pk = −Ngk, 0, . . . )
=
∑
F,L,V
ZF,L,V N
F−L+V g−L gVk (76)
where F,L, V are the number of faces, lines and vertices of the Feynman fat graph which contributes to
ZF,L,V .
3 (We choose the normalization of the matrix integral in such a way that Z(N, g, gk) is equal to
1 when gk = 0.) Thus we obtain
ZF ;L;V =
∑
∆
ℓ(∆)=F
HCP1
(
∆, (2L), (kV )
)
(77)
where |∆| = 2L = kV , otherwise both sides vanish. After taking the logariphm we abotain the same for
the connected Feynman graphs and the connected Hurwitz numbers:
ZconnectedF ;L;V =
∑
∆
ℓ(∆)=F
Hconnected
CP1
(
∆, (2L), (kV )
)
(78)
In case there is a set of coupling constants g3, g4, . . . instead of a single one, gk, we obtain
Z(N, g, g3, . . . ) =
∑
F,L,V
ZF,L,V N
F−L+∑k>2 Vk g−L
∏
k>2
gVkk
where ZF ;L;V3,V4,V5,... is equal to the sum of the 3-point Hurwitz numbers,
ZF ;L;V3,V4,V5,... =
∑
∆
ℓ(∆)=F
HCP1 (∆,∆1,∆2) , ∆1 = (2
L) , ∆2 =
(
3V34V45V5 · · · ) (79)
and the Euler characteristic of related fat graphs is equal to the alternating sum of the lengths of profiles:
efat graph = ℓ(∆)− ℓ(∆1) + ℓ(∆2). We also obtain |∆| = |∆1| = |∆2|.
In [16] some other interesting examples of relations between matrix models and sums of Hurwitz
numbers were mentioned. For example it was presented a 2n-matrix model with expansion (75) where
sλ(IN )
sλ(p∞)
was replaced by the n-th power of this factor.
Below we will write down matrix integrals which generate Hurwitz numbers themselves rather than
weighted sums (as (75) does), though we also present some generating series for the sums.
Notation. Useful relations. We shall exploit the known formulae for integrations of Schur functions
over the unitary group and over complex matrices. Earlier they were used in [32] to clarify some links
between matrix models and integrable hierarchies.
As in [32] instead of power sums written by small bold characters (like p) sometimes where it is suitable
we shall use the matrix arguments written by large character. Say, sλ(X) and τ(X) are respectively equal
to sλ(X) := sλ (p(X)) and τ(X) := τ (p(X)) where p(X) = (p1(X), p2(X), . . . ), where pm(X) = trX
m.
We use the following notations
• d∗U is the normalized Haar measure on U(N):
∫
U(N) d∗U = 1
3 According to the Feynman rules for the one matrix model we have: (a) to each propagator (double line) is associated a
factor 1/(Ng) (which is p
(1)
2 in our notations) (b) to each four legged vertex is associated a factor (−Ng4) (which is Np
(2)
4
in our notations) (c) to each closed single line is associated a factor N . Therefore we may say that the factor sλ(IN )
sλ(p∞)
in (75)
is responsible for closed lines, the factor sλ(t = 0, Np
(1)
2 , 0, . . . ) is responsible for propagators and the factor sλ(Np
(2)) is
responsible for vertices.
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• Z is a complex matrix, Z = UX(1 + J)U † (the Schur decomposition), where X = diag(zi) is
diagonal, J is strictly upper triangle, U ∈ U(N)
dΩC(Z,Z†) = π−n
2
e−tr(ZZ
†)
N∏
i,j=1
dℜZijdℑZij
= cZ d∗U ||
∏
N≥i>j
|zi − zj |2
N∏
i=1
e−|zi|
2
d2zi
[
e−trJJ
†
d2Jij
]
where the part related to the upper triangular factor in brackets is not important for our problems.
• M is a normal matrix, Z = UXU †, where X = diag(zi) is diagonal, U ∈ U(N)
dΩN(M,M †) = π−n
2
e−tr(MM
†)
N∏
i,j=1
dℜMijdℑMij
= cM d∗U
∏
N≥i>j
|zi − zj |2
N∏
i=1
e−|zi|
2
d2zi
• H(1) is a Hermitian matrix andH(2) is anti-Hermitian one,H(c) = U (c)X(c)U (c)†, X(c) = diag(x(c)i ),
U,U (c) ∈ U(N), c = 1, 2. Measure
dΩH(H(1), H(2)) =
∫
U(N)
e−tr(H
(1)UH(2)U†)d∗U
∏
i≤j
dℜH(1)dℑH(2)
∏
i<j
dℑH(1)dℜH(2)
= cH
∏
c=1,2
d∗U (c)
∏
N≥i>j
(x
(c)
i − x(c)j )
N∏
i=1
e−x
(1)
i
x
(2)
i dx
(1)
i dx
(2)
i
where the constants ca, a = C,N,H, are chosen for normalization:
∫
dΩ
(a)
ρ = 1.
Remark 10. In what follows, for unification and to save space, we shall use the notation M and M∗ replacing
the pairs Z, Z†, M,M† and also H(1),H(2). In the last case the matrices M and M∗ are not related by the
Hermitian conjugation.
These measures provides the relation∫
sλ(M)sµ(M
∗) dΩa(M,M∗) = (N)λδλ,µ (80)
where a = C, N, H. This relation was used in [38], [39], [32], [16], [36], for for models of Hermitian, complex
and normal matrices. 4
By IN we shall denote the N ×N unit matrix. Then (for instance see [30])
Lemma 2. Let A and B be normal matrices (i.e. matrices diagonalizable by unitary transformations).
Then ∫
U(N)
sλ(AUBU
−1)d∗U =
sλ(A)sλ(B)
sλ(In)
, (81)
For A,B ∈ GL(N) we have ∫
U(n)
sµ(AU)sλ(U
−1B)d∗U =
sλ(AB)
sλ(IN )
δµ,λ . (82)
4If we replace the factor etr(MM
∗) in the measure dΩa by a hypergeometric tau function τr(N,MM∗, IN ), then the
factor (N)λ in the right hand side of (123) should be replaced by
1
rλ(N)
[38].
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Below p∞ = (1, 0, 0, . . . ). ∫
Cn
2
sλ(AZBZ
+)e−TrZZ
+
n∏
i,j=1
d2Z =
sλ(A)sλ(B)
sλ(p∞)
(83)
and ∫
Cn
2
sµ(AZ)sλ(Z
+B)e−TrZZ
+
n∏
i,j=1
d2Z =
sλ(AB)
sλ(p∞)
δµ,λ . (84)
We recall that
sλ(IN ) = (N)λsλ(p∞) , χλ(1) = |λ|!sλ(p∞)
Lemma 2 allows to pick up Hurwitz numbers from matrix integrals in many ways. Details may be
found in the Appendix B Below we describe the simplest examples of integrals of tau function which are
not tau function.
We use the simplest (the so-called vacuum) 2-KP tau function
τ2KP1 (X,p) :=
∑
λ
sλ(X) sλ(p) = e
trV (X,p), τ2KP1 (X,p∞) = e
trX (85)
where
V (z,p) =
∑
m>0
zmpm
m
z may be a number and may be a matrix.
We use the simplest BKP tau function [31]
τBKP1 (X) :=
∑
λ
sλ(X) =
∏
N>i>j
(1− xixj)−1
N∏
i=1
(1− xi)−1 (86)
Then we have
Example. CP1 with three ramification point. In particular we have the following integrals generating
Hurwitz numbers ∑
λ
ℓ(λ)≤N
sλ(p
(1))sλ(p
(2))sλ(p
(3))
sλ(p∞)
=
=
∫
etrV (M1M2,p
(3))
∏
i=1,2
etrV (M
∗
i ,p
(i))dΩa(Mi,M
∗
i )
=
∫
etrV (ΛM,p
(1))+trV (M∗,p(2)) dΩa(M,M∗) , p(3)m = trΛ
m
where a = C,N,H.
Example. An analog of (75) for RP2 with three ramfication points with two arbitrary profiles at 0
and at ∞ with fixed length in the third point:
∑
λ
sλ(IN )sλ(p
(1))sλ(p
(2))
(sλ(p∞))
2
=
∫
τBKP1 (M1M2)
∏
i=1,2
eV (trM
∗
i ,p
(i)) dΩa(Mi,M
∗
i ) a = C,N,H
=
∫
etr(ΛM1M2) τBKP1 (M
∗
1 ) e
trV (M∗2 ,p)
∏
i=1,2
dΩC(Mi,M
∗
i ) , p
(2)
m = trΛ
m
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A Appendices
A.1 Macdonald polynomials
This Appendix is a result of a discussion with John Harnad.
One can write down the scalar product where Macdonald polynomials Pλ(q
a, q;p) are orthonormal,
by the integral over all power sums variables p as follows
〈f, g〉 =
∫
C∞
f(p)g(p∗)
∞∏
m=1
e−
1
m
|pm|2pm(a,q) pm(a, q)
2πim
dpm ∧ dp∗m (87)
where p∗m is the complex conjugate to p
∗
m. In this basis
〈p∆p∆′〉 = 1
w∆(a, q)
δ∆,∆′ , w∆(a, q) =
p∆(a, q)
z∆
Exactly this ratio appears in the character expansion formula
sλ(p(a, q)) =
∑
∆
χλ(∆)w∆(a, q) (88)
Also one can write∑
∆∈P
p∆(a, q)
z∆
P∆(p)P∆(p¯) = e
∑
m>0
1
m
pmp¯mpm(a,q) =
∑
∆∈P
p∆(a, q)
z∆
∑
λ∈P
sλ(pp¯)χλ(∆) (89)
where pp¯ denotes the set (p1p¯1, p2p¯2, . . . ).
Equation (49) corresponds to the case q → 1 where Macdonald polynomials convert to Jack ones.
The relation of of hypergeometric tau functions to the quantum integrable systems is unclear. The
combinatorial and geometric interpretations of hypergeometric tau functions parametrized by pairs ai, qi
in the TL case will be considered in [46].
A.2 Hirota equations for the BKP tau function with two discrete time vari-
ables.
The BKP hierarchy we are interested in was introduced in [21]. It was used to construct various matrix
models [40], [31], [41]. Hirota equations for the BKP hierarchy of Kac-van de Leur were presented
in [21]. However in our case we need more general version which includes both discrete variables N and
n, see [31]. The BKP tau function we need has the following form
τBKP(N,n,p|g) = 〈N + n|e
∑
m>0
1
m
p¯mJmg|n〉 (90)
where Clifford algebra element g may be considered as an element of O(2∞+ 1) group which specifies
the choice of the BKP tau function,
Jm =
∑
i∈Z
: ψiψ
†
i+m :
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are Fourier modes of current operators, see details in [31]. Hirota equations for tau function (90) may
be obtained by a certain specification of the Hirota equations for the two-sided BKP tau function
τBKP(N,n,p, p¯|g) = 〈N + n|e
∑
m>0
1
m
pmJmge
∑
m>0
1
m
pmJ−m |n〉
see [31], which in our notations are∮
dz
2πi
zN
′+n′−N−n−2eV (p
′−p,z)τ(N ′ − 1, n′,p′ − [z−1], p¯′)τ(N + 1, n,p+ [z−1], p¯)
+
∮
dz
2πi
zN+n−N
′−n′−2eV (p−p
′,z)τ(N ′ + 1, n′,p′ + [z−1], p¯′)τ(N − 1, n,p− [z−1], p¯)
=
∮
dz
2πi
zn
′−neV (p¯
′−p¯,z−1)τ(N ′ − 1, n′ + 1,p′, p¯′ − [z])τ(N + 1, n− 1,p, p¯− [z])
+
∮
dz
2πi
zn−n
′
eV (p¯
′−p¯,z−1)τ(N ′ + 1, n′ − 1,p′, p¯′ + [z])τ(N − 1, n+ 1,p, p¯+ [z])
+
(−1)n′+n
2
(1 − (−1)N ′+N)τ(N ′, n′,p′, p¯′)τ(N,n,p, p¯) (91)
see also [42]. Here p = (p1, p2, . . . ), p
′ = (p′1, p
′
2, . . . ), p¯ = (p¯1, p¯2, . . . ), p¯
′ = (p¯′1, p¯
′
2, . . . ), and
V (z,p) =
∑
m>0
1
m
zmpm
The notation p+ [z−1] denotes the set
(
p1 + z
−1, p2 + z−2, p3 + z−3, . . .
)
.
Remark 11. Actually up to some simple factor the two-sided BKP tau function of [31] coincides with the
two-component BKP tau function of [21] and Hirota equations (91) basically coincide with the Hirota equations
for the two-component BKP, see Appendix in [42].
To obtain Hirota equations for (90) we chose p¯ = p¯′ = 0.
For n′ = n+ 1, we obtain (see [31])∮
dz
2πi
zN
′−N−1eV (p
′−p,z)τ(N ′ − 1, n+ 1,p′ − [z−1]|g)τ(N + 1, n,p+ [z−1]|g)
+
∮
dz
2πi
zN−N
′−3eV (p−p
′,z)τ(N ′ + 1, n+ 1,p′ + [z−1]|g)τ(N − 1, n,p− [z−1]|g)
= τ(N ′ + 1, n,p′|g)τ(N − 1, n+ 1,p|g)− 1
2
(1− (−1)N ′+N )τ(N ′, n+ 1,p′|g)τ(N,n,p|g) (92)
For n′ = n, we obtain Hirota equations as in [21]∮
dz
2πi
zN
′−N−2eξ(t
′−t,z)τ(N ′ − 1, n, t′ − [z−1])τ(N + 1, n, t+ [z−1])
+
∮
dz
2πi
zN−N
′−2eξ(t−t
′,z)τ(N ′ + 1, n, t′ + [z−1])τ(N − 1, n, t′ − [z−1])
=
1
2
(1 − (−1)N ′+N )τ(N ′, n, t′)τ(N,n, t) (93)
Let us write down some of them. Taking N ′ = N + 1 and all pi = p′i, i 6= 1 in (92) and picking up
the terms linear in p′1 − p1 we obtain
1
2
τ(N,n+ 1,p)
∂2τ(N + 1, n,p)
∂2p1
− 1
2
τ(N,n+ 1,p)
∂2p1
τ(N + 1, n,p) =
∂τ(N + 2, n,p)
∂p1
τ(N − 1, n+ 1,p)− ∂τ(N + 1, n+ 1,p)
∂p1
τ(N,n,p) (94)
Taking N ′ = N + 1 and all pi = p′i, i 6= 2 in (93) and picking up the terms linear in p′2 − p2 we obtain
1
2
∂τ(N,n,p)
∂p2
τ(N + 1, n,p)− 1
2
τ(N,n,p)
∂τ(N + 1, n,p)
∂p2
+
1
2
∂2τ(N,n,p)
∂2p1
τ(N + 1, n,p)
+
1
2
τ(N,n,p)
∂2τ(N + 1, n,p)
∂2p1
− ∂τ(N,n,p)
∂p1
∂τ(N + 1, n,p)
∂p1
= τ(N + 2, n,p)τ(N − 1, n,p) (95)
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A.3 Fermionic formulae
Details may be found in [26, 31]. Let {ψi, ψ†i , i ∈ Z} are Fermi creation and annihilation operators that
satisfy the usual anticommutation relations and vacuum annihilation conditions
[ψ
(a)
i , ψ
†(b)
j ]+ = δijδa,b, ψ
(1)
i |n, ∗〉 = ψ†(1)−i−1|n, ∗〉 = 0, ψ(2)i |∗, n〉 = ψ†(2)−i−1|∗, n〉 = 0 if i < n, (96)
Sometimes we will omit the superscript (1) in particular write ψ instead of ψ(1).
The hypergeometric tau functions may be written as follows
τTLr (n,p, p¯) = g(n)〈n|e
∑
m>0
1
m
Jmpme
∑
m>0
1
m
pmAm |n〉
where Jm =
∑
i∈Z ψiψ
†
i+m and Am =
∑
i∈Z r(i) . . . r(i−m)ψiψ†i−m. The semiinfinite TL may be described
either putting by r(N) = 0 ,or, it is may be suitable to present it in form
τTLr (M,n,p, p¯) = (−1)
M(M+1)
2 g(n)〈M + n,−M − n|e
∑
m>0
1
m
J2mpm− 1mpmAme
∑
n∈Z ψ
(1)
i
ψ
†(2)
−i−1 |n,−n〉
For BKP [21] one needs to introduce an additional Fermi mode φ which anticommutes with each other
Fermi operator except itself: φ2 = 12 , and φ|0〉 = 1√2 |0〉. Then
τBKPr (N,n,p, p¯) = g(n)〈N + n|e
∑
m>0
1
m
Bmpmeω|n〉 = 〈N + n|e
∑
m>0
1
m
Jmpme−
∑
i∈Z Ui:ψiψ
†
i
:eω|n〉 (97)
and
τBKPr (N =∞, 0,p) = 〈0|e
∑
m>0
1
m
Bmpmeωeω
† |0〉 = g(n)
∑
λ∈P
rλ(0)sλ(p) (98)
where
r(i) = eUi−1−Ui (99)
and
ω =
∑
i>j
ψiψj −
√
2φ
∑
i∈Z
ψi
ω− =
∑
i>j≥0
ψiψj −
√
2φ
∑
i≥0
ψi , ω+ =
∑
i>j≥0
(−)i+jψ†−j−1ψ†−i−1 +
√
2φ
∑
i≥0
ψ
†
−i−1,
Bm =
∑
i∈Z
1
r(i)
. . .
1
r(i +m)
ψiψ
†
i+m
and
g(n) = 〈n|e
∑
i∈Z Ui:ψiψ
†
i
:|n〉 =
e−U0+···−Un−1 if n > 0 (100)
1 if n = 0 (101)
eU−1+···Un if n < 0 (102)
A.4 BKP tau functions.
Hirota equations for multicomponent BKP. This is a particular case of the multicomponent BKP
tau function, introduced in [21],
τ(N; s) := 〈N (1), . . . , N (p)|e
∑p
a=1
∑
i>0 β
as(a)h(1,...,p)|0, 0〉 (103)
where h(1,...,p) solves[
h(1,...,p) ⊗ h(1,...,p),
p∑
a=1
∑
i∈Z
ψ
(a)
i ⊗ ψ†(a)i +
∑
a=1,2
∑
i∈Z
ψ
†(a)
i ⊗ ψ(a)i + ϕ⊗ ϕ
]
= 0 (104)
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From (104) the multicomponent BKP Hirota equations are obtained [21]:
p∑
a=1
∮
dz
2πi
zN
(a)′−N(a)−2eV (s
(a)′−s(a),z)τ
(
N
[a]
−
′; s[a]−
′(z)
)
τ
(
N
[a]
+ ; s
[a]
+ (z)
)
+
p∑
a=1
∮
dz
2πi
zN
(a)−N(a)′−2eV (s
(a)−s(a) ′,z)τ
(
N
[a]
+
′; s[a]+
′(z)
)
τ
(
N
[a]
− ; s
[a]
− (z)
)
=
1
2
(1− (−1)
∑p
a=1(N
(a)′+N(a)))τ (N′; s′) τ (N; s) (105)
where
N
[a]
± :=
(
N (1), . . . , N (a−1), N (a) ± 1, N (a+1), . . . , N (p)
)
s
[a]
± (z) :=
(
s(1), . . . , s(a−1), s(a) ± [z−1], s(a+1), . . . , s(p)
)
In (105), N =
(
N (1), . . . , N (p)
)
and N′ =
(
N (1)′, . . . , N (p)′
)
are two independent sets of vacuum charges,
while s(a) =
(
s
(a)
1 , s
(a)
2 , s
(a)
3 ,
)
and s(a)′ =
(
s
(a)
1
′, s(a)2
′, s(a)3
′,
)
, a = 1, . . . , p, are two independent sets of
the multicomponent BKP higher times.
Pfaffian. If A an anti-symmetric matrix of an odd order its determinant vanishes. For even order, say
k, the following multilinear form in Aij , i < j ≤ k
Pf[A] :=
∑
σ
sgn(σ)Aσ(1),σ(2)Aσ(3),σ(4) · · ·Aσ(k−1),σ(k) (106)
where sum runs over all permutation restricted by
σ : σ(2i− 1) < σ(2i), σ(1) < σ(3) < · · · < σ(k − 1), (107)
coincides with the square root of detA and is called the Pfaffian of A. As one can see the Pfaffian
contains 1 · 3 · 5 · · · · · (k − 1) =: (k − 1)!! terms.
BKP tau functions [31]. A class of BKP tau functions has the following form
τBKP(N,n,p;A) =
∑
h1>···>hN≥0
A¯h(n) s{h}(p)
where s{h} := sλ, hi = λi− i+N , i = 1, . . . , N . The factors A¯h(n) on the right-hand side are determined
in terms a pair (A, a) =: A¯ where A is an infinite skew symmetric matrix and a an infinite vector. For
a strict partition h = (h1, . . . , hN ), the numbers A¯h(n) are defined as the Pfaffian of an antisymmetric
2k × 2k matrix A˜ as follows:
A¯h(n) := Pf[A˜] (108)
where for N = 2k even
A˜ij = −A˜ji := Ahi+n,hj+n, 1 ≤ i < j ≤ 2k (109)
and for N = 2k − 1 odd
A˜ij(n) = −A˜ji(n) :=
{
Ahi+n,hj+n if 1 ≤ i < j ≤ 2k − 1
ahi+n if 1 ≤ i < j = 2k.
(110)
In addition we set A¯0 = 1.
The fermionic realization for this tau function is
τBKP(N,n,p;A) = 〈N + n| e
∑
m>0
Jmpm
m e
∑
i>j Aijψiψj+
√
2
∑
i aiψiφ |n〉
see [31].
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2KP tau functions . A class of 2KP tau functions has the following form
τ2KP(N,n,p(1),p(2);B) =
∑
h
(1)
1 >···>h
(1)
N
≥0
h
(2)
1
>···>h
(2)
N
≥0
Bh(1),h(2)(n) s{h(1)}(p
(1))s{h(2)}(p
(2))
The factors Bh(1),h(2)(n) on the right-hand side is determined in terms an infinite matrix B. For a pair
of strict partitions h(i), i = 1, 2, the numbers Bh(1),h(2)(n) are defined as follows:
Bh(1),h(2)(n) := det
[
B
h
(1)
i
+n,h
(2)
j
+n
]
i,j=1,...,N
(111)
compare to [34].
The fermionic realization for this tau function is
τ2KP(N,n,p(1),p(2);B) = 〈N + n,−N + n| e
∑
i=1,2
∑
m>0
J
(i)
m p
(i)
m
m e
∑
i,j Bijψ
(1)
i
ψ
†(2)
−1−j |n, n〉
For skew-symmetric B this tau function is the square of the DKP tau function [42].
Determinants and pfaffians of special matrices. We will look at determinants of degenerate
matrices of form
Aij = bicj , i, j = 1, . . . , n (112)
where bi and cj are odd Grassmannian numbers. We see that
detA = n!b1 · · · bncn · · · c1 (113)
For instance for a 2× 2 matrix (112) we have detA = 2b1b2c2c1.
Now, let A is a skew-symmetric matrix given by
Aij = bicj , i < j , i, j = 1, . . . , 2n (114)
Then for both bi and ci are odd Grassmannian numbers we get
Pf A = (2n− 1)!! b1 · · · c2nb2n · · · b1 (115)
For both bi and ci are even Grassmannian numbers we obtain
Pf A = b1 · · · b2nc2n · · · c1 (116)
Exponentials. Let ξi and ηi are odd Grassmannian numbers. We have
e
∑
i,j
Aijξiηj = 1+
∑
k>0
A(α1,...,αk|β1,...,βk)ξα1 · · · ξα1ηβk · · · ηβ1 (117)
where
A(α1,...,αk|β1,...,βk) = det
(
Aαiβj
)
i,j=1,...,k
(118)
Now let A is a skew-symmetric matrix (114) and {ai} , i > 0 is a set of (even) numbers.
Quasi-tau functions One can consider the following series in the Schur functions (compare to [16])
τ [e](n, {pi}) := g(n)
∑
λ∈P
rλ(n)
e∏
i=1
sλ(p
(i)) (119)
It may be presented in forms
τ [e](n, {pi}) = g(n)〈n+N |e
∑
k
m>0 p
(1)
m Bm+
∑
k
i=2 p
(i)
m J
(i)
m eω
[e] |0〉 = 〈n+N |e
∑
k
i=1 p
(i)
m J
(i)
m e−
∑
i∈Z Ui:ψiψ
†
i
:eω
[e] |0〉
(120)
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where
ω[e] :=
∑
i>j
e∏
a=1
(
ψ
(a)
i ψ
(a)
j
)
−
√
2φ
∑
i∈Z
e∏
a=1
ψ
(a)
i (121)
which may be viewed as a sum of commutative elements in the tensor product oˆ(2∞+1)⊗· · ·⊗ oˆ(2∞+1).
Let us note that
eω
[e] |n〉 = 1 +
∑
N>0
ce |λ,N + n〉 ⊗ · · · ⊗ |λ,N + n︸ ︷︷ ︸
e
〉 (122)
where ce = 1 for even e and ce = (2e− 1)!! for e odd.
By coupling (122) with the vector
〈N + n| e
∑
e
a=1
∑
m>0
1
m
J(a)m p
(a)
m e−
∑
i∈Z Ui:ψiψ
†
i
:
we obtain the right hand side of (119).
For e = 1 we obtain hypergeometric τBKPr (N,n,p). For e = 2 we obtain τ
TL
r (N,n,p
(1),p(2)).
B Matrix integrals as generating functions of Hurwitz numbers
and of Hurwitz generating series
The task of this section is to present Hurwitz generating series (5) in form of matrix integrals. The idea
is that various integrals of products of the 2KP and BKP tau functions of matrix argument 5 result in
the series (5).
Below we will write down matrix integrals which generate Hurwitz numbers themselves rather than
weighted sums (as (75) does), though we also present some generating series for the sums.
Notation. Useful relations. We shall exploit the known formulae for integrations of Schur functions
over the unitary group and over complex matrices. Earlier they were used in [32] to clarify some links
between matrix models and integrable hierarchies.
As in [32] instead of power sums written by small bold characters (like p) sometimes where it is suitable
we shall use the matrix arguments written by large character. Say, sλ(X) and τ(X) are respectively equal
to sλ(X) := sλ (p(X)) and τ(X) := τ (p(X)) where p(X) = (p1(X), p2(X), . . . ), where pm(X) = trX
m.
We use the following notations
• d∗U is the normalized Haar measure on U(N):
∫
U(N) d∗U = 1
• Z is a complex matrix, Z = UX(1 + J)U † (the Schur decomposition), where X = diag(zi) is
diagonal, J is strictly upper triangle, U ∈ U(N)
dΩC(Z,Z†) = π−n
2
e−tr(ZZ
†)
N∏
i,j=1
dℜZijdℑZij
= cZ d∗U ||
∏
N≥i>j
|zi − zj |2
N∏
i=1
e−|zi|
2
d2zi
[
e−trJJ
†
d2Jij
]
where the part related to the upper triangular factor in brackets is not important for our problems.
• M is a normal matrix, Z = UXU †, where X = diag(zi) is diagonal, U ∈ U(N)
dΩN(M,M †) = π−n
2
e−tr(MM
†)
N∏
i,j=1
dℜMijdℑMij
= cM d∗U
∏
N≥i>j
|zi − zj |2
N∏
i=1
e−|zi|
2
d2zi
5 If p = (p1, p2, . . . ) and pm = trMm where M is a matrix, we may write τ = τ(M) := τ (p(M)) and call it tau function
of matrix argument
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• H(1) is a Hermitian matrix andH(2) is anti-Hermitian one,H(c) = U (c)X(c)U (c)†, X(c) = diag(x(c)i ),
U,U (c) ∈ U(N), c = 1, 2. Measures
dΩHU(H(1), H(2), U) = e−tr(H
(1)UH(2)U†)d∗U
∏
i≤j
dℜH(1)dℑH(2)
∏
i<j
dℑH(1)dℜH(2),
dΩH(H(1), H(2)) =
∫
U(N)
e−tr(H
(1)UH(2)U†)d∗U
∏
i≤j
dℜH(1)dℑH(2)
∏
i<j
dℑH(1)dℜH(2)
= cH
∏
c=1,2
d∗U (c)
∏
N≥i>j
(x
(c)
i − x(c)j )
N∏
i=1
e−x
(1)
i
x
(2)
i dx
(1)
i dx
(2)
i
where the constants ca, a = C,N,H, are chosen for normalization:
∫
dΩ
(a)
ρ = 1.
Remark 12. In what follows, for unification and to save space, we shall use the notation M and M∗ replacing
the pairs Z, Z†, M,M† and also H(1),H(2). In the last case the matrices M and M∗ are not related by the
Hermitian conjugation.
These measures provides the relation∫
sλ(M)sµ(M
∗) dΩa(M,M∗) = (N)λδλ,µ (123)
where a = C, N, H. This relation was used in [38], [39], [32], [16], [36], for for models of Hermitian, complex
and normal matrices. 6
By IN we shall denote the N ×N unit matrix. Then (for instance see [30])
Lemma 3. Let A and B be normal matrices (i.e. matrices diagonalizable by unitary transformations).
Then ∫
U(N)
sλ(AUBU
−1)d∗U =
sλ(A)sλ(B)
sλ(In)
, (124)
For A,B ∈ GL(N) we have ∫
U(n)
sµ(AU)sλ(U
−1B)d∗U =
sλ(AB)
sλ(IN )
δµ,λ . (125)
Below p∞ = (1, 0, 0, . . . ). ∫
Cn
2
sλ(AZBZ
+)e−TrZZ
+
n∏
i,j=1
d2Z =
sλ(A)sλ(B)
sλ(p∞)
(126)
and ∫
Cn
2
sµ(AZ)sλ(Z
+B)e−TrZZ
+
n∏
i,j=1
d2Z =
sλ(AB)
sλ(p∞)
δµ,λ . (127)
We recall that
sλ(IN ) = (N)λsλ(p∞) , χλ(1) = |λ|!sλ(p∞)
Remark 13. Usually the relation (126) is written down for positive matrices A and B. Equation (126) may
be derived using the Gauss integration. Let us note that for any A,B ∈ GL(N) the Gauss integrals of products
of type
∏
i
(
trCki
)mi where C = AZBZ† yields sums of terms ∏
i
(
trAk
′
i
)m′i∏
i
(
trAk
′′
i
)m′′i
which depend only
on the spectrums of matrices A and B.
6If we replace the factor etr(MM
∗) in the measure dΩa by a hypergeometric tau function τr(N,MM∗, IN ), then the
factor (N)λ in the right hand side of (123) should be replaced by
1
rλ(N)
[38].
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Lemma 3 allows to pick up Hurwitz numbers from matrix integrals in many ways. Below we describe
a set of the most natural ones.
First of all, step by step applying (126) we arrive at
∫
[CN2]
×(f−1)
sλ
(
Af
(
Zf−1Af−1Z
†
f−1 · · ·Z1A1Z†1
)) f−1∏
i=1
dΩC(Zi, Z
†
i ) =
∏f
i=1 sλ(Ai)
(sλ(p∞))
f−1 (128)
We obtain the multi-matrix analogues of the Itsykson-Zuber integral
∫
etrV (Xf−1M1X1M
∗
1 ···Mf−2Xf−2M∗f−2,p)
f−1∏
i=1
dΩC(Mi,M
∗
i ) = (sλ(p∞))
2 sλ(p)
sλ(p∞)
f−1∏
i=1
sλ(Xi)
sλ(p∞)
(129)
The relation (129) gives the generating function for Hurwitz numbers on the sphere with f ramification
points (compare to [50]).
Actually we use the simplest (the so-called vacuum) 2-KP tau function
τ2KP1 (X,p) :=
∑
λ
sλ(X) sλ(p) = e
trV (X,p), τ2KP1 (X,p∞) = e
trX (130)
where
V (z,p) =
∑
m>0
zmpm
m
(z may be a number and may be a matrix) as the integrand in (129). To get analogues of (129) for the
projective plane we use the simplest BKP tau function [31]
τBKP1 (X) :=
∑
λ
sλ(X) =
∏
N>i>j
(1− xixj)−1
N∏
i=1
(1− xi)−1 (131)
Then we have∫
CN
2×(f−1)
τBKP1
(
XfZ1X1Z
†
1 · · ·Zf−1Xf−1Z†f−1
) f−1∏
i=1
e−trZiZ
†
i d2Zi = sλ(p∞)
f∏
i=1
sλ(Xi)
sλ(p∞)
(132)
The last formula is the generating function for the Hurwitz numbers for projective plane with f ramifi-
cation points.
Example. CP1 with three ramification point. In particular we have the following integrals generating
Hurwitz numbers ∑
λ
ℓ(λ)≤N
sλ(p
(1))sλ(p
(2))sλ(p
(3))
sλ(p∞)
=
=
∫
etrV (M1M2,p
(3))
∏
i=1,2
etrV (M
∗
i ,p
(i))dΩa(Mi,M
∗
i )
=
∫
etrV (ΛM,p
(1))+trV (M∗,p(2)) dΩa(M,M∗) , p(3)m = trΛ
m
=
∫
etrV (X2M1X1M
∗
1 ,p)
∏
i=1,2
dΩC(Mi,M
∗
i ) , p
(i)
m = tr (Xi)
m
, i = 1, 2
=
∫
e tr(X3M1X1M
∗
1M2X2M
∗
2 )
3∏
i=1
dΩC(Mi,M
∗
i ) , p
(i)
m = tr (Xi)
m
, i = 1, 2, 3
where a = C,N,H.
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Example. Coverings of RP2 with three ramification point. To get a generating integral of the related
Hurwitz numbers one can take a CP1 Hurwitz integral with 4 ramification points and replace any of the
2KP tau functions under the integral by a BKP tau function. For instance,∏4
i=1 sλ(p
(i))
(sλ(p∞))
2 =
∫
etrV (ΛM
∗
1M
∗
2 ,p
(3))
∏
i=1,2
etrV (Mi,p
(i)) dΩC(Mi,M
∗
i ), p
(4)
m = trΛ
m
Then the generating integral for RP2 Hurwitz numbers for covering given by 3 ramification points may
be written as ∏3
i=1 sλ(p
(i))
(sλ(p∞))
2 =
=
∫
τBKP1 (ΛM
∗
1M
∗
2 )
∏
i=1,2
etrV (Mi,p
(i)) dΩC(Mi,M
∗
i ) , p
(3)
m = trΛ
m
=
∫
etrV (ΛM
∗
1M
∗
2 ,p
(2)) etrV (M1,p
(1)) τBKP1 (M2)
∏
i=1,2
dΩC(Mi,M
∗
i ) , p
(3)
m = trΛ
m
Example. An analog of (75) for RP2 with three ramfication points with two arbitrary profiles at 0
and at ∞ with fixed length in the third point:
∑
λ
sλ(IN )sλ(p
(1))sλ(p
(2))
(sλ(p∞))
2
=
∫
τBKP1 (M1M2)
∏
i=1,2
eV (trM
∗
i ,p
(i)) dΩa(Mi,M
∗
i )
=
∫
etr(ΛM1M2) τBKP1 (M
∗
1 ) e
trV (M∗2 ,p)
∏
i=1,2
dΩC(Mi,M
∗
i ) , p
(2)
m = trΛ
m
=
∫
etr(M1M2M3) τBKP1 (M
∗
3 ) e
trV (M∗1 ,p
(1))+trV (M∗2 ,p
(2))
3∏
i=1
dΩC(Mi,M
∗
i )
=
∫
etrV (M1M2M3,p
(1)) τBKP1 (M
∗
3 ) e
tr(M∗1+trV (M
∗
2 ,p
(2))
3∏
i=1
dΩC(Mi,M
∗
i )
where a = C,N,H.
We also need the following relation which follows applying (126) and the applying (125):
∫
[U(N)]×g
∫
[CN2 ]×g
sλ(Yg)
g∏
i=1
d∗Ui
2g∏
i=1
dΩC(Mi,M
∗
i ) = (sλ(p∞))
−2g
(133)
where
Yg =
(
M2gUgM
∗
2gM2g−1U
†
gM
∗
2g−1
) · · ·(M2U1M∗2M1U †1M∗1)
∫
sλ(ΛM
∗
1 · · ·M∗g )
g∏
i=1
τBKP1 (Mi) dΩ
C(Mi,M
∗
i ) =
sλ(Λ)
sλ(p∞)g
(134)
We get
Let M1, · · · ,Mg, g > 0, be N ×N normal matrices, that is they may be presented asMi = UiXiU−1i
where where Ui ∈ U(N) and (Xi)ab = x(i)a δa,b, with x(i)a ∈ C, a = 1, . . . , N , being the eigenvalues of Mi.
Let Λ be diagonal.
τe,f+gr
(
N,n,Λ, p¯(1), . . . , p¯(f−1),p(1), . . . ,p(g)
)
:= (135)
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∑
λ∈P
ℓ(λ)≤N
rλ(n) (sλ(p∞))
e sλ(Λ)
sλ(p∞)
f−1∏
i=1
sλ(p¯
(i))
sλ(p∞)
g∏
i=1
sλ(p
(i))
sλ(p∞)
= (136)
1
c
∫
τ
e,f
r˜
(
N,n,ΛM∗1 · · ·M∗g , p¯(1), . . . , p¯(f−1)
) g∏
i=1
etrV (Mi,p
(i)) dΩαρ (Mi,M
∗
i ) (137)
where α = N,C,H i.e. each Mi and is respectively normal, complex matrix
where c =
∫
dµρ(M,M
†), and where ρ is rather arbitrary which provides c to be finite, and which
defines the relation between functions r and r˜ as follows:
n! r˜(1) · · · r˜(n) = r(1) · · · r(n)
∫
z≥0
zne−z ρ(z)dz (138)
In particular, for ρ = 1, r˜ = r.
Proof follows from the following relations:
etrV (Mi,p
(i)) =
∑
λ
sλ (Mi) sλ
(
p(i)
)
,
τe,fr
(
N,n,ΛM †1 · · ·M †g, p¯(1), . . . , p¯(f−1)
)
=
∑
λ∈P
ℓ(λ)≤N
rλ(n) (sλ(p∞))
2 sλ(ΛM
†
1 · · ·M †f−1)
sλ(p∞)
f−1∏
i=1
sλ(p¯
(i))
sλ(p∞)
then, having in mind that sλ
(
UMU †
)
= sλ(M), from (138) which results in
rλ(N)
∫
sλ(M)sµ(M
†)dµ(M,M †) = r˜λ(N) (N)λ δλ,µ , (139)
used in [36]7.
For τe,fr we take the simplest (the so-called, vacuum) TL tau function, we obtain
The generating function for the Hurwitz numbers on the sphere with f ramification points may be
written as follows:
τ2,f
(
N,Λ,p(1), . . . ,p(f−1)
)
:=
∑
λ∈P
ℓ(λ)≤N
(sλ(p∞))
2 sλ(M)
sλ(p∞)
f−1∏
i=1
sλ(p
(i))
sλ(p∞)
(140)
=
∫
etrV (ΛM
∗
1 ···M∗f−2,p(f−1))
f−2∏
i=1
etrV (Mi,p
(i))dΩa (Mi,M
∗
i ) (141)
For independent proof one may use
etrV (ΛM
†
1 ···M∗f−2,pf−1) =
∑
λ
sλ
(
ΛM∗1 · · ·M †f−1
)
sλ
(
pf−1
)
,
The generating function for the Hurwitz numbers on the projective plane with f ramification points
may be written as follows:
τ1,f
(
N,Λ,p(1), . . . ,p(f−1)
)
:=
∑
λ∈P
ℓ(λ)≤N
sλ(p∞)
sλ(Λ)
sλ(p∞)
f−1∏
i=1
sλ(p
(i))
sλ(p∞)
=
∫
τBKP1 (X)
f−1∏
i=1
etrV (Mi,p
(i))dµ
(
Mi,M
†
i
)
= (142)
7see [44] where this was used to define a deformed scalar product.
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∫
τ2KP1
(
X,p(f−1)
)
τBKP1 (Mf−2) dµ
(
Mf−1,M
†
f−1
) f−2∏
i=1
etrV (Mi,p
(i))dµ
(
Mi,M
†
i
)
(143)
where
X = ΛM †1 · · ·M †f−2
and
τBKP1 (X) :=
∑
λ
sλ(X) =
∏
N>i>j
(1− xixj)−1
N∏
i=1
(1− xi)−1
Obtained relations allows to change f keeping the Euler characteristic e Now, we want to change e.
This is even easier and may be done in a straightforward way
τe−2,f−2
(
N,p(1), . . . ,p(f−2)
)
=
∫
U(N)
τe,f
(
N,p(1), . . . ,p(f−2), U, U †
)
d∗U (144)
Now, we can construct generating functions for Hed,N where for even e we start from a Toda lattice
tau function and for e odd we start from a BKP tau function.
dΩ(Z,Z†) = e−trZiZ
†
i d2Zi
∑
λ
ℓ(λ)≤N
(sλ(p∞))
2−2g sλ(p)
sλ(p∞)
f∏
i=1
sλ(Λi)
sλ(p∞)
=
∫
τ2KP1 (XfYg,p)
f∏
i=1
dΩ(Zi, Z
†
i )
g∏
i=1
d∗Ui
2g∏
i=1
dΩ(Ci, C
†
i ) = (145)
∫
τ2KP1
(
X˜fY˜g,p
) f∏
i=1
d∗Ui
g∏
i=1
dΩ(Zi, Z
†
i )
2g∏
i=1
f∏
i=1
d∗WiDDXSSWSW (146)
and ∫
τBKP1 (XfYg)
f∏
i=1
e−trZiZ
†
i d2Zi
g∏
i=1
d∗Ui
2g∏
i=1
e−trCiC
†
i d2Ci = (147)
=
∑
λ
ℓ(λ)≤N
(sλ(p∞))
1−2g
f∏
i=1
sλ(Λi)
sλ(p∞)
where
Xf = Λf
(
Zf−1Λf−1Z
†
f−1 · · ·Z1Λ1Z†1
)
Yg =
(
C2gUgC
†
2gC2g−1U
†
gC
†
2g−1
)
· · ·
(
C2U1C
†
2C1U
†
1C
†
1
)
and Zi and Ci are complex matrices.∫
τ2KP1 (XfYg,p)
f∏
i=1
e−trZiZ
†
i d2Zi
g∏
i=1
d∗Ui
2g∏
i=1
e−trCiC
†
i d2Ci = (148)
=
∑
λ
ℓ(λ)≤N
(sλ(p∞))
2−2g sλ(p)
sλ(p∞)
f∏
i=1
sλ(Λi)
sλ(p∞)
and ∫
τBKP1 (XfYg)
f∏
i=1
dΩa(Mi,M
∗
i )
g∏
i=1
d∗Ui
2g∏
i=1
dΩC(Z,Z†) = (149)
=
∑
λ
ℓ(λ)≤N
(sλ(p∞))
1−2g
f∏
i=1
sλ(Λi)
sλ(p∞)
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where
Xf = Λf
(
Uf−1Mf−1U
†
f−1 · · ·U1M1U †1
)
, Yg =
(
Z2gUgZ
†
2gZ2g−1U
†
gZ
†
2g−1
)
· · ·
(
Z2U1Z
†
2Z1U
†
1Z
†
1
)
and Mi,M
∗
i may be conjugated complex matrices, conjugated normal ones, or a pair of two nonrelated
matrices, one being Hermitian matrix while the other is an anti-Hermitian one, Ui ∈ U and Zi are
complex matrices.
Then we use the known formula (for instance see [30])∫
U(N)
sλ(AUBU
†)dU =
sλ(A)sλ(B)
sλ(IN )
(150)
where IN is the unit matrix (see for instance [30]) and Cauchy-Littlewood formula
e
∑
m>0
1
m
pmp
∗
m =
∑
λ
sλ(p)sλ(p
∗) (151)
where
p∗m = tr(AUBU
†)m (152)
like it was done in [43]. Writing the product of K matrices as A1B1 where B1 = A2 · · ·AK diagonalizing,
then repeating K − 1 times we obtain
I = VolU(N)
∑
λ
ℓ(λ)≤N
sλ(p)
∏K
i=1 sλ(Ai)
(sλ(IN ))K−1
(153)
which may be related to more complicated Hurwitz numbers with K + 1 arbitrary profiles, namely to
the sums SCP1(d|b|l1, . . . , lk|l∗1, . . . , l∗s |∆(1), . . . ,∆(K+1)).
Similarly, we can integrate hypergeometric τTLr (p, A1 · · ·AK) and τBKPr A1 · · ·AK) (instead of the
simplest TL tau function given by Itsykson-Zuber etrAUBU
†
.
We obtain
The generating function SCP1(d|b|l1, . . . , lk|l∗1 , . . . , l∗s |∆(1), . . . ,∆(K+1)) is constructed as the following
matrix integral
∫
U(N)×···×U(N)
τTLr (n,p, U1A1U
†
1U2A2U
†
2 · · ·UKAKU †K)
K∏
i=1
dUi = (154)
∑
B
(qeβn)d
βb
b!
∏k
i=1 (ai + n)
li∏s
i=1 b
d
i (bi + n)
l∗
i
SN
CP1
(B)
K+1∏
i=1
p
(i)
∆(i)
(155)
where the sum is taken by allB = (d|l1, . . . , lk|l∗1 , . . . , l∗s |∆(1), · · · ,∆(K+1)) and where p(i) =
(
p
(i)
1 , p
(i)
2 , . . .
)
and
p(i)m = trA
m
i , i = 1, . . . ,K, p
(K+1)
m = pm
From (150)-(152) we obtain
∫
U(N)×···×U(N)
τTLr (p, U1A1U
†
1U2A2U
†
2 · · ·UKAKU †K)
K∏
i=1
dUi =
∑
λ
ℓ(λ)≤N
rλ(n)
sλ(p)
∏K
i=1 sλ(Ai)
(sλ(IN ))
K−1 (156)
Then we apply the same steps as the Theorem 1.
Construct now generating function for SN
RP2
(d|l1, . . . , lk|l∗1, . . . , l∗s |∆(1), . . . ,∆(K)). Put
∫
U(N)×···×U(N)
τBKPr (n, U1A1U
†
1U2A2U
†
2 · · ·UKAKU †K)
K∏
i=1
dUi = (157)
34
∑
B
(qeβn)d
βb
b!
∏s
i=1 b
−d
i (bi + n)
l∗i∏k
i=1 a
−d
i (ai + n)
li
SN
RP2
(B)
K∏
i=1
p
(i)
∆ (158)
where the sum is taken by all B = (d|l1, . . . , lk|l∗1 , . . . , l∗s |∆(1), . . . ,∆(K)) and where pi =
(
p
(i)
1 , p
(i)
2 , . . .
)
and
p(i)m = trA
m
i , i = 1, . . . ,K
From (150)-(152) we obtain
∫
U(N)×···×U(N)
τBKPr (U1A1U
†
1U2A2U
†
2 · · ·UKAKU †K)
K∏
i=1
dUi =
∑
λ
ℓ(λ)≤N
rλ(n)
∏K
i=1 sλ(Ai)
(sλ(IN ))
K−1 (159)
Then we apply the same steps as the Theorem 1.
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