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1. Addendum and corrections
The paper [3] contains an annoying typo and a gap in the proof of Theorem 4.1.
First, regarding the typo, the law of the Gaussian we considered in [3] is not
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trðXNDN Þ2 dXN : ð1:2Þ
This error (which only concerns the case b ¼ 1) spread over the whole paper and we
shall indicate here how to correct it. Indeed, one of the main goals in [3] is to prove a




good rate function JbðmD; :Þ when the spectral measure of DN converges towards mD:
The rate function JbðmD; :Þ deﬁned in [3] corresponds to the deﬁnition of PbDN given in
(1.2) rather than (1.1) as stated in [3].
To prove the large deviations result, we consider matrix-valued paths XNðtÞ ¼
DN þ HN;bt where HN;b is a Hermitian (if b ¼ 2) or symmetric Brownian motion. In
[3], we obtained a partial large deviation principle for the law of the spectral measure
process ð #mNt ; tA½0; 1Þ of XNð:Þ in the sense that the lower bound was not proved to be
sharp. To deduce a full-large deviation for the law of the spectral measure at time
one, we used some approximation, and then showed in [3, Theorem 4.1] that this
family of approximations is rich enough. However, in the proof of the latter
theorem, cf. (4.3) there, we use the results of Lemma 2.12 without checking that the
measure nd;e;D satisﬁes Assumption (A). Instead of verifying this last point, we
provide below an alternative proof of a stronger result, that bypasses the use of the
free Brownian motion and has some nice consequences. Namely, we obtain directly
the full large deviation principle for the law of ð #mNt ; tA½0; 1Þ; from which the
contraction at time one becomes trivial. We emphasize that with the details provided
below, Theorem 1.1 of [3] remains correct as stated (for b ¼ 2 and measure mE of
ﬁnite non-commutative entropy
PðmEÞ), see Theorem 2.1 in the next section, where
the non-commutative entropy
PðmÞ of a measure m is deﬁned as PðmÞ :¼R R




Let us ﬁrst note that the deﬁnition of the spherical integrals in [3] should be
I
ðbÞ










where mbN denote the Haar measure on the orthogonal group ON when b ¼ 1 and on
the unitary group UN when b ¼ 2; and DN ; EN are diagonal real matrices whose
spectral measures converge to mD; mE : In [3], we missed the factor
b
2
coming in the law
of the Gaussian variables we were considering. This point should be corrected in the
whole article where all covariances terms should be multiplied by b2: For instance,
Theorem 1.1 in [3] becomes
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Theorem 2.1. Assume the existence of a compact subset K of R such that
supp #mNDNCK for all NAN: Moreover, suppose that #m
N
EN
ðx2Þ is uniformly bounded
(in N). Suppose that #mNEN and #m
N
DN
converge weakly towards mE and mD; respectively,
with mE having finite non-commutative entropy. Then,

















x2 dmðxÞ  b
2
Z Z
logjx  yj dmðxÞ dmðyÞ:
The restriction to mE possessing ﬁnite non-commutative entropy is done to avoid
indeterminacies involving substraction of inﬁnities, and can be bypassed by noting
that ISð
; 
Þ is continuous on M1ðRÞ  M1ðRÞ; leading thus to the formula
IbðmD; mEÞ ¼ limn-NIbðmD; mðnÞE Þ where mðnÞE is sequence of measures of ﬁnite non-
commutative entropy and support included in some n-independent compact set,
converging weakly to mE :
Other statements need to be corrected similarly.
3. Statements of the corrected results




#mNDN ¼ mD; sup
N
#mNDN ðx2ÞoN:
For both b ¼ 1 and b ¼ 2; the main large deviations result of [3] is contained in
Theorem 1.4 there which states as follows:
Theorem 3.2. (1) For any mAM1ðRÞ; Sm is a good rate function on Cð½0; 1; M1ðRÞÞ:
(2) Assume Assumption 3.1. Then,
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(b) Denote















We improve here this theorem by showing the following:
Theorem 3.3. Assume that mDAM1ðRÞ satisfies, for some e40;
Z
jxj5þemD ðdxÞoN: ð3:1Þ
Then, for any n:ACð½0; 1; M1ðRÞÞ there exists a sequence nn in A such that
lim
n-N
nn ¼ n and lim
n-N
SmDðnnÞ ¼ SmDðnÞ:
Consequently, for any open subset OACð½0; 1; M1ðRÞÞ;
inf
nAO-A
SmDðnÞ ¼ infnAO SmDðnÞ:
Hence, Theorems 3.2 and 3.3 gives the full-large deviation principle for
the law of ð #mNt ; tA½0; 1Þ with good rate function SmD : As a consequence, the
contraction principle shows that for mD; #m
N
DN
satisfying the assumptions of these





inffSmDðnÞ; n1 ¼ mg:
This yields Theorems 1.5, 4.1 and Corollary 1.6 in [3] under the additional
assumption (3.1). All other theorems in [3] remain valid, except for the ðb=2Þ factor
mentioned above.
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4. Proof of Theorem 3.3
Let us recall the deﬁnition of SmD ; We set, for any f ; gAC
2;1
b ðR ½0; 1Þ; any
sptA½0; 1; and any n:ACð½0; 1; M1ðRÞÞ;
Ss;tðn; f Þ ¼
Z
f ðx; tÞ dntðxÞ 
Z











@x f ðx; uÞ  @x f ðy; uÞ
x  y dnuðxÞ dnuðyÞ du; ð4:1Þ




@x f ðx; uÞ@xgðx; uÞ dnuðxÞ du ð4:2Þ
and
%Ss;tðn; f Þ ¼ Ss;tðn; f Þ  1
2
/f ; fSns;t: ð4:3Þ


















so that we only need to prove the opposite inequality for a speciﬁc sequence nnAA:
We begin by proving that if S0;1ðnÞoN then there exists a sequence of paths nd in
A converging towards n as d converges to zero such that
lim
d-0
S0;1ðndÞ ¼ S0;1ðnÞ: ð4:4Þ
To construct the sequence nd; we proceed in two steps: ﬁrst, ﬁx Z40 and deﬁne
nZ ¼ n1sZ to be the free convolution of n with a semicircular variable of parameter
Z: Then [2], nZ converges towards n and S0;1ðnZÞ converges toward S0;1ðnÞ as Z-0:
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where, for mAM1ðRÞ; HmðxÞ ¼ PV
R ðx  yÞ1mðdyÞ denotes the Stieltjes transform
of m:
Because S0;1ðnZÞoN due to the assumption S0;1ðnÞoN (see [2, Theorem 4.1]),
one may ﬁnd, by Riesz’s theorem, a ﬁeld kZðx; tÞ such that @xkZAL2ðR ½0; 1;
dnZt ðxÞ  dtÞ and




@x f ðx; sÞ@xkZðx; sÞ dnZs ðxÞ ds;






ð@xkZðx; sÞÞ2 dnZs ðxÞ ds: ð4:6Þ
By [4, p. 170], since rZtAL1-LNðRÞCL3ðRÞ by (4.5), for any fAC2;1b ðR ½0; 1Þ;Z Z
@x f ðx; sÞ  @x f ðy; sÞ
x  y dn
Z
s ðxÞ dnZs ðyÞ ¼ 2
Z
@x f ðx; sÞðHnZs ÞðxÞ dnZs ðxÞ ds;
and, introducing u
Z
t ðxÞ ¼ uZðx; tÞ :¼ @xkZðx; tÞ þ ðHnZt ÞðxÞAL2ðR ½0; 1; dnZt ðxÞ 
dtÞ; it follows that,
Z
f ðx; 1Þ dnZ1ðxÞ ¼
Z









@x f ðx; sÞuZs ðxÞ dnZs ðxÞ ds: ð4:7Þ
We next claim that in fact, for any tAð0; 1; and any fAC2;1b ðR ½0; 1Þ;Z
f ðx; tÞ dnZt ðxÞ ¼
Z









@x f ðx; sÞuZs ðxÞ dnZs ðxÞ ds: ð4:8Þ
Indeed, given such f and t; ﬁx 1 t4d40 and deﬁne
f dðx; sÞ ¼
f ðx; sÞ; spt;
f ðx; tÞ  ðs  tÞ f ðx;tÞd ; sAðt; t þ d;
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Substituting in (4.7), we ﬁnd that
0 ¼
Z






















@x f ðx; tÞuZs ðxÞ dnZs ðxÞ ds: ð4:9Þ
Because n:ACð½0; 1; M1ðRÞÞ; it holds that
R
f ðx; tÞ dnZs ðxÞ-s-t
R
f ðx; tÞ dnZt ðxÞ;
uniformly. Because u
Z








@x f ðx; tÞuZs ðxÞ dnZs ðxÞ ds-d-0 0:
Combining these facts with (4.9) yields (4.8).
Fix next aAð0; 1=2Þ (for the rest of the proof, a ¼ 0:4 will do) and an e40 small
and deﬁne nZ;et ¼ nZt 3 h1e ðxÞ; where
heðxÞ ¼ xð1þ ex2Þa;
that is Z






dnZt ðxÞ for all fAC0bðRÞ:
Deﬁne also
uZ;es ðxÞ ¼ @xhe 3 h1e ðxÞ 
 uZs 3 h1e ðxÞ:
Note that Z 1
0
Z




ð@xheðxÞÞ2uZs ðxÞ2 dnZs ðxÞ ds;
and since
@xheðxÞ ¼ 1þ ex
2ð1 2aÞ
ð1þ ex2Þaþ1
increases towards one as e goes to zero, and is uniformly bounded, the dominated










uZs ðxÞ2 dnZs ðxÞ dsoN: ð4:10Þ
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Moreover, nZs ðdxÞ ds5 dx ds implies nZ;es ðdxÞds5 dx ds and the densities are
given by










rZt ðxÞ3 dx dt:
Adapting the argument in [2, pp. 1219–1220], the conditions S0;1ðnÞoN and
n0ðx2ÞoN imply that suptA½0;1 ntðx2ÞoN; which implies in turn that
supZo1 suptA½0;1 n
Z
t ðx2ÞoN: Since h0eðxÞ1pCð1þ x2ÞapCð1þ x2Þ
1
2; C independent
of e; it follows from the last two displays and the estimate in (4.5) thatZ 1
0
Z






ð1þ x2ÞnZt ðdxÞ dtoN: ð4:11Þ
Applying again [4, p. 170] in the ﬁrst and last displays, we have thatZ 1
0
Z

























ðHnZt ðxÞÞ2 dnZt ðxÞ dtoN; ð4:12Þ
where the limit is due to the pointwise convergence of h0e to 1 and the





































¼: I1 þ I2
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Since @xhe converges to 1 pointwise as e converges to 0 and is uniformly (in e; x)





uZs ðxÞðHnZs ðxÞÞ dnZs ðxÞ:
On the other hand, expanding
heðxÞ  heðyÞ ¼ @xheðxÞðx  yÞ þ @xxheðxÞðx  yÞ2 for some xA½x; y;
one sees that
1







@xheðxÞ þ keðx; yÞ;
where the functions ge; ke are uniformly bounded and converge to 0 pointwise as
e-0: In conclusion, one gets thatZ 1
0
Z




uZs ðxÞðHnZs ðxÞÞ dnZs ðxÞ: ð4:13Þ
Also, because of (4.11), again by [4, p. 170], for any gAC2;1b ðR ½0; 1Þ; writing
gtðxÞ ¼ gðx; tÞ;Z Z
@xgsðxÞ  @xgsðyÞ
x  y dn
Z;e
s ðxÞ dnZ;es ðyÞ ¼ 2
Z
@xgsðxÞðHnZ;es ÞðxÞ dnZ;es ðxÞ ds:
Taking f ðx; tÞ ¼ ðgt 3 hÞðxÞ and using (4.8), we ﬁnd thatZ
gtðxÞ dnZ;et ðxÞ ¼
Z









uZ;es ðxÞ@xgsðxÞ dnZ;es ðxÞ ds ð4:14Þ



























x  y dn
Z;e



































ðHnZ;es ðxÞ  uZ;es ðxÞÞ2 dnZ;es ðxÞ dsoN; ð4:15Þ
where ﬁrst inequality is due to the fact that supxAR½xa  x2=2 ¼ a2=2 and the last
inequality is due to (4.10) and (4.12). Expanding the square in the last expression and




which implies (4.4) for an appropriate choice of nd ¼ nd;eðdÞ: We shall see below that
nd belongs to A when a41=3 for any d40:
(4.4) almost completes the proof of the theorem, except that the measures nd do
not possess the right initial condition. To overcome this fact, we use a regularization
near 0: Indeed, modify the deﬁnition of nZ;e above to
nZ;et ðdxÞ ¼ mD1st if tpZ
¼ ½mD1sZðtZÞ if ZptpZþ e
¼ ½sZ1ntZee if tXZþ e
with ½með f Þ ¼ m 3 h1e ; nZ;e0 ¼ mD: By continuity of t-nt; it is clear that nZ;e converges









þ %SZ3s;ðZþeÞ4tðnZ;e; gÞ þ %SðZþeÞ3s;tðnZ;e; gÞg
pS0;ZðnZ;eÞ þ SZ;ZþeðnZ;eÞ þ SZþe;1ðnZ;eÞ ¼ IðZÞ þ IIðZ; eÞ þ IIIðZ; eÞ
where we took the convention that %Su;v ¼ 0 if uXv: By the previous argument, when





IIIðZ; eÞ ¼ S0;1ðnÞ:
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Moreover,
S0;ZmD ðnZ;eÞ ¼ 0
since it is costless to move by a semicircular process. Finally, for tA½Z; Zþ e;
mimicking the argument in the proof above, with h
Z
t ðxÞ ¼ htZðxÞ; gZ;aðxÞ ¼ a½ð1þ
ðt  ZÞx2Þ1ax3; and
u
Z
t ðxÞ ¼ gZ;a 3 ðhZt Þ1ðxÞ;
it holds that for any fAC1bðRÞ;
@tn
Z;e
t ð f Þ ¼ @tmD1sZð f ðhtZðxÞÞÞ ¼ mD1sZð@thtZðxÞð@x f ÞðhtZðxÞÞÞ








ðH½mD1sZðtZÞðxÞ  uZt ðxÞÞ2d½mD1sZðtZÞðxÞ dt:
Now, recall that for any t; ½mD1sZðtZÞ5 dx with density rZt given, if mD1sZðdxÞ ¼
rZðxÞ dx; by
rZt ðxÞ ¼
rZ 3 ðhZt Þ1ðxÞ
@xðhZt Þ 3 ðhZt Þ1
ðxÞ:
Hence, since rZ is uniformly bounded, we see as above that for any t;Z
ðH½mD1sZðtZÞðxÞÞ2 d½mD1sZðtZÞðxÞpCðZÞ






that can be veriﬁed by considering separately x2X1=z and x2o1=z; one hasZ
ðuZt ðxÞÞ2d½mD1sZðtZÞðxÞ ¼ a2
Z
½ð1þ ðt  ZÞx2Þ1ax32dmD1sZðxÞ
p a2ðt  ZÞ1þa
Z
x4þ2admD1sZðxÞ
is integrable for a40 since mD1sZ possesses 5 moments at least. Hence, for
any Z40;Z




SZ;ZþemD ðnZ;eÞ ¼ 0:
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We ﬁnally claim that nZ;eAA for a41=3: Indeed, let 14e40 be small enough such
that
mDðjxj5þeÞoN:




Now, by construction, for tA½Z; Zþ e
nZ;et ðjxj5þeÞpnZ;eZ ðjxj5þeÞoN:












is uniformly bounded as soon as ð5þ eÞð1 2aÞp2; that is a41=3 for eo1: &
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