Interest in the terahertz range of the electromagnetic spectrum has accelerated in recent years due to expanding areas of application including wireless communications and imaging for medicine and security. There is a wide range of THz detectors 1 that are sensitive, have a fast response or are easy to produce, but usually not all at once (see Table I ). Pyroelectric detectors 2,3 and bolometric/thermal 4-6 detection have a high sensitivity but are relatively slow, while graphene [7] [8] [9] and photon drag detectors 10 are fast but relatively insensitive. Doped germanium 11 and superconductor-insulator-superconductor (SIS) detectors 12 are very sensitive and have a quick response time; however, they are expensive and difficult to produce. Field-Effect Transistors (FETs) have also attracted attention for their THz detection capability, [13] [14] [15] [16] [17] although most of these are not based on the electronics industry staple, silicon. Those detection schemes that do use silicon have limited spectral range. 18 Here, we present a simple silicon donor FET device, which can be used to detect THz radiation with a high degree of sensitivity and fast response times.
Donors such as phosphorus are routinely used to control the conductivity of silicon, and have recently generated interest for possible applications in quantum computing. 20, 21 The energy levels of group V donors in silicon are hydrogenlike, and because of the permittivity and the effective mass of the donor electron in silicon, the orbital transition energies are shifted to the THz range. When cooled to below 30 K, essentially all the donor electrons occupy the 1s ground state. At these temperatures, the occupation of orbital states may be controlled coherently with pulsed THz radiation. 22 For Quantum Information Processing (QIP) applications using control of donors by THz beams tuned to their internal transitions, it is desirable to have detectors with a narrow band response at the same frequency, and so a detector based on the same donors in the same host is ideal. At low temperature, optical excitation of the transitions can be detected electrically via thermal ionization from the excited state and this mechanism is very sensitive. 23 Their energy can be tuned with strain 24 and magnetic field 25 and the absorption bandwidth can be controlled with donor density. 26 Multiple species can be incorporated at once to provide broader coverage.
The sample presented here ( Fig. 1(a) ) was fabricated from silicon on insulator (SOI) material, i.e., a silicon device layer with a thickness of z ¼ 1.6 lm, on top of a thin insulating oxide layer, all supported by a thick silicon substrate (the "handle"). In such material, the device layer is electrically isolated from the substrate. The whole wafer was ion implanted to create the active region, with a peak doping concentration of 6 Â 10 22 m
À3
, in the first 300 nm of the device. The background doping of the device layer was 5 Â 10 21 m
. The total sheet density of donors, n D ¼ 1.0 Â 10 16 m
À2
, was measured by secondary ion mass spectroscopy. The leads were heavily doped with phosphorus (via ion implantation to a level of 1.0 Â 10 20 m
) so the doping level was well above the metalinsulator transition. The leads and an active area of 450 Â 450 lm 2 were defined by etching the surrounding silicon down to the insulating oxide layer. Electrical connection was made via aluminum contacts. The handle could be used as a back gate; however, it was shorted to the drain for all the experiments described here. The device was cooled to 9 K in a helium flow cryostat. A voltage of 8 V was applied across the source and drain leads with an isolated voltage source. This voltage meant that the optical measurements were performed at the knee of the DC IV characteristic (Fig. 1(b) ), with a dark current of 1.2 lA through the sample. The dependences of the device response on temperature and back-gate voltage and the small-signal photo-response will be reported elsewhere. The device was illuminated with the pulsed free electron laser "CLIO" (Centre Laser Infrarouge d'Orsay). 27 The beam was kept unfocussed (beam diameter of 10 mm) to obtain a constant intensity over the active region. The transient current through the device was measured with a trans-impedance amplifier and the response recorded on an oscilloscope for post-processing.
At the donor concentration present in this device, the average donor separation is such that only the 1s to 2p 0 and 2p 6 transitions can be seen clearly in the spectral dependence in Fig. 1 (c)-higher orbitals are overlapping and form bands. At 9 K, the efficiency of ionization for electrons in the ground state is very small due to the low energy of available phonons, and the density of electrons in the conduction band is negligible, leading to low dark-current. Thermal ionization from excited states is also weak, but much more likely than from the ground state, and therefore the transient current induced by the laser under constant source-drain voltage bias is very much higher than the steady state current, as shown in Fig. 1(d) . The output from CLIO consists of bursts of 500 pulses, 16 ns apart. Individual pulses can be resolved, but the signal does not fully recover between pulses. This very fast response on a few-nanosecond timescale is consistent with the expected RC time constant for the circuit used (limited by the impedance of the electrical leads to the sample).
In spite of the RC-limited circuit, the actual dynamical response of the donors can still be found experimentally from the photo-response. The intensity dependence bleaches (Fig. 2) when the fraction of atoms in the ground state drops substantially below unity, and the intensity at which this occurs can be used to infer the relaxation dynamics through the use of a rate-equation model. The model allows us to extract not only the relaxation rates through simple conductivity measurements but also to calibrate the responsivity without the need for accurate intensity measurements.
The model consists of three energy levels g, x, and c representing the ground 1s state, the excited 2p 6 state, and the conduction band. The rate equations for this system are
where the electron sheet density in level i is given as the dimensionless fraction of the neutral donor density, direct population relaxation lifetime from the excited state to the ground state, taken to be 160 ps. 28 P I is the inverse lifetime for thermal ionization from the excited state, and r g and r x are recombination rate coefficients involving the ground and excited states, respectively, related to the bulk values via R x,g ¼ r x,g z/n D . To reduce the number of fitting parameters, we assume that recombination to the excited state r x can be incorporated into r g . In Eq. (2), note that both the processes which empty the excited state (relaxation and photoionization) have rates proportional simply to the initial occupation of the excited state-the final occupation of the state is guaranteed to be empty-hence, exponential decays are expected (blue dashed line on Fig. 2(b) ). The recombination of conduction band electrons (with density f c ) with ions (which also have density of f c ) has a rate proportional to f c 2 , which results in reciprocal decays and a time-dependent lifetime that depends on electron density (even though r g,x is constant). This contrasts with T 1 and 1/P I , which correspond to fixed lifetimes independent of excitation.
The rate of photon absorptions per donor, P abs , depends on the absorption cross-section r, taken to be 1.2 Â 10 À17 m 2 for the 1s-2p 6 transition, 28 and on the photon flux. The absorption coefficient is then a ¼ n D r ¼ 0.12. Using the small-signal approximation, the absorption rate is
where f g ¼ 1 -f x -f c , from charge conservation, and f ph is the rate of incident photons per donor, which is proportional to the pulse energy density hxn D f ph s p . The pulse duration of the CLIO laser is s p ¼ 4 ps. For a given set of values of the free parameters, P I and r g , Eqs.
(1) and (2) can be integrated for arbitrary pulse patterns and laser powers f ph (t), and an example is shown in Fig. 2(b) . We took the initial condition to be that all the donor electrons start in the ground state. The resulting conduction band electron sheet density may then be converted to the instantaneous current by
where l e and w e are the length and width of the sample, respectively, V is the bias voltage, and l is the electron mobility. The time-average of the calculated photocurrent from the model may be compared with the experimental integrated photocurrent collected at the drain (Fig. 2 main panel) , assuming only that the integrated circuit response is independent of the RC time.
For controlling the laser beam intensity in the experiment, we used calibrated wire-mesh attenuators. However, the unattenuated (0 dB) laser intensity is rather difficult to measure accurately as it depends on sample reflection and losses at the windows, etc. Likewise, the sample mobility is also difficult to determine under laser excitation conditions of significant photo-ionization. We therefore took these to be fitting variables, making four free parameters in total (along with P I and r g ). With this number of variables the fit of the model to the experimental intensity dependence is not constrained, and more data are required.
This extra information on the dynamics is provided by the response to a pair of pulses with intensity close to saturation, because the response of the system to the second pulse depends on whether or not it has had time to recover from the first. A simple cartoon of this effect is shown in Fig. 3(a) . Two-pulse measurements (Fig. 3 main panel shows a typical example) were conducted using a beam splitter, and a variable delay line for changing the relative time of arrival of each. The beams were attenuated so that they had equal intensity and each sat at the top of the linear part of the power response shown in Fig. 2 (7 dB in the case shown in  Fig. 3) . The angle between the beams as seen by the sample was set at 20 to eliminate any coherent interference effects. The available time-delays were limited by the 30 cm travel of the delay stage.
A recovery time of order nanoseconds can be inferred from Fig. 3 , much smaller than the RC time constant inferred from Fig. 1(d) . The excited state relaxes with an exponential decay and the conduction band electron density recovers with a reciprocal decay as explained above. This can be seen in the insets of Figs. 2 and 3, where f x (t) produces a straight line on the log-linear scale, while the rate of reduction of f c slows as the conduction band empties. It therefore takes many tens of nanoseconds to fully return to the steady state. For the conditions of Figs. 2(b) and 3(b), the 3 dB point is only 62 ps after the pulse. It should be noted that the rapid initial decay, followed by strong deceleration of the recovery of n c , means that the level occupations after 16 ns are almost independent of the starting conditions, so that the average conduction band electron density between the 1st and 2nd pulses is almost the same as that between the 2nd and 3rd, etc., in other words, "frame overlap" effects are negligible. The results for the excess electron density from the fits are shown superimposed on the experimental data of Figs. 2 and 3.   FIG. 3 . The time-domain "pump-pump" experiment. The observed integrated photocurrent is shown against the time delay between the pulses (red points). A typical example is shown in which both pulses had an attenuation of 7 dB (0.16 J m À2 ). Superimposed on the data is the average excess conduction band sheet electron density from the model (black line). Note the logarithmic scale of the ordinate. Inset (a) cartoon of the pump-pump effect. The response is shown as a solid black line, and the output for a single pulse near bleaching is indicated by the black dashed line. When a second identical pulse is introduced at the same (or similar) arrival time the output is less than double (blue dashed line), but when a delay is introduced between the pulses so that the excitation from the first pulse has relaxed back to the equilibrium state, the time-integrated output is doubled (red dashed line). Inset (b) An example calculation of the excess electron densities for a time delay of 0.5 ns at an energy density of 0.16 J m À2 per pulse.
For the fits, shown as solid black lines on the main panels of Figs. 2 and 3 , all four free parameters were global, i.e., a single set was found that reproduces all the one-pulse and two-pulse experiments simultaneously, and this fit was well constrained. The recombination coefficient produced was r g ¼ 79 6 20 ns
which is comparable to previous predictions. 29, 30 The inverse thermal ionization time was P I ¼ (5.0 6 0.5) Â 10 8 s
À1
. The unattenuated laser flux from the fit was 800 6 170 photons per laser pulse per donor, i.e., 0.81 6 0.16 J m
À2
, which is 16 times the value we estimated using the laser intensity outside the cryostat with an infrared power meter and the estimated reflection losses. The fit can be considered a better calibration of the laser power than the value from the power meter since its value is only affected strongly by the absorption cross-section, r, and the relaxation lifetime, T 1 , both of which are well known, whereas accurate power measurements in the far infrared are non-trivial. The mobility of similar samples in the absence of light was established using Hall measurement to be $0.019 m 2 /Vs. This is lower than the low-temperature bulk mobility for the same density ) so interface roughness effects must be important. From our fit of the dynamics, the "effective" mobility was found to be 10 m 2 /Vs, which is within the expected range of bulk values, and we infer that the photo-transport is dominated by the bulk (where the donors are), which has less scattering than the surfaces. Although some donors are ionized, the fraction is only a few percent for the experimental conditions we used, i.e., f c ( 1, as shown in the examples in the insets of Figs. 2 and 3, so ionized impurity scattering of the donors is unimportant. The ionized electron density is determined by the branching ratio P I T 1 , which can be controlled with temperature. It is expected that fine control of the temperature can be used to optimize the trade off between increasing P I T 1 (i.e., increasing the sensitivity) and the direct thermal ionization of the ground state (responsible for the dark current). We note that all data are well described by a model with T 1 and r g,x , independent of laser power (as shown in Fig. 2) .
At low intensities, we measured quantum efficiencies of 0.003 electrons detected per photon incident on the sample at the 1s ! 2p 6 resonance (from the slope of Fig. 2 ). This corresponds to a responsivity of S ¼ 0.08 A/W. Taken together with the noise level of 1 lA and the dark current of 1.2 lA, the noise-equivalent power (NEP) (2e(I dark þ I noise )) 1/2 /S, 4 was found to be 1 Â 10 À11 W Hz À1/2 . For our device, the thermal noise has a negligible contribution to this value.
These THz detectors seem likely to be useful tools especially for frequencies around 10 THz. While the microscopic dynamics of the system take place on a sub-nanosecond timescale the 1/e recovery time of 3.5 ns at 7 dB is close to the expected time constant of the electrical circuit. This means that the device speed is comparable to current THz detectors, with applications such as mode locking of THz lasers. 33 The responsivity is better than for most broadband detectors. 9 The NEP is larger than a range of other cryogenically cooled detectors, and this could be further improved with better control of the temperature and optimization of the doping density to manipulate the rates of ionization and recombination. Taking the NEP together with the high response speeds and the possibility of frequency tuning, 25 silicon FET devices such as these are strong candidates for cost effective integrated THz detection applications, due to the standard industrial processing.
