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Résumé
L’augmentation massive et continue des volumes d’informations sur le Web et
la diversité des documents disponibles complexifient la recherche de l’information
pertinente vis-à-vis d’une requête d’un utilisateur. Le développement de systèmes de
recherche d’information efficaces, rapides, prenant en compte le contexte utilisateur
est un enjeu central en Recherche d’Information (RI).
Au cours de la dernière décennie, de nombreux travaux se sont concentrés sur la
proposition de méthodes permettant d’optimiser de façon automatique l’ordonnan-
cement des résultats restitués par les systèmes. Ce domaine de recherche, appelé
apprentissage d’ordonnancement ou learning to rank, a conduit au développement
de nombreuses approches et algorithmes. Ceux-ci, en combinant un grand nombre
de modèles d’ordonnancement existants au sein d’une unique fonction utilisée pour
ordonner les documents, ont permis d’améliorer la qualité des listes de résultats
restitués.
Malgré tout, l’apprentissage d’ordonnancement présente plusieurs limites. D’une
part, les algorithmes apprennent une unique fonction d’ordonnancement pour l’en-
semble des requêtes soumises au système. Le contexte de la requête et l’utilisa-
teur sont ainsi ignorés par le processus d’ordonnancement. D’autre part, le grand
nombre de caractéristiques utilisées par les approches d’apprentissage d’ordonnan-
cement peut influencer négativement la qualité du classement ainsi que la vitesse
d’exécution des algorithmes. En effet, les algorithmes peinent à gérer l’importante
volumétrie imposée par les données et la présence d’un grand nombre de caracté-
ristiques potentiellement non pertinentes pour l’ordonnancement des résultats.
Des méthodes ont été proposées pour pallier l’une et l’autre de ces limites. D’une
part, l’apprentissage d’ordonnancement dépendant des requêtes permet d’apprendre
une fonction spécifique à chaque groupe de requêtes. L’ordonnancement est ainsi
adapté au contexte. D’autre part, la sélection de variables, qui permet de suppri-
mer des caractéristiques bruitées ou non pertinentes pour l’apprentissage, permet
de réduire la dimensionnalité des modèles tout en contrôlant la qualité des carac-
téristiques utilisés. Chacune de ces méthodes, adaptées à l’apprentissage d’ordon-
nancement, s’est révélée efficace pour pallier la limite concernée.
Néanmoins, ces problématiques et leur résolution restent relativement peu étu-
diées. Par exemple, peu de travaux se sont intéressés à incorporer la sélection de
variables à l’apprentissage de la fonction d’ordonnancement, préférant ajouter une
étape de sélection préliminaire. Par ailleurs, à notre connaissance, il n’existe pas de
travaux combinant l’adaptation au contexte et la sélection de variables à l’appren-
tissage d’ordonnancement.
Dans cette thèse, nous nous intéressons à l’utilisation de la sélection de variables
pour la mise en place d’un système d’ordonnancement adaptatif.
Nous proposons et décrivons un système d’ordonnancement adaptatif dépen-
dant des requêtes et basé sur la sélection de variables. Nous nous concentrons sur
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le développement d’algorithmes de sélection de variables dédiés à l’apprentissage
d’ordonnancement.
Nous proposons des méthodes basées sur l’utilisation de Support Vector Ma-
chine (SVM) qui incorporent la sélection à l’apprentissage du modèle. Nous pro-
posons quatre algorithmes différents, exploitant les propriétés des régularisations
mathématiques parcimonieuses convexes et non convexes pour effectuer la sélection.
Nous montrons sur des jeux de données de référence que ces méthodes sont particu-
lièrement efficaces en apprentissage d’ordonnancement. En effet, elles suppriment,
en moyenne, quatre fois plus de variables que les méthodes de l’état de l’art, tout
en étant généralement plus rapides et en conservant une qualité d’ordonnancement
équivalente.
Afin d’évaluer les algorithmes et le système adaptatif dans un contexte d’ex-
ploitation industriel, nous avons également proposé un modèle d’évaluation de la
pertinence à partir des actions utilisateurs. Ce modèle nous permet de construire
de façon automatique des jeux de données de référence de grande taille à partir des
fichiers de connexion des moteurs de recherche. L’évaluation des algorithmes sur un
jeu de données issus d’un moteur de recherche commercial confirme la performance
des algorithmes de sélection de variables. Les excellents résultats obtenus par les
algorithmes de sélection de variables et par le modèle d’évaluation de la pertinence
ont conduit à leur intégration au sein du moteur de recherche commercial partenaire
Nomao.
Introduction générale
Au cours de ces dernières décennies, le volume d’informations disponibles sur
Internet n’a pas cessé de croître. L’utilisateur se retrouve submergé de données
de plus en plus nombreuses et diverses : pages web, tweets, flux rss, blogs, etc.
Le développement de système de RI efficaces, capables de trouver l’information
pertinente et adaptée au besoin de l’utilisateur dans de courts temps de réponse est
un enjeu de la RI.
Depuis le début des années 70, de nombreux modèles de recherche et d’or-
donnancement (modèles vectoriels, probabilistes, de langue, . . .) ont été proposés
[Amini 2013]. Ils permettent de déterminer les documents répondant au besoin ex-
primé par l’utilisateur au travers de sa requête et de les restituer sous forme de listes
de résultats triés selon leur degré de pertinence. L’amélioration de ces listes, pas-
sant par l’optimisation de l’ordonnancement des résultats, est devenu un problème
central. Pour le résoudre, certains travaux se sont concentrés sur la proposition de
nouveaux modèles, tandis que d’autres se sont intéressés à l’optimisation des pa-
ramètres des modèles existants. Finalement, au cours de la dernière décennie, un
nouveau champ de recherche, dédié à l’optimisation des classements des résultats
et basé sur des techniques d’apprentissage automatique, a émergé : l’apprentissage
d’ordonnancement ou Learning to rank [Liu 2011].
L’idée principale de l’apprentissage d’ordonnancement est de combiner les mo-
dèles existants afin de créer une unique fonction, dite d’ordonnancement, de meilleure
qualité. Considérant des jeux de données composés de couples requête-document
pour lesquels la pertinence est connue, les méthodes d’apprentissage d’ordonnan-
cement apprennent automatiquement, à partir de ces données, la meilleure façon
de combiner les modèles pour obtenir une liste optimale des résultats. Les modèles
sont vus comme les caractéristiques des fonctions d’ordonnancement. De nombreux
travaux ont mis en évidence que cette approche permet d’améliorer la qualité des
listes restituées [Joachims 2002, Freund 2003, Burges 2005, Chapelle 2010].
Néanmoins, l’apprentissage d’ordonnancement présente deux limites principales.
Premièrement, les fonctions d’ordonnancement utilisent un grand nombre de
caractéristiques, ce qui pose des problèmes liés, d’une part à la gestion de cette vo-
lumétrie et d’autre part, à la pertinence effective des caractéristiques utilisées. En
effet, le nombre important de caractéristiques, couplé à la masse de couples requête-
document considérés, est susceptible d’affecter fortement les temps de calcul des
algorithmes d’apprentissage d’ordonnancement. Par ailleurs, beaucoup de caracté-
ristiques sont utilisées par les algorithmes d’apprentissage d’ordonnancement, alors
qu’elles peuvent être non pertinentes ou bruitées.
Deuxièmement, une seule fonction d’ordonnancement est utilisée pour l’en-
semble des requêtes et des besoins utilisateurs. Les méthodes actuelles échouent
ainsi à prendre en compte le contexte de la recherche et la diversité des besoins. Or,
6 Introduction générale
de nombreux travaux ont montré que la prise en compte du contexte permet d’amé-
liorer la satisfaction de l’utilisateur [Doan 2009, Hubert 2010, Adomavicius 2011,
Bellot 2011].
Deux réponses ont été apportées par la communauté pour pallier ces limites.
La sélection de variables, qui supprime des fonctions des caractéristiques inutiles
pour l’ordonnancement, permet de réduire la dimension des problèmes et améliore
généralement la qualité de la liste de résultats restituée [Geng 2007, Lai 2013a].
L’apprentissage d’ordonnancement dépendant des requêtes, qui apprend des fonc-
tions spécifiques à chaque type de requêtes, permet de prendre en compte le contexte
et améliore la qualité des listes restituées [Bai 2008, Geng 2008].
Les travaux actuels sur la sélection de variables dédiée à l’apprentissage d’or-
donnancement ont donné de bons résultats, mais des méthodes potentiellement plus
performantes n’ont pas été explorées. Peu de travaux se sont ainsi intéressés aux
méthodes de sélection embarquées, qui permettent de supprimer les caractéristiques
tout en apprenant le modèle final [Sun 2009, Lai 2013a, Lai 2013b]. Ils se sont globa-
lement concentrés sur l’utilisation de SVM parcimonieux en norme `1. L’utilisation
de normes non convexes, pourtant plus parcimonieuses, n’a, à notre connaissance,
pas été étudiée. Elle constitue un champ d’amélioration que nous explorons dans
ces travaux. La proposition d’algorithmes efficaces utilisant ce types de normes est
la contribution majeure de cette thèse.
Par ailleurs, bien que les approches de sélection de variables et d’apprentissage
d’ordonnancement soient efficaces, elles permettent de résoudre les problématiques
séparément et non simultanément. Dans nos travaux, nous nous intéressons au dé-
veloppement d’un système d’ordonnancement adaptatif basé sur la sélection de
variables, qui permet d’adapter l’ordonnancement au contexte tout en contrôlant
le nombre de variables utilisé par les modèles. Notre contribution majeure est la
proposition et l’évaluation de nouveaux algorithmes de sélection de variables dé-
diées à l’apprentissage d’ordonnancement, qui peuvent être utilisés dans le système
adaptatif.
Plus spécifiquement, nos contributions se situent sur trois axes théoriques et
un axe applicatif. Le premier axe est la proposition et la description d’un système
d’apprentissage d’ordonnancement adaptatif, dépendant des requêtes et basé sur la
sélection de variables. Le cœur de ce système est l’utilisation de méthodes d’ap-
prentissage d’ordonnancement qui incorpore la sélection de variables, ce qui fait de
la proposition de nouveaux algorithmes de sélection de variables l’élément central
de nos travaux.
Le deuxième axe de nos contributions, le plus important, est la proposition de
quatre algorithmes de sélection de variables dédiés à l’apprentissage d’ordonnan-
cement, que nous évaluons. Nos algorithmes sont basés sur l’utilisation des SVM.
Nous montrons qu’ils sont particulièrement performants, que nous considérions la
qualité d’ordonnancement, le nombre de caractéristiques supprimées ou les temps
d’exécution.
Le troisième axe des contributions concerne la proposition d’un modèle d’évalua-
tion de la pertinence basé sur les clics utilisateurs. L’un des verrous rencontrés lors
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de notre thèse est l’absence de jeux de données d’apprentissage pour une évaluation
dans le cadre commercial. Le modèle proposé permet d’évaluer automatiquement, à
partir des fichiers de connexion, la pertinence des documents vis-à-vis des requêtes
soumises. Il est dédié à l’évaluation de la pertinence sur des moteurs à clics mul-
tiples, c’est-à-dire sur lesquels plusieurs actions sont possibles sur les résultats de
recherche. Ce type de moteurs est de plus en plus fréquent, notamment dans le cas
de recherches géoréférencées où les résultats sont présentés sous forme de liste et
sur une carte géographique. Aucune collection d’évaluation n’existait à ce jour, ce
qui a motivé le développement d’un modèle dédié.
Notre quatrième et dernière contribution est l’évaluation des algorithmes de sé-
lection de variables dans un cadre commercial. Cette étude a permis de montrer
que nos algorithmes sont performants, tant du point de vue de la qualité d’or-
donnancement que de leur capacité à apprendre les modèles utilisant le moins de
caractéristiques possibles en un temps raisonnable.
Ce manuscrit présente les travaux réalisés au cours des trois années de thèse. Il
est structuré en trois parties, chacune décomposée en plusieurs chapitres.
La première partie introduit les notions de RI et d’apprentissage d’ordonnance-
ment nécessaires à la compréhension de nos travaux. Les enjeux de l’apprentissage
adaptatif sont explicités et nos contributions sont détaillées. Cette partie est dé-
composée en trois chapitres.
– Le chapitre 1 dresse un état de l’art des modèles de recherche et d’ordonnan-
cement existants. Il présente la méthodologie d’évaluation en RI ainsi que les
mesures d’évaluation utilisées.
– Le chapitre 2 introduit le principe de l’apprentissage d’ordonnancement. Il dé-
taille les différents approches proposées au cours de la dernière décennie, ainsi
que les algorithmes et méthodes associées. Les jeux de données d’évaluation
de référence sont décrits. Les différentes approches sont comparées.
– Le chapitre 3 introduit l’apprentissage d’ordonnancement adaptatif. Il pré-
sente les différentes contributions. Les publications et présentations réalisées
au cours de la thèse sont détaillées.
La deuxième partie regroupe nos contributions théoriques, ainsi que des réfé-
rences complémentaires spécifiques à l’apprentissage dépendant des requêtes et à la
sélection de variables. Elle se décompose en cinq chapitres.
– Le chapitre 4 présente le système d’apprentissage d’ordonnancement adapta-
tif basé sur la sélection de variables que nous proposons. Nous dressons un
état de l’art des approches d’apprentissage d’ordonnancement adaptatif exis-
tantes. Nous motivons l’utilisation de la sélection de variables dans ce cadre.
Nous présentons les approches existantes de sélection de variables dédiées à
l’apprentissage d’ordonnancement. Nous positionnons nos travaux par rap-
port à elles. Nous justifions la nécessité de proposer de nouvelles approches.
Nous expliquons pourquoi nous choisissons d’étudier des méthodes basées sur
les SVM.
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– Le chapitre 5 explique l’utilisation des SVM pour la sélection de variables.
Tout d’abord, nous rappelons le principe des SVM utilisés comme méthode
d’apprentissage supervisé. Ensuite, nous indiquons comment les SVM doivent
être modifiés dans le cadre de l’apprentissage d’ordonnancement. De plus,
nous montrons comment l’utilisation de régularisations mathématiques dites
parcimonieuses (`0, `1, log, `q q < 1 et MCP) permet d’effectuer la sélection
de variables avec les SVM, simultanément à l’apprentissage de la fonction
d’ordonnancement. Enfin, nous justifions l’utilisation de ces méthodes.
– Le chapitre 6 présente les deux premiers algorithmes de sélection de variables
dédiés à l’apprentissage d’ordonnancement que nous proposons. Ceux-ci effec-
tuent la sélection des caractéristiques en repondérant un algorithme d’appren-
tissage d’ordonnancement de l’état de l’art. Le schéma de repondération et
l’utilisation d’un seuil annulant les caractéristiques permettent de supprimer
les caractéristiques. Nous évaluons nos propositions sur cinq jeux de données
de référence et les comparons à des algorithmes de l’état de l’art.
– Le chapitre 7 présente les deux derniers algorithmes de sélection de variables
dédiés à l’apprentissage d’ordonnancement que nous proposons. Le premier al-
gorithme effectue la sélection de variables par l’utilisation de la norme mathé-
matique `1 et d’une approche de type Forward Backward Splitting (FBS) que
nous définissons. Nous nommons cet algorithme RankSVM-`1. Le deuxième
algorithme repondère RankSVM-`1 pour effectuer la sélection à l’aide des
normes log, `q q < 1 et MCP. Contrairement aux méthodes présentées au cha-
pitre 6, celles-ci n’ont pas besoin d’utiliser un seuil de nullité des variables :
elles sont naturellement parcimonieuses. Les algorithmes sont évalués sur des
jeux de données de référence et les résultats sont commentés.
– Le chapitre 8 présente le modèle d’évaluation de la pertinence pour les mo-
teurs à clics multiples que nous proposons. Nous motivons la proposition de
cette nouvelle méthode. Puis, nous explicitons et évaluons le modèle à partir
de fichiers de connexion issus du moteur de recherche commercial Nomao. Les
résultats sont présentés et commentés.
La troisième partie présente l’évaluation des algorithmes de sélection de variables
dans un cadre d’exploitation commercial, qui constitue une étape préliminaire de
l’évaluation du système d’ordonnancement adaptatif. Elle est décomposée en deux
chapitres.
– Le chapitre 9 présente la construction du jeu de données d’apprentissage à
partir des fichiers de connexion du moteur de recherche Nomao. Nous déter-
minons les jugements de pertinence des couples requête-document à l’aide du
modèle d’évaluation présenté au chapitre 8. Nous détaillons les propriétés du
jeu de données et nous décrivons brièvement les caractéristiques utilisées.
– Le chapitre 10 présente les résultats de l’évaluation des algorithmes de sé-
lection de variables dans un cadre d’exploitation commercial. Les différents
algorithmes sont comparés entre eux et à l’état de l’art. Les résultats expé-
rimentaux sont commentés. Nous expliquons également comment ces travaux
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ont été intégrés au sein du moteur de RI géoréférencé Nomao.
Afin de faciliter la lecture, des listes des abréviations utilisées et des algorithmes
présentés sont intégrées à ce manuscrit. Pour des explications mathématiques dé-
taillées concernant l’optimisation ou les méthodes d’apprentissage supervisées, le
lecteur est invité à se référer aux chapitres 21 et 22 de l’ouvrage de Tie-Yan Liu
[Liu 2011].

Première partie
Vers un système
d’ordonnancement adaptatif :
état de l’art, enjeux et
contributions
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Résumé de la première partie
Dans cette première partie, nous présentons le contexte général de nos travaux,
l’apprentissage d’ordonnancement (learning to rank) en RI, ainsi que nos proposi-
tions et contributions. Elle est composée de trois chapitres.
Dans le chapitre 1, nous rappelons des notions de RI nécessaires à la bonne
compréhension des travaux. Nous présentons les modèles de recherche et d’ordon-
nancement utilisés comme caractéristiques des fonctions d’ordonnancement. Nous
décrivons la méthodologie d’évaluation des systèmes de RI ainsi que les mesures
utilisées.
Dans le chapitre 2, nous présentons le principe de l’apprentissage d’ordonnan-
cement en RI. Nous le positionnons par rapport aux modèles de référence présentés
précédemment. Nous dressons un état de l’art des approches d’apprentissage d’or-
donnancement et des algorithmes de référence. Nous décrivons les collections de
référence utilisées pour l’évaluation et comparons les résultats obtenus par les dif-
férentes approches sur ces jeux de données.
Dans le chapitre 3, nous motivons nos travaux. Nous détaillons nos contributions
et nous indiquons les publications, soumises et acceptées, qui y sont rattachées. Nous
incluons également la liste complète des publications et communications effectuées
au cours de la thèse.

Chapitre 1
Bases de la recherche
d’information : modèles et
évaluation
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Dans ce chapitre, nous présentons un ensemble de notions de Recherche d’Infor-
mation (RI) nécessaires pour la bonne compréhension du contexte et des travaux.
Nous introduisons dans un premier temps les modèles de recherche et d’ordonnan-
cement basés sur la pertinence d’un document vis-à-vis d’une requête ainsi que
les modèles d’ordonnancement basés sur l’importance propre des documents. Dans
un second temps, nous présentons le principe de l’évaluation en RI et les mesures
utilisées.
1.1 Modèles de recherche pour l’ordonnancement
L’ordonnancement, ou ranking, des documents restitués par un système de RI
suite à une requête d’un utilisateur est une thématique majeure en RI. Les modèles
de recherche fournissent généralement un score qui est utilisé pour ordonner les do-
cuments restitués. Ces modèles peuvent être regroupés en deux grandes catégories :
ceux basés sur la similarité des documents par rapport à la requête soumise et ceux
basés sur l’importance des documents [Liu 2011].
1.1.1 Modèles de recherche basés sur la similarité requête-document
Ces modèles visent à déterminer la ressemblance d’un document par rapport à
une requête d’un utilisateur. Le modèle booléen [Lancaster 1974] a été le premier
proposé dans les années 70. Basé sur la théorie des ensembles, il restitue l’ensemble
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des documents qui contiennent exactement tous les termes de la requête. Les mo-
dèles les plus récents fournissent généralement un score de similarité entre la requête
et le document. Ce dernier a d’autant plus de chance d’être pertinent que son score
de similarité vis-à-vis de la requête considérée est important. Ce score est alors uti-
lisé pour ordonner les documents restitués par le système pour une requête donnée.
Il est calculé différemment suivant le modèle de RI considéré.
Le modèle vectoriel [Salton 1975] représente requête et document sous forme de
vecteurs dans l’espace des termes et utilise leur cosinus comme degré de similarité.
Le modèle Latent Semantic Indexing (LSI) [Deerwester 1990] utilise la décom-
position en valeurs singulières pour réduire l’espace des termes à un espace des
concepts dans lequel la similarité entre requête et document est mesurée.
Les modèles probabilistes, comme BM25 [Robertson 1994] ou les modèles de
langue [Ponte 1998], se basent sur la théorie des probabilités pour mesurer la simi-
larité entre requêtes et documents.
Dans la suite de ce chapitre, nous présentons de façon plus détaillée les modèles
vectoriels, BM25 et de langue, dont les résultats sont utilisés comme caractéristiques
dans les approches d’apprentissage d’ordonnancement.
Le lecteur désirant plus d’informations pourra se reporter aux ouvrages du do-
maine [Baeza-Yates 1999, Croft 2009, Amini 2013].
1.1.1.1 Le modèle vectoriel (Vector Space Model)
Le modèle vectoriel [Salton 1975] permet de calculer un degré (ou score) de
ressemblance ou similarité entre la requête et le document. Requêtes et documents
sont représentés par les vecteurs des poids des termes qui les constituent. Le score
de ressemblance est exprimé comme la similarité entre le vecteur de la requête et le
vecteur du document, généralement définie comme le cosinus entre les deux vecteurs
(cf. définition 1).
Soient
– m le nombre de termes
– wtq le poids du terme t dans la requête q
– wti le poids du terme t dans le document di
– q = [w1q . . . wmq] et di = [w1i . . . wmi] les représentations de la requête
et du document dans l’espace des termes
Alors, le degré de pertinence du document di par rapport à la requête q
est donné par la mesure de similarité exprimée comme le cosinus entre les
deux vecteurs tel que :
s(di,q) =
∑m
t=1(wti.wtq)√∑m
t=1(wti)2
√∑m
t=1(wtq)2
(1.1)
Définition 1 (Modèle vectoriel).
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Le poids d’un terme dans une requête ou un document est généralement exprimé
à l’aide de la pondération TF.IDF [Robertson 1976]. Elle est définie à partir des
quantités Term Frequency (TF) et Inverse Document Frequency (IDF).
La quantité TF représente le nombre d’occurrences d’un terme au sein d’un
document ou d’une requête.
La quantité IDF exprime l’importance d’un terme au sein du corpus considéré,
telle que :
IDF (t) = log N
nt
(1.2)
où N est le nombre total de documents du corpus et nt le nombre de documents qui
contiennent le terme t. La pondération TF.IDF d’un terme t dans un document di
est alors exprimée comme le produit des deux quantités précédentes :
TF.IDF (t, di) = TF (t, di).IDF (t) (1.3)
Cette pondération prend en compte le fait que tous les documents n’ont pas le même
pouvoir discriminant. L’importance d’un terme est définie à partir de sa fréquence
dans le document et les termes peu discriminants car trop fréquents sont pénalisés.
D’autres modèles plus récents, comme BM25 et les modèles de langue, sont basés
sur les probabilités. Ils sont considérés comme plus performants que le précédent.
1.1.1.2 Le modèle BM25 (Okapi BM25 model)
Le modèle BM25, ou Okapi BM25 en référence au premier système sur lequel
il a été implémenté, fait partie d’une famille de modèles probabilistes proposés par
Robertson et Walker en 1994 [Robertson 1994]. Ces modèles de pertinence défi-
nissent le score de similarité s(di, q) d’un document di pour une requête q à partir
des probabilités de pertinence et de non pertinence des documents tel que :
s(di, q) =
P (R|di)
P (R|di)
(1.4)
où P (R|di) est la probabilité que le document di fasse partie de l’ensemble des
documents pertinents tandis que P (R|di) est la probabilité que le document di fasse
partie de l’ensemble des documents non pertinents pour la requête q. Ce score peut
être réécrit comme la somme des poids de pertinence wj des termes tj , j = 1, . . . ,m
présents dans le document :
s(di, q) =
m∑
j=1
wj1{tj∈di} (1.5)
où 1{tj∈di} est la fonction indicatrice qui vaut 1 si le terme tj est présent dans le do-
cument di et 0 sinon. Les poids de pertinence sont exprimés à partir des probabilités
de pertinence des termes pour le document. Robertson et Walker [Robertson 1994]
ont proposé plusieurs approximations de ces probabilités et de ces scores. La version
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la plus connue est le modèle BM25 (cf. définition 2), exprimé à partir des quantités
TF et IDF présentées à la section 1.1.1.1.
Soient
– TF et IDF les quantités définies en 1.1.1.1,
– |di| le nombre de termes composant le document di,
– avdl le nombre moyen de termes composant les documents du corpus,
– k1 et b des paramètres d’ajustement,
Alors le score de similarité du modèle BM25 entre le document di et la
requête q, noté BM25(di, q), est défini de la façon suivante :
BM25(di, q) =
m∑
j=1
IDF (tj).TF (tj , di).(k1 + 1)
TF (tj , dj) + k1.(1− b+ b |di|avdl )
(1.6)
Définition 2 (Modèle BM25).
Le modèle BM25 est populaire en RI, car il est très performant. Les modèles de
langues présentés ci-après sont également très populaires.
1.1.1.3 Les modèles de langue
L’idée fondatrice des modèles de langue (Language Model for Information Re-
trieval (LMIR)) [Ponte 1998] est d’associer à chaque document un modèle qui le
caractérise. Celui-ci permet de calculer la probabilité qu’une séquence de termes
ait été générée à partir d’un document. Considérant une requête q constituée de m
termes, la probabilité qu’un document di soit pertinent pour q est égale à la proba-
bilité P (q|di) que la requête q ait été générée par le document di. Sous l’hypothèse
d’indépendance des termes, il s’agit du produit des probabilités P (tj |di) que les
termes tj , j = 1, . . . ,m aient été générés par le document, soit :
P (q|di) =
m∏
j=1
P (tj |di) (1.7)
L’estimateur le plus simple de P (tj |di) est celui du maximum de vraisemblance, soit
PMV (tj |di) = c(tj ,di)∑m
k=1 c(tk,di)
où c(t, di) est le nombre d’occurrences du terme t dans
le document di. L’inconvénient majeur de cette approximation est qu’elle affecte
une probabilité nulle aux termes non présents. Ainsi, si un document contient tous
les termes de la requête sauf un, sa probabilité de pertinence sera nulle, alors qu’il
répond potentiellement à une partie de la requête. Des méthodes de lissage ont
été proposées pour pallier ce problème. Zhai et al. ont étudié les propriétés des
trois méthodes d’estimations les plus fréquemment utilisées [Zhai 2001], à savoir les
lissages de Jelinek-Mercer, de Dirichlet et le lissage Absolute Discounting, présentées
respectivement aux définitions 3, 4 et 5.
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Soient
– P (tj |di) (resp. P (tj |C)) la probabilité que le terme tj ait été généré par
document di (resp. par le corpus de documents C)
– c(tj , di) (resp. c(tj , C)) le nombre d’occurrences du terme tj dans le do-
cument di (resp. dans le corpus C)
– PMV (tj |di) = c(tj ,di)∑m
k=1 c(tk,di)
(resp. PMV (tj |C) = c(tj ,C)∑m
k=1 c(tk,C)
) l’estimateur
du maximum de vraisemblance de P (tj |di) (resp. de P (tj |C) )
– λ ∈ [0, 1] un facteur de lissage
Alors la probabilité que le terme tj ait été généré par le document di selon
le lissage de Jelinek-Mercer s’écrit sous la forme d’un modèle de mélange :
PJM (tj |di) = (1− λ)PMV (tj |di) + λPMV (tj |C)
Définition 3 (Lissage de Jelinek-Mercer).
Soient
– c(tj , C) le nombre d’occurrences du terme tj dans le corpus C
– PMV (tj |C) = c(tj ,C)∑m
k=1 c(tk,C)
l’estimateur du maximum de vraisemblance de
P (tj |C), probabilité que le terme tj ait été généré par le corpus C
– µ > 0 un paramètre qui contrôle le lissage
Alors la probabilité que le terme tj ait été généré par le document di selon
le lissage de Dirichlet s’écrit de la façon suivante :
PDIR(tj |di) = c(tj , di) + µPMV (tj |C)∑m
k=1 c(tk, di) + µ
Définition 4 (Lissage de Dirichlet).
Soient
– c(tj , di) le nombre d’occurrences du terme tj dans le document di
– |di|u le nombre de termes uniques dans le document
– δ ∈ [0, 1] une constante qui diminue l’importance des termes connus par
le modèle de langue
Alors la probabilité que le terme tj ait été généré par le document di selon
le lissage Absolute Discounting s’écrit de la façon suivante :
PABS(tj |di) = max(c(tj , di)− δ, 0) + δ|d|u∑m
k=1 c(tk, di)
Définition 5 (Lissage Absolute Discounting).
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L’étude de Zhai et al. [Zhai 2001] suggère que la performance des modèles de
langues est influencée par le choix des paramètres par défaut et qu’elle est variable
suivant le type de requêtes. Ainsi, le lissage de Jelinek-Mercer donne de meilleurs
résultats sur les requêtes longues que sur les requêtes courtes, contrairement aux
autres lissages qui obtiennent de meilleurs résultats sur les requêtes courtes, même
s’il est difficile de déterminer quelle méthode est globalement la plus efficace.
1.1.2 Modèles d’ordonnancement basés sur l’importance des do-
cuments et leurs liens
D’autres modèles permettent d’ordonner les documents en prenant en compte
leur importance propre. Ils sont basés en particulier sur l’analyse de la structure des
liens entre pages Internet. Nous détaillons dans cette partie les modèles Hypertext
Induced Topic Selection (HITS) et PageRank , qui en constituent de bons exemples.
1.1.2.1 Modèle HITS
Le modèle HITS [Kleinberg 1999] est basé sur les notions d’autorité (Authority)
et de centralité (Hubness) d’un document ou page web.
L’autorité A(p) d’une page p traduit le fait qu’elle est une page de référence
sur le sujet. En pratique, il s’agit d’un site qui dispose d’un grand nombre de liens
entrants, il est donc cité par un grand nombre d’autres sites. Une page centrale,
ou hub, possède un grand nombre de liens sortants, elle fait ainsi référence à un
grand nombre d’autres sources d’informations. Le poids d’une page centrale H(p)
traduit sa qualité. Les poids d’autorité et de centralité des pages sont calculés de
façon itérative, comme décrit à la définition 6.
Soient
– p une page Internet,
– P (p) l’ensemble des pages parentes de p , c’est-à-dire des pages pointant
vers p
– F (p) l’ensemble des pages filles de p, c’est-à-dire des pages vers lesquelles
p pointe
alors, à chaque itération i, l’autorité A(p) et la centralité H(p) de la page
p sont mises à jour de la façon suivante :
Ai+1(p) =
∑
pj∈P (p)
H i(pj) (1.8)
et
H i+1(p) =
∑
pj∈F (p)
Ai(pj) (1.9)
Définition 6 (HITS - autorité et centralité).
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Les notions d’autorité et de centralité se renforcent ainsi mutuellement. Une
bonne page centrale est une page qui pointe vers de bonnes pages de référence,
tandis qu’une bonne page de référence est une page qui est citée par un grand
nombre de bonnes pages centrales.
1.1.2.2 Modèle PageRank
Le modèle PageRank a été breveté en 2001 [Page 2001]. Il est notamment connu
pour être utilisé par le moteur de recherche Google. Le modèle PageRank est basé
sur la probabilité qu’un internaute cliquant de façon aléatoire sur des liens arrive
sur la page p. Ce modèle détermine un score d’importance de chaque page, présenté
à la définition 7, utilisé pour le classement de celles-ci.
Soient
– d la probabilité qu’un utilisateur continue de parcourir des pages,
– N le nombre total de pages,
– P (p) l’ensemble des pages parentes de p, c’est-à-dire pointant vers p,
– S(pj) le nombre de liens sortant de la pages pj
Alors le PageRank d’une page p, noté PR(p) est défini de la façon suivante :
PR(p) = 1− d
N
+ d
∑
pj∈P (p)
PR(pj)
S(pj)
(1.10)
Définition 7 (PageRank d’une page).
Le PageRank d’un document ou d’une page web est ainsi défini à partir du Pa-
geRank des autres pages.
D’autres modèles d’importance basés sur l’analyse de la structure des liens ont
été proposés. Ainsi, Nie et al. [Nie 2006] se sont intéressés à la prise en compte de la
thématique dans le calcul des scores HITS et PageRank. Ainsi, les scores proposés
ajustent l’importance des pages en fonction de leur adéquation avec une thématique
donnée. Par exemple, dans le modèle HITS, une page pourra avoir un score d’auto-
rité élevé pour une certaine thématique et faible pour une autre. Les modèles ori-
ginaux ne considèrent pas ces nuances pour l’évaluation de l’importance des pages.
Xue et al. [Xue 2005] se sont intéressés aux limites rencontrées par les modèles pré-
cédents lorsque peu de liens sont présents entre pages, ce qui arrive lorsque les pages
commencent à devenir importantes. Ils ont ainsi proposé le modèle HostRank, qui
tient compte de la structure hiérarchique du web et améliore l’ordonnancement des
nouvelles pages. Enfin, d’autres travaux [Shakery 2003][Qin 2005] se sont intéressés
à l’élaboration de modèles utilisant à la fois la structure des liens entre pages et le
contenu de celles-ci.
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Tous les modèles présentés peuvent être utilisés pour ordonner les documents
sélectionnés pour une requête donnée, en utilisant le score d’importance ou de perti-
nence. L’apprentissage d’ordonnancement utilise les résultats de ces modèles comme
caractéristiques des fonctions d’ordonnancement, comme nous l’expliquons au cha-
pitre 2. Dans le domaine, la qualité de la liste des résultats obtenue est évaluée à
l’aide d’un protocole d’évaluation et de mesures dédiées que nous présentons dans
la section suivante.
1.2 Évaluation des modèles de RI
L’évaluation est une composante centrale en RI. La méthodologie la plus large-
ment utilisée pour évaluer une approche est celle décrite dans le projet Cranfield
[Cleverdon 1966]. Dans cette section, nous présentons dans un premier temps la
méthodologie d’évaluation. Dans un second temps, nous détaillons les principales
mesures d’évaluation et nous précisons celles que nous utilisons dans ces travaux.
1.2.1 Méthodologie d’évaluation
L’objectif de l’évaluation est de quantifier la capacité d’un modèle à retrouver les
documents pertinents et à les restituer selon leur degré de pertinence. La procédure
d’évaluation est basée sur la construction de collections de référence pour lesquelles
la pertinence de chaque document vis-à-vis d’une requête est connue. Nous pré-
sentons le principe général de cette méthodologie dans une première section, puis,
dans une seconde section, nous détaillons plus spécifiquement la construction des
jugements de référence.
1.2.1.1 Principe général
La procédure d’évaluation se décompose en quatre étapes.
Dans un premier temps, un ensemble de requêtes est sélectionné ; pour chacune
d’elles, un sous-ensemble de documents, retrouvés par un système de RI, est collecté.
Dans un second temps, un jugement de pertinence est affecté à chaque couple
requête-document, qui traduit le fait que le document est pertinent vis-à-vis de la
requête. Il peut s’agir d’un jugement binaire (pertinent vs non pertinent), catégoriel
(très pertinent, moyennement pertinent, peu pertinent, non pertinent) ou encore
d’un score réel.
Dans un troisième temps, le ou les modèles de recherche à évaluer sont utilisés
pour calculer les scores de similarité de chaque couple requête-document (ou le sous-
ensemble de documents à restituer dans le cas de modèles ensemblistes comme le
modèle booléen). Pour chaque requête, un sous-ensemble de documents supposés
pertinents, éventuellement ordonnés, est ainsi obtenu.
Enfin, la dernière étape consiste à comparer ce sous-ensemble à la liste de do-
cuments pertinents de référence. Plusieurs mesures d’évaluation (cf. section 1.2.2)
sont utilisées pour quantifier la performance du ou des modèles étudiés.
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Le point le plus délicat de cette méthodologie est la construction de la référence :
comment évaluer la pertinence pour chaque couple requête-document ? Plusieurs
approches ont été utilisées. Nous les détaillons dans la section suivante.
1.2.1.2 Différentes approches pour la construction de la référence
Dans la section précédente, nous avons indiqué que pour chaque requête, un
ensemble de documents potentiellement pertinents, restitués par un système de RI,
est collecté. La référence est alors construite en évaluant la pertinence de chaque
document vis-à-vis de la requête considérée.
Au cours des expérimentations Cranfield [Cleverdon 1966], qui ont défini la mé-
thodologie d’évaluation employée aujourd’hui, le nombre de documents était relati-
vement faible, de l’ordre de quelques milliers. Le jugement manuel de la pertinence
par des experts était réalisable de façon exhaustive.
Au cours des campagnes d’évaluation plus récentes, comme Text REtrieval
Conference (TREC) ou INitiative for the Evaluation of XML retrieval (INEX), le
nombre de systèmes interrogés et de documents restitués est devenu trop important
pour une évaluation exhaustive. TREC a proposé d’utiliser la méthode du sondage
(pooling) pour la collecte des documents. Chaque requête est soumise à plusieurs
systèmes. Les 1000 premiers documents restitués par chaque système sont regroupés
dans un même ensemble. L’évaluation de ce sous-ensemble réduit est alors effectuée
manuellement par des experts.
Malgré l’utilisation du pooling, la constitution des références pour les campagnes
d’évaluation reste une procédure longue et coûteuse. Elle est aussi considérée comme
déconnectée des utilisations réelles. Des travaux [Joachims 2002] proposent d’uti-
liser les logs de connexion et des modèles de clics pour extraire des jugements de
pertinence implicites à partir des requêtes et actions des utilisateurs sur un moteur
réel. Ces méthodes sont détaillées au chapitre 9, où nous présentons un nouveau
modèle d’évaluation de la pertinence, adapté aux documents multicliquables, que
nous avons proposé au cours de la thèse.
Dans la section suivante, nous introduisons les mesures d’évaluation utilisées
pour comparer la performance des différents modèles de RI.
1.2.2 Mesures d’évaluation
Les principales mesures utilisées en RI sont basées sur les notions de rappel
et de précision. Le rappel correspond au ratio de documents pertinents restitués
par rapport au nombre total de documents pertinents de la collection. La précision
correspond au ratio de documents pertinents parmi tous les documents restitués.
Dans la suite de cette section, nous présentons les mesures les plus utilisées dans la
littérature du domaine. Nous précisons celles que nous considérons dans ce rapport.
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1.2.2.1 Précision au rang k, précision moyenne et moyenne de la préci-
sion moyenne
La moyenne des précisions moyennes, Mean Average Precision (MAP), est une
mesure permettant d’évaluer la qualité de l’ordonnancement d’une liste de résultats
dans le cas de jugements binaires de pertinence (documents pertinents vs documents
non pertinents). Elle est basée sur le calcul de la précision au rang k (P@k) et de
la précision moyenne, Average Precision (AP)).
La précision au rang k pour la requête q (Pq@k) correspond au ratio de docu-
ments pertinents présents parmi les k premiers documents restitués dans la liste de
résultats pour cette requête :
Pq@k =
#documents pertinents sélectionnés jusqu’au rang k
k
(1.11)
La précision moyenne de la requête q est alors calculée à partir des Pq@k de la façon
suivante :
APq =
∑k
i=1 P@i.1{le document i est pertinent}
#documents pertinents pour la requête q (1.12)
La MAP est définie comme la moyenne des AP sur l’ensemble des requêtes (cf.
définition 8).
Soient
– APq la précision moyenne pour la requête q définie à l’équation 1.12
– Q le nombre de requêtes de la collection considérée
alors la MAP est définie comme la moyenne des AP sur l’ensemble des
requêtes :
MAP = 1
Q
Q∑
q=1
APq (1.13)
Définition 8 (MAP).
La MAP ne permet pas d’évaluer la performance d’un système lorsque plus de
deux classes de pertinence sont considérées, c’est-à-dire, lorsque plusieurs degrés
de pertinence sont utilisés, par exemple : très pertinent, moyennement pertinent,
peu pertinent et non pertinent. Dans ce cas, le Normalized Discounted Cumulative
Gain (NDCG), qui prend en compte le degré de pertinence pour l’évaluation de la
performance, est préféré. Il est présenté à la section suivante.
1.2.2.2 Normalized Discounted Cumulative Gain
Le NDCG pour la requête q au rang k (NDCGq@k) est calculé à partir du
Discounted Cumulative Gain (DCG) au rang k pour la requête q (DCGq@k), défini
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de la façon suivante :
DCGq@k =
k∑
i=1
2r(i) − 1
log2(i+ 1)
(1.14)
où r(i) correspond au degré de pertinence du document à la position i.
La mesure ainsi obtenue présente l’inconvénient de ne pas être à valeurs dans
l’intervalle [0, 1]. Le DCGq@k est alors normalisé par le terme Zk, valeur maximale
du DCGq@k, ∀k, de façon à obtenir le NDCGq@k :
NDCGq@k =
1
Zk
DCGq@k (1.15)
à valeurs dans [0, 1].
Le NDCG@k pour l’ensemble des requêtes du jeu de données est enfin défini
comme la moyenne des NDCGq@k sur l’ensemble des Q requêtes (cf. définition 9).
Soient
– NDCGq@k le NDCG à la position k pour la requête q défini à l’équation
1.15
– Q le nombre total de requêtes de la collection considérée
Alors le NDCG à la position k est définie comme la moyenne desNDCGq@k
pour l’ensemble des requêtes :
NDCG@k = 1
Q
Q∑
q=1
NDCGq@k (1.16)
Définition 9 (NDCG@k).
D’autres mesures que la MAP et le NDCG peuvent être utilisées pour quantifier
l’adéquation entre la liste ordonnée de résultats obtenue via un modèle de RI et la
liste de référence. Une alternative est de considérer une mesure de corrélation des
rangs.
1.2.2.3 Corrélations des rangs
Dans cette section, nous nous limitons à une mesure de corrélation des rangs
basée sur le τ de Kendall, bien qu’il soit possible d’utiliser d’autres mesures de
corrélations, comme le ρ de Spearman.
Le τ de Kendall se base sur le nombre de paires concordantes et discordantes
pour évaluer la corrélation entre une liste de référence pir et une liste candidate pi.
Une paire est dite concordante si les deux éléments a et b qui la constituent sont
classés dans le même ordre dans les deux listes : par exemple si a est au dessus de b
dans pir et dans pi. Au contraire, une paire est dite discordante si les deux éléments
qui la composent sont classés dans un ordre différent dans pir et pi : par exemple
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si a est au dessus de b dans pir et en dessous dans pi. L’expression finale du τ de
Kendall est présenté à la définition 10.
Soient
– Q le nombre de paires concordantes,
– P le nombre de paires discordantes,
– n le nombre total de paires,
Alors le τ de Kendall entre deux listes pir et pi est défini de la façon suivante :
τ(pir, pi) =
Q− P
0.5n(n− 1) (1.17)
Définition 10 (τ de Kendall).
En pratique, toutes les inversions ne sont pas aussi pénalisantes les unes que les
autres. Or la formule 10 ne fait pas de distinction entre une inversion concernant
un document très pertinent et un document non pertinent et une inversion entre un
document très pertinent et un document moyennement pertinent. Or, la deuxième
inversion est bien moins pénalisante pour la qualité d’ordonnancement que la pre-
mière. Pour remédier à ce problème, le τ de Kendall pondéré a été proposé. Il est
présenté à la définition 11.
Soient
– u et v deux documents de degré de pertinence respectif r(u) et r(v),
– sgn(.) la fonction signe telle que sgn(x) = 1 si x > 0, sgn(x) = −1 si
x < 0 et sgn(x) = 0 si x = 0,
– wuv le poids de la permutation entre le document u et le document v,
par exemple wuv = r(u)− r(v),
Alors le τ de Kendall repondéré entre les listes pir et pi est défini de la façon
suivante :
τ(pir, pi) =
∑
u<v wuv(1 + sgn((pir(u)− pir(v))(pi(u)− pi(v))))
2∑u<v wuv (1.18)
Définition 11 (τ de Kendall pondéré).
Il est important de noter que cette dernière formule est applicable dans les cas
où il existe un ordre absolu entre les documents, c’est-à-dire quand il n’y a pas
d’égalité. Dans le cas où deux documents présentent le même degré de pertinence,
une inversion de ces documents n’affecte pas la qualité de la liste. Pourtant, elle
aura une influence sur le τ , qui pourra être dégradé. Pour remédier à ce problème,
l’idée est alors de calculer l’ensemble des τ correspondant aux permutations sans
influence pour l’ordonnancement et de conserver la valeur maximale possible comme
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mesure finale.
Ces mesures permettent d’évaluer la qualité d’ordonnancement d’un algorithme,
en le comparant aux résultats obtenus avec une méthode de référence. Elles défi-
nissent la qualité d’ordonnancement à partir de la position des documents perti-
nents. Les mesures de corrélation des rangs évaluent l’adéquation entre une liste
de référence et une liste candidate en considérant l’ensemble des documents de la
liste, tandis que la MAP et le NDCG sont construits afin d’évaluer la qualité de
l’ordonnancement jusqu’à une certaine position et se concentrent généralement sur
les premiers documents retournés.
Conclusion
Dans ce chapitre, nous avons introduit des concepts fondamentaux de la RI.
Nous avons dressé un état de l’art des modèles de recherche et d’ordonnancement
existants. Nous avons détaillé leur protocole d’évaluation et les mesures utilisées.
Plusieurs approches peuvent être envisagées pour améliorer la performance des mé-
thodes d’ordonnancement, comme le développement de nouveaux modèles ou l’opti-
misation des paramètres des modèles existants. Une des stratégies les plus populaires
au cours des dernières années consiste à utiliser des méthodes d’apprentissage afin de
déterminer automatiquement la combinaison idéale des différents modèles existants
et d’optimiser ainsi le classement des résultats de recherche. Cette approche est ap-
pelée Learning to Rank ou apprentissage d’ordonnancement. Les travaux effectués
au cours de la thèse s’intéressent à ce domaine de recherche, que nous présentons
dans le chapitre suivant.
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Dans ce chapitre, nous introduisons le contexte de nos travaux : l’apprentissage
d’ordonnancement, ou learning to rank en RI. Nous présentons dans un premier
temps le principe de l’apprentissage d’ordonnancement. Dans un second temps, nous
introduisons les approches et algorithmes proposés au cours de la dernière décennie.
Dans un troisième temps, nous décrivons de façon détaillée les jeux de données
spécifiquement créés pour l’évaluation de ces algorithmes. Enfin, nous comparons
les différentes approches et algorithmes.
2.1 Principe de l’apprentissage d’ordonnancement
Les premières publications en apprentissage d’ordonnancement pour la RI re-
montent aux début des années 2000, mais le nombre de travaux et d’évènements
(conférences, workshops, challenges) dédiés à ce domaine de la RI a réellement
explosé à partir de 2005. L’apprentissage d’ordonnancement reste aujourd’hui un
domaine de recherche majeur qui alimente de nombreuses thématiques et travaux
[Liu 2011] : sélection de variables dédiées à l’ordonnancement, algorithmes d’or-
donnancement en ligne, robustesse des algorithmes, ordonnancement à partir des
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logs de requêtes, etc. Dans cette section, nous présentons le principe général de
l’apprentissage d’ordonnancement ainsi que les concepts clés sur lesquels il repose.
L’apprentissage d’ordonnancement consiste à optimiser automatiquement à l’aide
d’algorithmes d’apprentissage une fonction d’ordonnancement. Celle-ci est utilisée
pour classer le plus pertinemment possible les documents vis-à-vis des requêtes
des utilisateurs. L’apprentissage d’ordonnancement repose sur deux concepts : la
représentation des couples requête-document dans l’espace des caractéristiques et
l’utilisation d’une structure d’apprentissage en deux étapes.
2.1.1 Représentation dans l’espace des caractéristiques
Nous avons vu au chapitre 1 que les requêtes et documents sont représentés
dans l’espace des termes qui les constituent. Les modèles de recherche et d’or-
donnancement calculent alors la similarité entre la représentation de la requête et
la représentation du document. En apprentissage d’ordonnancement, l’objectif est
de combiner les scores ainsi obtenus, avec éventuellement d’autres caractéristiques
propres à la requête ou au document, afin d’apprendre une fonction qui permettra
d’ordonner les documents restitués pour une requête donnée.
Des couples requête-document sont représentés dans l’espace des caractéris-
tiques (feature-based approach). Soient une requête q, un document dj associé et
d le nombre de caractéristiques utilisées par la fonction d’ordonnancement, alors le
couple requête-document (q, dj) est représenté par le vecteur x = φ(q, dj) ∈ (R)d
où φ(., .) est un extracteur de caractéristiques tel que xi = φi(q, dj) est la valeur de
la caractéristique i pour le couple (q, dj).
Les caractéristiques considérées sont principalement les scores de similarité entre
la requête et le document obtenus par les modèles présentés à la section 1.1 et les
scores d’importance des documents présentés à la section 1.1.2. D’autres caracté-
ristiques propres à la requête, par exemple le nombre de termes de la requête, ou
au document peuvent également être utilisées.
Ces vecteurs de caractéristiques sont par la suite utilisés par les algorithmes
pour apprendre la fonction d’ordonnancement unique qui classe les résultats. Ce
processus d’ordonnancement se décompose en deux phases que nous détaillons dans
la section suivante.
2.1.2 Structure en deux étapes de l’apprentissage d’ordonnance-
ment
Le processus d’ordonnancement se décompose en deux phases, qui correspondent
aux différentes étapes de l’apprentissage automatique : l’apprentissage de la fonction
et l’ordonnancement proprement dit sur de nouvelles requêtes de test. Ce principe
est présenté dans la figure 2.1.
Dans l’étape d’apprentissage, un jeu de données composé des paires requête-
document est considéré. Chaque paire (qi, dj) est représentée dans l’espace des ca-
ractéristiques par de le vecteur xi,j ∈ Rd tel que xi,j = [x(1)i,j . . . x(d)i,j ]. Chaque paire
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Figure 2.1 – Structure d’apprentissage d’ordonnancement en deux phases
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est associée à un score de pertinence yi,j entre la requête et le document. Ce score
peut être soit un nombre réel, soit un entier codant pour une classe de pertinence
(par exemple, les entiers de 0 à 4 qui codent pour les classes allant de "non pertinent"
à "parfaitement pertinent"). Les scores sont généralement déterminés manuellement
par des experts humains, bien que des modèles de clics puissent être utilisés pour
extraire des jugements de pertinence à partir des logs de connexion et des actions
utilisateur (cf. chapitre 9). Le jeu de données est utilisé par le système d’appren-
tissage, c’est-à-dire l’algorithme, pour apprendre la fonction d’ordonnancement qui
prédit les scores de pertinences à partir des caractéristiques fournies avec la plus
petite erreur possible.
Dans la phase de test, la fonction apprise est utilisée par le système d’ordonnan-
cement pour prédire les scores de pertinence de nouveaux couples requête-document
qui n’ont pas été annotés. Le système d’ordonnancement retourne ainsi, pour chaque
requête, la liste des documents ordonnés suivant la valeur de pertinence prédite.
Un grand nombre d’algorithmes ont été développés afin de résoudre au mieux le
problème d’apprentissage. Dans la section suivante, nous présentons les différentes
approches proposées dans la littérature pour résoudre le problème d’apprentissage
et détaillons quelques algorithmes de référence.
2.2 Approches en apprentissage d’ordonnancement
Au cours de la dernière décennie, un grand nombre d’algorithmes ont été pro-
posés pour l’apprentissage d’ordonnancement. Ils sont généralement regroupés sous
trois grands types d’approches : par point (pointwise), par paire (pairwise) et par
liste (listwise).
2.2.1 Approche par point
Dans l’approche par point, les documents sont considérés indépendamment en
entrée du système d’apprentissage. Le jugement de pertinence peut être soit un
score réel soit une classe de pertinence ordonnée (très pertinent > moyennement
pertinent > peu pertinent) ou non ordonnée (non pertinent ou pertinent).
2.2.1.1 Score de pertinence réel
Dans ce cas, le problème d’apprentissage d’ordonnancement peut être ramené à
un problème de régression linéaire. C’est notamment ce qu’ont proposé Cossock et
Zhang [Cossock 2006] dans leur méthode intitulée Subset ranking with Regression.
Considérant yj le score de pertinence de référence et y˜j le score de pertinence prédit
pour le document dj , l’algorithme apprend la fonction qui minimise, pour chaque
document dj , la fonction de perte L(yj , y˜j) = (yj − y˜j)2, qui traduit l’écart entre la
valeur prédite et la valeur attendue.
Dans les deux autres cas, le problème d’apprentissage d’ordonnancement peut
être ramené à un problème de discrimination. Les méthodes utilisées diffèrent sui-
2.2. Approches en apprentissage d’ordonnancement 33
vant que le jugement de pertinence correspond à une variable catégorielle non or-
donnée ou ordonnée.
2.2.1.2 Classes de pertinence binaire ou multiple non ordonnées
Si la variable (jugement de pertinence) à prédire est binaire, alors des méthodes
de discrimination connues en apprentissage automatique peuvent être utilisées pour
résoudre le problème. De nombreux travaux se sont intéressés à l’apport de ces
méthodes pour l’apprentissage d’ordonnancement.
Ainsi, Nallapati [Nallapati 2004] a évalué la performance des SVM linéaires dans
ce contexte. Le principe général des SVM est de rechercher l’hyperplan qui sépare
de façon optimale les documents non pertinents des documents pertinents dans
l’espace des caractéristiques. Les fondements mathématiques de cette méthode sont
présentés au chapitre 5.
Freund et Schapire ont proposé d’utiliser AdaBoost [Freund 1995], un algo-
rithme basé sur le principe du boosting, pour apprendre la fonction d’ordonnan-
cement. Il s’agit d’un algorithme itératif. L’objectif est de construire un ensemble
de modèles dont la qualité de prédiction est légèrement meilleure que le hasard (le
taux d’erreur est inférieur à 50 %) puis de les agréger afin d’avoir un modèle final
meilleur que l’ensemble de ces classifieurs. A chaque itération, plusieurs classifieurs
sont générés et celui qui présente la plus petite erreur de prédiction est sélectionné.
Un vecteur de poids est alors défini pour l’ensemble des observations (ici des docu-
ments). Chaque document bien classé se trouve affecté d’un poids plus faible tandis
que les documents mal classés sont affectés d’un poids plus élevé. De cette façon,
le classifieur se concentrera sur ces derniers dans l’itération suivante, ce qui doit
permettre de mieux les classer. Le modèle final est défini à partir de la moyenne
pondérée de l’ensemble des modèles sélectionnés au cours des itérations successives.
Enfin, si le jugement de pertinence correspond à plus de deux classes, des mé-
thodes de discrimination multiclasse peuvent être utilisées. Ainsi, Li et al. se sont
intéressés à l’utilisation de méthodes de boosting [Li 2007]. Les méthodes d’appren-
tissage automatique autre que les SVM (boosting, réseaux de neurones, arbres de
décision, etc) ne sont pas présentées en détail dans cette thèse. Le lecteur pourra se
référer à l’ouvrage de référence de Hastie et al. [Hastie 2003].
2.2.1.3 Classes de pertinence ordonnées
Dans le cas où la variable à prédire est catégorielle et ordonnée, le problème
d’apprentissage d’ordonnancement peut être ramené à un problème de régression
ordinale. Contrairement aux méthodes d’apprentissage multiclasse, les méthodes
de régression ordinale prennent en compte l’ordre relatif entre les classes pour ap-
prendre le modèle. Soient N catégories de pertinence, l’objectif est de déterminer f
la fonction d’ordonnancement qui retourne un score réel de pertinence et les N − 1
seuils s1 < s2 < · · · < sN−1 qui déterminent les limites des classes et permettent
d’associer la valeur de f à la catégorie de pertinence souhaitée. Ainsi, considérant
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y˜j = f(xj) le score de pertinence appris par la fonction f pour le document dj , il suf-
fit de comparer sa valeur aux différents seuils pour déterminer la catégorie prédite.
Par exemple, si y˜j < s1 alors la classe correspondante est la plus petite classe de
pertinence (par exemple non pertinent) tandis que si y˜j > sN−1, alors le document
est associé à la plus grande classe de pertinence pour la requête considérée.
Plusieurs algorithmes ont été proposés pour résoudre ce type de problème. Le
plus connu est probablement l’algorithme PRanking proposé par Crammer et Singer
en 2001 [Crammer 2001]. Les seuils s1, . . . , sN−1 et le modèle d’ordonnancement w
sont déterminés itérativement. A chaque itération, un vecteur xj représentant un
couple requête-document dans l’espace des variables est aléatoirement sélectionné.
L’algorithme prédit alors la valeur y˜j telle que y˜j = arg mink{w>xj − sk < 0}. Si
y˜j 6= yj , alors l’algorithme a fait une erreur de prédiction. Les valeurs des seuils et
le vecteur w sont alors modifiés simultanément pour corriger l’erreur. Le processus
est itéré jusqu’à convergence.
L’approche par point est la plus simple à mettre en oeuvre. Néanmoins, elle
est aussi considérée comme la moins performante, car elle ne prend pas en compte
l’ordre relatif des documents [Liu 2011], contrairement à l’approche par paire, qui
lui est généralement préférée.
2.2.2 Approche par paire
Dans l’approche par paire, des paires de documents sont considérées en entrée du
système d’apprentissage. L’objectif n’est pas ici de déterminer le score de pertinence
de chaque document vis-à-vis de la requête, mais quel document est plus pertinent
qu’un autre. Le jugement de pertinence est ainsi exprimé comme une préférence
d’un document par rapport à l’autre.
2.2.2.1 Principe général
Considérant une requête q, à chaque paire de documents est associée une préfé-
rence yij à valeur dans {−1, 1}. Si yij = 1, alors xi est préféré à xj pour la requête
considérée. La relation de préférence est notée xi  xj . En pratique, cela signifie
que le document initial di est plus pertinent que le document dj pour la requête et
qu’il devrait être classé au-dessus de ce dernier dans la liste de résultats. A l’inverse,
si yij = −1, alors xj est préféré à xi (xj  xi) et le document dj devrait être classé
au-dessus de di dans la liste finale.
L’objectif est d’apprendre la fonction qui permet de discriminer au mieux les
paires de documents et de leur affecter la classe correspondante. Le problème d’op-
timisation de la fonction d’ordonnancement est généralement ramené à un problème
de discrimination binaire, les observations à discriminer étant des paires de docu-
ments et non plus les documents eux-mêmes. De nombreux algorithmes ont été
proposés pour résoudre ce problème. Ils utilisent des méthodes d’apprentissage au-
tomatique connues (réseaux de neurones, boosting, arbre de décision, SVM, etc),
qui ont été adaptées aux spécificités de l’ordonnancement de préférences. Dans cette
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section, nous nous limitons à la présentation des algorithmes les plus connus et re-
présentatifs, notamment RankNet, RankBoost et RankingSVM.
2.2.2.2 Algorithmes basés sur les réseaux de neurones
Plusieurs méthodes utilisant les réseaux de neurones ont été proposées, comme
RankNet [Burges 2005] ou FRank [Tsai 2007]. RankNet est l’un des premiers algo-
rithmes basé sur les réseaux de neurones. Il est réputé pour être utilisé sous une
autre variante par le moteur de recherche commercial Bing.
Considérant une paire (xi,xj) des documents associés à une requête q et repré-
sentés dans l’espace des caractéristiques, les auteurs définissent P rij , la probabilité
de référence que xi soit préféré à xj . La probabilité Pij que xi soit préféré à xj à pré-
dire par l’algorithme est alors modélisée à partir de la fonction d’ordonnancement
f de la façon suivante :
Pij(f) =
ef(xi)−f(xj)
1 + ef(xi)−f(xj)
Un réseau de neurones est utilisé pour minimiser la fonction de perte L(f, xi, xj , yij)
définie à partir de la probabilité de référence et de la probabilité modélisée, telle
que :
L(f,xi,xj , yij) = −P rijlog(Pij(f))− (1− P rij)log(1− Pij(f))
et la fonction d’ordonnancement f est ainsi apprise par l’algorithme. Tsai et al.
[Tsai 2007] ont avancé que la fonction de perte utilisée par RankNet présentait
certains problèmes théoriques, comme la non existence d’un minimum global, pou-
vant dégrader fortement la qualité de l’ordonnancement. Ils ont proposé l’algo-
rithme FRank pour résoudre ce problème. Leurs expérimentations ont montré que
FRank était plus performant que RankNet sur un jeu de données issu d’un mo-
teur de recherche commercial. Burges et al. ont proposé l’algorithme LambdaRank
[Burges 2007], qui utilise également les réseaux de neurones et optimise une fonc-
tion de perte dépendant de la mesure de performance à maximiser. Les auteurs
ont montré que cet algorithme était plus rapide que RankNet et fournissait un
ordonnancement de meilleure qualité.
2.2.2.3 Algorithmes basés sur les approches de boosting
A notre connaissance, l’algorithme de référence en apprentissage d’ordonnan-
cement utilisant les méthodes de boosting est RankBoost, proposé par Freund et
al. [Freund 2003]. En pratique, il s’agit d’une adaptation de l’algorithme AdaBoost
utilisée dans l’approche par point. La différence principale est que RankBoost consi-
dère les paires de documents et non plus les documents seuls. Les auteurs ont montré
que l’algorithme est particulièrement performant sur le jeu de données de référence
Digital Equipment Corporation [Freund 2003] et sur un jeu de données issu de
[Cohen 1999]. D’autres travaux se sont intéressés à des algorithmes d’ordonnance-
ment basés sur le boosting dans le cadre de données non étiquetées [Amini 2008].
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2.2.2.4 Algorithmes basés sur les SVM
Enfin, d’autres méthodes d’apprentissage par paire particulièrement populaires
sont basées sur les SVMs. Les deux algorithmes les plus connus sont RankSVM et
RankSVM-Primal.
Considérant une paire de documents (di, dj) associée à un requête q et repré-
sentée par le vecteur xp = xi − xj ∈ Rd dans l’espace des caractéristiques, ces
méthodes apprennent la fonction d’ordonnancement linéaire optimale en résolvant
le problème d’optimisation suivant :
min
w
1
2‖w‖
2
2 + C
P∑
p=1
l(w>xp) (2.1)
où w est le vecteur de poids représentant le modèle linéaire appris, w> son trans-
posé, C est un paramètre permettant de contrôler les erreurs de prédiction et l(.)
est une fonction de perte telle que l(w>xp) = max(0, 1−w>xp) dans RankSVM et
l(w>xp) = (max(0, 1−w>xp))2 dans RankSVM-Primal.
Les deux algorithmes résolvent des problèmes légèrement différents. Par ailleurs,
RankSVM-Primal considère directement la formulation 2.1 appelée formulation pri-
male. RankSVM considère une autre formulation, dite duale, qui est présentée au
chapitre 5. Ces différences entraînent des variations de la qualité d’ordonnancement
entre les deux algorithmes. RankSVM-Primal peut être légèrement meilleur que
RankSVM sur les jeux de données de référence. Par ailleurs, lors de la publica-
tion de RankSVM-Primal en 2010 [Chapelle 2010], celui-ci était bien plus rapide
que son homologue dual. Des modifications ont depuis été apportées à l’algorithme
RankSVM et les versions actuellement disponibles en ligne 1 présentent des temps
d’exécution comparables sur les jeux de données de référence. D’autres algorithmes
ont été proposés pour remédier à certaines limitations de RankSVM et RankSVM-
Primal. Ainsi, l’algorithme IR-SVM introduit une normalisation dans la fonction
de perte pour prendre en compte le fait que toutes les requêtes ne possèdent pas
le même nombre de documents, ce qui peut dégrader la qualité d’ordonnancement
[Cao 2006]. Sculley [Sculley 2009] propose une version stochastique de RankSVM,
qui a pour but d’accélérer les temps d’exécution afin de pouvoir traiter des jeux de
données très volumineux.
Les approches par paire permettent de prendre en compte des relations d’ordre
entre documents deux à deux, mais pas sur la globalité de la liste. Des travaux
[Cao 2007] [Xia 2008] ont proposé de considérer en entrée des systèmes d’apprentis-
sage non pas des paires de documents, mais la liste complète de documents. Cette
approche, appelée approche par liste (listwise), ainsi que les algorithmes représen-
tatifs, sont présentés dans la section suivante.
1. www.joachims.org
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2.2.3 Approche par liste
Dans l’approche par liste, à chaque requête q en entrée du système d’apprentis-
sage est associée une liste de résultats ordonnés suivant leur pertinence. Cette liste
est considérée comme la référence que les algorithmes cherchent à prédire. Deux
grands types de méthodes ont été proposés dans ce but. Elles diffèrent sur les fonc-
tions de perte utilisées pour résoudre le problème d’ordonnancement. Les méthodes
de la première catégorie considèrent des fonctions de perte définies à partir de me-
sures de RI, contrairement aux méthodes de la deuxième catégorie qui utilisent des
fonctions de perte indépendantes des mesures de RI.
2.2.3.1 Méthodes utilisant des fonctions de perte basées sur les mesures
de RI
Ces méthodes reposent sur le principe suivant : la performance des algorithmes
étant évaluée à partir de certaines mesures de RI, il est plus logique et efficace
d’optimiser celles-ci directement dans l’algorithme d’ordonnancement plutôt qu’in-
directement via une autre fonction de perte. La principale difficulté de ce type
d’approches réside dans le fait que les mesures de performance utilisées, en l’occur-
rence le NDCG et la MAP, ne sont pas différentiables [Liu 2011]. Il est donc difficile
de les optimiser directement.
Pour remédier à ce problème, certains travaux ont proposé de considérer des ap-
proximations différentiables des mesures au lieu des mesures elles-mêmes. Considé-
rant une certaine mesurem, ces méthodes cherchent à minimiser une approximation
de la quantité 1−m. A notre connaissance, SoftRank [Taylor 2008] a été le premier
algorithme proposé pour l’apprentissage d’ordonnancement par liste implémentant
une telle approximation. L’idée sous-jacente de cet algorithme est de considérer le
score de pertinence des documents comme une variable aléatoire. Plusieurs classe-
ments avec des probabilités distinctes d’apparition peuvent alors être générés. Les
valeurs correspondantes de la mesure m peuvent être calculées. L’espérance de cette
mesure, notée E(m), est utilisée comme approximation de m. L’algorithme optimise
alors la quantité 1 − E(m). SoftRank a été initialement proposé pour optimiser le
NDCG, l’optimisation de la MAP étant présentée dans [Yilmaz 2010]. D’autres algo-
rithmes ont proposé l’utilisation de fonctions d’utilité [Zoeter 2008]. Les algorithmes
ApproximateRank [Qin 2010] et SmoothRank réécrivent les mesures en faisant in-
tervenir des fonctions indicatrices non différentiables et les approchent à l’aide de
fonctions exponentielles ; l’approximation obtenue alors est différentiable. Les deux
approches diffèrent sur l’approximation choisie et la méthode d’optimisation utili-
sée.
D’autres travaux ont proposé de résoudre le problème en optimisant non pasune
approximation de la mesure m, mais la borne supérieure de la quantité 1−m qui est
différentiable. L’algorithme le plus connu basé sur cette méthode est probablement
SVM-MAP, qui définit une borne supérieure de la MAP en utilisant la somme des
termes d’erreur d’ordonnancement [Yue 2007].
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D’autres méthodes résolvent le problème d’ordonnancement en optimisant di-
rectement les mesures de RI. Des techniques spécifiquement conçues pour l’opti-
misation de mesures non différentiables sont utilisées par les algorithmes. Parmi
ces derniers, nous trouvons notamment AdaRank [Xu 2007], basé sur l’algorithme
AdaBoost et permettant l’optimisation de la MAP et du NDCG respectivement
et RankGP [Yeh 2007]. Ce dernier utilise un algorithme génétique pour résoudre
le problème d’optimisation. Selon [Liu 2011], si ces méthodes présentent l’avantage
d’optimiser directement les mesures considérées, elles ne garantissent pas que la
solution optimale a bien été atteinte.
D’autres méthodes de l’approche par liste existent et utilisent des fonctions de
perte ne dépendant pas des mesures à optimiser. Deux exemples principaux sont
présentés dans la section suivante.
2.2.3.2 Méthodes utilisant des fonctions de perte indépendantes des
mesures de RI
Dans cette section, nous nous limitons à la présentation des algorithmes ListNet
[Cao 2007] et ListMLE [Xia 2008], qui sont considérés comme les algorithmes de ré-
férence, bien que d’autres algorithmes [Huang 2008, Volkovs 2009] existent. Contrai-
rement aux méthodes de la catégorie précédente, l’objectif ici n’est pas d’utiliser
une fonction de perte construite à partir de la mesure de RI considérée, mais une
fonction de perte qui mesure le nombre de permutations entre la liste de référence
et la liste apprise.
A notre connaissance, ListNet est le premier algorithme proposé dans le cadre
de cette approche. Les auteurs définissent dans un premier temps la probabilité
d’obtention de la liste permutée pi à partir de la liste de référence pir, notée Py(pi),
de la façon suivante :
Py(pi) =
n∏
j=1
φ(ypi(dj))∑n
k=j φ(ypi(dk))
où φ est une fonction croissante strictement positive et ypi(dj) est le score du do-
cument dj dans la liste pi. Cette probabilité pourrait être utilisée directement par
la fonction de perte ; néanmoins, le nombre de permutations possibles entre deux
listes étant égal à n!, la complexité du problème serait trop grande. Les auteurs
proposent de considérer plutôt la probabilité de rang 1. Il s’agit de la probabilité
qu’un document dj soit classé en premier sachant les scores de tous les objets. Elle
est définie pour la liste pi de la façon suivante :
Ppi(dj) =
n∏
j=1
φ(ydj )∑n
k=j φ(ydk)
Considérant deux listes pi1 et pi2 associées à une requête q, l’algorithme ListNet
minimise alors la fonction de perte définie à partie de l’entropie croisée de la façon
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suivante :
L(pi1, pi2) =
n∑
j=1
Ppi1(j) log(Ppi2(j))
à l’aide d’une approche par réseaux de neurones. Les auteurs montrent que List-
Net donne de meilleurs résultats que d’autres algorithmes de l’approche par paire
sur trois jeux de données de référence, donc TREC2003 [Craswell 2003], Ohsumed
[Hersh 1994] et un jeu de données commercial.
L’inconvénient majeur de ListNet est de présenter des temps d’exécution éle-
vés. D’autres algorithmes utilisent des fonctions de perte différentes. Qin et al. ont
proposé d’utiliser le cosinus de l’angle entre les vecteurs de scores des deux listes
à comparer [Qin 2008]. L’algorithme correspondant est appelé RankCosine et a un
taux de convergence plus rapide que ListNet. Xu et al. ont introduit l’algorithme
ListMLE utilisant une fonction de perte basée sur la vraisemblance. Les deux al-
gorithmes présentent les mêmes taux théoriques de convergence (donc a priori les
mêmes vitesses d’exécution) mais la fonction de perte utilisée par ListMLE présente
l’avantage d’être convexe [Xia 2008].
L’ensemble de ces algorithmes sont évalués en utilisant la méthodologie de type
Cranfield présentée au chapitre précédent. La performance des différents algorithmes
en matière d’ordonnancement est généralement comparée via la MAP et le NDCG.
Plusieurs jeux de données de référence ont été construits et mis à disposition de la
communauté afin de pouvoir comparer les approches et algorithmes sur les mêmes
jeux de données. Dans la section suivante, nous présentons les principaux jeux de
données de référence et leurs caractéristiques.
2.3 Collections de référence
Afin de comparer plus facilement les performances des différentes méthodes, des
collections spécifiques à l’apprentissage d’ordonnancement ont été mises à dispo-
sition de la communauté. Dans cette partie, nous présentons les trois collections
les plus connues en apprentissage d’ordonnancement : les collections LEarning TO
Rank (LETOR), Yahoo ! Learning to Rank Challenge et Microsoft Learning to
Rank. Nous détaillons plus particulièrement les collections LETOR, qui sont les
plus utilisées dans la littérature et sur lesquelles nous avons mené nos expérimen-
tations.
2.3.1 Les collections LETOR
Les premières collections LETOR ont été mises à disposition de la commu-
nauté scientifique en 2007 par Microsoft Research. Il s’agissait alors des toutes
premières collections dédiées à l’évaluation des algorithmes d’apprentissage d’or-
donnancement. Elles présentent de nombreux avantages : accessibilité, format de
fichiers standardisé, bonne documentation des jeux de données et caractéristiques
utilisés et publication en ligne des résultats des algorithmes de référence. Ceux-
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ci expliquent qu’elles restent encore aujourd’hui les collections les plus populaires,
malgré l’existence de jeux de données plus récents. Dans cette section, nous nous
concentrons sur les collections LETOR 3.0 et 4.0, les plus récentes et les plus utili-
sées dans la littérature.
2.3.1.1 Description générale
Les collections LETOR 3.0 et 4.0 ont été mises en ligne par Microsoft Research
Asia sur un site Internet dédié 2 en décembre 2008 et juillet 2009 respectivement.
L’objectif déclaré était de faciliter la recherche en apprentissage d’ordonnancement.
Les deux collections réunies regroupent au total neuf jeux de données, la plupart
issus des campagnes TREC 3.
LETOR 3.0 est ainsi constitué du jeu de données Ohsumed et du corpus Gov
tandis que LETOR 4.0 est constituée du seul corpus Gov2. Dans la suite de cette
section, nous présentons en détail la composition de chacun de ces corpus ainsi
que les caractéristiques extraites pour l’apprentissage d’ordonnancement. Nous pré-
sentons également le format de fichier et le mode de partitionnement des jeux de
données, communs à l’ensemble des collections.
Table 2.1 – Description des jeux de données associés aux collections LETOR 3.0
et 4.0
Jeux de Nombre de Nombre moyen par requête de
données requêtes paires préférences variables documents documents pertinents
Ohsumed 106 16140 582588 45 152 46
HP2003 150 157606 181302 64 984 1
HP2004 75 74409 80306 64 985 1
NP2003 150 148657 150495 64 991 1
NP2004 75 73834 75747 64 992 1
TD2003 50 49058 358562 64 981 8
TD2004 75 74146 1079810 64 989 15
MQ2007 1692 69623 404467 46 41 11
MQ2008 784 15211 80925 46 19 4
2.3.1.2 Le jeu de données Ohsumed
Le jeu de données Ohsumed est issu de la base de données documentaires MED-
LINE, spécialisée dans les publications scientifiques du domaine médical et paramé-
dical. Il est constitué de 348 566 enregistrements extraits de 270 journaux médicaux
parus entre 1987 et 1991. Chaque enregistrement, ou document, est lui-même com-
posé d’un titre, d’un résumé, de la liste des auteurs ou encore de termes d’indexa-
tion. Un sous-ensemble de 106 requêtes soumises sur ce corpus est utilisé, chaque
2. http ://research.microsoft.com/en-us/um/beijing/projects/letor//
3. http ://trec.nist.gov/
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requête étant associée à des documents pertinents et non pertinents. Les caractéris-
tiques exactes du jeu de données (nombre moyen de documents par requête, nombre
moyen de documents pertinents par requête, . . .) sont indiquées dans le tableau 2.1.
Pour chaque couple requête-document, 45 caractéristiques ont été extraites, dont la
liste complète est fournie dans le tableau 2.2. Il s’agit majoritairement des scores
de pertinence calculés par les modèles présentés au chapitre 1. Ceux-ci sont cal-
culés entre la requête et le titre du document, entre la requête et le résumé du
document et enfin, entre la requête et la réunion du titre et du résumé. Parmi les
45 caractéristiques extraites, six présentent des valeurs nulles pour l’ensemble des
couples requête-document et ne sont donc pas discriminantes. Elles ne seront pas
considérées dans la suite de ces travaux.
Table 2.2 – Caractéristiques extraites pour le jeu de données Ohsumed [Liu 2011]
ID Description
1
∑
ti∈q
⋂
d
TF (ti, d) sur le titre
2
∑
ti∈q
⋂
d
log(TF (ti, d) + 1) sur le titre
3
∑
ti∈q
⋂
d
TF (ti,d)
length(d) sur le titre
4
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) + 1) sur le titre
5
∑
ti∈qlog(|C|.IDF (ti)) sur le titre
6
∑
ti∈qlog(log(|C|.IDF (ti))) sur le titre
7
∑
ti∈q log(
|C|
TF (ti,C)
+ 1) sur le titre
8
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) .log(|C|).IDF (ti) + 1) sur le titre
9
∑
ti∈q
⋂
d
TF (ti, d).log(|C|.IDF (ti)) sur le titre
10
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) .
|C|
TF (ti,C)
+ 1) sur le titre
11 BM25 sur le titre
12 log(BM25) sur le titre
13 LMIR avec lissage Dirichlet sur le titre
14 LMIR avec lissage Jelinek-Mercer sur le titre
15 LMIR avec lissage Absolute Discounting sur le titre
16
∑
ti∈q
⋂
d
TF (ti, d) sur le résumé
17
∑
ti∈q
⋂
d
log(TF (ti, d) + 1) sur le résumé
18
∑
ti∈q
⋂
d
TF (ti,d)
length(d) sur le résumé
19
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) + 1) sur le résumé
20
∑
ti∈qlog(|C|.IDF (ti)) sur le résumé
21
∑
ti∈qlog(log(|C|.IDF (ti))) sur le résumé
22
∑
ti∈q log(
|C|
TF (ti,C)
+ 1) sur le résumé
23
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) .log(|C|).IDF (ti) + 1) sur le résumé
24
∑
ti∈q
⋂
d
TF (ti, d).log(|C|.IDF (ti)) sur le résumé
25
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) .
|C|
TF (ti,C)
+ 1) sur le résumé
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ID Description (Suite table 2.2)
26 BM25 sur le résumé
27 log(BM25) sur le résumé
28 LMIR avec lissage Dirichlet sur le résumé
29 LMIR avec lissage Jelinek-Mercer sur le résumé
30 LMIR avec lissage Absolute Discounting sur le résumé
31
∑
ti∈q
⋂
d
TF (ti, d) sur le titre et le résumé
32
∑
ti∈q
⋂
d
log(TF (ti, d) + 1) sur le titre et le résumé
33
∑
ti∈q
⋂
d
TF (ti,d)
length(d) sur le titre et le résumé
34
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) + 1) sur le titre et le résumé
35
∑
ti∈qlog(|C|.IDF (ti)) sur le titre et le résumé
36
∑
ti∈qlog(log(|C|.IDF (ti))) sur le titre et le résumé
37
∑
ti∈q log(
|C|
TF (ti,C)
+ 1) sur le titre et le résumé
38
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) .log(|C|).IDF (ti) + 1) sur le titre et le résumé
39
∑
ti∈q
⋂
d
TF (ti, d).log(|C|.IDF (ti)) sur le titre et le résumé
40
∑
ti∈q
⋂
d
log( TF (ti,d)
length(d) .
|C|
TF (ti,C)
+ 1) sur le titre et le résumé
41 BM25 sur le titre et le résumé
42 log(BM25) sur le titre et le résumé
43 LMIR avec lissage Dirichlet sur le titre et le résumé
44 LMIR avec lissage Jelinek-Mercer sur le titre et le résumé
45 LMIR avec lissage Absolute Discounting sur le titre et le résumé
2.3.1.3 Le corpus Gov et les six jeux de données associés
Le corpus Gov est constitué de 1 053 110 documents web extraits en janvier
2002 à partir du domaine .gov. Il est constitué de six jeux de données, dont trois
issus de la campagne TREC 2003 et trois de la campagne TREC 2004. Chacun des
jeux de données correspond à l’une des sous-tâches de la tâche Web Track, soient
les tâches Homepage Finding, Named Page Finding et Topic Distillation, décrites
ci-après.
L’objectif de la tâche Homepage Finding est de trouver la page d’accueil cor-
respondant à la requête. La tâche Named Page Finding vise à restituer la page
Internet dont le nom est exactement égal à la requête soumise. Enfin, l’objectif de
la tâche Topic Distillation est de déterminer un ensemble de sites Internet traitant
principalement du thème de la requête. Les jeux de données extraits sont nommés
suivant la tâche et la campagne TREC considérées, soient respectivement, HP2003,
HP2004, NP2003, NP2004, TD2003 et TD2004. Le nombre de requêtes constituant
chaque jeu de données est indiqué dans le tableau 2.1, ainsi que le nombre de paires
requête-document et les nombres moyens de documents et de documents pertinents
par requête. Au total, 64 variables ont été extraites, correspondant soit à des carac-
téristiques de la requête, soit à des scores de similarité entre requête et document.
Les similarités sont elles-mêmes calculées entre la requête et respectivement, le titre,
le corps, l’ancre et l’URL du document. La liste détaillée des caractéristiques est
présentée dans le tableau 2.3.
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Table 2.3 – Caractéristiques extraites sur le corpus Gov [Liu 2011]
ID Description
1
∑
ti∈q
⋂
d
TF (ti, d) sur le corps du document
2
∑
ti∈q
⋂
d
TF (ti, d) sur l’ancre
3
∑
ti∈q
⋂
d
TF (ti, d) sur le titre
4
∑
ti∈q
⋂
d
TF (ti, d) sur l’URL
5
∑
ti∈q
⋂
d
TF (ti, d) sur le document complet
6
∑
ti∈q IDF (ti) sur le corps du document
7
∑
ti∈q IDF (ti) sur l’ancre
8
∑
ti∈q IDF (ti) sur le titre
9
∑
ti∈q IDF (ti) sur l’URL
10
∑
ti∈q IDF (ti) sur le document complet
11
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur le corps du document
12
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur l’ancre
13
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur le titre
14
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur l’URL
15
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur le document complet
16 Nombre de termes dans le corps du document
17 Nombre de termes dans l’ancre
18 Nombre de termes dans le titre
19 Nombre de termes dans l’URL
20 Nombre de termes dans le document complet
21 BM25 sur le corps du document
22 BM25 sur l’ancre
23 BM25 sur le titre
24 BM25 sur l’URL
25 BM25 sur le document complet
26 LMIR avec lissage Absolute Discounting sur le corps du document
27 LMIR avec lissage Absolute Discounting sur l’ancre
28 LMIR avec lissage Absolute Discounting sur le titre
29 LMIR avec lissage Absolute Discounting sur l’URL
30 LMIR avec lissage Absolute Discounting sur le document complet
31 LMIR avec lissage Dirichlet sur le corps du document
32 LMIR avec lissage Dirichlet sur l’ancre
33 LMIR avec lissage Dirichlet sur le titre
34 LMIR avec lissage Dirichlet sur l’URL
35 LMIR avec lissage Dirichlet sur le document complet
36 LMIR avec lissage Jelinek-Mercer sur le corps du document
37 LMIR avec lissage Jelinek-Mercer sur l’ancre
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ID Description (Suite table 2.3)
38 LMIR avec lissage Jelinek-Mercer sur le titre
39 LMIR avec lissage Jelinek-Mercer sur l’URL
40 LMIR avec lissage Jelinek-Mercer sur le document complet
41 Sitemap based term propagation
42 Sitemap based score propagation
43 Hyperlink based score propagation : weighted in-link
44 Hyperlink based score propagation : weighted out-link
45 Hyperlink based score propagation : uniform out-link
46 Hyperlink based feature propagation : weighted in-link
47 Hyperlink based feature propagation : weighted out-link
48 Hyperlink based feature propagation : uniform out-link
49 Autorité HITS
50 Hub HITS
51 PageRank
52 HostRank
53 PageRank thématique
54 Autorité HITS thématique
55 Hub HITS thématique
56 Nombre de liens entrants
57 Nombre de liens sortants
58 Nombre de slash dans l’URL du document
59 Taille de l’URL
60 Nombre de pages filles du document
61 BM25 sur le titre extrait
62 LMIR avec lissage Absolute Discounting sur le titre extrait
63 LMIR avec lissage Dirchlet sur le titre extrait
64 LMIR avec lissage Jelinek-Mercer sur le titre extrait
2.3.1.4 Le corpus Gov2 et les deux jeux de données associés
Le corpus Gov2 regroupe environ 25 millions de documents (pages web) extraits
début 2004 à partir du domaine .gov. Deux jeux de données ont été construits en
utilisant ce corpus. Les requêtes considérées sont issues des tâches Million Query
Track de TREC 2007 et 2008, dont l’un des objectifs principaux est d’effectuer des
recherches ad-hoc sur une collection de très grande dimension. Les jeux de données,
nommés MQ2007 et MQ2008, contiennent respectivement 1692 et 784 requêtes.
Leur composition est détaillée dans le tableau 2.1 page 38. Pour chaque couple
requête-document, 46 caractéristiques, représentant soit les scores des modèles de
recherche soit des propriétés des documents, sont extraites. Elles sont détaillées
dans le tableau 2.4.
Table 2.4 – Caractéristiques extraites sur le corpus Gov2 [Liu 2011]
ID Description
1
∑
ti∈q
⋂
d
TF (ti, d) sur le corps du document
2
∑
ti∈q
⋂
d
TF (ti, d) sur l’ancre
3
∑
ti∈q
⋂
d
TF (ti, d) sur le titre
4
∑
ti∈q
⋂
d
TF (ti, d) sur l’URL
2.3. Collections de référence 45
ID Description (Suite table 2.4)
5
∑
ti∈q
⋂
d
TF (ti, d) sur le document complet
6
∑
ti∈q IDF (ti) sur le corps du document
7
∑
ti∈q IDF (ti) sur l’ancre
8
∑
ti∈q IDF (ti) sur le titre
9
∑
ti∈q IDF (ti) sur l’URL
10
∑
ti∈q IDF (ti) sur le document complet
11
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur le corps du document
12
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur l’ancre
13
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur le titre
14
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur l’URL
15
∑
ti∈q
⋂
d
TF (ti, d).IDF (ti) sur le document complet
16 Nombre de termes dans le corps du document
17 Nombre de termes dans l’ancre
18 Nombre de termes dans le titre
19 Nombre de termes dans l’URL
20 Nombre de termes dans le document complet
21 BM25 sur le corps du document
22 BM25 sur l’ancre
23 BM25 sur le titre
24 BM25 sur l’URL
25 BM25 sur le document complet
26 LMIR avec lissage Absolute Discounting sur le corps du document
27 LMIR avec lissage Absolute Discounting sur l’ancre
28 LMIR avec lissage Absolute Discounting sur le titre
29 LMIR avec lissage Absolute Discounting sur l’URL
30 LMIR avec lissage Absolute Discounting sur le document complet
31 LMIR avec lissage Dirichlet sur le corps du document
32 LMIR avec lissage Dirichlet sur l’ancre
33 LMIR avec lissage Dirichlet sur le titre
34 LMIR avec lissage Dirichlet sur l’URL
35 LMIR avec lissage Dirichlet sur le document complet
36 LMIR avec lissage Jelinek-Mercer sur le corps du document
37 LMIR avec lissage Jelinek-Mercer sur l’ancre
38 LMIR avec lissage Jelinek-Mercer sur le titre
39 LMIR avec lissage Jelinek-Mercer sur l’URL
40 LMIR avec lissage Jelinek-Mercer sur le document complet
41 PageRank
42 Nombre de liens entrants
43 Nombre de liens sortants
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ID Description (Suite table 2.4)
44 Nombre de slash dans l’URL du document
45 Nombre de termes de l’URL
46 Nombre de pages filles
2.3.1.5 Format de fichier et partitionnement des données
Les collections partagent le même format de fichiers, ce qui fournit une norme de
lecture pour l’ensemble des travaux en apprentissage d’ordonnancement. Les jeux
de données sont disponibles au format texte. Chaque ligne du fichier représente
une paire requête-document structurée comme indiqué dans l’extrait 2.1. Le pre-
mier élément d’une ligne correspond au jugement de pertinence associé à la paire
requête-document, traduit par un nombre entier. Le second élément correspond à
l’identifiant de la requête, précédé de la balise qid:. Le reste de la ligne correspond
aux valeurs des variables caractérisant la paire requête-document. Chaque valeur
est précédée d’une balise correspondant à l’identifiant numérique de la caractéris-
tique considérée. Le dernier élément est un commentaire contenant l’identifiant du
document.
Extrait 2.1 – Structure d’une ligne du fichier.
<relevance > qid:<qid > <feature1 >:<value > <feature2 >:<value > ... <featureN >:<value > #<Docid >
avec
<relevance > : score de pertinence
<qid > : identifiant de la requete
<feature1 > ... <featureN > : entier indiquant la variable
<value > : valeur variable
<Docid > : identifiant du document
Chaque jeu de données est décomposé en sous-échantillons de façon à effec-
tuer une validation croisée de type 5-Folds. Le partitionnement est détaillé dans le
tableau 2.5. Cinq sous-échantillons S1, S2, S3, S4, S5 de tailles sensiblement équiva-
lentes sont créés en tirant aléatoirement et sans remise des paires requête-document.
Pour chacune des cinq répétitions, ou runs, de la validation croisée, un des sous-
échantillons est choisi comme jeu de test, un comme jeu de validation et les trois
restants sont fusionnés pour former l’échantillon d’apprentissage. Ce partitionne-
ment est identique pour l’ensemble des neuf jeux de données présentés.
Table 2.5 – Partitionnement des jeux de données pour la validation croisée
[Liu 2011]
Run Apprentissage Validation Test
1 {S1, S2, S3} S4 S5
2 {S2, S3, S4} S5 S1
3 {S3, S4, S5} S1 S2
4 {S4, S5, S1} S2 S3
5 {S5, S1, S2} S3 S4
Enfin, les caractéristiques des différents jeux de données ont toutes subi une
normalisation pour les ramener dans l’intervalle [0, 1]. Cette normalisation est ef-
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fectuée au niveau de la requête. Considérant q une requête du jeu de données, Nq le
nombre de documents associés à la requête q et x(q)j la valeur de la caractéristique
x pour la requête q et le document j, la valeur normalisée x˜(q)j de x
(q)
j est calculée
de la façon suivante :
x˜
(q)
j =
x
(q)
j −min{x(q)k , k = 1, . . . , N(q)}
max{x(q)k , k = 1, . . . , N(q)} −min{x(q)k , k = 1, . . . , N(q)}
(2.2)
Pour conclure cette section, les collections LETOR présentent l’avantage d’être
libres d’accès, d’offrir un cadre expérimental reproductible (format de fichier de
données standardisé, partitionnement des données pré-établi, . . .) et surtout, de
fournir les résultats en matière de MAP et NDCG pour les algorithmes de réfé-
rence en apprentissage d’ordonnancement, ce qui facilite l’évaluation. Bien qu’elles
soient utilisées pour expérimentation dans la grande majorité des travaux actuels
en apprentissage d’ordonnancement, leur taille relativement restreinte (nombre de
requêtes, nombre de documents par requête) peut constituer une limite. D’autres
collections de plus grande volumétrie ont ainsi été mises à disposition par des mo-
teurs commerciaux. Nous présentons deux de ces collections dans la section suivante.
2.3.2 Les autres collections dédiées à l’apprentissage d’ordonnan-
cement
Dans cette section, nous présentons les deux collections dédiées au learning to
rank les plus connues après les collections LETOR. De plus grande volumétrie que
ces dernières, elles ont été respectivement mises à disposition de la communauté
par les sociétés Yahoo ! et Microsoft. Nous présentons rapidement le contexte dans
lequel elles ont été proposées et nous les décrivons.
2.3.2.1 Yahoo ! Learning to Rank Challenge
Deux jeux de données dédiés au learning to rank ont été mis à disposition par la
société Yahoo ! dans le cadre du Yahoo ! Learning to Rank Challenge [Chapelle 2011a]
qui s’est déroulé de mars à mai 2010, en association avec la conférence internatio-
nale "ICML" (International Conference on Machine Learning). Les deux jeux de
données constituent des extraits de la base d’apprentissage du moteur de recherche
Yahoo ! et correspondent à deux pays différents, les Etats-Unis d’Amérique (Set1)
et un pays d’Asie non précisé (Set2). Ils sont disponibles sur demande auprès de
la librairie en ligne Yahoo !WebScope 4.
Le format des jeux de données est similaire à celui utilisé par les collections
LETOR. Chaque ligne du jeu de données correspond à une paire requête-URL à
laquelle est associé un degré de pertinence allant de 0 (bad ou non pertinent) à
4. http ://webscope.sandbox.yahoo.com/
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Table 2.6 – Description of Yahoo ! Learning to Rank Datasets [Chapelle 2011a]
Set1 Set2
Apprentissage Validation Test Apprentissage Validation Test
Requêtes 19 944 2994 6983 1266 1266 3798
Documents 473 134 71 083 165 660 34 815 34 881 103 174
Variables 519 596
4 (excellent ou parfaitement pertinent). Chaque jeu de données est composé d’un
échantillon d’apprentissage, un échantillon de validation et un échantillon de test.
Un seul run est disponible, contrairement aux collections LETOR qui en proposent
cinq. Par ailleurs, les valeurs des mesures d’évaluation pour les algorithmes de réfé-
rence ne sont pas fournies, ce qui oblige les chercheurs à implémenter ces algorithmes
pour comparaison à l’état de l’art.
Pour des raisons de confidentialité, aucune description des données, qu’il s’agisse
des requêtes, des documents ou des caractéristiques utilisés dans le jeu de données,
n’a été divulguée. Seules les informations quantitatives sur le nombre de requêtes,
de documents et de caractéristiques sont connues. Les deux collections regroupent
environ 36 000 requêtes, 883 000 documents et de 500 à 600 caractéristiques. La
répartition exacte des requêtes, documents et caractéristiques est indiquée dans
le tableau 2.6. Si cette politique de confidentialité est légitime pour un moteur
commercial, l’absence d’informations qualitatives sur les requêtes, documents et
caractéristiques limitent l’utilisation des jeux de données dans des perspectives de
recherche. Plus particulièrement, l’impact des requêtes sur la qualité de l’ordonnan-
cement et l’importance respective de chaque caractéristique pour l’ordonnancement
ne peuvent être analysés.
2.3.2.2 Microsoft Learning to Rank
Deux collections de grande dimension ont également été publiées par Microsoft
Research en mai 2010 pour la recherche en learning to rank. Elles contiennent des
requêtes et documents issus du moteur de recherche commercial Bing. De façon
similaire aux jeux de données du "Yahoo ! Learning to Rank Challenge", aucune
information qualitative n’est disponible sur les requêtes et les documents. A l’in-
verse, une liste des caractéristiques 5 est disponible, pour la simple raison que les
caractéristiques fournies ne sont pas celles utilisées par le moteur de recherche, mais
sont issues de la littérature.
Le premier jeu de données contient les paires requête-document annotées pour
31 531 requêtes et 3 771 126 documents, il est nommé MSLR-WEB30K. Le se-
cond jeu de données, nommé MSLR-WEB10K, est un sous-ensemble du premier. Il
contient des paires sélectionnées aléatoirement et correspondant à 10 000 requêtes et
5. Nous ne reproduisons pas la liste ici. Elle est disponible sur le site Internet de Microsoft
Research à l’adresse suivante : http ://research.microsoft.com/en-us/projects/mslr/
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1 200 193 documents. Au total, 136 caractéristiques sont extraites. Chaque paire est
annotée avec une classe de pertinence allant de 0 (non pertinent) à 4 (parfaitement
pertinent).
Le format de fichier utilisé et le partitionnement des données sont les mêmes
que ceux des collections LETOR. Néanmoins, les valeurs de MAP et NDCG@k,
k = 1, . . . , 10 des algorithmes de référence ne sont pas disponibles pour comparai-
son.
La plupart des algorithmes présentés à la section 2.2 ont fait l’objet d’une analyse
comparative sur les jeux de données LETOR [Liu 2011]. Dans la section suivante,
nous détaillons les avantages et inconvénients des différentes approches ainsi que les
résultats d’analyses comparatives présentés dans plusieurs travaux.
2.4 Comparaison des approches
Les approches par point et par paire ont été les premières proposées, dès le dé-
but des années 2000, tandis que les premiers travaux traitant de l’approche par liste
datent de 2007. Les approches par point et par paire sont généralement considérées
comme plus aisées à mettre en place. En effet, dans le cas des approches par point,
les algorithmes utilisent directement des méthodes de discrimination existantes.
Les approches par paire permettent également d’utiliser des algorithmes existants
de discrimination, moyennant une adaptation, pour prendre en compte les paires
de documents et non plus les documents indépendamment. Les algorithmes de l’ap-
proche par liste requièrent des développements plus importants afin de résoudre le
problème posé. Nous avons notamment vu qu’ils pouvaient induire de grands temps
d’exécution. La relative facilité d’implémentation et d’adaptation des algorithmes
des approches par point et paire constitue un avantage.
Néanmoins, plusieurs travaux [Xia 2008, Liu 2009b, Li 2011, Liu 2011] ont af-
firmé que l’approche par liste était la plus adaptée pour modéliser le problème
d’ordonnancement. En effet, les fonctions de perte utilisées sont directement basées
sur la comparaison et la minimisation des écarts entre une liste de référence et une
liste candidate, qui est l’objet de l’apprentissage d’ordonnancement. Par ailleurs, les
fonctions de perte sont définies au niveau de la requête (comparaison des deux listes
de documents pour une requête q) ce qui n’est pas le cas des approches par point ou
paire. L’approche par point, qui considère les documents indépendamment, ne tient
compte ni de l’ordre entre documents ni de la structure entre requête et documents
qui est perdue. L’approche par paire résout partiellement le premier problème en
tenant compte de l’ordre relatif des documents deux à deux.
Plusieurs travaux se sont intéressés à la comparaison des approches et algo-
rithmes [Verbene 2009, Zhang 2009, Chapelle 2011a, Liu 2011], dans le but de dé-
terminer les méthodes les plus performantes. Néanmoins, tous les travaux n’arrivent
pas nécessairement aux mêmes conclusions.
La majorité des travaux en apprentissage d’ordonnancement s’accordent sur le
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fait que la performance d’un algorithme est variable suivant le jeu de données et la
mesure d’évaluation considérée. Ainsi pour la même mesure, certains algorithmes
seront très bons sur certains jeux de données et très mauvais sur d’autres. Si nous
nous basons sur les résultats présentés dans l’étude de Liu [Liu 2011], RankBoost est
le meilleur algorithme sur le jeu de données NP2003 et l’avant dernier sur NP2004,
que nous considérions la MAP ou le NDCG@10.
Un grand nombre de travaux admettent que les approches par liste sont meilleures
que les approches par paire, elles-mêmes meilleures que les approches par point. Les
études comparatives présentées dans [Zhang 2009] et [Liu 2011] montrent ainsi que
les algorithmes de l’approche par liste testés donnent globalement de meilleurs ré-
sultats que les algorithmes de l’approche par paire. Néanmoins, ces analyses ne sont
effectuées que sur un nombre réduit d’algorithmes et de jeux de données, en l’occur-
rence la collection LETOR 3.0 pour [Zhang 2009] e [Liu 2011] et un jeu de données
commercial pour [Zhang 2009]. Il est par ailleurs étonnant de constater que les va-
leurs de MAP présentées pour les mêmes algorithmes et jeux de données différent
entre les deux études. Ceci peut être expliqué par une procédure de validation diffé-
rente (choix du modèle qui maximise le NDCG au lieu de la MAP sur l’échantillon
de validation par exemple), mais indique aussi que les performances des algorithmes
peuvent être fortement influencées par le protocole expérimental. Par ailleurs, les
analyses ne considèrent que certaines mesures d’évaluation. De plus, l’analyse ef-
fectuée dans [Liu 2011] se contente de comparer les valeurs des mesures de façon
purement quantitative, sans prendre en compte des tests statistiques pour mesurer
l’amélioration significative de la mesure d’un algorithme à l’autre. L’auteur utilise
en particulier une mesure nommée winning number pour évaluer la performance
globale d’un algorithme (cf. définition 12).
Soient
– N le nombre de jeux de données,
– M le nombre d’algorithmes,
– i l’indice de l’algorithme considéré,
– Mi(j) la valeur de la mesure M pour l’algorithme i sur le jeu de données
j,
alors le winning number Si(M) de l’algorithme i pour la mesure M est
défini de la façon suivante :
Si(M) =
N∑
j=1
M∑
k=1
1{Mi(j)>Mk(j)}
Définition 12 (Winning Number).
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Selon cette mesure, l’algorithme est d’autant meilleur qu’il surpasse un grand nombre
d’algorithmes sur l’ensemble des jeux de données pour une mesure de RI considérée.
Le principe de la mesure peut paraître bon, mais ne tient pas compte de la signifi-
cativité réelle de l’amélioration entre deux algorithmes. En effet, le winning number
considère qu’un algorithme est meilleur qu’un autre si la valeur de la mesure de RI
considérée est au-dessus de celle d’un autre algorithme, même si l’écart est faible
ou non significatif (par exemple, ListNet est meilleur que RankSVM sur TD2003
lorsque le NDCG@10 est considéré, alors que la différence entre les deux valeurs est
de 0.002, ce qui n’est pas une amélioration notable pour l’utilisateur).
Par ailleurs, une analyse similaire sur les jeux de données de LETOR 4.0, qui
comportent plus de requêtes, montre que les résultats entre les deux approches sont
comparables. Cette analyse seule ne suffit pas à généraliser, le nombre d’algorithmes
testés étant limité. Néanmoins, ils rejoignent les constatations du Yahoo ! Learning
to Rank Challenge [Chapelle 2011a] et de [Chapelle 2009a] qui mettent en évidence
que les performances des algorithmes sont comparables lorsque les jeux de données
considérés sont de grande dimension. Chapelle [Chapelle 2009a] indique ainsi que
dans le cas d’algorithmes utilisant des fonctions non linéaires, les pourcentages
d’amélioration obtenus par les approches par liste sont compris entre 0 et 0.5 %,
comparativement aux approches par paire.
Il est donc difficile de déterminer quelle approche est la meilleure. Bien que
les algorithmes de l’approche par liste soient généralement considérés comme plus
performants, des travaux suggèrent que les performances des approches sont compa-
rables sur les jeux de données de grande dimension. Par ailleurs, des travaux récents
[Blanco 2011, Busa-Fekete 2012] indiquent qu’il est nécessaire d’être prudent lors
des comparaisons des performances des algorithmes. En effet, [Busa-Fekete 2012]
montre que les différents scripts permettant de calculer les valeurs des mesures
peuvent renvoyer des résultats différents pour un même algorithme et un même jeu
de données. Des différences d’implémentations peuvent ainsi engendrer des varia-
tions importantes dans les résultats obtenus. La présence de requêtes sans docu-
ments pertinents dans les jeux de données semble également avoir une influence sur
les mesures d’évaluation. [Blanco 2011] met en évidence que de petites variations
sur les scores de pertinence peuvent engendrer de grandes améliorations des me-
sures de RI, sans que ces améliorations aient du sens. Les résultats doivent donc
être interprétés de façon prudente.
Conclusion
Dans ce chapitre, nous avons introduit le principe de l’apprentissage d’ordon-
nancement ainsi que les principales approches et algorithmes proposés. Nous avons
également présenté les jeux de données de référence dédiés à l’apprentissage d’ordon-
nancement, dont les collections LETOR 3.0 et 4.0, très populaires dans la commu-
nauté et utilisées dans nos travaux. Nous avons également discuté de la comparaison
des approches et indiqué qu’il pouvait être délicat de déterminer quel type d’ap-
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proches était la meilleure parmi les trois existantes (pointwise, pairwise, listwise).
Dans le chapitre suivant, nous présentons certaines limites de l’apprentissage
d’ordonnancement qui motivent les travaux réalisés au cours de cette thèse. Nous
détaillons notre proposition et nos contributions.
Chapitre 3
Vers un nouveau système
d’ordonnancement adaptatif :
motivation et contributions
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Dans les chapitres précédents, nous avons introduit des concepts et méthodes
relatifs à la RI et à l’apprentissage d’ordonnancement. Nous présentons maintenant
notre sujet de recherche, l’apprentissage d’ordonnancement adaptatif ainsi que nos
contributions.
Dans une première partie, nous montrons les limites des méthodes d’ordon-
nancement actuelles. Nous introduisons l’apprentissage d’ordonnancement adapta-
tif comme une piste d’amélioration. L’apprentissage d’ordonnancement adaptatif
constitue le cadre de nos travaux.
Dans une deuxième partie, nous dressons un panorama des contributions appor-
tées au cours de la thèse dans ce contexte.
Dans une troisième partie, nous présentons la liste des publications, acceptées
et soumises, ainsi que les présentations à des conférences et séminaires effectuées
au cours de la thèse.
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3.1 Vers un apprentissage d’ordonnancement adaptatif
Nos travaux de recherche portent sur la sélection de variables en apprentis-
sage d’ordonnancement et l’apprentissage d’ordonnancement adaptatif, c’est-à-dire,
l’apprentissage de fonctions d’ordonnancement spécifiques à un certain contexte de
recherche. Dans cette section, nous présentons les limites de l’apprentissage d’or-
donnancement "traditionnel". Nous motivons l’utilisation de la sélection de variables
en apprentissage d’ordonnancement et la nécessité de concevoir des méthodes adap-
tatives. Nous illustrons nos propos dans le cadre de l’adaptation aux requêtes.
Les méthodes d’apprentissage d’ordonnancement présentées précédemment com-
binent un grand nombre de caractéristiques, de quelques centaines à plusieurs mil-
liers. Cette volumétrie a un impact sur les temps de calcul et de traitement, mais
aussi sur la mémoire nécessaire au stockage des données. Il paraît alors nécessaire de
proposer de nouvelles approches permettant de réduire la dimension des problèmes
traités [Geng 2007]. Des méthodes de sélection de variables ont été proposées et
se sont avérées très efficaces pour résoudre ce problème. Nous en dressons un pa-
norama au chapitre 4. Certaines méthodes considèrent la sélection de variables
comme une étape préliminaire à l’apprentissage des fonctions d’ordonnancement
[Geng 2007, Yu 2009, Dang 2010], tandis que d’autres réalisent sélection et appren-
tissage simultanément [Sun 2009, Lai 2013a, Lai 2013b]. Parmi ces dernières, les
méthodes basées sur les SVM utilisant des normes parcimonieuses comme la norme
`1 (cf. chapitre 5) se révèlent très efficaces [Lai 2013a]. Néanmoins, d’autres mé-
thodes basées sur les SVM, utilisant des normes dites non convexes, sont connues
dans le domaine de l’apprentissage pour supprimer beaucoup plus de caractéris-
tiques tout en conservant de bonnes qualités de prédiction. A notre connaissance,
ce type de méthodes n’a pas été étudié dans le contexte de l’apprentissage d’or-
donnancement. Une contribution majeure de notre thèse est la proposition et l’éva-
luation de nouveaux algorithmes de sélection de variables dédiées à l’apprentissage
d’ordonnancement et utilisant des normes non convexes.
Les méthodes d’apprentissage d’ordonnancement présentées au chapitre précé-
dent présentent également une autre limite, liée à la prise en compte du contexte.
Elles permettent d’apprendre une fonction d’ordonnancement unique utilisée pour
classer l’ensemble des documents relatifs à l’ensemble des requêtes, sans distinc-
tion. Ainsi, les critères utilisés pour ordonner les documents sont les mêmes quel
que soit le besoin d’information. Or les requêtes peuvent grandement différer tant du
point de vue du besoin d’information que de leur sémantique et il paraît nécessaire
d’adapter l’ordonnancement au contexte de la requête [Bai 2008]. Des travaux se
sont ainsi intéressés à la mise en place de typologies de requêtes basées sur le but de
l’utilisateur [Broder 2002, Rose 2004, Jansen 2008] ou spécifiques à des contextes
particuliers, comme les moteurs de recherche de blogs [Mishne 2006] ou d’infor-
mations géoréférencées [Gan 2008]. D’autres études se sont plus concentrées sur la
prédiction de la difficulté de la requête [Mothe 2005] ou ont préféré déterminer le
meilleur système à utiliser en fonction du type de la requête [Bigot 2011].
L’idée sous-jacente de ces travaux est la suivante : les requêtes et besoins sont
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différents par nature et ils devraient être traités différemment par les systèmes de
recherche d’information. Une nouvelle branche de recherche en apprentissage d’or-
donnancement a ainsi émergé : l’apprentissage d’ordonnancement dépendant des
requêtes. Le principe général est d’adapter les fonctions d’ordonnancement aux
classes de requêtes spécifiées, en apprenant une fonction d’ordonnancement propre
à chacune de ces classes. Les caractéristiques utilisées pour apprendre les fonctions
d’ordonnancement sont identiques pour chaque classe, seuls les poids sont modi-
fiés. Un état de l’art en apprentissage d’ordonnancement dépendant des requêtes
est proposé au chapitre 4. Nous proposons d’appliquer la sélection de variables à
l’apprentissage dépendant des requêtes, afin de ne conserver que les caractéristiques
pertinentes à chaque type de besoin.
Nos travaux se situent dans le cadre de la sélection de variables en apprentissage
d’ordonnancement, vu comme un moyen de résoudre les problèmes de volumétrie
rencontrés et d’améliorer l’adaptation au contexte en ne considérant que les carac-
téristiques pertinentes pour un type de requêtes donné. Nous proposons d’intégrer
une étape de sélection de variables au processus d’apprentissage dépendant des
requêtes afin d’en améliorer la performance. Nous introduisons brièvement les dif-
férentes propositions et contributions dans la section suivante. Nous les situons par
rapport aux différents chapitres du mémoire.
3.2 Contributions
Dans nos travaux, nous nous intéressons à la sélection de variables en appren-
tissage d’ordonnancement et à son utilisation pour la prise en compte du besoin
d’information et l’adaptation du processus d’ordonnancement sur les moteurs de
recherche [Laporte 2011b]. Le besoin d’information peut être exprimé sous la forme
d’une certaine tâche de recherche ou à partir des requêtes. Nous illustrons l’adap-
tation aux besoins d’information en traduisant ceux-ci par des groupes de requêtes,
sans que cela limite la portée des méthodes proposées.
Nos travaux s’articulent autour de quatre contributions principales, qui sont
présentées dans la suite de cette section.
3.2.1 Contribution 1 : Proposition d’un système d’ordonnance-
ment adaptatif basé sur la sélection de variables
La première contribution est la proposition d’un système d’ordonnancement
adapté aux différents besoins d’information. Celui-ci est basé sur trois éléments
fondamentaux : la catégorisation des besoins d’information en différentes classes, la
sélection des caractéristiques pertinentes et l’apprentissage des fonctions d’ordon-
nancement adaptées à ces catégories, n’utilisant que les caractéristiques pertinentes.
L’utilisation de la sélection de variables à des fins d’adaptation au contexte dans
le cadre de l’apprentissage d’ordonnancement est, à notre connaissance, une propo-
sition nouvelle. Elle a été introduite dans un article publié en 2013 dans la revue
francophone Document Numérique [Laporte 2013c]. Dans ces travaux, nous nous
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sommes intéressés à l’adaptation aux types de requêtes, traduisant un type de be-
soin.
Le chapitre 4 détaille nos propositions et notre positionnement. Dans un pre-
mier temps, nous dressons un état de l’art de l’apprentissage dépendant des requêtes,
qui constitue le cadre de notre travail. Dans un second temps, nous introduisons la
sélection de variables comme une piste d’amélioration. Nous présentons le principe
de la sélection de variables et motivons son utilisation. Dans un troisième temps,
nous décrivons le système d’ordonnancement adaptatif basé sur la sélection de va-
riables et mettons en évidence la nécessité d’utiliser des algorithmes de sélection
spécifiques. Enfin, nous dressons un état de l’art des approches de sélection de
variables existantes et nous nous positionnons par rapport à elles.
3.2.2 Contribution 2 : Développement de nouveaux algorithmes de
sélection de variables
Notre deuxième contribution correspond à la proposition, au développement et
à l’évaluation d’algorithmes de sélection de caractéristiques dédiés à l’apprentis-
sage d’ordonnancement. Ces algorithmes pourront être utilisés au sein du système
d’ordonnancement adaptatif décrit dans la contribution 1.
Le chapitre 5 décrit le principe des SVM et de l’utilisation de normes parci-
monieuses, que nous utilisons dans nos algorithmes.
Dans le chapitre 6, nous proposons trois algorithmes de sélection utilisant
les propriétés des normes mathématiques `1 et `0. Nous montrons comment ces
algorithmes peuvent effectuer une sélection de variables par des méthodes de re-
pondération et l’utilisation d’un seuil de nullité des coefficients.
Un article est en cours de préparation pour une soumission dans une conférence
internationale [Laporte 2013b].
Dans le chapitre 7, nous proposons deux algorithmes pour effectuer la sélec-
tion de variables. Ces derniers ne nécessitent pas l’utilisation d’un seuil de nullité
des variables, contrairement aux précédents. La suppression des variables est due
uniquement à la propriété des normes et à l’utilisation du schéma de repondération.
Le premier algorithme effectue la sélection par l’utilisation de SVM parcimonieux
en norme `1 par le biais d’une méthode proximale. Le second algorithme effectue la
sélection de variables par l’utilisation de normes non convexes. Il met en place une
technique de repondération basée sur l’utilisation du premier algorithme.
Ces algorithmes et les résultats obtenus ont été acceptés en octobre 2013 pour
publication dans la revue internationale IEEE Transaction on Neural Networks and
Learning Systems (IF 3.766) [Laporte 2014].
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3.2.3 Contribution 3 : Proposition d’un modèle d’évaluation im-
plicite de la pertinence pour la création de jeux de données
représentatifs
Un des verrous rencontrés au cours de la thèse est l’absence de jeux de données
représentatifs pour l’évaluation d’un système adaptatif. En effet, les jeux de données
de référence comme LETOR ne sont pas conçus pour l’évaluation de l’adaptation
aux types de besoins ou de requêtes. Nous nous sommes intéressés à la construction
de jeux de données représentatifs, basée sur l’utilisation des logs de connexion et l’ex-
traction de jugements implicites de pertinence à partir des actions des utilisateurs.
Le chapitre 8 présente notre troisième contribution : la proposition d’un modèle
d’évaluation de la pertinence basé sur les clics des utilisateurs extraits de fichiers
de connexion. Un état de l’art des méthodes existantes est proposé [Laporte 2012c].
Le modèle que nous définissons est spécialement développé pour la modélisation
de la pertinence sur des documents pouvant être cliqués plusieurs fois, ce que les
approches existantes ne prennent pas en compte. L’objectif final de cette approche
est de prédire la pertinence d’un grand nombre de documents vis-à-vis d’un grand
nombre de requêtes, de façon automatique et rapide.
Cette approche a été présentée dans deux articles [Laporte 2012d, Laporte 2013a]
et a été évaluée sur des données extraites du moteur de recherche d’informations
géoréférencées Nomao.
La dernière contribution complète l’évaluation des algorithmes dans un cadre
applicatif d’évaluation sur le moteur de recherche commercial Nomao.
3.2.4 Contribution 4 : Évaluation de la sélection de variables et
de l’ordonnancement adaptatif sur le moteur de recherche
d’informations géoréférencées Nomao
Notre dernière contribution correspond à l’évaluation des algorithmes de sélec-
tion de variables du système d’ordonnancement adaptatif sur un jeu de données réel
issu du moteur de recherche Nomao.
Dans une première phase, un jeu de données de grande dimension a été extrait
des fichiers de connexion de Nomao. La pertinence requête-document a été évaluée
à l’aide du modèle d’évaluation implicite de la pertinence proposé à la contribution
3. Dans une deuxième phase, un système d’extraction du type de besoin à partir
de la requête a été mis en place. Ce système permet d’associer à chaque requête
sa catégorie de besoin. Les catégories de besoins utilisées sont celles définies par
le moteur de recherche Nomao et sont détaillées au chapitre 9. Dans une troisième
phase, les algorithmes de sélection de variables ont été évalués sur le jeu de données.
Une première expérimentation a consisté à évaluer la performance des algorithmes
lorsque le type de besoin n’est pas pris en compte. Les algorithmes proposés ap-
paraissent alors comme plus efficaces que l’état de l’art pour supprimer un grand
nombre de variables des modèles, tout en conservant une qualité d’ordonnancement
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équivalente. Une autre expérimentation sur le même jeu de données est en cours
pour évaluer l’apport de la sélection de variables dans le système d’apprentissage
d’ordonnancement adaptatif. Les résultats sont attendus d’ici la fin d’année 2013.
Le chapitre 9 présente le moteur Nomao et décrit le jeu de données utilisé pour
l’évaluation.
Le chapitre 10 rappelle la méthodologie d’évaluation et commente les résultats
obtenus.
3.3 Publications et communications
Les contributions et travaux ont donné lieu à des publications, ainsi qu’à des
présentations dans des conférences ou séminaires. Une liste détaillée des publica-
tions acceptées, des communications ainsi que des articles soumis ou en préparation
est présentée ci-après. Les articles précédés d’un astérisque ont donné lieu à une
présentation orale à la conférence par la doctorante.
3.3.1 Publications acceptées
3.3.1.1 Article de revue internationale
[Laporte 2014] Léa Laporte, Rémi Flamary, Stéphane Canu, Sébastien Déjean et
Josiane Mothe. Non-convex Regularizations for Feature Selection in Ranking
with Sparse SVM. IEEE Transactions on Neural Networks and Learning Sys-
tems, à paraître en 2014.
3.3.1.2 Article de revue nationale
[Laporte 2013c] Léa Laporte. De l’apprentissage d’ordonnancement à l’adaptation
au contexte : état de l’art et propositions. Document numérique, Hermès, nu-
méro spécial "Fertilisation croisée des contenus à l’ère du numérique", vol.16,
n. 1, p. 97-121, 2013.
3.3.1.3 Article de conférence internationale avec actes et comités de
lecture
*[Laporte 2013a] Léa Laporte, Sébastien Déjean et Josiane Mothe. Multiple-clicks
model for web search of multi-clickable documents. International Conference
on Enterprise Information Systems (ICEIS 2013), Angers, 4-7 juillet 2013.
3.3.1.4 Articles de conférence nationale avec actes et comité de lecture
– [Delpech 2013] Estelle Delpech, Laurent Candillier, Léa Laporte et Samuel
Phan. Identification de compatibilité entre descripteurs de lieux et appren-
tissage automatique. Conférence nationale sur l’Extraction et la Gestion de
Connaissances (EGC 2013), Toulouse, 29 janvier - 1er février 2013, p. 311-316.
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– *[Laporte 2012d] Léa Laporte, Laurent Candillier, Sébastien Déjean, Laurent
Candillier et Josiane Mothe. Modélisation de la pertinence dans les moteurs
de recherche géoréférencés. INFormatique des Organisations et Systèmes d’In-
formation et de Décision (INFORSID 2012), Montpellier, 29-31 mai 2012,
p.281-297.
– *[Laporte 2012c] Léa Laporte. Ordonnancement des résultats sur les moteurs
de recherche : principes, limites et applications au géoréférencement. Sémi-
naire de Veille Stratégique, Scientifique et Technologique (VSST 2012), Ajac-
cio, 23-25 mai 2012.
– *[Laporte 2011b] Léa Laporte. RI et contextualisation. Forum Jeunes Cher-
cheurs INFormatique des Organisations et Systèmes d’Information et de Dé-
cision (INFORSID 2011), Montpellier, 25 mai 2011, p. 443-444.
3.3.2 Communications dans des conférences et séminaires sans actes
– [Laporte 2012a] Approche proximale pour la sélection de variables en appren-
tissage d’ordonnancement via des SVM parcimonieux. Séminaire DocToMe,
IRIT Université Paul Sabatier, Toulouse, 20 décembre 2012.
– [Laporte 2012b] Evaluation de la pertinence dans les moteurs de recherche
géoréférencés - Application des SVM. Séminaire FREMIT, IRIT Université
Paul Sabatier, Toulouse, 21 mars 2012.
– [Laporte 2011a] Data Mining pour la recherche d’information contextuelle -
Learning to rank dans les moteurs de recherche d’information géoréférencés.
Journées Fouile de données du GDR-I3, BU Lyon 1 Campus de la Doua, Lyon,
28 septembre 2011.
– [Laporte 2010b] Sélection de variables et apprentissage de fonctions d’ordon-
nancement en recherche d’information. Journées de jeunes statisticiens de la
société française de Statistique, Aussois, 5-9 septembre 2011
– [Laporte 2010a] Learning to rank : géolocalisation et personnalisation pour les
systèmes de recherche d’information. Séminaire FREMIT, IRIT Université
Paul Sabatier, Toulouse, 20-21 septembre 2010.
3.3.3 Publications soumises ou en préparation
– Estelle Delpech, Léa Laporte. Semantic relatedness measures for duplicate
record detection. Soumis dans Advances in Knowledge Discovery and Mana-
gement, vol. 5 (AKDM5), Springer.
– Léa Laporte, Sébastien Déjean et Josiane Mothe. Reweighted algorithms for
feature selection in learning to rank. Soumis.
Conclusion
Nos travaux de thèse s’intéressent particulièrement à la proposition d’algo-
rithmes de sélection de variables dédiés à l’apprentissage d’ordonnancement. La
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sélection de variables constitue un moyen efficace de réduction de la volumétrie des
problèmes d’apprentissage. Par ailleurs, elle est vue comme une piste d’amélioration
de l’apprentissage adaptatif. L’apprentissage d’ordonnancement non adaptatif ne
prend pas en compte la grande diversité et la spécificité des requêtes et des besoins
d’information. Les résultats obtenus peuvent ne pas être optimaux. L’intégration
de la sélection de variables au sein d’un système d’apprentissage d’ordonnancement
constitue un piste d’amélioration de l’apprentissage adaptatif et sert également de
cadre à ces travaux de thèse.
Les contributions apportées par la thèse sont décrites et positionnées dans le
cadre de l’apprentissage d’ordonnancement adaptatif. Elles sont abordées en détail
dans la deuxième partie de ce manuscrit.
La partie II regroupe les propositions
– d’un système d’apprentissage d’ordonnancement adaptatif basé sur la sélec-
tion de variables (chapitre 4),
– de trois algorithmes de sélection de variables basés sur l’utilisation d’un schéma
de repondération de SVM en norme `2 et d’un seuil de nullité des variables
(chapitre 6),
– de deux algorithmes, l’un basé sur l’utilisation d’une approche proximale pour
la résolution des SVM en norme `1, l’autre basé sur un schéma de repondé-
ration de l’algorithme norme `1. Ils ne nécessitent pas la définition d’un seuil
de nullité des variables pour effectuer la sélection (cf. chapitre 7)
– d’un modèle de pertinence pour la construction de jeu de données nécessaires
à l’évaluation dans un contexte d’exploitation commercial (chapitre 8) .
La partie III présente l’évaluation des algorithmes sur un jeu de données com-
mercial, qui constitue une contribution applicative de nos travaux de thèse dans un
contexte d’exploitation commercial (cf. chapitre 9).
Deuxième partie
De nouveaux algorithmes pour
la sélection de variables en
apprentissage
d’ordonnancement
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Résumé
Dans cette partie, nous présentons trois de nos contributions, soit les proposi-
tions :
– d’un système d’ordonnancement basé sur la sélection de variables,
– d’algorithmes de sélection de variables dédiés à l’apprentissage d’ordonnance-
ment,
– d’un modèle d’évaluation implicite de la pertinence pour la construction de
jeux de données d’apprentissage utilisables pour l’évaluation du système et
des algorithmes proposés.
Dans le chapitre 4, nous introduisons le principe de la sélection de variables et
motivons son utilisation en apprentissage d’ordonnancement. Nous proposons un
système d’ordonnancement basé sur la sélection de variables afin d’apprendre des
fonctions spécifiques à un groupe de requêtes. Nous dressons un état de l’art des
approches de sélection pouvant être intégrées à ce système. Nous choisissons de
considérer des approches de type embedded basées sur les SVM.
Dans le chapitre 5, nous présentons le principe des SVM en discrimination et
en apprentissage d’ordonnancement. Nous nous intéressons plus particulièrement
à l’utilisation de normes parcimonieuses, que nous définissons, pour effectuer la
sélection de variables dans le cadre d’approches de types embedded . Nous justifions
l’utilisation des SVM parcimonieux dans le cadre de ces travaux. Nous présentons
les normes `1, `0, MCP, Log et `q, q < 1 que nous utilisons dans les algorithmes que
nous proposons.
Dans le chapitre 6, nous proposons trois algorithmes de sélection de variables
basés sur l’approximation des normes parcimonieuses `1 et `0 par repondération de
la norme `2 et d’un seuil de nullité des variables. La norme `2 n’est pas parcimo-
nieuse, mais le schéma de repondération permet de diminuer la valeur des poids des
variables les moins pertinentes pour l’apprentissage, qui sont alors annulées grâce au
seuil de nullité. Nous évaluons les algorithmes sur les cinq jeux de données issus de
LETOR 3 et 4 : Ohsumed, HP2004, NP2004, TD2004 et MQ2008. Nous comparons
leur performance en matière de MAP et de NDCG à trois algorithmes de l’état de
l’art. Nous comparons les temps d’exécution des algorithmes proposés entre eux et
analysons les ensembles de caractéristiques sélectionnés.
Dans le chapitre 7, nous proposons deux algorithmes que nous évaluons. Le pre-
mier algorithme utilise une approche proximale pour résoudre le problème en norme
`1. Le second algorithme utilise une approche par repondération de la première mé-
thode pour effectuer la sélection de variables via des régularisations non convexes
(MCP, Log, et `q). Comparativement aux algorithmes du chapitre 6, ceux-ci sont
directement parcimonieux. Il n’est pas nécessaire de fixer un seuil de nullité des
variables. Nous évaluons ces algorithmes sur l’ensemble des jeux de données issus
de LETOR 3 et 4. Nous comparons les valeurs de MAP et NDCG obtenues à celles
de trois algorithmes de référence. Nous analysons également les ratio de parcimonie,
c’est-à-dire la proportion de caractéristiques restantes après la sélection.
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Enfin, dans le chapitre 8, nous proposons un modèle d’évaluation implicite de
la pertinence à partir des logs de connexion et des actions des utilisateurs. Ce mo-
dèle permet d’évaluer la pertinence d’un document vis-à-vis d’une requête de façon
automatique. Il est utilisé pour la création de jeux de données d’apprentissage issus
d’un moteur commercial. Les jeux de données ainsi créés permettent l’évaluation
des algorithmes proposés et du système dans le cadre d’un moteur commercial.
Chapitre 4
Un système d’ordonnancement
adaptatif basé sur la sélection
de variables
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Dans ce chapitre, nous présentons notre première contribution : la proposition
d’un système d’ordonnancement adaptatif, dépendant des requêtes et basé sur la
sélection de variables.
Dans une première section, nous dressons un état de l’art des approches d’or-
donnancement dépendant des requêtes, vis-à-vis desquelles nous nous positionnons.
Nous introduisons la sélection de variables comme un moyen d’améliorer l’appren-
tissage adaptatif.
Dans une seconde section, nous définissons la sélection de variables, nous rap-
pelons son principe et nous motivons son utilisation en apprentissage d’ordonnan-
cement.
Dans une troisième section, nous décrivons le système d’ordonnancement adap-
tatif proposé, qui intègre des algorithmes de sélection de variables.
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Enfin, dans une dernière section, nous dressons un état de l’art des algorithmes
de sélection de variables en apprentissage d’ordonnancement. Nous positionnons
nos travaux (cf. chapitres 6 et 7) par rapport à l’existant.
4.1 Apprentissage d’ordonnancement dépendant des re-
quêtes
Comme nous l’avons indiqué au chapitre 3, l’apprentissage d’ordonnancement
"traditionnel" présente l’inconvénient d’utiliser la même fonction d’ordonnancement
pour tous les types de requêtes et besoins. L’adaptation de l’ordonnancement aux
types de requêtes est vue comme une façon d’améliorer le classement des résultats
et l’expérience de l’utilisateur.
Différents travaux se sont intéressés à l’adaptation de l’ordonnancement au type
de besoins. Nous pouvons distinguer deux catégories d’approches. La première s’est
concentrée sur la proposition et l’évaluation de fonctions de pertes dépendant de
la requête. La deuxième s’est focalisée sur l’apprentissage de fonctions d’ordonnan-
cement spécifiques à un groupe ou une classe de requêtes. Nous introduisons dans
les sections suivantes quelques travaux représentatifs de chacune de ces catégories
d’approches.
4.1.1 Méthodes basées sur la proposition d’une fonction de perte
dépendant de la requête
Les méthodes de cette catégorie modifient directement les fonctions de pertes
utilisées par les algorithmes d’apprentissage afin de prendre en compte chaque re-
quête.
Zha et al. [Zha 2006] proposent une nouvelle fonction de perte définie à partir
de la fonction initiale indépendante des requêtes et de certains paramètres propres
à chaque requête.
Bian et al. [Bian 2010] proposent également de définir une fonction de perte spé-
cifique à chaque requête et de l’utiliser pour adapter l’ordonnancement. Ils mettent
en évidence que, bien que cette solution soit théoriquement intéressante, elle n’est
pas réalisable en pratique, du fait du grand nombre de requêtes. Les auteurs pro-
posent alors de considérer des catégories de requêtes. Celles-ci sont définies suivant
la typologie de Bröder [Broder 2002].
Selon cette typologie, les requêtes peuvent être regroupées en trois catégories de
besoin : informationnel, navigationnel et transactionnel. Une requête navigationnelle
suppose la recherche d’une page particulière. Par exemple, "site internet lufthansa"
semble indiquer que l’utilisateur recherche la page d’accueil du site de la compagnie
aérienne. Une requête informationnelle suppose que l’utilisateur recherche plusieurs
pages pertinentes sur un sujet donné. Par exemple, "sites touristiques Japon" in-
dique que l’utilisateur recherche différents lieux touristiques à visiter au Japon. Le
site de l’office du tourisme japonais, des pages d’accueil des musées, etc, sont po-
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tentiellement des résultats pertinents. Enfin, une requête transactionnelle indique
que l’utilisateur recherche une information dans le but d’effectuer une transaction.
Par exemple, "achat billet avion Toulouse-Tokyo" indique que l’utilisateur souhaite
acheter un billet pour le trajet Toulouse-Tokyo.
Bian et al. considèrent uniquement les requêtes informationnelles et transac-
tionnelles dans leur travaux. La fonction de perte proposée est exprimée comme un
modèle de mélange composé des fonctions spécifiques aux requêtes navigationnelles
d’une part et aux requêtes informationnelles et transactionnelles d’autre part.
4.1.2 Méthodes basées sur la catégorisation des besoins et l’utili-
sation de fonctions d’ordonnancement spécifiques
Les travaux de cette catégorie proposent de créer des groupes de requêtes puis
d’appliquer sur chacun d’eux une fonction d’ordonnancement spécifique.
Kang et Kim [Kang 2003] ont proposé de regrouper les requêtes en trois caté-
gories correspondant chacune aux classes de Bröder : topic relevance task (requêtes
informationnelles), homepage finding task (requêtes navigationnelles) et service fin-
ding task (requêtes transactionnelles).
Dans leurs expérimentations, Kang et Kim n’ont considéré que les deux pre-
mières catégories. Ils ont proposé différentes mesures de similarité qui, combinées
par des algorithmes d’apprentissage supervisé, permettent d’affecter chaque requête
à la catégorie adéquate. Enfin, ils ont utilisé une fonction d’ordonnancement spé-
cifique pour chacune d’elles. Notons que les deux fonctions utilisées n’ont pas été
déterminées par un algorithme d’apprentissage, mais manuellement.
D’autres travaux ont combiné l’utilisation de catégories de requêtes et d’algo-
rithmes d’apprentissage d’ordonnancement.
Geng et al. [Geng 2008] ont ainsi proposé d’utiliser la méthode des k plus proches
voisins afin de créer dynamiquement des groupes de requêtes sur lesquels des fonc-
tions spécifiques sont apprises.
Dans la phase d’apprentissage, chaque requête est représentée dans l’espace des
caractéristiques. Ses k plus proches voisines sont alors sélectionnées. Un modèle est
appris sur l’extrait du jeu de données d’apprentissage contenant ces k+ 1 requêtes.
Dans la phase de test, chaque nouvelle requête soumise au système est représen-
tée dans l’espace des caractéristiques. Sa plus proche voisine est recherchée parmi
les requêtes connues et la fonction d’ordonnancement correspondante, précédem-
ment apprise, est utilisée pour classer les résultats. Les expérimentations menées
par les auteurs montrent qu’utiliser des fonctions spécifiques pour chaque groupe
de requêtes améliore la qualité des listes de résultats.
Contrairement aux travaux de Geng et al. [Geng 2008] qui créent autant de
modèles que de requêtes, Banerjee et al. [Banerjee 2009] ont proposé de regrouper
celles-ci en C groupes et d’apprendre une fonction spécifique pour chacun d’eux.
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Les auteurs définissent une nouvelle mesure de similarité afin de créer les groupes.
Chaque requête est représentée dans l’espace des caractéristiques par l’ensemble
Dq des vecteurs des documents qui lui sont associés. Une analyse en composantes
principales est effectuée et les P composantes principales (u1, . . . , uP ) sont extraites.
La similarité entre deux requêtes est définie à partir des composantes principales
de la façon suivante :
sim(q, q′) = 1
P
P∑
p=1
|u>p u′p|
Cette similarité est utilisée par l’algorithme de classification non supervisée pour
regrouper les requêtes en C groupes ; une fonction d’ordonnancement est alors ap-
prise pour chacun d’eux.
Dans la phase de test, chaque nouvelle requête soumise au système est compa-
rée à chacune des requêtes connues, puis affectée au groupe dont elle est la plus
similaire. La fonction d’ordonnancement apprise pour ce groupe est alors utilisée
pour ordonner les résultats.
Enfin, Liu et al. [Liu 2009c] ont également proposé de créer des groupes de
requêtes en se basant sur la similarité des URL des documents restitués en réponse
à la requête. Des fonctions d’ordonnancement sont alors apprises spécifiquement
pour chacun des groupes de requêtes ainsi formés. Les auteurs montrent que cette
méthode permet d’améliorer la qualité de la liste de résultats obtenue.
Nos travaux se situent dans la deuxième catégorie d’approches, qu’ils com-
plètent en proposant d’apprendre non seulement une fonction d’ordonnancement
pour chaque catégorie de requêtes, mais aussi de sélectionner uniquement les carac-
téristiques pertinentes pour chaque catégorie. Ce dernier point est possible grâce à
l’utilisation d’algorithmes de sélection de variables. Dans la section suivante, nous
rappelons le principe de la sélection de variables et motivons son utilisation en
apprentissage d’ordonnancement adaptatif.
4.2 Sélection de variables : principe et motivation pour
une utilisation en apprentissage d’ordonnancement
Dans un premier temps, nous rappelons le principe de la sélection de variables,
initialement proposée dans le contexte de la discrimination, ainsi que les trois grands
types d’approches existantes. Dans un second temps, nous motivons son utilisation
dans le contexte de l’apprentissage d’ordonnancement.
4.2.1 Sélection de variables : principe et approches
La sélection de variables en discrimination est une thématique ancienne, qui a
connu un essor depuis le début des années 90. L’augmentation continue du volume
d’information disponible dans les bases de données et l’émergence de disciplines
de recherche à forte volumétrie (RI, web, données omiques en biologie) ont fait
apparaître de nouveaux enjeux de contrôle de la dimensionalité des données et de
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la qualité de prédiction des modèles appris. La sélection de variables est définie
comme la recherche du meilleur sous-ensemble de caractéristiques pertinentes uti-
lisables par un algorithme pour apprendre le modèle ayant la meilleure qualité de
prédiction. Les approches de sélection de variables, qui permettent de supprimer les
caractéristiques non pertinentes pour la modélisation d’un problème, sont impor-
tantes à plusieurs niveaux : facilitation de l’interprétation des modèles, réduction
des temps de calcul pour la préparation des données et l’apprentissage des modèles,
réduction des espaces de stockage requis ou encore amélioration de la performance
des prédicteurs [Guyon 2003].
Trois grands types d’approches ont été proposés : les approches filter (par filtre),
wrapper (encapsulantes) et embedded (embarquées). Dans l’approche filter, la sé-
lection de variables est une étape de pré-traitement au cours de laquelle un sous-
ensemble de caractéristiques est sélectionné indépendamment du classifieur utilisé
pour apprendre le modèle. Dans l’approche wrapper, la sélection de variables est
également une étape de pré-traitement. Le classifieur est utilisé comme boîte noire
pour évaluer, via un score, la qualité de prédiction des modèles appris sur chaque
sous-ensemble de caractéristiques possibles. Celui qui obtient le score le plus élevé
est sélectionné. Enfin, dans l’approche embedded, la sélection de variables est incor-
porée à la phase d’apprentissage du modèle. Elle est spécifique au classifieur utilisé.
Les variables à sélectionner et le modèle sont ainsi déterminés simultanément.
De nombreux algorithmes de sélection de variables existent dans le contexte de
la discrimination. Récemment, des travaux ont proposés des méthodes de sélection
de variables spécifiques à l’apprentissage d’ordonnancement en RI. Dans ce chapitre,
nous nous concentrons sur ces dernières. Le lecteur intéressé par les méthodes de
sélection de variables en discrimination pourra se référer à l’article de Guyon et
Elisseeff de 2003 [Guyon 2003].
4.2.2 Motivations de l’utilisation de la sélection de variables en
apprentissage d’ordonnancement
Au cours des dernières décennies, de nombreux modèles et mesures de similarité
tels que BM25, PageRank, TF-IDF ou les modèles de langue ont été proposés afin
d’ordonner les documents vis-à-vis d’une requête soumise par un utilisateur. Les
algorithmes d’apprentissage d’ordonnancement ont été développés afin de combiner
les résultats de ces modèles pour apprendre des fonctions optimisant le classement
des documents. Les résultats des modèles deviennent les caractéristiques utilisées
par les fonctions d’ordonnancement.
L’ajout continu et massif de nouvelles caractéristiques décrivant les requêtes
et les documents a abouti à l’émergence de problématiques liées à la volumé-
trie des données : la présence de caractéristiques non pertinentes et/ou bruitées
ou encore l’augmentation des temps de calcul. Ces problématiques ne sont pas
propres à l’apprentissage d’ordonnancement. En discrimination, de nombreux tra-
vaux [John 1994, Guyon 2003] ont montré que la sélection de variables est un moyen
efficace pour résoudre ces problèmes. Plus récemment, la sélection de variables a été
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étudiée pour résoudre trois enjeux principaux en apprentissage d’ordonnancement,
que nous détaillons ci-après : le contrôle de la qualité des fonctions ou modèles d’or-
donnancement, le contrôle des temps de calcul via la suppression des variables non
pertinentes et l’adaptation des fonctions d’ordonnancement aux types de recherche
ou de besoins.
4.2.2.1 Enjeu 1 : Contrôle de la qualité des modèles
L’ajout massif de caractéristiques au sein des modèles appris a deux consé-
quences directes. D’une part, les modèles deviennent d’autant plus difficiles à inter-
préter que le nombre de caractéristiques qu’ils utilisent augmente. D’autre part, la
présence de caractéristiques obsolètes, non pertinentes et/ou bruitées conduit à la
dégradation de la qualité de prédiction des modèles appris. Il apparaît ainsi néces-
saire de réduire le nombre de variables utilisées par les modèles, en supprimant celles
qui ne sont pas pertinentes. De fait, la sélection de variables, qui répond directement
à ce besoin, est une approche naturelle pour la résolution de ce problème.
4.2.2.2 Enjeu 2 : Contrôle des temps de calcul
L’augmentation du nombre de variables utilisées par les algorithmes a un impact
sur les temps de calcul au niveau de la création des jeux de données (d’apprentissage
de test et de validation) et de l’apprentissage des modèles d’ordonnancement.
Lors de la création des jeux de données d’apprentissage, chaque caractéristique
est calculée pour chacune des paires requête-document qui constituent le jeu de
données. L’augmentation du nombre de caractéristiques entraîne nécessairement
une augmentation du temps de calcul. De fait, la création des jeux de données
devient plus coûteuse. Par ailleurs, les algorithmes d’apprentissage sont contraints
de résoudre des problèmes d’optimisation de bien plus grande dimension, ce qui
entraîne une augmentation des temps de calcul des fonctions d’ordonnancement. Le
contrôle de ces temps est ainsi un enjeu important pour l’utilisation des algorithmes
en situation réelle.
Pour résoudre ces problèmes, plusieurs solutions sont envisageables. Tout d’abord,
il semble nécessaire de développer des algorithmes pouvant traiter de grands volumes
de données [Sculley 2009, Chapelle 2011b, Liu 2011]. Ensuite, un effort peut égale-
ment être fait pour réduire la dimension du problème en sélectionnant les exemples
constituant le jeu de données [Long 2010, Chapelle 2011b, Liu 2011]. Ainsi, en sé-
lectionnant des observations plus informatives, mais en moins grand nombre, pour
la constitution des données d’apprentissage, il est possible d’agir sur la volumétrie
du problème. Enfin, réduire le nombre de variables permet directement de réduire
le nombre de calculs à effectuer. La sélection de variables est donc une méthode
permettant de contrôler les temps de calcul. Plus largement, la sélection de va-
riables, en temps qu’approche de réduction de la dimension des problèmes, permet
une dimension des temps de traitement et de la mémoire nécessaire au stockage et
au traitement.
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Plus récemment, un nouvel enjeu est apparu en apprentissage d’ordonnance-
ment : l’adaptation de l’ordonnancement au contexte et plus précisément, à la re-
quête. Nous motivons l’utilisation de la sélection de variables dans ce cadre dans la
section suivante.
4.2.2.3 Enjeu 3 : Adaptation des fonctions d’ordonnancement aux types
de recherche ou de besoin
L’idée générale est de déterminer des groupes de requêtes similaires, soit par
des méthodes de classification non supervisée, soit par l’évaluation d’une mesure de
similarité, puis d’apprendre une fonction d’ordonnancement spécifique pour chaque
groupe. C’est le principe de l’ordonnancement dépendant des requêtes. En pratique,
les fonctions d’ordonnancement apprises utilisent le même ensemble de variables,
seuls les poids affectés à chaque variable varient suivant le groupe considéré. Ces
approches présentent, à notre sens, deux limites. D’une part, elles ne résolvent pas le
problème de volumétrie présenté précédemment. D’autre part, les modèles appris,
bien qu’adaptés aux requêtes, ne sont pas nécessairement optimaux. En effet, ils
peuvent contenir des caractéristiques non pertinentes pour l’ensemble des requêtes,
aucune sélection n’ayant était réalisée. Par ailleurs, les mêmes caractéristiques sont
utilisées pour chaque type de besoins, or, toutes ne sont pas nécessairement per-
tinentes pour tous les types de besoins. Nous proposons d’utiliser la sélection de
variables avec deux objectifs : supprimer les caractéristiques non pertinentes pour
tous les types de requêtes et utiliser des caractéristiques spécifiques à chaque groupe.
L’adaptation est effectuée à la fois par l’apprentissage de poids différents pour une
même variable suivant les groupes et par l’utilisation de variables spécifiques à
chaque groupe. Les requêtes elles-mêmes peuvent être regroupées sans limitation
suivant différents critères : similarités sémantiques, similarités de besoin, similarités
de contexte (moteurs géoréférencés vs non géoréférencés), . . .
La sélection de variables apparaît comme une approche permettant non seule-
ment de réduire le bruit et la volumétrie des données, mais aussi d’apprendre des
fonctions d’ordonnancement réellement adaptées au contexte de la recherche. Dans
la section suivante, nous proposons et décrivons un système d’ordonnancement
adaptatif, basé sur la sélection de variables.
4.3 Proposition d’un système d’ordonnancement adap-
tatif basé sur la sélection de variables
Afin d’adapter l’ordonnancement au type de besoin considéré, nous proposons
de combiner l’apprentissage de fonctions d’ordonnancement spécifiques à un type de
besoin ou à un groupe de requête et la sélection de variables. Ce système a été intro-
duit dans un article intitulé "De l’apprentissage d’ordonnancement à l’adaptation au
contexte" publié dans la revue francophone Document Numérique [Laporte 2013c].
Nous nous plaçons dans le cadre de l’apprentissage d’ordonnancement hors ligne.
Le système proposé est constitué de deux entités :
72 Chapitre 4. Ordonnancement adaptatif et sélection de variables
Entité 1 le système d’apprentissage d’ordonnancement hors ligne, qui, à partir
d’un jeu de données étiqueté, apprend des fonctions d’ordonnancement propre
à chaque catégorie de besoin,
Entité 2 le système d’ordonnancement en ligne, qui à partir de la requête sou-
mise par l’utilisateur, identifie la catégorie de besoin, sélectionne la fonction
d’ordonnancement correspondante et l’utilise pour ordonner les résultats de
recherche.
Le système d’apprentissage d’ordonnancement hors ligne est lui-même constitué
de deux blocs :
Bloc 1 l’outil de catégorisation des besoins ou des requêtes, qui crée les groupes
de requêtes ou de besoins
Bloc 2 l’algorithme d’apprentissage des fonctions d’ordonnancement, qui apprend
une fonction d’ordonnancement spécifique pour chacun des groupes.
Nous schématisons le système d’ordonnancement sans sélection de variables,
utilisé par les méthodes de l’état de l’art, à la figure 4.1.
L’originalité de notre approche est d’intégrer la sélection de variables à l’ap-
prentissage. Les méthodes de l’état de l’art utilisent les mêmes caractéristiques
pour chaque fonction, qu’elles pondèrent différemment suivant les catégories. Notre
approche va plus loin, en adaptant non seulement le poids de chaque caractéristique,
mais aussi l’ensemble des caractéristiques utilisées. L’avantage est de n’utiliser que
les caractéristiques pertinentes à chaque besoin, tout en modifiant la volumétrie du
problème. Les algorithmes de sélection de variables nous permettent de ne conser-
ver que les caractéristiques les plus pertinentes pour l’apprentissage de la fonction
d’ordonnancement. Ceci présente deux avantages majeurs : la dimensionnalité du
problème est réduite - ce qui peut entraîner un gain de temps de calcul - et les carac-
téristiques non pertinentes ou bruitées ne sont pas utilisées. Il a été montré que ce
dernier point permet d’améliorer la qualité de prédiction des modèles [Geng 2007].
Le modèle que nous proposons diffère de celui de l’état de l’art sur la façon
d’effectuer l’apprentissage des fonctions d’ordonnancement. Nous modifions le bloc
2 "Outil d’apprentissage pour l’ordonnancement" de l’entité 1 "Système hors ligne"
pour intégrer la sélection de variables, tandis que l’entité "Système en ligne" n’est
pas modifié. Les modifications apportées sont décrites à la figure 4.2 et détaillées
ci-après.
Dans un premier temps et de façon similaire à l’existant, notre système constitue
des groupes ou catégories de requêtes à partir du jeu de données d’apprentissage.
Des typologies, des méthodes de classification supervisée ou non supervisée peuvent
être utilisées dans ce but.
Dans un second temps, des fonctions d’ordonnancement spécifiques aux groupes
précédemment constitués sont apprises en utilisant des approches de sélection de
variables. Deux cas de figures sont possibles à ce niveau, selon que nous utilisons
des approches de type filter ou wrapper ou des approches de types embedded .
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Entrée : Jeu de données d’apprentissage {xi, yi}i=1,...,n
Entrée : Requêtes et caractéristiques associées
Utilisation de :
– Typologies (de Bröder, . . .)
– Méthodes de classification non supervisée (k plus proches voisins,
Classification ascendante hiérarchique, . . .)
– Méthodes de classification supervisée
pour la catégorisation des requêtes.
Sortie : Groupes de requêtes
Bloc 1 (Outil de classification des requêtes).
Entrée : Sous-ensemble du jeu de données d’apprentissage corres-
pondant à un groupe de requêtes
Apprentissage d’une fonction de d variables à l’aide d’un algorithme
d’ordonnancement (RankSVM, RankBoost, . . .)
Sortie : Fonction d’ordonnancement adapté au groupe considéré
Bloc 2 (Outil d’apprentissage pour l’ordonnancement).
Sortie : Groupes de requêtes et fonctions d’ordonnancement spécifiques à
chacun.
Entité 1 (Système hors ligne).
Entrée : Nouvelle requête q et documents associés
1. Détection de la catégorie / du groupe de la requête
2. Sélection de la fonction d’ordonnancement adaptée
3. Détermination du classement à l’aide de la fonction d’ordonnance-
ment
Sortie : Liste ordonnée des documents pour la requête
Entité 2 (Système en ligne).
Figure 4.1 – Système d’ordonnancement adaptatif sans sélection de variables
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Dans le cas d’approches filter et wrapper, la sélection de variables constitue une
étape de pré-traitement. L’apprentissage des fonctions s’effectue en deux étapes ;
d’abord la détermination du sous-ensemble de caractéristiques pertinentes par l’uti-
lisation de la méthode de sélection, puis l’apprentissage de la fonction d’ordonnan-
cement n’utilisant que les caractéristiques sélectionnées.
Dans le cas d’approches embedded, la sélection de variables est incorporée à l’al-
gorithme d’apprentissage d’ordonnancement et une seule étape est nécessaire pour
apprendre une fonction spécifique. L’algorithme d’apprentissage d’ordonnancement
est dit parcimonieux, puisqu’il réduit le nombre de caractéristiques utilisées par les
fonctions d’ordonnancement.
Les fonctions obtenues en utilisant la sélection de variables sont spécifiques à
un groupe ou une catégorie de requêtes, non seulement car elles affectent des poids
différents aux variables, mais aussi car elles n’utilisent pas les mêmes variables pour
tous les groupes.
Ces fonctions sont ensuite utilisées au sein du système d’apprentissage en ligne
pour classer les documents vis-à-vis des requêtes des utilisateurs. Considérant une
requête soumise, le système en ligne détermine la catégorie du besoin exprimé. La
fonction d’ordonnancement correspondante est alors sélectionnée parmi l’ensemble
des fonctions apprises. Elle est utilisée pour ordonner les résultats de recherche qui
sont restitués et présentés à l’utilisateur.
Le système ainsi formalisé constitue une des contributions de nos travaux. Une
contribution majeure de nos travaux est la proposition de méthodes de sélection
de variables. Nous avons ainsi proposé plusieurs algorithmes de sélection que nous
avons évalués sur des données académiques et industrielles. Ces algorithmes peuvent
être utilisés dans le cadre du système adaptatif. Une évaluation dans un cadre d’ex-
ploitation commercial est en cours. Les résultats sont attendus pour la fin d’année
2013. Dans la suite de ce mémoire, nous nous concentrons sur la présentation et
l’évaluation des algorithmes que nous proposons. Dans la section suivante, nous
présentons les méthodes de sélection de variables existantes et nous positionnons
nos travaux.
4.4 Algorithmes de sélection de variables en apprentis-
sage d’ordonnancement : état de l’art et position-
nement
Les méthodes de sélection de variables en apprentissage d’ordonnancement peuvent
être regroupées en suivant les trois principales approches introduites à la section
4.2.1. Dans la suite de cette section, nous présentons successivement les algorithmes
des approches de type filter, wrapper et embedded dédiées à l’apprentissage d’or-
donnancement.
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Entrée : Sous-ensemble du jeu de données d’apprentissage correspondant
à un groupe de requêtes
Etape 1 Sélection du sous-ensemble caractéristiques pertinentes
Etape 2 Apprentissage d’une fonction d’ordonnancement n’utili-
sant que le sous-ensemble de caractéristiques à l’aide d’un al-
gorithme (RankSVM, RankBoost, . . .)
Cas 1 (Utilisation de méthodes filter ou wrapper ).
Sélection des caractéristiques pertinentes et apprentissage de la
fonction d’ordonnancement simultanés.)
Proposition de trois algorithmes de sélection de variables,
avec repondération de la norme `2 et utilisation d’un seuil de
nullité des variables (cf. chapitre 6).
Proposition 1 (Algorithmes de repondération en norme `2).
Proposition d’un algorithme proximal de résolution en norme
`1 et d’un algorithme de repondération de la norme `2 pour
l’approximation des normes non convexes (cf. chapitre 7).
Proposition 2 (Algorithmes de repondération en norme `1).
Cas 2 (Utilisation de méthodes embedded ).
Sortie : Fonction d’ordonnancement spécifique à un groupe de requêtes,
n’utilisant qu’un sous-ensemble des caractéristiques.
Bloc 2 (Outil d’apprentissage pour l’ordonnancement avec sélection).
Figure 4.2 – Module d’apprentissage d’ordonnancement hors ligne incorporant la
sélection de variables. L’outil de classification des requêtes et le système en ligne
sont identiques à ceux de la figure 4.1
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4.4.1 Algorithmes de l’approche par filtre (filter )
A notre connaissance, l’algorithme Greedy Search for Feature Selection (GAS)
proposé par Geng et al. [Geng 2007] constitue la première proposition d’une ap-
proche de sélection de variables dédiée à l’apprentissage d’ordonnancement. Pour
cette raison, nous la décrivons de façon plus détaillée que les autres approches in-
troduites ici.
Il s’agit d’une approche de type filter basée sur l’utilisation d’un score d’impor-
tance et d’un score de similarité entre variables pour effectuer la sélection. L’algo-
rithme se décompose en trois étapes :
Etape 1 Calcul du score d’importance pour chaque variable
Pour chaque caractéristique i, les observations sont ordonnées suivant les va-
leurs prises par i. Le classement pii ainsi obtenu est évalué soit à l’aide d’une
mesure de RI comme la MAP ou le NDG, soit à l’aide d’une fonction d’er-
reur. C’est ce résultat d’évaluation qui servira de score d’importance pour la
caractéristique considérée.
Etape 2 Calcul du score de similarité pour chaque couple de variables
Pour chaque couple de caractéristiques (i, j) et chaque requête q, les deux
classements pii et pij sont comparés via le τ de Kendall, tel que
τq(pii, pij) =
#{(ds, dt) ∈ D|dt pii ds and dt pij ds}
#{(ds, dt) ∈ D} (4.1)
où D est l’ensemble des documents du jeu de données associés à la requête
et dt pii ds indique que le rang du document dt est supérieur à celui de ds
lorsque l’on considère le classement pii. Cela signifie que dt apparaît avant ds
dans la liste de résultats, il est préféré à ce dernier. La valeur du τ est ainsi
utilisée comme mesure de similarité entre les deux caractéristiques.
Etape 3 Résolution d’un problème d’optimisation sous contraintes via un algo-
rithme "Greedy"
Le problème est alors de rechercher le sous-ensemble de caractéristiques pour
lequel la somme des scores d’importance des caractéristiques est maximale
et la somme des scores de similarité des caractéristiques est minimale. Les
auteurs proposent de résoudre le problème d’optimisation sous contraintes
suivant : 
max
ωi,ei,j
∑
i
ωixi − c
∑
i
∑
j 6=i
ei,jxixj
sous la contrainte
∑
i
xi = t
et xi ∈ {0, 1}, i = 1, . . . ,m
(4.2)
où xi indique si la caractéristique i est considérée dans le modèle ou non, ωi
est le score d’importance de i et ei,j = ej,i est le score de similarité entre i et
j. Le problème est résolu à l’aide d’un algorithme de type Greedy.
L’algorithme GAS a été évalué par les auteurs sur les jeux de données Ohsumed
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et Gov, en utilisant les algorithmes RankSVM et RankNet pour l’apprentissage des
fonctions d’ordonnancement. Les expériences menées ont permis de montrer que
la MAP et le NDCG@10 restaient stables voire augmentaient lorsque le nombre
de caractéristiques des modèles diminuait. Néanmoins, les performances obtenues
variaient suivant le jeu de données considéré.
L’algorithme GAS a inspiré d’autres travaux de l’approche filter. Hua et al.
[Hua 2010] ont proposé une approche nommée Hierarchical Feature Selection for
Ranking basée sur la classification non supervisée et une méthode de délégation
pour effectuer la sélection de variables. Leur algorithme se décompose en deux
étapes. Dans un premier temps, la mesure de similarité entre variables présentée
dans GAS et une mesure de qualité définie par les auteurs sont utilisées pour créer
des groupes de caractéristiques, à l’aide d’un algorithme des k-moyennes. Dans un
second temps, pour chaque groupe de caractéristiques, les auteurs calculent le score
d’importance de chaque variable de façon similaire à GAS. La caractéristique qui
obtient le meilleur score est déclarée représentative du groupe puis est sélectionnée.
Le nombre total de caractéristiques est ainsi égal au nombre de groupes formés
(k). Le modèle d’ordonnancement final est alors appris en utilisant seulement ces
k caractéristiques. La méthode a été évaluée sur la collection LETOR 4. Vingt-six
caractéristiques ont été sélectionnées sur le jeu de données MQ2007 et utilisées pour
l’apprentissage sur les jeux de données MQ2007 et MQ2008. Les expérimentations
montrent que les valeurs de MAP et de NDCG sont comparables voire meilleures
pour les modèles de dimension réduite.
Parmi les travaux de l’approche filter n’utilisant pas les scores d’importance
et de similarité définis dans GAS, nous pouvons citer RankFilter [Yu 2009]. Il
s’agit d’une méthode basée sur l’algorithme Relief, développé pour la discrimina-
tion multi-classes (par exemple non pertinent vs pertinent) en 1992 par Kira et
Rendell [Kira 1992]. L’algorithme Relief affecte initialement à chaque caractéris-
tique un score de pertinence qui indique qu’elle est pertinente pour la modélisation
du problème. Puis, à chaque étape, une observation est aléatoirement sélectionnée
dans le jeu de données. Elle est alors comparée à l’observation la plus proche ap-
partenant à la même classe de pertinence (appelée Near Hit et notée NH) et à
l’observation la plus proche appartenant à la classe opposée (appelée Near Miss et
notée NM). Le poids de pertinence wi de chaque caractéristique i est alors mis à
jour de la façon suivante :
wi = wi − diff(xi, NHi)2 + diff(xi, NMi)2 (4.3)
où diff(xi, xj) = 1{xi 6=xj}. Le processus est répété jusqu’à ce que toutes les variables
pertinentes aient été sélectionnées. Yu et al. [Yu 2009] ont directement adapté l’al-
gorithme Relief pour l’utiliser dans le cadre de l’apprentissage d’ordonnancement
pour des données (couples requête-document) étiquetées avec des classes de perti-
nence (non pertinent, peu pertinent, très pertinent). Les auteurs montrent que les
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valeurs de MAP et de NDCG sont meilleures en utilisant cette approche comparati-
vement à l’approche GAS. Par ailleurs, la méthode peut être utilisée sur de grands
volumes de données.
Parallèlement au développement d’approches filter, plusieurs travaux se sont in-
téressés à l’utilisation d’approches wrapper pour la sélection de variables en appren-
tissage d’ordonnancement. Nous présentons ces méthodes dans la section suivante.
4.4.2 Algorithmes de l’approche encapsulante (wrapper)
Certaines méthodes de l’approche wrapper sont en réalité des variations des mé-
thodes filter présentées au paragraphe précédent. Hua et al. [Hua 2010] ont proposé
une variante wrapper de leur algorithme Hierarchical Feature Selection for Ranking.
La méthodologie de création des groupes de requêtes est identique à l’approche pré-
sentée plus haut, seul le choix de la caractéristique représentative diffère. Plutôt que
d’utiliser le score d’importance défini par GAS, les auteurs proposent d’apprendre,
pour chaque groupe de variables, un modèle qui n’utilise que les variables de ce
groupe. La variable associée au plus grand poids dans le modèle est alors choisie
comme représentative. Yu et al. ont également proposé une variante wrapper de
leur algorithme basé sur la méthode Relief [Yu 2009] et nommée RankWrapper.
Tandis que RankFilter considère des classes de pertinence comme jugement de per-
tinence de chaque document, RankWrapper considère un ordre de pertinence relatif
entre documents, ce qui constitue la différence principale entre les deux algorithmes.
D’autres travaux proposent d’adapter des algorithmes existants. Dang et Croft
[Dang 2010] considèrent l’algorithme Best First Search [Kohavi 1997] pour effectuer
la sélection de variables. Considérant F l’ensemble des caractéristiques, la première
étape est de créer k partitions disjointes F1, . . . ,Fk de F de taille maximale s.
Pour cela, les auteurs créent un graphe dont chaque sommet ou noeud est un sous-
ensemble des caractéristiques de taille maximale s . Une arête lie deux noeuds s’il
est possible de passer d’un noeud à l’autre en ajoutant ou en supprimant exactement
une variable du noeud. Un algorithme de Best First Search est alors utilisé pour
choisir le meilleur sous-ensemble de variables. Un premier noeud est sélectionné de
façon aléatoire, un modèle est appris à l’aide d’un algorithme d’ordonnancement et
sa performance est évaluée à l’aide d’une certaine mesure.
L’algorithme répète le processus sur le noeud voisin et ainsi de suite jusqu’à ce que,
soit la mesure se stabilise, soit aucun ensemble ne permette d’améliorer la perfor-
mance. Le sous-ensemble final est ainsi sélectionné. Un nouveau graphe contenant
les variables restantes est créé et le processus est itéré jusqu’à ce que toutes les
partitions soient créées.
Une fois les partitions obtenues, la deuxième étape consiste à définir le modèle
appris sur chaque sous-ensemble comme une nouvelle caractéristique. Ainsi, k nou-
velles caractéristiques sont définies. Elles seront utilisées pour l’apprentissage du
modèle final, qui est effectué à l’aide d’algorithmes de l’état de l’art comme Rank-
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Net, RankBoost ou AdaRank. Les auteurs ont montré que la qualité de prédiction
obtenue avec le modèle réduit est équivalente à celle du modèle utilisant toutes les
variables, tout en utilisant de 10 % à 44 % de caractéristiques en moins, sur les jeux
de données MQ2007 et MQ2008, en considérant le NDCG@5.
Pahikkala et al. proposent l’algorithme Greedy RankRLS [Pahikkala 2010], qui
est une adaptation de l’algorithme d’apprentissage d’ordonnancement RankRLS
présenté dans [Pahikkala 2009]. L’idée générale est de créer différents ensembles
de caractéristiques et d’apprendre pour chacun un modèle d’ordonnancement à
l’aide de l’algorithme RankRLS. Le sous-ensemble de caractéristiques qui obtient la
meilleure qualité de prédiction est alors utilisé pour apprendre le modèle final. Les
expérimentations effectuées sur la collection LETOR 4 ont montré que les valeurs de
MAP et NDCG@10 des méthodes proposées sont équivalentes à celles obtenues par
les méthodes de référence, tout en utilisant moins de caractéristiques. D’après les
résultats présentés, les modèles optimaux utilisent environ 32 % des caractéristiques
sur MQ2007 et moins de 10 % sur MQ2008, pour une qualité d’ordonnancement
équivalente aux approches de l’état de l’art qui n’effectuent pas de sélection. Il est
difficile de comparer cette approche à la précédente, car les mesures d’évaluation
utilisées diffèrent.
Enfin, d’autres méthodes combinent des procédures wrapper existantes, comme
la méthode de sélection forward et backward, à des scores de similarités et d’im-
portance inspiré de GAS pour effectuer la sélection de variables. La méthode de
sélection forward part d’un modèle initial vide et ajoute les variables une à une. La
variable à ajouter est celle qui améliore le plus la qualité de prédiction selon la me-
sure considérée. Lorsque l’ajout de nouvelles variables ne permet plus d’améliorer
le modèle, l’algorithme s’arrête. La méthode backward fonctionne de façon inversée.
Elle considère un modèle initial contenant toutes les caractéristiques et enlève tour
à tour la variable la moins utile au modèle. Les caractéristiques sont retirées jusqu’à
ce que leur suppression dégrade le modèle.
Pan et al. [Pan 2009, Pan 2011] proposent ainsi de combiner l’utilisation de
boosting d’arbres de décision binaires, d’une procédure d’élimination backward et
un score d’importance basé sur le NDCG. En pratique, les auteurs créent différents
sous-ensembles de caractéristiques. Puis, ils apprennent des modèles à l’aide d’un
algorithme de boosting d’arbres de décision binaires. Enfin ils suppriment les ca-
ractéristiques suivant les valeurs de NDCG@5 obtenues, qui est ici défini comme un
score d’importance des variables. Le processus d’apprentissage des modèles et de
suppression de caractéristiques est itératif. Les auteurs comparent la performance
de cette approche à une méthode Greedy qui optimise un score de similarité entre
variables et un score d’importance. Ils montrent que l’approche backward donne de
meilleurs résultats. Ils constatent que la méthode offre des résultats comparables à
l’état de l’art tout en conservant uniquement 7 % des caractéristiques initiales du
jeu de données. Cet algorithme a été évalué sur des données issues de Wikipédia et
non sur LETOR, il n’est donc pas possible de le comparer aux méthodes précédentes
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sur la base des articles publiés.
Enfin, Lai et al. [Lai 2011] combinent un score de similarité entre variables et des
méthodes de sélection backward et forward pour sélectionner les caractéristiques les
plus pertinentes. Le score de similarité entre deux caractéristiques i et j est défini
comme le coefficient de corrélation de Pearson entre les listes de résultats ordonnées
suivant les valeurs de i et les valeurs de j.
Plus récemment, des méthodes de sélection de variables de type embedded ont
été proposées. Nous les présentons dans la section suivante.
4.4.3 Algorithmes de l’approche embarquée (embedded)
Contrairement aux approches filter et wrapper, les méthodes embedded effec-
tuent la sélection de variables et l’apprentissage des fonctions d’ordonnancement
de façon simultanée. Ces méthodes promeuvent la parcimonie dans les modèles en
modifiant directement le problème d’optimisation résolu par l’algorithme. En pra-
tique, un terme de régularisation induisant de la parcimonie est introduit dans la
formulation du problème. Ce procédé est détaillé au chapitre 5 dans le cas des SVM.
Bien que ces méthodes soient largement utilisées en apprentissage, elles ont été
relativement peu étudiées dans le contexte de la sélection de variables en apprentis-
sage d’ordonnancement. Sun et al. [Sun 2009] ont proposé l’algorithme RSRank qui
utilise un terme de régularisation en norme `1 pour induire de la parcimonie. Cette
méthode permet d’optimiser directement le NDCG. Le problème d’optimisation est
résolu via une méthode de descente de gradient. Les expérimentations menées sur
les jeux de données Ohsumed et TD2003 ont montré que la méthode ne conservait
qu’environ un tiers des caractéristiques en dégradant les résultats d’au plus 3 %.
L’utilisation de la norme `1 a également été proposée pour introduire de la par-
cimonie dans le cas d’algorithmes basés sur les SVM. Lai et al. [Lai 2013a] ont ainsi
développé un algorithme nommé FenchelRank pour la résolution des SVM parcimo-
nieux en apprentissage d’ordonnancement de préférences. Le problème d’optimisa-
tion est résolu de façon itérative. Les expérimentations effectuées sur les collections
LETOR ont montré que l’algorithme obtient des taux de parcimonie très faible,
avec de 19 à 50 % de variables conservées dans les modèles. Par ailleurs les valeurs
de MAP et NDCG sont comparables à celles des algorithmes non parcimonieux de
référence.
Enfin, Lai et al. ont récemment proposé un nouvel algorithme basé sur les SVM
parcimonieux et nommé FSMRank [Lai 2013b]. Cette méthode résout un problème
d’optimisation jointe qui introduit de la parcimonie tout en minimisant l’erreur de
prédiction. Une approche de gradient accéléré est utilisée pour la résolution. L’algo-
rithme proposé présente ainsi l’avantage de converger très rapidement. Par ailleurs,
les auteurs montrent que la qualité de prédiction de FSMRank est globalement
meilleure que celle obtenue avec GAS sur les jeux de données de référence.
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Conclusion
Dans ce chapitre, nous avons motivé l’utilisation de méthodes de sélection de
variables en apprentissage d’ordonnancement. Nous avons proposé un système d’or-
donnancement utilisant la sélection de variables afin d’apprendre des fonctions spéci-
fiques à chaque groupe de requêtes. Nous avons dressé un état de l’art des approches
de sélection existantes et susceptibles d’être intégrées dans ce système.
Les approches embedded nous paraissent prometteuses. L’utilisation de régulari-
sations parcimonieuses permet de réduire le nombre de caractéristiques des modèles
et de conserver une bonne qualité de prédiction. L’apprentissage des fonctions d’or-
donnancement et la sélection de variables se font simultanément, sans poser d’hy-
pothèses supplémentaires sur la similarité ou l’importance des variables. Ce dernier
point constitue à notre sens un avantage majeur de ces méthodes. Nous avons donc
choisi de considérer ce type d’approches.
Dans la suite de cette partie, nous étudions l’utilisation des méthodes embedded
pour la sélection de variables en apprentissage d’ordonnancement. Plus particu-
lièrement, nous nous intéressons à l’utilisation de SVM parcimonieux. Nous nous
concentrons sur l’utilisation de normes non convexes qui sont généralement plus
parcimonieuses que la norme `1 utilisée par les algorithmes de l’état de l’art. L’ob-
jectif est de proposer des méthodes capables de supprimer un très grand nombre
de caractéristiques, sans dégrader les qualités de prédiction, dans un temps raison-
nable (de l’ordre de quelques secondes ou dizaines de secondes sur un ordinateur
personnel).
Nous présentons les SVM au chapitre 5 et les algorithmes de sélection de va-
riables développés aux chapitres 6 et 7. Les algorithmes du chapitre 6 sont basés sur
des techniques de repondération en norme `2 avec seuillage pour l’approximation
des problèmes en norme `1 et `0. Les approches du chapitre 7 sont basées sur un
algorithme proximal en norme `1 et des techniques de repondération de la norme `1
pour l’approximation de normes parcimonieuses non convexes. Contrairement aux
méthodes proposées au chapitre 6, elles ne nécessitent pas l’utilisation d’un seuil de
nullité des variables et sont "naturellement parcimonieuses".
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tissage d’ordonnancement : principe et formalisa-
tion
5.1.1 Principe général des SVM
Les Machines à Support de Vecteurs ou Séparateurs à Vaste Marge (Support
Vector Machines en anglais, SVM) constituent une classe de techniques d’appren-
tissage supervisé proposées pour la résolution de problèmes de discrimination bi-
naire. Ils sont basés sur les travaux de Vapnik [Vapnik 1995] sur l’apprentissage
statistique. Les SVM ont également été étendus à la régression [Burges 1997] et à
l’apprentissage multi-classes [Weston 1999, Crammer 2002]. Dans cette partie, nous
présentons les SVM linéaires dans le cadre de la discrimination d’une variable di-
chotomique binaire. Les SVM non linéaires à noyaux ne sont pas abordés dans cette
thèse. Le lecteur intéressé par ces méthodes peut se référer à l’ouvrage de référence
de Schölkopf et Smola [Scholkopf 2001].
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Figure 5.1 – Principe des SVM linéairement séparables. Les points colorés (ronds
et carrés) représentent les deux classes à séparer. L’hyperplan séparateur optimal
est représenté en rouge, tandis que d’autres hyperplans non optimaux sont indiqués
en bleu.
Cas linéairement séparable
Considérons [x(1) . . .x(d)] les variables prédictives, xi = [x(1)i . . .x
(d)
i ] ∈ Rd la
représentation de l’observation i dans l’espace des variables, y ∈ {−1,+1} la variable
dichotomique à prédire et un problème de discrimination linéairement séparable.
Nous supposons l’existence de l’échantillon statistique {(xi, yi)}i=1,...,n de taille n et
de loi de probabilité inconnue. Le problème de discrimination linéaire par la méthode
des SVM consiste à déterminer l’hyperplan séparateur de marge maximale, c’est-à-
dire la fonction de décision de la forme f(x) = sign(w>x + b) où w ∈ Rd et b ∈ R,
qui sépare de façon parfaite les deux classes (cf. figure 5.1). La recherche de cet
hyperplan revient à résoudre un problème d’optimisation linéaire sous contrainte,
appelé formulation primale des SVM linéairement séparables (cf. définition 13).
Soient {(xi, yi)}i=1,...,n un échantillon statistique de taille n et de loi de pro-
babilité inconnue, yi ∈ {−1, 1} la classe à prédire, w le vecteur des poids,
b ∈ R un biais, alors la formulation primale des SVM linéairement sépa-
rables est donnée par le problème d’optimisation sous contrainte suivant :
min
w,b
1
2‖w‖
2
2
avec yi(w>xi + b) ≥ 1 ∀i = 1, . . . , n
Définition 13 (Formulation primale des SVM linéairement séparables).
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Le problème d’optimisation peut être résolu directement via la formulation pri-
male. Néanmoins, la formulation duale lui est souvent préférée, d’une part, car
elle permet d’écrire le problème sous une forme quadratique souvent plus facile à
résoudre et d’autre part, car elle permet l’introduction de noyaux et donc la réso-
lution de problèmes non linéaires. Le passage à la formulation duale s’effectue en
écrivant le lagrangien du problème primal ainsi que les conditions de Karush, Kuhn
et Tucker [Nocedal 2006]. L’objectif est alors de maximiser le lagrangien des SVM
linéairement séparables, noté L(., .). Celui-ci s’exprime de la façon suivante :
L(w, b, α) = 12‖w‖
2
2 −
n∑
i=1
αi(yi(w>xi + b)− 1) (5.1)
où α est le vecteur des αi multiplicateurs de Lagrange associés aux contraintes. Le
problème dual peut alors être caractérisé à l’aide des cinq conditions de Karush,
Kuhn et Tucker (conditions de stationnarité 5.2 et 5.3, condition de complémentarité
5.4, conditions d’admissibilité primale 5.5 et duale 5.6), où (w∗, b∗) est la solution
optimale du problème et α∗ les multiplicateurs de Lagrange correspondants :
∇wL(w∗, b∗, α∗) = 0⇔ w∗ −
n∑
i=1
α∗i yixi = 0 (5.2)
∂L(w∗, b∗, α∗)
∂b
= 0⇔
n∑
i=1
α∗i yi = 0 (5.3)
α∗i (yi(w>xi + b∗)− 1) = 0 ∀i = 1, . . . , n (5.4)
yi(w>xi + b∗) ≥ 1 ∀i = 1, . . . , n (5.5)
α∗i ≥ 0 ∀i = 1, . . . , n (5.6)
Les conditions de complémentarité (5.4) et d’admissibilité (5.5 et 5.6) per-
mettent de définir les contraintes actives. Celles-ci correspondent aux coefficients de
Lagrange strictement positifs c’est-à-dire pour lesquelles la relation yi(w>xi+b∗) =
1 est vérifiée. Les observations xi associées sont appelées vecteurs supports. Les
contraintes pour lesquelles les coefficients αi sont nuls, c’est-à-dire qui vérifient la
relation yi(w>xi + b∗) > 1, sont appelées des contraintes inactives. Résoudre la for-
mulation primale des SVM équivaut alors à maximiser le lagrangien du problème
dual, sous la contrainte que les solutions vérifient les conditions 5.2, 5.3 et 5.6. Cela
équivaut à écrire le problème d’optimisation sous la forme suivante :

max
w,b
1
2‖w‖
2
2 −
n∑
i=1
αi(yi(w>xi + b)− 1)
avec w∗ −
n∑
i=1
α∗i yixi = 0,
n∑
i=1
α∗i yi = 0 et αi = 0 ∀i = 1, . . . , n
(5.7)
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En utilisant la condition de stationnarité (5.2), nous posons w = ∑ni=1 α∗i yixi =
0. En remplaçant w par cette expression dans chacun des termes de l’équation
précédente, nous pouvons réécrire le problème uniquement à partir de αi, yi et xi.
Le problème obtenu s’appelle la formulation duale des SVM séparables. Elle est
présentée à la définition 14.
Soient {(xi, yi)}i=1,...,n un échantillon statistique de taille n et de loi de
probabilité inconnue, yi ∈ {−1, 1} la classe à prédire et α les multiplicateurs
de Lagrange, alors la formulation duale des SVM linéairement séparables
est donnée par le problème d’optimisation sous contrainte suivant :
max
α
1
2
n∑
i=1
n∑
j=1
αjαiyiyjx>j xi −
n∑
i=1
αi
avec
n∑
i=1
αiyi = 0 et αi ≥ 0 ∀i = 1, . . . , n
Définition 14 (Formulation duale des SVM linéairement séparables).
Cas non linéairement séparable
Les formulations précédentes sont valables dans le cas de problèmes dont les
observations sont effectivement séparables par un plan. Néanmoins, celles-ci peuvent
être non séparables (cf. figure 5.2).
Figure 5.2 – Principe des SVM non linéairement séparables. Les points colorés re-
présentent les deux classes à séparer. L’hyperplan séparateur optimal est représenté
en rouge, tandis que d’autres hyperplans non optimaux sont indiqués en bleu. La
présence d’un point bleu dans les carrés verts (resp. d’un carré vert dans les points
bleus) rend les classes non linéairement séparables.
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Dans ce cas, il est nécessaire de relâcher le problème en autorisant une erreur
sur la discrimination, c’est-à-dire la présence d’observations mal classées. Cela est
possible en introduisant des variables dites d’écart, notées ξi, qui vont permettre la
présence d’erreurs tout en contrôlant l’éloignement entre l’hyperplan et les observa-
tions mal classées. La formulation primale (13) est ainsi modifiée en introduisant des
variables d’erreur et un terme de pénalisation C > 0, comme indiqué dans l’équation
15. Le paramètre C permet de contrôler le compromis entre qualité d’ajustement
et capacité de généralisation en agissant sur les erreurs autorisées.
Soient {(xi, yi)}i=1,...,n un échantillon statistique de taille n et de loi de
probabilité inconnue, yi ∈ {−1, 1} la classe à prédire, w le vecteur des
poids, b ∈ R un biais, ξi, i = 1, . . . , n les termes d’erreur et C > 0 un
paramètre contrôlant les erreurs, alors la formulation primale des SVM
non séparables est donnée par le problème d’optimisation sous contrainte
suivant : 
min
w,b
1
2‖w‖
2
2 + C
n∑
i=1
ξi
avec yi(w>xi + b) ≥ 1− ξi ∀i = 1, . . . , n
Définition 15 (Formulation primale des SVM linéaires - Cas non séparable).
Les termes d’erreurs peuvent être ré-écrits pour ne faire intervenir que yi,w,xi et
b. Notamment, la régularisation Hinge ξi = max(0, yi(wTxi+b)) ou la régularisation
Hinge au carré peuvent être utilisées. Dans cet état de l’art, nous avons considéré une
régularisation Hinge au carré, ce qui revient à considérer le problème d’optimisation
sans contrainte suivant :
min
w,b
1
2‖w‖
2
2 + C
n∑
i=1
max(0, 1− yi(w>xi + b))2 (5.8)
La formulation duale du problème 5.8 peut également être déduite en écrivant
les conditions de Karush, Kuhn et Tucker. Le passage au cas non linéaire peut
ensuite être effectué en introduisant des fonctions noyaux dans la formulation duale.
En apprentissage d’ordonnancement, nous nous limitons à l’utilisation de SVM
linéaires.
Dans la section suivante, nous présentons comment les SVM linéaires sont mo-
difiés dans le cas de l’apprentissage d’ordonnancement par paire, appelé également
apprentissage d’ordonnancement de préférences.
5.1.2 De la classification à l’apprentissage d’ordonnancement de
préférences : formulation mathématique
Nous nous intéressons à l’utilisation des SVM dans le cadre de l’apprentissage
d’ordonnancement et plus particulièrement, dans le contexte d’approches par paire.
88 SVM parcimonieux pour la sélection de variables
Notre objectif est l’optimisation automatique de l’ordonnancement de paires de
documents vis-à-vis de requêtes utilisateurs. Dans cette partie, nous montrons com-
ment le problème d’apprentissage d’ordonnancement par paires peut être ramené
à un problème de discrimination lorsque l’on considère les SVM. Nous partons du
problème 16, proposé par Joachims [Joachims 2002] et montrons qu’il peut être
ré-écrit sous la forme 5.8.
Soient :
– R = {rk}k=1,...,R l’ensemble des requêtes considérées, où R est le nombre
total de requêtes,
– D = {di}i=1,...,N l’ensemble des documents considérés, oùN est le nombre
total de documents,
– L’extracteur de caractéristiques φ qui à toute paire requête-document
(rk, di) associe un vecteur de caractéristiques φ(rk, di) ∈ Rd où d est le
nombre de caractéristiques. φ(rk, di) représente la paire dans l’espace des
caractéristiques,
– Prk = {(i, j)i,j=1,...,N |di rk dj} l’ensemble des couples d’indices
(i, j)i,j=1,...,N tels que le document di est préféré au document dj pour la
requête rk
Alors le problème d’apprentissage d’ordonnancement par paires avec les
SVM est défini par le problème d’optimisation sous contraintes suivant :
min
w,ξi,j,k
1
2‖w‖
2
2 + C
∑
i,j,k
ξi,j,k (5.9)
sous les contraintes
∀(i, j) ∈ Pr1 ,w>(φ(r1, di)− φ(r1, dj)) > 1− ξi,j,1
...
∀(i, j) ∈ PrR ,w>(φ(rR, di)− φ(rR, dj)) > 1− ξi,j,R
(5.10)
et
∀i,∀j,∀k, ξi,j,k ≥ 0 (5.11)
Définition 16 (Ordonnancement de préférences avec les SVM en RI).
Les contraintes traduisent les préférences entre deux documents pour une même
requête. Si le document di est préféré au document dj pour la requête rk, alors
la valeur prédite pour di doit être supérieure à la valeur prédite pour dj , soit
w>φ(rk, di) > w>φ(rk, dj)1 − ξi,j,k. En faisant passer tous les termes contenant
φ(., .) à gauche de l’équation et en factorisant par w, la formulation est équivalente
à celle de la définition. En travaillant sur la ré-écriture de l’ensemble des préfé-
rences entre paires de documents, le problème 16 peut être ré-écrit sous la forme de
la définition 15.
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Soit Ik = {ik}i=1,...,N et((i,.) ou (.,i))∈Prk ) l’ensemble des indices des documents
qui interviennent dans une relation de préférence pour la requête rk. En posant
D = [{i ∈ I1} . . . {i ∈ IR}] , D ∈ N
∑R
k=1 card{Ik}
R = [ 1 . . . 1︸ ︷︷ ︸
card{I1}
. . . k . . . k︸ ︷︷ ︸
card{Ik}
. . . R . . . R︸ ︷︷ ︸
card{IR}
] , R ∈ N
∑R
k=1 card{Ik}
et n = ∑Rk=1 card{Ik}, nous pouvons définir l’ensemble P des relations de pré-
férences (paires) de la façon suivante :
P = {(s, t)s=1,...,n;t=1,...,n|(D(s),D(t)) ∈ PrR(s)=R(t)}
Chaque vecteur de caractéristiques φ(., .) peut être écrit sous la forme φ(., .) =
xs, s = 1, . . . , n. Chaque préférence p = (s, t) ∈ P est alors représentée par le
vecteur de caractéristiques x˜p tel que x˜p = xs − xt. Soit P le nombre total de
caractéristiques, le problème d’apprentissage d’ordonnancement par paires défini
en 16 peut alors être ré-écrit sous la forme suivante :
min
w,ξp
1
2‖w‖
2
2 + C
P∑
p=1
ξp (5.12)
sous les contraintes {
x˜pw ≥ 1− ξp
ξp ≥ 0 ∀p = 1, . . . , P
(5.13)
Nous retrouvons donc bien le problème de discrimination dans le cas particulier
ou b = 0 et yp = 1 ∀p. En introduisant la régularisation Hinge au carré, le problème
final à résoudre devient :
min
w
1
2‖w‖
2
2 + C
P∑
p=1
max(0, 1− x˜>p w)2 (5.14)
Ce dernier problème constitue notre reformulation de référence pour la suite de
ces travaux. Des algorithmes d’apprentissage d’ordonnancement comme RankSVM-
Primal et RankSVM-Dual permettent de résoudre efficacement ce type de pro-
blèmes. Dans la suite de nos travaux, nous nous concentrons sur le développement
d’algorithmes de SVM parcimonieux, pour la sélection de variables en apprentis-
sage d’ordonnancement. Nous présentons le principe des SVM parcimonieux dans
la section suivante.
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5.2 SVM parcimonieux pour la sélection de variables
De nombreux travaux se sont intéressés à l’utilisation de régularisations parci-
monieuses pour la sélection de variables. Dans ce chapitre, nous présentons com-
ment effectuer la sélection en introduisant des régularisations parcimonieuses. Nous
utilisons les SVM comme méthode d’apprentissage. Dans un premier temps, nous
ré-écrivons le problème d’apprentissage comme un problème de minimisation d’une
fonction de perte et d’un terme de régularisation. Dans un second temps, nous ex-
pliquons comment adapter ce problème pour effectuer de la sélection de variables
via des régularisations parcimonieuses. Nous présentons les régularisations convexes
et non convexes qui peuvent être envisagées dans ce cadre. Une explication détaillée
est disponible dans le livre de Hastie, Tibshirani et Friedman [Hastie 2003].
5.2.1 Définition du problème d’apprentissage avec régularisation
Les formulations utilisées dans cette partie sont issues de la communauté de
l’apprentissage ou Machine Learning et plus précisément des travaux de Vapnik
sur la théorie de l’apprentissage et le principe de minimisation du risque structurel
[Vapnik 1995]. Ces travaux montrent que le problème d’apprentissage peut être
défini de manière généralisée de la façon suivante :
min
w,b
C
n∑
i=1
L(x>i w + b, yi) + Ω(w) (5.15)
où C est une constante positive, L(., .) est une fonction de coût et Ω(.) est un terme
de régularisation. La fonction de coût L(., .) est un terme mesurant l’erreur ou la
divergence entre la valeur prédite par le modèle et la valeur de référence yi. Le terme
de régularisation Ω(.) contrôle la capacité de généralisation du modèle au travers
de sa complexité. En pratique, différentes fonctions de perte peuvent être utilisées,
suivant le cadre d’utilisation. En discrimination, les fonctions de perte Hinge, Hinge
au carré et logistique sont généralement privilégiées. En régression, les fonctions
de perte `2 ou de Hubert sont considérées. De façon similaire, différents termes de
régularisation peuvent être utilisés, selon l’objectif ciblé. La norme `2, Ω(w) = ‖w‖22
ou régularisation ridge, est la plus usitée dans le cadre général d’apprentissage. La
norme `1, Ω(w) = |w|1, ou régularisation Lasso a été proposée par Tibshirani
[Tibshirani 1996] pour sélectionner automatiquement les variables pertinentes. Le
principe de la sélection de variables par utilisation de régularisations parcimonieuses
est présenté dans la section suivante. Notons que le problème (5.14) est un cas
particulier de (5.15) avec b = 0, L(x˜>i w, yi) = max(0, 1− x˜>p w)2 et Ω(w) = 12‖w‖22.
Dans la suite de chapitre, nous considérons b = 0 sans perte de généralité.
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5.2.2 Sélection de variables par utilisation de régularisations par-
cimonieuses
Apprendre le modèle le plus parcimonieux consiste à construire le modèle uti-
lisant le moins de caractéristiques possibles. En pratique, dans le cas linéaire, il
s’agit d’annuler le maximum de coefficients du modèle ou, de façon équivalente, de
minimiser le nombre de coefficients non nuls. Une façon naturelle de résoudre ce
problème est de considérer la norme `0, c’est-à-dire de poser Ω(w) = ‖w‖0 et le
problème suivant :
min
w
C
n∑
i=1
L(x˜>i w, yi) + ‖w‖0 (5.16)
où ‖w‖0 = ∑wi 6=0 1. En effet, la norme `0 étant le nombre de coefficients non nuls
de ce vecteur, minimiser cette norme revient à résoudre directement le problème
de sélection. Néanmoins, la résolution n’est pas triviale. Le norme `0 présente trois
inconvénients majeurs : elle n’est ni convexe, ni continue et n’est pas différentiable
en zéro. Ainsi, le problème d’optimisation associé est de complexité NP. Il est donc
particulièrement difficile à résoudre [Amaldi 1993].
Des méthodes existent pour l’approximation de la solution de ce problème,
comme par exemple des approches par repondération [Weston 2003], pour lesquelles
nous proposons une adaptation dans le cadre de l’apprentissage d’ordonnancement
au chapitre 6. L’approche la plus populaire consiste à lui substituer un problème
en norme `1, qui est alors vu comme une relaxation convexe du problème en norme
`0. L’utilisation de la norme `1 à des fins de sélection de variables a été initialement
proposée par Tibshirani [Tibshirani 1996].
Le problème à résoudre, dans le cadre généralisé, est alors le suivant :
min
w
C
P∑
p=1
L(x˜>p w, yi) + ‖w‖1 (5.17)
où ‖w‖1 = ∑di=1 |wi|. Le caractère parcimonieux de la norme `1 peut alors être ob-
servé en écrivant les équations 5.14 et 5.17 sous la forme du problème d’optimisation
sous contraintes suivant :
min
w
P∑
p=1
max(0, 1− x˜>p w)2 sous la contrainte ‖w‖1 < λ (5.18)
où λ = 1C , C le paramètre de régularisation précédemment défini. Il suffit alors
de comparer les contours des régions de faisabilité de la norme `2 et de la norme
`1 pour comprendre le caractère parcimonieux de cette dernière (cf. figure 5.3).
Nous observons ainsi que la norme `1, de contour plus “pointu”, va avoir tendance
à ramener les coefficients les plus faibles à 0 et à en fixer certains exactement à
0, introduisant ainsi la parcimonie. Comparativement à la norme `0, la norme `1
présente l’avantage d’être convexe, ce qui est une condition nécessaire à l’utilisation
des algorithmes d’optimisation. Néanmoins, elle n’est pas différentiable en 0. Des
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Figure 5.3 – Contours des régions de faisabilité pour les normes `2 et `1
méthodes spécifiques pour la résolution du problème d’optimisation ont ainsi été
développées [Zhu 2003, Mangasarian 2006].
La norme `1 est un choix populaire pour introduire de la parcimonie dans les
modèles, mais elle présente certains inconvénients. Zou [Zou 2006] a montré qu’elle
pouvait être biaisée. Différentes méthodes et régularisations ont été proposées pour
contrer ce problème. Une solution est d’utiliser une pénalité Lasso repondérée, qui
affecte un poids à chaque élément du vecteur w, tel que
Ω(w) =
d∑
i=1
βi|wi| (5.19)
avec βi > 0. Zou a proposé des poids dans le contexte de la régression. D’autres
méthodes utilisent cette approche pour intégrer des régularisations non convexes
très parcimonieuses [Gasso 2009].
L’idée est alors d’exprimer le terme de régularisation de la façon suivante :
Ω(w) =
d∑
i=1
g(|wi|) (5.20)
où g(.) est une fonction non convexe. L’utilisation des fonctions non convexes as-
sure de bonnes propriétés (parcimonie, qualité de prédiction, absence de biais). Le
problème d’optimisation posé peut être résolu à l’aide de l’approche en norme `1
repondérée, comme l’ont montré Gasso et al. [Gasso 2009]. Les poids βi sont alors
définis tels que βi = g′(|w∗i |) où g′(.) est la dérivée de la fonction convexe g(.) et w∗i
est la solution trouvée à l’itération précédente. L’utilisation du schéma en norme `1
repondéré assure de bonnes propriétés en matière de temps d’exécution.
Plusieurs types de régularisations non convexes peuvent être utilisées dans ce
contexte. La pseudo-norme `q, q < 1 a ainsi été proposée par Fu [Fu 1998]. Elle
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Figure 5.4 – Régularisations non convexes
est populaire dans de nombreux domaines, comme par exemple les applications
de compressed sensing [Candes 2008]. Une approximation populaire de la norme
`0 est la régularisation log proposée dans [Weston 2003]. Ces régularisations sont
particulièrement efficaces pour introduire de la parcimonie. D’autres régularisations,
comme les pénalités SCAD (Smoothly Clipped Absolute Deviation) [Fan 2001] ou
MCP (Minimax Concave Penalty) [Zhang 2010] ont été proposées pour minimiser
le biais de prédiction tout en introduisant de la parcimonie. Les expressions des
régularisations non convexes sont présentées au tableau 5.1. Les régularisations
sont tracées dans la figure 5.4.
Utiliser la norme `0 est le moyen le plus naturel de traiter le problème de sé-
lection de variables. Nous souhaitons pouvoir évaluer son apport comparativement
à des algorithmes utilisant la norme `1. Nous nous intéressons particulièrement à
l’approximation des normes `0 et `1 par repondération de la norme `2 et nous pro-
posons trois algorithmes de résolution dans ce cadre (cf. chapitre 6). Nous étudions
l’utilisation de régularisations non convexes dans le cadre du schéma repondéré en
norme `1. Nous proposons deux algorithmes de résolution (cf. chapitre 7). Les ré-
gularisations non convexes sont généralement plus parcimonieuses que la norme `1
et constituent de bonnes candidates pour la sélection de variables en apprentis-
sage d’ordonnancement. A notre connaissance, l’utilisation de ces normes n’a pas
été étudié dans le contexte de l’apprentissage d’ordonnancement. Nous proposons
d’analyser l’apport des méthodes non convexes dans le cadre de la sélection de
variables en apprentissage d’ordonnancement.
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Table 5.1 – Expressions des régularisations parcimonieuses non convexes
Régularisation Expression de g(|wi|)
`1 |wi|
`p, p < 1 |wi|p
log log(ε+ |wi|)
MCP

λ|wi| − |wi|
2
2γ si |wi| ≤ γλ
γλ2
2 si |wi| > γλ
5.3 Justification de l’utilisation de SVM parcimonieux
de l’approche par paire
Dans ces travaux, nous nous intéressons exclusivement aux méthodes de sélec-
tion de variables utilisant les SVM parcimonieux dans le cadre d’approches par
paire, pour plusieurs raisons.
Tout d’abord, utiliser les SVM dans le cadre d’une approche par paire présente
l’avantage de réduire le problème d’ordonnancement à un problème de discrimina-
tion, comme nous l’avons vu au début de ce chapitre. La différence entre discrimi-
nation et apprentissage d’ordonnancement est liée à la mesure utilisée pour choisir
le modèle final. Dans le premier cas, nous cherchons à minimiser l’erreur de pré-
diction, tandis que dans le second, nous cherchons à maximiser une des mesures de
performance comme la MAP ou le NDCG. De cette manière, les méthodes de sé-
lection de variables proposées dans le cadre des SVM pour la classification peuvent
être adaptées et évaluées plus facilement.
Ensuite, les algorithmes de l’approche par paire utilisant les SVM donnent gé-
néralement de bons résultats sur les jeux de données de référence comme LETOR
3 et 4 [Liu 2011]. En considérant l’étude de Liu [Liu 2011], nous observons que
RankSVM obtient, pour l’ensemble des mesures considérées, un meilleur winning
number que les autres algorithmes de l’approche par paires considérées. Néanmoins,
comme nous l’avons mentionné au chapitre 2, cette comparaison doit être interpré-
tée avec prudence, car tous les algorithmes ne sont pas considérés et aucun test de
significativité n’est effectué.
Enfin, nous avons choisi de considérer des SVM parcimonieux car ces méthodes
permettent de traiter le problème de la sélection de variables par la simple utili-
sation de normes. Ainsi, contrairement aux approches de types filter et wrapper,
il n’est pas nécessaire de définir des hypothèses supplémentaires, comme l’impor-
tance de chaque variable ou la similarité des variables deux à deux. La sélection est
réalisée grâce aux propriétés de parcimonie des normes uniquement. Par ailleurs,
cette sélection est effectuée simultanément à la phase d’apprentissage du modèle et
spécifiquement pour le classifieur, ce qui permet à la fois d’économiser une étape
de calcul et de conserver les propriétés du classifieur pour le choix des variables.
Les méthodes de types embedded, dont font partie les SVM parcimonieux, sont gé-
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néralement considérées comme plus efficaces que les autres approches, notamment
lorsque les temps de calcul sont considérés [Guyon 2003].
Nous proposons différents algorithmes basés sur l’approximation des normes `1
et `0 par repondération de la norme `2, présentés au chapitre 6. Ces algorithmes
utilisent le schéma de repondération pour diminuer le poids des caractéristiques les
moins pertinentes. Un seuil de nullité est alors utilisé pour retirer du modèle les
caractéristiques associées à un poids trop faible. Nous proposons également deux
algorithmes, un basé sur une approche proximale en norme `1 et un utilisant un
schéma de repondération en norme `1 pour la résolution de problèmes avec régu-
larisation non-convexes, présentés au chapitre 7. Comparativement aux méthodes
de repondération de la norme `2, ces algorithmes sont naturellement parcimonieux
et il n’est donc pas nécessaire de fixer un seuil de nullité des variables pour retirer
celles-ci du modèle.

Chapitre 6
Proposition de méthodes de
repondération pour la sélection
de variables
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Dans ce chapitre, nous présentons les techniques d’approximation des SVM par-
cimonieux par repondération en discrimination. Nous proposons une méthodologie
d’adaptation de ces méthodes pour la sélection de variables en apprentissage d’or-
donnancement. Nous évaluons les approches proposées sur des jeux de données de
référence. Nous montrons que les approches considérées donnent d’excellents résul-
tats tant du point de vue de la performance que de la qualité des modèles appris.
Les algorithmes proposés et les résultats obtenus font l’objet d’un article soumis
dans une conférence internationale [Laporte 2013b].
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6.1 Repondération pour la résolution de problèmes par-
cimonieux
Nous nous intéressons à l’adaptation en apprentissage d’ordonnancement de mé-
thodes et d’algorithmes de type IRLS (Iteratively Reweighted Least Squares). Les
algorithmes IRLS constituent une famille de méthodes dont le principe consiste à
substituer à un problème parcimonieux difficile à résoudre, une succession de pro-
blèmes d’optimisation de résolution plus aisée. La solution, obtenue par itérations
successives de problèmes standards, est ainsi une approximation de la solution réelle
du problème parcimonieux. Les méthodes existantes se sont surtout concentrées sur
l’approximation des normes `0 et `1 par la norme `2 et de la norme `0 par la norme
`1. Nous présentons une revue rapide de ces approches.
Weston [Weston 2003] a proposé un algorithme, nommé `2-AROM pour `2 Ap-
proximation to zeRO-norm Minimization, permettant la résolution de SVM parci-
monieux en norme `0 par une succession de sous-problèmes de SVM en norme `2.
Le principe général est détaillé dans l’algorithme 6.1.
Algorithme 6.1 Algorithme `2-AROM [Weston 2003]
Entrée : jeu de données d’apprentissage {(xj ,yj)}mj=1
Sortie : Vecteur de poids w
Initialisation v = [1...1] ∈ Rd
Tant que Non convergence Faire
w← SVMSolver(v ∗ xj , yj) %Solution des SVM en norme `2 dans le dual
v← v ∗w
Fin Tant que
Retourner w
D’autres travaux dans le domaine de la reconstruction de signaux se sont intéres-
sés à la ré-écriture de la norme `0 faisant intervenir la norme `2. Ainsi, Gorodnitsky
et Rao [Gorodnitsky 1997] ont proposé la ré-écriture’approximation suivante :
‖w‖0 =
d∑
i=1
1{wi 6=0} =
d∑
i=1,wi 6=0
1 =
d∑
i=1,wi 6=0
w2i
w2i
(6.1)
Résoudre le problème en norme `0 équivaut alors à résoudre une succession
de problèmes en norme `2 pour lesquels chaque variable i est repondérée par vi =√
w2i = |wi|. Dans le même domaine d’application, Chartrand et Yin [Chartrand 2008]
ont proposé l’approximation suivante :
‖w‖0 =
d∑
i=1,wi 6=0
1 ≈
d∑
i=1
w2i
w2i + ε
avec ε > 0 petit (6.2)
Le terme ε est ici introduit comme terme de régularisation afin de s’affranchir
de la contrainte wi 6= 0 dans l’équation 6.1. Zhang et Kingsbury [Zhang 2010] ont
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également proposé une approximation similaire à 6.2 mais en posant le terme ε au
carré :
‖w‖0 =
d∑
i=1,wi 6=0
1 ≈
d∑
i=1
w2i
w2i + ε2
avec ε > 0 petit (6.3)
Ces deux approches conduisent à résoudre une succession de problèmes en norme
`2 pour lesquels chaque variable i est repondérée respectivement par
√
w2i + ε ou√
w2i + ε2.
D’autres travaux se sont concentrés sur l’approximation des problèmes parci-
monieux en norme `1 par une succession de problèmes en norme `2. Ainsi, Fi-
gueirido [Figueiredo 2003] a proposé une modification de l’algorithme Expectation-
Maximization (EM) pour l’approximation du problème en norme `1 par des pro-
blèmes en norme `2. L’algorithme est basé sur l’égalité suivante :
∀w ∈ Rd, ‖w‖1 =
d∑
i=1
|wi| =
d∑
i=1,wi 6=0
w2i
|wi| (6.4)
A chaque itération, l’algorithme met ainsi à jour le vecteur w de la façon sui-
vante :
w(t+1) = argmin
w
1
2
d∑
i=1,wi 6=0
w2i
|w(t)i |
+ C
n∑
j=1
max(0, 1− yjx>j w)2 (6.5)
ce qui équivaut à résoudre un problème en norme `2 en repondérant chaque variable
i par
√
|w(t)i |.
Kujala et al. ont proposé un algorithme de SVM parcimonieux en norme `1
nommé RW pour Re-Weighted [Kujala 2009], mais utilisant une re-pondération
différente de la précédente. A chaque itération, chaque caractéristique i est ainsi
pondérée par le poids v(t+1)i tel que v
(t)
i =
√
w(t)i v
(t)
i . Contrairement à la pon-
dération précédente, celle-ci conserve la mémoire des différents modèles appris au
cours du temps. Les auteurs ont également montré que cette approche converge plus
rapidement que la précédente.
Les propositions d’approximation de la norme `0 sont assez récentes. Une des
proposition majeure est l’article de Candès et al. [Candes 2008] qui approche la
norme `0 par la norme `1 repondérée. L’approximation utilisée est la suivante :
‖w‖0 =
d∑
i=1,wi 6=0
1 ≈
d∑
i=1
|wi|
|wi|+ ε avec ε > 0 petit (6.6)
A chaque itération, l’algorithme résout donc un problème en norme `1 où chaque
variable i est pondéré par
√|wi|+ ε.
Concernant les repondérations en norme `2, il est important de noter que le
problème en norme `2 n’étant pas parcimonieux, il est nécessaire de fixer un seuil
de nullité des poids des caractéristiques : quand le poids affecté à une caractéristique
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Algorithme 6.2 Algorithme RW [Kujala 2009]
Entrée : Jeu de données d’apprentissage (xj ,yj)mj=1 et nombre maximal d’itéra-
tions N
Sortie : vecteur de poids w
Initialisation v = [1...1] ∈ Rd
Pour t = 1→ N Faire
Pour chaque observation xj Faire
Pour i = 1→ d Faire
x
′j
i ← xjiv(t)i
Fin Pour
Fin Pour
w(t) ← solution des `2-SVM en discrimination sur l’échantillon(x′j , yj)mj=1
Pour i = 1→ d Faire
v(t+1)i ←
√
|w(t)i v(t)i |
Fin Pour
Fin Pour
Pour i = 1→ d Faire
wi ← w(N)i v(N)i
Fin Pour
Retourner w
est inférieur au seuil, celle-ci est annulée.
Les algorithmes présentés ici ne sont pas adaptés pour effectuer la sélection
de variables en apprentissage d’ordonnancement. En effet, il s’agit de méthodes
d’approximations des normes `1 et `0 et non de sélection de variables. Par ailleurs,
ils ne sont pas adaptés à l’apprentissage d’ordonnancement. Dans la suite de ces
travaux, nous nous intéressons plus spécifiquement à l’adaptation des algorithmes
`2-AROM et RW, nous ne considérons pas de terme ε et ne nous intéressons pas
à son ajustement. Par ailleurs, nous souhaitons adapter la règle de mise à jour des
poids de l’algorithme RW afin qu’il approche non pas la norme `0 mais la norme `1.
Les points d’adaptations ainsi que les algorithmes que nous proposons sont présentés
dans la section suivante.
6.2 Proposition d’algorithmes de résolution pour la sé-
lection de variables en ordonnancement
Nous adaptons les algorithmes `2-AROM et RW présentés précédemment à la
sélection de variables pour l’apprentissage d’ordonnancement. Nous proposons ainsi
trois nouveaux algorithmes basés, pour l’un sur `2-AROM et pour les deux autres,
sur l’algorithme RW. Ces derniers utilisent les ré-écritures des normes `0 et `1 via
la norme `2 présentées respectivement en 6.1 et 6.4 au sein d’une structure contrô-
lant le nombre maximal de variables sélectionnées. Ces deux derniers algorithmes
constituent ainsi deux variantes d’une même méthodes, capables d’approcher aussi
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bien le problème en norme `1 que le problème en norme `0. Dans une première
section, nous présentons les problèmes liés à l’adaptation et les solutions adoptées.
Dans une seconde section, nous décrivons les algorithmes proposés.
6.2.1 Adaptation à la sélection de variables en apprentissage d’or-
donnancement
L’adaptation des approches d’approximation des normes parcimonieuses pré-
sentées précédemment posent deux problèmes principaux : le passage de méthodes
de discrimination à des méthodes d’apprentissage d’ordonnancement et le passage
de méthodes d’approximation/estimation à des méthodes de sélection de variables.
Nous détaillons ces problèmes et indiquons les solutions retenues dans la suite de
cette section.
Problème 1 Passage de la discrimination à l’apprentissage d’ordonnancement
Les méthodes présentées précédemment ont été définies dans le cas de pro-
blème de discrimination et non d’apprentissage d’ordonnancement. Bien que
nous ayons montré que le problème de l’apprentissage d’ordonnancement pou-
vait être réduit à un problème de discrimination, il est nécessaire de procéder
à des modifications. En effet, les méthodes de repondération utilisent un al-
gorithme de résolution en norme `2 qui doit être spécifique à l’apprentissage
d’ordonnancement.
Solution Utilisation de l’algorithme RankSVM-Primal pour la repondération
Nous avons choisi de travailler sur les algorithmes `2-AROM et RW. Ces mé-
thodes présentent l’avantage de pouvoir utiliser n’importe quel algorithme de
résolution des SVM en norme `2 pour la mise à jour du vecteur de poids wi à
chaque itération. Ainsi, l’adaptation à l’apprentissage d’ordonnancement est
effectuée en remplaçant l’algorithme de discrimination par un algorithme d’ap-
prentissage d’ordonnancement utilisant les SVM, comme RankSVM-Primal
ou RankSVM. En pratique, nous avons sélectionné l’algorithme RankSVM-
Primal.
Problème 2 Passage de l’approximation de la norme à la sélection de variables
Les méthodes présentées n’ont pas été publiées en tant que méthodes de sé-
lection de variables, mais comme méthodes d’approximation de normes par-
cimonieuses, que ce soit dans un contexte généraliste (algorithmes `2-AROM,
RW) ou dans le contexte de la reconstruction de signaux. A priori, elles pour-
raient être utilisées en l’état comme méthodes de sélection parcimonieuse.
Néanmoins, Weston [Weston 2003] indique dans le cas de l’algorithme `2-
AROM que les modèles obtenus ainsi pourraient ne pas être optimaux. En
effet, l’objectif de ces algorithmes est d’obtenir le modèle contenant le moins
de variables possibles, sans se soucier de la capacité de généralisation de celui-
ci. Autrement dit, les méthodes seront performantes en matière de parcimonie,
mais de qualité de prédiction potentiellement médiocres.
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Solution Structure itérative et contrôle du nombre de variables Pour résoudre ce
problème, nous proposons, en nous inspirant de [Weston 2003], d’imposer
comme contrainte d’arrêt de l’algorithme `2-AROM non pas un critère de
convergence, mais un seuil r correspondant au nombre maximal de variables
à conserver. Les itérations `2 de l’algorithme sont ainsi stoppées dès que la
contrainte ‖w‖0 ≤ r est vérifiée. Les variables correspondant à des poids wi
non nuls sont ensuite utilisées pour apprendre un nouveau modèle à l’aide
d’un algorithme non parcimonieux de résolution en norme `2. Nous proposons
d’utiliser le même critère d’arrêt, à la fois pour l’algorithme `2-AROM modifié
et pour l’algorithme RW modifié.
Algorithme 6.3 Algorithme Rank-`2-AROM
Entrée : Jeu de données d’apprentissage {(xj ,yj)}mj=1 et nombre maximal de va-
riables à conserver r
Sortie : Vecteur de poids w
%% Etape de sélection des variables
Initialisation v = [1...1] ∈ Rd
Tant que ‖w‖0 > r Faire
w← solution de RankSVM-Primal({(v ∗ xj ,yj)}mj=1)
v← v ∗w
Fin Tant que
%% Récupération des variables pertinentes
I ← {i|wi 6= 0}
%% Apprentissage du modèle final
Pour j = 1→ m Faire
Pour i ∈ I Faire
zji ← xji
Fin Pour
Fin Pour
w← solution de RankSVM-Primal({(zj ,yj)}mj=1)
Retourner w
Ces modifications prises en compte, nous sommes en mesure d’utiliser ces algo-
rithmes pour la sélection de variables en apprentissage d’ordonnancement. L’adap-
tation de l’algorithme RW pour la prise en compte des repondérations de le norme
`0 par la norme `2 nécessite le changement de la règle de mise à jour du vecteur de
poids w. Nous décrivons chacun des algorithmes dans la section suivante.
6.2.2 Proposition de trois algorithmes pour la sélection de va-
riables
Nous proposons ainsi de trois nouveaux algorithmes de type IRLS pour la sé-
lection de variables en apprentissage d’ordonnancement : Rank`2-AROM (cf. algo-
rithme 6.3), RankRWFS-`1 et RankRWFS-`0 (cf. algorithme 6.4). RankRWFS-`1
et RankRWFS-`0 partagent la même structure et sont présentés au sein d’un même
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Algorithme 6.4 Algorithme Rank-RWFS-`2`.
Entrée : jeu de données d’apprentissage (xj ,yj)mj=1 et nombre maximal de va-
riables r à conserver
Sortie : vecteur de poids w
%% Etape de sélection des variables
Initialisation v = [1...1] ∈ Rd, t = 1
Tant que ‖w‖0 > r Faire
Pour chaque observation xj Faire
Pour i = 1→ d Faire
x
′j
i ← xjiv(t)i
Fin Pour
Fin Pour
w(t) ← solution de RankSVM-Primal({(x′j ,yj)}mj=1)
Pour i = 1→ d Faire
if Algorithme `2`1 then
%%%% Mise à jour pour l’approximation `2`1 %%%%
v(t+1)i ←
√
|w(t)i v(t)i |
else if Algorithme `2`0 then
%%%% Mise à jour pour l’approximation `2`0 %%%%
v(t+1)i ← |w(t)i v(t)i |
Fin if
Fin Pour
Pour i = 1→ d Faire
wi ← w(t)i v(t)i
Fin Pour
t = t+ 1
Fin Tant que
%% Récupération des variables pertinentes
I ← {i|wi 6= 0}
%% Apprentissage du modèle final
Pour j = 1→ m Faire
Pour i ∈ I Faire
zji ← xji
Fin Pour
Fin Pour
w← solution de RankSVM-Primal({(zj ,yj)}mj=1)
Retourner w
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paragraphe.
Rank`2-AROM s’inspire de la méthode proposée dans [Weston 2003]. L’utilisa-
teur fixe un seuil maximal de caractéristiques à conserver. Tant que ce seuil n’est
pas atteint, l’algorithme en norme `2 est repondéré et les variables dont le poids
est suffisamment faible (relativement à un seuil prédéterminé) sont retirées du mo-
dèle. Enfin, la fonction d’ordonnancement finale, n’utilisant que les caractéristiques
restantes, est apprise à l’aide de l’algorithme en norme `2 utilisé pour les étapes de
repondération.
RankRWFS-`1 et RankRWFS-`0 partagent la même structure, seule la pondéra-
tion utilisée change. L’utilisateur fixe le seuil maximal de caractéristiques désirées :
l’algorithme s’arrête lorsqu’un nombre inférieur ou égal à ce seuil est atteint. La
repondération et le calcul du vecteur de poids w s’effectuent de la façon suivante : à
chaque itération t, le vecteur de poids solution w(t) est déterminé par l’algorithme
en norme `2. Le vecteur v ∈ Rd tel que v(1) = [1 . . . 1] est mis à jour. Si la norme
`1 est considérée, alors v(t+1)i =
√
|w(t)i v(t)i |. Si la norme `0 est considérée, alors
v(t+1)i = |w(t)i v(t)i |. Enfin le vecteur de poids final w est calculé à partir de v(t)
tel que pour toute caractéristique i, wi = w(t)i v
(t)
i . Le nombre d’éléments non nuls
de wi indique le nombre de variables restantes. S’il est supérieur au seuil maximal
autorisé, chaque valeur de caractéristique de chaque observation est pondérée par
le vecteur v, telle que xi = xiv(t)i .
Une fois la sélection effectuée, l’algorithme en norme `2 est utilisé pour ap-
prendre le modèle final.
Dans la suite de ce chapitre, nous présentons les expérimentations menées afin
d’évaluer les algorithmes proposés. Les résultats obtenus mettent en évidence que
les méthodes proposées sont efficaces pour la sélection de variables en apprentis-
sage d’ordonnancement, tant en matière de qualité d’apprentissage que de vitesse
d’exécution.
6.3 Protocole expérimental
Dans cette partie, nous présentons les différentes expérimentations menées ainsi
que leurs objectifs. Nous détaillons également les mesures d’évaluation, jeux de
données, algorithmes de référence et paramètres utilisés lors de ces expériences.
6.3.1 Jeux de données et algorithmes de référence
Nous avons choisi d’évaluer nos approches sur cinq jeux de données issus des col-
lections de référence LETOR 3 et 4, à savoir : Ohsumed, HP2004, NP2004, TD2004
et MQ2008. Les caractéristiques de ces jeux de données ainsi que les variables qui
les constituent ont été présentées au chapitre 2, tableaux 2.1, 2.2, 2.3 et 2.4. Les
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algorithmes de référence considérés sont RankSVM-Primal, FenchelRank et FSM-
Rank. RankSVM-Primal est l’algorithme non parcimonieux utilisé en tant que boîte
noire par nos approches. FenchelRank et FSMRank sont choisis car il s’agit des al-
gorithmes de sélection de variables pour l’apprentissage d’ordonnancement les plus
récents [Lai 2013a, Lai 2013b].
Nous évaluons la performance de nos algorithmes en matière d’ordonnancement
à l’aide de la MAP et du NDCG@10. Nous nous intéressons également au temps
d’exécution des phases de sélection de variables et de prédiction. La capacité des
algorithmes à sélectionner un faible nombre de caractéristiques est mesurée à l’aide
des ratios de parcimonie, qui correspondent au pourcentage moyen de variables
restantes à la fin de l’étape de sélection (cf. définition 17).
Soient :
– i un indice représentant l’algorithme considéré,
– j un indice représentant le jeu de données,
alors le ratio de parcimonie de l’algorithme i sur le jeu de données j, noté
RPi,j correspond à la fraction de caractéristiques restantes à la fin de l’étape
de sélection, soit :
RPi,j =
Nombre de caractéristiques restantes
Nombre de caractéristiques initiales
Définition 17 (Ratio de parcimonie).
Les ratios de parcimonie sont liés au seuil de variables maximal imposé. Ainsi,
si nous désirons conserver au plus 30 % des caractéristiques, le ratio de parcimonie
théorique est égal 30100 = 0.3. Néanmoins, la valeur réellement obtenue peut être
inférieure.
6.3.2 Choix des paramètres expérimentaux
Les trois algorithmes proposés présentent la même structure en deux étapes.
La première étape correspond à la phase de sélection des variables pertinentes et
la deuxième à l’apprentissage du modèle final. Pour chacun d’eux, plusieurs seuils
de variables sont analysés afin de sélectionner celui présentant le meilleur compro-
mis entre parcimonie, qualité d’ordonnancement et temps d’exécution. Pour ces
expériences, nous avons testé des seuils à 90 %, 70 %, 50%, 30 % et 10 % de carac-
téristiques restantes. Par ailleurs, nous avons fixé à quarante le nombre maximal
d’itérations, afin d’éviter des temps de calcul trop importants.
Pour chacune des deux phases des algorithmes, la valeur optimale du paramètre
de contrôle des erreurs C (cf. chapitre 5 page 85) doit être déterminée pour chaque
sous-échantillon de chaque jeu de données. Le C choisi est celui qui maximise la
MAP sur l’échantillon de validation. Lors de la phase de sélection, nous testons les
valeurs du paramètre sur la grille [1 10 100 1000 10000]. Les bornes, supérieure et
106 Chapitre 6. SVM repondérés pour la sélection
inférieure, ont été choisies ici d’un point de vue pratique. De façon générale, l’algo-
rithme est d’autant plus parcimonieux que le C considéré est petit. Pour des valeurs
inférieures à 1, la sélection est généralement trop brutale : toutes les variables sont
supprimées en une ou deux itérations. Pour des valeurs supérieures à 10000, les
temps d’exécution nécessaires pour atteindre le seuil désiré sont très longs et les
valeurs de MAP ne sont pas nécessairement améliorées. Lors de la phase d’appren-
tissage du modèle final, nous avons utilisé la grille usuelle de RankSVM-Primal où
C ∈ [0.0001 0.001 0.01 0.1 1 10 100 1000 10000 100000].
6.3.3 Description des expérimentations
Dans ces expérimentations, nous procédons à des analyses quantitatives et qua-
litatives des algorithmes. Nous souhaitons non seulement étudier le comportement
et les propriétés de chaque algorithme, mais aussi comparer la performance des
algorithmes entre eux et avec les références. Plus précisément, nous considérons
indépendamment chaque algorithme afin de :
1. Connaître le ratio de parcimonie effectif pour chaque seuil et analyser son
évolution ;
2. Connaître les temps d’exécution des phases de sélection et d’apprentissage
pour chaque seuil et analyser leur évolution ;
3. Déterminer l’impact, s’il existe, de la sélection de variables sur les mesures
d’évaluation (MAP et NDCG@10).
Nous comparons également les algorithmes proposés entre eux et aux références afin
de déterminer si :
1. Pour un seuil fixé, un des algorithmes est plus parcimonieux que les autres ;
2. Sur l’ensemble des seuils, un algorithme est plus performant du point de vue
des mesures d’évaluation (MAP et NDCG@10) ;
3. Sur l’ensemble des seuils, un algorithme est plus performant du point de vue
des temps d’exécution.
Enfin, nous effectuons une analyse qualitative des modèles appris pour le seuil de
sélection à 10 %. Nous étudions dans ce cas l’accord inter-algorithmes, c’est-à-dire
la capacité des algorithmes à sélectionner les mêmes caractéristiques. Nous analy-
sons les modèles finaux appris afin d’extraire des sous-ensembles de caractéristiques
pertinentes et importantes pour l’apprentissage d’ordonnancement.
6.4 Résultats
Dans cette section, nous présentons les résultats obtenus lors des expérimen-
tations et les analysons. Dans un premier temps, nous nous intéressons aux ratios
de parcimonies effectifs des différents algorithmes. Dans un second temps, nous
évaluons l’impact du seuil de sélection sur la MAP pour chaque algorithme. Nous
poursuivons cette analyse quantitative en comparant les MAP et valeurs de NDCG
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obtenues aux valeurs de référence. Puis, nous comparons les temps d’exécution de
chacun des algorithmes. Enfin, nous procédons à l’analyse qualitative des modèles
appris.
6.4.1 Ratio de parcimonie : des résultats globalement équivalents
Nous analysons dans cette partie les ratios de parcimonie effectivement obtenus
à la fin de l’étape de sélection. La figure 6.1 présente ces ratios pour l’ensemble des
seuils, des algorithmes et des jeux de données considérés. Les ratios de parcimonie
théoriques sont représentés par la ligne pointillée bleue.
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Figure 6.1 – Comparaison entre ratios de parcimonie effectifs et seuil de sélection
pour les trois algorithmes sur chaque jeu de donnée.
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Les ratios de parcimonie des algorithmes sont contrôlés par le taux de sélec-
tion imposé. Néanmoins, ce taux ne fixe que la limite maximale du nombre de
variables autorisées. En pratique, les algorithmes ne suppriment pas les variables
une par une à chaque itération, mais par blocs et le ratio de parcimonie final est
généralement plus faible que le seuil imposé (cf. figure 6.1). Nous observons que
les trois algorithmes présentent des ratios de parcimonie similaires pour les plus
faibles seuils de sélection (10 % et 30 %). A l’inverse, les algorithmes en norme `0
sont généralement plus parcimonieux pour le seuil de 90 %. Ainsi, sur MQ2008 et
Ohsumed, le ratio de parcimonie obtenu est de l’ordre de 70 % pour RankRWFS-`0
et Rank`2-AROM contre environ 80 % pour RankRWFS-`1. Sur TD2004, Rank`2-
AROM présente un taux plus faible que les algorithmes de l’approche RankRWFS.
A l’inverse, RankRWFS-`0 présente les plus faibles taux au seuil de 90 % pour
HP2004 et NP2004.
De façon générale, les ratios de parcimonie diminuent de façon régulière pour
l’ensemble des algorithmes sur les jeux de données, à l’exception de MQ2008 et Oh-
sumed. Sur MQ2008, les ratios de parcimonie des algorithmes diminuent de façon
brutale pour atteindre une valeur moyenne inférieure à 30 % au seuil maximal im-
posé de 50 %. Sur Ohsumed, le ratio de parcimonie effectif de RankRWFS-`1 passe
de 80% pour le seuil imposé de 90 %, à moins de 50 % pour le seuil imposé de 70 %,
puis stagne. Les algorithmes semblent donc plus "agressifs" dans la sélection de va-
riables sur ces deux jeux de données, ce qui pourrait traduire une proportion plus
élevée de caractéristiques bruitées ou non pertinentes. Sur une majorité des jeux
de données, RankRWFS-`0 semble avoir tendance à présenter des ratios de parci-
monie effectifs légèrement plus faibles que les deux autres algorithmes. Néanmoins,
la différence n’est pas très nette. Nous pouvons conclure que bien que de légères
différences existent suivant les jeux de données considérés, les algorithmes ont des
comportements globalement équivalents et sont capables d’atteindre de faibles ra-
tios de parcimonie.
6.4.2 Impact limité de la sélection de variables sur les mesures
d’évaluation
L’objectif de la sélection de variables est la suppression des caractéristiques
bruitées ou non pertinentes, afin de ne conserver que celles réellement utiles pour
l’apprentissage de modèles. Un algorithme de sélection efficace devra ainsi être
capable de sélectionner un sous-ensemble restreint de caractéristiques sans pour
autant dégrader la qualité des modèles appris. Les mesures d’évaluation comme
la MAP et le NDCG devraient donc rester stables voire augmenter lorsque les
caractéristiques sont supprimées. Ces mesures ont été définies au chapitre 1 section
1.2.2.
Dans cette section, nous proposons d’étudier l’évolution des mesures d’évalua-
tion en fonction du seuil de sélection imposé. L’objectif est de vérifier que les al-
gorithmes conservent un bon comportement quel que soit le niveau de parcimonie
atteint. Nous portons une attention particulière aux très faibles seuils de sélection.
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En effet, nous avons vu à la section 6.4.1 que les algorithmes proposés sont capables
d’apprendre des modèles contenant un très faible nombre de variables (moins de
10 % des caractéristiques initiales). Or, nous pouvons supposer que plus le taux de
sélection maximal imposé est faible, plus le risque d’avoir supprimé des caractéris-
tiques pertinentes est important. Il est légitime de vérifier que la suppression des
variables n’entraîne pas de diminution de la qualité au sens des mesures considérées.
La figure 6.2 présente les valeurs moyennes de MAP (en haut) et de NDCG@10
(en bas) pour chaque seuil, chaque algorithme et chaque jeu de données. Notre
première constatation est que l’allure des graphes est identique pour l’ensemble des
algorithmes, sur chaque jeu de données et quelle que soit la mesure considérée. Les
trois algorithmes que nous proposons ont donc un comportement similaire en ce
qui concerne la qualité d’ordonnancement des modèles prédits. Par ailleurs, nous
observons que la MAP et le NDCG restent stables pour l’ensemble des seuils sur
les quatre jeux de données NP2004, HP2004, MQ2008 et Ohsumed. Sur ces jeux
de données, la sélection ne dégrade pas les mesures d’évaluation. Sur TD2004, nous
observons que les valeurs de MAP et de NDCG restent stables pour des seuils de
caractéristiques maximaux allant de 90 % à 30 %. Pour le seuil de 10 %, nous
notons une dégradation des mesures pour tous les algorithmes considérés. Sur ce
jeu de données spécifique, les algorithmes ne sont pas capables de maintenir une
qualité d’ordonnancement constante lorsque le nombre de caractéristiques devient
très faible.
En conclusion, l’impact de la sélection sur la qualité des modèles appris reste
limité. Les valeurs de MAP et de NDCG@10 restent stables pour l’ensemble des
seuils de sélection pour tous les algorithmes et les jeux de données, à l’exception du
jeu de données TD2004, pour lequel une légère dégradation des mesures est observée
au seuil de sélection maximale à 10 %. Les algorithmes sont donc globalement
capables de sélectionner un faible nombre de caractéristiques, tout en conservant la
même qualité d’ordonnancement des modèles appris.
6.4.3 Des qualités d’ordonnancement comparables à l’état de l’art
Les analyses précédentes ont montré que les algorithmes proposés étaient effi-
caces pour effectuer la sélection de variables. En effet, ils sont capables d’apprendre
des modèles comportant un nombre restreint de caractéristiques, tout en conser-
vant la même qualité d’ordonnancement. Nous souhaitons à présent comparer la
performance en matière d’ordonnancement des algorithmes proposés à celle des
algorithmes de référence.
Les figures 6.3, 6.4 et 6.5 comparent les valeurs de MAP et de NDCG@10 des al-
gorithmes Rank`2-AROM, RankRWFS-`0 et RankRWFS-`1 respectivement, à celles
des algorithmes de référence RankSVM-Primal et FenchelRank. La figure 6.6 com-
pare les valeurs de MAP obtenues par les algorithmes de références et les algorithmes
proposés au seuil de 10 %. Cette représentation permet d’avoir une vision globale
du comportement des différents algorithmes et de les comparer plus aisément. Les
graphes présentés sont appelés des spider plots, en référence à leur allure en toile
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Figure 6.2 – Evolution de la MAP (haut) et du NDCG@10 (bas) suivant le seuil
de sélection pour chaque algorithme sur tous les jeux de données.
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d’araignée. Ils permettent de visualiser simultanément les résultats des différents
algorithmes sur tous les jeux de données pour lesquels ils ont été testés. Chaque jeu
de données est représenté par un axe de la toile, tandis que chaque ligne pointillée
présente la valeur de la mesure considérée pour un algorithme donné.
Nous constatons que tous les algorithmes, FenchelRank et RankSVM-Primal in-
clus, présentent la même allure, quelle que soit la mesure considérée. Nous pouvons
directement en déduire que les algorithmes fournissent des résultats globalement
comparables, malgré quelques légères variations. Dans la suite, nous commentons
plus en détails ces résultats.
Considérons dans un premier temps les graphes 6.3(a), 6.4(a) et 6.5(a) représen-
tant les valeurs de MAP. Nous observons que les courbes des différents algorithmes
se superposent exactement pour les jeux de données Ohsumed et MQ2008. Les ré-
sultats des algorithmes sont donc parfaitement équivalents sur ces deux jeux de
données. Sur TD2004, nous observons deux groupes d’algorithmes. Le premier, pré-
sentant les valeurs les plus faibles de MAP, est composé de l’algorithme de référence
RankSVM-Primal et des algorithmes proposés avec le seuil de 10 %. Le deuxième,
présentant les valeurs de MAP les plus élevées, est composé de l’algorithme de ré-
férence FenchelRank et des algorithmes proposés avec les seuils supérieurs à 10 %.
Les algorithmes proposés obtiennent ainsi des résultats équivalents à FenchelRank et
sont meilleurs que RankSVM-Primal pour des seuils supérieurs à 10 %. Pour le seuil
de 10%, les algorithmes proposés fournissent des résultats légèrement moins bons ou
comparables à RankSVM-Primal. Ce dernier point n’est pas étonnant puisque nous
avons vu que pour ce jeu de données particulier, les mesures d’évaluation étaient dé-
gradées lorsque le taux de sélection imposé était le plus faible. Si la qualité générale
des algorithmes n’est pas remise en question, cela met en évidence que le seuil de
10 % n’est pas adéquat sur ce jeu de données particulier. Enfin, nous observons que
les algorithmes proposés fournissent des résultats équivalents à RankSVM-Primal
et légèrement inférieurs à FenchelRank sur NP2004 et HP2004.
Les résultats obtenus avec le NDCG@10 sont globalement similaires à ceux obte-
nus avec la MAP. Les valeurs de NDCG@10 sont identiques à celles des algorithmes
de référence sur MQ2008. Sur NP2004 et Ohsumed, les valeurs sont comparables.
Sur TD2004, les valeurs de NDCG@10 sont comparables à celles de FenchelRank et
supérieures à celles de RankSVM-Primal, à l’exception des modèles appris avec le
seuil de 10 %, pour lesquels le NDCG@10 est dégradé. Enfin, les valeurs observées
sur HP2004 sont comparables à celles de RankSVM-Primal et légèrement inférieures
à celles de FenchelRank.
En conclusion, les algorithmes proposés présentent des performances d’ordon-
nancement similaires aux références, quelle que soit la mesure considérée. Les algo-
rithmes fournissent ponctuellement des résultats meilleurs que RankSVM-Primal et
des résultats inférieurs à FenchelRank. Nous pouvons conclure que les algorithmes
sont globalement comparables à l’existant du point de vue de la qualité de l’ordon-
nancement.
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Figure 6.3 – Comparaison des MAP (haut) et NDCG@10 (bas) entre Rank`2-
AROM et les algorithmes de référence, pour tous les seuils de sélection.
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Figure 6.4 – Comparaison des MAP (haut) et NDCG@10 (bas) entre RankRWFS-
`0 et les algorithmes de référence, pour tous les seuils de sélection.
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Figure 6.5 – Comparaison des MAP (haut) et NDCG@10 (bas) entre RankRWFS-
`1 et les algorithmes de référence, pour tous les seuils de sélection.
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Figure 6.6 – Comparaison des MAP (haut) et NDCG@10 (bas) entre les algo-
rithmes de référence et nos propositions (seuil de 10% de sélection).
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6.4.4 Des temps d’exécution raisonnables, mais influencés par les
seuils de sélection
Dans les sections 6.4.1 à 6.4.3, nous avons étudié la qualité d’ordonnancement
des méthodes de repondération, que nous avons mis en relation avec leur ratio de
parcimonie. Nous avons notamment montré que les algorithmes proposés étaient
efficaces en sélection et compétitifs par rapport à l’existant. Dans cette partie,
nous nous intéressons plus spécifiquement à la vitesse d’exécution des algorithmes.
Notamment, nous souhaitons déterminer si :
1. Les temps d’exécution varient suivant le seuil de sélection imposé ;
2. Les temps d’exécution sont raisonnables 1 ;
3. Un algorithme est globalement plus ou moins rapide que les autres.
Les expérimentations ont été réalisées sur un MacBook Pro, utilisant Mac OS
X Snow Leopard, un processeur Intel Core 2 Duo cadencé à 2.4 GHz et 4 Go de
RAM (2 fois 2 Go 1067 MHz DDR3). Nous considérons que des temps de calcul
raisonnables vont de quelques secondes à une ou deux minutes. Les figures 6.7 et
6.8 présentent les temps d’exécution des phases de sélection et d’apprentissage du
modèle final, pour l’ensemble des algorithmes, sur chaque jeu de données.
Nous constatons que le taux de sélection a une influence sur le temps d’exécution
de la phase de sélection. Ce dernier augmente quand le ratio de parcimonie demandé
diminue. Ce résultat était attendu. En effet, les algorithmes doivent normalement
réaliser plus d’itérations pour atteindre des taux de parcimonie plus faibles, ce
qui augmente nécessairement le temps de calcul. Cette augmentation est variable
suivant le jeu de données et l’algorithme considérés. Nous notons des augmentations
brutales des temps de calcul pour les faibles seuils de caractéristiques maximaux
imposés, en particulier pour le seuil à 10%. Nous observons notamment que :
– Sur HP2004, les temps de calcul des différents algorithmes augmentent pro-
gressivement d’une seconde pour le seuil de 90 % à environ deux secondes
pour le seuil de 30 %, puis brutalement pour le seuil de 10 % pour atteindre
cinq à six secondes suivant l’algorithme considéré.
– Sur NP2004, les temps d’exécution augmentent très légèrement entre les seuils
de 90 % et 30 %, puis augmentent brutalement au seuil de 10 %. Ils sont
multipliés par deux pour RankRWFS-`0, par trois pour Rank`2-AROM et
par quatre pour RankRWFS-`1.
Ce phénomène est ponctuellement observé sur :
– Rank`2-AROM sur TD2004, avec une augmentation brutale de 40 à 140 se-
condes pour des seuils inférieurs à 50 %,
– Rank`2-AROM et RankRWFS-`1 sur MQ2008, avec une multiplication par
1.5 et 2 respectivement entre les seuils de 30 % et de 10 %,
– Rank`2-AROM et RankRWFS-`1 sur Ohsumed, avec une multiplication par
3 des temps de calcul entre les seuils de 50 % et 10 % pour le premier et les
seuils de 70 % à 10 % pour le second.
1. de l’ordre de quelques secondes à moins de cinq minutes
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Figure 6.7 – Comparaison des temps d’exécution pour la phase de sélection et
pour l’ensemble des algorithmes proposés.
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Figure 6.8 – Comparaison des temps d’exécution pour la phase d’apprentissage du
modèle final, pour l’ensemble des algorithmes proposés.
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De façon générale, le processus de sélection est d’autant plus long que le nombre
maximal de caractéristiques requises est faible. L’augmentation importante des
temps de calcul pour les petits seuils de sélection pourrait traduire la difficulté
de sélectionner des sous-ensembles de caractéristiques de taille très réduite. Les al-
gorithmes doivent en effet réaliser de plus en plus d’itérations, sans pour autant
atteindre le seuil requis.
Nous vérifions par ailleurs que les temps de calcul de la phase d’apprentissage
des modèles finaux diminuent avec les seuils de sélection. Cela est logique puisque
le nombre de variables, donc la complexité du problème à résoudre, diminue.
Nous observons que les temps de calcul restent raisonnables. Ainsi, pour la
phase de sélection, ils sont généralement de deux à quinze secondes maximum pour
l’ensemble des jeux de données, à l’exception de TD2004. Sur ce dernier, les temps
d’exécution varient de 40 à 140 secondes pour Rank`2-AROM et de 40 à 80 secondes
pour les algorithmes de l’approche RWFS. La phase d’apprentissage des modèles
finaux dure généralement entre 0.1 et 1.2 secondes suivant les jeux de données, à
l’exception TD2004. Pour ce dernier, les temps d’exécution sont globalement dix
fois plus longs que sur les autres jeux de données. Ces différences peuvent être
expliquées par le fait que TD2004 est de plus grande dimension que les autres jeux
de données, puisqu’il contient de deux à dix fois plus de préférences que ces derniers.
Enfin, nous observons que l’algorithme RankRWFS-`1 présente généralement des
temps d’exécution plus longs que les algorithmes résolvant le problème des SVM
en norme `0. Ces derniers apparaissent donc comme prometteurs pour la sélection
de variables en apprentissage d’ordonnancement, puisqu’il sont performants non
seulement du point de vue de la qualité d’apprentissage, mais aussi du point de vue
des temps de calcul. Par ailleurs, nous observons généralement que RankRWFS-`0
est légèrement plus rapide que Rank`2-AROM, ce qui montre l’intérêt de l’utilisation
de cette approche.
En conclusion, l’étude des temps d’exécution a montré que :
– Les temps d’exécution de la phase de sélection augmentent lorsque le nombre
de caractéristiques requises diminue. Pour le seuil à 10 %, cette augmentation
peut être brutale.
– Les temps d’exécution sont globalement raisonnables, de l’ordre de la quin-
zaine de secondes en sélection.
– Les approches en norme `0 sont légèrement plus rapides que l’approche en
norme `1. Par ailleurs, l’approche RWFS en norme `0 semble également légè-
rement plus rapide que l’approche `2-AROM.
6.4.5 Des algorithmes de repondération offrant globalement de
meilleures performances que l’état de l’art
Dans cette section, nous comparons les algorithmes que nous proposons aux mé-
thodes de l’état de l’art FenchelRank et FSMRank, en prenant en compte l’ensemble
des critères d’évaluation simultanément. Plus précisément, nous comparons les dif-
férents algorithmes sur leur capacité à supprimer un grand nombre de variables
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dans un temps raisonnable et en conservant une bonne qualité d’ordonnancement.
Les figure 6.9 et 6.10 (pages 119 et 120) représentent les valeurs de MAP obte-
nues par chaque algorithme en fonction du ratio de parcimonie atteint, sur chaque
jeu de données. Les méthodes les plus performantes seront celles dont le ratio de
parcimonie est le plus faible possible, sans dégradation de la MAP. Nous observons
que sur tous les jeux de données à l’exception de HP2004, nos méthodes présentent
un meilleur rapport MAP vs. ratio de parcimonie que les méthodes de l’état de
l’art lorsque les seuils de sélection théoriques sont inférieurs ou égaux à 50 %. En
effet, dans ces cas, les ratios de parcimonie sont plus faibles que ceux des méthodes
de référence, tandis que les valeurs de MAP restent équivalentes. Dans le cas de
HP2004, nous observons que nos méthodes obtiennent des valeurs de MAP légère-
ment plus faibles que celles des références, mais qu’elles parviennent néanmoins à
atteindre de plus petits ratios de parcimonie. Globalement, nos méthodes sont donc
plus performantes que celles de l’état de l’art pour supprimer un grand nombre de
variables, sans dégrader la qualité de l’ordonnancement.
La figure 6.11 et 6.12 (pages 121 et 122) représentent le temps d’exécution total
des algorithmes (sélection et apprentissage) en fonction du ratio de parcimonie at-
teint. Les meilleurs méthodes seront celles qui offrent le meilleurs compromis entre
faible ratio de parcimonie et faible temps d’exécution. Notons que seul FSMRank
est considéré comme algorithme de référence. En effet, nous ne disposons pas des
temps d’exécution de FenchelRank. Par ailleurs, il est intéressant de nous compa-
rer à FSMRank, qui a été présenté comme un algorithme rapide par ses auteurs
[Lai 2013b].
Nous observons que nos approches sont globalement bien plus rapides que FSM-
Rank, pour tous les seuils de sélection et sur tous les jeux de données à l’exception de
MQ2008 pour lequel FSMRank est plus performant. Sur Ohsumed, nos approches
sont environ 4.5 fois plus rapide que FSMRank pour des ratios de parcimonie simi-
laires ou meilleurs. Sur TD2004, nos algorithmes sont généralement 2 à 3 fois plus
rapides, tout en étant plus parcimonieux. Ils sont jusqu’à 4 et 5 fois plus rapides sur
NP2004 et HP2004. Nos approches sont ainsi plus efficaces que l’état de l’art pour
supprimer un grand nombre de variables dans des temps de calcul raisonnables.
Les algorithmes que nous proposons constituent donc des approches perfor-
mantes et compétitives pour sélectionner un grand nombre de variables dans des
temps compétitifs, tout en maintenant une bonne qualité d’ordonnancement.
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Figure 6.9 – Lien entre ratio de parcimonie et MAP pour les différents algorithmes
sur les jeux de données HP2004, NP2004 et TD2004. Nos méthodes sont générale-
ment les meilleures pour des seuils de sélection théoriques inférieurs à 50 %.
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Figure 6.10 – Lien entre ratio de parcimonie et MAP pour les différents algorithmes
sur les jeux de données MQ2008 et Ohsumed. Nos méthodes sont généralement les
meilleures pour des seuils de sélection théoriques inférieurs à 50 %.
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Figure 6.11 – Lien entre ratio de parcimonie et temps d’exécution pour les dif-
férents algorithmes sur les jeux de données HP2004, NP2004 et TD2004. Nos mé-
thodes sont jusqu’à 5 fois plus rapides que l’état de l’art.
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Figure 6.12 – Lien entre ratio de parcimonie et temps d’exécution pour les diffé-
rents algorithmes sur les jeux de données MQ2008 et Ohsumed. Nos méthodes sont
généralement les meilleures pour des seuils de sélection théoriques inférieurs à 50 %.
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6.4.6 Des sous-ensembles de variables sélectionnées cohérents et
informatifs
Les analyses précédentes portaient sur une évaluation quantitative des approches
proposées : analyse des ratios de parcimonie, comparaison des mesures d’évaluation
et analyse des temps d’exécution. Nous proposons maintenant une étude orientée
vers l’évaluation de la qualité des approches de sélection. Dans ce contexte, nous
cherchons à évaluer deux aspects de la qualité des approches :
1. La capacité des trois algorithmes à sélectionner des sous-ensembles similaires
sur un même jeu de données ;
2. La capacité des algorithmes à sélectionner des sous-ensembles de caractéris-
tiques reconnues comme informatives.
Par souci de simplicité, nous nous sommes limités à l’analyse des modèles compre-
nant moins de 10 % des variables initiales.
Notons SRankRWFS-`0 (respectivement SRankRWFS-`1 et SRank`2-AROM), la réunion
des sous-ensembles de caractéristiques sélectionnées sur chaque sous-échantillon par
l’algorithme RankRWFS-`0 (respectivement RankRWFS-`1 et Rank`2-AROM). Les
tableaux 6.1 à 6.5 présentent, pour chaque couple d’ensembles (X,Y ), le ratio du
nombre d’éléments de X présents dans Y et du nombre total d’éléments de X,
pour le jeu de données considéré. Nous observons que, sur l’ensemble des jeux
de données, les algorithmes sélectionnent des sous-ensembles de caractéristiques
similaires voire identiques. Ainsi, le pourcentage minimal de variables communes
entre deux sous-ensembles, sur tous les jeux de données, est de 50 %. Les modèles
partagent fréquemment plus de 75 % de leur caractéristiques avec un autre modèle.
Nous constatons par ailleurs que :
– sur HP2004, SRank`2-AROM ⊂ SRankRWFS-`0 , tandis que SRankRWFS-`0 et SRankRWFS-`1
partagent environ trois caractéristiques sur quatre ;
– sur NP2004, SRankRWFS`0 ⊂ SRank`2-AROM et ses deux sous-ensembles par-
tagent respectivement 89 % et 80 % de leurs éléments avec SRankRWFS-`1 ;
– sur TD2004, les sous-ensembles sont emboités tel que SRankRWFS`0 ⊂ SRankRWFS-`1 ⊂
SRank`2-AROM ;
– sur MQ2008, SRankRWFS-`0 = SRankRWFS-`1 et SRank`2-AROM est inclus dans
ces deux sous-ensembles ;
– sur Ohsumed, SRankRWFS-`0 est inclus dans les deux autres sous-ensembles,
qui partagent cinq caractéristiques sur six.
Les algorithmes sélectionnent ainsi des sous-ensembles de variables qui sont très
similaires, du moins pour le seuil observé. L’accord inter-algorithmes concernant les
caractéristiques pertinentes pour un jeu de données est donc élevé.
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SRankRWFS-`0 SRankRWFS-`1 SRank`2-AROM
SRankRWFS-`0 - 1 1
SRankRWFS-`1 0.67 - 0.5
SRank`2-AROM 0.5 0.75 -
Table 6.3 – Ratio de variables communes pour les sous-ensembles pris deux à deux
sur TD2004
SRankRWFS-`0 SRankRWFS-`1 SRank`2-AROM
SRankRWFS-`0 - 1 0.75
SRankRWFS-`1 1 - 0.75
SRank`2-AROM 1 1 -
Table 6.4 – Ratio de variables communes pour les sous-ensembles pris deux à deux
sur MQ2008
SRankRWFS-`0 SRankRWFS-`1 SRank`2-AROM
SRankRWFS-`0 - 0.69 0.77
SRankRWFS-`1 0.75 - 0.67
SRank`2-AROM 1 0.8 -
Table 6.1 – Ratio de variables communes pour les sous-ensembles pris deux à deux
sur HP2004
SRankRWFS-`0 SRankRWFS-`1 SRank`2-AROM
SRankRWFS-`0 - 0.89 1
SRankRWFS-`1 0.62 - 0.69
SRank`2-AROM 0.9 0.9 -
Table 6.2 – Ratio de variables communes pour les sous-ensembles pris deux à deux
sur NP2004
Nous souhaitons évaluer la capacité des algorithmes à sélectionner des caracté-
ristiques informatives. La figure 6.13 présente les diagrammes en barres du nombre
de sous-ensembles pour lesquels chaque caractéristique a été sélectionnée, ce pour
chaque algorithme et chaque jeu de données. Nous nous intéressons principalement
aux caractéristiques qui ont été sélectionnées le plus fréquemment sur l’ensemble
des cinq sous-échantillons de chaque jeu de données.
SRankRWFS-`0 SRankRWFS-`1 SRank`2-AROM
SRankRWFS-`0 - 1 1
SRankRWFS-`1 0.83 - 0.83
SRank`2-AROM 0.83 0.83 -
Table 6.5 – Ratio de variables communes pour les sous-ensembles pris deux à deux
sur Ohsumed
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Figure 6.13 – Sous-ensembles de caractéristiques sélectionnées au seuil de 10 %
pour les trois algorithmes sur les jeux de données (a) HP2004, (b) NP2004, (c)
TD2004, (d) MQ2008 et (e) Ohsumed.
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Nous observons que sur les jeux de données HP2004, NP2004 et TD2004, les
algorithmes ont sélectionné le plus fréquemment les variables d’indices 22, 23, 40,
46 et 52. Les caractéristiques 22 et 23 correspondent au score BM25 sur le titre et
l’ancre du document. La variable 40 est basée sur un modèle de langue appris sur
l’ensemble du document, tandis que la 46 est basée sur la notion de propagation des
hyperliens. Enfin, la dernière variable correspond au HostRank. Il est intéressant
de noter que, d’une part, ces caractéristiques sont considérées comme hautement
informatives et que d’autre part, elles concordent avec les caractéristiques sélec-
tionnées par d’autres algorithmes de l’état de l’art [Lai 2013a]. Sur Ohsumed, les
algorithmes ont majoritairement sélectionné les caractéristiques 4, 11, 41 et 43, qui
sont respectivement basées sur la fréquence des termes communs entre requête et
document (tf), le score BM25 et les modèles de langues. Enfin, sur MQ2008, les
variables 23 et 39 sont les plus fréquemment sélectionnées et correspondent à des
modèles de langues. Ainsi, les méthodes proposées sélectionnent sur tous les jeux
de données des variables hautement informatives.
Les algorithmes tendent à conserver majoritairement des caractéristiques de type
BM25 ou modèles de langues, qui sont connues pour être hautement informatives
pour l’apprentissage d’ordonnancement.
6.5 Conclusion et perspectives
Dans ce chapitre, nous avons présenté des travaux qui apportent différentes
contributions dans le domaine de la sélection de variables en apprentissage d’ordon-
nancement.
Tout d’abord, nous proposons une nouvelle méthodologie, basée sur une ap-
proche IRLS, capable de résoudre des problèmes parcimonieux en norme `1 et en
norme `0. A notre connaissance, ce sont les premiers travaux sur les SVM parci-
monieux en sélection de variables pour l’apprentissage d’ordonnancement qui ne se
limitent pas à l’utilisation d’une même norme parcimonieuse.
Ensuite, à notre connaissance, ce sont les premiers travaux à étudier l’apport des
SVM en norme `0 pour la sélection de variables en apprentissage d’ordonnancement.
Les études existantes [Sun 2009, Lai 2013a] se sont concentrées sur l’utilisation de la
norme `1. Nous montrons que l’approche en norme `0 obtient des résultats compa-
rables en matière de qualité d’ordonnancement, mais semble plus efficace du point
de vue de la vitesse de calcul.
De plus, ces travaux proposent une analyse comparative poussée de différentes
approches itératives repondérées, ce qui constitue une nouveauté dans le domaine
de la sélection de variables pour l’apprentissage d’ordonnancement. Les approches
IRLS n’ont, à notre connaissance, pas ou peu été étudiées dans ce contexte. Les ap-
proches proposées obtiennent des résultats comparables ou meilleurs que l’état de
l’art lorsque l’on considère les mesures d’évaluation. Par ailleurs, les temps d’exécu-
tion sont raisonnables. Les temps de calcul obtenus avec la méthode RankRWFS-`0
sont meilleurs que les autres algorithmes, ce qui indique l’intérêt de la méthodologie
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et de l’approche RWFS proposées.
Enfin, nous fournissons une analyse qualitative des modèles appris. Nous mon-
trons que les approches proposées présentent l’intérêt de sélectionner des sous-
ensembles de caractéristiques similaires et hautement informatives. Nous sommes
ainsi en mesure d’isoler des sous-ensembles de variables hautement pertinentes pour
l’apprentissage d’ordonnancement, pour chaque jeu de données de référence.
Les approches proposées et notamment la méthodologie RWFS apparaissent
comme des méthodes prometteuses pour la sélection de variables en apprentissage
d’ordonnancement. Dans nos travaux futurs, nous nous concentrerons sur la pro-
position d’approches IRLS en norme `0 qui ont été encore peu étudiées dans ce
contexte. Notamment, nous envisageons d’incorporer d’autres approximations de
la norme `0 à la méthodologie IRLS. Les approximations 6.2 et 6.3 seront ainsi
étudiées.
Les approches proposées présentent un inconvénient : le norme `2 n’étant pas
parcimonieuse, les coefficients tendent vers zéro, mais n’atteignent jamais totale-
ment la valeur nulle. Il est donc nécessaire d’imposer un seuil en deçà duquel les
coefficients sont fixés à zéro. Ce problème est résolu en considérant non pas une
repondération de la norme `2 mais une repondération de la norme `1.
Dans de futurs travaux, nous nous intéresserons à une adaptation de l’ap-
proximation de la norme `0 par la norme `1 telle que proposée par Candès et
al. [Candes 2008]. Nous proposons de modifier l’approche RWFS afin d’intégrer
cette approximation comme présentée dans l’algorithme 6.5. La structure de l’al-
gorithme reste similaire à celle des algorithmes RankRWFS-`1 et RankRWFS-`0,
seuls la règle de mise à jour des poids et l’algorithme de résolution des SVM sont
modifiés. La règle de mise à jour du vecteur v à chaque itération t devient ainsi
v(t+1)i =
√
|(w(t)i + ε)v(t)i | où ε tend vers zéro. L’algorithme de résolution des SVM
utilisés doit pouvoir résoudre le problème en norme `1. Nous pourrons par exemple
utiliser l’algorithme FenchelRank, ou l’algorithme proximal proposé au chapitre 7.
Nous avons également mené une étude concernant, non pas l’utilisation et l’ap-
proximation de la norme `0, mais l’utilisation d’autres normes non convexes. L’in-
térêt est de considérer des normes plus parcimonieuses que la norme `1 et pouvant
être approchée par repondération de cette dernière. Nous présentons dans le cha-
pitre suivant une méthode de repondération de la norme `1 pour l’approximation de
régularisations non convexes et montrons que nous obtenons d’excellents résultats
dans ce contexte.
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Algorithme 6.5 Algorithme Rank-RW-`1`0
Entrée : jeu de données d’apprentissage (xj ,yj)mj=1 et nombre maximal de va-
riables r
Sortie : vecteur de poids w
%% Etape de sélection des variables
Initialisation v = [1...1] ∈ Rd, t = 1
Tant que ‖w‖0 > r Faire
Pour chaque observation xj Faire
Pour i = 1→ d Faire
x
′j
i ← xjiv(t)i
Fin Pour
Fin Pour
w(t) ← solution de RankSVM-`1({(x′j ,yj)}mj=1)
Pour i = 1→ d Faire
v(t+1)i ←
√
|(w(t)i + ε)v(t)i |
Fin Pour
Pour i = 1→ d Faire
wi ← w(t)i v(t)i
Fin Pour
t← t+ 1
Fin Tant que
%% Récupération des variables pertinentes
I ← {i|wi 6= 0}
%% Apprentissage du modèle final
Pour j = 1→ m Faire
Pour i ∈ I Faire
zji ← xji
Fin Pour
Fin Pour
w← solution de RankSVM-Primal({(zj ,yj)}mj=1)
Retourner w
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Dans le chapitre précédent, nous avons proposé différents algorithmes de sé-
lection de variables dédiés à l’apprentissage d’ordonnancement. Ces algorithmes
approchent la norme `0 par repondération de la norme `2 et donnent de bons résul-
tats, que nous considérions la qualité de prédiction ou la parcimonie. Néanmoins,
ces approches présentent un inconvénient : la norme `2 n’est pas naturellement par-
cimonieuse. Ainsi, les coefficients n’atteignent jamais exactement zéro, même s’ils
tendent vers la valeur nulle. Nous sommes contraints de fixer un seuil qui annulent
les valeurs suffisamment petites.
Dans ce chapitre, nous proposons d’utiliser les régularisations non convexes pré-
sentées au chapitre 5 afin d’introduire de la parcimonie dans les modèles. Nous
considérons une approche basée sur l’utilisation d’un schéma en norme `1 afin de
résoudre le problème d’optimisation dans le cadre des régularisations non convexes.
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Dans la section 7.1, nous proposons deux algorithmes embedded pour la sélection
de variables en apprentissage d’ordonnancement.
Le premier, présenté à la section 7.1.1, est un algorithme de type FBS qui résout
un problème d’ordonnancement par paire avec une régularisation `1. Le principe de
ce type de méthodes, appelées aussi approches proximales, est tout d’abord présenté
dans le cadre de la classification. Puis nous décrivons son adaptation dans le cadre
d’apprentissage par paire. Enfin, nous présentons en détail l’algorithme proposé,
que nous nommons RankSVM-`1.
Le second algorithme proposé, présenté à la section 7.1.2, repondère RankSVM-
`1 afin de résoudre un problème d’ordonnancement par paire faisant intervenir des
régularisations non convexes définies au chapitre 5 (MCP, log et `q, q < 1). Nous
le nommons RankSVM-NC. L’algorithme est basé sur l’utilisation d’un schéma de
repondération en norme `1 que nous détaillons. A notre connaissance, l’utilisation
de régularisations non convexes n’a pas été étudiée dans le cadre de la sélection
de variables en apprentissage d’ordonnancement en RI. Il s’agit donc du premier
algorithme à traiter cette problématique.
Dans la section 7.2, nous évaluons l’algorithme RankSVM-`1 sur les neuf jeux
de données issus de LETOR 3 et 4 en utilisant la MAP et le NDCG@10. Nous
comparons les résultats obtenus à ceux de six algorithmes non parcimonieux de l’état
de l’art. Nous analysons également les ratios de parcimonie. Une comparaison de la
performance de RankSVM-`1 par rapport aux approches de sélection de variables
de l’état de l’art et de l’algorithme utilisant les régularisations non convexes est
effectuée à la section 7.3.
Dans la section 7.3, nous évaluons la performance de RankSVM-NC sur les
neuf jeux de données issus de LETOR 3 et 4 en utilisant la MAP et le NDCG@10
ainsi que les ratios de parcimonie. Nous considérons les régularisations non-convexes
MCP, log et `q, q < 1. Nous comparons les résultats obtenus pour chaque régula-
risation aux algorithmes RankSVM-`1, FenchelRank et FSMRank. Nous montrons
que les régularisations non convexes sont performantes pour effectuer la sélection
de variables, puisque nous obtenons des ratios de parcimonie jusqu’à six fois plus
faibles qu’en utilisant des régularisations convexes, tout en préservant la qualité de
l’ordonnancement.
Ces travaux ont été réalisés en collaboration avec Rémi Flamary du laboratoire
Lagrange de l’Université de Nice-Sophia Antipolis et Stéphane Canu du Labora-
toire d’Informatique, du Traitement de l’Information et des Systèmes (LITIS) de
l’INSA de Rouen. Ils ont été acceptés pour publication dans la revue internationale
IEEE Transactions on Neural Networks and Learning Systems sous le titre "Non-
regularizations for feature selection in ranking with sparse SVM" [Laporte 2014].
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7.1 Algorithmes proximaux pour régularisations convexes
et non-convexes
Dans cette section, nous présentons les deux algorithmes que nous proposons
dans le cadre de la sélection de variables en apprentissage d’ordonnancement.
Dans un premier temps, nous introduisons le principe des approches FBS et
montrons comment nous adaptons l’algorithme original dans le cadre de l’appren-
tissage d’ordonnancement. Nous nommons l’algorithme ainsi obtenu RankSVM-`1.
Dans un second temps, nous proposons un algorithme de repondération en norme
`1 permettant l’utilisation de régularisations non-convexes telles que les pénalités
`p, p < 1, log et MCP. Notons que contrairement aux approches du chapitre 6, il
n’est pas nécessaire de fixer de seuil de variables à atteindre. A notre connaissance, il
s’agit du premier algorithme proposé en sélection de variables pour l’apprentissage
d’ordonnancement qui considère l’utilisation de régularisations non convexes.
7.1.1 RankSVM-`1, un algorithme de résolution de régularisation
convexe
RankSVM-`1 constitue la brique de base nécessaire pour la résolution du pro-
blème d’optimisation avec des régularisations non convexes. Nous proposons d’uti-
liser une approche de type FBS. Les approches ont été conçues pour résoudre des
problèmes d’optimisation non différentiables de forme similaire à celui que nous
considérons. Elles paraissent donc adaptées. Dans la suite de cette section, nous
présentons le principe des algorithmes FBS dans le cadre de la discrimination, puis
nous montrons comment il est adapté à l’apprentissage d’ordonnancement.
7.1.1.1 Principe des algorithmes FBS
Nous présentons ici les algorithmes FBS de façon succincte. Une présentation
détaillée de ce type d’algorithmes est disponible dans l’ouvrage de Bach et al.
[Bach 2011].
Les algorithmes FBS ont été initialement proposés pour résoudre des problèmes
d’optimisation non différentiables de la forme :
min
w∈Rd
J1(w) + λΩ(w) (7.1)
où J1(.) est une fonction différentiable à gradient lipschitzien continu et Ω(.) est
un terme de régularisation convexe possédant un opérateur proximal. L’opérateur
proximal de la régularisation µΩ(.), noté ProxµΩ(.), est défini de la façon suivante :
ProxµΩ(z) = arg min
w
1
2‖z−w‖
2
2 + µΩ(w) (7.2)
Ces algorithmes fonctionnent de manière itérative. L’idée générale de l’approche
est que le terme J1(.) peut être linéarisé à chaque itération de sorte que le problème
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Algorithme 7.1 Algorithme FSB accéléré (FISTA)
Initialiser w0
Initialiser L comme constante de Lipschitz de ∇J1(·)
k = 1, z1 = w0 , t1 = 1
repeat
wk ← Prox λ
L
Ω(zk − 1L∇J1(zk))
tk+1 ← 1+
√
1+4(tk)2
2
zk+1 ← wk +
(
tk−1
tk+1
)
(wk −wk−1)
k ← k + 1
until Convergence
7.1 puisse être approché par un autre problème correspondant à l’expression de
l’opérateur proximal. Résoudre le problème 7.1 équivaut à résoudre une succession
de problèmes de la forme 7.2, tel que, à chaque itération k, le vecteur de poids w
est mis à jour de la façon suivante :
wk+1 = Prox λ
L
Ω
(
wk − 1
L
∇J1(wk)
)
(7.3)
où L est une constante de Lipschitz qui assure la convergence de la méthode.
Dans ces travaux, nous nous intéressons plus particulièrement aux régularisa-
tions en norme `1 et `1 repondérée, qui possèdent chacune un opérateur proximal.
L’opérateur proximal de la norme `1, noté Proxλ‖.‖1 , est défini de la façon suivante :
Proxλ‖.‖1(w)i = max
(
0, 1− λ|wi|
)
wi
= sign(wi)(|wi| − λ)+,∀i ∈ 1, . . . , d
(7.4)
L’opérateur proximal de la norme `1 repondérée, noté ProxλΩβ , est défini de
façon similaire, tel que :
ProxλΩβ (w)i = max
(
0, 1− λβi|wi|
)
wi
= sign(wi)(|wi| − λβi)+,∀i ∈ 1, . . . , d
(7.5)
L’un des inconvénients des algorithmes FBS est leur vitesse de convergence
relativement lente. Beck et Teboulle [Beck 2009] ont ainsi proposé une adaptation
de l’algorithme FBS initial qui assure une meilleure vitesse de convergence. Nommé
Fast Iterative Shrinkage Thresholding Algorithm (FISTA) et présenté à l’algorithme
7.1, il s’agit d’une version multi-pas de l’algorithme initial. Au lieu de mettre à jour
le vecteur wk+1 à partir de la valeur courante wk, la combinaison linéaire de la
valeur courante et de la valeur antérieure wk −wk−1 est utilisée.
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7.1.1.2 RankSVM-`1, un algorithme FBS pour l’apprentissage de pré-
férences parcimonieux
Nous proposons d’adapter l’algorithme 7.1 à l’apprentissage d’ordonnancement
de préférences dans le cadre des SVM parcimonieux. Cela peut être réalisé de façon
quasi-directe.
En effet, nous observons que le problème d’optimisation des SVM pour l’ap-
prentissage de préférences peut s’écrire sous la forme généralisée 7.1, telle que
J1(w) =
∑P
p=1 max(0, 1 − x˜>p w)2, Ω(w) = ‖w‖1 et λ = 1C . Pour pouvoir utili-
ser l’algorithme FISTA et en assurer la convergence, il est nécessaire de prouver
la proposition 1, c’est-à-dire que le terme J1(w) possède un gradient lipschitzien
continu. Cette démonstration est présentée dans notre article [Laporte 2014]. Elle
est reproduite ci-après.
Soit J1(w) la fonction de perte Hinge au carré définie de la façon suivante :
J1(w) =
P∑
p=1
max(0, 1− x˜>p w)2
Alors son gradient ∇J1(w)
∇J1(w) = −2
P∑
p=1
x˜p max(0, 1− x˜>p w)
est lipschitzien continu.
Proposition 1.
Preuve Par définition, la fonction de perte Hinge au carré possède un gradient
lipschitzien continu s’il existe une constante L telle que :
‖∇J1(w1)−∇J1(w2)‖2 ≤ L‖w1 −w2‖2 ∀w1,w2 ∈ Rd.
L’idée de la preuve est de montrer que le terme à l’intérieur de la somme, soit
x˜i max(0, 1− x˜>i w), est lui-même lipschitzien. Par extension, le gradient, qui est la
somme de termes lipschitzien, est lipschitzien. En pratique, il suffit de montrer qu’il
existe une constante L′ ∈ R telle que :
‖x˜i max(0, 1− x˜>i w1)− x˜i max(0, 1− x˜>i w2)‖ ≤ L′‖w1 −w2‖
Considérons w1 and w2, tels que 1− x˜Ti w1 ≤ 0 et 1− x˜Ti w2 ≤ 0, alors le terme de
gauche de l’inégalité précédente est égal à 0 et n’importe quel L′ satisfait l’inégalité.
Considérons à présent w1 and w2, tels que 1− x˜Ti w1 ≤ 0 et 1− x˜Ti w2 ≥ 0, alors le
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terme de gauche de l’inégalité précédente s’écrit de la façon suivante :
lhs = ‖x˜i‖2(1− x˜>i w2)
≤ ‖x˜i‖2(x˜>i w1 − x˜>i w2)
≤ ‖x˜i‖22‖w1 −w2‖2
Un raisonnement similaire quand 1−x˜Ti w1 ≥ 0 et 1−x˜Ti w2 ≤ 0 et quand 1−x˜Ti w1 ≥
0 et 1−x˜Ti w2 ≥ 0 montre que x˜i max(0, 1−x˜>i w) est lipschitzien avec pour constante
‖x˜i‖2.
La preuve se conclue en disant que ∇wJ est lipschitzien en tant que somme de
fonctions lipschitziennes. La constante de Lipschitz correspondante est ∑ni=1 ‖x˜i‖22.

Nous avons donc prouvé que le terme J1(w) est lipschitzien : l’algorithme FISTA
peut être utilisé pour résoudre le problème en norme `1. Notons que la preuve est
similaire dans le cadre de la régularisation en norme `1 repondérée. Les gradients
correspondants peuvent donc être utilisés directement par l’algorithme.
7.1.2 Algorithme repondéré pour les régularisations non-convexes
L’algorithme que nous proposons dans la section précédente constitue une nou-
velle approche pour la sélection de variables en apprentissage d’ordonnancement.
Néanmoins, l’utilisation de la norme `1 dans ce contexte n’est pas nouvelle. Elle
a notamment été étudiée par Lai et al. [Lai 2013a] dans le cadre de l’algorithme
FenchelRank, bien que l’algorithme en question résolve le problème d’une façon
différente de celle présentée ici.
A notre connaissance, l’apport des régularisations non-convexes pour la sélection
de variables en apprentissage d’ordonnancement de préférences en RI n’a jamais
été étudié. Nous proposons ici un nouvel algorithme permettant de considérer des
normes non-convexes. Nous le nommons RankSVM-NC
Néanmoins, les algorithmes FBS ne peuvent pas être utilisés avec des régula-
risations non convexes, celles-ci n’ayant pas de gradient lipschitzien continu. Nous
adaptons une méthode proposée par Gasso et al. [Gasso 2009], que nous avons in-
troduite au chapitre 5 et qui repose sur l’utilisation de la norme `1 repondérée.
Considérons le problème 7.1 :
min
w∈Rd
J1(w) + λΩ(w)
où dans notre cas J1(w) est la régularisation Hinge au carré et Ω(w) est une ré-
gularisation non convexe introduite au chapitre 5, qui n’a donc pas de gradient
lipschitzien. En se plaçant dans le cadre de la méthode proposée par Gasso et al.
[Gasso 2009], Ω = ∑di=1 g(|wi|) où g(.) est une fonction non convexe, l’idée est
alors de se ramener à un problème de Majoration-Minimisation [Hunter 2004] en
constatant que les régularisations non convexes sont concaves lorsque toutes leurs
coordonnées sont positives.
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Algorithme 7.2 Algorithme pour les régularisations non-convexes
1: Initialiser w0 et k = 1
2: Initialiser βj = 1,∀j
3: repeat
4: wk+1 ← arg minw J1(w) + λ
∑d
i=1 βi|wi| à l’aide de l’algorithme 7.1.
5: βj ← g′(|wkj |),∀j
6: k ← k + 1
7: until Convergence
Ainsi, pour tout point x0 > 0 fixé et tout point x > 0 à déterminer, la fonction
de perte g(.) peut être majorée de la façon suivante :
g(x) ≤ g(x0) + g′(x0)(x− x0) (7.6)
En considérant x = |wi|, x0 = |w∗i | valeur connue de wi à l’itération k et en
négligeant la partie constante dans l’équation précédente, le terme de régularisation
non convexe peut être majoré par une somme pondérée de termes convexes telle
que :
d∑
i=1
g(|wi|) ≤
d∑
i=1
g′(|wi|)|wi|+ g(|w∗i |)− g′(|w∗i |)|w∗i | (7.7)
où le terme g(|w∗i |) − g′(|w∗i |)|w∗i | est constant. Résoudre le problème avec les ré-
gularisations non convexes est donc équivalent à résoudre de façon itérative une
succession de problèmes en norme `1 repondérée qui minimise la majoration pré-
cédente, pour laquelle le terme constant peut alors être omis. A chaque itération
k + 1, le vecteur de poids w est alors mis à jour de la façon suivante :
wk+1 = arg min
w
J1(w) + λ
d∑
i=1
βi|wi| (7.8)
où βi = g′(|w∗i |). Les poids sont calculés en utilisant la solution trouvée à l’itéra-
tion précédente grâce à l’algorithme RankSVM-`1. La méthode finale utilisée pour
la résolution dans le cas non-convexe est présentée dans l’algorithme 7.2. Cette
approche est particulièrement intéressante puisqu’elle nous permet de résoudre le
problème non-convexe en utilisant l’algorithme en norme `1 repondérée de façon
quasiment directe. Par ailleurs, nous pouvons initialiser à chaud l’algorithme au
début de chaque itération. De cette manière, l’algorithme non-convexe hérite des
bonnes propriétés de convergence de la méthode FISTA et n’est pas trop pénalisé
pas l’ajout des boucles sur l’algorithme RankSVM-`1.
Dans les chapitres suivants, nous présentons les résultats et propriétés expéri-
mentales des algorithmes sur les jeux de données de référence. Nous montrons que
nos approches donnent d’excellents résultats que nous considérions la qualité de
prédiction ou la capacité à introduire de la parcimonie dans les modèles.
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7.2 RankSVM-`1 : un algorithme de sélection perfor-
mant
Dans cette section, nous présentons une évaluation de l’algorithme RankSVM-`1,
que nous proposons et qui constitue la brique de base de notre approche. L’objectif
premier de cette analyse est de montrer la compétitivité de RankSVM-`1, com-
parativement à des approches non parcimonieuses. Le protocole expérimental est
d’abord détaillé, puis les résultats obtenus sont discutés.
7.2.1 Protocole expérimental
L’objectif de l’expérimentation est de montrer la compétitivité de RankSVM-`1
en tant qu’algorithme de résolution parcimonieux en norme `1, comparativement
aux méthodes de référence non parcimonieuses. Nous nous intéressons non seule-
ment à la qualité de prédiction, mesurée à l’aide de la MAP et du NDCG@10, mais
aussi à la capacité de l’algorithme à introduire de la parcimonie dans les modèles.
Cette dernière est mesurée à l’aide du ratio de parcimonie, défini au chapitre 6.
Nous évaluons RankSVM-`1 sur l’ensemble des neuf jeux de données des collec-
tions LETOR 3.0 et 4.0. Sur chacun d’eux, nous calculons les valeurs de MAP et
de NDCG@10 et les comparons aux performances de six algorithmes d’apprentis-
sage d’ordonnancement non parcimonieux. Plus précisément, nous considérons trois
algorithmes de l’approche par paire, RankSVM-Dual [Joachims 2002], RankSVM-
Primal [Chapelle 2010] et RankBoost [Freund 2003], ainsi que trois algorithmes
de l’approche par liste, ListNet [Cao 2007], AdaRank-MAP et AdaRank-NDCG
[Xu 2007], présentés au chapitre 2. Nous utilisons le test de Student unilatéral ap-
parié pour évaluer la significativité des variations observées. Les ratios de parcimonie
obtenus sont commentés.
7.2.2 Résultats
Les tableaux 7.1 et 7.2 comparent l’algorithme parcimonieux RankSVM-`1 aux
algorithmes non parcimonieux de référence, selon la MAP et le NDCG@10 respec-
tivement.
Nous observons que RankSVM-`1 présente majoritairement des résultats équi-
valents ou meilleurs que ceux obtenus avec les algorithmes de référence sur les jeux
de données. Considérant la MAP, RankSVM-`1 fournit dans la majorité des cas
des résultats comparables aux algorithmes non parcimonieux des approches par
paire et par liste, sur l’ensemble des jeux de données. Nous constatons des résultats
ponctuellement meilleurs pour sept couples jeu de données - algorithmes, avec des
augmentations allant de 1% à 23%. Une diminution de la MAP, de l’ordre de 15%,
est observée sur le jeu de données TD2004 comparativement à l’algorithme Rank-
Boost. Cette dégradation reste néanmoins un phénomène marginal dû à la grande
performance de l’algorithme RankBoost sur TD2004. En effet, comme indiqué au
tableau 7.3, RankBoost surpasse l’ensemble des algorithmes de l’état de l’art sur ce
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Table 7.1 – Comparaison des valeurs de MAP obtenues avec RankSVM-`1 avec les
algorithmes non parcimonieux. Le symbole ∼ indique que les valeurs sont équiva-
lentes.
Jeu de L1 RankSVM RankSVM RankBoost AdaRank AdaRank ListNetdonnées Dual Primal ∼ MAP NDCG
Ohsumed 0.4491 ∼ +1% ∼ ∼ ∼ +1%
p=0.041 p=0.016
MQ2008 0.4779 +2% ∼ ∼ ∼ ∼ ∼
p=0.03
MQ2007 0.4648 ∼ ∼ ∼ +2% +1% ∼
p=0.015 p=0.008
HP2004 0.6841 ∼ ∼ ∼ ∼ ∼ ∼
NP2004 0.6915 ∼ ∼ +23% ∼ ∼ ∼
p=0.002
TD2004 0.2219 ∼ +8% -15% ∼ ∼ ∼
p=0.046 p=0.027
HP2003 0.7638 ∼ ∼ ∼ ∼ ∼ ∼
NP2003 0.6775 ∼ ∼ ∼ ∼ ∼ ∼
TD2003 0.2679 ∼ ∼ ∼ ∼ ∼ ∼
Table 7.2 – Comparaison des valeurs de NDCG@10 obtenues avec RankSVM-`1
avec les algorithmes non parcimonieux. Le symbole ∼ indique que les valeurs sont
équivalentes.
Jeu de L1 RankSVM RankSVM RankBoost AdaRank AdaRank ListNetdonnées Dual Primal ∼ MAP NDCG
Ohsumed 0.4545 ∼ ∼ +6% +3% ∼ ∼
p=0.02 p=0.03
MQ2008 0.2314 ∼ ∼ ∼ ∼ ∼ ∼
MQ2007 0.4412 -1% ∼ ∼ +2% +1% ∼
p=0.021 p=0.04 p=0.049
HP2004 0.7931 ∼ ∼ ∼ ∼ ∼ ∼
NP2004 0.8148 ∼ ∼ +18% +9% +10% ∼
p=0.0005 p=0.04 0.05
TD2004 0.3059 ∼ ∼ -15% ∼ ∼ ∼
p=0.026
HP2003 0.8254 ∼ ∼ ∼ ∼ ∼ -1%
p=0.016
NP2003 0.7839 ∼ ∼ ∼ ∼ ∼ ∼
TD2003 0.3538 ∼ ∼ ∼ ∼ ∼ ∼
Table 7.3 – Pourcentage de diminution de la MAP comparativement à l’algorithme
RankBoost sur TD2004. Les p-valeurs sont indiquées entre parenthèses.
RankSVM-Struct RankSVM-Primal AdaRank-MAP AdaRank-NDCG ListNet
-16% -21.2% -16.3% -25.9% -14.7%
(0.017) (0.01) (0.007) (0.006) (0.01)
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jeu de données bien précis.
Les résultats observés sur le NDCG@10 sont similaires et conduisent à la même
interprétation. RankSVM-`1 fournit des valeurs de NDCG@10 comparables ou si-
gnificativement meilleures à celles obtenues avec les algorithmes de référence dans
la très grande majorité des cas.
Enfin, le tableau 7.4 montre que RankSVM-`1 obtient ces très bons résultats tout
en utilisant en moyenne 60% de caractéristiques en moins comparativement aux
approches non parcimonieuses. RankSVM-`1 constitue ainsi une bonne approche
pour introduire de hauts niveaux de parcimonie dans les modèles tout en maintenant
une très bonne qualité de prédiction.
7.3 Régularisations non-convexes : des méthodes effi-
caces pour la sélection de variables en apprentissage
d’ordonnancement
Dans cette section, nous présentons les expérimentations mises en œuvre afin
d’évaluer l’apport des régularisations parcimonieuses non-convexes et la perfor-
mance de l’algorithme RankSVM-NC que nous proposons dans le cadre de la sélec-
tion de variables pour l’apprentissage d’ordonnancement. Dans un premier temps,
nous détaillons notre protocole expérimental. Dans un second temps, nous discutons
les résultats.
7.3.1 Protocole expérimental
Les expérimentations effectuées ont pour objectif de montrer l’apport de l’uti-
lisation de regularisations non-convexes dans le cadre de l’apprentissage d’ordon-
nancement ainsi que la compétitivité de notre algorithme vis-à-vis des méthodes de
sélection existantes.
Nous considérons trois régularisations non-convexes au sein de RankSVM-NC,
à savoir les pénalités MCP, log et `q avec q = 0.5. Nous avons choisi de n’étudier
qu’une seule valeur de q par souci de simplicité et de lisibilité. Explorer l’ensemble
des valeurs possibles de q afin de sélectionner la configuration optimale est un
sujet intéressant, mais n’est pas l’objet de cette étude. Nous nous intéressons ici
au potentiel de l’utilisation de cette pénalité dans le contexte de la sélection de
variables pour l’apprentissage d’ordonnancement, plutôt qu’à une analyse détaillée
de son comportement suivant la valeur de q dans ce contexte.
Pour chacune de ces régularisations, nous apprenons le modèle qui maximise la
MAP sur l’échantillon de validation et nous calculons la MAP et le NDCG@10 sur
l’échantillon de test. Nous fixons ε = 0.1 pour la régularisation log et γ = 2 pour la
pénalité MCP. Nous calculons également les taux de parcimonie. Nous comparons
les valeurs de MAP, de NDCG@10 et les taux de parcimonie à ceux obtenus avec
FenchelRank [Lai 2013a] et FSMRank [Lai 2013b], deux algorithmes de l’état de
l’art, ainsi que RankSVM-`1, l’algorithme que nous avons précédemment proposé.
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La significativité des variations des mesures de RI est évaluée avec le test de Student
unilatéral apparié. Les résultats sont discutés dans la section suivante.
7.3.2 Résultats
Les résultats présentés ici sont également repris dans [Laporte 2014]. Dans un
premier temps, nous présentons les ratios de parcimonies obtenus avec les différentes
approches. Nous montrons la grande efficacité des approches non-convexes pour
l’introduction de hauts niveaux de parcimonie dans les modèles. Dans un second
temps, nous comparons les valeurs de MAP et de NDCG@10. Enfin, nous discutons
les résultats et mettons en évidence la compétitivité des méthodes non-convexes,
qui obtiennent des qualités de prédiction comparables aux algorithmes de référence,
tout en sélectionnant en moyenne 50% de caractéristiques en moins.
7.3.2.1 Pénalités non-convexes : plus performantes pour induire de la
parcimonie
Dans cette section, nous analysons les ratios de parcimonie optimaux indépen-
damment des valeurs des mesures de RI.
La figure 7.1 présente le spider plot de la proportion de caractéristiques sup-
primées, soit 1− le ratio de parcimonie, pour chacun des algorithmes sur chacun
des jeux de données. Chaque axe de la toile représente un jeu de données, tandis
que chaque ligne colorée représente un algorithme. Nous observons que les régu-
larisations non convexes permettent de supprimer plus de caractéristiques que la
pénalité `1 et les approches FenchelRank et FSMRank. Les régularisations log et
`0.5 introduisent le plus de parcimonie dans les modèles. Au contraire, l’approche
FSMRank est celle qui supprime le moins de caractéristiques.
Ces observations sont également visibles au tableau 7.4, qui présente les ratios
de parcimonie pour chaque algorithme et chaque jeu de données. Nous constatons
que les régularisations log et `0.5 conduisent aux plus faibles ratios de parcimonie,
elles sont les plus efficaces pour supprimer un grand nombre de caractéristiques. En
pratique, elles utilisent en moyenne deux fois moins de variables que les approches
en norme `1 ou FSMRank pour l’apprentissage des modèles. La régularisation MCP
apparaît comme la moins parcimonieuse des pénalités non convexes. Cette consta-
tation n’est pas nécessairement surprenante, la pénalité MCP ayant été proposée
pour corriger le biais induit par la norme `1 plus que pour introduire de plus hauts
niveaux de parcimonie.
L’analyse des résultats de parcimonie pour chaque jeu de données pris indépen-
damment confirme nos observations. Les régularisations non convexes sont bien les
plus parcimonieuses. Ainsi, la pénalité log présente les plus faibles taux de parci-
monie pour quatre jeux de données sur neuf, à savoir Ohsumed, HP2004, NP2004
et NP2003. La régularisation `0.5 est particulièrement efficace sur les quatre jeux de
données MQ2008, MQ2007, HP2003 et TD2003, tandis que MCP est la plus effi-
cace sur TD2004. Les écarts de parcimonie entre algorithmes sont variables suivant
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Table 7.4 – Comparaison des ratios de parcimonie entre RankSVM-NC, RankSVM-
`1 et l’état de l’art.
Jeu de données FenchelRank FSMRank `1 MCP log `0.5
Ohsumed 0.23 0.41 0.28 0.34 0.12 0.22
MQ2008 0.3 0.42 0.39 0.27 0.09 0.07
MQ2007 0.58 0.64 0.6 0.19 0.29 0.05
HP2004 0.19 0.26 0.17 0.24 0.06 0.12
NP2004 0.27 0.37 0.43 0.32 0.13 0.23
TD2004 0.46 0.67 0.42 0.28 0.36 0.3
HP2003 0.27 0.48 0.25 0.39 0.27 0.16
NP2003 0.23 0.44 0.48 0.36 0.23 0.27
TD2003 0.53 0.76 0.48 0.40 0.34 0.20
Moyenne 0.34 0.49 0.39 0.31 0.21 0.18
les jeux de données, ce qui peut s’expliquer par le fait que le nombre de variables
pertinentes n’est pas nécessairement le même pour chacun d’eux.
Considérons la pénalité log pour les jeux de données sur lesquels elle détient le
meilleur ratio de parcimonie. Nous observons que, comparativement à RankSVM-`1,
FenchelRank et FSMRank, elle sélectionne :
– de 2 à 3.5 fois moins de caractéristiques sur Ohsumed,
– de 3 à 4 fois mois de caractéristiques sur HP2004 et
– de 2 à 3 fois moins de variables sur NP2004.
La pénalité `0.5, comparativement à RankSVM-`1, FenchelRank et FSMRank, sé-
lectionne :
– de 4 à 6 fois moins de variables sur MQ2008,
– de 11 à 13 fois moins de caractéristiques sur MQ2007,
– de 1.5 à 3 fois moins de variables sur HP2003 et
– de 2.5 à 3.5 environ de caractéristiques en moins sur TD2003.
L’algorithme de sélection de variables via les régularisations non convexes est
donc particulièrement efficace pour supprimer un grand nombre de variables des
modèles. Il surpasse très nettement les autres approches de l’état de l’art dans cette
tâche.
7.3.2.2 Qualités de prédiction équivalentes à l’état de l’art
Dans cette section, nous confrontons les qualités de prédiction de notre algo-
rithme utilisant les régularisations non convexes aux approches de l’état de l’art
et à RankSVM-`1 que nous avons proposé. Les résultats obtenus sont présentés
aux tableaux 7.5 et 7.6. Pour chaque jeu de données, la plus haute valeur de MAP
et NDCG@10 obtenue est indiquée en gras. Tous les autres algorithmes sont alors
comparés à cette valeur en utilisant le test de Student unilatéral apparié. Si au-
cune dégradation significative n’est observée, le symbole ∼ est indiqué ; sinon, le
pourcentage de diminution ainsi que la p-valeur correspondante sont renseignés.
Nous observons que les résultats obtenus sont globalement équivalents pour l’en-
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Figure 7.1 – Ratio de caractéristiques supprimées pour chaque algorithme sur
chaque jeu de données.
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semble des algorithmes et des jeux de données, quelle que soit la mesure considérée.
Ponctuellement, des dégradations de la MAP ou du NDCG peuvent survenir. Nous
les commentons de façon plus détaillée dans la suite de cette section.
Considérons tout d’abord les valeurs de MAP obtenues. Nous constatons que
pour cinq jeux de données sur neuf, soient Ohsumed, MQ2008, NP2004, HP2003 et
TD2003, les régularisations non convexes obtiennent d’aussi bonnes performances
que l’algorithme RankSVM-`1 et les algorithmes de l’état de l’art tout en étant bien
plus parcimonieuses. L’algorithme utilisant les pénalités non convexes fournit donc
majoritairement des résultats équivalents à l’état de l’art. Par ailleurs, nous obser-
vons que sur trois des quatre jeux de données restants, la MAP n’est pas dégradée
pour l’ensemble de régularisations non convexes, à l’exception de la pénalité MCP
sur TD2004, la pénalité `0.5 sur NP2003 et la pénalité log sur HP2004, les autres ré-
gularisations fournissant des résultats équivalents au meilleur algorithme. Certaines
régularisations peuvent donc ne pas être adaptées pour certains jeux de données,
mais de façon marginale. Enfin, sur MQ2007, le dernier jeu de données pour lequel
une diminution de la MAP est observée, nous constatons que la dégradation affecte
aussi bien l’algorithme utilisant les régularisations non convexes que FenchelRank.
Par ailleurs, pour les régularisations MCP et log, la diminution de MAP effective
est inférieure à celle constatée pour FenchelRank. L’utilisation des régularisations
non convexes permet donc globalement d’obtenir des valeurs de MAP comparables
à l’état de l’art tout en étant bien plus parcimonieuses, ce qui est un net avantage
pour les algorithmes que nous proposons.
Considérons à présent les valeurs de NDCG@10. Nous constatons que les algo-
rithmes présentent des résultats équivalents pour sept jeux de données sur neuf.
RankSVM-`1 et la régularisation log fournissent les meilleurs résultats pour cinq
jeux de données sur neuf, mais l’amélioration n’est pas statistiquement significa-
tive. Sur MQ2007 et HP2004, des dégradations sont observées, mais ne remettent
pas en question la qualité de la méthode. En effet, sur HP2004, une diminution
du NDCG@10 n’est constatée que pour la pénalité log, les régularisations MCP
et `0.5 fournissant des résultats similaires au meilleur algorithme, FenchelRank.
Sur MQ2007, l’ensemble des algorithmes, convexes ou non convexes, présentent
des résultats statistiquement moins bons que le meilleur algorithme FSMRank. Par
ailleurs, la dégradation constatée pour les pénalité MCP et log est inférieure à celles
de FenchelRank et RankSVM-`1.
Nous pouvons en conclure que l’algorithme utilisant les régularisations non
convexes est aussi performant que les méthodes de l’état de l’art tout en étant
bien plus parcimonieux.
7.3.2.3 Pénalités non-convexes : des méthodes compétitives pour la sé-
lection de variables
Dans les deux sections précédentes, nous avons montré que les régularisations
non convexes étaient plus efficaces pour introduire de la parcimonie dans les modèles
et qu’elles obtenaient des résultats équivalents aux approches convexes, même si
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Table 7.5 – Comparaison des valeurs de MAP entre la meilleure méthode et les
autres algorithmes. Le symbole ∼ indique qu’il n’y a pas de différence significative
par rapport à la meilleure méthode. En cas de variation significative, la p-valeur est
donnée en italique.
Jeu de données FenchelRank FSMRank `1 MCP log `0.5
Ohsumed ∼ ∼ ∼ 0,4513 ∼ ∼
MQ2008 0,4804 ∼ ∼ ∼ ∼ ∼
MQ2007 -0.8% 0.4672 ∼ -0.5% -0.7% -3%
0.02 0.03 <0.001 0.02
HP2004 0.7447 ∼ ∼ ∼ -11% ∼
0.01
NP2004 0.6946 ∼ ∼ ∼ ∼ ∼
TD2004 ∼ 0.2327 ∼ -4.7% ∼ ∼
0.039
HP2003 ∼ -4% 0.7638 ∼ ∼ ∼
0.008
NP2003 ∼ 0.6823 ∼ ∼ ∼ -4%
0.042
TD2003 ∼ ∼ ∼ 0.2670 ∼ ∼
Table 7.6 – Comparaison des valeurs de NDCG@10 entre la meilleure méthode et
les autres algorithmes. Le symbole∼ indique qu’il n’y a pas de différence significative
par rapport à la meilleure méthode. En cas de variation significative, la p-valeur est
donnée en italique.
Jeu de Données FenchelRank FSMRank `1 MCP log `0.5
Ohsumed ∼ ∼ ∼ ∼ 0.4591 ∼
MQ2008 ∼ 0.2323 ∼ ∼ ∼ ∼
MQ2007 -1% 0.4445 -0.7% -0.9% -0.5% -5.6%
0.043 0.042 0.013 0.0045 0.0016
HP2004 0.8274 ∼ ∼ ∼ -4% ∼
0.044
NP2004 ∼ ∼ 0.8148 ∼ ∼ ∼
TD2004 ∼ ∼ ∼ ∼ 0.3153 ∼
HP2003 0.8283 ∼ ∼ ∼ ∼ ∼
NP2003 ∼ ∼ 0.7839 ∼ ∼ ∼
TD2003 ∼ ∼ 0.3538 ∼ ∼ ∼
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des dégradations pouvaient être ponctuellement observées. Les analyses ont été
effectuées de façon indépendante, nous les fusionnons à présent pour montrer la
compétitivité de l’approche utilisant les régularisations non convexes.
Des dégradations de la MAP et du NDCG@10 ont été observées pour certains
jeux de données. Sur MQ2007, les diminutions sont constatées pour la MAP et le
NDCG@10 et l’ensemble des algorithmes comparativement à FSMRank. Notons
que deux des régularisations non convexes présentent un pourcentage de diminu-
tion inférieur à celui de FenchelRank, algorithme de référence. Les dégradations
constatées sur ce jeu de données sont donc plus dues à l’excellent comportement de
FSMRank sur ce jeu de données très précis, plutôt qu’à un réel défaut de l’approche
proposée.
Lorsque nous considérons les autres cas de dégradations, nous observons qu’elles
apparaissent généralement pour le plus petit taux de parcimonie atteint sur l’échan-
tillon. Ce point peut être interprété comme le signe que l’algorithme est allé "trop
loin" dans la sélection des caractéristiques, ce qui conduit à une dégradation de la
qualité de prédiction. Ce phénomène est à relativiser. En effet, le pourcentage de dé-
gradation reste faible comparativement au gain observé sur le ratio de parcimonie.
Ainsi, sur MQ2007, nous notons une dégradation de 3 % de la MAP et de 5.6 % du
NDCG pour la régularisation `0.5, tandis que le nombre de caractéristiques utilisées
est de 11 à 13 fois inférieur à celui des méthodes de l’état de l’art. Il faut également
noter que nous n’avons pas optimisé les paramètres ε et γ des régularisations `0.5
et log. Les modèles ainsi appris ne sont pas nécessairement optimaux.
De façon générale, l’algorithme utilisant les régularisations non convexes est
particulièrement compétitif comparé aux méthodes convexes et de l’état de l’art. Il
permet en effet d’obtenir des qualités de prédiction comparables, tout en utilisant
en moyenne deux fois moins de caractéristiques. Le graphe 7.2 illustre bien cet avan-
tage. Les valeurs de MAP obtenues pour chaque algorithme sur trois jeux de données
représentatifs sont représentées en fonction du ratio de parcimonie. Les lignes poin-
tillées représentent les MAP moyennes de chaque échantillon. Nous constatons de
façon nette que les régularisations non convexes, plus particulièrement log et `0.5
présentent les plus petits ratios de parcimonie tout en conservant une qualité de pré-
diction similaire aux autres approches. Le gain en parcimonie est particulièrement
marqué, tandis que les qualités de prédiction restent stables autour de la moyenne.
En conclusion, les méthodes utilisant des régularisations non convexes sont par-
ticulièrement efficaces pour la sélection de variables en apprentissage d’ordonnan-
cement. Elles permettent de sélectionner en moyenne deux fois moins de caractéris-
tiques que les méthodes convexes tout en conservant la même qualité de prédiction.
Conclusion et perspectives
Dans ce chapitre, nous avons proposé deux nouveaux algorithmes pour la sélec-
tion de variables en apprentissage d’ordonnancement. Le premier, nommé RankSVM-
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Figure 7.2 – Lien entre ratios de parcimonie et MAP pour les différents algorithmes
sur trois jeux de données représentatifs. Les lignes pointillés représentent la valeur
de MAP moyenne pour l’ensemble des algorithmes sur le jeu de données considéré.
Les pénalités log et `0.5 sont les meilleures pour les trois jeux de données.
`1 est basé sur l’utilisation de la norme `1 et d’une approche proximale pour effectuer
la sélection de variables. Le second, nommé RankSVM-NC, utilise un schéma de
repondération en norme `1 et le premier algorithme afin de considérer des régulari-
sations non convexes.
Nous avons montré que l’utilisation des régularisations des normes non convexes
étaient particulièrement efficaces pour la sélection de variables en apprentissage
d’ordonnancement. Notre approche permet de sélectionner en moyenne deux fois
moins de caractéristiques que les méthodes existantes, tout en conservant une qua-
lité de prédiction semblable.
Dans le futur, nous prévoyons de concentrer nos travaux sur l’évaluation des
temps de calcul des différentes méthodes, afin de déterminer quelle approche est
la plus rapide et la plus efficace quand la parcimonie, la rapidité d’exécution et la
qualité de prédiction sont considérées simultanément. Par ailleurs, nous prévoyons
également d’analyser plus en détail l’impact des paramètres des régularisations sur
la qualité des résultats.
Enfin, nous nous intéressons plus particulièrement à l’utilisation et l’adaptation
de ces méthodes dans un contexte multitâche. Les approches multitâches permettent
de prendre en compte les différentes tâches afin d’adapter l’apprentissage à chacune
d’elles, directement dans l’algorithme. Cela nous parait une piste prometteuse pour
l’adaptation de l’ordonnancement et pour la mise un place d’un moteur adaptatif.
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Dans les chapitres précédents, nous avons proposé un système d’ordonnance-
ment basé sur la sélection de variables, permettant d’adapter l’ordonnancement au
type de la requête. Nous avons proposé et évalué différents algorithmes de sélection
de variables sur des jeux de données de référence. Néanmoins, nous n’avons pas
étudié la performance de ces algorithmes ou l’apport du système adaptatif dans un
cadre applicatif "réel", sur des données commerciales de grandes dimensions. Or,
des travaux montrent que le comportement des algorithmes peut être différent lors
du changement d’échelle [Liu 2011].
La création de jeux de données de référence de grande dimension, plus particuliè-
rement l’évaluation de la pertinence des paires requête-document, est un processus
long et coûteux. Il peut constituer un obstacle dans l’évaluation des travaux.
Dans ce chapitre, nous nous intéressons à la création automatique de jeux de
données à partir des fichiers de connexion et des clics des utilisateurs. Ces jeux
de données sont ensuite utilisés pour l’évaluation des algorithmes d’apprentissage
d’ordonnancement que nous avons proposés et leur comparaison à l’état de l’art.
Dans un premier temps, nous justifions le besoin de méthodologie de création
automatique de jeux de données d’évaluation. Nous présentons des méthodes et
modèles proposés pour cette tâche dans la littérature.
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Dans un deuxième temps, nous montrons que les approches existantes ne sont
pas adaptées au cas particulier des moteurs de recherche à clics multiples, dont la
majorité des moteurs de RI géoréférencées font partie. Nous présentons le modèle
d’évaluation de la pertinence que nous avons proposé dans ce cadre.
Enfin, nous présentons le moteur Nomao et détaillons les caractéristiques du jeu
de données créé.
8.1 Problématique et état de l’art
La création de jeu de données utilisables pour l’évaluation des approches est
une composante centrale en RI. Dans cette section, nous rappelons brièvement le
processus d’évaluation introduit au chapitre 1. Nous mettons en évidence certaines
limites. Nous présentons de nouveaux besoins en matière de jeux de données et
d’évaluation. Nous expliquons en quoi l’utilisation de fichiers de connexion et de
modèles de clics est vue comme un moyen de répondre à ces problématiques et nous
présentons un état de l’art des modèles existants.
8.1.1 De nouveaux besoins pour les jeux de données d’évaluation
L’évaluation constitue une composante centrale de la RI. Comme nous l’avons
présenté au chapitre 1, la méthodologie Cranfield, associée à la technique du poo-
ling, est la plus populaire dans ce contexte. L’annotation manuelle des jugements
de pertinence par des experts humains garantit généralement la haute qualité des
collections ainsi créées. Néanmoins, différents travaux ont mis en évidence certaines
limites de cette approche [Borlund 2003][Harman 2010][Liu 2011].
Tout d’abord, construire des jeux de données annotés par des humains est un
processus long et coûteux [Liu 2011]. Bien que la technique du pooling permette de
réduire le nombre de documents considérés par les experts, le processus d’acquisi-
tion reste complexe à mettre en œuvre. D’une part, le nombre de requêtes et de
documents doit être suffisamment grand pour garantir la représentativité des don-
nées et pour permettre l’utilisation de tests statistiques. D’autre part, la pertinence
de chaque document vis-à-vis d’une requête doit être évaluée par différents annota-
teurs, afin de limiter le biais introduit par ceux-ci et de garantir des jugements de
bonne qualité.
Ensuite, la technique du pooling ne garantit pas que tous les documents perti-
nents aient effectivement été restitués et annotés [Harman 2010]. Ces documents ne
sont donc pas pris en compte dans l’évaluation de nouveaux modèles ou l’appren-
tissage de fonctions d’ordonnancement.
Enfin, les collections ainsi constituées peuvent manquer de réalisme [Borlund 2003].
En effet, le contexte de la recherche, et plus particulièrement l’utilisateur, sont géné-
ralement ignorés dans ce processus. Or, la pertinence d’un document vis-à-vis d’une
requête est variable suivant l’utilisateur et son besoin d’information. Les annota-
teurs humains peuvent émettre des hypothèses sur le besoin utilisateur et essayer
8.1. Problématique et état de l’art 151
d’appréhender le contexte de recherche, mais les jugements déduits ne sont pas
nécessairement les mêmes que ceux d’utilisateurs réels.
L’utilisation de modèles de pertinence basés sur les informations contenues dans
les fichiers de connexion de moteurs de recherche commerciaux, plus particulière-
ment des requêtes soumises par les utilisateurs et de leurs clics, permettent de
contourner ces problèmes. Les moteurs de recherche commerciaux stockent chaque
jour dans ces fichiers de connexion des millions d’actions effectuées par leurs uti-
lisateurs : requêtes soumises, documents cliqués, temps passé sur les pages, etc.
Les clics utilisateurs sont ainsi considérés comme des jugements implicites de la
pertinence d’un document vis-à-vis d’une requête [Joachims 2002], bien que cette
hypothèse soit parfois remise en cause, les clics étant considérés comme biaisés
[Carterette 2007]. Différents travaux ont ainsi proposé des modèles basés sur les
clics des utilisateurs permettant de prédire la pertinence d’un document et d’an-
noter automatiquement les couples requête-document. Nous les présentons dans la
section suivante. Nous avons également publié un article dans la revue francophone
Document Numérique relatif aux méthodes de l’état de l’art [Laporte 2013c].
8.1.2 Modèles de clics pour la création de jeux de données spéci-
fiques
A notre connaissance, Joachims [Joachims 2002] a été le premier à proposer une
stratégie d’extraction de préférences à partir des clics dans le cadre d’algorithmes.
Joachims et al. [Joachims 2005] ont poursuivi ces travaux en testant différentes stra-
tégies d’extraction de préférences dans le cadre d’algorithmes d’ordonnancement
par paire. Parmi celles-ci, la plus connue, car la plus performante, est la stratégie
SkipAbove. Elle stipule que, considérant un ensemble de résultats restitués par le
système et l’ensemble des résultats cliqués correspondant, le document cliqué de
rang le plus faible est préféré à l’ensemble des documents non cliqués de meilleur
rang. Ainsi, si (d1, d2, d3, d4, d5) est la liste des documents restitués et si (d1, d4) est
la liste des documents cliqués, nous obtenons les préférences suivantes : d4  d2
et d4  d3. Ces préférences sont directement utilisables par les algorithmes basés
sur l’approche par paires. Radlinski et al. [Radlinski 2005] ont étendu ces straté-
gies dans le cadre de chaînes de requêtes, c’est-à-dire des successions de requêtes
traduisant le même besoin mais tour à tour reformulées, généralisées ou spéciali-
sées. La stratégie SkipEarlierQuery considère qu’un document cliqué est préféré à
l’ensemble des documents non-cliqués à la requête précédente, dans la même chaîne
de requêtes. Dans le cas où aucun document n’avait été cliqué pour la première re-
quête, les auteurs considèrent qu’un document cliqué est préféré aux deux premiers
documents de la requête précédente (stratégie TopTwoEarlierQuery).
Les approches basées sur les clics peuvent être biaisées par la présentation ini-
tiale des résultats. En effet, les utilisateurs sont généralement plus influencés par la
position des résultats de recherche que par leur pertinence. Ainsi, ils ont tendance
à cliquer sur les premiers résultats restitués par le système et à délaisser des do-
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cuments situés plus bas dans la liste, même si ceux-ci sont les plus pertinents. Des
approches ont été proposées afin de prendre en compte ce biais de position dans
la modélisation des clics. La pertinence est alors inférée à partir de l’ensemble des
sessions utilisateurs. Les premiers modèles proposés ont été le modèle de position
et le modèle en cascade [Craswell 2008] .
Le modèle de position ("Position Model") considère que l’utilisateur clique
sur un seul document qui est alors le document pertinent. La probabilité qu’un
document soit cliqué dépend uniquement de sa position dans la liste de résultats et
diminue avec celle-ci.
Le modèle en cascade ("Cascade Model") suppose que l’utilisateur regarde les
résultats du haut vers le bas de la liste. Pour chaque résultat, il choisit de cliquer
sur le document qui est alors le seul document pertinent ou de passer au résul-
tat suivant. L’utilisateur clique ainsi sur un seul document qui lui paraît pertinent
compte tenu des résultats précédents.
Il est important de noter que ces deux modèles postulent qu’il n’y a qu’un seul
document pertinent, donc un seul clic, par session de recherche. Or, en pratique,
les utilisateurs cliquent généralement sur plusieurs résultats au cours d’une même
session. D’autres modèles ont ainsi été développés pour généraliser le modèle en
cascade aux sessions pour lesquelles plusieurs résultats sont cliqués.
Le modèle de clics dépendants ("Dependent click model") considère que
l’utilisateur consulte les résultats du haut vers le bas de la liste. Comme pour le
modèle en cascade, l’utilisateur choisit à chaque étape de cliquer sur le document
ou de passer au résultat suivant. Mais, contrairement au modèle en cascade où il
s’arrête une fois le premier document cliqué, l’utilisateur peut revenir sur la liste
de résultat et consulter d’autres documents. La probabilité qu’un clic ait lieu sur
le document di à la position i est notée cdi,i et est définie de la façon suivante
[Guo 2009] :
cdi,i = rdi
i−1∏
j=1
(1− rdj + λjrdj )
où rdi est la pertinence du document di par rapport à la requête observée et λ
est un paramètre qui traduit la tendance des utilisateurs à revenir sur la liste des
résultats après avoir consulté un document. Ces deux quantités sont alors estimées
de la façon suivante :
rd =
#clics sur le document sur cette position ou avant au cours des sessions
#nombre d’affichages du document avant la position considérée lors des sessions
λi = 1− #sessions pour lesquelles le dernier document cliqué est à la position i#sessions pour lesquelles la position i est cliquée
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Table 8.1 – Modèle bayésien dynamique
Un résultat est cliqué
Ei = 1, Ai = 1↔ Ci = 1 si et seulement si
l’utilisateur a vu le résultat et a été attiré par celui-ci
P (Ai = 1) = au La pertinence perçue est égale à
la probabilité que l’utilisateur soit attiré par le document
La pertinence effective est
P (Si = 1|Ci = 1) = su la probabilité que l’utilisateur soit satisfait
sachant qu’il a cliqué sur le document
Si = 1→ Ei+1 = 0 Si un utilisateur est satisfait par un document
alors il arrête sa recherche
Ci = 0→ Si = 0 Si le document n’a pas été cliqué
alors l’utilisateur ne peut pas être satisfait
P (Ei+1|Ei, Si = 0) = γ L’utilisateur retourne sur la liste de résultats
avec la probabilité γ s’il n’est pas satisfait par le document
Ei = 0→ Ei+1 = 0 L’utilisateur ne regarde le résultat suivant que
s’il a traité le résultat en cours
Les coefficients rd et λi sont relatifs à la requête q considérée, même si celle-ci
n’est généralement pas indiquée pour ne pas alourdir la notation.
Le modèle bayésien dynamique ("Dynamic Bayesian Model") généralise éga-
lement le modèle en cascade aux sessions à clics multiples et apporte une nouvelle
contribution en définissant les notions de pertinence perçue et de pertinence effec-
tive [Chapelle 2009b]. La pertinence perçue au correspond à la probabilité que le
document soit cliqué. Elle traduit le fait que l’utilisateur ait été attiré par le résultat
avant consultation du contenu du document. La pertinence effective su traduit la
satisfaction de l’utilisateur après consultation du contenu du document. Soient les
évènements Ei : le résultat est vu dans la liste, Ci : le résultat est cliqué, Ai : l’uti-
lisateur est attiré par le résultat et Si : l’utilisateur est satisfait par le document, le
modèle est alors défini [Chapelle 2009b] par les équations présentées à la table 8.1.
La pertinence globale du document est alors définie comme le produit de la per-
tinence perçue et de la pertinence effective ausu. Elle est utilisée pour la construc-
tion des échantillons d’apprentissage. Liu et al. [Liu 2009a] ont également proposé
un modèle bayésien, spécialement adapté à l’apprentissage de préférences dans les
algorithmes d’ordonnancement de paires d’instances.
Ces modèles ont été proposés dans le cadre de moteurs de RI généralistes. En
pratique, ils ne peuvent pas être utilisés sur l’ensemble des moteurs de recherche,
comme nous l’expliquons dans la section suivante.
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8.2 Proposition d’un modèle de clics pour la création
automatique des jeux de données
Dans cette section, nous présentons les limites des modèles de clics existants,
en particulier dans le cadre d’une utilisation sur des moteurs de recherche à clics
multiples. Nous présentons une approche que nous avons proposée pour résoudre
ces problèmes [Laporte 2012d] [Laporte 2013a].
8.2.1 Motivation
Les modèles présentés dans la section 8.1 ont été proposés dans le cadre de mo-
teurs généralistes, pour lesquels les résultats de recherche sont présentés sous forme
de liste d’URLs. Les approches considèrent que chaque résultat ne peut être cliqué
qu’une seule fois au cours d’une même session de recherche. Cette hypothèse est
très limitative. En effet, un même utilisateur peut cliquer sur un résultat, consulter
la page associée, consulter d’autres pages pour finalement revenir sur l’URL précé-
demment consultée, qui est alors cliquée plusieurs fois. Par ailleurs, de plus en plus
de moteurs proposent des visualisations variées des résultats, qui permettent des
clics multiples sur un même résultat.
Considérons par exemple le cas des moteurs de RI géoréférencées. Les résultats
sont généralement visualisés de façon usuelle, sous forme de liste, mais également
localisés sur une carte géographique qui est elle-même cliquable. L’utilisateur peut
accéder à la page web correspondante en cliquant soit sur la liste soit sur la carte.
Plusieurs clics sont possibles. Par ailleurs, il est de plus en plus courant que les ré-
sultats soit présentés sous forme de liste de fiches, pour lesquelles différents éléments
(titre du lieu, numéro de téléphone, . . .) sont cliquables, comme par exemple sur
le site fr.nomao.com (cf. figure 8.1). Cette caractéristique n’est pas spécifique aux
moteurs de RI géoréférencées. Les moteurs de recherche bibliographique peuvent
également proposer une visualisation par fiches. L’utilisateur peut alors cliquer sur
l’icône du document ou sur son titre pour le consulter. Un lien de téléchargement
peut également être proposé. Gallica, le moteur de recherche de la Bibliothèque
Nationale de France (http ://gallica.bnf.fr) illustre bien ce type de fonctionnement
(cf. figure 8.2).
Les méthodes existantes pour l’évaluation de la pertinence ne sont pas capables
de prendre en compte les clics multiples sur un même document. Nous avons donc
proposé un modèle spécialement conçu pour l’évaluation de la pertinence à partir
des clics, dans le cadre de modèles à clics multiples. Il est présenté dans la section
suivante. Ce modèle a par ailleurs été publié dans [Laporte 2013a].
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Figure 8.1 – Page de résultats du moteur de RI géoréférencé Nomao. Les résultats
sont visualisés sous forme de fiches, dont le titre, le lien vers le numéro de téléphone,
le bouton J’aime mais aussi le lien de réservation sont cliquables. Les résultats sont
visualisés par des icônes cliquables sur une carte géographique (à droite).
Figure 8.2 – Page de résultats du moteur de recherche bibliographique Gallica.
Les résultats sont présentés sous forme de liste de fiches. Le titre du document, son
icône et les liens permettant d’accéder et de feuilleter le document sont cliquables.
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8.2.2 Présentation du modèle
Notre modèle est basé sur différentes hypothèses, décrites ci-après.
Hypothèse 1 Un clic est un jugement implicite de pertinence.
Cette hypothèse est partagée par l’ensemble des modèles de clics. Elle consi-
dère que si un utilisateur clique sur un document, c’est qu’il le perçoit comme
pertinent a priori, même sans en avoir consulté le contenu. Elle nous paraît
encore plus plausible dans le cadre de moteurs à clics multiples, car les uti-
lisateurs ont accès sur la fiche à différents éléments détaillés du document et
ont déjà une connaissance partielle relativement précise de son contenu.
Hypothèse 2 Plus un document est cliqué par un utilisateur, plus il est pertinent
pour celui-ci.
Le nombre de clics traduit le fait que l’utilisateur consulte intensivement le
document, ou qu’il revient sur celui-ci après avoir consulté d’autres résultats.
Dans le premier cas, nous considérons que la recherche intensive traduit un
intérêt accru de l’utilisateur, donc une pertinence a priori plus élevée. Dans le
second cas, nous considérons qu’un utilisateur revenant sur un résultat après
l’avoir délaissé le juge plus pertinent que les autres.
Hypothèse 3 Différentes actions (ou clics) traduisent différents niveaux de perti-
nence.
Chaque action, ou chaque clic, n’est pas équivalente en matière de satisfac-
tion de l’utilisateur. Ainsi, sur un moteur de recherche bibliographique, un clic
sur le titre indiquerait que le document semble intéressant pour l’utilisateur
tandis qu’un clic sur le lien de téléchargement indiquerait que le document
est suffisamment intéressant pour que l’utilisateur le télécharge. Le second
type de clic traduit une pertinence plus importante que le premier. De façon
similaire, sur un moteur de RI géoréférencées, un clic sur le numéro de té-
léphone d’un commerce indiquerait que celui-ci est suffisamment intéressant
pour que l’utilisateur souhaite le contacter, comparativement à un commerce
pour lequel il n’y a pas eu de clics sur le lien téléphonique.
D’après l’hypothèse 2, nous représentons la pertinence d’un couple document-
requête pour un utilisateur comme la somme de tous les clics de cet utilisateur sur
ce document. La troisième hypothèse nous conduit à pondérer chaque clic suivant
le niveau de pertinence qu’il traduit.
Ces hypothèses nous conduisent donc à représenter la pertinence d’un document
comme la somme pondérée des clics effectués sur ce document, telle que présentée
à la proposition 2.
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Considérons un utilisateur u, une requête q, un document d et un indice
i ∈ [1;N ] représentant le type d’actions, parmi N actions possibles.
Soient αi le poids de l’action i et ci,d,q,u le nombre de clics de type i sur le
document d pour la requête q par l’utilisateur u.
Alors la pertinence rd,q,u du document d pour la requête q et l’utilisateur
u est définie comme la somme pondérée des actions effectuées telle que
rd,q,u =
N∑
i=1
αici,d,q,u
Proposition 2.
Les poids αi permettent de modéliser le fait que des actions peuvent avoir plus
d’impact sur la pertinence que d’autres. Ainsi, des points différents indiqueront
une importance variable des actions pour modéliser la pertinence, tandis que le cas
équipondéré suggère que toutes les actions traduisent une satisfaction équivalente
de la part de chaque utilisateur.
Plusieurs expérimentations ont été menées afin d’évaluer le modèle proposé.
Nous les décrivons dans la section suivante et en présentons les résultats.
8.2.3 Evaluation du modèle proposé
Nous présentons dans cette section le jeu de données utilisé ainsi que les expé-
rimentations menées pour évaluer le modèle proposé. Dans un premier temps, nous
décrivons les caractéristiques du jeu de données. Dans un deuxième temps, nous
montrons qu’utiliser l’ensemble des actions des utilisateurs constitue une bonne ap-
proche. Dans un troisième temps, nous montrons que différentes actions ont des
impacts différents sur la modélisation de la pertinence.
8.2.3.1 Caractéristiques du jeu de données
Le modèle proposé a été évalué sur un jeu de données pilote issu du moteur
de RI géoréférencées Nomao 1. Celui-ci présente les résultats sous la forme d’une
carte géographique cliquable et d’une liste de fiches comportant le nom du lieu, son
numéro de téléphone, son adresse, des mots-clés, le lien vers son site internet, etc.
Nous disposions d’un extrait des fichiers de connexion du moteur datant de 2011,
correspondant à la version 2 de Nomao. Une troisième version est actuellement en
ligne. Elle est présentée au sein du chapitre applicatif 9.
Différentes informations sont extraites des fichiers de connexion : l’identifiant et
le contenu de la requête, les vingt premiers documents restitués ainsi que le type et
le nombre de clics pour chaque association document-requête. Nous nous limitons
1. fr.nomao.com
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aux requêtes pour lesquelles au moins deux documents ont été restitués et au moins
un a été cliqué. Le jeu de données final contient 14 700 lignes, représentant 2014
requêtes distinctes pour lesquelles au moins un document a été cliqué, 1745 visiteurs
uniques et 14 343 documents. Seuls les vingt premiers documents de chaque requête
était disponibles. Cinq types de clics sont considérés pour modéliser la pertinence :
sur le titre, sur la carte, sur le numéro de téléphone, sur le lien de réservation et sur
le site web.
Le rang moyen des clics est égal à 3.54, ce qui semble indiquer que les utilisa-
teurs cliquent en moyenne sur les troisième et quatrième documents. Néanmoins,
la médiane des clics est égal à un, ce qui signifie qu’au moins la moitié des clics
concerne le premier document. Ceci peut être expliqué soit par un biais de position
(les utilisateurs cliquent sur le premier document car il est en haut de liste, même
s’il n’est pas pertinent) soit par une performance inégale du moteur suivant les
requêtes, celles-ci pouvant être plus ou moins faciles à interpréter par le système.
Nous observons également que certains clics sont plus fréquents que d’autres.
Ainsi, les clics sur le titre, le numéro de téléphone et la carte représentent 96 %
des actions (respectivement 44 %, 28 % et 24 %). Ceux sur le site web et le lien
de réservation ne représentent que 3 % et 1% respectivement des actions effectuées
par les utilisateurs. Certaines requêtes ne sont associées qu’à un seul type de clics.
Enfin, nous notons que le nombre de documents restitués varient grandement
suivant les requêtes. Ainsi, le système restitue vingt documents pour 38 % des re-
quêtes et moins de trois pour 26 % d’entre elles. Cette distribution des documents a
un impact sur les valeurs de la mesure d’évaluation utilisée, en l’occurrence la MAP.
En effet, les requêtes pour lesquelles seulement deux documents ont été restitués
présentent des valeurs de précision moyenne égales soit à 1 soit à 0.5, ce qui conduit à
des valeurs de MAP élevées comparativement aux jeux de données de l’état de l’art.
Le jeu de données a été découpé en 5 sous-échantillons de façon à effectuer une
validation croisée de type 5-folds. Chaque échantillon a été utilisé comme ensemble
de test, tandis que les quatre autres constituaient l’ensemble d’apprentissage. Nous
avons conduit deux expérimentations. La première compare le score équipondéré
à un score de pertinence aléatoire afin de montrer l’intérêt d’utiliser l’ensemble
des clics. La deuxième expérimentation considère différents scores pour lesquels
chaque type de clic reçoit le même poids, sauf un qui est fixé à zéro. L’objectif
est de montrer l’impact de chaque clic sur la pertinence. Les scores sont utilisés
pour annoter les jeux de données et des fonctions d’ordonnancement sont apprises
en utilisant l’algorithme RankSVM [Joachims 2002]. La MAP obtenue est alors
utilisée pour l’évaluation.
8.2.3.2 Evaluation du score équipondéré
Dans une première expérience, nous avons évalué la qualité du score équipon-
déré, ie αi = 1 ∀i, qui prend en compte l’ensemble des clics et leur affecte un
poids équivalent. Nous l’avons comparé à un score de pertinence binaire généré
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aléatoirement. Ces deux scores ont été utilisés pour annoter le jeu de données. Les
fonctions d’ordonnancement ont alors été apprises. Nous avons calculé et comparé
les valeurs de MAP. Nous nous sommes également intéressés au temps de calcul.
Des plus grandes valeurs de MAP indiquent que le score correspondant permet de
mieux classer les documents, tandis que de plus petits temps de calcul indique que
le système apprend plus facilement le score de pertinence. Celui-ci est donc plus
adapté pour la modélisation de la pertinence.
Quelle que soit la mesure utilisée, le modèle proposé fournit de meilleurs résultats
que le score aléatoire. En effet, les temps d’exécution totaux de l’étape de validation
croisée décroissent de 15000 secondes pour le score aléatoire à 10000 secondes pour
le score équipondéré. De façon similaire, l’erreur de prédiction diminue de 82.7 %
pour le score aléatoire à 38.6 % pour le score équipondéré. Enfin, nous observons
que la MAP est plus élevée quand le score proposé est utilisé (0.78 contre 0.65
pour le score aléatoire). Utiliser les différents clics est donc efficace pour évaluer la
pertinence.
8.2.3.3 Impact des différents types de clics sur la pertinence
Dans cette seconde expérimentation, nous nous sommes intéressés à l’impor-
tance de chaque type d’action sur la modélisation de la pertinence. Nous avons
généré cinq scores. Pour chacun d’eux, quatre types de clics ont reçu la même pon-
dération, tandis que le poids du cinquième type d’action a été fixé à zéro. Une action
a ainsi été tour à tour annulée, afin d’observer son impact sur la qualité d’ordonnan-
cement. Nous avons comparé les différents scores entre eux et au score équipondéré
αi = 1 ∀i en observant les valeurs de MAP obtenue. Une diminution de la MAP
indique que le fait de ne pas prendre en compte l’action conduit à une diminution
de la qualité de l’ordonnancement, donc que l’action en question est importante
pour modéliser la pertinence. A l’inverse, une augmentation de la MAP indique
que l’action introduit du bruit dans la modélisation et dégrade ainsi la qualité de
l’ordonnancement.
Les résultats obtenus sont présentés à la table 8.2. Nous observons que quand
αréservation = 0, c’est-à-dire quand les clics sur le lien de réservation ne sont pas
pris en compte, la MAP diminue. Les clics sur le lien de réservation jouent donc un
rôle important dans la modélisation de la pertinence. Ils semblent indiquer une plus
grande satisfaction de l’utilisateur, ce qui correspond à l’intuition. L’utilisateur qui
clique sur le lien de réservation veut a priori effectuer une réservation du lieu. Cela
signifie que le lieu en question l’intéresse et qu’il est satisfait du résultat obtenu,
puisqu’il souhaite effectuer une transaction.
A l’inverse, le résultat obtenu lorsque les clics sur le numéro de téléphone ne
sont pas pris en compte est surprenant : la MAP n’est pas affectée par la suppres-
sion de cette action. Au contraire, elle est la plus élevée pour cette configuration.
Intuitivement, nous supposions que les clics sur le numéro de téléphone auraient une
importance similaire aux clics sur le lien de réservation. En effet, nous considérions
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Table 8.2 – Valeurs de MAP sur les différents sous-échantillons de test
Test Score
set αi = 1∀i αréservation = 0 αtéléphone = 0 αURL = 0 αcarte = 0 αtitre = 0
1 0.75 0.75 0.73 0.76 0.74 0.70
2 0.81 0.73 0.77 0.79 0.77 0.76
3 0.78 0.77 0.79 0.80 0.76 0.79
4 0.75 0.75 0.81 0.76 0.73 0.77
5 0.79 0.74 0.81 0.76 0 .75 0.79
Moyenne 0.78 0.75 0.78 0.77 0.75 0.76
Etendue 0.06 0.04 0.08 0.04 0.04 0.09
que si un utilisateur cherche à contacter un lieu, c’est qu’il est intéressé par celui-ci
et que le système a répondu à son besoin. En pratique, les clics sur le téléphone
semblent introduire du bruit. Par ailleurs, nous observons que l’étendue de la MAP
obtenue est importante. Une hypothèse, que nous n’avons pas pu vérifier, est que
la performance dépend du jeu de données.
Enfin, nous observons qu’en moyenne, la MAP diminue lorsque les clics sur la
carte ne sont pas pris en compte. Ceux-ci sont donc importants pour la modélisation
de la pertinence. Nous pouvons supposer que ces clics permettent de capter la
satisfaction de l’utilisateur du point de vue de la localisation du lieu. Les clics sur la
carte pourraient ainsi traduire la pertinence géographique du résultat, un élément
important pour les moteurs d’informations géoréférencées.
Les expérimentations ont ainsi permis de montrer que l’utilisation de l’ensemble
des clics est une approche efficace pour modéliser la pertinence dans le cadre de
moteurs à clics multiples. Les scores obtenus peuvent ainsi être utilisés pour l’an-
notation des jeux de données.
Conclusion
Dans ce chapitre, nous nous sommes intéressés à l’évaluation de la pertinence à
partir des actions des utilisateurs extraites de fichiers de connexion. Notre objectif
est de proposer un modèle d’évaluation de la pertinence permettant d’annoter au-
tomatiquement un grand nombre de couples document-requête et de construire des
jeux de données de référence de grande dimension.
Nous avons motivé l’utilisation de modèles d’évaluation de la pertinence basés
sur l’utilisation des clics des utilisateurs extraits des fichiers de connexion. Nous
avons présenté un état de l’art des méthodes existantes et montré que celles-ci ne
sont pas applicables dans le cadre de moteurs à clics multiples, comme par exemple
les moteurs de RI géoréférencées. Nous avons émis différentes hypothèses qui nous
ont conduit à modéliser la pertinence comme la somme pondérée des actions des
utilisateurs sur un document relatif à une requête donnée. Nous avons montré que
cette approche avait du sens et que nous pouvions déduire un ordre d’importance
entre les différentes actions disponibles sur le moteur de recherche considéré.
Ce modèle a été implémenté au sein du moteur commercial Nomao. Nous avons
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ainsi développé au cours de la thèse, avec l’appui de l’équipe de l’entreprise, un
outil d’extraction des actions utilisateur à partir des fichiers de connexion. Cet outil
permet de générer différentes analyses statistiques à partir des clics des utilisateurs.
Un module complémentaire a également été développé dans le cadre d’un stage que
j’ai encadré pour le suivi des requêtes.
Cet outil est utilisé pour l’annotation de jeux de données, à des fins de recherche
sur l’apprentissage d’ordonnancement au sein de l’entreprise. Des expériences sont
en cours sur le super-calculateur Hypérion du groupement de calcul CALcul en
MIdi-Pyrénées (CALMIP) 2. Par ailleurs, un jeu de données a été généré afin d’éva-
luer les algorithmes de sélection proposés aux chapitres 6 et 7 ainsi que le système
d’ordonnancement adaptatif présenté au chapitre 4. La préparation du jeu de don-
nées ainsi que les résultats des expériences préliminaires font l’objet de la troisième
partie de ce manuscrit.
2. CALMIP est un groupement scientifique et le mésocentre de calcul de la région Midi-Pyrénées
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Résumé
Dans cette partie, nous évaluons les algorithmes proposés dans un contexte
d’exploitation industriel réel.
Dans le chapitre 9, nous utilisons le modèle d’évaluation proposé au chapitre
8 afin de construire un jeu de données d’évaluation. Celui-ci est issu des fichiers
de connexion du moteur de RI géoréférencé Nomao, que nous présentons. Nous
détaillons les types de clics utilisés par le modèle d’évaluation de la pertinence, la
taille et la structure du jeu de données.
Dans le chapitre 10, nous évaluons les algorithmes que nous avons proposés
aux chapitres 6 et 7 sur le jeu de données industriel ainsi obtenu. Nous montrons
que les méthodes proposés sont plus performantes que l’état de l’art. En effet, elles
permettent de supprimer jusqu’à 10 fois plus de caractéristiques, tout en conservant
une bonne qualité d’ordonnancement. Les temps d’exécution restent généralement
raisonnables (de quelques dizaines de secondes à quelques minutes) compte tenu du
nombre de variables sélectionnées et de la taille du jeu de données.
Des travaux ultérieurs évalueront l’impact de la catégorisation des besoins sur
la qualité de l’ordonnancement et l’apport du système adaptatif dépendant des
requêtes.
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Dans ce chapitre, nous présentons le jeu de données utilisé pour évaluer les algo-
rithmes dans un cadre d’application réel, le moteur de RI géoréférencées Nomao 1.
Dans une première section, nous décrivons le moteur de recherche à clics mul-
tiples Nomao, ainsi que les différentes actions qui ont été considérées pour l’éva-
luation de la pertinence. Dans une deuxième section, nous détaillons les propriétés
du jeu de données créé à l’aide des informations relatives aux clics et du modèle de
d’évaluation de la pertinence proposé au chapitre 8.
9.1 Description du moteur Nomao
Nomao est un moteur de RI géoréférencé français disponible sur mobile et sur
le web. Nomao recommande des lieux aux utilisateurs, en prenant en compte les
goûts de ceux-ci et de leur réseau social, la e-reputation du lieu et son adéquation
avec la requête soumise.
Dans ces travaux, nous avons eu accès aux fichiers de connexion du moteur web,
nous nous concentrons donc sur ce dernier. La structure des pages, la position et le
nombre de liens ainsi que les graphismes ont subi plusieurs modifications au cours
des trois dernières années. Le site actuellement disponible à l’url fr.nomao.com
correspond à sa troisième version et est en ligne depuis mai 2012. Pour l’évaluation
des algorithmes de sélection et du système d’ordonnancement adaptatif, nous nous
sommes concentrés sur cette dernière version du moteur, dont une page de recherche
est représentée à la figure 9.1.
1. http ://fr.nomao.com
168 Chapitre 9. Création du jeu de données d’évaluation
Figure 9.1 – Page de résultats du moteur Nomao. Les utilisateurs peuvent effectuer
un clics sur le titre du lieu, sur le lien affichant le numéro de téléphone, sur le lien
de réservation, sur le bouton "J’aime" et sur l’icône localisant le résultat sur la carte
géographique.
Dans la suite de cette section, nous détaillons les informations que nous avons
effectivement utilisées pour construire le jeu de données d’évaluation. Dans un pre-
mier temps, nous décrivons les différents types de recherche qui peuvent conduire à
l’affichage d’une page de résultats sur Nomao et indiquons lesquels nous considérons.
Dans un second temps, nous décrivons comment les résultats restitués sont présen-
tés à l’utilisateur. Nous indiquons quelles actions ces derniers peuvent effectuer sur
chaque résultat et nous précisons lesquelles actions sont retenues pour l’évaluation
de la pertinence.
9.1.1 Différents types de recherche
Les fichiers de connexion stockent un grand nombre d’informations relatives aux
recherches des utilisateurs, comme la requête soumise, les résultats consultés (cli-
qués) ou encore le type de clics. Le type de recherche (textuelle ou par icônes/liens)
est également renseigné.
Tout d’abord, les utilisateurs peuvent accéder à une page de résultats ou à
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la page d’un lieu en cliquant sur un lien depuis la page de résultats d’un autre
moteur de recherche généraliste. Dans ce cas, la requête initiale a été soumise par
les utilisateurs sur un autre moteur que Nomao. Pour notre étude, nous ne nous
intéressons pas à ce type de recherches : nous nous concentrons sur les requêtes
effectivement soumises par les utilisateurs à partir de l’interface de Nomao.
Sur l’interface Nomao, les utilisateurs peuvent rechercher l’information sans né-
cessairement taper leur requête. En pratique, deux types de recherches sont dispo-
nibles : textuelle en utilisant les barres de recherche et par navigation au travers
des catégories prédéfinies par le moteur. Dans ce dernier cas, l’utilisateur va cliquer
sur l’icône correspondant à la catégorie de son besoin (par exemple le couteau et
la fourchette pour un restaurant, cf. figure 9.2 (a)) ou sur un des liens à découvrir
situés sous les icônes (cf. figure 9.2 (b)). En pratique, nous nous sommes concen-
trés sur les recherches textuelles, c’est-à-dire pour lesquelles l’utilisateur écrit une
requête.
(a) Recherche par icône (b) Recherche par liens
Figure 9.2 – Recherche par catégories sur le moteur Nomao. La recherche s’effectue
en cliquant sur les icônes ou les liens correspondant aux catégories.
Pour effectuer une recherche textuelle sur Nomao, l’utilisateur utilise deux barres
de recherche intitulée Quoi et Où (cf. figure 9.1, la barre de recherche est en haut à
gauche). Le Quoi correspond au type de lieu recherché (bar, restaurant, commerces,
administration) tandis que le Où spécifie la zone. Cette dernière est généralement
pré-remplie, l’utilisateur étant géolocalisé dans une ville via son adresse IP.
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9.1.2 Restitution des résultats et actions utilisateurs
Les résultats sont restitués sous deux formes : une carte géographique sur la-
quelle est localisé chaque résultat et une liste de fiches décrivant les lieux. Chaque
lieu est caractérisé par différentes informations : son titre, son adresse, son nu-
méro de téléphone, des mots-clés (tag), une description détaillée, sa géolocalisation,
un score de e-reputation, des commentaires d’internautes et son nombre de favoris
(nombre d’utilisateurs ayant déclaré aimer le lieu).
Au total, cinq actions sont réalisables pour chaque lieu (cf. figure 9.3), soit un
clic sur :
– l’icône localisant le lieu sur la carte, qui redirige l’utilisateur vers la page de
description détaillée du lieu ;
– le titre, qui redirige l’utilisateur vers la page de description détaillée du lieu ;
– le lien téléphonique, qui permet d’afficher un numéro surtaxé correspondant
au lieu ;
– le lien de réservation, qui redirige l’utilisateur vers une centrale de réservation
et
– le bouton "J’aime", qui permet à l’utilisateur de sauvegarder le lieu dans son
carnet d’adresses et d’indiquer à son réseau social qu’il apprécie l’établisse-
ment en question.
Figure 9.3 – Détail des éléments cliquables sur la page de résultats, encadrés
en rouge. Les utilisateurs peuvent cliquer sur le titre, le lien vers le numéro de
téléphone, le bouton "J’aime", le lien de réservation mais aussi sur l’icône localisant
le lieu sur la carte géographique.
Pour l’évaluation de la pertinence, nous nous sommes concentrés sur les quatre
premiers types de clics présentés (sur la carte, le titre, le numéro de téléphone et le
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lien de réservation) et avons négligé les clics sur le bouton "J’aime". Ce dernier point
peut surprendre. En effet, le bouton "J’aime" indique que l’utilisateur apprécie le
lieu et donc a priori que celui-ci est pertinent pour l’utilisateur. En pratique, les
informations des fichiers de connexion stockent le fait que le bouton a été cliqué,
mais ne font pas de distinction entre un utilisateur qui clique pour indiquer qu’il
aime le lieu et un utilisateur qui clique pour indiquer qu’il n’aime plus le lieu (donc
qui décoche le bouton). Nous avons donc considéré que l’information collectée n’est
pas utilisable dans notre étude.
Les différents clics des utilisateurs ainsi que les requêtes soumises sont stockées
chaque jour dans des fichiers de connexion. Nous avons développé avec Nomao
un outil d’analyse des fichiers de logs, d’extraction et de stockage de statistiques
relatives aux clics et aux requêtes. Il permet d’extraire les requêtes et de connaître
les plus fréquentes, de connaître le nombre d’affichages d’une fiche de lieu et le
nombre de clics correspondant pour la requête considérée et de calculer différentes
statistiques comme la hauteur moyenne des clics. Un autre outil a été développé par
Nomao pour calculer les différentes caractéristiques utilisées pour l’apprentissage.
Ces outils et le modèle proposés ont été utilisés pour générer le jeu de données
d’évaluation, dont nous décrivons les propriétés dans la section suivante.
9.2 Propriétés du jeu de données
Le jeu de données est composé de 9915 requêtes extraites aléatoirement des
fichiers de connexion entre juillet 2012 et janvier 2013. La pertinence de chaque
document vis-à-vis de la requête considérée a été déterminée à l’aide du modèle de
clics présenté précédemment. Les clics sur la carte, le titre, le numéro de téléphone
et le lien de réservation ont été utilisés. La pondération est la même pour chaque
action. Les caractéristiques du jeu de données sont détaillées ci-après.
Le jeu de données final contient 124 195 paires requête-document dont nous
extrayons 770 520 préférences. Il y a en moyenne 12.5 documents restitués par
requête. Pour chaque requête, en moyenne 2.3 documents sont pertinents. Pour
chaque paire, 101 caractéristiques sont calculées dont une majorité de similarités
requête-document (certaines issues de la littérature et d’autres spécifiques au mo-
teur Nomao). Les autres sont des caractéristiques du lieu, traduisant sa qualité
(e-reputation, commentaires positifs/négatifs, favoris, . . .), ou sont propres aux re-
quêtes. Les variables sont normalisées au niveau de la requête, en utilisant la formule
2.2 présentée au chapitre 2.
Le fichier de données normalisé est partitionné à la manière des collections LE-
TOR (cf. tableau 2.5, chapitre 2). Nous disposons ainsi de cinq répétitions ou runs,
composé chacun d’un échantillon d’apprentissage, de validation et de test.
Le jeu de données ainsi structuré est utilisé pour l’évaluation des algorithmes
de sélection de variables, dont les résultats sont présentés au chapitre 10.
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Conclusion
La construction de ce jeu de données a nécessité l’utilisation de plusieurs outils
développés à Nomao, incluant notamment l’outil d’analyse des fichiers de connexion
et d’extractions de statistiques et un autre outil d’extraction des caractéristiques et
de génération des jeux de données.
Chacun de ces deux modules a été développé en collaboration avec Nomao.
Pour le premier outil, j’ai créé les spécifications, implémenté le parser (analyseur)
des fichiers de connexion et le calcul des statistiques souhaitées. Les développeurs
de Nomao se sont basés sur les spécifications fournies afin d’inclure de nouvelles
informations à stocker dans les logs. Par ailleurs, le développement du parser a
débuté avec leur aide, pour une intégration dans le système. Ce travail a été réalisé
au cours de la première année de thèse.
Pour le second outil, j’ai écrit les spécifications, comprenant la liste des carac-
téristiques à coder, leur définition, la description du format des fichiers de sorties,
de la normalisation et du partitionnement. L’outil a été implémenté par un déve-
loppeur de Nomao avec lequel j’ai interagi pour apporter des compléments sur les
spécifications ainsi que pour tester l’outil aux différentes étapes de son développe-
ment.
Dans le chapitre suivant, nous utilisons le jeu de données créé pour évaluer les
algorithmes que nous avons proposés aux chapitres 6 et 7. En l’état actuel, le jeu
de données ne peut pas encore être utilisé pour l’évaluation du système adaptatif,
puisqu’il nécessite une catégorisation des requêtes. Des méthodes de catégorisation
sont en cours d’analyse dans le cadre d’un stage de Master 1 que j’encadre. Nous
prévoyons une première évaluation du système adaptatif dans le cadre industriel
pour la fin d’année 2013.
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Dans ce chapitre, nous appliquons les algorithmes de sélection de variables pour
l’apprentissage d’ordonnancement que nous proposons sur le jeu de données issu du
moteur de recherche Nomao. Nous les évaluons et comparons leur performance à l’al-
gorithme de référence le plus récent au jour de la rédaction, FSMRank [Lai 2013b].
Dans un premier temps, nous présentons le protocole expérimental : algorithmes
utilisés, valeurs des seuils et des paramètres et mesures d’évaluation considérés.
Dans un second temps, nous analysons les résultats obtenus. Nous comparons
les algorithmes suivant les valeurs obtenues pour chaque mesure. Nous effectuons
également une analyse plus globale où nous croisons les mesures deux à deux afin
de faire apparaître les algorithmes qui présentent les meilleurs rapports MAP vs.
ratio de parcimonie et temps d’exécution vs. ratio de parcimonie. Nous discutons
brièvement des caractéristiques retenues par les modèles.
10.1 Protocole expérimental
L’objectif de cette étude est d’évaluer la performance des méthodes que nous
proposons dans un cadre d’exploitation industriel. Le protocole expérimental est
similaire à ceux des chapitres 6 et 7, mais l’évaluation est réalisée sur le jeu de
données commercial issu du moteur Nomao présenté au chapitre précédent. Nous
considérons au total 8 algorithmes, à savoir :
– les trois algorithmes de repondération en norme `2, Rank`2-AROM, RankRWFS-
`1 et RankRWFS-`0 ;
– l’algorithme proximal en norme `1 RankSVM-`1 ;
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– l’algorithme proximal de repondération en norme `1 pour les régularisations
non convexes, avec les trois régularisations MCP, log et `q, q < 1 et
– l’algorithme de référence FSMRank.
De façon similaire aux expérimentations du chapitre 6, pour les algorithmes de
repondération en norme `2, nous évaluons cinq seuils correspondant à 90 %, 70 %,
50 %, 30 % et 10 % de caractéristiques restantes. Une caractéristique est retirée
du modèle lorsque le poids associé est inférieur à 10−5. Pour les régularisations non
convexes, de façon similaire aux expérimentations du chapitre 7, nous nous limitons
à l’analyse d’une seule valeur du paramètre q pour la norme `q, soit q = 0.5. Nous
considérons les mêmes valeurs de paramètres pour les normes MCP et log, à savoir
γ = 2 pour MCP et ε = 0.1 pour log.
Dans ces expérimentations, nous comparons les algorithmes selon leur capacité
à :
1. Fournir des listes de résultats de haute qualité ;
2. Introduire de hauts niveaux de parcimonie dans les fonctions d’ordonnance-
ment et
3. Effectuer la sélection de variables et l’apprentissage en un temps raisonnable.
Contrairement aux expérimentations des chapitres 6 et 7, nous comparons les
qualités d’ordonnancement des algorithmes en utilisant les valeurs de MAP (cf.
définition 8 chapitre 1). Nous ne considérons pas le NDCG, applicable dans le cas
de jugements gradués de pertinence, non disponibles ici. Pour évaluer la capacité des
algorithmes à supprimer un grand nombre de variables, nous considérons les ratios
de parcimonie (cf. définition 17 chapitre 6). Enfin, nous nous intéressons au temps
d’exécution nécessaire pour effectuer la sélection de variables et l’apprentissage du
modèle. Les résultats obtenus sont présentés à la section suivante.
10.2 Résultats
Dans cette section nous présentons les résultats obtenus lors de l’évaluation des
algorithmes sur le jeu de données Nomao.
Pour évaluer les algorithmes, nous nous concentrons sur leur capacité à ap-
prendre des modèles ayant une bonne qualité d’ordonnancement, dans des temps
raisonnables, tout en utilisant le plus faible nombre de caractéristiques possibles.
Nous nous concentrons dans un premier temps sur le croisement des valeurs de
MAP et des ratios de parcimonie, puis dans un second temps, sur le croisement des
temps d’exécution et des ratios de parcimonie.
10.2.1 Excellent rapport MAP - ratio de parcimonie des méthodes
proposées
La figure 10.1 présente le lien entre MAP et ratio de parcimonie sur le jeu de
données considéré pour l’ensemble des huit algorithmes. La ligne pointillée repré-
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Figure 10.1 – Lien entre MAP et ratio de parcimonie pour l’ensemble des algo-
rithmes. La ligne pointillée représente la moyenne des MAP obtenues pour tous les
algorithmes. Les meilleures méthodes sont en haut à gauche du graphe.
sente la valeur moyenne de MAP obtenue par les différentes méthodes. Les méthodes
les plus performantes sont celles qui combinent des MAP élevées (comparativement
aux autres méthodes) et des ratios de parcimonie faibles. Elles se trouvent dans
le coin supérieur gauche du graphique. L’analyse de ce graphe conduit à plusieurs
observations.
Tout d’abord, nous observons que les valeurs de MAP restent stables pour l’en-
semble des algorithmes. Les écarts restent faibles, de l’ordre du millième. Nous
pouvons conclure que les différentes méthodes sont globalement équivalentes sur ce
jeu de données lorsque la qualité d’ordonnancement est considérée.
Ensuite, nous constatons au contraire une grande variabilité des ratios de par-
cimonie effectivement atteints, allant de 0.6 (60% de caractéristiques conservées)
à 0.02 (2% de caractéristiques conservées). En pratique, nous distinguons trois
groupes d’algorithmes. Le premier, le plus à droite du graphique, est composé des
algorithmes les moins parcimonieux. De façon logique, il s’agit des algorithmes de
repondération pour lesquels nous avions fixé des seuils de sélection élevés, à 70% et
90% de caractéristiques restantes. Il est intéressant de noter que les ratios de parci-
monies atteints sont grandement inférieurs à ceux demandés (entre 40% et 60% de
caractéristiques restantes). Une proportion importante de variables n’est donc pas
nécessaire pour les modèles. Le deuxième groupe est constitué des algorithmes de
repondération en norme `2 avec des seuils théoriques de 30% et 50% et de l’algo-
rithme de référence FSMRank. Les ratios de parcimonie effectifs varient entre 0.2
et 0.3. Nous observons par ailleurs que les algorithmes que nous proposons sont
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meilleurs que l’état de l’art, dès que le seuil théorique demandé est inférieur ou égal
à 30%. Le troisième groupe est constitué des méthodes les plus parcimonieuses, à
savoir les algorithmes de repondérations en norme `2 avec un seuil théorique à 10%,
l’algorithme proximal en norme `1 et les approches non convexes. Ce sont toutes
des méthodes que nous avons proposées. Nos approches sont ainsi particulièrement
efficaces pour introduire de la parcimonie dans les modèles. Dans ce domaine, elles
surpassent l’état de l’art.
Enfin, lorsque nous procédons à une analyse croisée des valeurs de MAP et des
ratios de parcimonie (cf. figure 10.1), nous constatons que nos approches sont les
plus compétitives. Les algorithmes de repondération en norme `2 avec un seuil à
10%, l’algorithme proximal RankSVM-`1 et les approches non convexes obtiennent
une qualité d’ordonnancement au moins équivalente à l’état de l’art, tout en sup-
primant de 3 à 10 fois plus de caractéristiques. Les régularisations non convexes
log et `q obtiennent les plus petits ratios de parcimonie (de l’ordre de 2% de ca-
ractéristiques restantes) tout en conservant une MAP équivalente à l’état de l’art.
La régularisation MCP est légèrement moins parcimonieuse (5% de caractéristiques
restantes) mais obtient la valeur de MAP la plus élevée de tous les algorithmes.
Les approches que nous proposons sont donc particulièrement efficaces pour
apprendre des fonctions d’ordonnancement de bonne qualité, tout en supprimant
un grand nombre de caractéristiques des modèles.
10.2.2 Des rapports temps d’exécution - ratio de parcimonie rai-
sonnables
La figure 10.2 présente le croisement entre temps d’exécution et ratio de parci-
monie de chaque algorithme. La ligne pointillée présente le temps moyen nécessaire
pour sélectionner les caractéristiques et apprendre le modèle. Idéalement, un algo-
rithme doit pouvoir sélectionner un nombre important de caractéristiques dans un
temps raisonnable. Les expérimentations ont été réalisées sur un serveur composé
de 24 processeurs Intel Core cadencés à 3 GHz chacun et 96 Go de RAM parta-
gés par l’ensemble des processeurs. Les algorithmes ont été exécutés en parallèle.
Nous considérons que les temps d’exécution sont raisonnables s’ils vont de quelques
secondes à quelques minutes, vue la taille du jeu de données.
Nous constatons une grande variabilité des temps d’exécution des algorithmes.
De façon globale, le temps d’exécution augmente logiquement avec le nombre de
caractéristiques supprimées.
Les algorithmes utilisant des régularisations non convexes sont les plus parcimo-
nieux, mais également les moins rapides. Nous notons également que l’algorithme
proximal RankSVM-`1 est également moins rapide que les autres approches. Cela
peut expliquer la lenteur relative des approches non convexes. En effet, leur vitesse
est liée à celle de RankSVM-`1 à travers le schéma de repondération. Il serait in-
téressant de regarder si des optimisations ne sont pas possibles au sein du code de
l’algorithme proximal, afin d’améliorer les temps de calcul.
Nous constatons que l’algorithme utilisant la régularisation non convexe log
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Figure 10.2 – Lien entre temps d’exécution et ratio de parcimonie pour l’ensemble
des algorithmes. La ligne pointillée représente la moyenne des temps d’exécution
obtenus pour tous les algorithmes.
est environ deux fois plus lent que celui utilisant la régularisation `q, pour des
ratios de parcimonie similaires. La régularisation MCP est plus rapide, mais moins
parcimonieuse. En pratique, les régularisations log et `q suppriment 2.5 fois plus de
variables que MCP, prenant respectivement 2.7 et 1.4 fois plus de temps que cette
dernière.
Afin de mieux observer le comportement des autres algorithmes, plus rapides,
nous continuons l’analyse en supprimant les algorithmes non convexes et proxi-
maux du graphique (cf. figure 10.3). Nous observons que, pour les algorithmes de
repondération de la norme `2, les temps d’exécution ont tendance à augmenter avec
le nombre de variables à supprimer. Les algorithmes les plus parcimonieux sont
également les moins rapides, avec des temps d’exécution allant de 30 secondes à
1 minute en moyenne. L’algorithme le plus rapide est FSMRank, qui apprend les
fonctions en moins de 5 secondes en moyenne. A ratio de parcimonie équivalent,
les algorithmes de repondération sont environ 5 à 6 fois plus lents en moyenne.
Quand nous considérons les plus petits seuils de parcimonie, nous observons que
les algorithmes suppriment de 3 à 4 fois plus de caractéristiques que FSMRank,
mais en prenant de 6 à 12 fois plus de temps. FSMRank, l’algorithme de référence,
semble donc être plus performant pour apprendre des modèles parcimonieux de
façon rapide.
Néanmoins, ce dernier point est à nuancer. Les temps d’exécution des algo-
rithmes de repondération en norme `2 restent raisonnables vis-à-vis des ratio de
parcimonie atteints. Par ailleurs, nous n’avons pas pris en compte le calcul de la
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Figure 10.3 – Lien entre temps d’exécution et ratio de parcimonie pour les al-
gorithmes les plus rapides. La ligne pointillée représente la moyenne des temps
d’exécution obtenus pour tous les algorithmes.
matrice des corrélations donnée en entrée de l’algorithme FSMRank. Dans le cas
de ce jeu de données, le calcul de cette matrice prend en moyenne une quinzaine de
secondes. La prise en compte de ce temps permet de réduire l’écart entre FSMRank
et les autres algorithmes. Pour les plus petits seuils de parcimonie, les algorithmes
de repondération en norme `2 supprime 3 à 4 fois plus de caractéristiques que FSM-
Rank, en prenant de 1.5 à 3.5 fois plus de temps. Le rapport temps d’exécution -
ratio de parcimonie est ainsi plus favorable pour les approches que nous proposons.
Conclusion
Cette évaluation a permis de vérifier l’efficacité des méthodes proposées dans
un cadre d’exploitation industrielle. Les algorithmes que nous proposons sont plus
performant que l’état de l’art pour introduire de la parcimonie dans les modèles tout
en conservant de bonnes qualités d’ordonnancement. Les modèles sont appris dans
des temps raisonnables compte tenu des ratios de parcimonie atteint. Les approches
de repondération en norme `2 sont les plus rapides parmi les méthodes proposées.
Elles présentent un rapport temps d’exécution - ratio de parcimonie satisfaisant
vis-à-vis de l’algorithme de l’état de l’art. Les approches non convexes sont moins
efficaces lorsque le temps d’exécution est considéré. Leur amélioration constitue une
piste de travail à court terme.
Les résultats de cette étude ont été utilisés au sein de l’entreprise Nomao afin de
sélectionner un algorithme de sélection de variables pour l’apprentissage d’ordon-
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nancement à intégrer au système existant. L’algorithme RankRWFS a été choisi. Il
est en cours d’intégration dans le système et devrait être opérationnel d’ici décembre
2013. Une analyse des variables sélectionnées a également été effectuée. Elle a per-
mis de déterminer de nouvelles caractéristiques à implémenter qui seront utilisées
dans les fonctions d’ordonnancement du moteur de recherche.
Les algorithmes que nous avons proposés au cours de cette thèse se révèlent
performants à la fois sur des données universitaires et issues du monde industriel.
Les résultats obtenus entre les deux expérimentations concordent : les méthodes que
nous proposons sont capables d’apprendre des modèles très parcimonieux sans dé-
grader la qualité d’ordonnancement, sur des données académiques et commerciales.
Par ailleurs, nous vérifions sur le jeu de données issu du moteur Nomao que les
algorithmes en norme `2 présentent des temps de calcul raisonnables, de quelques
dizaines de secondes à quelques minutes. Les travaux réalisés sont ainsi intégrés dans
un cadre d’exploitation industriel, au sein d’un moteur de recherche commercial.
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Nous avons présenté dans ce manuscrit les travaux que nous avons menés au
cours de ces trois années de thèse. Nos contributions se situent dans le cadre de l’ap-
prentissage d’ordonnancement adapté au contexte. Dans ce dernier chapitre, nous
commençons par dresser une synthèse de nos contributions, incluant un rappel des
méthodes proposées et des résultats obtenus, avant de discuter de nos perspectives
de recherche.
11.1 Conclusion
Nos travaux se situent dans le cadre de la RI et plus particulièrement de l’ap-
prentissage d’ordonnancement adapté au contexte. Nous avons ainsi proposé un
nouveau système d’ordonnancement adaptatif, basé sur la sélection de variables.
Cela nous a conduit à proposer d’une part, de nouveaux algorithmes de sélection de
variables pour l’apprentissage d’ordonnancement et d’autre part, un nouveau mo-
dèle d’évaluation de la pertinence dédié aux moteurs de recherche à clics multiples
pour la création de jeux de données d’apprentissage. Nous avons également débuté
une évaluation de nos contributions dans un cadre d’exploitation industrielle réel.
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Dans les sections suivantes, nous résumons les différentes contributions ainsi que les
résultats obtenus.
11.1.1 Système adaptatif basé sur la sélection de variables
Dans une première contribution, nous avons proposé un système d’ordonnance-
ment adaptatif basé sur la sélection de variables. Les méthodes actuelles d’appren-
tissage d’ordonnancement ne font pas de distinction entre les différentes requêtes ou
les différents besoins des utilisateurs. En pratique, les mêmes fonctions sont apprises
puis utilisées pour l’ensemble des requêtes.
De nombreux travaux [Geng 2008, Banerjee 2009, Liu 2011, Laporte 2013c] ont
montré qu’adapter l’ordonnancement aux types de requêtes améliorait la qualité de
la liste de résultats restituée par les systèmes. Ces travaux proposent d’apprendre
des fonctions d’ordonnancement spécifiques à différents groupes de requêtes.
Dans le chapitre 4, nous avons ainsi formalisé le système adaptatif mis en place
dans les approches précédentes. Nous avons proposé un nouveau système qui est
basé sur la catégorisation de requêtes et la sélection de variables, dont l’utilisation
présente à notre sens plusieurs avantages.
Tout d’abord, elle permet de supprimer des caractéristiques bruitées ou non
pertinentes pour le besoin d’information. Or, la présence de celles-ci peut potentiel-
lement conduire à une dégradation de la qualité d’apprentissage et de prédiction
des fonctions. La sélection de variables est ainsi vue comme un moyen de contrôler
la qualité des fonctions d’ordonnancement.
Ensuite, en réduisant le nombre de caractéristiques utilisées par les algorithmes,
elle permet de réduire les temps de calcul, ce qui est un enjeu important en appren-
tissage d’ordonnancement. En effet, le nombre de caractéristiques utilisables par les
algorithmes est très élevé (potentiellement plusieurs dizaines de milliers). Les algo-
rithmes ne sont pas nécessairement conçus pour supporter cette dimensionnalité, qui
peut conduire à des temps de calcul prohibitifs. Bien que d’autres approches soient
envisageables pour réduire ces temps de calcul, par exemple la parallélisation des
algorithmes, l’utilisation de la sélection de variables apparaît comme une piste in-
téressante à explorer pour beaucoup de travaux [Geng 2007, Lai 2013a, Lai 2013b].
Enfin, combiner la sélection de variables à l’apprentissage de fonctions pour
chaque groupe de requêtes permet d’apprendre des fonctions réellement spécifiques
au besoin de l’utilisateur. En effet, certaines caractéristiques peuvent être perti-
nentes pour certains types de besoins mais pas pour d’autres. En pratique, il est
naturel de supposer que certaines caractéristiques sont pertinentes pour l’ensemble
des besoins tandis que d’autres n’ont de sens que dans certaines situations. Effec-
tuer une sélection des caractéristiques sur chaque groupe de requêtes permet non
seulement d’apprendre des poids différents selon le groupe pour une caractéristique
commune à l’ensemble des groupes, mais aussi de sélectionner des caractéristiques
différentes et adaptées à chaque catégorie de besoins.
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Le système proposé est actuellement en cours d’évaluation dans un contexte
d’exploitation réel, sur des données issues du moteur de recherche d’informations
géoréférencées Nomao. Sa mise en place a nécessité la proposition et le développe-
ment de méthodes de sélection de variables ainsi que d’évaluation de la pertinence
pour la création de jeux de données d’apprentissage. Les contributions réalisées dans
ce cadre sont rappelées dans les section suivantes.
11.1.2 SVM parcimonieux pour la sélection de variables en ap-
prentissage d’ordonnancement
La proposition d’un système d’ordonnancement adaptatif basé sur la sélection
de variables nous a conduit à développer des approches de sélection de variables
pour l’apprentissage d’ordonnancement. Dans ce contexte, nous nous sommes par-
ticulièrement intéressés à l’utilisation de SVM parcimonieux utilisant des normes
convexes et non convexes. Nos travaux ont porté sur la proposition de méthodes
d’approximation des problèmes parcimonieux en norme `1 et `0 par repondération
de problèmes en norme `2 d’une part, d’un algorithme FBS en norme `1 et d’un
algorithme de résolution de problèmes utilisant des régularisations parcimonieuses
non convexes d’autre part.
11.1.2.1 Approches de repondération en norme `2
Dans le chapitre 6, nous nous sommes intéressés à l’utilisation de méthodes de
repondération en norme `2 avec seuillage des poids des variables pour approcher la
solution des SVM parcimonieux en norme `1 et `0. Nous avons proposé et évalué
trois algorithmes dans ce cadre.
L’algorithme Rank`2-AROM constitue une adaptation de la méthode `2-AROM
proposée par Weston [Weston 2003]. Il est utilisé pour approcher la solution des
SVM parcimonieux en norme `0. L’algorithme fonctionne par itérations successives.
A chaque itération t, chaque caractéristique est repondérée par un vecteur v(t)i qui
correspond au produit des poids wi appris au cours des t−1 itérations précédentes.
Un modèle est alors appris par l’algorithme en norme `2. Les caractéristiques dont
le poids est inférieur à un certain seuil sont retirées du modèle. Le processus est
itéré jusqu’à ce que le nombre de caractéristiques restantes soit inférieur ou égal au
seuil maximal fixé par l’utilisateur.
Les algorithmes RankRWFS-`1 et RankRWFS-`2 constituent deux variantes
d’un même schéma, nommé RankRWFS, que nous proposons. Ils approchent res-
pectivement les problèmes des SVM régularisés en norme `1 et en norme `0. Si le
fonctionnement des deux algorithmes est identique dans sa structure, la règle de
repondération est spécifique à la régularisation considérée. A chaque itération t,
chaque observation est pondérée par un vecteur v(t)i , calculé selon la règle de mise
à jour appropriée à la régularisation considérée, vi(t) =
√
|w(t−1)i v(t−1)i | pour la
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norme `1 et vi(t) = |w(t−1)i v(t−1)i | pour la norme `0. Un modèle est alors appris
par l’algorithme en norme `2 et les caractéristiques dont le poids est inférieur à un
certain seuil sont retirées du modèle. Le processus est itéré jusqu’à ce que le nombre
de caractéristiques restantes soit inférieur ou égal au nombre maximal requis.
Ces trois algorithmes ont été évalué sur cinq jeux de données issus de LETOR
(Ohsumed, HP2004, NP2004 et TD2004). Les expérimentations ont montré que nos
algorithmes étaient beaucoup plus performants pour introduire de la parcimonie que
les approches existantes, tout en conservant une qualité de prédiction équivalente
aux approches de l’état de l’art. Par ailleurs, nous avons observé que les algorithmes
effectuaient la sélection dans des temps raisonnables. De façon générale, il est ap-
paru que l’approche RankRWFS est globalement plus performante, notamment l’al-
gorithme RankRWFS-`0 qui présente le meilleur comportement (parcimonie, qualité
de prédiction).
11.1.2.2 Algorithme proximal en norme `1 et schéma de repondération
pour l’utilisation de régularisations non convexes
Les algorithmes précédents présentent un inconvénient. La norme `2 n’est pas
parcimonieuse et le schéma de repondération n’introduit donc pas naturellement
la parcimonie. Il est nécessaire de seuiller les variables pour les annuler. Dans le
chapitre 7, nous nous sommes focalisés sur une méthode de résolution du problème
en norme `1 ne nécessitant pas de seuillage et d’un schéma de repondération de
cette dernière pour la prise en compte de régularisations non convexes.
Nous avons d’abord proposé un algorithme FBS pour résoudre le problème de
l’apprentissage parcimonieux de préférences avec des SVM en norme `2. Cet algo-
rithme, nommé RankSVM-`1, surpasse les algorithmes non parcimonieux de l’état
de l’art et présente une performance similaire aux algorithmes de sélection de va-
riables en apprentissage d’ordonnancement les plus récents.
Nous avons également proposé un schéma de repondération de RankSVM-`1,
nommé RankSVM-NC, qui permet de prendre en compte des régularisations non
convexes. Ces dernières présentent les avantages d’être soit plus parcimonieuses (log,
`q, q < 1) soit moins biaisées (MCP) que la norme `1. De plus, leur utilisation dans
le cadre de la sélection de variables en apprentissage d’ordonnancement n’a, à notre
connaissance, jamais été étudiée. Nous avons montré que ce schéma de repondéra-
tion permettait de supprimer en moyenne quatre fois plus de caractéristiques que
les approches existantes, tout en conservant la même qualité de prédiction. En ce
sens, l’approche proposée surpasse nettement les méthodes existantes.
Nous avons ainsi proposé plusieurs algorithmes de sélection de variables pour
l’apprentissage d’ordonnancement qui s’avèrent compétitifs vis-à-vis des approches
existantes. Nous les avons évalués sur des jeux de données de références issus des col-
lection LETOR. Nous avons également débuté une évaluation sur un jeu de données
commercial. Ces expérimentations donnent d’excellents résultats et montrent la per-
formance des méthodes proposées dans un cadre d’exploitation réel. Les algorithmes
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constituent également un élément central de l’évaluation du système adaptatif basé
sur la sélection de variables, qui est en cours de réalisation.
11.1.3 Modèle d’évaluation de la pertinence à partir des clics des
utilisateurs pour les modèles à clics multiples
L’évaluation du système adaptatif et des algorithmes que nous proposons dans
un contexte d’exploitation réel nécessite la création de jeu de données d’évaluation.
Or, évaluer manuellement la pertinence de paires requête-document, en prenant
en compte le contexte, est une étape longue et coûteuse. Dans le chapitre 8, nous
avons proposé un modèle d’évaluation de la pertinence basé sur les clics des utilisa-
teurs pour les moteurs à clics multiples, qui constituent notre cadre d’application
industrielle.
De nombreux modèles d’évaluation de la pertinence basés sur les clics et actions
des utilisateurs existent dans la littérature, comme nous l’avons présenté au chapitre
8. Les clics sont vus comme des jugements implicites de pertinence, avec l’hypothèse
sous-jacente qu’un utilisateur qui clique sur un résultat le perçoit a priori comme
pertinent pour sa requête. Nous avons montré en quoi les modèles existants ne sont
pas adaptés pour l’utilisation dans le cas de moteurs à clics multiples et nous avons
proposé un modèle prenant en compte cette spécificité.
Pour proposer un nouveau modèle, nous avons émis trois hypothèses distinctes.
Nous avons d’abord supposé que tout clic sur un résultat, que ce soit sur son titre
ou un autre de ses élements, constitue un jugement implicite de pertinence. Nous
avons ensuite supposé que plus un utilisateur clique sur un résultat, plus ce dernier
est pertinent. Enfin, nous avons considéré que toutes les actions ne traduisaient pas
le même degré de pertinence. Par exemple, un clic sur le lien de téléchargement
d’un document traduit un plus grand intérêt de l’utilisateur qu’un clic sur le titre.
Ces trois hypothèses nous ont conduits à représenter la pertinence comme la somme
pondérée du nombre de clics sur un documents.
Les expérimentations, réalisées à partir de données extraites des fichiers de
connexion de Nomao, ont montré que ce modèle constitue une bonne approche pour
l’évaluation de la pertinence sur les moteurs à clics multiples et la construction de
jeux de données de référence. Un outil d’analyse des fichiers de connexion et de
génération a été développé dans ce cadre. Le modèle proposé est par ailleurs utilisé
actuellement pour générer des jeux de données d’apprentissage pour l’évaluation
des approches d’apprentissage d’ordonnancement.
11.1.4 Évaluation des contributions dans un cadre d’exploitation
réel
Les algorithmes proposés ont été évalués dans un premier temps sur des jeux
de référence issus des collections LETOR. Nous souhaitions également évaluer leur
comportement dans un cadre d’exploitation réel, en l’occurrence, sur le moteur
d’information géoréférencés Nomao. De façon similaire, nous souhaitons également
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évaluer le système d’ordonnancement adaptatif, pour lequel nous n’avons réalisé
que des expériences préliminaires [Laporte 2013c].
Dans le chapitre 9, nous avons présenté le jeu de données utilisé pour l’évalua-
tion des algorithmes de sélection de variables que nous avons proposés. Les paires
requête-document extraites ont été annotées grâce au modèle d’évaluation de la per-
tinence que nous avions proposé. Nous avons également spécifié les caractéristiques
que nous souhaitions utiliser à l’équipe technique de Nomao, qui s’est chargée de
leur calcul.
Dans le chapitre 10, nous avons évalué les algorithmes que nous avons proposés
sur le jeu de données ainsi construit. Nous avons comparé les résultats (MAP, temps
d’exécution, taux de parcimonie) à ceux obtenus avec l’algorithme FSMRank. Nous
avons montré que nos algorithmes étaient plus performants que l’état de l’art dans
un cadre réel d’exploitation, soit du point de vue de la parcimonie (RankSVM-
`1, RankSVM-NC) soit du point de vue de la parcimonie et des temps de calcul
(Rank`2-AROM, RankRWFS).
L’analyse du système adaptatif intégrant la sélection de variables devrait être
réalisée d’ici à la fin de l’année 2013..
11.2 Perspectives
Les travaux réalisés au cours de cette thèse ont donné de bons résultats. Des
analyses sont actuellement en cours et constituent des pistes de recherche à cours
termes. Les résultats obtenus ont ouvert la voie à d’autres projets de recherche,
à court et moyen termes. Nous détaillons nos perspectives de recherche dans les
sections suivantes.
11.2.1 Évaluation complète du système adaptatif proposé dans un
cadre d’exploitation réel
La première perspective de travail à court terme est l’évaluation complète du sys-
tème adaptatif dans le cadre de Nomao. L’objectif est de déterminer si l’adaptation
de l’ordonnancement aux groupes de requêtes par l’utilisation de la classification et
de la sélection de variables permet d’améliorer de façon significative la qualité des
liste de résultats. L’amélioration obtenue devra également être quantifiée.
Le jeu de données utilisé sera celui présenté au chapitre 9. Plusieurs méthodes
pourront être utilisées pour créer des groupes de requêtes ou de besoins : classifica-
tion supervisée, non supervisée, ou encore utilisation combinée de typologies et de
ressources sémantiques spécifiques (hiérarchies de mots clés, thésauri). La proposi-
tion de nouvelles approches de catégorisation de requêtes constitue également une
piste de recherche à moyen terme (cf. section 11.2.4).
Une fois les groupes de requêtes définis, nous procèderons à l’évaluation du sys-
tème adaptatif. Des fonctions d’ordonnancement spécifiques seront apprises pour
chaque groupe et évaluées sur le jeu de données. Les résultats de l’approche adap-
tative en matière de MAP seront comparés à ceux obtenus par la méthode non
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adaptative.
Le système adaptatif pourra par ailleurs être évalué sur d’autres jeux de données
pour lesquels une classification des requêtes est envisageable, afin de vérifier que la
méthode donne des résultats similaires pour différents cadres d’application. Par
ailleurs, nous envisageons également d’adapter notre approche afin d’apprendre des
fonctions d’ordonnancement propres, non pas à des catégories de besoins, mais à
des catégories d’usages (par exemple usage web vs mobile).
11.2.2 Apprentissage multitâche parcimonieux en apprentissage
d’ordonnancement
Dans ces travaux, nous avons proposé d’apprendre des fonctions d’ordonnance-
ment spécifiques à des groupes de besoins ou de requêtes à l’aide d’algorithmes de
sélection de variables pour l’apprentissage d’ordonnancement. En pratique, cela re-
vient à créer x groupes de requêtes, à scinder le jeu de données en x sous-ensembles
correspondants et à apprendre une fonction pour chaque groupe. Les x fonctions
d’ordonnancement sont ainsi apprises indépendamment les unes des autres. Comme
nous l’avons constaté dans certains travaux préliminaires [Laporte 2013c], certaines
caractéristiques sont pertinentes pour différentes tâches et devraient être sélection-
nées de façon commune pour tous les groupes.
L’apprentissage multitâche parcimonieux apprend des fonctions spécifiques à
chaque tâche tout en sélectionnant les caractéristiques pertinentes de façon jointe
à l’ensemble des tâches. Autrement dit, la sélection est effectuée en essayant au
maximum de conserver les mêmes caractéristiques pertinentes sur l’ensemble des
tâches. Cette approche nous paraît prometteuse dans le contexte de l’adaptation
des fonctions d’ordonnancement. Peu de travaux se sont intéressés à l’utilisation de
méthodes d’apprentissage d’ordonnancement multitâche non parcimonieuses et à
notre connaissance, l’utilisation d’approches d’apprentissage multitâches parcimo-
nieuses n’a pas encore été étudiée.
Nous notons par ailleurs que l’algorithme RankSVM-`1, que nous avons pro-
posé, peut être adapté pour effectuer de la sélection multitâche. Nous envisageons
d’évaluer l’apport de l’apprentissage multitâche parcimonieux pour l’aprentissage
d’ordonnancement en RI.
11.2.3 Méthodologies d’évaluation de la pertinence à partir de ju-
gements implicites
Dans cette thèse, nous avons proposé une première approche pour l’évaluation
de la pertinence à partir des clics des utilisateurs sur les moteurs de recherche à clics
multiples. Nous avons pu mettre en évidence que certaines actions traduisent un
niveau de pertinence perçue plus élevé que d’autres. Le modèle proposé permet de
prendre en compte ce fait en pondérant différemment les différents types d’actions.
Néanmoins il ne permet pas d’apprendre automatiquement les poids à affecter à
chacune de ces différentes actions. L’ordre d’importance relative entre actions ne
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peut pas être déterminé automatiquement.
Nous prévoyons de développer et proposer de nouveaux modèles d’évaluation
de la pertinence basés sur les clics des utilisateurs. Ils devront prendre en compte
l’existence des différents niveaux d’importance des types de clics pour l’évaluation
de la pertinence. Ils devront également être suffisamment génériques pour être ra-
pidement adaptables aux différents types de moteurs rencontrés.
Par ailleurs, un autre problème requiert une attention particulière. Un docu-
ment pertinent qui n’est jamais restitué par le système, ou restitué sur une page de
résultats trop éloignée, ne sera probablement jamais cliqué. Il ne sera donc jamais
considéré comme pertinent alors qu’il l’est effectivement. La qualité d’ordonnan-
cement du système initial peut donc potentiellement introduire un biais dans les
modèles d’évaluation de la pertinence. Il est donc nécessaire de proposer des mé-
thodes qui puissent évaluer la pertinence de l’ensemble des documents, en limitant
le biais dû au système d’ordonnancement d’origine. Nous réfléchirons donc à la prise
en compte de ce biais dans les modèles que nous proposerons.
11.2.4 Classification automatique de requêtes suivant le besoin de
l’utilisateur et le contexte
Comme nous l’avons indiqué dans notre manuscrit au chapitre 4, de nombreux
travaux se sont intéressés à la mise en place de typologies de besoins ou à la dé-
tection de requêtes similaires pour l’adaptation. Dans nos travaux, nous proposons
d’intégrer au système d’ordonnancement un module de catégorisation des requêtes
pour l’adaptation. Nous nous intéressons donc naturellement au développement de
méthodologie de classification des requêtes.
Nous pouvons envisager d’utiliser et/ou de définir des typologies de besoins ou
de requêtes [Broder 2002, Jansen 2008], donc d’utiliser des a priori pour effectuer la
classification. Une thèse est en cours sur ce sujet dans notre équipe, en partenariat
avec un laboratoire de linguistique. La définition de nouvelles typologies implique
d’effectuer certaines analyses statistiques sur des ensembles de requêtes issues de
moteurs de recherche. Différentes méthodes de statistiques descriptives peuvent être
envisagées dans ce but. L’affectation d’une requête à la catégorie pré-établie, suivant
la typologie, peut alors s’effectuer à l’aide de méthodes de classification supervisée,
comme par exemple les SVM multiclasses [Mendoza 2009] ou les arbres de décision
[Kang 2003]. Elle peut également être réalisée à l’aide de ressources sémantiques,
comme une hiérarchie de mots-clés ou des thésauri.
Nous pouvons également envisager d’utiliser des méthodes de classification non
supervisée, comme la classification hiérarchique ascendante ou l’algorithme des k
moyennes, ou en proposer de nouvelles. Dans ce cas, il est nécessaire de réfléchir
au développement de mesures de similarités permettant d’affecter à une classe ainsi
déterminée chaque nouvelle requête soumise au système.
Différentes solutions sont ainsi envisageables et pourront être explorées. Leur
intégration au sein du système d’ordonnancement adaptatif permettra d’évaluer
la performance de celui-ci. Par ailleurs, l’utilisation de différentes approches de
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catégorisations des requêtes au sein du système permettra de quantifier l’impact de
ce module sur la qualité de l’ordonnancement obtenu.
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