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A finite automaton two-component cascade decomposition is presented in which 
the first component has a synchronizer and the second component is a permutation 
automaton. The synchronizer corresponds to a primitive idempotent element e in 
the transition monoid M of the automaton. The state set of the second component 
is the range of e; each state of the first component is an image of this range under 
one of the transitions in M. The transition monoid of the second component is the 
group eMe. As a conceptual tool, the decomposition can be used to clarify the 
credit assignment problems faced by learning system reward schemes in finite 
automaton environments. ‘1 ’ 1988 Academic Press, Inc. 
1. INTRODUCTION 
We report here a two component cascade decomposition (Arbib, 1969) 
of finite automata which we have found conceptually useful in our study of 
reward schemes for adaptive systems (Holland, 1975). 
In this paper, all automata discussed are finite automata, and so the 
word “automaton” will be used to mean finite automaton. 
If E is an automaton, then we say E is strongly connected if for every 
ordered pair of states of E there is an input string which takes E from the 
first state to the second. We call an input string CJ a synchronizer if there is 
a state s of E such that whatever the current state of E, the state of E after 
the input of cr is guaranteed to be s. We have found automata with syn- 
chronizers easier to handle conceptually because the synchronizer has the 
effect of erasing the automaton’s memory. The behavior of an automaton 
after a synchronizer input is, in our formulations, independent of activity 
previous to the input of the synchronizer, and this gives us some handle on 
the question of how far back in time we need to look in allocating reward 
(or “assigning credit” (Minsky, 1961; Cohen and Feigenbaum, 1982)). 
We show here how to decompose any strongly connected automaton E 
into two automata, E, and E,, where the input to E, is the same as the 
input to E, where the input to E, is a pair consisting of the input to E 
179 
0890-5401/88 $3.00 
Copyright I 1988 by Academnc Prerr. Inc. 
All rlghlr of reproducllon m  any form reserved 
180 T. H. WESTERDALE 
together with the state of E,, where E, is a permutation automaton, and 
where E, has a synchronizer. The E, El complex will be strongly connected. 
A string that is a synchronizer of E, , we call a semisynchronizer of E. We 
find that semisynchronizers have many of the same memory erasing effects 
as synchronizers. 
Let S, S,, and SZ be the state sets of E, E,, and E,, respectively. Then 
the E, E, complex is an automaton with state set SZ x S,. (We write S, x S, 
rather than S, x S,.) In our decomposition, this complex will be a two 
component cascade. What this means is that the input to E2 is a pair con- 
sisting of the input to the complex together with the state of E,, but the 
input to E, is merely the input to the complex. (For formal details, see a 
text such as (Arbib 1969)) In other words, when a state transition takes 
place in the complex, the new state of E2 depends on the state of E,, but 
the new state of E, is independent of the state of E,. E, and E, are called 
the first and second components, respectively, of the E, E, complex. 
The E, E, complex will also be a perfect simulator of E. We say an 
automaton i? (with state set S) is a perfect simulator of an automaton E 
(with state set S), if it has the same input alphabet and there is a function h 
from a subset of S onto S with the following property: for any input sym- 
bol a, any S in the domain of h, and any S’ E S, if the symbol a carries state 
S to state S’ in 6 then S’ is in the domain of h and the symbol a carries 
state h(F) to state h(Z) in E. 
We say that E, E2 is a two component cascade decomposition of E if it is 
a two component cascade and is a perfect simulator of E. The function h is 
then from a subset of S? x S, onto S. In this paper, the domain of h will be 
the whole of S, x S,. 
So what we will show is that every strongly connected automaton E has 
a strongly connected two component cascade decomposition E, El, where 
the first component E, has a synchronizer and where the second com- 
ponent E2 is a permutation automaton. 
In our construction of E, and E,, S, will be a collection of certain 
(possibly overlapping) subsets of S. Our construction will ensure that each 
input to E maps each subset in the collection onto another subset in the 
collection. Since the states of E, are these subsets, the transition function of 
El will be defined in the obvious way. h will be defined in such a way that 
h(s,, s,) is always a member of the subset s,. Every subset in the collection 
will be the same size, and S2 will be a set which is also this size. If we fix 
s, E S, and think of h as a function of s2 only, then that function will be one 
to one from S, onto the subset s,. SZ will itself be a subset of S. 
EXAMPLE 1. Let S= {O, 1, 2, 3, 4, 5) and let the input alphabet be 
{a, hj. Let input h carry state n to state (n + 1) mod 6. Let input a carry 
state n to state 3 (n div 3) + 1, where div is integer division. It is easiest to 
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think of the states in S arranged in a complete circle, like the numbers on a 
clock. The input b moves the state one step clockwise around the circle. 
In our construction, S, = { (0, 3}, { 1,4}, { 2, 5) }. Each state in S, is a 
pair of S states which are opposite each other on the circle. Our construc- 
tion allows us several choices for SZ. One choice is (1,4}. The transition 
function for E2 is then as follows. An input symbol leaves the state of E, 
unchanged unless the input symbol is b and the state of E, is (2,5}. h is 
defined as foliows. h(s,, { n, m}) is either n or m. s2 tells us which. It is the 
one which differs from s1 by no more than 1. So, for example, 
h( 1, { 2, 5)) = 2. Example 1 is unusual in that it has a semisynchronizer of 
length 1, namely a. 
EXAMPLE 2. In general, the subsets of the collection S, are not disjoint, 
and E, can have more states than E. Here is a particularly pathological 
example: Let r? = (0) x (0, l}, B= { 1) x {O, 1, 2}, C= (23 x (0, 1, 2, 3,4}, 
and S= A u B u C. Let the input alphabet be {a, b}. Let the input a carry 
the state (n, m) to (n+ 1 (mod 3), 0) and let the input b carry the state 
(n, m) to (n, m + 1 (modp)), where p is the (n + 1) th prime. Our con- 
struction will give as St the set of all functions S: { 0, 1,2 > -+ { 0, 1, 2, 3,4) 
for whichS(n) is less than the (n + 1)th prime. Then a on its own is a syn- 
chronizer for E,, mapping each state of E, to { (O,O), (l,O), (2,O)i. 
But note that E, has 30 states whereas E has only 10. (Using our construc- 
tion, we can define S, to be (0, 1,2} x (0 >; an input of b will leave the 
state of E2 unchanged, whereas an input of a will map state (n, 0) to state 
(n + 1 (mod 3), 0). This example is unusual in that the new state of E2 
depends only on the input from {a, bJ and is independent of the state of 
El.1 
If the components of an automaton decomposition have fewer states 
than the undecomposed automaton, then the decomposition might provide 
an efficient way of implementing the automaton. Thus much discussion of 
automaton decomposition is motivated by an attempt to achieve a small 
number of component states. (Arbib, 1969) The classical Krohn-Rhodes 
many-component cascade decomposition is particularly successful in 
achieving this. (See Wells, 1976, for a discussion of Krohn-Rhodes using 
the notation of our later sections, but see a standard textbook-eg., 
Arbib, 1969-for a discussion of Krohn-Rhodes in the context of other 
decompositions. ) 
It must be obvious from Example 2 above that our decomposition fails 
where Krohn-Rhodes succeeds. We would not recommend our decom- 
position as a step toward efficient implementation of an automaton. Our 
motivation is rather different. 
We have been studying learning sysems which operate in finite 
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automaton environments (Westerdale, 1986). Each such system feeds 
strings of symbols into its automaton environment. These strings of input 
symbols are selected by the learning system probabilistically according to 
probabilities given by parameters held explicitly in the system and varied 
gradually on the basis of payoff output by the environment. The system 
varies the parameters according to rules given by the system’s reward 
scheme. Many of the systems we study are production systems modeled on 
genetic systems (Holland, 1975, 1986). 
Thus in our view, the automaton is not the system, but is instead the 
environment of the system. We use the finite automaton formalism to cap- 
ture certain environment properties (in contrast to the learning automata 
approach in which the formalism is used to capture system properties and 
it is the system that is called the automaton). 
As a conceptual tool in the study of reward schemes, we have found it 
useful to decompose the environment E using our cascade decomposition. 
We then pretend that the first component E, is the environment to which 
the system is trying to adapt and that the second component E, is merely a 
source of noise which modifies the true payoff, defining the true payoff for a 
state of E, as the average payoff for that state, averaged over the states of 
EZ. Thus for formal questions in which the noise is not relevant, con- 
clusions for environments with synchronizers are often valid for all 
environments. In our formulations the states of El are always 
equiprobable, whatever the action of the system, so E, has no memory of 
past system action. A synchronizer of the first component can therefore be 
viewed as erasing the environment’s memory. Credit for later environment 
behavior need not be allocated to system actions that were prior to the 
erasure. Thus it is often easier to answer formal questions about reward 
allocation if we can rely on the presence of memory erasing synchronizers. 
(E.g., see Westerdale, 1986, where the use of E, in place of E would have 
simplified the argument.) It is the synchronizers we want, and the number 
of component states is not terribly important, since we are not 
implementing the automaton. The automaton is the environment, not the 
system. 
2. NOTATION 
To prove the existence of our two component cascade decomposition, we 
use a notation similar to that in (Wells, 1976). We can ignore the 
automaton outputs and look only at the effect of input strings on the state 
of the automaton. In fact, it is useful to also ignore the automaton input 
alphabet, and regard the automaton E as merely the triple (M, cp, S), 
where S is the set of states, M is the transition monoid (sometimes called 
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the “semigroup of actions of input sequences” (Arbib, 1969, p. 115)), and 
the “action” cp: M -+ Ss is an inclusion. That is, an element of M will be 
one of the functions from S to S induced by an input string. Every function 
induced by an input string is in M. Such a triple is an example of a 
“unitary faithful semigroup action.” Below we shall define the term 
“semigroup action” as a triple of the form (semigroup, action, state set ), 
and we shall also say what it means to be “unitary faithful.” E, and E?, as 
well as E, will be unitary faithful semigroup actions. Our results will be 
developed as statements about unitary faithful semigroup actions rather 
than as statements about automata. The transition monoid for E, will be a 
group, thus ensuring that all the functions in the monoid are permutations. 
The synchronizer for E, will appear as a right zero of its monoid. 
In Section 3 we shall state our results as a theorem about unitary faitful 
semigroup actions. In Section 4 we shall prove the theorem. Using the 
theorem to demonstrate the existence of the automaton decomposition is 
rather straightforward, and uses well-known analogies. There are various 
ways of doing it, and for completeness we have sketched one way in Sec- 
tion 5. The demonstration consists in merely attaching the input alphabet 
to the semigroup actions given in the theorem. 
We shall write all functions on the right, and function composition from 
left to right. All our “actions” (defined below) are actions on the right. 
We now give the definitions we need, using the letter E for an arbitrary 
“semigroup action” rather than for one that is necessarily “unitary faithful.” 
We say E = (M, cp, S) is a semigroup action if A4 is a semigroup, S is a 
set,cp:M-rSS,andforanysES,xEM,andyEMwehave(s(xrp))(ycp)= 
s((.y)r) cp). cp is called the action of M on S. We normally write xcp as x when 
it is clear from the context that the member of Ss is meant. Thus our last 
equation is written (sx)~ = s(.uq’). Thus the action cp does not usually 
appear explicitly in formulae. 
E is called unitary if M is a monoid and q maps the identity of A4 to the 
identity function. E is called faithful if cp is one-to-one. If E is faithful we 
can identify A4 with the range of cp and regard A4 as a subset of S”, with 
function composition as the semigroup operation. 
Suppose s E S, Q G S, y E M, Y G M, and Z L M. Then we define these 
subsets of S: Qv= {sy IseQ}; sY={syly~ Y}; QY= {syl SEQ and 
1’E Y}. We also define these subsets of M: Zy= {zy 1 zeZ}; 
.rZ= {,‘z) z~Z}; ZY= {;y I Z-EZ and ye Y}. 
We shall call E strong& connected if sM= S for all s in S. We shall call E 
finite if M and S are both finite. 
If E, = (M,, ‘p,, S, ) is another semigroup action, then (H, h) is an 
action morphism from E, to E provided: His a homomorphism from M, to 
M, h is a function from S, to S, and (s,h)(m,H)= (s,m,) h for all s1 ES~ 
and m, EM,. (If we follow the unusual practice of writing the actions 
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explicitly, the last equation becomes (~,h)((m~H)cp)=(s~(m,cp,))h. We 
shall have occasion to do this in Section 5.) If H and h are both onto then 
(H, h) is called onto. E, is called a suhaction of E if there exists an action 
morphism (H, h) from E, to E in which H and h are both inclusions. 
Suppose E, = (M,, cp,, S,) and E?= (M,, (pz, S,) are two semigroup 
actions. Then for FE Mf’ and m, E M, we write m, F to mean the member 
of Mfl defined by 
s,(m,F)=(s,m,)F (1) 
for all s, in S,. 
We define the binary operation + over Mfl by 
s,V’+ G) = (s, F)b, G) (2) 
for all s, in S,. (So, in general, + is non-commutative.) 
The wreath product of E2 and E, is the semigroup action 
( W, cpj, S2 x S, ), where W is Mfl x M, , where the semigroup operation in 
W is given by 
(F,m,)(F’,m;)=((F+m,F’),m,m;) (3) 
and where the action ‘p3 of W on Sz x S, is given by 
(~~,~,)(F,nz,)=(s~(s,F),s,m,). (4) 
We note that if E2 and E, are faithful then so is the wreath product. For 
suppose (F, m, ) and (F, rn; ) are elements which CJY~ maps to the same 
function. That is, suppose in the wreath product we have 
(~~,~,)(F,m,)=(s,,s,)(F,m;) for all (s,,s,)~&xS,. If to both 
sides of this equation we apply (4) we obtain s,ml =s,m’, and s?(s,F)= 
sz(sI F’), and these hold for all s, E S, and s2 E S,. Thus since E, is faithful, 
we have m, =ml,. Since E, is faithful we have s, F=s, F’ for all s1 ES,. 
Thus F= F’ and so (F, m, ) = (F’, m’, ). 
We further note that if E, and E, are unitary then so is their wreath 
product. For suppose e, and e, are identities of M, and M,, respectively. 
Let F,: S, -+ M, be the constant function such that s1 F, = e, for all s, E S1. 
Letting s, , s2, m , , and F be arbitrary members of S,, Sz, M,, and Mfl, 
respectively, we have the following: e, F = F by (1) and the fact that E, is 
unitary; s,(m 1 F,) = e2 by ( 1 ), so m, F, = F, by the definition of F, ; 
F, + F= F and F+ F, = F by (2). Using these facts and (3), we see that 
(F,, er ) is an identity of W. Using (4) and the fact that E, and E, are 
unitary, we have (s?, s, )(F,, e, ) = (sz, s, ). 
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3. THE THEOREM 
THEOREM. Suppose E = (M, cp, S) is a finite strongly connected unitary 
faithful semigroup action. Then there are three other finite strongly connected 
unitary faithful semigroup actions, E, = (M,, cp,, S, ), E, = (M,, q,, S2), 
and E, = ( W, 8, S, x S, ), and an action morphism (I?, h) from E, onto E 
such that E, is a suhaction of the Mjreath product of Ez and E, and further- 
more: 
(A) M, is a group; 
(B) there is an element (F, m,) E r such that m, is a right zero of 
M, ; 
(C) I? is one-to-one; and 
CD) (sz, s,) h= (si,.s,) h implies s2=s;, for any s2~SZ, s;ES~, 
ands,ES,. 
4. PROOF OF THE THEOREM 
Suppose we are given a finite strongly connected unitary faithful 
semigroup action E = (M, cp, S). We can regard M as a subset of Ss, with 
function composition as the semigroup operation. In this proof, x, y, and z, 
will always stand for members of M. We partially order the idempotent 
elements of M: x < y iff xy = yx = x. Let e be an idempotent element 
minimal in this ordering. Then eMe is a group with identity e. (Since it is a 
monoid with identity e, e is its only idempotent element, and every element 
of a finite semigroup has an idempotent power.) Let R = Se, so R is the 
range of the function e. (Terminological comment: Idempotents minimal in 
the set of non-zero idempotents are called primitive idempotents (Howie, 
1976, p. 68). If S is not a singleton then (by strong connectivity) M has no 
(two-sided) zero and e is a primitive idempotent.) 
For each x in the group eMe we write x-’ to mean the inverse of x in 
eMe. For any x in M we write X to mean (exe) - ’ ex. 
LEMMA 1. R.3 = Rx for any x in M. 
Proof Since any element of eMe permutes R, and e is the identity map 
on R, we have R(exe) ~ ’ e = R. 1 
LEMMA 2. Rx = Ry * ex = eji for x and y in M. 
Proof Since xe = e we see that ex is idempotent and hence is the iden- 
tity over its range, which is S(eZ), or Rx. If Rx = Ry for x and y in M, then 
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e.? and e$ have the same range, namely S(ex?), and they agree on this set 
since they are both the identity function there. So (ex)(ex)= (ex)(ej), 
which simplifies to ex = ej. 1 
For any x in M we write 1 x to mean the function x restricted to the set 
R. The notation means that ( 1 x) y = 1 (xy) for any x and y in M. So we 
write merely 1 xy. Note that J ex = 1 x, that Jxe is a permutation of R, 
and hence that ( 1 xe)( ly) = 1 xey. 
Let S, = (R~(zEM}, M, =Sil, Sz= R, and M,= { JxlxeeMe}. The 
semigroup operation in M, and M, is function composition, and the 
actions ‘p, and cpz are function application. 
Define H, : M + M, by 
(Rz)(xH,) = (Rz) x. 
Clearly H, is a homomorphism. Define H,: M + Mfl by 
(Rz)(xH,) = 1 ke. 
(5) 
(6) 
(The definition is unambiguous since, by Lemma 2, Rz = Ry implies 
lZ= 1~7.) Let (W, cp3, S,xS,) be the wreath product of E, and El. 
Define H: M-t W by xH= (xHZ, xH,). 
LEMMA 3. H is a homomorphism. 
Proof: We first note that xH, + (xHI)(yH2) and (xy) H, are both 
functions in Mt1. We then show they are equal by showing that an 
arbitrary member Rz of S, is mapped to the same place by both functions: 
Applying yH, to both sides of (5) gives ((Rz)(xH,))(yH,) = (R(zx))(yH*). 
Using (1) on the left-hand side and (6) on the right-hand side gives 
(Rz)( (xH, )( yH,)) = 1 IEye. Using function composition to multiply the 
left and right sides by the left and right sides of (6) gives 
((Rz)(xH,))((Rz)((xH,)(yH,)))= (lzxe)( i?Yye). Using (2) on the left 
side gives (Rz)(xH, + (xH,)(yH,))= i?xeZye. But by (6) we have 
(Rz)( (xy ) Hz) = 1 Zxye. Since ZxeEye simplifies to ?xye, we see that 
the left sides of these last two equations are equal. So 
xH, + (xH,)( yH,) = (xy) H,, since an arbitrary member of S, is mapped 
to the same place by the function on either side. But by (3) we 
have (xH,,xH,)(yH,,yH,)=((xH,+(xH,)(yH,)1, (xH,)(YH~)) so 
(xHZ, xH,)(yH,, yH,) = ((xy) H,, (xy) H,), which by the definition of 
H becomes (xH)(yH) = (.xy) H. fl 
LEMMA 4. H is a one to one function. 
Proof Suppose xH= ,vH. Select an arbitrary member z of M. 
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xH, = yH, so Rzx = Rzy by (5) and e’Z = e?jJ by Lemma 2. xH, = yH, so 
1 Txe = 1 .Fye (by (6)) and hence ez?xe = e.?ye. Therefore (e,?xe)(eE) = 
(e,?ye)(eq), which . l’f t stmp I tes o eFx = e.Fy. So x and y, as functions, agree on 
the set S(e.?), which by Lemma 1 is Rz. Since z was an arbitrary member of 
M, x and y agree on RM, which is S since E is strongly connected. 
Therefore x = y. 1 
Let F be the range of H. We see this is isomorphic (as a semigroup) to 
M. ( F, 8, ST x S, ) is, then, a subaction of our wreath product (where 8 is 
‘p3 restricted to IV’), and we construct an action morphism (R, h) from 
this subaction onto (M, cp, S), where 8: FV--+ A4 is the inverse of H and 
where h: S2 x S, -+ S is defined by 
(sz, Rz) h = s,Z. (7) 
(The definition is unambiguous since Rz = RF * s,I= s7 I; by Lemma 2.) 
LEMMA 5. (f?, h ) is an action morphism. 
Proof: We first note that A is a homomorphism (in fact, an 
isomorphism). We now need to show that for w  E FV we have 
To see this we let z be one of the members of A4 for which s, = Rz, and let 
x = wH. Then sZ(s,(xH,)) = s,Fxe by (6), s,(xH,) = Rzx by (5), and thus 
(sz, sl)(xH,, xH,) = (sz’xe, RX) by (4). By the definitions of H and h 
this gives ((s*,s,)(xH)) h=s,FxeZ, whereas ((sz,s,) h)x=s,Fx by the 
definition of h. The right sides of these last two equations are equal, and 
replacing x on the left sides by wt7 gives (8). 1 
LEMMA 6. h is onto S. 
Proof: Select an arbitrary s in S. Since E is strongly connected, s E RM. 
Thus there is a z in A4 such that s E Rz, and by Lemma 1 we have s E RF. 
This means there is an s2 in R such that szL” = s and so (sz, It-) h = s 
by (7). I 
LEMMA 7. (s2,s,) h= (si,s,)h implies s2=si. 
Proof: Since 1 ye is the identity function on R, we see that 1 Z is a one- 
to-one function. Thus if we simply write s, as Rz, for an appropriate z, then 
the lemma follows from (7). 1 
Lemma 7 tells us that if we fix s, and regard h as a function of s2 only, 
then h is one-to-one. The proof of the lemma also shows that the inverse of 
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this one-to-one function is a restriction of e. By Eq. (7) and Lemma 1 we 
see that the range of this one-to-one function is si, and so (sz, s, ) h is the 
unique member of s, that e maps to s2. We will not need this fact in the 
proof of the theorem, but it is useful, for example, in verifying that the h we 
gave in Example 1 (Section 1) is indeed the h referred to in this section. (It 
might be safest here to warn the reader that in Example 2 (Section l), the 
function induced by the semisynchronizer aaa can play the role of e in this 
proof, but the function induced by the one-symbol semisynchronizer a can- 
not, because that function is not idempotent.) 
It is obvious that E, and E2 are unitary faithful and hence so is their 
wreath product. IV has an identity since it is isomorphic to M. Thus E, is 
also unitary faithful since 0 is a restriction of ‘p3. It is obvious that E, and 
E, are strongly connected. 
LEMMA 8. E3 is strongly connected. 
Proof. We need to show that for any two elements (sz, Rz) and 
(s;, Ry) of Sz x S, there is an element u’ in F such that 
(sz, Rz) M’= (s;, Ry). (9) 
We exhibit such a MI as follows. By the strong connectivity of E we have 
s; E s,M so let x be an element of M such that s; = szx. Let w  = (exej) H. 
Now Rzexej = Rj since Ze = e and exe permutes R. Applying Lemma 1 to 
both sides gives (Rz)(exej) = Ry. By (5) this becomes (&)((exej) H,) = 
Ry. Equation (6) gives (Rz)((exej)H,) = 1 exe since ?exeje simplifies to 
exe. By (4) we have 
(sz. R=)((exej) Hz, (exej) HI > 
= (sZ((Rz)((e.~e.C) H,)), (Rz)((exej) H,)). 
Applying the previous two equations to the right-hand side and the 
definition of H to the left-hand side gives (sz, Rz)((exej) H)= 
(sz( lexe), Ry). Since s2 and s; are members of R we have s,e=s, and 
s>e=s; so (9) follows. 1 
LEMMA 9. E, , E2, and E, are finite. 
Proof. IF’ is finite since it is isomorphic to M. Select any 
(sz, si ) E Sz x S, . By Lemma 8, ( s2, s, ) @= Sz x S, . Thus S, and S2 are 
finite. Then M, is finite because S, is finite and E, is faithful. Similarly, Mz 
is finite. 1 
It only remains to note that eH, is a right zero of MI since 
s, ES, *s,e = R. Thus the theorem is proved. 
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5. THE AUTOMATON DECOMPOSITION 
In this section we sketch one way of showing that the theorem gives us 
our required automaton decomposition. For our purposes, a finite 
automaton can be thought of as an input alphabet A, a state set S, and a 
transition function. We can ignore the automaton output. So for our pur- 
poses we have the following definition. An automaton is a unitary 
semigroup action (A*, 4, S), where S is finite and where A* is the set of 
all finite strings over a finite alphabet A. A* is regarded as a semigroup 
under concatenation. IJ can be thought of as the transition function. 
Given a strongly connected automaton (A*, $, S}, we need to show the 
existence of the required decomposition. The decomposition will, of course, 
be an automaton which is a perfect simulator of (A*, $, S). The following 
lemma enables us to use our theorem to construct the simulator. 
LEMMA 10. Suppose: 
(a) (A*, +, S) is a strongly connected automaton; 
(b) M is the range of 9; 
(c) A: A* + A* is the identity map; 
(d) q: M-t Ss is an inclusion mapping; and 
(e) (I?, h > is an action morphism from the unitary faithful action 
(w,e,S) 0nt0 (kf,~p,sj. 
Then there is a semigroup homomorphism G: A* + @ such that: 
(A) CR=+, and 
(B) (A, h) is an action morphism from (A*, Gtl, S) onto 
(A*, $, S). (GO is simply the composition of G and 0.) 
Proof: We can clearly define a function G: A -+ @ such that for each 
aE A, aG is one of the elements of w  that E7 maps to a$. Then we can 
extend G to a semigroup homomorphism G: A* + I%’ in the obvious way. 
We will then have GR= $. 
The various semigroup actions in this lemma share semigroups and sets, 
so in this proof we follow the unusual practice of writing the actions 
explicitly to make clear which semigroup action we are talking about. By 
the fact that (R, h ) is an action morphism we have, for SE 3 and p E A*, 
Wh)((W) RI cp) = (i((pG) 0)) h. 
Since cp is an inclusion, Gr7 = tj, and A is an identity, this can be written 
W)(W) $I= @(p(W)) h. I 
190 T. H. WESTERDALE 
We see that the conclusion of the lemma is that, provided s is linite, 
(A*, G8, S) is an automaton that is a perfect simulator of (A*, $, s). 
For suppose input p carries state S in s to state S’. In other words, suppose 
S(p(G0)) is S’. Then since (A, h) is an action morphism we have 
@NW) ti) = (G(W)) k or (s;h)(p$) = S’h. So input p carries state Sh in 
S to state S’h. 
In our particular case we need the simulator to be a two component 
cascade. Let us see how the theorem gives us this. 
Suppose the automaton we wish to decompose is (A*, $, S). We let M 
be the range of II/, let A: A* + A * be the identity map, and let cp: M + S” 
be an inclusion. So E = (M, cp, S) is a finite strongly connected unitary 
faithful semigroup action. Thus we can apply the theorem to obtain 
E,, E,, E,, and (R, h), with the properties given in the theorem. We can 
now use Lemma 10 with s= S2 x S,. This gives us the homomorphism 
G: A* --$ IV such that GR= II/, and it gives us the perfect simulator 
(A*, G8, S2 x S, ). We now show this simulator is a two component 
cascade. 
m’~ Mti x M,, so let G,: A* + M, and G,: A* -+ M:l be the functions 
defined by (pG2, pG, ) = pG, for all p E A*. Suppose the simulator is in 
state (sZ, s,) and receives input symbol a. The new state is 
(sz, sl)(a(GO)). This is (s~,s~)((uG)Q which we can think of as the 
action of aG on (sz, sI ) in the semigroup action E,. If we continually bear 
in mind that we are in E3, we need not write the 8 explicitly. UG is a mem- 
ber of w, and the new state is (sz, s,)(uG), which is (sZ, s,)(uG2, uG,). 
But E, is a subaction of the wreath product of E2 and E,, so the action in 
E, is the wreath product action given in Eq. (4). Thus the new state is 
(s,(s,(aG,)), s,W,)>. 
Thus if the state of the first component is sl, the state of the second com- 
ponent is s2, and the input symbol is a, then the new state of the first com- 
ponent is s,(uG1) and the new state of the second component is s,(s,(uG,)). 
The new state of the second component depends on the state of the first 
component, but the new state of the first component is independent of the 
state of the second component. The simulator is a two component cascade. 
Since R is one-to-one and onto, we can let H be the inverse of R and we 
then have II/H= G. So G is onto @, since the range of Ic/ is the domain of 
H, and H is onto B? Thus the simulator is strongly connected since E3 is. 
We conclude this section by showing that the two components of our 
decomposition have the desired properties. Since M2 is a group, each of its 
elements permutes S2, so the second component is a permutation 
automaton. 
Let (F, m, ) be the element referred to in clause (B) of the theorem. 
Since G is onto, we can find a IJ E A* such that aG = (F, m,). Then 
m, =aG,, and since m, is a right zero, c is a synchronizer of the first com- 
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ponent. (Note that it is not sufficient for the theorem merely to say that M, 
has a right zero. We must be able to find a right zero that is in the range of 
GI.1 
Clause (D) of the theorem assures us that if the state of the first com- 
ponent is fixed and h is regarded as a function of the state of the second 
component only, then h is one-to-one. 
6. CONCLUDING REMARKS 
We have reported the existence of an automaton two component cascade 
decomposition in which the first component has a synchronizer and the 
second component is a permutation automaton. We call an input string a 
semisynchronizer if it is a synchronizer of the first component. 
We are particularly interested in cases where the automaton is the 
environment of a learning system whose behavior is specified by input 
string probability parameters. In this case an analysis of reward schemes 
can be conceptually aided by the presence of a semisynchronizer. 
To design a useful reward scheme one must address the credit 
assignment problem. We have found the reported decomposition useful in 
clarifying that problem. 
RECEIVED May 1986; ACCEPTED March 18, 1987 
REFERENCES 
ARBIB, M. A. (1969), “Theories of Abstract Automata,” Prentice-Hail, Englewood Cliffs, NJ. 
COHEN, P. R., AND FEIGENBAUM, E. A. (1982), “The Handbook of Artificial Intelligence,” 
Vol. 3, Kaufman, Los Altos, CA. 
HOLLAND, J. H. (1975), “Adaptation in Natural and Artificial Systems,” Univ. of Michigan 
Press, Ann Arbor. 
HOLLAND, J. H. (1986). Escaping brittleness: The possibilities of general purpose learning 
algorithms applied to parallel rule based systems, in “Machine Learning II” (R. S. 
Michalski, J. G. Carbonell, and T. M. Mitchell, Eds.), Kaufmann, Los Altos, CA. 
HOWIE, J. M. (1976), “An Introduction to Semigroup Theory,” Academic Press, London. 
MINSKY, M. L. (1961), Steps toward artificial intelligence, Proc. IRE 49, 8-30. 
WELLS, C. (1976) Some applications of the wreath product construction, Amer. Math. 
Monthly 83, No. 5, 317-338. 
WESTERDALE, T. H. (1986) A reward scheme for production systems with overlapping con- 
flict sets, IEEE Trans. Syslems Man. Cybernet. 16, No. 3, 369-383. 
