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This paper studies the impact of the signal-noise ratio on the esti­
m ates of the parameters of cointegrated system s in small samples.
The concept of canonical correlations as exploited by the Johansen 
Maximum Likelihood procedure is proven to measure the signed- 
noise ratio. A M onte-Carlo study for cointegrated system s with 
small signal-noise ratios shows that the Johansen estimator has 
low biases although the Johansen tests underestimate the rank 
of the cointegrating space. In contrast, the Fully Modified OLS 
estimator is found to be significantly biased in certain cases. Re­
analyzing and re-estim ating with the FM -OLS estimator of two 
empirical studies illustrates these results.
KEYWORDS: Cointegration, Monte-Carlo Analysis, Fully Modified 
Estim ation, Canonical Correlation, Small Sample Behavior.
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1 In tro d u ctio n
Following the paper by Engle and Granger (1987), there have been many 
contributions to the statistical theory for the analysis of cointegrated 
systems, see inter alia Johansen (1988), Phillips (1991a) and the review 
in Banerjee, Dolado, Galbraith and Hendry (1993). In addition, numerous 
empirical studies have employed these techniques, e.g. Baba, Hendry and 
Starr (1992), Bardsen and Fisher (1993), Boswijk (1992), Clements and 
Mizon (1990), Hansen (1992a,b), Hendry and Mizon (1993), Johansen 
and Juselius (1990), Kunst and Neusser (1990), Mizon (1991), Naug and 
Nymoen (1993) and Nymoen (1992). Most of these studies used the 
VAR representation for a cointegrated system involving I  (1) variables 
and adopted the Maximum Likelihood procedure developed by Johansen 
(1988). Fewer articles have applied the Fully Modified OLS estimator to 
the estimation of the long run parameters, which was proposed by Hansen 
(1992a), Phillips (1991a), and Phillips and Hansen (1990). Although the 
limiting distributions of these alternative estimators are well known, their 
finite sample behavior is less well analyzed.
Since applied work is always limited by the number of observations, 
there is the question as to whether the available information is sufficient 
to yield precise estimates of cointegrating vectors with small adjustment 
weights. Further, since the cointegrating vectors are not uniquely defined, 
the influence of a re-arrangement of the cointegrating vectors on their 
adjustment weights, as well as the dependence on the adjustment weights 
of the other cointegrating vectors, has to be analyzed. This paper deals 
with these issues by introducing the signal-noise ratio as a measure for the 
expected quality of the estimates of a cointegrated system. The signal- 
noise ratio is shown to be related to the eigenvalues of the Johansen test 
statistics. Attention is also focused on situations in which the rank of the 
cointegrating space is over-estimated.
The remainder of the paper is organized as follows: In section 2, the 
problem is treated theoretically. Section 3 contains a brief description of 
the Fully Modified OLS estimator and a discussion of its applicability. 




























































































in systems with a low signal-noise ratio is illustrated by Monte-Carlo 
experiments reported in section 4. In section 5, the derived results are 
applied to two data sets as estimated in Clements and Mizon (1991) and 
Hendry and Mizon (1993). Section 6 concludes.
2 T h eo retica l approach  to  th e  sign a l—n oise  
ratio
Without loss of generality for the following argument, the simple N  di­
mensional DGP
AA'( =  <*/?%_! +  e< (1)
is considered. In equation (1), et is iid N(0. Q) and the adjustment weights 
a and the cointegrating vectors 3 are N  x r  matrices.1 Let StJ denote the 
product moment matrices
Sij ■■= T - 1 j r  ZitZ'Jt, L i e  {0,1}, (2)
<=i
where Zot ■— A X t and Zu X t_i.
In order to understand the impact of the signal-noise ratio of the 
cointegrated system on its estimates, the limit product moment matrix
1A more general VAR representation is given by
*-1
A X , =  a / 3 ' X + Y ,  r , A +  e(,
i=i
where t t is iid N (0,0.) and the d components in D, are a constant or centered deter­
ministic terms like a linear trend or seasonal dummies. The regression of A X t and 
X ,- i  on A X , - i , . . . ,  A X t-k+ i  and Dt yields the residuals Rot and R „.  With these 
definitions, the regression equation can be reformulated to
Rot — ot/3'Ru +  it
for some Gaussian error process i,. If T, and $  are unrestricted, this multivariate 
































































































p lim — y_
v  t — oo  T  JrJ
(4)
oXjgi\ga' +  fl, ( 6 )
where E ^ ^  p lim T 1 Jjf=1 /3'Xt-iX 't_1p. The definition E^i/3 is em- 
ployed since the limit of the product moment matrix of the non-stationary 
variable X t- \  does not necessarily exist. The above equations give a de­
composition of the covariance matrix of A X t into a signal covariance 
matrix and an error covariance matrix Q. They imply that as
long as the signal-component aLg'i^o! dominates the noise of the er­
ror process fl, the estimates of the cointegrating vectors and adjustment 
coefficients are expected to be relatively precise even for small sample 
sizes.
In small samples, the problem of imprecise estimates for the cointe­
grating space arises if the signal-noise ratio matrix S N R  := (Cl-1 aHg-iga' 
+/jv) is not significantly different from the identity matrix 7,v. Using the 
eigenvalues as a matrix norm, an equivalent statement is:
3/q € eigenvalue of S N R  such that \ij ^  l}2 and /q 1. (7)
For fixed and invertible and normed "Eg'ig =  T-, statement (7) means 
that the matrix of adjustment weights a has to have a rank lower than 
r in the sense that the rth  largest eigenvalue is small. Put differently, if, 
after normalization of the cointegrating vectors, the matrix of adjustment 
coefficients a  of a DGP has rank less than r, then the signal-component 
of the cointegrating vectors will not easily be distinguishable from the 
noise of the error process. Consequently, the information from a small
2Note that the eigenvalues of the matrix S N R  have to be greater than or equal to 




























































































set of observations may not be sufficient to yield precise estimates of the 
cointegrating space.
The discussion of the signal-noise ratio of a cointegrated system 
can be embedded in the Johansen Maximum Likelihood approach for 
the estimation of the cointegrating vectors and adjustment coefficients. 
Johansen (1988) shows that under the hypothesis that a  and (3 are of rank 
r the maximization of the likelihood function of equation (1) is equivalent 
to the minimization of
|Soo||/?'(5i i - 5 1050-015o1)/?|
\P'SnP\ ‘  ( ’
Exploiting Anderson’s (1958) idea of reduced rank regression, the solution 
of the minimization problem is given by
P = (v1, . . . , v r), (9)
where V = (v i,. .. , vjv) are the eigenvectors of the equation
|ASn — SioSqi/S oiI = 0, (10)
normed by V'SnV =  IN and ordered by \ x > . . .  > \ N > 0 .  The 
adjustment coefficients result from
a = Solp 0 'S n P )~ 1. (11)
If the long-run matrix a' p of the underlying DGP has rank r the char­
acteristic equation (10) will have r eigenvalues different from zero.
In the theory of reduced rank regression, the eigenvalues A; of equa­
tion (10) are also called the canonical correlations, because
A,- =  C o r r ia '^ A X u p ’X t^ )  (12)
= ai^oo SoiPi (13)
=  a'iS^ai. (14)
The technique of reduced rank regression chooses successively the adjust­
ment coefficients a, and cointegrating vectors /?,- such that the linear com­




























































































S ^ A X t  and X t-i and are uncorrelated with a'S^A -X ) and /?'A'(_i for 
j  = l , . . .  ,N ; j  ^  i. In other words, if the ith eigenvalue of the charac­
teristic equation (10), A,, is comparatively small, then there just exists a 
small correlation between the nonstationary variable A*_i multiplied by 
the cointegrating relationships (/J,At_i) and the orthogonal projection of 
X t- i  onto the space spanned by the stationary variables A X t multiphed 
by the cointegrating relationships (oJSqo1 A X t — /?,■SioS^1 A X t).
The concept of the canonical correlations resulting from reduced 
rank regression can be linked to the introduced measure of the signal- 
noise ratio of a cointegrated system. In order to formulate this connection, 
the canonical correlations A,- of the limit characteristic equation,3
p lim |AIN -  SoiSjj'SioSoo11 =  0, (15)T—► OO
and the eigenvalues /q of the signal-noise ratio matrix S N R ,
|^ I n — (p  +  Tv) | , (16)
are considered. Between these measures, the following equivalence can be 
established:
A; canonical correlation /q =  ——— is eigenvalue of SN R . (17)
1 — A,-
The rth  largest eigenvalue Ar of the characteristic equation (15) is close 
to zero if and only if there exists an eigenvalue fir of the signal-noise 
ratio matrix S N R  (resulting from the characteristic equation (16)) which 
is close to one.
For the proof of (17), the cointegrating vectors are normed so that 
Sfl'i/3 =  b- Let A, be an eigenvalue of the characteristic equation (15),
3The probability limits of Sn  and Sio do not necessarily have to exist. Nevertheless, 
the eigenvalue problem of equation (10) can equivalently be transformed:
>—  ̂ |ASn -  S ioSqo'S oiI =  ^
■<=>■ |Al)v — Sn S\qSqq Soil — 0
<=> \\Is  — SoiSjj'S ioSoq1! = 0.




























































































which can be interpreted as an asymptotic canonical correlation A, =
The following equations are then equivalent:
^  ~ ip laa' ^N)
|(i -  a,.)i * - ( n - w  +  /* )
A,Tv — ((fi-10!Q' +  Tv) 1 — Tv)
Ailjsf — fl T  Tv)
= :M
= 0




The proof of (17) is thus completed if A,- is shown to be an eigenvalue of the 
matrix M. The eigenvalue property of A, for M  follows after multiplying 
M  by fi-1»,- from the right:
+  Tv) (19)
=  n _1a a '( a a '+  n )_1flfl_1ai (20)
=  A jfT V  (21)
Note that the last implication stems from:
p lim a:
T- ’% -o T" 1 Y , AX, A X /) EoV'a =  a'(aE^ a '  +  fl)_1a =  A,
( 2 2 )
where A is the diagonal matrix containing the eigenvalues A,- of the limit 
characteristic equation (15).4
The equivalence (17) relates the eigenvalues of the characteristic 
equation (15) directly to the eigenvalues of the signal-noise ratio matrix. 
It therefore allows to interpret them as measures of the signal-noise ratio 
of a cointegrated system. This interpretation can be transferred to the 
Johansen tests. The maximal eigenvalue test (for the null hypothesis 
of the existence of r cointegrating vectors versus the hypothesis of the 
existence of (r +  1) cointegrating vectors) and the trace eigenvalue test 
(for the null hypothesis of the cointegrating space having rank r versus




























































































the unrestricted model) axe given by
r,”( r a )  Tj > ( ( n y -  (23)
Both test statistics essentially depend on the number of the observations T  
and the logarithms of the estimated eigenvalues of the SNR matrix . 
In order to exceed a critical value, either the number of observations has 
to be high or the logaxithmed estimates of the eigenvalues have to be 
significantly different from one.
For cointegrated systems with high signal-noise ratios, the Johansen 
tests are therefore likely to spot the existence of the cointegrating rela­
tionships even for a small number of observations. In contrast, if the 
eigenvalues of the signal-noise ratio matrix S N R  are close to one, the 
cointegrating space may be underestimated by the Johansen test when 
the sample is small. Note that this effect will be intensified by the use of 
the adjusted statistics proposed by Reinsel and Ahn (1988).5
The preceding analysis has been concerned with the population 
characteristics. Hence it is relevant for all estimation methods. For a 
system with a low signal-noise ratio both Maximum Likelihood estima­
tors (the Johansen estimator and the Fully Modified OLS estimator) are 
therefore likely to generate unreliable estimates of the cointegration space. 
Nevertheless, as will be seen in section 4, the Johansen estimator proves 
to be a very stable estimator even for systems with small signal-noise 
ratios, whereas the Fully Modified OLS estimator displays serious biases.
In case of an overestimated rank of the cointegrating space, the esti­
mate of the ( r+ l)th  cointegrating vector results from a mis-interpretation 
of the noise of the error process as a signal of the cointegrating space 
and thus cannot contain structural elements of the DGP. An important 
feature of the Johansen procedure is that the estimates of the first r coin­
tegrating vectors as eigenvectors matching the canonical correlations are 
not affected by an overestimation of the cointegrating space. This is not 
the case for the Fully Modified OLS estimator, which may give distorted 
estimates of the whole cointegrating space when its rank is overestimated.
DFor the adjusted statistics the logarithm of the eigenvalues is multiplied by (T — 




























































































-  ( /  -  pc') Q f1 GG'dt) 1 j^G(d,Va), (24)
where (3 and p are normalized by c'/3 =  c'/3 = I  and 7 and r  are N  x 
(N  — r — 1) and Ar x 1 matrices resulting from the modified Engle-Granger 
Representation [Johansen (1991)]. G := (G\, G2 ) is defined as
Gx{t) := 7'C (W ( t) -W ) ,  (25)
Gi(t) := f -  (26)
for IT’ being a Brownian motion in IV dimensions on the unit interval, C 
a matrix defined by the Engle-Granger Representation Theorem, and
Va =  (27)
Thus, the distribution is mixed Gaussian with asymptotic quadratic vari­
ation
(I  -  Pc') Q f1 GG'dt) ( /  -  /3c') ® (a 'n - la ) (28) 
which can consistently be estimated by
( /  -  /dc') Sjj1 ( /  -  pc') ® (29)
For testing purposes, the distribution of p cannot be applied, because it 
might be infinite. For this reason, the values of P have to be interpreted 
with a “variance” given in (29). Since the Johansen estimates of the 
adjustment coefficients are normally distributed [Johansen (1993)],
(a -  a) A  NNxr (0, fi ® E ^ )  , (30)
the estimate of the (r-fl)th  adjustment coefficient is very likely to be close 
to zero. Therefore, the matrix d 'fi-1 a may have one very small eigenvalue 
when the rank of the cointegrating space is overestimated. Consequently, 
the “variance” of j3, goes to infinity.
This result can be confirmed by recalling the asymptotical distri­
bution of the estimated cointegrating vectors. According to Johansen
(1993), it is given by
T i(P  -  p) 




























































































3 T h e  F u lly  M od ified  OLS e s tim a to r
In order to summarize the estimation method of Phillips (1991a) and 
Phillips and Hansen (1990), it is convenient to adopt the notation of 
Phillips (1991a). They suggest a triangular system representation of a N  
dimensional system of 1(1) variables with r cointegrating relationships:
AX( =  -E A X t- i  + vt, (31)
where
E  := j  and A  := ( Ir - B  ) . (32)
Phillips starts out with the prototypical case where the error process vt 
is iid N(0,Q). He shows that the Maximum Likelihood estimator for B 
is identical to the Ordinary Least Squares estimator of the linear system
X u  — B X 2t-i +  C AA'2( +  v, (33)
where C  and v vu — Consequently, an ex­
plicit formula for the Maximum Likelihood estimator is available in the 
prototypical case.
The triangular system representation for the case in which Vt is 
stationary, but no longer iid N(0,Cl), can be estimated parametrically 
[Phillips (1991a)] or by a semipaxametric correction [Phillips and Hansen 
(1990)]. To set up a parametric likelihood, it is assumed that the error 
process is generated by a parametric linear process
OO
vt = Z  DA e)vt-v  (34)
i=o
where vt is iid(0, £„(#)), £„(#) > 0, Do — I  and the coefficient matrices 
Dj(9) satisfy
OO
£ j 1/2IIW )ll < oo- (35)
i=o
Following the approach of Dunsmuir and Hannan (1976) and Dunsmuir 




























































































Whittle Likelihood.6 Maximizing the Whittle Likelihood leads, as in the 
prototypical case, to an asymptotically efficient estimator of B, but does 
not yield an explicit expression for the estimator anymore.
The semiparametric estimator proposed by Phillips and Hansen 
(1990) is the Fully Modified OLS estimator. Phillips and Hansen assume 
that the innovation error process is strictly stationary and ergodic with 
zero mean, finite covariance matrix ft, and continuous spectral density 
matrix /„„(A) with F =  2nfm(0). Furthermore, the partial sum process 
constructed from the error process is supposed to satisfy the multivariate 
invariance principle
P>]
r - 1/2X > , = >  B(r) = BM (T), 0 < r < 1. (36)
i
The long-run covariance matrix F of the error process is then decomposed 
into
r  = fl +  A +  A' (37)
oo oo
:= E(vWi) +  Y ,E (v1v,k) + '£ E (v kv'1). (38)
k=2 k=2
6 The Whittle Likelihood is given by
Lt ( B ,8) =  - I n  |E„(0)| -  T - 1 J 2 tr  { / ( A . ; « r ‘/(A .)}  , —T /2  < s < [T/2],
3
In the expression above the spectral density matrix of v% is
oo
/(A;0) =  (l/2x)D (e^;0)E ,(O )D (ea ;0)*, D(z-,$) =  ]T .D >(0)z-’,
o
where ” * ” denotes the complex conjugate transpose of a matrix and the periodogram 
at frequency A € (—vr, 7r] is
/(A) =  w( A)ui(A)*.
Furthermore,
T
w(A) =  (2nT)~1/2 ^ { A X ,  +  E A X t- i ) e ' ,x
i
is the density function and A, =  2ns/T  are the fundamental Fourier frequencies for 




























































































Phillips and Hansen use consistent estimates of ft, A and T for the con­
struction of the Fully Modified OLS estimator:
B  - £  x itx « - T [ i r, - r ^ f ^ 1] [n2i +  A », ft22 +  Â22] '
L 1
E x *x »
1
(39)
In equation (39), the superscript denotes the consistent estimates, X ft := 
A'k — f  i2r'22AA'2i and T, A and the fi matrices are partioned conformably 
with X t.
Since in most of the applications, the cointegrating residuals vt have 
a significant degree of correlation, Hansen (1992a) suggests to prewhiten 
the residuals by a VAR(l):
Vt =  $v t~-i +  it (40)
He then applies the kernel estimation to the whitened residuals ê. The 
covariance parameter of interest can be obtained by recoloring:
f  =  ( / -  l>)_1r"e(J -  é ') _1 (41)
and
Ô +  Â =  ( / - $ ' )  1(ô€ +  Â€) - ( j - ê )  (42)
In Kostial and Mizon (1993), it is shown that for any N  dimensional 
J(l ) system of variables with r cointegrating relationships there exists a 
permutation of the variables such that the system can be written in the 
triangular form (31) used by the Fully Modified OLS estimator. Nev­
ertheless, if one of the variables is stationary, there exist permutations 
of the variables such that the system cannot be represented by equation 
(31). An estimation of this special ordering of the variables will give mis­
leading results. Consider for example the following system in triangular 
form
/ Au ^ / 0 \
a 24 = oA 3t





























































































It generates one stationary variable, X u , and two cointegrated 7(1) vari­
ables, X 21 and X 3t. If the stationarity of X u  is not known and if X lt 
enters the system as the driving variable, then the Fully Modified OLS 
estimator will produce completely distorted results.
In order to avoid this problem with the triangular system represen­
tation, the Fully Modified OLS estimator should not just be applied to 
the original data set but to transformations of the data set achieved by 
application of permutation matrices. Estimation results derived by the 
Fully Modified OLS estimator should only be accepted, if they are invari­
ant under different permutations or — in the case of differing outcomes 
— are explainable as a result of the mis specification mentioned above.
Moreover, if the rank of the cointegrating space is underestimated, 
it is possible that the estimation of the differently permutated data leads 
to estimates of different vectors in the cointegrating space. Therefore, the 
estimation of different permutations of the data set can help to determine 
the rank of the cointegrating space.
This is illustrated in Kostial (1993) through a re-estimation of the 
data set used in Clements and Mizon (1991) and Hendry and Mizon 
(1993) with the semi-parametric Fully Modified OLS estimator. The non- 
parametric estimates of the long-run variance-covariance matrix (37) 
needed for the Fully Modified OLS estimator are derived by kernel es­
timation using an automatic choice of the bandwidth parameters as sug­
gested by Andrews (1991). The estimation was done for different kernels 
(Bartlett, Parzen and Quadratic Spectral kernel), for different assump­
tions on the rank of the cointegrating space and for all possible permuta­
tions of subsets of driving variable and non-driving variables.7
4 M o n te -C a r lo  ex p er im en ts
After the theoretical treatment of the signal-noise ratio of a cointegrated 
system and its relation to the canonical correlations of the Johansen es­
7Kostial (1993) also includes a summary of Monte-Carlo experiments on the be­




























































































timation procedure, Monte-Carlo experiments are used to illustrate the 
problem and to analyze its relevance for applied work. Two different is­
sues will be discussed, the first being the precision of the Johansen and 
the Fully Modified OLS estimates and the second being the correct rejec­
tion of the null hypotheses of the Johansen tests. The main questions to 
be answered by the Monte-Carlo experiments are:
- How precise are the estimates of the eigenvalues of the limit char­
acteristic equation and thus the signal-noise ratio matrix?
- When is the signal-noise ratio large enough to ensure precise esti­
mates via the Johansen Maximum Likelihood and the Fully Modi­
fied OLS estimator?
- Provided that the Johansen tests underestimate the correct rank of 
the cointegrating space, does the rejection by the Johansen tests 
coincide with imprecise estimates of the cointegrating vectors and 
adjustment coefficients?
- Does the precision of the Johansen estimate of a single cointegrating 
vector depend only on its canonical correlation or does it depend on 
the canonical correlations of the other cointegrating vectors, too?
- In the case of one relatively small eigenvalue of the limit character­
istic equation: Are the estimates derived with the Fully Modified 
OLS estimator distorted when a lower rank of the cointegrating 
space than the rank of the cointegrating space of the underlying 
DGP is assumed?
1. P ilot study
As a pilot study, the following simple DGP is considered:
A X t = e<; (44)
it creates four not cointegrated 7(1) variables. As for any of the DGPs 
considered for the Monte-Carlo experiments, the error process et is iid 





























































































Trivially, the signal-noise ratio matrix is the identity matrix and the 
canonical correlations of the limit characteristic equation are zero. Table 
1 shows the estimates of the canonical correlations, the values of the 
Johansen tests and the rejection frequencies for the 5% significance level 
of the unadjusted and adjusted Johansen tests.8 Although the canonical
Table 1: Johansen tests for the DGP equation (44)
can. corr. (MC st.error below): 0.15 0.08 0.04 0.01(0.00) (0.00) (0.00) (0.00)
maximal eigenvalue test trace eigenvalue test
mean 0.54 3.74 8.33 15.99 0.54 4.28 12.61 28.60
st.err. 0.01 0.02 0.03 0.05 0.01 0.02 0.04 0.07
ua. r.f. 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00
a. r.f. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
correlations and thus the eigenvalues of the signal-noise ratio matrix are 
significantly overestimated, the Johansen tests correctly do not reject the 
hypothesis of no cointegrating relationships between the variables.
2. Four dim ensional D G P w ith one cointegrating relationship
In a next step, a four dimensional DGP with one cointegrating relation­
ship occurring in one equation is studied:
A X  =




( 1.0 -1 .0  1.0 1.0 ) X(_! +  et. (45)
In particular, the Monte-Carlo experiment was conducted for 80 observa­
tions and 10500 replications.9 For this DGP, the non-zero eigenvalue of 
the limit characteristic equation is 0.32, implying a non-unity eigenvalue 
of 1.47 for the signal-noise ratio matrix SN R . Using the eigenvalues
8Adjusted tests as proposed by Reinsel and Aim (1988).




























































































of the signal-noise ratio matrix for formulae (23), equating them with 
the 5% critical values of the Johansen tests, and solving for the number 
of observations T, a rejection of the null hypothesis of no cointegrat­
ing relationship by the maximal eigenvalue test statistic requires at least 
70 observations. A rejection by the trace statistic even needs 124 ob­
servations. For the adjusted Johansen tests, slightly higher numbers of 
observations are required. Thus, for 80 observations it is expected that 
the Johansen maximal eigenvalue test rejects the null hypothesis for al­
most every replication and that the Johansen trace test has a very small 
rejection frequency.
The results reported in the table do not confirm the expectations 
formulated above because the estimates of the eigenvalues of the signal- 
noise ratio matrix S N R  seem to vary noticeable over the replications. 
On average they are significantly higher than expected. The rejection 
frequencies for the trace statistic are thus high.10 1Nevertheless, in about 
40% of the replications the adjusted maximal eigenvalue test does not 
reject the null hypothesis of no cointegrating relationship, implying that 
the canonical correlations were underestimated for these cases. Compar­
ing the Monte-Carlo mean of the non-zero eigenvalue of the signal-noise 
ratio matrix with the Monte-Carlo mean of the maximal eigenvalue of 
the pilot study, it becomes rather obvious that even in the case of a non­
rejection by the Johansen tests the estimated non-zero eigenvalue might 
be too high to be caused only by noise.
The Monte-Carlo mean of the Johansen estimate of the cointegrat­
ing vector is slightly biased with a small Monte-Carlo standard error. 
Even for a Monte-Carlo experiment with 70 observations (which is not 
reported in the appendix) the bias is less than 0.07.11 Thus, although the 
null hypothesis of no cointegrating relationship may not be rejected by 
the Johansen tests, the Johansen estimate of the cointegrating vector is 
relatively precise. This is not the case for the estimates derived by the
10Note that the overestimation of the eigenvalues leads to an overestimation of the 
adjustment coefficients, too.
11 Note that although there does not exist an asymptotic standard error of the Jo­
hansen estimates 0 (the asymptotic distribution is mixed Gaussian) the standard error 




























































































Fully Modified OLS estimator; these estimates display serious biases and 
high Monte-Carlo standard errors independently of the kernel used for 
the estimation of the long-run variance-covariance matrix.12
Note that for this experiment as well as for the following Monte- 
Carlo experiments, the standard error of the estimates of the adjustment 
coefficients is very small. This is due to the fact that the Johansen es­
timates of the adjustment coefficients are normally distributed as men­
tioned in section 2.
3. Four dim ensional D G P  w ith more than one cointegrating  
relationship
Before turning to the analysis of the results for higher dimensional coin­
tegrating spaces, the problem of the unidentification of individual coin­
tegrating relations derived by the Johansen procedure13 needs to be dis­
cussed. In this paper the identification problem is treated differently for 
the two and the three dimensional cointegrating space. For the case of 
a two-dimensional cointegrating space, the following restrictions are im­
posed on the cointegrating space
/J21 =  0 [312 =  0 (46)
and the switching algorithm as proposed by Johansen (1992) is applied. 
For every Monte-Carlo replication, the same starting vector is used. This, 
of course, can lead to non-convergence.14 To avoid these problems for 
the Monte-Carlo simulations, a new replication is started and the old 
discarded if the algorithm does not converge after 25 iterations.
For the identification of the three-dimensional cointegrating space, 
a proposal by Hargreaves (1994) is adopted. He exploits the fact that 
the cointegrating space as a whole is identified and a three-dimensional 
subspace (through the origin) in a four-dimensional space is uniquely
12It should be mentioned that there is no dynamics in the DGP. The inclusion of 
dynamics would lead to a worse performance of the Fully Modified OLS estimator 
[Inder (1993)].
13It should be noted that, unless the requirement of orthogonal eigenvectors is 
dropped, the eigenvectors Eire identified. For further details compare Phillips (1991b).
14The stopping criterion for the algorithm is that the absolute value of subsequent 




























































































characterized by the vector which is perpendicular to it. Hence, the qual­
ity of estimation by the unidentified Johansen procedure can be measured 
by the angle between the perpendicular vector to the cointegrating space 
as given by the DGP and the perpendicular vector to the estimated coin­
tegrating space.
The next Monte-Carlo experiments deal with a four dimensional 
system with two cointegrating relationships. The DGP is given by
/  - 0.2
A V ' “ 0.1AA t =
0.0 
V o.o
Monte-Carlo experiments were run for 60 and 100 observations. The 
asymptotic canonical correlations are 0.451 and 0.113; for these values a 
rejection of the maximal eigenvalue test of the hypothesis of the rank of 
the cointegrating space being less than two at the 5 % critical value needs 
175 observations.
First consider the Monte-Carlo experiment with 60 observations. 
The tables in the appendix report the unrestricted Johansen estimates as 
well as the Johansen estimates under the restriction (46). As observed for 
the DGP (45), there occurs a significant overestimation of the canonical 
correlations. Nevertheless, the overestimation is not significant enough to 
lead to a rejection of the null hypothesis of the rank of the cointegrating 
space being less than two; just in 9 % of the replication the maximal 
eigenvalue test rejects correctly the null hypothesis. Note that even the 
null hypothesis of no cointegrating relationship is not rejected by both 
unadjusted tests for about 10 % of the replications indicating that for 
these replications the asymptotic canonical correlations are significantly 
underestimated.
Although for most of the replications, the Johansen tests are not 
able to spot the existence of the two-dimensional cointegrating space, 
the precision of the unrestricted as well as of the restricted Johansen 
estimates is rather high with a low Monte-Carlo standard error even for 
the small sample size of 60. Normalization of the unrestricted Johansen








































































































estimates leads to a certain bias. Therefore, it seems to be the case 
that the quality of estimation of a certain cointegrating vector is not just 
determined by its own canonical correlation, but also by the canonical 
correlations of the other cointegrating vectors. This observation confirms 
the analysis of Phillips (1991b). Increasing the number of observations 
from 60 to 100 does not lead to a significant improvement in the precision 
of the estimates and the Monte- Carlo standard errors but to a better 
performance of the Johansen tests.
For 60 observations the Fully Modified OLS estimator displays se­
rious biases with high Monte-Carlo standard errors independent of the 
assumption on the rank of the cointegrating space. Thus, an underesti­
mation of the rank of the cointegrating space does not necessarily involve 
an improvement in the precision of the estimates of the cointegrating vec­
tors. This result leads to the conclusion that for every DGP with a small 
signal-noise ratio, the Fully Modified OLS estimator is not an appropri­
ate estimator. Note that the biases of the Fully Modified OLS estimator 
are not unreasonable so that the Fully Modified OLS estimator can be 
used to confirm the results of the Johansen estimator qualitatively. The 
extension to 100 observations leads to a significant improvement of the 
biases but not to smaller Monte-Carlo standard errors.
Next consider a four-dimensional DGP with three cointegrating re­
lationships
(  - 0.2
A X t = - 0.1 
0.0 
V 0.0
0.0 0.0 \ /
-0.3 0.0
0.0 -0.25
0.1 0.1 ) V
1.0 0.0 0.0 1.0
0.0 1.0 0.0 1.0
0.0 0.0 1.0 1.0
\
X t-i  +  G (48)
Ì
for 60 observations. The table in the appendix provides the unrestricted 
Johansen estimates with the angle between the estimated and the true 
three-dimensional cointegrating space as described above. Although the 
system has two relatively small asymptotic canonical correlations (0.668, 
0.155, 0.124) the precision of the normed estimate of the cointegrating 
vectors is very high with small Monte-Carlo variances.
This result is confirmed by the angle: 90 percent of the replications 




























































































4 degrees. Nevertheless, one has to be careful with the acceptance of 
the Johansen estimates since they display serious outliers as seen by the 
maximum angle. The outlier behavior is analytically explained by Phillips 
(1992). He shows that in the case of the data being generated by N  
independent random walks, the distribution of the Johansen estimator is 
“matrix Cauchy’- and has no finite first moments. The Cauchy-like tail 
behavior remains if the assumption of the N  independent random walks 
is relaxed.
Analogously to the Johansen estimator, the estimates derived by 
the Fully Modified OLS estimator display a relatively small bias but still 
with a high Monte-Carlo standard error. Therefore, a coincidence of the 
two estimators gives evidence that the estimated cointegrating space of 
the Johansen procedure is not just due to an outlier.
Two extra comments on the Monte-Carlo experiment for the three- 
dimensional cointegrating space should be appended. First, the perfor­
mance of the Johansen tests is not convincing. They are not at all able 
to spot the existence of the three-dimensional cointegrating space and 
hardly able to spot the existence of a second cointegrating vector. Sec­
ond, the Monte-Carlo experiment suggests the conclusion that the higher 
is the rank of the cointegrating space in relation to the dimension of the 
system, the higher the precision of the estimators.
5 E m p irica l illu stra tio n
For an empirical illustration Clements and Mizon (1991) and Hendry and 
Mizon (1993) are considered.13 Clements and Mizon analyze the deter­
mination of earnings, prices, productivity and unemployment in the UK. 
The Johansen tests confirm the existence of at least three cointegrat­
ing vectors and the existence of a fourth cointegrating vector is rejected 
at the 5% significance level. The estimated canonical correlations are 
0.58, 0.39, 0.20 and 0.12. The Monte-Carlo experiments of the previous 
section suggest that the rank of the cointegrating space might be four. 15




























































































Furthermore, if there exists a four-dimensional cointegrating space, it 
is expected from the Monte-Carlo experiments that the Fully Modified 
OLS estimator should produce the same results. In line with these results, 
the re-estimation of the data set by the Fully Modified OLS estimator 
shows clearly the existence of a four dimensional cointegrating space and 
confirms the estimates by the Johansen procedure.
Hendry and Mizon (1993) interrelate money, prices, income and in­
terest rates in the UK. The Johansen tests for their data indicate one 
cointegrating vector. The second largest eigenvalue is significant at the 5 
% level on the maximal eigenvalue test but the trace test rejects the hy­
pothesis of a two-dimensional cointegrating space. The estimated canon­
ical correlations are 0.42, 0.27, and 0.07. The Monte-Carlo experiments 
in the preceding section suggest that there may exist two cointegrating 
vectors and that it is unlikely that the Fully Modified OLS estimator is 
able to reproduce the results derived by the Johansen procedure. How­
ever, it should be able to confirm the assumption that the rank of the 
cointegrating space is two and to confirm the signs of the cointegrat­
ing vectors. Assuming rank one of the cointegrating space, the Fully 
Modified OLS estimator varies significantly between the different permu­
tations and the different kernels used for the estimation of the long-run 
variance-covariance matrix of the error process. This is a clear sign for an 
underestimation of the rank of the cointegrating space. A re-estimation 
with the Fully Modified OLS estimator under the assumption of a two 
dimensional cointegrating space yields less, but still, varying estimates. 
The rank of the cointegrating space is therefore likely to be two. Finally, 
the signs of the cointegrating relationships estimated by the Johansen 
procedure are confirmed by the Fully Modified OLS estimator.
6 C o n clu sio n
In a theoretical analysis of the role of the signal-noise ratio in the es­
timation of cointegrated systems, it has been shown that the canonical 
correlations as estimated by the Johansen procedure are perfect mea­




























































































with small eigenvalues of the signal-noise ratio matrix, Monte-Carlo ex­
periments were run to illustrate the problem for the Johansen and the 
Fully Modified OLS estimator. Moreover, two empirical studies involving 
cointegrated systems were re-analyzed under the light of the signal-noise 
ratio. Four conclusions followed from the subsequent analysis of systems 
with small eigenvalues of the signal-noise ratio matrix:
(i) The Johansen tests tend to underestimate of the rank of the coin­
tegrating space.
(it) The higher is the rank of the cointegrating space r in relation to 
the dimension of the system N , the higher the precision of the 
estimators.16
(in) For small sample sizes, the Fully Modified OLS estimator shows 
significant biases, whereas the Johansen estimator displays — if at 
all — very small biases.
(iv) If the rank of the cointegrating space is underestimated, the biases 
of the Fully Modified OLS estimator remain.
Summarizing, the Johansen estimator appears to be superior to the Fully 
Modified OLS estimator for systems with small signal-noise ratios when 
the sample size is small. Moreover, since the Johansen test statistics tend 
to underestimate the rank of the cointegrating space, the rejection or 
acceptance of the Johansen estimates of the cointegrating vectors should 
additionally be confirmed by testing their stationarity.





























































































A p p en d ix
Table 2: M onte-C arlo  experim ent for D G P  equation (45) for 80 
observations
Johansen tests
eigenvalues (MC st.err. below): 0.37 0.13 0.05 0.01(0.00) (0.00) (0.00) (0.00)
maximal eigenvalue test trace eigenvalue test
mean 0.61 4.41 11.02 37.12 0.61 5.02 16.04 53.16
st.err. 0.01 0.02 0.04 0.09 0.01 0.02 0.05 0.11
ua. rej.f. 0.00 0.00 0.02 0.85 0.00 0.00 0.01 0.64
a. rej.f. 0.00 0.00 0.00 0.61 0.00 0.00 0.00 0.23
a = P  =
1.00 -0.99 1.03 0.99
(0.00) (0.03) (0.02) (0.04)
Johansen estim ates (M C stand, dev. below)








Fully M odified OLS estim ates (M C stand, dev. below)
Bartlett kernel (i =
Paxzen kernel ft =
Quadratic Spectral kernel /3 =
1.00 -0.87 0.85 0.86
(0.00) (0.12) (0.12) (0.12)
1.00 -0.87 0.85 0.86
(0.00) (0.12) (0.12) (0.12)
1.00 -0.87 0.85 0.86




























































































T able 3: M o n te -C a r lo  ex p e rim en t for D G P  eq u a tio n  (47) for 60
o b serv a tio n s
Johansen tests
eigenvalues (MC st.err. below): 0.50 0.21 0.09 0.01(0.00) (0.00) (0.00) (0.00)
maximal eigenvalue test trace eigenvalue test
mean 0.71 5.42 14.67 43.02 0.71 6.13 20.80 63.81
st.err. 0.01 0.03 0.03 0.11 0.01 0.03 0.06 0.13
ua. rej.f. 0.00 0.00 0.09 0.95 0.00 0.00 0.05 0.89
a. rej.f. 0.00 0.00 0.01 0.70 0.00 0.00 0.00 0.04
unrestricted Johansen estim ates (M C st.err. below)




“  ~  0.00 0.00 
(0.00) (0.00)
0.17 0.10
______  ̂ (0.00) (0.00)
norm ed unrestricted Johansen estim ates (M C st.err. below )
0.22 0.29 0.00 0.49
(0.00) (0.00) (0.00) (0.00)
-0.41 0.42 -0.00 0.01
(0.00) (0.00) (0.00) (0.00)









V (0.00) (0.01) )
1.00 0.00 -0.00 1.08 \
(0.00) (0.00) (0.05) (0.05)
0.00 1.00 0.01 0.96
(0.00) (0.00) (0.03) (0.03) /
restricted Johansen estim ates (M C st.err. below)
1.00 0.00 0.001 0.98
(0.00) (0.00) (0.01) (0.01)
0.00 1.00 -0.00 1.01




























































































co n tin u a tio n  o f ta b le  3: M o n te -C a r lo  ex p e rim en t for D G P  éq u a­
tio n  (47) for 60 observations
FM -O L S estim ates for one cointegrating relationship  
(M C stand, dev. below)
Bartlett kernel /3 =
Parzen kernel (3 =
Quadratic Spectral kernel ,3 =
1.00 -0.30 -0.02 0.53 \
(0.00) (0.06) (0.05) (0.09) )
1.00 -0.29 -0.02 0.54 \
(0.00) (0.06) (0.05) (0.09) )
1.00 -0.30 -0.02 0.53 \
(0.00) (0.06) (0.05) (0.09) )
FM —OLS estim ates for two cointegrating relationships
(M C stand, dev. below)
Bartlett kernel (3 =
Parzen kernel (3 =
Quadratic Spectral kernel (3 =
1.00 0.00 -0.01 0.86 \
(0.00) (0.00) (0.04) (0.12)
0.00 1.00 0.02 0.96
(0.00) (0.00) (0.03) (0.13) )
1.00 0.00 -0.01 0.86 \
(0.00) (0.00) (0.04) (0.12)
0.00 1.00 0.02 0.96
(0.00) (0.00) (0.03) (0.13) )
1.00 0.00 -0.01 0.86 \
(0.00) (0.00) (0.04) (0.12)
0.00 1.00 0.02 0.96





























































































T able 4: M o n te -C a r lo  ex p e rim en t for D G P  eq u a tio n  (47) for
100 observ a tio n s
eigenvalues (MC st.err. below): 0.48 0.17 0.05 0.01(0 .00) (0.00) (0.00) (0 .00)
maximal eigenvalue test trace eigenvalue test
mean 0.69 5.56 18.73 66.23 0.69 6.25 24.98 91.21
st.err. 0.01 0.03 0.05 0.14 0.01 0.03 0.06 0.16
ua. rej.f. 0.00 0.01 0.28 1.00 0.00 0.00 0.15 1.00
a. rej.f. 0.00 0.00 0.11 1.00 0.00 0.00 0.00 0.73
unrestricted Johansen estim ates (M C st.err. below)
/  -0.40 0.34 \
(0.00) (0.00)
-0.78 -0.15 (  0.20 0.32 0.00 0.52 \
(0.00) (0.00)
0 =
(0.00) (0.00) (0.00) (0.00)
-0.00 0.00 -0.41 0.42 -0.00 0.01
(0.00) (0.00) l  (0-00) (0.00) (0.00) (0.00) )
0.18 0.11
______  ̂ (0.00) (0.00) j _____________________________________
normed unrestricted Johansen estim ates (M C st.err. below )
l  -0.23 0.02 \
(0.00) (0.00)
-0.10 -0.33 (  1.00 0.00 -0.02 1.00 \





(0.00) (0.06) (0.02) )
-0.01 0.10
1 (0-00) (0.01) )
restricted Johansen estim ates (M C st.err. below)
( 1.00 0.00 0.001 1.01 \
(0.00) (0.00) (0.00) (0.00)
0.00 1.00 - 0.00 1.00




























































































co n tin u a tio n  o f tab le  4: M o n te -C a r lo  ex p e rim en t for D G P  éq u a­
tio n  (47) for 100 observa tions
FM —OLS estim ates for one cointegrating relationship  
(M C stand, dev. below)
Bartlett kernel
Parzen kernel P =





(  1.00 



















FM — OLS estim ates for two cointegrating relationships




/  1.00 0.00 - 0.01 0.94 \
(0.00) (0.00) (0.03) (0.12)
0.00 1.00 0.00 0.99
V (0.00) (0.00) (0.02) (0.13) )
/  1.00 0.00 - 0.01 0.94 \
(0.00) (0.00) (0.03) (0.12)
0.00 1.00 0.00 0.99
V (0.00) (0.00) (0.02) (0.13)
/  1.00 0.00 - 0.01 0.94 \
(0.00) (0.00) (0.03) (0.12)
0.00 1.00 0.00 0.99




























































































T able 5: M o n te -C a r lo  ex p e rim en t for D G P  eq u a tio n  (48) for 60
o b serv a tio n s
Johansen  tes ts
eigenvalues (MC st.err. below): 0.67 0.26 0.15 0.02
(0.00) (0.00) (0.00) (0.00)
maximal eigenvalue test trace eigenvalue test
mean 1.15 9.99 18.59 69.90 1.15 11.14 29.74 99.64
st.err. 0.01 0.03 0.05 0.20 0.01 0.03 0.07 0.22
ua. rej.f. 0.00 0.08 0.27 1.00 0.00 0.04 0.38 1.00
a. rej.f. 0.00 0.01 0.04 0.97 0.00 0.00 0.00 0.57
sen estim ates (M C stand . dev. below)
0.07 -0.07 -0.05 '
(0.00) (0.00) (0.00) 1.00 0.02 -1.31 18.22
0.10 0.13 -0.04 (0.00) (0.38) (0.44) (17.41)
(0.00) (0.00) (0.00) k — 8.18 1.00 0.42 -9.79
0.08 -0.11 0.08 P — (4.77) (0.00) (0.66) (9.24)
(0.00) (0.00) (0.00) 7.48 -0.68 1.00 8.26
-0.05 -0.01 -0.02 (5.21) (0.31) (0.00) (7.64)
(0.21) (0.00) (0.01) _
d Johansen  estim ates (M C st.e rr. below)
-0.26 0.02 0.02
(0.00) (0.00) (0.00) 1.00 0.00 0.00 0.98
-0.10 -0.36 0.02 (0.00) (0.00) (0.00) (0.01)
(0.00) (0.00) (0.00)
P =
0.00 1.00 0.00 1.00
0.02 0.02 -0.31 (0.00) (0.00) (0.00) (0.01)







(0.00) (0.00) (0.00) (0.01)
Angle betw . est. and tru e  cointegrating space in rad ian
mean st.err. min. max. g05 qlO q50 #90 ^95




























































































co n tin u a tio n  o f tab le  5: M o n te -C a r lo  ex p e rim en t for D G P  éq u a­
tio n  (48) for 60 observa tions
Fully M odified OLS estim ates (M C stand, dev. below)
Bartlett kernel ft =
Paxzen kernel (3 =
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