Photometric reduction of the K2 bulge data (Campaign 9) poses a significant challenge due to very high stellar density, large camera pixels, and unstable pointing of the spacecraft. Here we present a new method for K2 photometry extraction that uses signals from many pixels to decorrelate the instrumental noise. The method also combines signals from a few pixels around the target using Pixel Response Function. We test the method on a few microlensing events and a long-period eclipsing binary.
Introduction
The Kepler mission (Borucki et al. 2010 ) suffered from failure of two out of four reaction wheels and hence lost the ability to keep pointing stable. The mission was re-purposed to K2 (Howell et al. 2014 ) and observes Ecliptic fields in a series of campaigns, including the K2 Campaign 9 (K2C9) devoted to the microlensing experiment (Gould & Horne 2013; Henderson et al. 2016) .
In K2C9 almost all pixels available for downlink were selected in a nearly continuous superstamp (Henderson et al. 2016) , which made K2 the first microlensing survey carried out by a satellite.
The most important ability of K2C9 was to directly measure masses of free-floating planets (Penny et al. 2017) . The first estimate of a free-floating planet occurrence rate from microlensing was very high and was based on the distribution of event timescales (Sumi et al. 2011 lasting events can be caused not only by free-floating planets but also by planets on very wide orbits, which are hard to study and scientifically important (Poleski et al. 2014; Mróz et al. 2018) .
Simultaneous observation of short-timescale events from the ground and from a satellite directly constrain the lens mass (Gould 1994a) and hence verify that the observed short-timescale events are due to planetary-mass objects. Such verification of the lens masses cannot be done using the other satellite used for microlensing campaigns, Spitzer, due to small field-of-view of the camera and scheduling requirements (Yee et al. 2015) . During the K2C9, the superstamp was observed from the ground very intensively (Henderson et al. 2016) and no short-timescale event (< 2 d) was detected. After K2C9, Mróz et al. (2017) analyzed a few years of the high-cadence observations by the Optical Gravitational Lensing Experiment (OGLE) and revealed that the rate of the short events is much smaller than previously claimed. A decrease in expected number of short events resulted in smaller interest in photometric reduction of K2C9 data, which was early on recognized to be very challenging task.
The original Kepler mission produced highly accurate photometry thanks to stable pointing and low density of stars. There are a number of aspects that make K2 photometry of bulge fields hard: the spacecraft pointing is not stable, the pixel scale is large, the Pixel Response Function (PRF) is extended and varies across the field, and the bulge fields have extremely high density of stars.
A combination of all these factors produces a data set that is harder to analyze than any of these aspects on its own.
Here we introduce Modified Causal Pixel Model (MCPM) for extraction of K2 bulge photometry. MCPM significantly advances Causal Pixel Model (CPM) by Wang et al. (2016) , which was developed for photometry of planetary transits in less crowded K2 campaigns. The basic idea behind CPM is to remove the instrumental trends in the photometry, which are highly correlated between different pixels (see, e.g., Figure 1 of Wang et al. 2016) . The linear combination of signals observed in pixels far from the target are used to model the instrumental trends in the target pixel.
The first method of extracting K2C9 photometry was presented by Zhu et al. (2017a) . They further developed the method by Huang et al. (2015) , which was aimed at less crowded K2 fields.
The instrumental effects are decorrelated against pointing parameters and photometry extraction is done simultaneously with microlensing model fitting. The Zhu et al. (2017a) method was later used by Zhu et al. (2017b) , Ryu et al. (2018), and Zang et al. (2018) . Libralato et al. (2016) have developed crowded field photometry technique but have not applied them to K2C9 as of yet.
In the next section we present the K2 bulge data. Our method is described in Section 3. In Section 4 we present how our method works in a few examples. We conclude in Section 5.
K2 bulge data
The K2C9 was divided into two subcampaigns with data downlink during the break in-between in order to increase the sky-area surveyed. This resulted in a superstamp covering 3.7 deg 2 (Henderson et al. 2016) ; selected to maximize the observed event rate (Poleski 2016 
Method description
In MCPM we decompose the flux I m,i integrated in pixel m at epoch i into the astrophysical flux and the instrumental trends. The astrophysical flux in any given pixel is the total astrophysical flux 
where I * m,i is the MCPM expectation for I m,i and can be thought as the model flux. The CPM method (Wang et al. 2016 ) takes advantage of the fact that transits last only a short period of time (and have low-amplitudes). Most of the time, the target is at the baseline brightness and, therefore, there are many epochs which can be used for finding linear dependencies between signals observed in different pixels, or training the model. Contrary to the transits, most microlensing events show significant flux variations over long periods of time. Typical Einstein timescales (t E ) are between 5 and 40 days and significant flux variations can be seen over a few t E . In most cases, the event lasts longer than the length of a single K2 subcampaign of around 40 days. Hence, only a small sample of events have data taken over the baseline and the event peak during the same subcampaign, and there are very few epochs that can be used for training the model. The lack of a large number of epochs that can be used for training the model forces us to simultaneously extract photometry and fit the astrophysical model.
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where λ is the regularization strength. The signal in pixel m with instrumental trends removed is:
The χ 2 m minimization is run separately for each pixel and the final estimate of the flux is the sum of δI m,i over M pixels: m δI m,i .
There are hundreds of nuisance parameters in MCPM model making the model very flexible, which can affect the fitting convergence. Added to this, microlensing model fits suffer from multiple degeneracies. In particular a continuous degeneracy exists between t E , the source flux (F s ), and u 0 (Woźniak & Paczyński 1997; Han 1999) , which becomes a complete degeneracy when the blended flux dominates light from the microlensing source. In practice, we use ground-based data for the same event in order to constrain the timescale and source flux when fitting the model to the K2 data unless the event is short or bright. There are multiple datasets of ground-based data for K2C9 superstamp collected during the campaign and some of them are already public: Korean Microlensing Telescope Network (KMTNet; Kim et al. 2018b ), United Kingdom Infrared Telescope (Shvartzvald et al. 2017) 1 , and Canada-France-Hawaii Telescope (CFHT; Zang et al. 2018 ).
For microlensing events, the astrophysical signal F i is the magnification A i multiplied by the K2 source flux (F s,K2 ):
We use MulensModel package (Poleski & Yee 2018a,b) to evaluate magnification curves A i . After including blending flux in F i formula, we found out that the fits converge to zero blending flux. This is because training pixels contain total flux of many constant stars and additive constant in a model (like blending flux) is absorbed in decorrelation process. Thus, we ignore the blending flux.
In order to apply the method to other types of variable sources, one has to modify definition of F i .
Note that we do not need to assume F i for every epoch. We can limit training to a subsample of epochs, train the model, and then extract photometry for all epochs in a way similar to the wellknown profile or PSF photometry. In this approach, we first calculate δI m,i and then we find optimal values of fluxes:
This approach can be used to search for short-lasting microlensing events or planetary anomalies in microlensing light curves.
In our approach, we analyze K2 photometry from each subcampaign separately, i.e., the a m,m coefficients are different for each subcampaign even though the parameters that define the astrophysical model are the same. For a few events, there are both K2C9 and K2C11 data and the a m,m coefficients are different in every subcampaign.
We note that CPM software by Wang et al. (2016) contained the possibility to include an astrophysical model, but it was treated similarly to the signal observed in other pixels, i.e., it was multiplied by a coefficient, which in turn was subject to regularization. This is in contrast to our approach, where the astrophysical model is subtracted from the target pixel signal before training the model and the astrophysical model is not subject to regularization.
PRF and astrometry
One of the key differences between MCPM and CPM is the use of the PRF. Calculating the fraction of source flux that falls on a given pixel requires a few pieces of information: prior knowledge of source sky coordinates, astrometric grid transformation for every epoch, the PRF function, and an algorithm to interpolate the PRF function. For the events detected from the ground, the sky coordinates are known. The events not found from the ground are discussed below. The astrometric grid transformation translates sky coordinates (R.A., Dec.) to (x, y) positions on the camera plane.
The K2 bulge field is extremely crowded and it is hard to find isolated stars, which are required to find the grid transformation. For finding the grid transformation we use coordinates from Gaia DR1 catalog (Gaia Collaboration et al. 2016a,b) . The Gaia passband is similar to the Kepler passband, which allows us to easily select the brightest objects without worrying about the highly variable extinction in the field. We measured positions of the brightest stars using PyKE software (Vnicius et al. 2017; Still & Barclay 2012) . Even some very bright stars were not fitted properly, thus, the results of PyKE fitting were further cleaned based on inspection of centroid time series plots and astrometric scatter. We fit second order 2D polynomials (12 coefficients in total) to transform the sky coordinates to (x, y) positions. We tried the third order polynomials and found that they did not improve accuracy of the grids significantly. The dispersion of residuals is in the range 0.04−0.11 pix or 0.16 − 0.44 arcsec, which is good enough for our purpose.
To estimate the fraction of the source flux that falls on a given pixel we also need the PRF function. We use the Kepler PRF function as measured by Bryson et al. (2010) and interpolate it twice. First, we use barycentric interpolation of the five PRFs for every channel to account for Article number, page 5 of 13 spatial changes in PRF. Second, we use bivariate spline interpolation to find the PRF value for every sub-pixel position.
Selection of training pixels
We have to choose M pixels for training the model. We select the pixels that are at least 15 pixels away from the target. To make sure that the saturated pixels do not affect our calculations, we remove pixels on the same and neighbouring rows and columns. To further remove possibility of the overexposed pixels lowering the signal, we excluded the pixels for which the median signal (calculated over the whole subcampaign) is above 10 5 . We note that some of the training pixels may lie very close to intrinsically varying sources, thus decreasing the power of the model. Most importantly, Mira type variables are bright, have large amplitudes, and there are almost 600 of them inside the superstamp (Soszyński et al. 2013 ). Currently, we do not remove pixels affected by variable stars from the training set.
Limitations
MCPM requires prior knowledge of the astrophysical model. We do not need to know the exact model, but the prior model parameter space has to include the model that well describes the K2 data. For microlensing events, it is possible that the source passed close to the component of the lens system as seen by K2, but the trajectory seen from the ground did not pass this component (Gould & Horne 2013; Poleski et al. 2016; Wang et al. 2018 ). Identifying such events may be problematic in photometric methods that depend on an assumed astrophysical model.
MCPM can be run only if we know (or assume) the celestial coordinates of the target. For events not found in the ground-based data, we do not know the coordinates and searching multidimensional parameter space (t 0 , u 0 , t E , F s,K2 , R.A., and Dec.) may seem an extremely computingintensive task. However, there are a few ways of simplifying the calculations. First, we may limit the search to short events, because three independent high-cadence ground-based surveys (OGLE, MOA, and KMTNet) already searched their K2C9 superstamp data for short events. Second, for the short events and assumed R.A. and Dec. we may exclude a few-day long part of the light-curve from training, extract the signal for the whole light-curve using Equation 5, and then check if the microlensing signal is present in the part excluded from training. To check for the microlensing signal we only need to fit four parameters: t 0 , u 0 , t E , and F s,K2 , which is a simple task. Note that for event detection a very coarse grid in u 0 is enough, e.g., Kim et al. (2018a) used only 0 and 1. The separation of the event finding process into two independent tasks makes the effort more efficient computationally.
Fitting process
The large number of poorly constrained nuisance parameters affects the numerical stability of model χ 2 and a change of model parameters even by a small values (compared to parameter unArticle number, page 6 of 13 certainties) results in a significant change in χ 2 . The problem is worse when regularization is not strong enough, i.e., for small values of regularization constant divided by the number of training The microlensing model fitting is subject to discrete degeneracies and, in particular, the satellite parallax measurements are affected by the four-fold degeneracy (Refsdal 1966; Gould 1994b ). In some events this degeneracy can be partially or fully broken and binary events can be affected by other degeneracies. In our approach, each degenerate solution gives slightly different input to minimization process defined by Equations 1 and 2, hence, the a m,m coefficients differ and also resulting light curve is different. In practice, different degenerate models of given event produce very similar light curves.
Examples
We apply our method to an eclipsing binary and a few microlensing events as discussed below. We rescale the OGLE photometric errorbars following Skowron et al. (2016) . The MCPM parameters used in examples were: M = 4, M = 500, and λ = 6000.
Eclipsing binary OGLE-BLG-ECL-234840
Eclipses of long-period eclipsing binaries show light-curves that are similar to inverted microlensing events. Unlike microlensing events, however, the eclipses will appear the same to an observer in space as it does from Earth 2 . Hence, we test our method on a bright long-period eclipsing binary OGLE-BLG-ECL-234840 (Soszyński et al. 2016) . The maximum light brightness is I = 13.753 mag and V = 16.428 mag. The orbital period is 369.2 d and long-term OGLE light curve predicts primary eclipse at HJD = 2457519.862, i.e., during K2C9a. We fit Chebyshev polynomial models to OGLE I and V-band light curves and obtain depths of ∆I = 0.398 mag and ∆V = 0.504 mag. The I and V-band model light curves are transformed to K p -band using relations presented by Zhu et al. (2017a) and interpolated to extinction parameters for this line of sight:
A I = 1.42 mag and R I = 1.22 mag (Nataf et al. 2013 ). We could not use multi-band photometry and relations from CFHT (Zang et al. 2018) , because the target star falls in the gap between CFHT camera CCD chips. The Zhu et al. (2017a) relations were derived for a single star, whereas in eclipsing binary we observe two stars with different intrinsic colors, which may cause some inaccuracies in predicted model. The resulting K p light curve has maximum light at 15.426 mag and amplitude of 0.421 mag. We transformed the model curve to flux space and normalize so that maximum light and faintest eclipse part correspond to 1 and 0, respectively, and denote this model curve at f (t).
We calculated f (t) using phase-folded data, hence f (0) = 0.
After preparing the normalized eclipse light curve in K p , we apply MCPM to K2C9a data with model defined as:
where D is eclipse depth in flux units, α is eclipse stretching factor, and t 0 is epoch of the eclipse.
The fitting results are: t 0 = 2457519.858 ± 0.023, α = 1.0171 ± 0.0046, and D = 3466 ± 29.
The epoch is consistent with OGLE prediction. We expect the stretching factor to be unity if our
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The measured depth would be consistent with model light curve if the maximum light was K p = 14.96 mag, which is 0.47 mag brighter than the prediction. To verify this discrepancy, we extracted K2 light curve using Equation 5 with training limited to maximum light (i.e., BJD < 2457507, 239 epochs) and assuming zero flux during this time. This way we extract the K2 photometry that is independent from our model light curve. We present the resulting data in Figure 2 . The eclipse depth is consistent with the result from the model fitting above. The scatter of the data is larger than in Figure 1 .
Microlensing event OGLE-2016-BLG-0795
We test our method on a short (t E = 4.5 d) event OGLE-2016-BLG-0795 that was previously discussed by Zang et al. (2018) . We present the results of model fitting in Figure 3 and Table 1 .
For all plots of microlensing event light curves we scale all the data to a common photometric system so that data from different telescopes and in different pass-bands can be compared to just one model (or two if satellite data are used). The standard method is to first translate measured flux corresponds to magnification of 6.6. This is a significant difference and we try to verify which model is correct by running MCPM on Zang et al. (2018) model. Similar to OGLE-BLG-ECL-234840 above, we train MCPM on the part that is nearly flat i.e., union of BJD < 2457510 and BJD > 2457515. In that case MCPM run using Equation 5 predicts peak flux of 1600, which is consistent with peak flux from our fit. We conclude that in our framework of decorrelating K2 signals against signals in other pixels, the Zang et al. (2018) model is inconsistent with the data.
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Microlensing event OGLE-2016-BLG-0980
OGLE-2016-BLG-0980 was modeled by Zhu et al. (2017a) . The OGLE I-band data show slight dependence on airmass and we removed this trend from the data. We present the results of model fitting in Figure 4 and Table 2 . As compared to Zhu et al. (2017a) results we see differences in t 0 and u 0 that are caused by detrending against airmass. The parallax results from two methods are consistent. The scatter of the data is significantly smaller in MCPM reduction.
Summary
We have presented a novel method for extracting photometry for highly blended K2 data. The method combines the profile photometry with data-driven model that removes instrumental effects.
The removal of instrumental effects depends on model training that can be done on only a part of the data allowing efficient search for very short events and short (e.g. planetary) anomalies in event light curves.
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Both methods use astrophysical model to decorrelate instrumental noise. An important aspect of the MCPM is the direct use of PRF, which is not the case for Zhu et al. (2017a) method. Except running MCPM on microlensing events, we also tested MCPM on a eclipse of the long period binary. The inverted shape of this eclipse is comparable to the shape of a microlensing event light curve. The epoch of the eclipse and its length were measured to be consistent with prediction that is based on the ground-based data. We measured the eclipse depth using two approaches within MCPM and they are consistent with each other but they require the object to be brighter by 0.47 mag in order to be consistent with predicted eclipse depth.
We distribute MCPM software via:
https://github.com/CPM-project/MCPM Our astrometric transformations are distributed together with the MCPM code.
