In this paper we generalize a bounded Markov process, described by Stoyanov and Pacheco-González for a class of transition probability functions. A recursive integral equation for the probability density of these bounded Markov processes is derived and the stationary probability density is obtained by solving an equivalent differential equation. Examples of stationary densities for different transition probability functions are given and an application for designing a robotic coverage algorithm with specific emphasis on particular regions is discussed.
Introduction
Analyses of Markov processes in continuous state space are of much interest, especially in the fields of random particle dynamics and diffusion [1] . Markov processes are also found in studies of population theory [4] , and even used in financial analyses of price fluctuations [9] and currency exchange rates [2] . Markov processes are also used to model the behaviour of swarm robots [7] . Owing to the physical nature of the variables involved in these processes, all these examples involve bounded state spaces.
In this paper we derive the stationary probability density function of a class of discrete-time Markov chains on the interval [0, 1]. Consider the process described in [11] , [12] , and [13] , where a discrete-time bounded Markov process x n ∈ [0, 1], n = 0, 1, 2, . . . , behaves as follows. Suppose that at time n, x n ∈ [0, 1]. At time n + 1, the process has only two possible choices for transition, it either moves towards 0 with a probability p(x n ) that is dependent on its current position or towards 1 with probability 1 − p(x n ). Boundary considerations require that p(0) = 0 and p(1) = 1 in order that the process remains within [0, 1]. After selecting a direction, the length of the change in position of the process within the selected interval is determined by a random variable A ∈ [0, 1]. At time n + 1, the process has therefore moved to 
The bounded Markov process. The solution of interest is the stationary probability density of the process after a large number of steps. In order to do this, we first use a backward equation to characterise the evolution of the probability density of the position of the process. Let f n (x) be the probability density function of the Markov process at time n. From Figure 2 , it is clear that the probability that the process is found within the interval (x n , x n + dx n ) is
In this paper we only study the case where A ∼ U(0, 1), the standard uniform distribution, and, by replacing x n−1 with dummy variables in the integrals, we obtain
The evolution of the probability density function of the process within the domain is now clearly defined. We write (1) as the operator equation f n (x) = Pf n−1 (x).
Existence of the stationary density
We need to understand the behaviour of the function f n when subjected to the operator P as n → ∞. For this purpose, we use the results from [6, Chapter 3] to prove the existence of the stationary density f ∞ . We first introduce a few basic definitions. 
Definition 2. Any linear operator
is called a Markov operator. Remark 1. Note that, for any f ∈ L 1 , where f is not given the abovementioned restrictions, the following inequality holds true for any valid Markov operator P :
The proof of this result is trivial and can be found under Proposition 3.1.1 of [6, p. 39].
Proposition 1. The operator P defined by (1) is a Markov operator.
Proof. Given that f (u) is a valid probability density on [0,1], and since u, v,
, they are all greater than or equal to 0, showing that Pf ≥ 0 and, thus, satisfying Definition 2(i).
Since
P satisfies both conditions (i) and (ii) of Definition 1; therefore, we can conclude that P is indeed a Markov operator.
Proposition 2.
Define f ∞ = Pf ∞ to be the stationary density of the Markov operator P . Then, given any initial probability density function
Proof. We can prove Proposition 2 by simply showing that lim n→∞ P n f 0 − f ∞ → 0 holds. We have
The inequality is a direct result of (2) . Note the strict inequality is used here because if both f 0 and f ∞ are valid density functions then the function f 0 − f ∞ cannot satisfy condition (ii) of Definition 2.
Now the norm of the difference between the nth iterate of f 0 and f ∞ is always strictly less than the norm for the (n − 1)th iterate. This means that, as n → ∞, P n f 0 − f ∞ → 0, which completes the proof. Furthermore, we note from the above inequality that P acts as a contraction mapping and, from Banach's fixed point theorem, we can conclude that f ∞ is unique for all f 0 ∈ L 1 . Different methods of proving the existence of stationary densities of other Markov processes can be found in [8, Chapter 10] , which are also applicable to more general state spaces.
General solution for the stationary probability density
We now solve the stationary Markov operator equation f ∞ = Pf ∞ . An explicit solution to this integral equation can be obtained by reducing it to an equivalent differential equation as follows.
Theorem 1. Let f ∞ (x) be the stationary probability density of the Markov process described in Section 1. Then the explicit form of f ∞ (x) for a fixed p(x) is given by
where C is a constant obtained by solving the probability density condition (1), substituting n and n − 1 with ∞, we obtain the integral equation
In order to solve for f (x), we use Leibniz's integral rule [3] to convert the integral equation into an equivalent differential equation. The following equation shows the general form for Leibniz's integral rule:
Remark 2. Even though Leibniz's rule requires that g is a differentiable function, valid solutions for the stationary density can still be obtained if the function is discontinuous on at most a finite number of points in the domain.
By differentiating both sides of (4), and utilizing (5), we obtain the following simple separable differential equation, which is easily solved and whose solution is (3):
3.1. Gradient of the stationary probability density Corollary 1. Differentiation of the stationary density function f ∞ (x) gives
Remark 3. Note that, since C > 0 and e x > 0 for all x, the sign of the gradient of the distribution function within the interval (0,1) is wholly dependent on the value x − p(x). As such, if p(x) < x, we find that the distribution function is always increasing, vice versa for 
Corollary 2. Owing to the restrictions on p(x), the values of the gradient are bounded by
Remark 4. Equation (7) specifies the allowable gradient of the class of probability density functions that can be generated by this Markov process.
Examples of simple probability densities
From the general solution found in (3), we can find a few simple examples of stationary probability densities that can be obtained by varying p(x). Remark 5. The case of Example 1 represents a centering condition on the Markov process, in which the probability that the process shifts to the right is directly proportional to the distance away from the right boundary, and similarly for the leftwards transition. As can be expected, the centering condition results in the process achieving a uniform distribution, and it is useful when wanting the process to have an equal chance of visiting all the sites within the domain.
Example 2. For a constant value p(x)
which is the beta distribution with parameters α = 1 − p, β = p, and C = 1/B(1 − p, p), where B(α, β) denotes the beta function. Note that, since p ∈ (0, 1), the resulting distribution is always U-shaped. The resulting distribution will also skew towards the left or right side, depending on whether p > 1 − p or p < 1 − p.
Remark 6. Example 2 demonstrates that when p(x)
is set to be a constant value, the distribution follows a generalized arcsine distribution [5, Chapter 25] , causing the process to have an infinitely high probability density as it approaches the two boundary regions. This property is also commonly found in various diffusion processes, as well as bounded Brownian motions [10] . The solution found in (8) matches the solution of a special case of our problem first proved in [13] using a moment convergence theorem and matching the moments of the known beta distribution to the moments obtained by the Markov process. Our solution is however based on the direct solution of the integral equation of the probability density function.
Depending on the proposed application of this Markov process model, we may desire a moderately uniform distribution, in which case a constant p(x) is not suitable, since the position of the particle has a tendency to stay at either boundary. Furthermore, we wish to influence the movement of the process such that it tends to visit certain states more than others. To this end, we use our knowledge of the gradient from Corollaries 1 and 2.
Creating peak-valued probability density functions
To exert a measure of control on the steady state movement of the random process by ensuring that some parts of the state space are visited more often than others, we will need to ensure that we are able to engineer maximum or minimum points in the limiting distribution. In order to engineer a maximum point at x m , we can deduce from (6) that we simply need to ensure that p(x < x m ) ≤ x and p(x > x m ) ≥ x. This can easily be done using a simple step function for p(x):
The resulting piecewise stationary probability density is solved by simply substituting p(x) for 0 and 1 in (8) for each subdomain:
Using the continuity criteria f (x + m ) = f (x − m ) as well as the standard probability density condition 1 0 f (x) dx = 1, we can solve for the values of C 1 and C 2 . We obtain
. Figure 3 shows some examples of the peak-valued probability densities obtained for different values of x m .
Application to a two-dimensional random robotic coverage algorithm
We show here how we apply the principles to a robot coverage movement algorithm used in a two-dimensional interior room. The objective of the robot is to ensure that the whole room is periodically covered by a sensor, with specific areas in the room given higher priority due to the proximity of important objects within the room. In order to reproduce the movement algorithm described by our bounded Markov process, the robot will be assumed to have localization capabilities, possibly via the use of distance sensors measuring the proximity of the nearby walls.
In our example the robot is given the task of covering a two-dimensional rectangular room of dimensions X by Y metres, and a single position of interest is found at (0.2X, 0.5Y ), which requires more visits than the rest of the room. We assume that the robot moves independently in the X and Y directions. Let the fraction of the distances between the robot and the wall over the length and breadth of the room at time n be denoted by X n and Y n , respectively, and let the robot move according to the following algorithm.
Algorithm 1.
Step 1. Measure position (X n , Y n ) relative to the room walls.
Step 2. Select motion in the X and Y directions according to the following rules.
• if 0 < X n < 0.2 then select the positive X direction else select the negative X direction;
Step 3. Select and travel a random distance as a fraction of the available space as follows:
where A x , A y ∼ U(0, 1).
Step 4. Loop back to step 1.
A simulation showing the number of times the robot visited each position within the room after 10 million time steps was conducted using MATHEMATICA and the resulting probability density plotted in Figure 4 . Figure 4 shows that the desired number of visits to the area is significantly higher at the point of interest, (0.2X, 0.5Y ), as required. 
Conclusion
We derived a recursive integral equation for the evolution of the probability density of a class of bounded Markov processes. By solving an equivalent differential equation, we obtained the general solution of the stationary probability density of the given Markov process for different transition probability functions. We also showed that when a step function is used for the transition probability function, it results in a peak-valued stationary density. Finally, we showed how this allows us to design a suitable algorithm for a two-dimensional random area coverage problem within a simple rectangular room.
