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The convergence of the pseudospectral (Fourier) method for the Ginzburg- 
Landau equation in nonlinear wave theory is proved. The rate of convergence 
depends on the smoothness of the initial data. !’ 1990 Academic PRSS, IIIC. 
1. INTRODUCTION 
The Ginzburg-Landau amplitude equation, also called the Stewartson 
Stuart equation (cf. Kuramoto [7]), governs the evolution of the slowly 
varying amplitude of instability waves close to criticality in problems such 
as‘Rayleigh-Benard convection [ 111 and Taylor-Couette flow [3] in fluid 
dynamics, drift dissipative waves in plasma physics [13], and turbulent 
motion in chemical reaction [S]. This equation, which has been the focus 
of various recent interesting studies on transition to chaos, can be written 
after suitable transforms in the form [12, 141 
iA,+(l-ic,)A,,= i?A- l+iZ IA12.4, 
c ! 
where t is the time variable, x is the one-dimensional spatial coordinate, 
A(x, t) represents the complex amplitude under discussion, c0 and c1 are 
nonzero real parameters, and i= ,,I?. Spatially periodic solutions have 
been widely adopted in simulating the long-time behavior of the instability 
wave motion. The general initial value problem of Eq. (1) cannot be 
solved analytically, and therefore numerical integration has to be resorted 
to. One of the most important numerical integration methods for obtaining 
the spatially periodic solution to the initial value problem of (1) is the 
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pseudospectral method introduced about 16 years ago by Kreiss and 
Oliger [S]. Using this method many authors (for example, Moon et al. 
[9, lo]; Keefe [2]) have investigated the global behavior of the spatially 
periodic solutions of Eq. (1) in the parameter region c,, > 0, c, > 0 and the 
route to chaos (the appearance of limit circle, quasiperiodic, and chaotic 
motion as one varies a certain control parameter) has been observed. On 
the other hand, however, so far the convergence of the above integration 
method has not been studied. The purpose of the present note is to 
establish the convergence for the parameter regions c,, > 0, cr > 0 and 
c0 > 0, c1 < 0. The rate of convergence depends on the smoothness of the 
initial data. In the next section we state our main result. In Section 3 some 
preliminary a priori estimates for higher order derivatives are obtained. 
The convergence of the pseudospectral approximation scheme is proved in 
Section 4. 
2. THE PSEUDOSPECTRAL APPROXIMATION 
The initial value problem of Eq. (1) can be written 
A,=(i+c,)A,,+%+ i-z IA(2A, -co<<<<, t>o, 
Cl ( 1 (2) 
‘4(x, 0) = A,(x), -~<X<<, 
where A,(x) is of period L>O. 
We introduce for convenience the complex-valued function spaces for 
integers k > 0: 
C;[O, L] = { UE Ck[O, L] 1 U”‘(0) = U”‘(L), j=O, . . . . k} c Ck[O, L] 
and 
Hi(O, L) = the completion of Ci[O, L] in Wk,‘(O, L). 
There is an obvious compact embedding 
H%(O, L) + c:,-‘co, L]. (3) 
We shall use 1 lk and I( Ilk to denote the norms of the spaces Cz[O, L] 
and Hi(O, L), respectively, and Dk=ak/axk. 
In [ 151 we have shown that if A, E H‘j(O, L) and 
(i) c,>O, cl >O, or 
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(ii) c,>O, c, <O. and 
ll4I/i< 
Jc; - 4L’c, + (‘1 
2L 3 
then (2) has a unique classical solution A(x, t) on (- x, Z) x [0, x8) with 
period L and satisfying 
sup lIA(t)ll1 d MY (4) 
where A4 > 0 is a constant. The convergence of the pseudospectral method 
for Eq. (2) will be established under the condition (i) or (ii). (In the region 
c,>O, c, ~0, if llAoilo is sufficiently large, solutions of (2) with spatial 
period L may not exist globally for t 3 0; in the region c0 < 0, c1 > 0, 
blowup motion can evolve from arbitrarily small initial states. For details, 
see [IS].) 
Let us now describe briefly the pseudospectral method for the numerical 
integration of Eq. (2) over the spatial period [0, L]. 
First, the spatial interval [0, L] is discretized by 2N+ 1 equidistant grid- 
points x, = vL/(2N+ l), v = 0, 1, . . . . 2N, with. spacing h = L/(2N + 1). 
For an L-periodic function u(x) whose values u(x,,) are known at the 
gridpoints x,, = vh, v = 0, 1, . . . 2N, introduce the trigonometric interpolant 
of degree N of D(X) such that u(x,,) = w(x,), Vv. It can be shown that this 
interpolation problem is uniquely solvable (cf. Kreiss [4]). With the 
notation 
v = (4GJ, . . . u(x,,))i, 
dk’ = (dk’(X,), ...) W’k’(X2N))~, k = 1, 2, . . . . 
we have a complex (2N + 1) x (2N + 1) matrix S such that 
y(k) = Sky, k = 1, 2, . . . . 
Knowing v, we can numerically calculate v (k) by the fast Fourier transforms 
(Cooley and Tukey [ 1 I). 
Second, taking S*cc(t) as an approximation of 
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where a(t) = (txO( t), . . . CI& t))’ is an approximation of (A(x,, t), . . . . 
A(%N- Nit we may discretize (2) into a system of ordinary differential 
equations in the form 
d 
~~=(i+c~)S’u+~u+ 
Cl 
40) = a,, 
t > 0, 
(5) 
where QM=diag((cco(t)12, . . . . lc(2N(t)12} is a diagonal matrix, and a,= 
(~0.0, a..? UO,ZN) L is given by 
@O,V = Aok), v = 0, 1, . . . 2N. 
This system can then be integrated numerically by a central difference or 
leapfrog scheme for instance. 
Our main result is stated as follows. 
2.1. THEOREM. Suppose A, E H:, k 3 4, and A(x, t) the unique classical 
solution of Eq. (2). Then, under the condition (i) ((ii)), for any integer N>O 
(there is an integer No 2 0 such that for N 3 N,), Eq. (5) has a unique solu- 
tion u(t) on t b 0; moreover, there are two constants 6, E > 0 depending only 
on co, cl, L, k, and 11 AoIl k such that for any N > 0 (N > No) and T > 0 we 
have the error estimate 
O<v<ZN.O<t<T 
IA(x,, t) - dt)l <&es? sup 
Note. The inequality (6) establishes the convergence of the pseudospec- 
tral method and measures the rate of convergence in terms of the regularity 
of the initial data A,(x). 
We shall prove this theorem in Section 4. In the remaining part of this 
section we show only that the initial value problem (5) is globally and 
uniquely solvable under some suitable formulation. 
In C2N+ ‘, define the integral inner product and the associated norm by 
(u,v)(,,)=h ; u,u,*, llull:h, = (UT U)(h), U,VEC2N+‘, 
V=O 
where h = L/(2N + 1). If w(x) is the trigonometric interpolant of degree N 
of the function u(x) defined at x,, = vh by u(x,,) = u,, v = 0, 1, . . . . 2N, then 
lbll&,= lIqh)= Ilwll;. (7) 
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2.2. LEMMA (Cf. Kreiss [4], Kreiss and Oliger [6]). S is ske\z,-Her- 
mitian. The eigenvalues of S are j.,. = ivq and the corresponding eigenvectors 
are 
e,, = ( 1, ely” ,. . . . e ,2.vyr, I 1 ? 11 = 0, & 1, . . . . + N. -
2.3. LEMMA. Let V(.Y)E Hi(O, L) and ,tj.x) be the trigonometric inter- 
polant of v(x) at x,. = vh, v = 0, 1, . . . . 2N, of degree N, then 
j=O, . . . . k- 1, 
where C > 0 is a constant independent of N. 
For a proof of this lemma, see Kreiss and Oliger [6]. 
By virtue of 2.3 and S’v = (w”‘(x,), .. . . w(~)(x,,))~, we have 
j=O, . . . . k- 1. (8) 
2.4. LEMMA. Under the condition (i), there is a constant C> 0 inde- 
pendent of N such that the solution a(t) of Eq. (5) satisfies 
sup Ila(t)llchj d C. 
Prooj Multiplying (5), by hat, where at = (a,*, .. . a,,,), we have 
CO = (i+ co)(S2a, aIch, + - llall&, 
(A, Cl 
c 
+ i-: (Q,a* alo,, 
( 1 
t 3 0. (9) 
From the Schwarz inequality, 
Substituting (10) into (9) and using 2.2 we obtain the inequality 
(11) 
Consequently, it follows from (11) and an application of Perron’s com- 
parison principle for differential inequalities that 
l14t~ll~h~ G mini lla(0)ll~h, e2”““, max{L lla(0)/l~h,}}. 
Then 2.4 follows from (8) and the above inequality. 
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2.5. LEMMA. Under the condition (ii), there are an N, > 0 and a constant 
C> 0 independent of N >, N, such that the solution a(t) of Eq. (5) satisfies 
sup Ila(t)ll (h) 6 C, for NaN,. 
Proof. Let c2 = -c, > 0. For a fixed t >, 0, choose v0 such that 
~cQt)12=min{Itx,(t)(21v=0, 1, . . . . 2N). In particular we have (cQt)126 
Ila(t)il fh,/L, and as a consequence, for any v = 0, 1, . . . 2N, 
lc(,(t)12= 14x,, t)12<i Ila(t)llf,,+2 Re {j” w* Dw dx 
-+j 
where we have used (7) and the notation that w(x, t) is the trigonometric 
interpolant of degree N of u(x, t) defined at x, by u(x,, t) =a,, 
v = 0, 1, . . . 2N. 
From (12), 
(Q,a, a)(,) Gk Ila(t)ll& + 2lI~a(t)ll~~~lla(t)ll~~,. (13) 
Combining (9), (13) and using a simple interpolation inequality we obtain 
f IIWI &) 6 -zC,llW~h,-~ lIall&~ 
+2 1 i Il~ll;‘,,f~ll~~ll~~~Il~ll~~~ 1 
1 1 
d -2 llall$, ( 1-z llallfhj-~ llall$, > . (14) 
Taking No > 0 sufficiently arge so that 
lla(O)ll$,= Ilaoll~h,=h 5 IAo(x,,)12 
v=o 
<p-Tm-“z_ 
2L =l-, 
Nb No. 
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From the structure of Eq. (14) we have (d/dt) Ilu(t)ll:,, In particular 
Il4f)llfh) d Ilwu:h, d r, t 3 0. 
This proves 2.5. 
The global existence of the unique solution a(t) on t > 0 of Eq. (5) for any 
NB 0 under the condition (i) (or for any N> N, under the condition (ii)) 
follows from 2.4 (or 2.5). 
3. ESTIMATES FOR HIGHER ORDER DERIVATIVES 
Let a(t) be the unique solution of Eq. (5) defined on t 3 0. 
3.1. LEMMA. Under the assumption (i ) ((ii)) there is (are an integer 
N, 2 0 and) a constant C > 0 independent of N (N > No) such that 
sup llfw~)ll (/I) 6 c. 
Prooj We can get from Eq. (5) that 
f llW~)ll~h~= -2 Re ($Nl), S”Nf)) 
(hl 
2% 
On the other hand, from (12), (13), and a simple interpolation inequality, 
we can derive 
(16) 
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By virtue of (15), (16), and 2.4 (or 2.5), we can conclude that there are 
constants /A, [ > 0 independent of N (or N3 IV,,) such that 
Finally, 3.1 follows from solving the above inequality and using (8). 
3.2. COROLLARY. Under the condition (i) ((ii)) there is a constant CT 0 
independent of N (N > No) such that 
sup Ih( d c. 
1,0,0$V92N 
Proof: The uniform bound can be inferred directly from (12), 2.4 (or 
2.5), and 3.1. 
3.3. LEMMA. Let A(x, t) be the unique classical solution of (2) where 
A,(x) E Hk,(O, L), k > 4. Then there is a constant C > 0 such that 
supllA(t)ll, G C.
Proof We will use induction on I( A( t)ll j for j = 1, . . . . k. 
The j = 1 case has been stated in (4). Suppose for 1 <j < k there is a 
constant C, > 0 such that 
SUP IIA(t)lljG CI. 
Define Z/(t) = IlD’A(t)llfj. Then, for t >O, 
Z;+,(t)=2 Re(d,D’+‘A, o”‘A),=2( -l)j+’ Re(a, A, D2(j+1)A)z, (17) 
where ( , )2 is the usual inner product of L’(0, L). 
From (2) I we have 
(8,A, D2(j+‘)A )2=(-l)i(i+co) Ilo”“A(t)ll~ 
+(-l)‘+l-; Ilo’+‘A(t)ll; 
(IAl’ A, D2(‘+1)A)2. (18) 
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Substituting (18) into (17) we obtain 
+2(-l}‘+‘Re 
From the embedding (3), we can find a constant C, >O such that 
IA(t) cJ:f,(t,, I=O, . . . . k- 1. (20) 
By virtue of (20) and Leibniz’ rule, there are constants C,, C, > 0 such 
that 
l&4/* A, D2”+‘)A 121 = I(D’f’(lA12A), D’+‘A)*l 
d c3 + c4zj+ l(f)3 t > 0. (21) 
Accordingly, from (19) and (21), we have 
q+,(t)< -2%4+2(f)+ CJj+,(t)+ C6, t > 0, (22) 
where C,, C6 > 0 are constants. 
Similarly there are constants C,, C,>O such that Z;(t)< -2c,I,+,(t)+ 
C,Ij(t) + C8. Using this inequality, (22), and the boundedness of Ii(t) we 
can find two constants p, { > 0 to achieve the inequality 
$+ lCt) + PLIitt) G - (Ij+ Iti) + PzjCr)) + i, t > 0, 
which gives us the bound I,+ I(t) d [Z,, I(O) +@,(O)] e-‘+ i( 1 -e-‘). 
Lemma 3.3 is proved. 
3.4. COROLLARY. Under the condition of 3.3, there is a constant C > 0 
such that 
sup IlaAl-2GC. 
ProoJ The above inequality follows from differentiating Eq. (2), with 
respect to the spatial variable x and using 3.3. 
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4. PROOF OF CONVERGENCE 
Let A(x, t) be the unique classical solution of Eq. (2) of spatial period 
L > 0, where A, E H,k(O, L), k 3 4. We have the Fourier mode expansion 
N 
A(x, t) = C a,(t) einy-‘+ C a,(t) einyx 
n= -N Inl >N 
-‘d,(x, t) + A,(& t). 
A,(x, t) satisfies the equation 
d,A,=(i+c,)D’Id+++ 
where 
G,= -d,A,+(i+c,)D2AR+%, 
Cl 
Let us now set 
flct) = (BY(~)) = (AN(x,, r), . . . . AN(X2N, t))‘, 
‘l(t) = (Vv(t)) = (G&o, f), .. . . G,&,,, t))‘. 
Then, at the 2N + 1 gridpoints x, = vh, v = 0, 1, . . . . 2N, we have the system 
where Bo = ((AO)N(XCd~ .**> (AO)N(X2N))’ and 
By virtue of (5) and (23), y(t) = (a - p)(t) satisfies the equation 
$r(~)=(i+coM’u+~r+ 
1 
~(0) = 40) - B(O). 
(Q,r+ K?x-Q,] PI-q, t > 0, 
(24) 
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Multiplying (24), by hy’ and using 2.2 and a simple interpolation 
inequality, we easily find 
= dY(t)ll :A) + t k,(N), t 3 0, (25) 
where we have put 
k, =max{sup ldt)l*, sup IPY(t)12~~ k,(N) = sup lhll:,z~. 
From (25) we obtain 
IlY(f)ll fh) G llY(o)ll:h) e”‘+ & k,(N)(e”‘- 1). (261 
Using (24), in a similar manner we find 
2% 
G - IISYII :h) + k~llYll :,z) + k&AN, 
ICll 
t > 0, 
where k3, k, > 0 are constants depending on cO, c,, k,. As a consequence, 
for 0 < t < T, 
IlsY(t)llfh) d Il~Ymll;,, e2W/tr~1 + Ic1( (k,(N) k + k (N) k3)(e*CO’/tC11 _ 1) 2c, .4 5 
(27) 
where 
WV = sup IlY(N;tz,. 
OCt<T 
Let us first estimate Ily(O)il&,. 
From the definition, 
Y”(O) = ao,v -PO,” = A,(-%) - (AO)Nb”) = (AO)Rb”). 
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Therefore, if A,(x) = C bneinyx, then 
(28) 
where Mk = (2k - 1)-i/‘. 
Next let us estimate II Sy(O)ll ChJ. As before, let w(x) be the trigonometric 
interpolant of degree N of A,(x). Then Sa,= (Dw(x,), . . . . Dw(x2,,,))‘. On 
the other hand, since Sfi, = (D(A,),(x,), . . . . D(&)N(x2,))L, so, using (7), 
2.3, and (28), we have 
II~Y(O)ll(h, = IINW - (&)N)II(h) = IMW - L43)NNO 
G ll~w-wIlo+ Il~mJRllcJ 
d (29) 
Finally, we need to estimate k,(N). In a manner similar to the derivation 
of (28), we easily see that 
therefore, by virtue of 3.3 and 3.4, 
sup IcRwl,~~ C(k L co, Cl? II~Ollk). 
, 
In particular we have 
k,(N) G L sup IG,(t)lo < 6. 
I 
(30) 
Now, after the above preparation, the error estimate (6) follows readily 
from using the inequality 
Mxv9 1) - a,(f)1 G laxly + logo 
applying (12) to r(t), and observing (26), (27) (28) (29), and (30). 
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