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a b s t r a c t
Mo¨ssbauer spectroscopy is a widely used analytic tool which provides information about local electronic
structure of solid materials on an atomic scale. The isomer shift of resonance nuclear  transition is




on its chemical environment. Theory underlying the isomer shift is reviewed and its connection to the
local electronic structure is discussed. A review of advances made in the ab initio calculation of isomer
shift is presented. The importance of careful calibration of the parameters of nuclear  transitions on
the basis of high-level quantum chemical calculations with the inclusion of both relativistic effects and
electron correlation is underlined. With the help of accurate theoretical calculations of the isomer shift





lectronic structure calculations spectroscopic parameters
. Introduction
Mo¨ssbauer or nuclear-resonance spectroscopy represents one
f the fascinating techniques in modern chemical physics. After the
iscovery, in 1957, by Mo¨ssbauer [1] the resonance absorption of 
ays by the atomic nuclei, in only a few years, has established itself
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oi:10.1016/j.ccr.2008.05.002he electronic structure of materials will be gained.
© 2008 Elsevier B.V. All rights reserved.
Currently, Mo¨ssbauer spectroscopy is a widely used technique
f characterization for samples rich in iron and a large num-
er of other isotopes. Besides iron 57Fe the Mo¨ssbauer effect
s observed for more than 40 other elements in the periodic
able, including elements such as tin, gold, mercury, uranium,
are earth elements, etc. [4–7,9]. Thus, Mo¨ssbauer spectroscopy
nables one to study systematically and rapidly different charge
nd spin states of these elements as well as variations in the
rystalline or chemical environment around them. The use of
ynchrotron -radiation in nuclear resonance scattering spectro-
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ow concentrations thus extending the range of applicability of the
ethod.
An important advantage of Mo¨ssbauer spectroscopy (and
elated spectroscopic techniques [17–24]) is that it is capable to
rovide information on the local electronic structure and chemi-
al bonding on an atomic scale. Therefore, Mo¨ssbauer spectroscopy
nds a large and increasing number of applications for the study
f not only crystalline solids, but also of biological systems [11,12],
olecules isolated in inert gas matrices [25–33], disordered solids
34–36], etc. The range of applications of Mo¨ssbauer spectroscopy
aries from traditional solid-state physics and chemistry to bio-
hemistry [11,12], nano-science [13] and materials science [8,34],
o metallurgy [14,15] and even to space exploration studies [16].
Mo¨ssabuer spectroscopy is based on the phenomenon of recoil-
ess resonance absorption of -rays by the atomic nuclei immersed
n a crystalline or disordered solid environment [2,3,6]. The fre-
uency of the nuclear  transition depends on the interaction
ith the surrounding electrons and is thus inﬂuenced by the local
lectronic structure and chemical environment of the resonating
tom. This makes the parameters of Mo¨ssbauer spectra, such as
he isomer shift of the  transition, the quadrupole splitting and
he hyperﬁne splitting, sensitive characteristics of the electronic
tructure [4–7].
The Mo¨ssbauer isomer shift  arises from the electrostatic inter-
ctionbetweennuclear andelectron chargedistributionsdue to the
nite size of the nucleus [6,40,37–39]. When an atomic nucleus
ndergoes a  transition, the size of the nucleus, as character-
zed by its charge radius and matter radius, changes and this leads
o slightly different electron–nuclear interaction energies in the
round and in the excited states of the nucleus [40]. This energy
ifference is thus dependent on the local electronic structure. The
somer shift  is deﬁned as a measure of the energy difference
etween the energies of  transitions occurring in the sample
absorber) nucleus as compared to the reference (source) nucleus.
ecause the electronic environments in which the sample and the
eference nuclei are immersed are different, the isomer shift probes
his difference.
However, the relationshipbetween the isomer shift and the local
lectronic structure is by no means straightforward. Magnitude of
he isomer shift is determined simultaneously by characteristics of
he nuclear structure, such as the charge radius variation during
he  transition, and of the local electronic structure, such as the
lectron density in the vicinity of nucleus [6,40]. Although, in prin-
iple, both characteristics are physical observables, none of them
s accessible via direct experimental measurements. In such a sit-
ation, the ﬁrst principles quantum chemical calculations of the
ocal electronic structure and of the isomer shift are of the utmost
mportance.
In the ﬁeld of quantum chemical modeling of the isomer shift,
here are several aspects which need to be addressed very care-
ully. First of all, the parameters of nuclear  transitions must be
ccurately determined to allow a reliable conversion between the
bserved isomer shifts and parameters of the local electronic struc-
ure. Currently, themost accuratewayof calibrationof thenuclear
ransition parameters is via high-level ab initio electronic structure
alculations. In these calculations, all relevant effects, such as the
ffects of relativity, the effects of electron correlation and of the
olid-state environment, have to be included, which makes such
alculations very demanding. Second, the relationship between the
o¨ssbauer spectroscopy parameters and the local electronic struc-ureneed tobe carefully studied. Theknowledgeof this relationship
ill enable one to analyze how the changes in local chemical envi-
onment inﬂuence the observed parameters of Mo¨ssbauer spectra.
igh-quality quantum chemical calculations are indispensable to
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arameters, such as the isomer shift, by ab initio calculations over
wide range of chemical environments and comparison with the
xperimental observations is a viable route for the further devel-
pment of Mo¨ssbauer spectroscopy into an even more accurate
echnique of investigation of solid systems.
The present article addresses the aforementioned points impor-
ant for theoretical modeling of the Mo¨ssbauer isomer shift. The
heory of the isomer shift is outlined in Section 2 including the
raditional approach based on the perturbational treatment of the
lectron–nuclear interactions (Section2.1) anda recently suggested
pproach based on the direct calculation of the isomer shift (Sec-
ion 2.3). The issue of calibration of the parameters of nuclear 
ransitions is addressed in Section 3 and, in Section 4, the current
tatus of the ﬁrst principles calculations of isomer shift is reviewed.
. Theory of Mo¨ssbauer isomer shift
Isomer shift in Mo¨ssbauer spectroscopy originates in the
oulomb interaction between nuclear and electronic charge dis-
ributions [3,7,6,39]. The interaction energy between the total
lectronic charge distribution (r) and the electrostatic potential




or a point-charge nucleus, the electrostatic potential is VNe(r) =
(Z/r) and the electron–nuclear interaction energy depends on
he charge of the nucleus Z only. If nucleus were a point-charge,
hen the interaction energy would be the same for the ground and
he excited states of the nucleus. The electron–nuclear interaction
ould then generate a constant shift of the nuclear energy levels
nd there would be no isomer shift observed in Mo¨ssbauer exper-
ments.
However, real nuclei have a ﬁnite size. The size of a real nucleus
hanges when the nucleus undergoes  transition [3,39–42]. The
lectron–nuclear attraction potential VNe(r) changes with the
uclear size and the interaction energy between the nuclear charge
istribution and the electron charge distribution is different in
he ground and in the excited states of the nucleus. Thus, there
ppears a dependence of the energy of resonance quantumon the
lectronic environment, in which the given nucleus is immersed.
ecause in a Mo¨ssbauer experiment one measures the change of
he energy of the resonance  quantum between the source (s) and
he absorber (a) nuclei, the isomer shift will be observed, which,
n terms of the Doppler velocity necessary to achieve the resonance




here c is thevelocity of light andE is the energyof thequantum,
 Ea,Es.
.1. Perturbational approach to isomer shift
Traditionally, the energy differencesEa,s are calculated within
he framework of perturbation theory, whereby the variation of
he electron–nuclear interaction potential is treated as a weak per-
urbation of the nuclear energy levels [3,7,6,39,40]. Based on the
oncept of the “equivalent uniform distribution” introduced by
odmer [43], the nuclear charge distribution is taken as a uniformly
harged sphere of radiusR, whereR canbeobtained from the exper-
mental value of the root mean square (RMS) nuclear charge radius
R2〉1/2, as in Eq. (3). For a recent compilationof nuclear charge radii,














































Relativistic scaling factors S′(Z) obtained from one-electron atomic model [40] and
from many-electron Dirac–Fock calculations [50]
Z Ref. [40] Ref. [50]
26 1.29 1.276 (Fe2+–Fe3+) a
44 1.92 1.925 (Ru2+–Ru3+)
1.972 (Ru3+–Ru4+)






















































The perturbation Hamiltonian (4) is then deﬁned as the differ-
nce between the potential of a uniformly charged sphere and the














, r ≤ R
0, r > R
(4)
n Eq. (4), r is the distance from the center of the ﬁnite size nucleus.
his deﬁnition of the perturbation operator implies that the elec-
ron density is obtained from the solution of the Schro¨dinger (or
irac) equation which employs the point-charge nuclear model.
nce the electronic problem is (exactly or approximately) solved,
he expectation value of the Hamiltonian (4) yields the energy shift
f the nuclear energy level, in the ﬁrst-order of the perturbation
heory.
Within the non-relativistic formalism, it is commonly assumed
hat the electron density is constant inside the nucleus [6,40]. With





here ¯e is the (constant) density inside the nucleus. Adding the
nergy correction (5) due to the nuclear ﬁnite size to the energies
f the ground and the excited states of the nucleus and taking into
ccount that the variation of the nuclear radiusR in transition is
mall compared to R ((R/R) ≈ 10−4) [6,40,41], one obtains Eq. (6)











Substituting Eq. (6) into Eq. (2), one obtains the usual formula
or the Mo¨ssbauer isomer shift as a function of the contact density










(¯ae − ¯se) (7)
Besides the assumption of constant electron density inside the
ucleus, the assumption that the fractional variation of the nuclear
harge radius, R/R, is independent of the state of the electronic
ystem is implicit in Eq. (7).
.2. Relativistic effects
In theoretical calculations, the contact densities in Eq. (7) are
sually represented by the electron density at the nuclear position
(0) obtained in the non-relativistic quantum mechanical calcu-
ations employing the point-charge nuclear model [6,7,40]. The
lectronic wave function in the vicinity of nucleus is strongly mod-
ﬁed by relativity. For a single electron in the Coulomb ﬁeld of
point-charge nucleus, the relativistic density near the nucleus
ehaves as [40,46]:
rel(r) = nr(0) 2(1 + )
2(1 + 2) (2Zr)
2−2, (8)
nrhere  (0) is the non-relativistic density at the nucleus, Z is the
uclear charge and =
√
1 − ˛2Z2 with theﬁne structure constant
deﬁned as ˛ = (e2/h¯c) ≈ (1/137.035999070(98)) [47]. The den-
ity (8) is divergent near the nucleus, such that the contact density






a Based on density difference for the speciﬁed charge states of atoms [50].
oted that the density obtained within the scalar-relativistic for-
alism, that is with neglect of the spin–orbit coupling, is divergent
s well due to the divergence in the atomic s wave functions [48].
To bypass the problem of divergent relativistic density at the
oint nucleus, it was suggested to scale the non-relativistic den-
ity at the nucleus nr(0) with an appropriate relativistic scaling
actor S′(Z) [40,49–51]. The scaling factors, for a few elements, are
hown in Table 1 from which it is obvious that even for elements
s light as iron (Z = 26) relativity makes a non-negligible contribu-
ion to the contact density. Thevalues of the scaling factor S′(Z) have
een ﬁrst analyzed and tabulated by Shirley [40] who employed a
ne-electron atomic model. In this model, the four-component rel-
tivistic s electron density is obtained for a one-electron atom with
oint-charge nucleus. Then, the expectation value of the pertur-
ation operator (4) is calculated with this density and the scaling
actor S′(Z) is obtained by dividing the resulting expression by
espective non-relativistic result. The so-obtained relativistic scal-
ng factors were in a fair agreement with the factors S′(Z) obtained
ater byMallow et al. [50] from the self-consistent ﬁeld calculations
n many-electron atoms (see Table 1). In the latter calculations,
he relativistic electron density obtained in the numericDirac–Fock
alculations with the point-charge nucleus was averaged over the
uclear volume and compared with the electron density at the
ucleus obtained in the numeric Hartree–Fock calculations. In
hese calculations, it has been noticed that the relativity correction
epends on the charge and electronic conﬁguration of the atom
Table 1). Later, Marathe et al. [51] have suggested an interpola-
ion formula S′(Z) = a+ b(ns − 6) + c(nd − 6) for the scaling factor
f iron 57Fe, which depends on the number of Fe s and d electrons.
ith this formula, the dependence of the scaling factor S′(Z) on the
tomic conﬁguration and charge state is approximately taken into
ccount. This formula was derived from comparison of the orbital
ontributions MO(0) into the density at the nucleus (0) obtained
n the atomic non-relativistic HF calculations with corresponding
elativistic values, tabulated by Reschke et al. In this formula, the
arameters a, b, and c depend on the basis set employed in the cal-
ulations. With a speciﬁc choice of the basis set in Ref. [51], the
arameters a, b, and c take the values of 1.3888898, −0.0000123,
nd 0.0001636, respectively.
Besides the use of the relativistic scaling factors in combination
ith the non-relativistic electrondensities, the densities calculated
ithin the scalar-relativistic formalism were employed in solid-
tate band structure calculations in connectionwithEq. (7). In these
alculations [52–56], the relativistic electron density (obtained in
calar-relativistic formalism with point-charge nucleus) was aver-
ged over a spherical volume with the nuclear charge radius (3).
n atomic calculations, a similar approach was used by Mallow
t al. [50] to bypass a singularity of the relativistic wave function
btained with the point-charge nucleus.
A direct use of the relativistic or scalar-relativistic densities
btained with the use of the point-charge nucleus should lead to
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and p1/2 Dirac one-electron wave functions near the nucleus
40,46,50,57]. In the basis set calculations, however, one may not
otice these singularities provided that the basis set does not
ontain extremely tight functions. Seemingly reasonable contact
ensities can be obtained in this way [58] with the use of common
asis sets. These results however should be accepted with a great
aution.
Theassumptionof constantdensity inside thenucleus is implicit
n Eq. (7). This assumption is valid only in the non-relativistic limit
40,57]. For a wave function obtained by a solution of the Dirac
quation, the large and the small components are not constant over
he nuclear volume. For s electrons in the ﬁeld of a point-charge
ucleus, both components vary in the vicinity of the nucleus as
L(r), s(r) ≈ r−1, where  =
√
1 − ˛2Z2 and ˛ is the ﬁne struc-
ure constant. Integration of the resulting density over the nuclear
olume leads to a power dependence of the quantumenergy shift
n the nuclear charge radius [40,59,60]:
E = CRk (9)
hich deviates from the quadratic dependence in Eq. (5). In Eq. (9),
is a function of the nuclear charge, of the contact density and
f the light velocity. For the exponent k, different estimates have
een obtained in the literature [40,59,60]. A straightforward appli-
ation of the ﬁrst-order perturbation theory with the perturbation
amiltonian (4) leads to Eq. (10)[40,59]:
= 2
√
1 − ˛2Z2 (10)
Dunlap [60] arguing that the solution of the Dirac equation with
he point-charge nucleus is singular and is not suitable for the use




1 − ˛2Z2 (11)
It should however be realized that both Eqs. (10) and (11), are
ased on the consideration of four-component relativistic wave
unction obtained for hydrogen-like atom. Inmany-electron atoms,
he dependence of the  quantum energy shift E on the nuclear
harge radius can be slightly different as a consequence of screen-
ng of the nuclear charge by other electrons. In any case, Eqs. (10)
nd (11) show that, for heavy elements, the dependence ofE on R
ay deviate considerably from the quadratic function and become
nearly) linear for heavy elements [60]. This may require a modiﬁ-
ation of Eq. (7) for these elements.
.3. Isomer shift as energy derivative
An approach alternative to the use of perturbation theory and
q. (7) was recently suggested in Ref. [61]. In this approach, a con-
ection between the physical origin of the Mo¨ssbauer isomer shift
nd theorigin of the isotope shift of the electronic energy termswas
xplored [62,63]. The interaction with the nucleus of a ﬁnite vol-
me results in the same energy shift of the electronic energy terms
s for the nuclear terms. Therefore, assuming that the electronic
ystem remains in the same eigenstatee of the electronic Hamil-
onian Hˆe during the Mo¨ssbauer nuclear transition, the energy shift
f the  quantum can be written as in
E = 〈e|Hˆe(V (e.s.)Ne )|e〉 − 〈e|Hˆe(V
(g.s.)
Ne )|e〉 (12)
(g.s.)here Hˆe(VNe ) is the electronic Hamiltonian, which includes the
lectron–nuclear attraction potential V (g.s.)Ne . The latter is the poten-
ial of a ﬁnite nucleus with the mean square charge radius of the
roundstate (g.s.) or theexcited state (e.s.) of thenucleus.Assuming
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earing in mind that the variation of the nuclear radius R during
he  transition is extremely small, (R/R) ≈ 10−4, one can replace
he energy difference in Eq. (12) with the derivatives with respect











(R)2 + · · · (13)
n Eq. (13), Ee(R) is the electronic energy calculatedwith the explicit
ccount of the nucleus of ﬁnite size speciﬁed by the charge radius
(Eq. (3)), and R0 is the experimentally measured charge radius
f the nucleus in the ground state (see, e.g. Ref. [45]). The energy
hift of the Mo¨ssbauer  transition is thus deﬁned as a change in
he electronic energy due to the variation of the nuclear radius.

















here only the lowest order derivatives are kept. Eq. (14) implies
hat the variation of the nuclear radius during the  transition is
ndependent of the electronic environment and R remains the
ame in the source and in the absorber nuclei. In practical calcula-
ions with Eq. (14), the electronic energies Ea(s)e (R) can be obtained
ith the use of a computational scheme which includes the effects
f electron correlation and relativity. Therefore, one is not bound to
sing non-relativistic self-consistent ﬁeld methods only as it was
one within the traditional approach to the isomer shift.
Although the new formula, Eq. (14), appears quite different from
he standard perturbational Eq. (7) there is a straightforward con-
ection between the two approaches. Under the assumptions that
i) the electronic energy is obtained variationally (that is, that the
ellmann–Feynman theorem applies), (ii) the nuclear charge dis-
ribution is represented by a uniformly charged sphere, and (iii)
he electron density inside the nucleus is constant, one obtains Eq.


























In Eq. (15), index i runs over all the electrons in the system, ri
s the distance between the center of the given nucleus and the ith
lectron, andH0(x) is theHeaviside step function,which guarantees
hat the integration in the second line of Eq. (15) is carried out
nside a sphere of radius R0 around the nucleus. Substituting (15)
n (14) one arrives at Eq. (7). Thus, under the assumptions (i)–(iii),
q. (14) conformswith the standard perturbational approach to the
o¨ssbauer isomer shift.
It should be realized that the assumptions (i)–(iii) are not
mplicit in Eq. (14) and that the applicability of the method based
n Eqs. (12)–(14) is not restricted to the quantum chemical com-
utational methods based on the variational principle alone, such
s the Hartree–Fock method or the Kohn–Sham (KS) density func-
ional theory (DFT) methods. The new approach to the calculation
f the isomer shift is based on the reciprocal character of the
lectron–nuclear interaction and can be applied with any exist-
ng quantum chemical method including the methods based on
any-body perturbation theory, such as the Møller–Plesset (MP)
erturbation theory [64] or coupled cluster (CC) methods [65].
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Table 2
Theoretical models of nuclear charge distributions employed in quantum chemical calculations (see Ref. [45] for detail)
Model Nuclear charge density Electron–nuclear attraction potential
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T = 2.30 fm
ote, that the proper application of the traditional approach based
n Eq. (7) in combination with perturbational quantum chemical
ethods requires the use of the so-called relaxed density matrix
the density matrix which includes the orbital response, Ref. [66]),
hich is currently not routinely available for the multi-reference
xtensions of themany-body perturbation theory, such as the com-
lete active space second order perturbation theory (CASPT2) or
he multi-reference coupled cluster methods. The use of density
atrices without the orbital response leads to incorrect densities
67,68].
In practical application of the approach based on Eq. (14), the
erivatives ∂Ee(R)/∂R are calculated by numeric differentiation of
he electronic energy with respect to the nuclear radius [61,69].
n this way, the necessity to compute the relaxed density matrix in
Pn or CC calculations is bypassed,whichmakes the newapproach
ore universal. It has been found in Ref. [61], that the contri-
ution of higher-order terms in the isomer shift is of the order
f 0.01% for atomic tin (Z = 50). According to Eqs. (9)–(11), the
elative contribution of higher-order terms should become even
eaker in heavier elements. Therefore, keeping only ﬁrst deriva-
ives ∂Ee(R)/∂R in Eq. (14) is a reasonably good approximation.
Formally, Eq. (14) can be brought to the form of Eq. (7) if one










he so-deﬁned effective density ¯e can be used as an analog of the
onventional contact density in Eq. (7). The numeric tests carried
ut in Ref. [61] show that the so-deﬁned density (16) is in a very
ood agreement with the contact density obtained from the scalar-
elativistic wave function by averaging respective density within a
phere of ﬁnite radius R0 around the nucleus.
The described approach can be used with any model of nuclear
harge distributions, where the most widely used models are sum-
arized in Table 2. In Refs. [61,69], theGaussian charge distribution
see Table 2)was employed in the numeric calculations. The advan-
age of this model is that the analytic formulae for the molecular
ntegrals are easily available. It has been argued [61], that the use of
ifferent nuclear models should not lead to signiﬁcant differences
n the results as long as the model reproduces the second moment
R2〉 of the nuclear charge distribution correctly. The difference in
he total energies and in orbital energies of atomsobtainedwith the
se of relativistic four-component formalism with all three models
isted in Table 2 was studied by Visscher and Dyall [45] and was
ound to be sufﬁciently small, 10−3%, even for an element as heavy





o. Interpretation of Mo¨ssbauer isomer shift
From the theoretical interpretation presented in the previous
ection, the isomer shift  can be represented as a product of
urely atomic quantity (the contact energy difference) and a purely
uclear quantity (the fractional variation of the nuclear charge
adius), see Eq. (7). Currently, none of the two quantities can be
btained in the direct experimental measurements [70].
The linear relationship between the contact density and isomer
hift is often put in the form:
= ˛(0) + C (17)
here ˛ is the calibration constant which absorbs all parameters
f the nuclear  transition in Eq. (7) and (0) is the (relativisti-
ally corrected) contact density. Note that the isomer shift is a
elative quantity, which is determined for a chemical compound
with respect to another compound j, and Eq. (17) can be rewritten
s
i − ıj = ˛(i(0) − j(0)) (18)
n which the additivity constant C is cancelled. Thus, the numeric
alue of the calibration constant ˛ (cf. Eqs. (7) and (17)) and the
ractional nuclear charge radius R/R (cf. Eqs. (14), (16 and (17))
lay crucial role in the interpretation of Mo¨ssbauer experiments.
urrently, these values cannot be obtained without information on
he contact densities calculated with the help of quantum chemical
ethods.
.1. Nuclear structure parameters
Besides interpretationofMo¨ssbauer experimental data, the cali-
ration constant˛provides estimates for the parameters of nuclear
tructure, speciﬁcally for the fractional nuclear charge radiusR/R.
n a nuclear isomeric pair, the charge (as well as the matter) radius
f the ground state is known rather accurately [44]. However, direct
xperimental information on the radius of the excited states of
uclei (and of the fractional nuclear charge radius R/R) is cur-
ently not available.
In principle, the fractional charge radii can be calculated with
he use of models of nuclear structure [41]. Theoretical modeling
f the nuclear structure within four-component relativistic mean-
eld theory was quite successfully applied to the calculation of
round state properties, masses and charge radii of various nuclei
71]. However, these models rely primarily on the use of effec-
ive nucleon–nucleon interaction potentials which depend on a
et of empirical parameters [72,73]. The ﬁrst principles derivation
f these interaction potentials from quantum chromodynamics is
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urrently not feasible. Thus, in modeling nuclear structure, a com-
lementary information which can be obtained from Mo¨ssbauer
easurements (and related methods) plays an important role
40–42]. Through the use of Eqs. (7) and (17) in combination with
he results of accurate quantum chemical calculations of the con-
act densities, accurate values of the fractional nuclear charge radii
R/R can be obtained [40,42,49,50,74].
.2. Internal conversion and lifetime measurements
Besides theoretical calculations, complementary informationon
he contact densities can be obtained in the measurement of the
nﬂuence of the chemical environment on the internal conver-
ion electron spectra and on the lifetimes of radioactive (isomeric)
uclei [70,75]. In the internal conversion experiments, an electron
ound in a speciﬁc electronic shell with the binding energy En′k′
s emitted with the kinetic energy of Te = E − En′k′ as a result of
nternal conversion of the quantumwith the energy E. The prob-
bility ˛n′k′ of emission from a speciﬁc shell is proportional to the
lectronic density n′k′ (0) at the nuclear position for the given shell
70]. Thus, the internal conversion electron spectra give access to






















The total contact density inﬂuences the lifetime of the isomeric
tates of nuclei, such that the information on the relative variation
f the total contact density (0) with the chemical environment
an be accessed through the nuclear excited state lifetime mea-
urements. Measurements of the isomer shift in muonic atoms
an also provide an additional set of data on the ratios of the
ractional variations in the 〈R2〉 (or R/R) in different nuclear 
ransitions [75,76]. However, these experiments can only provide
n information about the relative variations of contact densities
or partial contact densities n′k′ (0)) and not about the absolute
alues of contact densities. Thus, to complete the information nec-
ssary for the interpretation of Mo¨ssbauer spectra one should rely
n the results of quantum chemical calculations of the contact
ensities.
.3. 57Fe isomer shift
The best-studied Mo¨ssbauer nucleus is 57Fe, in which the
o¨ssbauer effect is due to the 14.4 keV M1 transition. This nucleus
ccurred to be extremely difﬁcult for theoretical nuclear structure
odeling [40,41]. Theﬁrst estimateof−1.8 × 10−3 for the fractional
harge radius R/R in 57Fe isomeric pair was provided by Walker
t al. [39] from the interpretation of Mo¨ssbauer isomer shifts in a
eries of iron compounds. The negative value ofR/R implies that
he charge radius of the ground state is greater than the radius of
he excited state of the nucleus. This unusually large variation in
he nuclear charge radius was attributed to zero-point oscillations
f the nuclear core [40,41].
Over the years, this value ofR/Rwas corrected on the basis of
ew experimental data and theoretical calculations. The accuracy
f the calculated contact densities inﬂuences strongly the value of
hecalibrationconstant˛and theestimated fractional radiusR/R.
rom a compilation of the results of early quantum chemical calcu-
ations on atomic iron and on iron compounds presented by Duff
74], no convergence to a speciﬁc value of R/R can be seen (see
ig. 1). Fig. 1presents a compilationofvaluesof the fractional charge
adius of 57Fe nucleus reported by Duff [74] and in later works by




iig. 1. Fractional charge radius 103 × (R/R) of the 57Fe nucleus as obtained in the
ast four decades from the interpretation of Mo¨ssbauer isomer shift.
somer shift were analyzed by Oldﬁeld and co-workers [77] who
uggested a “consensus” value of −0.267 ± 0.115 for ˛(57Fe). The
arge error bars in this value indicate the lack of convergence in the
alibration.
The early attempts to interpret the Mo¨ssbauer isomer shift
ere based primarily on the use of densities obtained in the four-
omponent relativistic calculations on bare atoms and cations. In
olecular calculations, the atomic densities for the core electrons
ere combined with the densities obtained for the valence elec-
rons in simpliﬁed semi-empirical calculations on iron-containing
ompounds [78,79]. In these calculations, the contribution of the
ore electrons was kept frozen and independent on the chemical
nvironment. The so-obtained contact densities showed a rea-
onably good linear correlation with the isomer shifts for certain
ompounds however there were spectacular failures in some other
ases, such as BaFeO4[78]. Besides that, often the results of cal-
ulations on a few molecules only were employed to derive the
alibration constant ˛ (andR/R).
Furthermore, the neglect of inﬂuence of chemical environ-
ent on the core electrons may lead to incorrect results. This
as suggested by the experimental measurements on atomic iron
mbedded in different host metals. From comparison of the results
f lifetimemeasurements of isomeric 57Fe nuclei in different chem-
cal environments with measurements of the internal conversion
robabilities for the same systems, it was found that the varia-
ion of contact density is strongly inﬂuenced by the inner shells of
ron [70]. The discrepancy between the two sets of measurements
as sufﬁciently large: (0) = 8.2 ± 2.2 bohr−3from the lifetime
easurements and 1.3 ± 0.5 bohr−3from the conversion electron
pectra [70]. Such a difference could not be explained, if the con-
ribution of the core electrons were constant and independent on
he environment. These results clearly demonstrated limitations
f the semi-empirical approach adopted for the interpretation of
o¨ssbauer measurements [78].
Later, all-electron ab initio self-consistent ﬁeld calculations
n molecular models of solids and on matrix-isolated molecules
ere started [30,31,51,80] with the purpose of interpretation of
o¨ssbauer isomer shifts. These calculations relied primarily on the
on-relativistic self-consistent ﬁeld formalism. The effect of rela-
ivity has been introduced through the use of relativistic scaling
actors S′(Z) in Eq. (7). Most often, this factor was assumed inde-
endent on the electronic conﬁguration of the atom. However, it
as been noticed that the ratio of relativistic and non-relativistic
ontactdensitiesdependson theelectronic conﬁguration [50] anda
′imple empirical formula relating S (Z)with the orbital populations
as suggested [51].
The effect of electron correlation on the contact densities in
series of matrix-isolated iron-containing molecules was studied
n Refs. [30,31,51]. In these works, Møller–Plesset many-body per-













































































(ig. 2. Calculated electron contact density compared to experimental isomer shifts
orrected HF method. The densities obtained with relativistically corrected MP2 me
urbation theory up to fourth order was used. It was found that,
n spite of a decisive effect of electron correlation on the relative
nergies of the studied molecules, the effect of electron correlation
n the calculated contact densities was rather weak. Note how-
ver that, in these works, the total densities were obtained without
nclusion of the orbital relaxation, which is important for obtaining
ccurate density matrices in the computational methods violating
ellmann–Feynman theorem [66–68].
Recently [61,69], the effect of electron correlation on the calcu-
ated Mo¨ssbauer isomer shift in a series of iron compounds was
tudied with the help of a new approach described in Section 2.3.
ithin this approach, the isomer shift (and the contact density)
s obtained by differentiation of the total electronic energy with
espect to the radius of ﬁnite nucleus as in Eqs. (14) and (16). Thus,
he necessity to compute relaxed density matrix in connection
ith advanced quantum chemical methods is avoided. Although a
arametrization of the calibration constant ˛was not attempted in
efs. [61,69], the available information enables one to parametrize
(and R/R) for 57Fe. In Fig. 2, the results of relativistically cor-
ected (with the scalar-relativistic effects included) Hartree–Fock
nd MP2 calculations [61,69] on a set of iron-containing clusters
nd molecules standardly used [77,80–82] for the parametrization
f 57Fe isomer shift are presented. Linear regression analysis shows
learly that the inclusion of electron correlation has a noticeable
ffect on the calibration constant, ˛HF(57Fe) = −0.193 ± 0.017a30
m s−1 and˛MP2(57Fe) = −0.244 ± 0.009a30 mms−1, and the qual-
ty of correlation between the calculated contact density and the
xperimental isomer shift, r2HF = 0.929 vs. r2MP2 = 0.984. These val-
es of ˛(57Fe) are in agreement with the calibration constants
btained in earlier works by Trautwein et al. (−0.249 ± 0.025) [79]
ndNieuwpoort et al. (−0.22 ± 0.02) [80]. It has also beenobserved
n the HF, MP2, and CCSD(T) calculations on a set of coinage metal
toms [61] that the electron correlation has a strong effect (up to
0%) on the density differences between different states of atoms.
hus, the use of a universal value for the relativistic scaling factor
′(Z) may lead to inaccurate results.
Density functional theory furnishes another approach to include
he effect of electron correlation in quantum chemical calcula-
ions. Density functional methods are known to include correlation
ffects by construction, albeit in an approximate and model way.
here exists a large variety of approximate density functionals
hich enable one to obtain results of acceptable accuracy for




bn clusters and molecules. Panel (a) shows the density obtained with relativistically
are shown in panel (b). Cited from Refs. [61,69].
ethods related to density functional theory, such as the X
ethod [83], were employed for the interpretation of Mo¨ssbauer
pectra for a long time [84–89], the use of more accurate density
unctional approaches in these calculations was initiated relatively
ecently [56,58,77,81,82,90–92].
Density functional calculations of molecular models of solids
58,77,81,82,90–92] as well as band structure calculations [55,56]
ave been employed to obtain the contact densities in iron com-
ounds. Large sets of iron-containing species have been used in
he calculations to reduce the dependence of the calibration con-
tant on the choice of the training set of compounds. However,
n spite of the calibration on large sets of compounds, these cal-
ulations were not capable to deliver a converged value for the
alibration constant ˛. The numeric value of ˛ (and of R/R)
hows strong dependence on the choice of the particular den-
ity functional and the basis set employed in the calculations and
an vary by as much as 20–30%. Thus, the values in the range
0.253 to −0.367a30 mms−1 were obtained by different authors
or the calibration constant ˛ of 57Fe, which leads to the val-
es of R/R varying in the range −0.89 × 10−3 to −1.30 × 10−3
56,77,81,82]. It should be noticed however that modern den-
ity functionals do not correctly describe the electron–electron
nteraction potential in the vicinity of nucleus. The potential gen-
rated by the gradient corrected density functionals is divergent
ear the point-charge nucleus [93], which may lead to deterio-
ation of the contact densities obtained with these functionals
69].
.4. Isomer shift of 119Sn and other Mo¨ssbauer nuclei
Besides 57Fe the fractional charge radii have been determined
or a number of other Mo¨ssbauer nuclei. One of the most well
nvestigated cases is the 119Sn nucleus. Nuclear structure models
ielded, for the 23.87keV M1 transition in 119Sn nucleus, a value
f the fractional charge radius varying between 1.1 × 10−4 [94]
nd 0.76 × 10−4. [41] Initially, there was a disagreement on the
ign ofR/Rwith some works predicting negative value forR/R
−2.5 × 10−4) [95]. This controversy was later resolved in favor of
he positive value of the fractional charge radius [4].
Similarly to 57Fe, there is a large spread in the values of the frac-
ional charge radius determined for 119Sn with the use of different
ethods. As shown in Fig. 3, the values of R/R of 119Sn range
etween a value of 3.3 × 10−4 [96] obtained from internal con-































































1ig. 3. Fractional charge radius 104 × (R/R) of the 119Sn nucleus as obtained in the
ast four decades from the interpretation of Mo¨ssbauer isomer shift.
ersion electron spectra and a value of 0.69 × 10−4 [97] obtained
rom interpretation of the electron capture experiments on 113Sn
ucleus.
Quantum chemical calculations undertaken on tin compounds
ed to values of R/R clustering around 1.8 × 10−4. Typically,
calar-relativistic quantum chemical formalism was employed for
he interpretation of 119Sn Mo¨ssbauer data. In these calcula-
ions, the contact density was obtained from averaging of the
calar-relativistic totaldensityobtained in solid-stateXorDFTcal-
ulations inside a sphere of nuclear charge radius [52,53,98–104].
imilarly to the case of 57Fe, majority of these calculations have
een carried out for a few compounds of the target element. Later,
n works by Svane et al. [53] and Lippens [105] a parametrization of
he fractional charge radius of 119Sn against an extended set of tin
ompounds was undertaken. A value of (1.72 ± 0.04) × 10−4 was
btained in Ref. [53] forR/R of 119Sn. This value is consistent with
he estimates obtained from the analysis of Mo¨ssbauer data in Refs.
105,106].
Calibration constants ˛ and fractional charge radii R/R for
everal Mo¨ssbauer nuclei are collected in Table 3[107–112]. In
etermination of these parameters, the results of quantum chem-
cal calculations of the contact densities (0) or partial contact
ensitiesn′k′ (0) have beenused in the interpretation ofMo¨ssbauer
nd internal conversion experiments. It should be realized that the
ccuracy of these data relies critically on the accuracy of the quan-
um chemical calculations. In view of considerable improvement in
he predictive power of quantum chemical methods, the constants











7Fe 14.4 (−0.82 ± 0.07) ×
(−0.885 ± 0.090)
(−0.78 ± 0.07) ×
(−0.948 ± 0.408
1Ni 67.4 (−0.27 ± 0.13) ×
7Zn 93.3 (7.0 ± 1.0) × 10−
19Sn 23.8 (1.72 ± 0.04) × 1
21Sb 37.15 (−10.4 ± 1.0) × 1
−12.36 × 10−4
25Te 35.46 (0.853 ± 0.115) ×
0.8 × 10−4
27I 57.6 −3.4 × 10−4
29I 27.8 4.3 × 10−4
4.18 × 10−4
4.1 ± 0.1 × 10−4
97Au 77.3 1.4 ± 0.3 × 10−4ig. 4. Relation between isomer shift and the number of 3d electrons for different
umber of 4s electrons in 57Fe. Reproduced from Ref. [113].
. Theoretical modeling of isomer shift
After the ﬁrst observation of the isomer shift in-Fe2O3 by Kist-
er and Sunyar [37], it soonbecameapparent that the isomer shift
rovides informationon theelectronic conﬁgurationof the resonat-
ng atom and its chemical environment. Theoretical models relate
he changes in  with the electron density at the nucleus [38,39],
hich is inﬂuenced by the factors such as the oxidation and spin
tate of the Mo¨ssbauer atom, covalent bonding to the surrounding
toms (ligands), and the geometry of the coordination sphere of the
esonating atom.
.1. Free atomic ion models
The ﬁrst theoretical interpretation of the 57Fe isomer shift by
alker et al. [39] related variations in the contact density (0) to
he populations of the atomic d and s orbitals in the given oxidation
tate of iron. Because high-level all-electron quantumchemical cal-
ulations on molecules were not yet available, the results of atomic
alculations on a number of oxidation states of iron were used to
xplain the variations in the 57Fe isomer shift. Later, this relation-
hipwasextendedbyBradyet al. [113]byadding someextrapolated
heoretical and experimental data. A diagram, which related the
7Fe isomer shift with the number of atomic s and d electrons was
evised [113]. In Fig. 4, the so-obtained relationship between iso-
er shift and the number of 3d electrons in 57Fe atomic species is
eproduced from Ref. [113].
The variations of the contact density in 57Fe have been initially
nterpreted as dominated by the contribution of atomic 3s elec-




10−3 −0.23 ± 0.02 [74]
× 10−3 −0.249 ± 0.025 [79]
10−3 −0.22 ± 0.02 [80]
) × 10−3 −0.267 ± 0.115 [77]
10−4 (−1.8 ± 0.9) × 10−3 [107]
4 0.039 ± 0.006 [100]
0−4 0.092 ± 0.002 [53]
0−4 −0.368 ± 0.035 [100]
−0.4376 [131]





0.211 ± 0.005 [110,111]
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hus, removal of a 3d electron should lead to a weaker screen-
ng and to an increase of the contact density. The contact density
ncreases also upon addition of a 4s electron [39,113]. Because of
he negative fractional charge radiusR/R of 57Fe, the increase in
he contact density results in a negative isomer shift. In this way,
n interpolation formula for the isomer shift  as a function of the
fractional) occupation numbers of the atomic valence orbitals was
esigned and parametrized on the basis of comparison with the
xperimental data [114,115].
.2. Molecular and cluster models
The ﬁrst molecular calculations of the isomer shift were car-
ied out by Trautwein and co-workers [78,79,116–120]. Because of
omputational restrictions, these calculations employed an itera-
ive Hu¨ckel method combined with a semi-empirical conﬁguration
nteraction treatment of the open-shell species. Within such an
pproach, the contributions of the inner atomic orbitals into the
ontact density (0) could not be directly obtained and one had
o resort to the use of the densities of the core s orbitals at the
ucleus obtained in the atomic self-consistent ﬁeld calculations.
or the sub-valence (3s, in the case of iron) orbitals, the orthogonal-
ty corrections of the type suggested in Ref. [121] were employed.
he contributions of deeper core s orbitals were kept constant. This
rocedure, however, was criticized by Duff [74] for neglecting the
mportant orthogonality corrections with the deeper core orbitals,
s–3s orthogonality in the case of iron.
Duff was probably the ﬁrst to carry out an all-electron molec-
lar self-consistent ﬁeld calculation of the contact density for the
nterpretation of isomer shift [74]. The ﬁrst computational work on
he cluster FeF3−6 [74] was soon followed by the work of Nieuw-
oort et al. [80] who studied a series of small cluster models of
ron compounds and found a good linear correlation between the
heoretical contact densities and the experimental isomer shifts.
lthough, in these calculations, a number of negatively charged
lusters with the total charge up to -4 were considered, the effect
f the crystalline environment on the calculated contact densi-
ies was found to be negligibly small [80]. The all-electron ab
nitio calculations were found to yield results closer to experimen-
al data than the semi-empirical methods based on the iterative
u¨ckel theory or the self-consistent charges X (SCC-X) method
122].
Early calculations of isomer shift were based on the use of the
ontact densities obtained in self-consistent calculations, which
eglect effect of the electron correlation. Calculations of the con-
act densities in small iron molecules, which included the electron
orrelation via the use of Møller–Plesset many-body perturbation
heory up to the fourth order, were undertaken in Refs. [30,31,51]
ith the purpose of interpretation of Mo¨ssbauer measurements on
atrix-isolated iron compounds. In these calculations, it has been
ound that the effect of electron correlation on the contact den-
ities is insigniﬁcant. However, the orbital response contribution
nto the density matrix was not taken into account in these cal-
ulations. This contribution is important for obtaining the correct
ensity matrix and the ﬁrst-order response properties in quantum
hemical methods based on many-body perturbation theory or in
runcated conﬁguration interactionmethods [66–68]. Later, in a set
f calculations on a series of iron-containing complexes and vari-
us charge and spin states of coinage metal atoms carried out in
ef. [61] with the use of the method described in Section 2.3, it was
ound that the electron correlation makes a non-negligible con-
ribution into the contact densities and isomer shifts. The results
btained in Ref. [61] with the use of the MP2 method show consid-
rably better correlation with the experimental isomer shifts than
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.3. Density functional and ab initio calculations
The use of modern methods based on density functional theory
DFT) for the investigation of Mo¨ssbauer isomer shift was initiated
elatively recently. It should be noted that density functional the-
ry in the form of Xmethod, which has been suggested by Slater
t al. [83] as an approximation to the Hartree–Fock method, has
een applied by several authors to the investigation of Mo¨ssbauer
arameters already in 1970s [84–86,103,104]. More accurate den-
ity functional methods were ﬁrst used in the works of Oldﬁeld
nd co-workers [77] and Noodelman and co-workers [91,92] who
pplied these methods to the investigation of Mo¨ssbauer param-
ters of organometallic and bio-organic iron compounds. These
nitial calculations have demonstrated utility of density functional
ethods for understanding of relationships between the elec-
ronic structure of complex biological molecules and the observed
arameters of Mo¨ssbauer spectra. These initial applications of DFT
ethods have been extended in theworks of Neese and co-workers
58,81,90] and Nemykin and co-workers [82].
An analysis of the results of density functional calculations of
he isomer shift shows [81] that the traditional interpretation of
he trends in terms of the orbital populations is not completely
eliable. In the traditional interpretations it is assumed: (i) that
he variations in the 3s shell of iron dominate the variations in
he contact density and the isomer shift; (ii) that the 3d orbitals
nﬂuence the isomer shift via screening of the 3s and 4s electrons;
nd (iii) that the 4s shell inﬂuences the isomer shift via its pop-
lation. In contrast with these assumptions, it has been found by
eese [81]: (a) that the 57Fe isomer shift is largely (up to 70%) dom-
nated by the contributions from valence orbitals (that is 4s and 3d
rbitals) and the contribution of the 3s shell is relatively minor; (b)
hat the population of the 4s orbital of iron does not correlate with
he trend in the contact density and isomer shift; and (c) that the
alence contribution to the isomer shift is inﬂuenced by covalency
ffects, molecular geometry and the screening due to 3d electrons
hich alters the shape of the 4s shell. It was emphasized that the
ctual populations of the iron 3d orbitals are quite different from
he formal valencies of iron atoms in compounds. Therefore, sim-
le arguments based on the crystal ﬁeld picture should be accepted
ith caution [81].
A similar conclusion about the role of covalency effects and
olecular geometry for the 57Fe isomer shift has been recently
eached on the basis of the complete active space self-consistent
eld (CASSCF) investigation of the isomer shift in a series of iron
omplexes [123]. Analysis of the CASSCFwave functions carried out
n terms of localized orbitals demonstrated that the greatest differ-
ntial effect on the isomer shift originates from the contribution
f the tails of the ligand-dominated orbitals. A linear correlation
etween the isomer shift and the difference between the formal
xidation degree of iron atom and its actual computed charge was
bserved. Such a correlation suggests a relationship between the
somer shift and the Fe–ligand bond covalency [123] thus sup-
orting the conclusions reached on the basis of density functional
alculations [81].
In density functional studies, it has been observed that the cali-
ration constant ˛, in Eqs. (7), (17), and (19), depends of the choice
f theatomicorbital basis set andon thechoiceofdensity functional
mployed [58,77,81,82,90–92,124–130]. It has been suggested that,
or every combination of basis set and approximate density func-
ional, an individual value of the calibration constant should be
btained [81,82]. Such a semi-empirical approach, however suc-
essful can it be, does not allow for a determination of the nuclear
transition parameters from ﬁrst principles [81].
In Ref. [69], the question of applicability of density functional
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ddressed with the help of the approach described in Section 2.3. It
as been found that with the use of a single calibration constant ˛,
hich has been adopted from the Ref. [6], the isomer shifts calcu-
ated with a variety of methods ranging from ab initio HF and MP2
ethods to hybrid HF/DFT density functionals show reasonably
ood correlationwith the experimental values [69]. The correlation
ith the experiment improveswith the increase in thebasis set size
nd with the inclusion of electron correlation in ab initio methods.
he best results have been produced by the hybrid HF/DFT density
unctionalswith relatively large fractionof theHFexchange, such as
he BH&HLYP functional. Relatively poor performance of pure den-
ity functionals, such as BLYP,was explained as originating from the
ivergence of the Kohn–Sham potential generated by these func-
ionals near the nucleus [93]. Thus, a single calibration constant
can be employed in theoretical modeling of isomer shift for the
iven element, the value of which can be obtained in the high-level
b initio calculations with inclusion of the electron correlation.
.4. Inclusion of relativistic effects
In the calculations on iron (as well as on some other ele-
ents), the non-relativistic quantum chemical formalism is
sually employed in connection with the cluster approach
77,80–82,85,86,88,89,103,104,124–130]. The so-obtained contact
ensities are corrected for relativistic effects with the use of scal-
ng factor S′(Z). It has been argued that the use of this factor in the
alibration procedure is unimportant [81], because S′(Z) has the
ame value for all compounds of the given element. It should be
ealized however, that the universality of the scaling factor for a
iven element was postulated in early works on the isomer shift
40]. Later, it has been found that the relativistic scaling factor is
ifferent for different charge and spin states of the same atom [50]
nd an empirical formula relating S′(Z) to the occupation numbers
f the atomic orbitals was suggested [51].
Direct inclusion of relativistic effects in molecular calculations
as been attempted in Refs. [58,61], and [69] and quite different
onclusions have been drawn in these works. In Ref. [58], it has
een argued that the inclusion of relativistic effects did not bring a
oticeable improvement and that the contact densities can be cal-
ulated within the non-relativistic formalism. It should be noted
hat the contact densities in Ref. [58] were obtained as the density
t the nuclear position (0), which in case of relativistic formalism
hould lead to a divergent result [40,46]. This divergence may not
e noticed in the calculations which employ standard basis sets
omposed of functions regular at the nuclear position. However,
hysical meaning of the so-obtained results can be questioned. A
ifferent conclusion on the role of relativistic effects was reached
n Refs. [61] and [69] where the approach described in Section 2.3
as employed. On the basis of comparison between the relativistic
nd the non-relativistic isomer shifts obtained with the use of the
ame formalism, it was found that inclusion of relativity is impor-
ant for obtaining accurate results frommolecular (cluster)models.
t is noteworthy that scalar-relativistic solid-state calculations are
outinely carried out in the study of Mo¨ssbauer parameters of crys-
alline solids [53,55,56,87,100–102,105,106,131].
.5. Solid-state calculations of isomer shift
The inclusion of solid-state effects into the 57Fe isomer shift cal-
ulation was undertaken in Refs. [55,56,87]. In these works, the
calar-relativistic solid-state calculationsonanumberof crystalline
ron compounds have been carried out. The contact densities were
btained by averaging of the calculated density inside a sphere of
he nuclear charge radius. Although very similar computational
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es for the calibration constant ˛(57Fe) were obtained: a value
f −0.22a30 mm s−1was obtained in Ref. [87] and a value of
0.291a30 mms
−1 was reported in Ref. [56]. This difference can
ost likely be attributed to the use of different density func-
ional methods in the two works and to the use of small sets of
ompounds for the calibration. Interesting to note, that the value
= −0.291a30 mms−1obtained by Wdowik and Ruebenbauer [56]
s fairly close to the values obtained by Oldﬁeld et al. [77] in den-
ity functional calculations on cluster models of solids. Therefore,
he role of solid-state effects for calibration of the isomer shifts is,
robably, not very signiﬁcant.
Computational modeling of the isomer shift for other nuclei has
volved in time along similar route as for 57Fe. Thus, early attempts
oncentrated on the calculations for free ions carried out at the
evel of the Hartree–Fock (or Dirac–Fock) method or of the X
ethod. An overview of the early works on the Mo¨ssbauer spec-
roscopy of 119Sn, 121Sb, 125Te, 127,129I, 129Xe, and some rare earth
lements, such as 151Eu, can be found in Ref. [132]. These early
orks resulted in a number of empirical relationships between
he occupation numbers of the valence orbitals of resonating
tom and its isomer shift. At a later stage, calculations on clus-
er models [103,104,133–138] as well as solid-state calculations
53,100–102,105,106,131] have been carried out.
For 119Sn nucleus, recent calculations of Svane et al. [53] which
ave been carried out with the inclusion of scalar-relativistic and
olid-state effects on a broad range of tin crystalline compounds
ave produced a value of 0.092 ± 0.002 for the calibration constant
. This value is in a reasonable agreement with ˛ = 0.084 ± 0.007
btained by Guenzburger and co-workers in cluster calculations
88,89,104]. The proximity of the results of two different sets of
alculations (solid state and cluster) indicates that the role of solid-
tate effects can be not very signiﬁcant and that one can safely use
easonable cluster models of solids. Such a conclusion is in agree-
ent with the observations about minor importance of crystalline
nvironment for the isomer shift made on the basis of quan-
um chemical calculations [80] and experimental observations on
atrix-isolated molecules. In the latter case, it has been observed
xperimentally that the isomer shifts in matrix-isolated molecules
eF6 and TeCl4 are nearly identical to the shifts of the respective
ondensed compounds [132].
Although accurate calculations of tin calibration constant car-
ied out at the solid-state level and at the molecular level have
eached a reasonable degree of convergence, the question of the
recise numeric value of ˛(119Sn) does not seem to be completely
ettled. In a set of calculations, carried out in Ref. [138] on a number
f cluster models of tin chalcogenides a quite different value for the
alibration constant ˛ = 0.112 [139] has been obtained. The latter
alculations have been carried out at the non-relativistic level with
he use of local density approximation within DFT. The difference
n the parametrized values of the calibration constant underlines
he necessity to carry out the isomer shift calibration on a repre-
entative set of compounds of a given element and with the use of
igh-level ab initio calculations with the inclusion of both relativis-
ic and electron correlation effects.
. Perspective
An important feature of Mo¨ssbauer spectroscopy and related
ethods, such as time-differential perturbed angular correlation
pectroscopy [24] and methods based on scattering of synchrotron
adiation [17–23], is that these methods provide information about
he electronic structure of materials on an atomic scale. Informa-
ion on the local chemical environment of the resonating nucleus
s provided by the isomer shift of a nuclear transition energy. This
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esonating atom, by covalency effects and geometry of the local
oordination sphere [3,5–7].
Further advancement of theMo¨ssbauer techniques requires that
he following important aspects have to be addressed: (i) First, the
uclear structure parameters, such as the fractional charge radii
R/R, which determine the relationship between the observed iso-
er shift and the electron contact density (see Eqs. (7), (17) and
18)), need to be accurately determined to allow a reliable determi-
ation of the electronic structure parameters from the measured
elocities. (ii) The interpretation of the observed trends in the iso-
er shift requires gainingknowledgeon theways inwhich the local
hemical environment inﬂuences the parameters of Mo¨ssbauer
pectra. Addressing these points is impossible without accurate
heoretical calculations of Mo¨ssbauer parameters.
The latter task is especially challenging for the quantum chem-
cal methods, because it requires the inclusion of effects such as
elativity and electron correlation.Ab initio calculations over awide
ange of chemical environments have to be carried out for reliable
alibration of Mo¨ssbauer spectroscopy parameters and determi-
ation of universal, method-independent constants [53]. In this
espect, development of the ﬁrst principles approaches, which go
eyond the traditional perturbational treatment of isomer shift and
ncorporate inherently the aforementioned effects of relativity and
lectron correlation, should lead to a substantial progress towards
more accurate theoretical interpretation of Mo¨ssbauer spectra. In
ombination with the high-level computational approaches to the
alculation of other nuclear parameters, such as quadrupole split-
ing [140–149] and hyperﬁne splitting constants [150–152], these
evelopments will ultimately lead to a full theoretical characteri-
ation of Mo¨ssbauer spectra and to deeper understanding of their
elationship with the electronic structure of materials.
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