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Resumen
En este artículo se presenta una nueva téc-
nica que permite evaluar sistemas conver-
sacionales mediante la simulación de las
interacciones que realizan los usuarios de
los mismos. Creemos que la técnica puede
ser útil para conocer aspectos de los siste-
mas conversacionales que se deben mejo-
rar antes de que se encuentren operativos
en condiciones reales. Utilizando esta téc-
nica, se ha evaluado el funcionamiento de
un sistema conversacional desarrollado en
nuestro laboratorio, el cual se encuentra en
fase experimental actualmente. La evalua-
ción se ha realizado considerando diversas
condiciones de ruido. Los resultados obte-
nidos muestran que el uso de una técnica
de compensación de ruido mejora el fun-
cionamiento del sistema. La técnica pro-
puesta ha permitido detectar errores de la
estrategia utilizada por el sistema para pro-
cesar las confirmaciones de los usuarios.
1. Introducción
Los sistemas conversacionales (también cono-
cidos como sistemas de diálogo) son unos
sistemas basados en el procesamiento de la voz
humana cuya finalidad es proporcionar diver-
sos tipos de servicios a los usuarios mediante
el habla [1], [2], [3]. Estos sistemas utilizan
principalmente las tecnologías de reconoci-
miento de voz, comprensión del lenguaje natu-
ral, gestión del diálogo y generación de voz. El
incremento en el uso comercial y en la sofisti-
cación de estos sistemas ha originado la nece-
sidad de desarrollar nuevas técnicas que faci-
liten el desarrollo y la evaluación de los mis-
mos. Por ejemplo, una técnica muy utilizada
durante las fases iniciales de desarrollo es la
denominada Mago de Oz (Wizard of Oz) [4].
Cuando se usa esta técnica, los diseñadores
hacen creer a usuarios de test que están ha-
blando con sistemas inteligentes automáticos,
pero realmente son operadores humanos quie-
nes deciden las respuestas de los sistemas y
dirigen la conversación en cada momento. Esta
técnica es útil pues permite evaluar desde el
principio el funcionamiento de los sistemas y
probar nuevas ideas [5].
2. Generación automática de diálogos
En la bibliografía pueden encontrarse diversos
trabajos que hacen referencia a técnicas de
simulación para desarrollar sistemas basados
en el procesamiento de la voz. Por ejemplo, en
[6] se presenta una técnica que permite evaluar
algoritmos de reconocimiento de voz usando
simulaciones de datos de voz. En el trabajo de
referencia, los datos se obtienen a partir de
modelos acústicos y frases arbitrarias en for-
mato de texto. Por otra parte, en [7] se presenta
una técnica de simulación para aprender estra-
tegias de diálogo. Esta técnica se basa en el uso
de un modelo estocástico que recibe el estado
del diálogo y el prompt (petición de informa-
ción) del sistema conversacional, y produce
una representación semántica idéntica a la que
podría provenir de una frase generada por un
usuario del sistema.
   La nueva técnica de evaluación propuesta en
este artículo también está basada en una técni-
ca de simulación. Concretamente, está basada
en el uso de un segundo sistema conversacio-
nal denominado simulador, cuya finalidad es
comportarse de forma similar a como lo harían
los  usuarios del sistema conversacional que se
desea evaluar. La idea consiste en utilizar el
simulador para generar automáticamente diá-
logos que permitan evaluar el comportamiento
del sistema. De esta forma, las conversaciones
se pueden generar a partir de la interacción
entre el sistema y el simulador, sin que sea
necesaria la interacción de los usuarios reales
del sistema.
   La técnica tiene la ventaja de permitir la
evaluación del sistema bajo diversas condicio-
nes, las cuales pueden ser generadas fácilmente
en laboratorio variando el corpus de frases
utilizado para llevar a cabo la simulación. Por
ejemplo, se puede grabar un corpus de frases
en condiciones limpias, y posteriormente se
pueden añadir artificialmente diferentes tipos y
niveles de ruido para comprobar el funciona-
miento del sistema en condiciones de ruido
mediante la simulación. La técnica propuesta
es útil para encontrar los puntos débiles del
sistema, pudiendo realizar mejoras antes su
implementación en condiciones reales.
   Para implementar la técnica es necesario
construir dos corpora. Por una parte, un corpus
de escenarios representativo de posibles obje-
tivos de los usuarios del sistema. Por otra par-
te, un corpus de frases grabadas por diversos
locutores representativas de los posibles obje-
tivos considerados en los escenarios [8]. A
partir de ambos corpora, el simulador puede
generar los diálogos automáticamente. Para
ello, debe tratar de lograr los objetivos fijados
en los escenarios durante la interacción con el
sistema, usando las frases grabadas previa-
mente por los locutores. Durante la interacción,
el simulador debe analizar las respuestas del
sistema conversacional y responderlas apro-
piadamente, como si se tratara de un usuario
del sistema.
2.1 Funcionamiento del simulador
Los usuarios de los sistemas conversacionales
suelen interactuar teniendo en cuenta los
prompts de los sistemas y la información con-
textual. A fin de comprender las frases, estos
sistemas suelen crear representaciones semán-
ticas (típicamente frames [9]) que extraen la
información relevante de las frases de los usua-
rios que reciben como entradas. Por tanto, una
forma de lograr que el simulador pueda gene-
rar coherentemente las respuestas en el diálogo
consiste en usar los prompts del sistema con-
versacional con el que debe interactuar así
como las representaciones semánticas que éste
crea a partir de las frases, como muestra la
Figura 1. Los prompts se pueden usar para
conocer la información que el sistema conver-
sacional solicita en cada momento, y las repre-
sentaciones semánticas se pueden utilizar para
determinar si el sistema conversacional com-
prendió correctamente o no la anterior frase
que el simulador generó a modo de respuesta.
Por consiguiente, a la hora de crear un simula-
dor para un sistema conversacional, es necesa-
rio conocer todos los posibles tipos de prompts
del sistema, y definir una acción del simulador
que le permita generar una respuesta apropiada
para cada uno de ellos.
     Las acciones a definir dependen del domi-
nio de aplicación del sistema. Por ejemplo, un
simulador en el dominio ATIS (Air Travel
Information Service) debe ser capaz de realizar
reservas de vuelos. No obstante, existen dos



























































































Figura 1. Interconexión entre un simulador y un sistema conversacional
dominios de aplicación: la recuperación de
errores y la confirmación. La corrección de
errores tiene como finalidad intentar corregir
los errores cometidos por el sistema conversa-
cional, generalmente derivados de la inserción,
sustitución o borrado de palabras durante la
fase de reconocimiento de la voz, o bien, deri-
vados de errores de comprensión de las frases.
Ambas acciones se pueden implementar ha-
ciendo uso de las representaciones semánticas
(o de las transcripciones fonéticas) creadas por
el sistema conversacional tras el análisis de las
frases que recibe como entradas. Así, si tras el
análisis de una determinada frase la represen-
tación semántica (o transcripción fonética)
obtenida no coincide con la representación
semántica (o transcripción fonética) correcta,
se puede concluir que la frase no ha sido co-
rrectamente procesada por el sistema conver-
sacional. En este caso, el simulador debe indi-
car al sistema que se ha producido un error, a
fin de iniciar un subdiálogo encaminado a
corregirlo. Asimismo, en caso de ser requerido
por el sistema conversacional, el simulador
puede generar una confirmación positiva o
negativa basada en la comparación de las re-
presentaciones semánticas (o transcripciones
fonéticas) obtenidas con las correctas.
2.2 El corpus de frases
El corpus de frases contiene todas las frases
que el simulador puede necesitar para interac-
tuar con el sistema conversacional. Las frases
deben ser grabadas por varios usuarios, a fin de
verificar la independencia del locutor del reco-
nocedor de voz del sistema. El simulador debe
usar las frases de forma apropiada a fin de que
el diálogo con el sistema sea coherente. Para
ello, proponemos crear una transcripción foné-
tica y una representación semántica para cada
frase del corpus. De esta forma, las transcrip-
ciones fonéticas se pueden utilizar para generar
trazas (ficheros log, por ejemplo) que almace-
nen los diálogos generados automáticamente, y
las representaciones semánticas se pueden usar
para realizar la selección de las frases en base a
su significado. Como diferentes frases pueden
tener el mismo significado, esta metodología
permite generar los diálogos de una forma
flexible, ya que en un momento dado de la
conversación, se podrá usar cualquiera de las
frases que comparten el significado deseado.
2.3 El corpus de escenarios
El corpus de escenarios es un conjunto de es-
cenarios que representan posibles objetivos de
los usuarios del sistema conversacional que se
desea evaluar. Cada escenario representa los
objetivos de un hipotético usuario interactuan-
do con el sistema conversacional. Los objeti-
vos se pueden representar de diversas formas
en los escenarios. Por ejemplo, se pueden utili-
zar transcripciones fonéticas, representaciones
semánticas, etc. A modo de ejemplo, mostra-
mos en la Figura 2 uno de los escenarios utili-
zados durante los experimentos, diseñado para
realizar el pedido de comida rápida a domici-
lio. En este escenario los objetivos se han re-
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Figura 2. Un ejemplo de escenario
Cuando se usa este escenario, la finalidad del
simulador es intentar conseguir estos objetivos
durante la interacción con el sistema conversa-
cional, utilizando para ello las frases del corpus
cuyos significados se corresponden con los
presentes en el escenario. La representación de
objetivos mediante representaciones semánti-
cas permite extraer fácilmente los diversos
ítems de cada objetivo. De esta forma, el si-
mulador puede responder a los prompts del
sistema conversacional generados para reparar
posibles errores de comprensión de las frases,
posiblemente derivados de errores de recono-
cimiento. Por ejemplo, supongamos que un
sistema conversacional que atiende pedidos de
comida rápida por teléfono genera el prompt:
“¿Qué deseas pedir?” en un momento dado de
una conversación. A partir de este prompt, el
simulador debe buscar un objetivo en el esce-
nario cuya representación semántica sea “reali-
zar un pedido” (el primer objetivo del escena-
rio mostrado en la Figura 2 podría ser el elegi-
do, por ejemplo). Una vez determinado el ob-
jetivo, el simulador debe seleccionar alguna
frase del corpus cuya representación semántica
coincida con la de dicho objetivo. Por ejemplo,
alguna de las siguientes frases podría ser selec-
cionada: “Un bocadillo de jamón”, “pues,
ponme un bocadillo de jamón por favor”, “me
gustaría uno de jamón”, etc. Una vez selec-
cionada la frase, el simulador debe proporcio-
nar al sistema conversacional el fichero de
muestras de voz de la frase en cuestión, que
debe ser procesado por el sistema como si pro-
viniera de un usuario real. Dado que el objeti-
vo considerado en este ejemplo se compone de
tres ítems (Cantidad=1, Comida=BOCADILLO, Con-
tenido=JAMÓN), el simulador puede utilizar
cualquiera de estos ítems para responder a los
posibles prompts del sistema conversacional
destinados a la corrección de errores. Por
ejemplo, el sistema podría generar el prompt
de corrección: “¿Cuántos bocadillos de jamón
has dicho que quieres”?, y el simulador podría
utilizar el primer ítem para responder mediante
la frase “uno”, pues la representación semánti-
ca de esta frase coincide con la del ítem en
cuestión. Por consiguiente, además de grabar
previamente al menos una frase correspon-
diente a cada objetivo de los escenarios, es
necesario también grabar al menos una frase
por cada ítem existente en los objetivos. Cla-
ramente, para cada ítem se debe crear además
una transcripción fonética y una representación
semántica, a fin de poder utilizar el ítem du-
rante la generación automática de los diálogos.
3. Experimentos
Se ha aplicado la técnica propuesta en este
artículo para realizar la evaluación del sistema
SAPLEN [10], cuya finalidad es atender tele-
fónicamente a los clientes de restaurantes de
comida rápida. La técnica ha permitido obtener
una estimación del funcionamiento del sistema
en condiciones de ruido blanco y babble (con-
versaciones de fondo). El sistema SAPLEN
utiliza un reconocedor de voz continua inde-
pendiente del locutor basado en HTK [11], que
usa  modelos acústicos entrenados a partir del
corpus fonético de la base de datos Albayzín,
constituida por 4767 frases [12]. La siguiente
















Tabla 1. Condiciones de reconocimiento
A fin de evaluar el funcionamiento del sistema
en diversas condiciones de ruido, se han utili-
zado cuatro niveles de ruido blanco y babble
para contaminar artificialmente las frases del
corpus. Por tanto, el sistema conversacional
procesaba las versiones contaminadas de las
frases previamente grabadas por los diversos
locutores. La Tabla 1 muestra los valores de la
SNR media del corpus de frases contaminado
con los cuatro niveles de ruido. La evaluación
se ha realizado utilizando dos entornos de re-
conocimiento: uno basado en parámetros es-
tándar MFCC (Mel Frequency Cepstral Coef-
ficients) [13], y otro basado en la aplicación de
la técnica VTS (Vector Taylor Series) de com-
pensación de ruido [14].
Para construir el corpus de frases, se han
seleccionado aleatoriamente 500 frases de un
corpus de 523 diálogos previamente obtenido
en un restaurante de comida rápida. Las trans-
cripciones fonéticas de las 500 frases se han
creado manualmente, y las representaciones
semánticas correspondientes se han creado
automáticamente, utilizando el analizador lin-
güístico del sistema conversacional utilizado
en los experimentos. Nueve locutores han gra-
bado varias versiones de las 500 frases selec-
cionadas. Cuatro locutores hablaban Castellano
estándar, cuatro hablaban con acento andaluz,
y un locutor era una mujer japonesa que habla
Castellano. En total, se han grabado 1651 fra-
ses de forma espontánea, las cuales constituyen
el corpus de frases utilizado en los experi-
mentos. Las frases se han grabado en condi-
ciones “limpias” de laboratorio, utilizando un
ordenador PC, y usando 16 bits por muestra a 8
KHz.
Seleccionando de forma aleatoria diversos
objetivos compatibles con el corpus de frases
se han creado 18 escenarios, cada uno de los
cuales contiene los objetivos del usuario (de 1
a 5 pedidos de productos) y los datos de su
dirección (número de teléfono, código postal y
dirección). Para representar los objetivos en los
escenarios se han utilizado las representaciones
semánticas de las frases correspondientes. A
fin de llevar a cabo la evaluación, se han gene-
rado 100 diálogos para cada uno de los escena-
rios y para cada nivel y tipo de ruido, aplican-
do y sin aplicar la técnica VTS. En total, se han
generado de forma automática 2 x 4 x 2 x 100
x 18 = 28,800 diálogos.
Como métrica de evaluación, se ha utiliza-
do el logro de objetivos (Task Completion)
[15]. Se ha considerado que se producía el
logro de los objetivos en un determinado diá-
logo si el simulador lograba que el sistema
conversacional comprendiera todos los objeti-
vos del escenario utilizado. En una situación
real, los usuarios se comunicarían con el siste-
ma a través del teléfono. En esta comunica-
ción, los diálogos excesivamente largos serían
rechazados por los usuarios, pues colgarían el
teléfono si el sistema conversacional no fun-
cionara satisfactoriamente. A fin de tener pre-
sente este hecho, se ha utilizado un parámetro
en el simulador que permite cancelar la con-
versación tras un determinado número de inte-
racciones. Durante los experimentos, los diálo-
gos que alcanzaban las 30 interacciones se
cancelaban y se consideraba que en éstos no se
producía el logro de los objetivos.
La Figura 3 muestra los resultados obteni-
dos con respecto al porcentaje de logro de ob-
jetivos en los 18 escenarios considerados. En
media, los escenarios número 2, 3, 4, 5 y 12
fueron los de menor tasa de logro de objetivos,
considerando todas las condiciones de recono-
cimiento mostradas en la Tabla 1. Los escena-
rios 7, 8, 10, 17 y 18 alcanzaron la mayor tasa
media de logro de objetivos. Cuando no se usa
VTS, la tasa media de logro de objetivos es
31,43% para el ruido blanco y 29,64% para el
ruido babble. En cambio, cuando se usa la
técnica VTS, la tasa media de logro de objeti-
vos asciende hasta el 57,35% para el ruido
blanco y  hasta el 54,44% para el ruido babble.
Ello se debe a que la aplicación de la técnica
VTS mejora el funcionamiento del reconoce-
dor de voz, y por tanto, del sistema conversa-
cional. Los resultados muestran que el sistema
funciona mejor ante la presencia del ruido
blanco que ante la presencia de ruido babble
para niveles similares de ruido.
Figura 3. Logro de objetivos para los 18
escenarios considerados, bajo las dife-
rentes condiciones de reconocimiento
mostradas en la Tabla 1.
4. Análisis de los diálogos generados
El análisis de la traza de los diálogos genera-
dos automáticamente ha permitido detectar
errores en el funcionamiento del sistema con-
versacional. Para localizar los errores, se han
seleccionado aquellos diálogos con una baja
tasa de logro de objetivos. El análisis de estos
diálogos ha permitido comprobar que el reco-
nocedor de voz suele cometer errores a la hora
de analizar determinar palabras usadas en
ciertos escenarios. Este problema es inevitable,
y en condiciones reales siempre hay que tener
presente la posible existencia de errores de
reconocimiento. Sin embargo, la estrategia de
confirmación implementada en el sistema con-
versacional para subsanar dichos errores no
funciona correctamente en algunas ocasiones.
Por ejemplo, a veces el sistema conversacional
intenta realizar una confirmación, y el dato a
confirmar fue reconocido incorrectamente. En
este caso, el simulador responde “no”  para
generar una confirmación negativa. Sin embar-
go, en ocasiones la salida del reconocedor es
“sí”  en lugar de “no” , lo que provoca que
algunos datos incorrectamente reconocidos
sean considerados correctos por el sistema
conversacional. En otras ocasiones, el sistema
intenta confirmar un dato correctamente reco-
nocido y el simulador responde “sí”  para ge-
nerar una confirmación positiva. Sin embargo,
a veces la salida del reconocedor es “no”  en
lugar de “sí” , lo que provoca que el sistema
tenga que utilizar más interacciones para obte-
ner y confirmar el dato. Este hecho provoca
que algunos diálogos excedan el límite máxi-
mo de interacciones, y por consiguiente, finali-
cen sin que se haya producido el logro de los
objetivos del escenario.
5. Conclusiones y trabajo futuro
La técnica propuesta en este artículo ha permi-
tido evaluar el funcionamiento de un sistema
conversacional en diversas condiciones de
ruido. Los resultados obtenidos muestran que
el uso de la técnica VTS mejora el funciona-
miento del sistema conversacional en condi-
ciones de ruido. Asimismo, muestran que el
sistema es más sensible al ruido babble que al
ruido blanco.
La evaluación ha hecho posible detectar
problemas en el funcionamiento del sistema
conversacional, derivados principalmente del
funcionamiento incorrecto de la estrategia de
confirmación implementada. Estos problemas
sugieren que se debe mejorar dicha estrategia.
Una posible mejora podría consistir en utilizar
confirmaciones redundantes. Se ha observado
que el número de errores de reconocimiento
aumenta cuando la SNR es baja. Por consi-
guiente, podría ser útil implementar una estra-
tegia de confirmación que tenga en cuenta este
hecho. Por ejemplo, cuando la SNR sea baja, el
sistema podría volver a solicitar la confirma-
ción de un cierto dato en caso de que la salida
del reconocedor fuera una confirmación nega-
tiva, y podría realizar una confirmación de la
confirmación previa (como por ejemplo,
”¿Has dicho que sí?” ) en caso de que la salida
fuera una confirmación positiva. Aunque esta
nueva estrategia implicaría la aparición de
turnos adicionales del usuario, podría ayudar a
evitar los errores en las confirmaciones. En un
próximo trabajo implementaremos esta estrate-
gia y mediremos su efecto en la tasa de logro
de objetivos.
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