In the paper we consider the following semilinear elliptic problems with critical Sobolev-Hardy exponents:
Introduction
As a follow-up of a celebrated paper [2] , by the Hardy inequality, there is a number of papers (see [4, 6, 9] and references therein) consider the following problem:
u(x) = 0 in ∂Ω,
where Ω ⊂ R N is an open domain with smooth boundary, bounded or not, N 3, 0 μ <μ := ( N −2
2 ) 2 , λ > 0 and 2 * = 2N N −2 is the critical Sobolev exponent. The solvability of (P 1 ) depends on the space dimension N and on the coefficient of the singularity μ (see [4, 6, 9] and references therein). Subsequently, by the Sobolev-Hardy type inequalities due to [3] (see also in [5, Lemma 3.2] ), the more general problems than (P 1 ) were studied. Especially, Kang and Peng [8] consider the following singular semilinear problem:
where Ω is a smooth bounded, 0 s < 2, 2 * (s) =
2(N −s)
N −2 is the critical Sobolev-Hardy exponent, 2 p < 2 * (0). Note that 2 * (0) = 2 * and therefore, if p = 2 and s = 0, then (P 2 ) becomes (P 1 ). Under one of the following conditions:
(i) λ > 0 and max{2, N/( √μ + √μ − μ ), (N − 2 √μ − μ )/ √μ } < p < 2 * .
(ii) λ ∈ (0, λ 1 (μ)), p = 2 and 0 μ μ − 1, where Kang-Peng showed that (P 2 ) has at least a positive solution in H 1 0 (Ω). Recently, in [7] Kang studies the following problem:
where H 1 r (R N ) := {u: u ∈ H 1 (R N ), u(x) = u(|x|)} and f (u) has some behavior just like |u| p−2 u in (P 2 ). Note that f (u) is autonomous, the terms 1 |x| 2 and 1 |x| s are symmetric, and therefore (P 3 ) can be discussed in H 1 r (R N ). Assume that 0 s < 2, N 4, 0 μ μ − 1, he proved (P 3 ) has a nontrivial solution.
In this paper we will consider the following problem in dimension N 3:
where 0 μ <μ := (
and K(x) satisfy the following conditions:
, and there exists a positive constant α such that
, we denote the Sobolev space defined by
In order to formulate the problem (P μ,s ) in a variational setting, we introduce a Hilbert space D μ,V + (R N ) endowed with the scalar product
where V + (x) = max{V (x), 0}, the norm induced by this scalar product is
. By Hardy's inequality, we have a continuous embedding
. Solutions of (P μ,s ) will be sought in E as critical points of the following functional:
It is easy to see that I λ is a C 1 -functional on E and u = 0 is a trivial solution of (P μ,s ). In order to find the positive eigenvalue of the following problem:
we consider the problems
where e 1 0 is a solution of (P 1 ) and also an eigenfunction of (1.1) corresponding to the eigenvalue ν 1 := e 1 2 (see [11, Theorem 2.2] ). Using arguments similar to those in the proof of [11, Theorem 2.3] and noting that μ <μ and
we can obtain that (1.1) has a sequence of eigenvalues
We give our first result in the following: with η large enough;
with η large enough, then (P μ,s ) has a nontrivial solution.
Kang and Peng in [8, Lemma 2.2] proved that
is attained by the functions
for all ε > 0. Set
We give our second result in the following:
.). If s = 0 and
then problem (P μ,0 ) has at least j pairs of distinct nontrivial solutions.
This paper is organized as follows: in Section 2, we make some preliminaries; in Section 3, we prove Theorem 1.1 through a Linking theorem due to Rabinowitz (see [12, Theorem 2.12] ); in Section 4, we use a Ljusternik-Schnirelman type Pseudo-index theory (see [1, 13] ) to obtain Theorem 1.1; in Section 5, we recall the Linking theorem and the Pseudo-index theory.
We say that {u n } ⊂ E is a Palais-Smale sequence for a functional J : E → R at level c ∈ R (the (PS)-sequence for short), if and only if {u n } satisfies J (u n ) → c and J (u n ) → 0 as n → ∞. We say J satisfies the Palais-Smale condition at level c (the (PS) c -condition for short), if each (PS)-sequence at level c of J has a convergent subsequence.
Preliminaries
We denote by ψ k , the eigenfunction corresponding to the eigenvalue ν k . Set
For each m ∈ N, we define functions ξ m :
We assume that
We also have Lemma 2.1.
(a) For every k and, 
for every v ∈ X m h , m ∈ N and ε > 0. For convenience, we denote U ε (x) = U m ε (x).
Lemma 2.2. U ε (x) satisfies the following estimates:
(1) In the following we show (2.11). Taking ε <
and 
14)
then there exists a subsequence of {u n } which converges strongly in E, i.e., I λ satisfies the (PS) c -condition for c ∈ (−∞,
Proof. Let {u n } ∞ n=1 be a sequence in E such that I λ (u n ) → c and I λ (u n ) → 0.
We first show that u n is uniformly bounded. Arguing by contradiction, we may assume that u n = 0 and t n = u n → ∞ as n → ∞. Define v n = u n / u n . Then there is v such that v n v in E and v n → v in L α loc (R N , R) for each 2 α < 2 * (passing to a subsequence, if necessary). For every φ ∈ E,
Hence, we obtain
On the other hand, by I (u n ) → c,
(2.17) (2.16) and (2.17) imply that v n → 0, a contradiction arises. Since {u n } is bounded. Going if necessary to a subsequence, we may assume u n ω in E and u n → ω a.e. Let ω n = u n − ω. By Lemma 1.32 of [12] ,
and
As ω is a solution of (P μ,s ), it follows that
and thus, we may therefore assume that
By the Sobolev-Hardy inequalities and (K),
Noting (2.18), we have
μ,s , which contradicts with (2.14). Hence b = 0. We complete the proof. 2
Proof of Theorem 1.1
We apply Theorem 1 in Appendix A to complete the proof of Theorem 1.1. Let X m i be in (2.2). Define
For ν k < λ < ν k+1 and u ∈ W ,
So taking ρ > 0 small enough,
Since X m i ⊕ RU ε (x) are all finite dimensional, we can choose R 1 > 0 such that
We claim c ∈ (0, 
is a subset of a finite dimension space and bounded for each ε ∈ (0, ε 1 ), then the set {v ∈ Q ε,R 1 m : I (v) 0} is compact. Therefore for each ε ∈ (0, ε 1 ) there exist y ε ∈ X m and 0 < t ε R such that v ε := y ε + t ε U ε satisfies
Since ν k < λ, we choose δ small enough such that ν k + δ < λ, where δ appear in (b) of Theorem 2.1. Then from the continuity of I λ , we can assume that t ε ∈ [t 0 , R 1 ], where t 0 is a positive constant. By (2.6) and (2.7),
By ( 
Proof of Theorem 1.2
In this section, we apply Theorem 2 in Appendix A to complete the proof of Theorem 1.2. In this section, s = 0. We check (a)-(c) of Theorem 2 in the following. (a) Let E 1 = X m i . Noting the definition of W , E ⊥ 1 = W and s = 0, then for every u ∈ W , we have
So there is ρ > 0 small enough, such that By Lemma 2.3, we complete the proof of Theorem 1.2.
