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We analyze the complexity of nonlinear Lebesgue integration problems in the
average case setting for continuous functions with the Wiener measure and the
complexity of approximating the Ito^ stochastic integral. G. W. Wasilkowski and
H. Woz niakowski (2001, Math. Comp., 685698) studied these problems, observed
that their complexities are closely related, and showed that for certain classes of
smooth functions with boundedness conditions on derivatives the complexity is
proportional to =&1. Here =>0 is the desired precision with which the integral is
to be approximated. They showed also that for certain natural function classes with
weaker smoothness conditions the complexity is at most of order =&2 and conjec-
tured that this bound is sharp. We show that this conjecture is true.  2001
Academic Press
1. INTRODUCTION
How much does it cost to compute a good approximation of an integral
of a function over a certain domain of integration? The question about the
complexity of approximating an integral has a long history. A simple classi-
cal version of this problem is Lebesgue integration of a function. This is a
linear problem. It has been studied for various classes of functions in the
worst case setting, the average case setting, and the probabilistic setting;
see e.g., Traub et al. (1988). We will study certain nonlinear integration
problems in the average case setting for the class of continuous functions
equipped with the Wiener measure and the related problem of approximat-
ing the Ito^ stochastic integral. Both problems can be expressed in terms of
Brownian motion.
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Such problems have been studied by Wasilkowski and Woz niakowski
(2001). They were mainly interested in stochastic integration but also con-
sidered the related problem to approximate the possibly nonlinear
Lebesgue integral T0 h(Bt) dt. In this formula, the function h, which is
applied to Brownian motion B, may be fixed or it may vary over a whole
class of possibly nonlinear functions. We will measure the error in the
average case sense with respect to the Brownian motion and in the worst
case sense with respect to the function class of the functions h. We will
consider algorithms and complexities in the sense of Information-Based
Complexity, see Traub et al. (1988).
Let us assume that we want to compute an approximation to the integral
with error at most = on the average. If we fix a linear function h it is known
that the average case complexity of the (then linear) integration problem is
proportional to =&1; see Lee (1986), Wasilkowski (1986), Traub et al.
(1988). Wasilkowski and Woz niakowski (2001) showed that the same is
true if h varies through a class of functions with uniformly bounded first
derivative. They obtained the upper bound by an algorithm which uses
values not only of h but also of an anti-derivative of h. They also showed
that the complexity is at most of order =&2 if only a bound for the absolute
value of the continuous function h is known. They asked whether this
bound is sharp. The main result of our paper is to show that this is true.
Our lower bound result is based on a sequence of sine functions with
decreasing period length.
A related integration problem is the problem to approximate the Ito^
stochastic integral T0 g(t, Bt) dBt for certain classes of functions g. After
showing that for classes of functions g with uniformly bounded first
derivative in the first argument and uniformly bounded second derivative
in the second argument the complexity is proportional to =&1, Wasilkowski
and Woz niakowski (2001) also pointed out that for classes of functions g
with uniformly bounded first derivatives in both arguments the Euler algo-
rithm solves the problem with cost of order at most =&2. They conjectured
that this is optimal. From our main result and the Ito^ formula we derive
that this conjecture is true.
In the following section we introduce basic notions about algorithms,
complexity, average case complexity, etc., from Information-Based Com-
plexity. Then we state the main result of the paper about a lower bound for
the complexity of a certain nonlinear Lebesgue integration problem. In
Section 4 we consider the problem to approximate the Ito^ stochastic
integral and show that our main result implies the lower bound for the
complexity of this problem which was conjectured by Wasilkowski and
Woz niakowski (2001). In Section 5 we prove several estimates which are
used in the proof of the main result. The proof is given in Section 6. We
conclude the paper with some open problems.
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2. BASIC NOTIONS
In this section we explain some of the basic notions needed in order to
be able to speak about the complexity of Lebesgue integration in the
average case setting or of Ito^ stochastic integration. We will explain all
relevant notions for Lebesgue integration since they can be easily trans-
ferred to Ito^ stochastic integration, see Section 4.
2.1. Brownian Motion and Wiener Space
Let
F=[ f # C[0, ) | f (0)=0]
be the space of real-valued continuous functions on [0, ) with value
f (0)=0. Equipped with the Wiener measure + this is a probability space,
called the Wiener space. It is also called the canonical probability space of
the classical one-dimensional Brownian motion B, a Gaussian random
process with B(0)=0 (with probability one), with mean 0, with variance
Var(Bt&Bs)=t&s for 0s<t, and with independent increments, see
Hida (1988), Karatzas, Shreve (1991). We will often speak about the
Brownian motion B or, equivalently, about sampling functions f from the
Wiener space F. Such functions can be considered as sample paths of the
Brownian motion. By E(X) we denote the expectation of a real random
variable X on F with respect to the Wiener measure. We will often fix
the value of the Brownian motion at points a1 , ..., an , and denote by
E(X | Ba1 , ..., Ban) (a representative of) the conditional expectation of X
conditioned on Ba1 , ..., Ban .
2.2. Lebesgue Integration in the Average Case Setting
Let us assume that a real number T>0 and a continuous function
h: R  R are given, and that for a given =>0 we wish to approximate the
Lebesgue integral
I(h, B)=|
T
0
h(Bt) dt
with precision = on the average. Therefore we apply an algorithm A, which
may depend on h. Such an algorithm associates with each sample function
f # F a real number A(h, f ). Following Traub et al. (1988), we define the
average case error of the algorithm A(h, } ) in the L2 sense by
error(A, h)=- E((I(h, B)&A(h, B))2).
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Thus, if an algorithm A satisfies error(A, h)=, then we can say that the
algorithm A approximates the integral I(h, B) with precision = on the
average. Of course one wants to find an algorithm A which performs this
task and is of low computational cost. In order to make this more precise
we have to specify what kind of algorithms we are considering and how we
define their computational cost.
2.3. Algorithms
We consider algorithms as specified by Traub et al. (1988). They may be
thought of as working in two stages. In the first stage the algorithm gathers
numerical information about the sample function f # F (about the
Brownian motion). In the second stage it applies arithmetical operations
and certain operations involving h to this numerical information in order
to compute the result A(h, f ). The first stage is modeled by an information
operator N: F  n0 Rn which evaluates each sample function f (the
Brownian motion) at a finite number of points a1 , ..., an , for some n0:
N( f )=( f (a1), f (a2), ..., f (an)).
Here, for i2, the points ai may depend on the values f (a1), ..., f (ai&1),
and, depending on the values f (a1), ..., f (a i&1) the algorithm may decide
whether it needs more values of f or not. Hence, even the number n may
depend on the sample path f. The decision whether to evaluate the
Brownian motion at another point ai and, if the answer is yes, the point
ai itself should both be obtainable from the previously computed values
f (a1), ..., f (ai&1) by applying elementary arithmetic operations and opera-
tions involving information about h which we will not specify in more
detail. That means, we allow adaptive function evaluation with varying car-
dinality; see Traub et al. (1988). For the lower bounds given in this paper
it is sufficient to assume that the decision whether to continue with the
evaluation of the Brownian motion at another point ai and, if the answer
is yes, the point ai itself are both given by measurable functions in the
values f (a1), ..., f (ai&1). For later purposes we write
Points(N)( f )=[a1 , ..., an],
*N( f )=n,
if the information operator N evaluates the sample function f at the points
a1 , a2 , ..., an . The points ai are, in general, not ordered and not necessarily
distinct.
The second stage of the algorithm A is given by an operator
: N(F)  R. This operator should also be realizable by arithmetic operations.
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But as for the computations steps in the information operator N, for the
lower bounds given in this paper, it is sufficient to assume that  is
measurable. Both operators, N and , may depend on h. The algorithm
A(h, } ) is given by A(h, f )=(N( f )).
2.4. The Cost of an Algorithm
In this paper we achieve a lower complexity bound by proving a lower
bound for the average information cost. For an algorithm A and a func-
tion h let NA, h be the information operator used by A(h, } ). We define the
average information cost of A(h, } ) to be the number
E(*NA, h(B)),
i.e., to be the average number of evaluations of the Brownian motion.
Remark. Instead of counting as information cost only the number of
evaluations of the Brownian motion one could count also the number of
information operations about the function h as costs of the information
operator and specify more precisely what kind of information is used about
h, as Wasilkowski and Woz niakowski (2001) do it. We do not do it, since
our lower complexity bound is based entirely on a lower bound for the
average information cost, as defined above. Our lower bounds are true
even if h is known completely.
The average information cost is only part of the total average computa-
tional cost. This is defined as follows. The computational cost cost(A, h, f )
of a computation of A applied to a function h and a sample function f and
leading to A(h, f ) is the sum of c } *NA, h( f ) (where c is a positive con-
stant usually much larger than 1) plus the total number of all arithmetic
operations (and operations involving h) performed for computing the
points a1 , a2 , ..., a*NA, h( f ) , for computing NA, h( f ), and for computing
A(h, f ) from NA, h( f ); see Traub et al. (1988) for more details. The
average computational cost is
cost(A, h)=E(cost(A, h, B)).
Thus, the average information cost is a lower bound for cost(A, h)c, the
average computational cost divided by the constant c.
2.5. Error and Complexity
Now we describe what we mean by the computational complexity of
approximating the integral I(h, B). Instead of considering just one function
h we give a more general definition where we may consider directly a whole
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class H of functions h. Without any further information about H, for a
given algorithm A it seems to make most sense to consider the worst case
error with respect to H:
error(A, H)= sup
h # H
error(A, h).
There are two ways how we can describe the complexity of the problem.
We can either consider the class 9n (we will consider this only for positive
integers nthe obtained bound directly implies a similar bound also for
the case of a real index n) of all algorithms A whose average information
cost is bounded by n for all h # H : suph # H E(*NA, h(B))n, and consider
error(n, H)= inf
A # 9n
error(A, H).
Or we can consider the class 8= of all algorithms A which give us an
approximation of error at most = for all h # H : error(A, H)=, and look
for the cost of the cheapest algorithm among these:
comp(=, H)= inf
A # 8=
sup
h # H
cost(A, h).
These two approaches are related as follows. If for some n and =>0 we
have error(n, H)>=, then any algorithm which uses at most n values of
the Brownian motion on average must make an average error greater than
= for some h # H. Hence, any algorithm which is supposed to give an
approximation with average error at most = will need more than n values
of the Brownian motion on average, for some h # H. Thus, comp(=, H)>
c } n (where c is a constant expressing how the information cost is weighed
in the total computation cost; see Section 2.4). If, on the other hand, we
have error(n, H)=, then there is an algorithm which computes an
approximation with average error at most = and with average information
cost at most n. In general the total average computational cost of this algo-
rithm (and therefore also comp(=, H)) might still be much larger than c } n.
But for the problems considered in this paper this is not the case: there are
simple algorithms known whose total average computational cost is of the
same order as the known lower bounds for the average information cost.
For example, if H contains only the identity h=idR , then we have the
classical linear Lebesgue integration problem in the average case setting on
the Wiener space: the problem of approximating T0 Bt dt. For this problem
the complexity is well-known: error(n, idR )=3(n&1) and comp(=, idR )=
3(=&1); see Lee (1986). Wasilkowski (1986), Traub et al. (1988).
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3. NONLINEAR LEBESGUE INTEGRATION
In this section we formulate the main result of the paper for the problem
to compute a good approximation of the Lebesgue integral I(h, B) (see the
previous section) for certain classes of functions h.
We are interested in the following classes of functions h. For any integer
r0 we define
Fr=[h: R  R | h(r) is continuous and sup
x # R
|h(r)(x)|1].
These classes were considered by Wasilkowski and Woz niakowski (2001).
By using for the upper bound an algorithm which uses also values of an
anti-derivative of h, they showed that
comp(=, Fr & F1)=3(=&1)
for r1, and
comp(=, F0)=O(=&2),
and asked whether the second upper bound is sharp, i.e., whether it is also
a lower bound. We shall show that this is true.
For n1 we define the functions
hn : R  R, hn(x) :=sin(x } - 2484 nT).
Let Nn denote an arbitrary information operator as in Section 2.3 whose
average cardinality is at most n, i.e., E(*Nn(B))n.
Theorem 1. For any T>0 and any integer n1,
E((I(hn , B)&E(I(hn , B) | Nn))2)
T 2
n } 3726
.
This is the main technical result of the paper. After preparations in
Section 5 it will be proved in Section 6. Here we derive the announced
statements about the complexity of nonlinear Lebesgue integration. Using
the notation introduced in Section 2 we obtain:
Corollary 2. For all n1,
error(n, [hn])T- 3726 } n.
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Hence, if H is a function class containing the functions hm for all m1, then
error(n, H)T- 3726 } n for all n1.
Proof. This follows from Theorem 1 and from the fact that the mean
minimizes the L2 error, that is,
error(A, h)2E((I(h, B)&E(I(h, B) | NA, h))2)
for any continuous h and any algorithm A, where NA, h is the information
operator used by A(h, } ). K
Corollary 3.
error(n, F0)=0(n&12)
and
comp(=, F0)=0(=&2).
Proof. It is clear that F0 contains the functions hm for all m1. K
Wasilkowski and Woz niakowski (2001) showed that the same bounds
are upper bounds if one admits an algorithm which besides function values
of h may use also values of an anti-derivative of h. The upper bounds hold
even for the total average computational cost. Our lower bounds show that
their upper bounds are sharp. These lower bounds are lower bounds
already for the average information cost. And they even hold if the
algorithm uses arbitrary information about h.
4. ON THE COMPLEXITY OF APPROXIMATING
THE ITO INTEGRAL
In this section we derive a lower complexity bound for the problem of
approximating the Ito^ stochastic integral.
Let us fix a real number T>0. For a given function g: [0, T]_R  R
we wish to approximate the Ito^ integral
I(g, B)=|
T
0
g(t, Bt) dBt .
For the definition and properties of the Ito^ integral the reader is referred
to e.g., Chung and Williams (1990), Karatzas and Shreve (1991), Kloeden
and Platen (1992), O3 ksendal (1992). We mention only that I(g, B) is a
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real random variable. The Ito^ integral I(g, B) exists if g is a continuous
function. We will consider only continuous functions g. We need only one
more property of the Ito^ integral. For functions g which do not depend on
the first parameter and which are twice continuously differentiable with
respect to the second parameter the following simplified version of the Ito^
formula, see Kloeden and Platen (1992), holds for 0atT:
g(Bt)= g(Ba)+|
t
a
g$(Bs) dBs+ 12 |
t
a
g"(Bs) ds. (1)
For approximating the Ito^ integral we use the same notions of algo-
rithm, error, and complexity as in the previous two sections. In particular,
if G is a class of functions g for which we wish to approximate I(g, B),
then we define the error of an algorithm A in the average case sense with
respect to the Brownian motion and in the worst case sense with respect to
the functions g:
error(A, G)=sup
g # G
- E((I(g, B)&A(g, B))2).
The error error(n, G) and the complexity comp(=, G) are defined in analogy
to the corresponding notions in Section 2.
Wasilkowski and Woz niakowski (2001) determined the complexity for
the classes
GL, K=[g: [0, T]_R  R | &g1, 0&L, &g0, 2&K]
(for some K0 and L0 with K+L>0) of functions g with uniformly
bounded first derivative with respect to the first argument and uniformly
bounded second derivative with respect to the second argument (we write
gi, j for i+ jg(ti x j) and & }& for the supremum norm with respect to
t # [0, T] and x # R). They showed
error(n, GL, K)=3(n&1) (2)
and gave explicit constants depending on T, L, K.
They also considered classes of functions for which the second derivative
with respect to the second argument is not necessarily bounded or does not
exist. Especially they considered the following Lipschitz classes of functions
GLip, L, K=[g: [0, T]_R  R | \s, t # [0, T], x, y # R
| g(s, x)& g(t, x)|L |s&t|, | g(s, x)& g(s, y)|K |x& y|],
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where L0 and K>0. Using a version of the Euler algorithm, see Kloeden
and Platen (1992), they showed
error(n, GLip, L, K)\2L
2T 3
3n2
+
K2T 2
n +
12
for n1. This implies comp(=, GLip, L, K)=O(=&2). They conjectured that
this upper bound on the order of the complexity is sharp. Note that their
result (2) cited above implies only a lower bound of order =&1. We show
that this conjecture is true.
We fix numbers K>0 and T>0. For any integer n1, we define a
constant
cn=- 2484 nT
and a function
gK, n : [0, T]_R  R with gK, n(t, x)=(Kcn) } cos(x } cn)
for all t # [0, T], x # R. Note that the functions gK, n depend only on the
second argument. We consider the following countable class of functions:
GK=[gK, n | n1].
Theorem 4. Let G be a class of functions containing GK . Then, for n1,
error(n, G)
KT
- 14904 } n
.
Proof. Without loss of generality we can assume K=1. Applying (1)
with a=0 and t=T to the function g~ n : R  R with
g~ n(x)=sin(x } cn)c2n
yields
I(g1, n , B)=|
T
0
cos(Bt } cn)
cn
dBt
=
sin(BT } cn)
c2n
+
1
2 |
T
0
sin(Bt } cn) dt.
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Thus, approximating the Ito^ integral I(g1, n , B) is as difficult as approxi-
mating the sum of the random variable sin(BT } cn)c2n and the nonlinear
Lebesgue integral 2&1 } T0 sin(Bt } cn) dt. Note that in Proposition 12, which
implies Theorem 1 and Corollary 2, we will obtain even a lower bound for
the error of any algorithm that uses information of average cardinality at
most n combined with a certain nonadaptive information which includes
the value BT . Thus, we can derive as a strengthening of Theorem 1 and
Corollary 2, that the lower bounds stated there are still true when one
additionally uses the information BT , which determines sin(BT } cn)c2n .
Hence, we obtain the lower bound error(n, G)2&1 } T- 3726 } n. K
Corollary 5. For L0 and K>0 we have error(n, GLip, L, K)=3(- n)
and comp(=, GLip, L, K)=3(=&2).
Proof. For the upper bounds see Remark 3 of Wasilkowski and
Woz niakowski (2001). The lower bounds follow from Theorem 4 and the
fact that GLip, L, K contains GK . K
We would like to stress that the lower bound holds true even for algo-
rithms which may use arbitrary information about the given function
g # GLip, L, K . In contrast, the Euler algorithm, which gives the upper bound
(see Remark 3 of Wasilkowski and Woz niakowski (2001)), uses only func-
tion values of g. Moreover, the algorithm is nonadaptive, that is, the
Brownian motion is evaluated only at predetermined points which are even
independent of g. Furthermore, the total computational cost of the algo-
rithm is of order =&2 while Theorem 4 shows that already the minimum
average information cost is at least of order =&2.
5. PREPARATIONS FOR THE PROOF
In this section we prove three estimates about the sine function and
Brownian motion which we shall use in the proof of Theorem 1. In order
to make the proofs of the estimates clearer we start with several simple
facts.
Lemma 6. For arbitrary real numbers a<b:
|
b
a
exp \&(b&t)(t&a)2(b&a) + dt8.
Proof. One splits the integral into the integral over (a, (a+b)2] and
the integral over ((a+b)2, b] and uses (b&t)(t&a)(2(b&a))(t&a)4
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for t # [a, (a+b)2] and (b&t)(t&a)(2(b&a))(b&t)4 for t # [(a+b)
2, b]. Since
|
(a+b)2
a
exp \&t&a4 + dt=4 \1&exp \&
b&a
8 ++4,
and the same estimate is true for the other integral, the assertion
follows. K
In the next lemma we write E(Z) for the expectation of a real random
variable Z.
Lemma 7. Let X denote a Gaussian process on [0, ) with covariance
function R and mean function m. Then, for 0t,
E(sin(Xt))=sin(m(t)) } exp \&R(t, t)2 + , (3)
E((sin(Xt))2)=
1
2
} (1&exp(&2R(t, t)) cos(2m(t))). (4)
Proof. It is well known that the characteristic function
.(s)=E(exp(i } s } Z)), s # R
of a normal random variable Z with mean M and variance _2 is given by
.(s)=exp \i } M } s&_
2 } s2
2 + .
Applying exp(i } r)=cos(r)+i } sin(r) for r # R to both expressions for .(1)
we obtain Eq. (3) and
E(cos(Xt))=cos(m(t)) } exp \&R(t, t)2 + .
Using (sin(x))2=(1&cos(2x))2 we also obtain Eq. (4). K
The following lemma about Brownian motion B can be proved easily by
a direct calculation, see e.g., Hida (1980). For 0a<b and as, tb we
define
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Ra, b(s, t)=
(b&max(s, t)) } (min(s, t)&a)
b&a
,
ma, b(t)=
(t&a) } Bb+(b&t) } Ba
b&a
.
Lemma 8. Fix n1. Conditioned on Bt1 , ..., Btn , 0t1< } } } <tn , the
process B is Gaussian with mean mti, ti+1 and covariance function Rti, ti+1 on
the interval [ti , ti+1] for i=1, ..., n&1, and with mean Btn and covariance
function min(s, t)&tn on [tn , ).
The following three lemmas contain the estimates about the expectation
and variance, also conditional ones, of
|
b
a
sin(Bt } K) dt.
Lemma 9. For 0a<b and K>0 we have
}E \|
b
a
sin(Bt } K) dt } Ba , Bb+}8 } K&2.
Proof. First we show the assertion for K=1. Let us write
I= }E \|
b
a
sin(Bt) dt } Ba , Bb+} .
Using first Fubini, then Lemma 8 and Eq. (3), and in the last step
Lemma 6 we obtain
I= } |
b
a
E(sin(Bt) | Ba , Bb) dt }
= } |
b
a
sin(ma, b(t)) } exp(&Ra, b(t, t)2) dt }
|
b
a
exp(&Ra, b(t, t)2) dt
8.
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The assertion for arbitrary K>0 follows because also K } BK&2t is a
Brownian motion, hence
}E \|
b
a
sin(Bt } K) dt } Ba , Bb+}=K&2 } }E \|
bK2
aK2
sin(Bt) dt } BaK2 , BbK2+}
K&2 } 8. K
Lemma 10. For 0a<b and K>0 we have
E \\|
b
a
sin(Bt } K) dt+
2
} Ba , Bb +16 } (b&a) } K&2.
Before we prove Lemma 10 we mention that in the proof in Section 6
one could also use the following simple estimate for 0a<b and K>0,
E \\|
b
a
sin(Bt } K) dt+
2
} Ba , Bb+(b&a)2 (5)
(for a proof use |sin(x)|1), instead of Lemma 10. But it seems that this
would result in a constant smaller (i.e., worse) than 13726 in Theorem 1.
Proof of Lemma 10. Again, first we show the assertion for K=1. Let us
write
I=E \\|
b
a
sin(Bt) dt+
2
} Ba , Bb+ .
We obtain
I=E \|
b
a
|
b
a
sin(Bs) sin(Bt) dt ds } Ba , Bb+
=|
b
a
|
b
a
E(sin(Bs) sin(Bt) | Ba , Bb) dt ds
=2 } |
b
a
|
b
s
E(sin(Bs) sin(Bt) | Ba , Bb) dt ds,
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where for the second equation we used Fubini and for the third equation
we used the symmetry of the integrand and Fubini. Continuing with
Lemma 8 and Eq. (3) we see for astb,
E(sin(Bt) | Ba , Bs , Bb)=E(sin(Bt) | Bs , Bb)
=sin(ms, b(t)) } exp(&Rs, b(t, t)2),
hence,
E(sin(Bs) sin(Bt) | Ba , Bb)
=E(sin(Bs) } E(sin(Bt) | Ba , Bs , Bb) | Ba , Bb)
=exp(&Rs, b(t, t)2) } E(sin(Bs) } sin(ms, b(t)))
exp(&Rs, b(t, t)2).
Using this and Lemma 6 we conclude the proof of the assertion for the
special case K=1:
I2 } |
b
a
|
b
s
exp(&Rs, b(t, t)2) dt ds2 |
b
a
8 ds=16 } (b&a).
In the same way as in the proof of Lemma 9 we can deduce the assertion
for arbitrary K>0:
E \\|
b
a
sin(Bt } K) dt+
2
} Ba , Bb+
=K&4 } E \\|
bK2
aK 2
sin(Bt) dt+
2
} BaK2 , BbK2+
K&4 } 16 } (bK 2&aK2)
=16 } (b&a) } K&2. K
Lemma 11. For 0a<b and K>0 we have
E \\|
b
a
sin(Bt } K) dt+
2
+2 } (b&a) } K&2&5 } K&4.
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Proof. We show the assertion only for the special case K=1. From that
one can deduce the assertion for arbitrary K>0 in the same way as in the
proofs of Lemma 9 and Lemma 10. We write
I=E \\|
b
a
sin(Bt) dt+
2
+
and obtain by the same arguments as in the beginning of the proof of
Lemma 10:
I=2 } |
b
a
|
b
s
E(sin(Bs) sin(Bt)) dt ds.
Using Lemma 8 and Eq. (3) we see for 0st
E(sin(Bt) | Bs)=sin(Bs) } exp \&t&s2 + ,
hence, continuing with Eq. (4),
E(sin(Bs) sin(Bt))=E(sin(Bs) } E(sin(Bt) | Bs))
=exp \&t&s2 + } E((sin(Bs))2)
=exp \&t&s2 + }
1
2
} (1&exp(&2s)).
This gives us
I=2 } |
b
a
|
b
s
1
2
} (1&exp(&2s)) } exp \&t&s2 + dt ds
=|
b
a
(1&exp(&2s)) } 2 \1&exp \&b&s2 ++ ds
=2(b&a)+2 } |
b
a \&exp(&2s)&exp \&
b&s
2 ++exp \&
3s+b
2 ++ ds
2(b&a)&5.
This ends the proof of the assertion for K=1. K
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6. PROOF OF THE MAIN RESULT
In this section we prove Theorem 1. In fact, we prove a technically
slightly stronger version. For any integer m1 let Mm : F  Rm denote the
nonadaptive information operator defined by evaluating the Brownian
motion at all points T } im for i=1, ..., m, that is,
Mm( f )=( f (Tm), ..., f (T(m&1)m), f (T )).
For any (nonadaptive or adaptive) information operator N as considered
in Section 3 we denote by MmN the operator defined by evaluating the
Brownian motion at all points considered in Mm and at all points con-
sidered in N. As in Theorem 1 we denote by Nn an information operator
with average cardinality E(*Nn(B))n.
Proposition 12. For any T>0, any integer k>8, and any integer n1,
for
S=|
T
0
sin \Bt }nT }
- 69 } k
- k&8+ dt
we have
E((S&E(S | Mk } nNn))2)
T 2
n
}
(k&8)2
69 } k3
.
Proof of Theorem 1. From Proposition 12 one obtains Theorem 1 by
taking k=24 (which maximizes the lower bound) and by disregarding the
information Mk } n . K
The rest of this section consists of the proof of Proposition 12.
Proof of Proposition 12. We start with a simple normalization. Since
with Bt also BTt - T is a Brownian motion, for any positive constant c we
have
|
T
0
sin(Bt } c- T) dt=T } |
1
0
sin(Bt } c) dt.
Therefore it suffices to prove the assertion for T=1. From now on in this
section we assume that T=1. Furthermore we assume that an integer k>8
and an integer n1 are fixed.
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We shall use the notation M=Mk } n and N=Nn . Furthermore, we write
L=- 69 k- k&8 and K=L } - n,
S=|
1
0
sin(Bt } K) dt,
and for 1ikn,
Si=|
ikn
(i&1)kn
sin(Bt } K) dt and S i=S i&E(S i | MN).
By the Markov property
E(S i } S j)=0
for i{ j. We conclude
E((S&E(S | MN))2)=E \\ :
kn
i=1
S i+
2
+= :
kn
i=1
E(S 2i ).
For 1ikn, let
Fi={ f # F } Points(N)( f ) & \i&1kn ,
i
kn+=<=
be the set of all sample functions for which the information operator N
computes values only outside the interval ((i&1)kn, ikn). We shall prove
E(S 2i )
2
knK 2
&
16 } +(F"Fi)
knK 2
&
69
K4
. (6)
Using this lower bound and
:
kn
i=1
+(F"F i) :
kn
i=1
E \* \Points(N)(B) & \i&1kn ,
i
kn+++
E(*Points(N)(B))
n
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one obtains
E((S&E(S | MN))2)
2
K 2
&
16
kK 2
&
69nk
K 4
.
Using K=L } - n one obtains
E((S&E(S | MN))2)
1
n
} \ 2L2&
16
kL2
&
69k
L4 + .
The constant on the right hand side is maximized by taking L=- 69 k
- k&8 giving
2
L2
&
16
kL2
&
69k
L4
=
(k&8)2
69 } k3
.
It remains to prove the lower bound (6). In the following we write 1Fi for
the characteristic function of the set Fi . We estimate
E(S 2i )E(1Fi } S
2
i )
=E(1Fi } E(S
2
i | MN))
=E(1Fi } (E(S
2
i | MN)&(E(S i | MN))
2))
=E(1Fi } E(S
2
i | MN))&E(1Fi } (E(Si | MN))
2)
=E(1Fi } S
2
i )&E((1Fi } E(Si | MN))
2)
=E(S 2i )&E(1F"Fi } S
2
i )&E((1Fi } E(Si | MN))
2).
To the first of these three terms we can apply Lemma 11:
E(S 2i )
2
knK 2
&
5
K4
. (7)
The Markov property implies
1Fi } E(S i | MN)=1Fi } E(Si | B(i&1)kn , Bikn).
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Hence, with Lemma 9 we obtain for the third term the estimate
E((1Fi } E(Si | MN))
2)=E((1Fi } E(S i | B(i&1)kn , Bikn))
2)
E((E(Si | B(i&1)kn , B ikn))2)
E((8 } K&2)2)
=
64
K4
. (8)
Finally, we have to treat the second term E(1F"Fi } S
2
i ). We claim that the
value of 1F"Fi=1&1Fi at some sample function f is determined by the
values f (t) of the sample function f at points t # [0, 1]"((i&1)kn, ikn)
outside the interval ((i&1)kn, ikn). Namely, the value of 1Fi at some
sample function f is determined by following the (measurable!) steps in the
computation scheme of the information operator N until either the first
evaluation point aj of N which lies inside ((i&1)kn, ikn) has been found
or until all values N( f )=( f (a1), ..., f (am)) have been computed but none
of the evaluation points a1 , ..., am is lying in ((i&1)kn, ikn). This proves
our claim. Since the value of the random variable S 2i depends only on the
values f (t) for t # [(i&1)kn, ikn], the Markov property implies
E(1F"Fi } S
2
i | B(i&1)kn , B ikn)
=E(1F"Fi | B(i&1)kn , Bikn) } E(S
2
i | B(i&1)kn , Bikn).
This equality and Lemma 10 give the following estimate for the second
term:
E(1F"Fi } S
2
i )=E(E(1F"Fi } S
2
i ) | B(i&1)kn , Bikn))
=E(E(1F"Fi | B(i&1)kn , Bikn) } E(S
2
i | B(i&1)kn , Bikn))
E \E(1F"Fi | B(i&1)kn , Bikn) } 16knK2+
=
16
knK2
} +(F"Fi). (9)
Combining the estimates (7), (9), and (8) we obtain the lower bound (6).
This ends the proof of Proposition 12. K
We end this section with pointing out a possible minor modification of
the proof. Instead of applying Lemma (10) in order to obtain an estimate
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for the term E(1F"Fi } S
2
i ) one could also apply the estimate (5). Then one
would obtain
E(1F"Fi } S
2
i )
1
(kn)2
} +(F"F i)
instead of (9). This would lead to a similar estimate as (6) and in the end
to a smaller, hence, worse constant in Theorem 1.
7. FINAL REMARKS
In this last section we formulate some open problems.
We have considered the problem to approximate the Lebesgue integral
10 h(Bt) dt in the average case setting with the Wiener measure, and in the
worst case sense for a class H of functions h. We have shown that for a
class H of scaled sine functions, any algorithm for this problem that uses
at most n1 values of the Brownian motion B on average makes an
average error of at least 1- 3726 } n. Note that the scaled sine functions are
bounded in absolute value by 1 and that all of them are even real-analytic.
One may try to improve the constant 1- 3726 in the lower bound.
Our result shows that the complexity of nonlinear Lebesgue integration
problems can significantly exceed the complexity of the classical linear
Lebesgue integration problem in the average case setting, which is given by
taking h=idR and which can be solved with a minimal average error
proportional to 1n. But we used a whole class H of continuous functions
h with sup norm 1 and considered the worst case error on this class, that
is, for each n1 we considered a different function h # H. What can be
shown if one considers the integration problem for all n1 only for a
single continuous function h with sup norm bounded by 1? What is the
smallest $ such that there exists a constant c>0 and a continuous function
h with sup norm 1 such that for all n1 (or for all sufficiently large n) the
number cn$ is a lower bound for the average error of any algorithm that
approximates the Lebesgue integral 10 h(Bt) dt and that uses at most n
values of the Brownian motion on average? We know that $ must be at
least 12; compare Wasilkowski and Woz niakowski (2001). And what
about the average complexity of any such integration problem? If one is
interested in the complexity, of course one has to specify also the allowed
operations involving h. One might also ask these questions under further
regularity assumptions on h, or for integrals of the form 10 h(t, Bt) dt.
Our result implies also a lower bound for the complexity of the problem
of approximating the Ito^ stochastic integral for certain classes of functions.
Questions corresponding to the questions above can also be formulated
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explicitly for the Ito^ stochastic integral instead of the Lebesgue integral.
Furthermore, it would be interesting to see whether one can use ideas in
the proof in order to obtain lower bounds for the complexity of other
problems in stochastic computation. Note that the Ito^ integral is the solu-
tion of a system of stochastic differential equations, see Wasilkowski and
Woz niakowski (2001). Hofmann et al. (2001) have given sharp complexity
results for the approximation of certain stochastic differential equations.
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