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We are now in the era where technology has made it possible to constantly obtain 
information, from people’s Google search histories, to people’s purchasing habits 
through point cards, among others. However, even with this much technological 
advancement, there are still instances when all that can be obtained are incomplete and 
noisy data. Such situation is common in biological data, where data acquisition requires 
extensive works of experts, and expensive tools are needed. Apparently, redoing 
biological experiments to fill-in the missing information or to remove the noise is 
inexpedient, so scientists and researchers in the field are looking for alternative 
approaches to resolve these issues, or to at least find a way to optimally utilize the 
available data for analysis. In this thesis, a novel method that can optimally exploit the 
data at hand for further analysis is presented. Since the integrity of data analyses and 
conclusions lies in the correctness of the data, it is very important that the inference 
accuracy is kept high and the underlying patterns in the data are maintained. These 
important aspects of the data are considered in the formulation of the methods 
introduced in this thesis. 
 
The machine learning techniques developed in this thesis rely on the use of real-valued 
square matrices, called kernel matrices. Data of any type can be transformed into a 
kernel matrix, through the use of some functions with certain properties, called kernels. 
Kernel matrices are especially useful in the analysis of proteins, since proteins are 
represented in many ways. For instance, a protein can be represented as a string of 
letters from the English alphabet, corresponding to its amino-acid sequence. So much 
can also be inferred from a protein’s cubic structure. A protein can also be described 
through its interaction with other proteins, and through its gene expression, which are 
best represented as graphs and as vectors, respectively. Each of these different 
representations of proteins can now be expressed as a kernel matrix, through the use of 
kernels. Most machine learning algorithms for classification tasks, such as Support 
Vector Machines (SVMs), take in kernel matrices as inputs and hence, when performing 
protein classification tasks, only the proteins’ kernel representations are essential, and 
not the raw data. 
 
In the protein example above, the different protein representations serve as the “partial 
views” of the data. Intuitively, when these partial views are combined, one can gain a 
complete view or one big picture of the object at hand.  Indeed, existing literature in 
protein function classification, and in some other classification studies, have shown that 
by combining the different views of the data, classification accuracy and performance is 
improved. This is where the use of kernels becomes increasingly attractive. As kernel 
matrices, the partial views of the data can be easily manipulated and combined, paving 
the way for data fusion and multiview learning. 
 
Going back to the incomplete-data problem, a data source (e.g. gene expression data) 
with some lacking information produces a kernel matrix with entries in some rows and 
columns skipped. These rows and columns with skipped entries correspond to the 
missing information in the data source where the kernel matrix is derived from. Kernel 
matrices with skipped or “missed” entries are called incomplete. Incomplete kernel 
matrices cannot be fed to existing machine learning algorithms, and data analysis 
cannot be performed. This is a drawback of kernel methods. Early solutions for this 
problem include either imputing zeros in the skipped entries (zero-imputation) or 
imputing the mean of the remaining matrix entries (mean-imputation). Subsequent 
studies utilize other kernel matrices derived from supplementary data sources to infer 
the missing entries of a kernel matrix. However, the framework of these studies 
assumes that only one of the kernel matrices has missing entries, or that at least one 
kernel matrix must be complete. By contrast, the framework in this thesis assumes that 
all of the kernel matrices may have missing entries, and the kernel matrices can be 
completed mutually. The proposed model in this thesis is then called “Full-Covariance 
Mutual Kernel Matrix Completion (FC-MKMC)” method. 
 
The proposed model FC-MKMC is based on information geometry, where the empirical 
kernel matrices are associated to the covariance of zero-mean Gaussians. Then, a model 
parameter kernel matrix is introduced that serves as the complete view of the data. To 
fit this model parameter matrix to the empirical kernel matrices, FC-MKMC employs 
the Kullback-Leibler (KL) divergence for the distance between the model matrix and 
the empirical kernel matrices. The objective function is then taken as the sum of the 
KL-divergences and is minimized with respect to the model matrix and the missing 
elements.  
 
Minimization of the objective function to infer the missing elements of the kernel 
matrices involves two steps: the imputation step, where the initialized model matrix is 
fixed, and the objective function is minimized with respect to the set of missing 
elements; and the model update step, where the inferred elements are fixed, and the 
objective function is minimized with respect to the model parameter kernel matrix. By 
repeating these two steps in order, the estimates for the missing elements are improved. 
 
The imputation and model update steps correspond to the expectation step and 
maximization step, respectively, of Expectation-Maximization (EM) algorithm. With the 
EM algorithm, the likelihood of the model parameter is maximized. This statistical 
framework of FC-MKMC enables it to handle the missing-data problem in a principled 
way. 
 
Since FC-MKMC is full-covariance, its number of degrees of freedom is large, and is at 
risk of overfitting. Hence, two variants of FC-MKMC are introduced to provide model 
flexibility control. These parametric models are the PCA-MKMC and FA-MKMC. PCA-
MKMC and FA-MKMC are based from notions of probabilistic PCA and factor analysis 
models, respectively. In these models, the covariances are expressed in a restricted form, 
in which the flexibility can be controlled through the choice of the subspace dimension.  
 
As revealed by empirical results on experiments in real-world data such as yeast 
proteins, the proposed models have improved kernel estimation accuracies over 
traditional completion methods. The proposed models have also improved the 
classification performance, as verified from tests on binary classification tasks such as 
membrane protein prediction, and yeast protein functional classification prediction. In 
the latter experiment, it was also shown that the proposed parametric models have 
better classification performance than the full-covariance variant. 
 
In conclusion, this thesis has contributed to learning from incomplete data by fully 
utilizing the available data. The practicality of the proposed models, as well as favorable 
results from experiments, are good indicators that the models presented in this thesis 






































































マンカイザー法などで設定した PCA-MKMC や FA-MKMC は，FC-MKMC より性能が向上した． 
結論として，本論文では，不完全データからの学習を可能にする新しい方法論を示した．実デー
タを用いた検証によって，提案モデルの実用性を示した．酵母タンパク質分類問題に限らず，多く
の応用において信頼できる方法論になっていると期待される． 
 
 
