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WELL-POSEDNESS FOR DEGENERATE ELLIPTIC PDE ARISING IN
OPTIMAL LEARNING STRATEGIES
TIM LAUX AND J. MIGUEL VILLAS-BOAS
Abstract. We derive a comparison principle for a degenerate elliptic partial differential
equation without boundary conditions which arises naturally in optimal learning strate-
gies. Our argument is direct and exploits the degeneracy of the differential operator to
construct (logarithmically) diverging barriers.
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The purpose of this paper is the analysis of a degenerate elliptic partial differential
equation (PDE) arising from a stochastic process in optimal learning strategies. Our main
result establishes the uniqueness of viscosity solutions to this degenerate PDE without
boundary conditions. The PDE we consider, cf. (6) for its precise form, shares key features
with the following toy model
max
{
max
1≤i≤d
{
− x2i (1− xi)
2uxixi + u
}
, u− ϕ(x)
}
= 0 in (0, 1)d,
a fully nonlinear degenerate elliptic PDE with obstacle ϕ. Note that no boundary condi-
tions are imposed on the faces of the unit cube (0, 1)d. An excellent framework to study
such equations is the theory of viscosity solutions, starting from the fundamental work of
Crandall, Ishii, and Lions [2], cf. [5] for an exposition of relevant parts of this field and the
connection to stochastic differential equations. However, the additional degeneracy due
to the vanishing of −x2i (1−xi)
2 at the boundary and the abscence of boundary conditions
causes additional difficulties which we will handle here with care. Our proof is direct and
elementary. The key idea is to exploit the degeneracy of the differential operator at the
boundary to construct (logarithmically) diverging barriers. On a different note, regarding
the regularity of the solution u across the free boundary and the more subtle question
of the regularity of the free boundary itself, we refer the interested reader to the crucial
work of Caffarelli [1], and the expository notes [3].
The model we analyze in this paper was introduced in the recent paper [4] by Ke and
one of the authors: a decision maker may decide among d alternatives on which they
can collect information, and ultimately invest. In this model, the payoff pii of the i
th
alternative is assumed to take either of the two values pii < pii. These random variables
(pi1, . . . , pid) are assumed to be independent. The outside option has the deterministic
payoff pi0. As the process pii is assumed to take only two values, it is characterized by the
belief Xi(t) = P (pii(t) = pii|Ft), where Ft is a filtration representing the observed signals
until time t. The decision maker’s allocation policy I = {It}t>0 controls the stochastic
differential equation (SDE)
(1) dXi =
pii − pii
σ2i
Xi (1−Xi) {[pii − pii(1−Xi)− piiXi] dTi + σidW (Ti)} ,
where Ti(t) = |{s ∈ (0, t) : Is(Xi(s)) = 1}| denotes the accumulated time alternative i has
been investigated.
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Let us briefly argue why this is sensible intuitively; we refer the interested reader to
[4] for the derivation of (1) and more details: The larger the signal-to-noise ratio
pii−pii
σ2
i
is, the more likely will the decision maker update their belief according to a new signal.
Also note that it makes sense that the right-hand side is decreasing in the noise σi: the
larger the noise, the less likely will the decision maker trust the new signal and update
their belief. The drift pii − pii(1 − Xi) − piiXi is simply the difference of the prospected
and expected value of alternative i. Finally, note that the prefactor Xi(1−Xi) indicates
that the decision maker is most likely to update their belief if they were undecided in the
first place, i.e., if Xi =
1
2
.
The expected payoff at a stopping time τ and under an allocation policy I is
(2) J(x;I , τ) := E
[
max
{
max
1≤i≤d
{piiXi + pii(1−Xi)}, pi0
}
−
d∑
i=1
ciTi(τ)
∣∣∣X(0) = x].
The decision maker’s objective is to maximize the payoff:
(3) V (x) = sup
I ,τ
J(x;I , τ).
In [4] it is argued that the value function V satisfies the Hamilton-Jacobi-Bellman PDE
(4) max
{
max
1≤i≤d
{
(pii − pii)
2
2σ2i
x2i (1− xi)
2Vxixi − ci
}
, g(x)− V
}
= 0 in Q,
where Q = (0, 1)d denotes the unit cube and g(x) := max {maxi {piixi + pii(1− xi)} , pi0}.
Clearly, the payoff satisfies pi0 ≤ J(x;I , τ) ≤ maxi pii and hence we have the uniform
bounds for the value function
0 < pi0 ≤ V (x) ≤ max
1≤i≤d
pii <∞.
The Lipschitz-continuity of the value function V ∈ C0,1(Q) can be derived in the following
way. Given two points x, x′ ∈ Q, using the optimal allocation policy I and stopping time
τ of x for x′ yields
V (x)− V (x′) ≤ J(x;I , τ)− J(x′;I , τ) = E
[
f(Xτ )
∣∣X0 = x]− E[f(Xτ)∣∣X0 = x′],
where we momentarily defined the function f(x) := max
{
max1≤i≤d{piixi+pii(1−xi)}, pi0
}
,
which is Lipschitz continuous as the maximum of linear functions. Note that due to the
choice of the allocation policy, the last term in J , which is nonlocal in time cancels exactly.
Hence, denoting by Lip(f) the Lipschitz constant of f ,
V (x)− V (x′) ≤ Lip(f)E
[
|Xτ −X
′
τ |
∣∣X0 = x,X ′0 = x′],
so that we only need to appeal to the stability of the SDE (1) to obtain V (x)− V (x′) ≤
C|x− x′|. Interchanging the roles of x and x′ proves the Lipschitz continuity of V .
Let us suppose for simplicity that all payoffs and noise levels are equal so that (4)
becomes
(5) max
{
max
1≤i≤d
{
x2i (1− xi)
2Vxixi − ci
}
, g(x)− V
}
= 0 in Q.
In order to rewrite (5) in a more familiar form we use the change of variables V (x) =
b− eu(x), where b > maxi pii, which leads us to
(6) max
{
max
1≤i≤d
{
−x2i (1− xi)
2
(
uxixi − u
2
xi
)
− cie
−u
}
, 1− (b− g(x)) e−u
}
= 0 in Q,
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where g could now be any given continuous function on Q¯ such that b− g(x) > 0 for all
x ∈ Q¯ and c1, . . . , cd > 0 are given positive constants. Note that the condition on g is
true in the above concrete example since b > maxi pii
Setting
F (x, r, p, A) := max
{
max
1≤i≤d
{
−x2i (1− xi)
2
(
Aii − p
2
i
)
− cie
−r
}
, 1− (b− g(x)) e−r
}
for x ∈ Q, r ∈ R, p ∈ Rd, and A = (Aij)
d
i,j=1 ∈ S(d) = {M ∈ R
d×d : MT = M}, the
equation reads
F (x, u,Du,D2u) = 0,
which can be formulated in the viscosity sense, see Definition 4 below.
The main result of this work is the following comparison theorem.
Theorem 1. If u, v ∈ C0,1(Q) satisfy
(7) F (x, u,Du,D2u) ≤ 0 and F (x, v,Dv,D2v) ≥ 0 in the viscosity sense,
then u ≤ v in Q.
Remark 2. As an immediate consequence, the viscosity solution of (6), without boundary
conditions, is unique in the class C0,1(Q). Since the construction for V is of this class and
bounded, also u(x) = log(b− V (x)) is Lipschitz and the problem is well-posed.
Remark 3. There are two obvious difficulties:
(1) There are no boundary conditions.
(2) F is not uniformly elliptic.
We will see that these two properties are interconnected: The degeneracy at the boundary
makes boundary conditions oblivious. Indeed, the underlying stochastic process (1) does
not reach the boundary ∂Q in finite time. This is in fact due to the degeneracy: even at
the simpler example dXt = XtdWt one can see this effect by a direct computation.
Since ci > 0 and g(x) < b, the function F is strictly monotonic increasing in r: For
every R > 0 there exists a constant θ > 0 such that for all x ∈ Q, p ∈ Rd and A ∈ S(d)
we have
(8) θ(r − r′) ≤ F (x, r, p, A)− F (x, r′, p, A) for all r′ ≤ r ≤ R.
For the rest of the paper we will assume for simplicity that c1 = . . . = cd = 1.
Let us first recall the definition of viscosity solutions.
Definition 4. A continuous function u ∈ C(Q) is called a subsolution (supersolution) of
F (x, u,Du,D2u) = 0 and we write
(9) F (x, u,Du,D2u) ≤ 0 (≥ 0) in the viscosity sense
if the following holds: Let ζ ∈ C2(Q) be such that ζ−u has a local maximum (minimum)
at x0, then
(10) F (x, ζ,Dζ,D2ζ) ≤ 0 (≥ 0)
at the point x = x0. The function u is called a solution of F (x, u,Du,D
2u) = 0 and we
write
F (x, u,Du,D2u) = 0 in the viscosity sense
if u is both a sub- and a supersolution.
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Lemma 5. Let u ∈ C(Q). Then
F (x, u,Du,D2u) ≤ 0 in the viscosity sense
if and only if for every x0 ∈ Q and any generalized superjet (p, A) ∈ J¯+u (x0)
F (x0, u0, p, A) ≤ 0.
Let v ∈ C(Q). Then
F (y, v,Dv,D2v) ≥ 0 in the viscosity sense
if and only if for every y0 ∈ Q and any generalized subjet (p, A) ∈ J¯−v (y0)
F (y0, v(y0), p, A) ≥ 0.
Here and in the following, by J¯+u (x0), J¯−v (y0) we denote as usual the set of all
generalized super- and subjets, respectively:
(1) For (p, A) ∈ Rd×S(d), we have (p, A) ∈ J+u(x0) if and only if (p, A) is a superjet
of u at x0, i.e.,
u(x) ≤ u(x0) + p · (x− x0) +
1
2
(x− x0) · A (x− x0) + o
(
|x− x0|
2) as x→ x0.
The set of all generalized superjets J¯+u(x0) is simply given by the topological
closure of this set.
(2) Similarly, for (p, A) ∈ Rd × S(d), we have (p, A) ∈ J−v(y0) if and only if (p, A) is
a subjet of v at y0, i.e.,
v(y) ≥ v(y0) + p · (y − y0) +
1
2
(y − y0) · A (y − y0) + o
(
|y − y0|
2) as y → y0.
The set of all generalized subjets J¯−v(y0) is the closure of J−v(y0).
We first state and prove some lemmas which will be useful for the proof of the theorem.
The first lemma exploits the degeneracy at the boundary by adding a penalization- or
barrier-term which diverges at the boundary. Note that the barriers uε ≤ u and v
ε ≥ v
diverge as we approach the boundary ∂Q.
Lemma 6. Let α, ε > 0. For u, v ∈ C0,1(Q) let
uε(x) := u(x)− εΦ(x), v
ε(y) := v(y) + εΦ(y),(11)
where
(12) Φ(x) := −
d∑
i=1
{log xi + log(1− xi)} ≥ 0,
and let xα,ε, yα,ε be such that
(13) uε(xα,ε)− v
ε(yα,ε)−
α
2
|xα,ε − yα,ε|
2 = sup
(x,y)∈Q×Q
{
uε(x)− v
ε(y)−
α
2
|x− y|2
}
.
Then
α |xα,ε − yα,ε| ≤ 2max {Lip(u),Lip(v)} .
Here Lip(u) := supx,y∈Q
|u(x)−u(y)|
|x−y|
denotes the Lipschitz constant of the function u on
Q.
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Proof. Testing the maximality (13) with the pair (xα,ε, xα,ε) yields
uε(xα,ε)− v
ε(yα,ε)−
α
2
|xα,ε − yα,ε|
2 ≥ uε(xα,ε)− v
ε(xα,ε)
and hence after reordering and using the definition of vε
α
2
|xα,ε − yα,ε|
2 ≤ vε(xα,ε)− v
ε(yα,ε) ≤ Lip(v) |xα,ε − yα,ε|+ ε (Φ(xα,ε)− Φ(yα,ε)) .
However, we have no control over Φ(xα,ε) − Φ(yα,ε). To overcome this difficulty, we test
the maximality as well with (yα,ε, yα,ε) instead of (xα,ε, xα,ε) and obtain
uε(xα,ε)− v
ε(yα,ε)−
α
2
|xα,ε − yα,ε|
2 ≥ uε(yα,ε)− v
ε(yα,ε)
which yields
α
2
|xα,ε − yα,ε|
2 ≤ uε(xα,ε)− uε(yα,ε) ≤ Lip(u) |xα,ε − yα,ε| − ε (Φ(xα,ε)− Φ(yα,ε)) .
Since either Φ(xα,ε)−Φ(yα,ε) ≥ 0 or Φ(xα,ε)−Φ(yα,ε) < 0, we may use our favorite among
the two above estimates which yields
α
2
|xα,ε − yα,ε|
2 ≤ max {Lip(u),Lip(v)} |xα,ε − yα,ε| . 
Clearly, modifying a strong solution u of F (x, u,Du,D2u) = 0 by the logarithmic
barrier Φ given in (12) yields again a solution uε = u − εΦ to some modified equation
Fε(x, uε, Duε, D
2uε) = 0. The following lemma states that this is also true in the case of
viscosity solutions. Although the modified functions uε and v
ε diverge at the boundary,
thanks to the degeneracy, the modified degenerate elliptic operators Fε and F−ε are well-
behaved close to the boundary.
Lemma 7. Let u, v ∈ C0(Q) satisfy (14). Then uε and v
ε defined via (11) satisfy
(14) Fε(x,Duε, D
2uε; u) ≤ 0 and F−ε(x,Dv
ε, D2vε; v) ≥ 0 in the viscosity sense,
where for x ∈ Q, p ∈ Rd, A ∈ S(d) and u : Q→ R,
Fε(x, p, A; u) := max
{
max
1≤i≤d
{
− (x2i (1− xi)
2
(
Aii − p
2
i
)
− e−u(x)+fε(xi, pi)
}
,
1− (b− g(x))e−u(x)
}
(15)
and
fε(xi, pi) := −ε
(
(1− xi)
2 + x2i
)
+ ε2 (1− 2xi)
2 + 2ε xi (1− xi) (2xi − 1) pi
Note that the u-variable in Fε is frozen in the sense that we plug in the fixed function
u, not the candidate uε. On the one hand, then the terms containing u become simply
another x-dependence in the equation. On the other hand, we want to keep track of the
frozen variable to remember the crucial strict monotonicity (8) in that variable. Note
furthermore that the u-dependence is only pointwise.
Proof. We only show the statement for u as the one for v is completely analogous. Let
x0 ∈ Q be fixed.
Note that there is a one-to-one correspondence between J+uε(x0) and J+u(x0): Let
(pε, Aε) ∈ J¯+uε(x0), i.e.,
u(x)− εΦ(x) ≤u(x0)− εΦ(x0) + p
T
ε (x− x0) +
1
2
(x− x0)
T
Aε (x− x0) + o
(
|x− x0|
2)
.
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Developing Φ to second order around x0
u(x) ≤ u(x0) +
(
pTε + εDΦ(x0)
)
(x− x0) +
1
2
(x− x0)
T
(
Aε + εD
2Φ(x0)
)
(x− x0)
+ o
(
|x− x0|
2)
,
i.e.,
(pε + εDΦ(x0)
T , Aε + εD
2Φ(x0)) ∈ J+u(x0).
Therefore, if (pε, Aε) ∈ J¯+uε(x0) is a generalized superjet of u at x0, then using the
above argument for an approximating sequence, we obtain
(pε + εDΦ(x0)
T , Aε + εD
2Φ(x0)) ∈ J¯+u(x0).
Using the fact that u is a subsolution, i.e., (14), we obtain
F
(
x0, u, pε + εDΦ(x0)
T , Aε + εD
2Φ(x0)
)
≤ 0.
That means that at the point x = x0 we have
max
{
max
1≤i≤d
{
− x2i (1− xi)
2
(
Aε,ii − p
2
ε,i
)
+
+ x2i (1− xi)
2 (−εΦxixi + 2εΦxipε,i + ε2Φ2xi)− e−u(x)}, 1− (b− g(x))e−u(x) } ≤ 0.
As Φxi = −
1
xi
+ 1
1−xi
and Φxixi =
1
x2
i
+ 1
(1−xi)2
, this is nothing else but (15). 
One important ingredient of the proof is the by now classical doubling of variables first
introduced by Jensen and then formulated by Ishii in (a more general form than) the
following lemma.
Lemma 8 (Ishii’s Lemma, see Theorem 3.2 in [2]). Let u, v ∈ C0(Q), α > 0 and suppose
u(x0)− v(x0)−
α
2
|x0 − y0|
2 = max
(x,y)∈Q×Q
{
u(x)− v(x)−
α
2
|x− y|2
}
Then there exist A,B ∈ S(d) such that
(16) (α(x0 − y0), A) ∈ J¯
+
Qu (x0), (α(x0 − y0), B) ∈ J¯
−
Qv (y0),
and
(17) − 3α
(
Id 0
0 Id
)
≤
(
A 0
0 −B
)
≤ 3α
(
Id −Id
−Id Id
)
.
Here Id and 0 denote the identity and zero matrix in R
d, respectively. The inequalities
in (17) are to be understood in the sense of symmetric matrices (or equivalently symmetric
bilinear forms).
Proof of Theorem 1. Suppose for a contradiction that
0 < δ = (u− v)(z) for some z ∈ Q.
Let α, ε > 0 be fixed and let uε and v
ε be given by (11). (One may think of α ≫ 1 and
ε≪ 1.)
Step 1: By Bolzano-Weierstrass, the supremum
Mα,ε := sup
(x,y)∈Q×Q
{
uε(x)− v
ε(y)−
α
2
|x− y|2
}
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is attained at some interior point (xα,ε, yα,ε) ∈ Q×Q since uε(x)→ −∞ as x→ ∂Q and
vε(y)→ +∞ as y → ∂Q. Since Q¯ is compact, there exist sequences αn ↑ ∞, εn ↓ 0 such
that
xn := xαn,εn → x¯ ∈ Q¯,
yn := yαn,εn → y¯ ∈ Q¯.
Lemma 6 yields that
αn |xn − yn| stays bounded as n→∞(18)
and in particular, since αn →∞, this implies |xn − yn| → 0, i.e., x¯ = y¯.
Step 2: Since the maximizer (xn, yn) of Mn is an interior point, Ishii’s Lemma 8 furnishes
the existence of two symmetric matrices An, Bn ∈ S(d) which together with αn(xn − yn)
contribute second-order sub- and superjets for u and v, respectively:
(αn(xn − yn), An) ∈ J¯+u(xn), (αn(xn − yn), Bn) ∈ J¯−v(yn)
and furthermore inequality (17) holds.
Step 3: It is straightforward to see that Fε is strictly increasing in the frozen u-variable:
For every R > 0 there exists θ > 0 such that for all r′ ≤ r ≤ R
(19) θ (r − r′) ≤ Fε(x, p, A; r)− Fε(x, p, A; r
′).
Recall that the dependence of Fε on u is pointwise. Hence by the maximality of (xn, yn)
θδ ≤ θ (u(xn)− v(yn))
(19)
≤ Fεn(xn, αn(xn − yn), An; u(xn))− Fεn(xn, αn(xn − yn), An; v(yn)).
By Lemma 7, the modified functions uε and v
ε are sub- and supersolutions (of the modified
operators), respectively, so we obtain
Fεn(xn, αn(xn − yn), An; u) ≤ 0 ≤ F−εn(yn, αn(xn − yn), Bn; v).
Combining the two above inequalities yields
0 < θδ ≤ F−εn(yn, αn(xn − yn), Bn; v(yn))− Fεn(xn, αn(xn − yn), An; v(yn)).(20)
Step 4: We claim that
F−εn(yn, αn(xn − yn), Bn; v(yn))− Fεn(xn, αn(xn − yn), An; v(yn))
≤ 3αn |xn − yn|
2 + α2n |xn − yn|
3 + 8εn (1 + αn |xn − yn|+ εn) + ωg(|xn − yn|),
(21)
which will conclude the proof of the theorem. Here ωg denotes the modulus of continuity
of the given function g. Indeed, if the claim is true, then by (18) we obtain
lim sup
n→∞
F εn(yn, αn(xn − yn), Bn; v(yn))− Fεn(xn, αn(xn − yn), An; v(yn)) ≤ 0,
a contradiction to the strict positivity (20).
We are left with proving (21). To this end we will use the second inequality in (17),
which simply means
(22) ξTAξ − ηTBη ≤ 3α |ξ − η|2 for all ξ, η ∈ Rd.
In order to prove (21), let ε > 0, x, y ∈ Q, p ∈ Rd, A,B ∈ S(d) be given s.t. (22) holds.
For notational simplicity set σi(x) := (1− xi)xi.
We distinguish two cases.
Case 1: F−ε(y, p, B; r) = 1− (b− g(y))e
−r.
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In this case
F−ε(y, p, B; r)− Fε(x, p, A; r) ≤ 1− (b− g(y))e
−r −
(
1− (b− g(x))e−r
)
≤ ωg(|x− y|)e
−r.
Case 2: F−ε(y, p, B; r) > 1− (b− g(y))e
−r.
By definition of F−ε, there exists an index j ∈ {1, . . . , d} such that
F−ε(y, p, B; r) = − (σj(y)ej)
T
B σj(y)ej + σ
2
j (y)p
2
j − e
−r + f−ε(yj, pj).
Hence
F−ε(y, p, B; r)− Fε(x, p, A; r)
≤ (σj(x)ej)
T
Aσj(x)ej − (σj(y)ej)
T
B σj(y)ej
+
(
σ2j (y)− σ
2
j (x)
)
p2j + f−ε(yj, pj)− fε(xj , pj).
Applying (22) to the first right-hand side term (with the collinear vectors ξ = σj(x)ej
and η = σj(y)ej), we obtain
F−ε(y, p, B; r)− Fε(x, p, A; r) ≤3α (σj(x)− σj(y))
2 +
∣∣σ2j (x)− σ2j (y)∣∣ |p|2
+ sup
t∈(0,1)
(
|f−ε(t, pj)|+ |fε(t, pj)|
)
.
Since the gradient Dσj(x) = (1− 2xj) e
T
j is bounded by 1 and 0 ≤ σj(x) ≤ 1, we obtain
|σj(x)− σj(y)| ≤ |x− y| and
∣∣σ2j (x)− σ2j (y)∣∣ ≤ 14 |x− y| . Furthermore,
sup
t∈(0,1)
(
|f−ε(t, pj)|+ |fε(t, pj)|
)
≤ 2ε (2 + 2|p|+ ε) .
and therefore (21) holds. This concludes the proof of Theorem 1. 
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