In this paper we answer Open Problem 2 of Goodearl's book on partially ordered abelian groups in the case of partially ordered simple groups. As a consequence, we obtain a version of the Theorem of structure of dimension groups in the case of simple Riesz groups. Also, we give a method for constructing torsion-free strictly perforated simple Riesz groups of rank one, and we see that every dense additive subgroup of Q can be obtained using this method.
Introduction
In [5] , Effros, Handelman and Shen gave one of the most important results in the theory of ordered groups: the Theorem of structure of dimension groups. This Theorem characterizes these groups as direct limits of direct systems of G ++ = G + \ {0} (so that Z ++ = N). A partially ordered abelian group G is said to be directed provided that any element can be written as a difference of two positive elements. Given a partially ordered abelian group G, an element u ∈ G is said to be an order-unit provided that u ∈ G ++ and for each element x ∈ G there exists n in N such that x ≤ nu (in particular a group with order-unit is directed). A partially ordered abelian group is said to be simple when it is nonzero and every nonzero positive element is an order-unit. A partially ordered abelian group G is said to be (strictly) unperforated provided that for all x ∈ G and for all n ∈ N, if nx ∈ G + (nx ∈ G ++ ), then x ∈ G + (x ∈ G ++ ). Finally, a partially ordered abelian group is an interpolation group if for all x 1 , x 2 , y 1 , y 2 ∈ G such that ∀i, j x i ≤ y j , there exists an element z ∈ G such that ∀i, j x i ≤ z ≤ y j . A Riesz group is a directed interpolation group.
The main result
In this section we will state a (partial) version of the Theorem of structure of dimension groups in the case of torsion-free simple Riesz groups. The key point to obtain this result is the fact that we can answer in the affirmative [8, Open Problem 2] in the case of simple Riesz groups. This problem asks if the interpolation property of a partially ordered abelian group is preserved if we replace G + by: (a) the set of elements x ∈ G such that mx ∈ G + for some m ∈ N; (b) the set of elements x ∈ G such that 2 n x ∈ G + for some n ∈ N. Notice that our result proves that a simple Riesz group is, essentially, a simple dimension group in which we have "suppressed" some elements of the positive cone (in particular, as we will see, it could be realized as a direct limit of some special building blocks).
As we noticed above, we will show that the answer to [8, Open Problem 2] is affirmative in the case of simple groups (the non simple case is taken care of in Dugas' example [4] ). To do this, we recall a definition that will be necessary. Let (G, u) be a partially ordered abelian group with order-unit, and let Φ : G → Aff(S(G, u)) be the natural affine and continuous representation map (see [8, p. 117] ). A partially ordered abelian group with order-unit (G, u) is said to satisfy condition (D) provided that Φ(G + ) is dense in Aff(S(G, u)) + (this definition was introduced in [1] ). Also recall that, according to [8, Proposition 14.3] , the state space of a noncyclic simple Riesz group contains no discrete states. Then, by applying [12, Theorem 3.5] we obtain the following result Lemma 1.1 If (G, u) is a noncyclic, simple Riesz group with order-unit, then G satisfies condition (D).
2 Definition 1.2 Let G be a partially ordered abelian group. Then, we define the strict unperforated cone of G to be
Obviously G (c)+ is a strict cone, and we call the canonical strictly unperforated image of G, denoted by G (c) , the group G endowed with this new cone. Notice that, if G is torsion-free, then G (c)+ = {x ∈ G : (∃n ∈ N)(nx ∈ G + )}, as 0 is not a special case. In order to make clearer the arguments below, we will say that x ∈ G is a perforated element provided that x ∈ G (c)+ \ G + .
As a consequence, we can show the desired result:
Proof. 
We will define now the basic building blocks to construct perforated direct limits. Definition 1.4 Let H be a partially ordered abelian group. We will say that H is a quasi-simplicial group if H (c) is a simplicial group.
Observe that, aside from simplicial groups, this kind of groups are not directed, or are not interpolation groups. Now, we will prove the main result of this section:
Proof. To see this result, it suffices to prove that, if G 1 is a quasi-simplicial group, and g 1 : G 1 → G is a positive morphism, then there exist a quasi-simplicial group G 2 , and there exist positive morphisms h : G 1 → G 2 and g 2 : G 2 → G such that g 1 = g 2 h and Ker g 1 = Ker h. If this assertion holds, then the rest of the proof is analogous to [8, Theorem 3.17] and [8, Theorem 3.19] .
By the nature of G 1 and G, we can send the problem to G 1 (c) and G 
that is a strict cone, and we verify that
there exists n ∈ N such that nx ∈ G 2 + , thus a fortiori nx ∈ G 2 + , and hence, since In particular, this result allows us to understand better the structure of torsion-free simple Riesz groups. Corollary 1.6 Every torsion-free simple Riesz group is a direct limit of a direct system of quasi-simplicial groups.
Proof. Simply notice that, by Theorem 1.3, such a group satisfies the hypotheses of Theorem 1.5, whence the result holds. 
Additive subgroups of the rationals
In this section we show some (probably well-known) results relating additive subgroups of Q and generalized integers.
From now on, let P denote the set of all primes. If a and b are integers, we write a | b (respectively a⊥b) for "a divides b" (respectively " g.c.d.(a, b) = 1").
Definition 2.1 A generalized integer n is a map
We denote the set of generalized integers by N. Sometimes we write
When n is finite (i.e. it never takes the value ∞ and it is zero except at finitely many primes), we identify n with the integer appearing on the right hand side of (1).
Notice that the notion of divisibility of integer numbers extends to the context of generalized integers: given m, n ∈ N, we say that n | m if there exists n ∈ N such that m = n · n , that is, for each p ∈ P we have m(p) = n(p) + n (p). Lemma 2.2 Let n be a generalized integer. Then:
(ii) Let n be infinite, and let a ∈ N. If a | n, then n/a is also infinite. (iii) Let n be infinite, and let a ∈ N. Then there exists b ∈ N with a ≤ b such that b | n.
Proof. (i) It is obvious by the above remark.
(ii) As n is infinite,
the result holds by definition.
(iii) Let k be the least positive integer such that a ≤ 2 k . Since n is infinite, there exist positive integers r, m 1 , . . . , m r and there exist p 1 , . . . , p r ∈ P such that m i ≤ n(p i ) for all i ∈ {1, . . . , r} and
Lemma 2.3 Let G be an additive subgroup of Q containing 1, and let a, b be natural numbers. Then:
Proof. (i) Since a⊥b, there exist r, s ∈ Z such that ar + bs = 1. Then, as 1 ∈ G, so is ra/b + s = (ar)/b + (bs)/b = 1/b, as desired.
(ii) There exists a natural number c such that a = bc. Then, 1/b = c/bc = c/a ∈ G.
(iii) There exist integers r, s such that ra
Now, given G an additive subgroup of Q containing 1, we associate to G a generalized integer n G in the following way: let D G = {d ∈ N : 1/d ∈ G}, and define n G to be the least generalized integer such that
where e(p) is the supremum of n ∈ N such that p n ∈ D G .
Similarly, given n a generalized integer, we associate to n an additive subgroup of Q containing 1 in the following way:
It is easy to see that Z n is an additive subgroup of Q (by using Lemma 2.3(ii-iii)), and it contains 1 by definition.
We are ready to show a result that relates generalized integers and additive subgroups of Q containing 1.
Lemma 2.4 (i)
There is a one-to-one correspondence between N and the set of additive subgroups of Q containing 1.
(ii) Let n be a generalized integer. Then, Z n is a dense subgroup of Q if and only if n is infinite.
Proof. (i) We will show that the maps defined above between generalized integers and additive subgroups of Q containing 1 are mutually inverse.
First, let n be a generalized integer, and consider n Zn . Fix p ∈ P and a ∈ N. If p a | n, then 1/p a ∈ Z n by definition of this group, and thus p a | n Zn by definition of the generalized integer associated to Z n . Conversely, if p a | n Zn , then by definition of this integer and Lemma 2.3(ii) 1/p a ∈ Z n , and thus p a | n by definition of Z n . Hence, n = n Zn . Now, let G be an additive subgroup of Q containing 1, and consider the group Z n G . Fix p/q ∈ Q with p⊥q. If p/q ∈ G, then 1/q ∈ G by Lemma 2.3(i), so that q | n G , and thus p/q ∈ Z n G . Conversely, if p/q ∈ Z n G with p⊥q, then q | n G by definition. Thus 1/q ∈ G and so does p/q. Hence G = Z n G .
(ii) It is well-known that every additive subgroup of R is either dense or cyclic. Notice that the cyclic subgroups of R containing 1 are those of the form G = (1/n)Z for any n ∈ N, and thus n G = n ∈ N by part (i), whence the result holds. 2
Construction of strictly perforated simple Riesz groups
In this section, we give a procedure to construct examples of strictly perforated, torsion-free, simple Riesz groups. The idea is to use the fact that such a group is, according to Corollary 1.6, the direct limit of a direct system of quasi-simplicial groups. For our concrete construction, we will take as basic building blocks quasi-simplicial groups which are isomorphic to Z as abelian groups, and also that are directed and simple as partially ordered abelian groups. For the sake of simplicity we will call these groups simple components. Notice that the simple components are exactly the groups G = (Z, G + ), where
order to guarantee that m is uniquely determined). Thus, our construction provides us with examples of rank one, while the examples of Lawrence [10] have infinite rank.
We start by showing some results of elementary number theory that will be useful in the sequel. To do this, we fix some notation. For every real number x, let x (respectively x ) denote the largest integer ≤ x (respectively the least integer ≥ x). 
Then we have
Proof. For all i < k, put X i = I ∩ p i Z. Then we have X = (I ∩ Z) \ i<k X i , thus, by the sieve formula,
where we define [k] n as the set of all n-elements subsets of {0, 1, . . . , k − 1} and we put X U = i∈U X i (and X ∅ = I ∩ Z). However, if we put q U = i∈U p i (and
thus by Lemma 3.1, /q U − 1 < |X U | ≤ /q U + 1. It follows that |X| ≥ α − β, where we put
2 Lemma 3.3 (i) Let I be an interval of R of length ≥ 2, and let p ∈ P. Then I ∩ Z contains an element coprime with p.
(ii) Let I be an interval of R of length ≥ 4 and let p, q ∈ P. Then I ∩ Z contains an element coprime with both p and q.
Proof. (i) Apply Lemma 3.1 with m = 1. Then 1 ≤ − 1 < |I ∩ Z|, so there are at least two consecutive integers in I. One of them must be necessarily coprime with p, as otherwise p | 1, a contradiction.
(ii) By the result of (i), one can suppose that p = q. Again, apply Lemma 3.1 with m = 1. Then 3 ≤ − 1 < |I ∩ Z|, so there are at least four consecutive integers n, n + 1, n + 2, n + 3 in I ∩ Z. Suppose that the property fails for I. Hence, without loss of generality p | n. One cannot have p | n + 1, so that q | n + 1. Similarly p | n + 2 and q | n + 3. Therefore, p | 2 and q | 2, a contradiction. 2
From now on, let ϕ be the Euler function, let ν : N −→ Z + be the function defined by the rule ν(n) = number of prime factors of n. Define a function τ : N −→ Q + by putting
Proposition 3.4 Let n ≥ 2 be an integer and let I be an interval of R. If the length of I is > τ (n)n, then I ∩ Z contains an element coprime with n.
i be the decomposition of n into prime factors (so that k = ν(n), the p i 's are mutually distinct primes and the e i 's belong to N), and let be the length of I. Then the number of elements of I ∩ Z which are coprime with n is, by Lemma 3.2, at least equal to · n, then I ∩ Z contains an element coprime with n.
Proof. Let again be the length of I. If n ∈ {3, 4, 5} then ≥ 2 and we conclude by Lemma 3.3(i). If 5 < n < 2 · 3 · 5 = 30 then ν(n) = 2 and > 2/3 · n ≥ 2/3 · 6 = 4, whence we conclude again by Lemma 3.3(ii). If n = 30, then ≥ 20, thus there exists an even integer m ∈ I such that m + 5 ∈ I. If no element of I ∩ Z is coprime with 30, then every element of the set J = {m + 1, m + 3, m + 5} would be a multiple of either 3 or 5. By the Pigeonhole Principle, either 3 or 5 divides two distinct elements of J. Then, in any case, either 3 or 5 divides the difference between two elements of J, i.e., 3 or 5 divides 2 or 4, a contradiction.
Thus let us suppose from now on that n ≥ 31. To conclude the desired result, it suffices by Proposition 3.4 to prove that τ (n) ≤ 2/3. If ν(n) ≤ 2, as > 2/3 · n ≥ 20 > 4, we conclude again by Lemma 3.3(ii), so we can suppose from now on that ν(n) ≥ 3. If 2, 3 and 5 are the only prime factors of n, then there are a, b, c ∈ N (with at least one of them ≥ 2, since n > 30) such that n = 2 a 3 b 5 c and thus
The only remaining possibility is when n admits a prime factor p ≥ 7. Then, if n = i<k p e i i , we have
Thus, if p i ≥ 3 then 2/p
2 Now we introduce a concept that will be useful in the sequel. If G is a partially ordered abelian group, we say that an interpolation problem of G is a quadruple of the form α = (x 1 , x 2 , y 1 , y 2 ) of elements of G satisfying {x 1 , x 2 } ≤ G {y 1 , y 2 }, while a solution of α is an element z ∈ G satisfying {x 1 , x 2 } ≤ G z ≤ G {y 1 , y 2 }. If G is a simple component, we say that a reduced interpolation problem is an interpolation problem of the form (0, x, y 1 , y 2 ) with 0 < Z x < Z y 1 < Z y 2 . The following results guarantees that, with this kind of building blocks, we can construct a direct limit that in each step "interpolates" the elements of the previous step without losing the perforation property. Given G = (Z, G + ) a simple component with
Lemma 3.6 Let G = (Z, G + ) be a simple component, and let α be a reduced interpolation problem of G. Then for all q ≥ q G there exists a simple component H such that q· (i.e., multiplication by q) defines an order-embedding of partially ordered abelian groups from G into H such that qα admits a solution in H.
Proof. As we noticed above, such a group has the form G = Z, G + = {0, n 1 , . . . , n k } ∪ (m + Z + ) for suitable n 1 < Z · · · < Z n k < Z m of N. Set α = (0, x, y 1 , y 2 ) the reduced interpolation problem.
Let q ∈ N such that q ≥ q G = 16m. Then, the interval I = [q(x + 1/8), q(y 1 − 1/8)] of Q has length q(y 1 − x − 1/4) ≥ 3/4 · q > 2/3 · q. Thus by Corollary 3.5 there exists r ∈ I ∩ Z coprime with q.
Let S be the submonoid of Z + generated by {r, r−qx, qy 1 −r, qy 2 −r}∪qG + , and let H be the simple component defined by H = Z, H + = S ∪ (qm + Z + ). Let g : G → H be the morphism defined by multiplication by q, that is clearly positive because of the definition of S. Also notice that {0, qx} ≤ H r ≤ H {qy 1 , qy 2 }, i.e., that r is a solution of the problem qα. It remains to show that g is an order-embedding. Thus, let t ∈ G such that g(t) ∈ H + , and notice that t ∈ Z + . If t ≥ Z m, then t ∈ G + directly. So suppose that 0 < Z t < Z m. It follows that g(t) ∈ S, and thus there are α 1 , α 2 , β 1 , β 2 in Z + and h in G + such that qt = α 1 r + α 2 (r − qx) + β 1 (qy 1 − r) + β 2 (qy 2 − r) + qh; dividing by q yields
By definition of r, the numbers r/q, (r − qx)/q, (qy 1 − r)/q and (qy 2 − r)/q are larger or equal than 1/8. Thus it follows that if one of the α i 's or the β i 's is larger or equal than 8m, then t ≥ Z m, a contradiction. Therefore, if we define
On the other hand, rearranging (3) yields
whence q | δ · r, but also we have that r⊥q, and thus q | δ. Hence, by (4), δ = 0, i.e., α 1 + α 2 = β 1 + β 2 . Now, by Riesz decomposition in Z + , there are
Therefore we obtain that
so we are done. 2 Lemma 3.7 Let G = (Z, G + ) be a simple component. Then: (i) For each interpolation problem α of G there exists a reduced interpolation problem α of G and there exists an element n ∈ G such that if r ∈ G is a solution of α then r + n ∈ G is a solution of α.
(ii) There are only finitely many reduced interpolation problems of G without solution in G.
Proof. (i) Let α = (x 1 , x 2 , y 1 , y 2 ) be an interpolation problem of G. We can assume that these elements, as elements of Z with the natural ordering, are ordered as follows:
If x 1 = x 2 , or x 2 = y 1 , or y 1 = y 2 , then α admits a trivial solution in G. So that we can assume that
Put x = x 2 − x 1 , y 1 = y 1 − x 1 and y 2 = y 2 − x 1 . Thus we have α = (0, x, y 1 , y 2 ) a reduced interpolation problem. If r is a solution for α, so is r = r − x 1 for α , and conversely, if r is a solution for α , so is r = r + x 1 for α.
(ii) Let α = (0, x, y 1 , y 2 ) be a reduced interpolation problem in G, where
, then the interpolation problem admits a trivial solution. Thus, the only possibilities for α having no solution in G are 0 < Z x < Z m and x ∈ G + , y 1 < Z 2m + x and y 1 < Z y 2 < Z m + y 1 , but y 2 − y 1 ∈ G + . In particular, {x, y 1 , y 2 } < Z 4m, which ends the proof. 2 Definition 3.8 (a) For every generalized integer n, a sequence {a n } n≥1 of positive integers is associated to n when n = n≥1 a n .
(b) For every simple component G and every finite list of interpolation problems α 1 , · · · , α t of G, let E(G; α 1 , · · · , α t ) be the set of all positive integers q such that there exists a simple component H satisfying both following conditions: (i) The multiplication map q· defines an embedding of ordered groups from G into H.
(ii) For all i ∈ {1, . . . , t}, qα i admits a solution in H. If α 1 , · · · , α t is the list of all reduced interpolation problems of G without a solution in G (which is finite because of Lemma 3.7), we write E(G) instead of E(G; α 1 , · · · , α t ).
As a consequence of these lemmas we have the following result.
Lemma 3.9 Let G = (Z, G + ) be a simple component, let n be an infinite generalized integer, let {a n } n≥1 be a sequence associated to n. Then there are arbitrary large k ∈ N such that q k = a 1 · · · a k belongs to E(G).
Proof. Let E(G) = {α 1 , . . . , α t } be the set of reduced interpolation problems of G without solution in G. We will prove the result by induction on t. First suppose that t = 1. Since n is infinite, there exists k ∈ N such that q G ≤ Z a 1 · · · a n for all n ≥ k, whence the result holds because of Lemma 3.6. By induction hypothesis there are arbitrary large k ∈ N such that q k = a 1 · · · a k belongs to E(G; α 1 , . . . , α t−1 ). Fix one of these positive integers k , and notice that there exists a simple component H such that the map q k · defines an embedding of ordered groups from G into H , and for all i ∈ {1, . . . , t − 1}, qα i admits a solution in H . As n is infinite, by Lemma 2.2(ii) there exists an infinite generalized integer n such that n = q k ·n . Now, the sequence {a k+i } i≥1 is associated to n , and again there exists k > k such that q H ≤ Z a k +1 · · · a n for all n ≥ k . Hence by Lemma 3.6, for each n ≥ k there exists a simple component H n such that the multiplication map q n · (where q n = a k +1 · · · a n ) defines an embedding of ordered groups from H into H n , and for all i ∈ {1, . . . , t}, q n q k α i admits a solution in H n . Thus for each n ≥ k the positive integer q n = a 1 · · · a n belongs to E(G), and hence the induction step holds, which ends the proof.
2 Lemma 3.10 Let n be an infinite generalized integer. Then: (i) There exists a sequence associated to n.
(ii) Let {a n } n≥1 be a sequence associated to n, let {G n } n≥1 be a sequence of simple components such that for all n ≥ 1, g = a n · is an embedding of ordered groups from G n into G n+1 . For all n ∈ N, let h n : G n → Z n be defined by the rule h n (
Proof. (i) For each n ≥ 1 and for each p ∈ P with p ≤ n, define ϕ(n, p) = min{n, n(p)}. Now, let {t n } n≥1 be the sequence with terms
So we have that t 1 = 1, that t n | t m for 1 ≤ n ≤ m, and that t n | n for every n ≥ 1. For n ≥ 1, put a n = t n+1 /t n , and notice that for each n ≥ 1 we have
Obviously, if p ∈ P, n ≥ 1 and p n | t m for some m ≥ 1, then p n | n. Conversely, if p ∈ P, n ≥ 1 and p n | n, then n ≤ n(p), whence for any m ≥ max{n, p} we have p ≤ m and n ≤ ϕ(n, p). Hence p n | t m , and thus n = n≥1 a n .
Consequently, {a n } n≥1 is a sequence associated to n, as desired.
(ii) The maps g n and h n satisfy the following properties: (a) For every n ≥ 1 the morphism h n : G n → Z n is injective; (b) For every n ≥ 1 the following diagram is commutative:
If we denote H = lim −→ G n and ϕ n : G n → H are the natural maps given by the direct limit construction then, by the Universal Property of direct limits, there is a unique group morphism g : H −→ Z n (which is injective, as so is h n for all n ≥ 1) that for every n ≥ 1 satisfies
So, if 1/q ∈ Z n , then q | n, and as {a n } n≥1 is associated to n, there exist m, k ∈ N such that q · m = 1≤i≤k a i . By (6), if we take m ∈ G k+1 , then g(ϕ k+1 (m)) = m/(a 1 · · · a k ) = 1/q, whence the map g is an isomorphism. Hence, G is the direct limit of the given direct system with respect to the limiting maps h n : G n → G, as desired. 2
As a consequence we obtain the following result.
Theorem 3.11 For every simple component (Z, M ), and for every dense additive subgroup G of Q containing Z, there exists a submonoid P of G ∩ Q + such that G = P +(−P ) and (G, P ) is a simple Riesz group, with M = P ∩Z + .
Proof. By Lemma 2.4(i-ii), G = Z n G , where n G is an infinite generalized integer. Let {a n } n≥1 be the sequence defined in Lemma 3.10(i). Now let (G 1 , G + 1 ) = (Z, M ) be the given simple component. By Lemma 3.9 there exists k 1 ∈ N such that q 1 = a 1 · · · a k 1 belongs to E(G 1 ), with witness a simple component G 2 . Let n 1 = n/q 1 , and apply Lemma 3.9 to the simple component G 2 and the infinite generalized integer n 1 . Then there exists k 2 > k 1 such that q 2 = a k 1 +1 · · · a k 2 belongs to E(G 2 ), with witness a simple component G 3 . So by recurrence we construct simple components (G n , G + n ) and group morphisms g n = q n · : G n → G n+1 satisfying: (a) For every n ≥ 1 the map g n is an embedding of ordered groups from G n into G n+1 ; (b) For every n ≥ 1, if α is an interpolation problem in G n , then g n (α) admits a solution in G n+1 (because of Lemma 3.7(i) and the fact that q n belongs to E(G n ) with witness the group G n+1 ).
We define maps h n : G n → Z n G by the rule h n (x) = (1/q 1 · · · q n−1 )x, and we take P = n≥1 h n (G + n ). Then, since {q n } n≥1 is a sequence associated to n (because of (5)), we have that (G, P ) is the direct limit of the direct system (G n , G + n , g n ) with limiting maps h n because of Lemma 3.10(ii). As each group (G i , G + i ) is simple and directed (because they are simple components), then so is (G, P ). Moreover, since each group morphism g n is an order-embedding (because of (a)), we have that (G, P ) is an interpolation group by (b). Finally, as h 1 (x) = x, we have that h 1 (M ) = M , whence P ∩ Z + = M , so we are done.
2
To end this note, we construct some examples of torsion-free, strictly perforated, simple Riesz groups that illustrate the construction technique described in Theorem 3.11. First of all, we fix the simple component G 1 = (Z, G + 1 ), where G + 1 = {0} ∪ (2 + Z + ). Now, according to Lemma 2.4(i) and Theorem 3.11, for each infinite generalized integer that we fix, there is a dense additive subgroup G of Q containing 1 and a strict cone P such that P ∩ Z + = G + 1 and (G, P ) is a simple Riesz group. So to obtain two examples, we fix (a) m = 2 ∞ , (b) n = p∈P p ∞ (where the primes appear in the natural ordering of N). In case (a) the group that we obtain through the construction is G = Z[1/2], with associated sequence {a n } n≥1 = {2, 4, 8, . . . , 2 n , . . .}, and in case (b) the group is G = Q, with associated sequence {a n } n≥1 = {4, 54, 6, 18750, . . .}. To apply the construction technique described in Lemmas 3.6 and 3.9, we need also to state which are the reduced interpolation problems in G 1 with no solution. According to Lemma 3.7, those are: Then, in the first step of case (a) we have q 1 = 2 · 2 2 · 2 3 = 64 and so if we take r = 73 (which is coprime with 64) we obtain 
