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We consider statistics of electronic transport in chaotic cavities where time-reversal symmetry is
broken and one of the leads is weakly non-ideal, i.e. it contains tunnel barriers characterized by
tunneling probabilities Γi. Using symmetric function expansions and a generalized Selberg integral,
we develop a systematic perturbation theory in 1− Γi valid for arbitrary number of channels, and
obtain explicit formulas up to second order for the average and variance of the conductance, and
for the average shot-noise. Higher moments of the conductance are considered to leading order.
I. INTRODUCTION
At low temperatures and applied voltage, provided
that the average electron dwell time is well in excess
of the Ehrenfest time, statistical properties of electronic
transport in mesoscopic cavities exhibiting chaotic clas-
sical dynamics are universal. Random matrix theory
(RMT) has proven very successful in describing this
universality1. In this approach, the scattering S-matrix
of the cavity is modeled by a random unitary matrix2,3
(see Refs. 4–6 for the most recent analytical results on
distribution of S).
We consider a chaotic cavity attached to two leads,
having N1 and N2 (with N1 ≤ N2) open channels in
each lead, and denote by N = N1 + N2 the total num-
ber of channels. The S matrix can be written in the
usual block form S =
(
r t′
t r′
)
, in terms of reflection and
transmission matrices. Landauer-Bu¨ttiker theory7–11 ex-
presses most physical observables in terms of the eigen-
values {T1, . . . , TN1} of the hermitian matrix tt
†. A figure
of merit is the conductance G(T ) = G0
∑N1
i=i Ti, where
G0 = 2e
2/h is the conductance quantum. The assump-
tion that S is a random matrix implies that the Tj’s are
correlated random variables characterized by a certain
joint probability density (jpd), and as a consequence ev-
ery observable becomes a random variable whose statis-
tics is of paramount interest.
When the leads attached to the cavity are ideal, S
is uniformly distributed in one of Dyson’s circular en-
sembles of random matrices, which are labeled by a pa-
rameter β: it is unitary and symmetric for β = 1 (cor-
responding to systems that are invariant under time-
reversal), just unitary for β = 2 (broken time-reversal
invariance) and unitary self-dual for β = 4 (anti-unitary
time-reversal invariance). In this ideal case the jpd of
reflection eigenvalues Ri = 1 − Ti is given
2,12,13 by the
Jacobi ensemble of RMT, namely
P
(0)
β (R) ∝ |∆(R)|
β
N1∏
i=1
(1−Ri)
β
2
(N2−N1+1)−1, (1)
where ∆(R) =
∏
j<k(Rk − Rj) is the Vandermonde de-
terminant. The average and variance of the conduc-
tance were studied, using perturbation theory in 1/N ,
long ago.2,3,14,15 In particular, as N → ∞ this vari-
ance becomes a constant depending only on the sym-
metry class, a phenomenon that has been dubbed uni-
versal conductance fluctuations. More recently, a fruit-
ful approach based on the theory of the Selberg integral
was developed16 and afterwards extended17–20 to com-
pute transport statistics non-perturbatively. The full dis-
tribution of G, known to be strongly non-Gaussian for
a small number of channels17,20–22, was studied in23–26.
The statistics of other observables was studied in19,27–30.
The integrable theory of quantum transport in the ideal
case, pioneered in23,24 for β = 2, has been recently com-
pleted including the other symmetry classes.31
A more generic situation occurs when the leads are not
ideal but contain tunnel barriers. A simple barrier, which
does not mix transversal modes, is represented by a set of
tunneling probabilities {Γi}, one for each open channel.
In this case the distribution of S is given by the so-called
Poisson kernel21,32
Pβ(S) =
[
det(1− S¯S†) det(1 − SS¯†)
]β/2−1−βN/2
, (2)
which depends only on β and the average scattering ma-
trix S¯ (whose singular values are determined by the tun-
neling probabilities of each lead). In the limit Γi → 1 we
have S¯ = 0 and one recovers the ideal case. Even though
controllable barriers in the leads are by now an estab-
lished experimental protocol33, few explicit theoretical
predictions are available due to the complicated nature
of the Poisson kernel. For instance, the average and vari-
ance of conductance are only known perturbatively in the
limit ΓiN ≫ 1 for all i
15,34,35. Semiclassical studies of
transport in the large N limit and non-ideal setting have
also recently appeared.36–38
A more systematic RMT theoretical investigation was
initiated when Vidal and Kanzieper39 obtained the jpd
of reflection eigenvalues for β = 2 and only one non-ideal
lead. In this work we characterize those N1 non-ideal
channels by a diagonal matrix γ = diag(γ1, . . . , γN1),
with γi = 1−Γi (these are not the same γi which appear
in Ref.39; the definitions differ by a square root). The
other lead is kept ideal. Our goal is to use symmetric
function expansions and a generalized Selberg integral
to develop a systematic perturbation theory in γ of this
2problem. In this framework we present explicit formu-
las for the most useful transport statistics. In contrast
to most previous results, ours are valid for an arbitrary
number of channels in the two leads, i.e. they are not
restricted to the large-N limit.
II. PERTURBATIVE γ-EXPANSION
Let (a)n = a(a+1) · · · (a+n−1) be the rising factorial
and let
2F1(a, b; c;x) =
∑
n≥0
(a)n(b)n
(c)nn!
xn (3)
be the hypergeometric function. Let F be the N1 × N1
matrix whose elements are
Fij = 2F1(N2 + 1, N2 + 1; 1; γiRj). (4)
When the non-ideal lead supports N1 channels, the jpd
of reflection eigenvalues is given by39
P
(γ)
2 (R) = Z det
N (1− γ)
∆(R)
∆(γ)
det(F)
N1∏
i=1
(1−Ri)
N2−N1 ,
(5)
where Z is a normalization constant,
Z =
N !
N1!N2!
N1∏
i=1
(N2)!
2
(N2 + i)!(N2 − i)!
. (6)
The expression (5) is hardly operational. We therefore
start by writing it in a perturbative way, i.e. as an infinite
series in γ.
Let a non-increasing sequence of positive integers
λ1, λ2, . . . be called a partition of n if
∑
i λi = n and
let this be denoted by λ ⊢ n. The number of parts in λ is
ℓ(λ) and we assume λm = 0 if m > ℓ(λ). Partitions can
be used to label a very important set of symmetric poly-
nomials known as Schur polynomials, which are denoted
by sλ. Assuming N1 variables, they are defined by
sλ(x) =
1
∆(x)
det
(
xλi−i+N1j
)
. (7)
For example, the first few such polynomials are given by
s0(x) = 1, s1(x) =
N1∑
i=1
xi, (8)
s11(x) =
N1∑
i<j
xixj , s2(x) = s11(x) +
N1∑
i=1
x2i . (9)
If we define
αλ =
N1∏
i=1
(
N + λi − i
N2
)2
, (10)
the following expansion can be established:
det(F) = ∆(γ)∆(R)
∑
λ
αλsλ(γ)sλ(R), (11)
where the infinite sum is over all possible partitions. This
follows from the nice structure of Fij , which depends on
the indices ij only through the combination γiRj . An
account of this and similar identities can be found for
example in the book by Hua40.
In order to use (11) to express the jpd of reflection
eigenvalues, it is useful to factor out the α0 term and
notice that
αλ
α0
=
[N ]2λ
[N1]2λ
, (12)
where
[N ]λ =
ℓ(λ)∏
i=1
(N + λi − i)!
(N − i)!
(13)
is a generalization of the rising factorial. The normaliza-
tion constant then simplifies as
Z ′ = Z α0 =
N1∏
i=1
(N − i)!
(N1 − i)!(N2 − i)!i!
. (14)
This is precisely the normalization constant missing from
(1). Finally, combining (1), (5), (11) and (12) we get the
final result,
P
(γ)
2 (R)
P
(0)
2 (R)
= Z ′detN (1− γ)
∑
λ
[N ]2λ
[N1]2λ
sλ(γ)sλ(R). (15)
III. COMPUTING OBSERVABLES
Since any observable is a symmetric function of the
reflection eigenvalues, it must be expressible as a linear
combination of Schur polynomials; hence it suffices to ob-
tain the average value of sµ(R) for an arbitrary partition
µ. In this way we are led to consider the multiple integral
∫ 1
0
∆2(R)sλ(R)sµ(R)
N1∏
i=1
(1− Ri)
N2−N1dR, (16)
(where dR ≡
∏
j dRj) which is a generalization of Sel-
berg’s integral41. However, this is difficult to evaluate
directly. One way to proceed is to express the product of
two Schur polynomials again as a linear combination of
Schur polynomials,
sλ(R)sµ(R) =
∑
ν
Cνλµsν(R), (17)
where the constants Cνλµ are known as Littlewood-
Richardson coefficients.42 There is no explicit formula for
3them, but they can be computed using some recursive
algorithms and there are tables for the first ones. For
instance, the coefficients with ν up to 4 are given by
s0sλ = sλ, s1s1 = s2 + s11,
s2s1 = s3 + s21, s11s1 = s111 + s21,
s3s1 = s4 + s31, s21s1 = s31 + s22 + s211,
s2s2 = s4 + s31 + s22, s2s11 = s31 + s211,
s111s1 = s1111 + s211, s11s11 = s1111 + s211 + s22.
By means of the Littlewood-Richardson coefficients, we
only need to consider the simpler integral
Iν =
∫ 1
0
∆2(R)sν(R)
N1∏
i=1
(1−Ri)
N2−N1dR, (18)
which is known to be given by43,44
Iν = sν(1
N1)
N1∏
i=1
i!(N1 + νi − i)!(N2 − i)!
(N + νi − i)!
, (19)
where sν(1
N1) is the value of a Schur polynomial when
all its arguments are equal to unity.
If we combine the above result with Z ′ we get a
substantial simplification, which is manifestly a rational
function of N1 and N2, i.e. the variable N1 no longer
appears as the limit to products. The result is
Z ′Iν =
[N1]
2
νχν(1)
[N ]ν |ν|!
, (20)
where ν ⊢ |ν| and χ is the character function in the
permutation group, so χν(1) is the dimension of the ir-
reducible representation of that group associated with
partition ν (to arrive at this result we have used that
sν(1
N1) = χν(1)[N1]ν/n!).
The final result is that the average value of sµ(R), with
respect to the jpd (15), is given by
〈sµ(R)〉γ = det
N (1− γ)
∑
λ
Dµλsλ(γ), (21)
with
Dµλ =
[N ]2λ
[N1]2λ
∑
ν
Cνλ,µ
[N1]
2
νχν(1)
[N ]ν |ν|!
. (22)
IV. THE LEADING ORDER
The jpd (15) equals the jpd of the ideal case (1) times a
correction which can be systematically expanded in pow-
ers of γ. In this way any observable in the finite-γ regime
can be expressed in terms of observables computed in the
ideal regime. For example, to leading order we have
P
(γ)
2 (R)
P
(0)
2 (R)
∝
[
1 +
N
N1
(
N
N1
s1(R)−N1
)
Trγ
]
. (23)
As a first application, let 〈Gn〉γ be the average value of
the nth moment of the conductance in the non-ideal case.
Using (23) and the fact that s1(R) = N1 −G, it is easy
to see that the difference between the weakly non-ideal
case and the ideal case is given to leading order by
〈Gn〉γ − 〈G
n〉0 ≈
N
N1
Trγ
[
N2 〈G
n〉0 −
N
N1
〈
Gn+1
〉
0
]
.
(24)
A similar estimate holds for other transport statistics.
V. STATISTICS OF CONDUCTANCE UP TO
SECOND ORDER
Using the approach presented here, the average value
of any observable can in principle be found to any order in
γ. Consider for instance the average conductance. In the
ideal case, it is given by 〈G〉0 = N1N2/N . Up to second
order in γ, the calculations we just outlined provide
〈G〉γ ≈
N1N2
N
−
N22Trγ
N2 − 1
+
N22 [2Trγ
2 −N(Trγ)2]
(N2 − 1)(N2 − 4)
. (25)
We stress that this result is exact for any number of
channels N1 and N2. It is interesting to check that it is
compatible with the available results in the literature,34
which are on the contrary exact in γ but perturbative in
N1, N2. Taking into account that traces are of order N1,
we see that each term in (25) scales linearly with N . For
example, when N1 = N2, we have
lim
N1=N2→∞
〈G〉γ
N1
≈
1
2
−
trγ
4
−
(trγ)2
8
, (26)
where tr is the normalized trace,
trX = lim
N1→∞
1
N1
TrX. (27)
The limiting law (26) perfectly matches the result by
Brouwer and Beenakker [eq. 6.17 in Ref.34] which reads
〈G〉(BB)γ ≈
g1g
′
1
g1 + g′1
+O(N−1), (28)
where in our notation g1 = N1−Trγ and g
′
1 = N2. Com-
puting the same limit as in (26) we get
lim
N1=N2→∞
〈G〉(BB)γ
N1
≈
1− trγ
2− trγ
, (29)
whose expansion in γ up to the second order precisely
reproduces (26). Notice that the average conductance
decreases with γ, as should be expected.
The variance of conductance, on the other hand, is
given in the ideal case by
var0G =
N21N
2
2
N2(N2 − 1)
. (30)
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FIG. 1. Average and variance of conductance as functions of
γ for N1 = 1 and N2 = 5. Solid and dashed lines are, respec-
tively, exact results and our approximations. For the average,
the difference is minimal. For the variance, the approxima-
tion predicts a non-physical negative result at high γ, but is
excellent up to moderate values of γ.
In the non-ideal case, up to second order in γ, it becomes
varγ(G) ≈
N21N
2
2
N2(N2 − 1)
+
2N22 (N1 −N2)
2Trγ
N(N2 − 1)(N2 − 4)
+
N22 [A1N(Trγ)
2 + 2B1(N
2 − 1)Trγ2]
N(N2 − 1)2(N2 − 4)(N2 − 9)
, (31)
where
A1 = (N1 − 2N2)(3N1 − 8N2)N
2 + 20N1N2 − 37N
2
2 − 3,
(32)
and
B1 = (N1 − 2N2)(N2N
2 +N2 − 5N1). (33)
Again, the result is exact for any N1, N2. Notice that
each order in γ attains a finite value in the large N limit.
For instance, when N1 = N2, the first order vanishes
identically and we have
lim
N1=N2→∞
varγ(G) ≈
1
16
+
5(trγ)2 − 4trγ2
64
. (34)
which perfectly matches the first terms of the expansion
in γ of formula 6.24 in Ref.34, where in our notation
g1 = N1−Trγ, g2 = N1−2Trγ+Trγ
2, g3 = N1−3Trγ+
3Trγ2 − Trγ3 and g′p = N2 for all p.
0.2 0.4 0.6 0.8 1.0
0.00
0.04
0.08
0.12
0.16
0.20
0.24
 exact
 approx
<p>
FIG. 2. Average shot-noise as function of γ for N1 = 1 and
N2 = 5. Solid and dashed lines are, respectively, the exact
result and our approximation.
As a further check, we consider the case N1 = 1, for
which the full density of conductance is known39 in terms
of a single scalar opacity parameter γ,
fγ(G) = N2G
N2−1φγ(G), (35)
where
φγ(G) = (1− γ)
N2+1
2F1(N2 + 1, N2 + 1; 1; γ(1−G)).
(36)
The average conductance (and similarly for the variance)
is given by the integral 〈G〉γ =
∫ 1
0 dG Gfγ(G). Expand-
ing φγ(G) up to second order in γ and computing the
integral order by order we obtain
〈G〉γ ≈
N2
1 +N2
−
N2
2 +N2
γ −
N2
(2 +N2)(3 +N2)
γ2 (37)
in full agreement with (25) with N1 = 1.
In Figure 1 we plot the average and variance of con-
ductance as functions of γ when N1 = and N2 = 5, com-
paring the exact integration of formula (35) and our ap-
proximate expansions (25) and (31). The approximation
is excellent for the average, while for the variance the
quality deteriorates for γ close to 1.
VI. AVERAGE SHOT-NOISE UP TO SECOND
ORDER
Another important quantity that can be measured in
the transport context is shot-noise.45 This is related to
fluctuations of the electric current as a time series. Since
it is evaluated at zero temperature, it is of quantum na-
ture, arising from the granularity of electric charge. In
terms of reflection eigenvalues, shot noise is given by
p(R) =
N1∑
i=1
Ri(1−Ri) = s1(R)− s2(R) + s11(R). (38)
5Its average value is known in the ideal case.16 Using
the present approach, we include γ-effects up to second
order. The result is
〈p〉γ ≈
N21N
2
2
N(N2 − 1)
+
N22 (N1 −N2)
2Trγ
(N2 − 1)(N2 − 4)
+
N22 [A2(Trγ)
2 −B2Trγ
2]
(N2 − 1)(N2 − 4)(N2 − 9)
, (39)
where
A2 = N(5N
2
2 − 4N1N2 +N
2
1 ) +N1 − 5N2, (40)
and
B2 = N
2N22 + 4N
2
2 − 14N1N2 + 3N
2
1 + 3. (41)
The limit of large numbers of channels, with N1 = N2,
can easily be obtained as
lim
N1=N2→∞
〈p〉γ
N1
≈
1
8
+
(trγ)2 − trγ2
16
. (42)
We compare the approximation (39) against the exact
result for N1 = 1 and N2 = 5 in Figure 2 (the exact
result is obtained by numerical integration of G(1 − G)
times the density (35)). The approximation is not able
to account for the fact that the noise vanishes at γ = 1
(since all particles are surely reflected), but it can be very
good for moderate γ.
VII. CONCLUSION
In summary, combining the theory of symmetric func-
tions and generalized Selberg integrals we presented a
systematic perturbation theory in the opacity matrix γ
for the jpd of reflection eigenvalues in chaotic cavities
with β = 2 and supporting one ideal and one non-ideal
leads. This jpd is found to be given by the standard
Jacobi ensemble (1), valid for the ideal case, times a cor-
rection that can be systematically expanded in γ (see
(15)). Using this result, we computed the average and
variance of conductance, as well as average shot-noise,
up to the second order in γ and moments of conductance
to leading order.
Our results are valid for arbitrary N1, N2, in contrast
with previously available results which are exact in γ but
perturbative in N1, N2 and often limited to the leading
order term as N → ∞. Comparison with numerics for
N1 = 1 showed that our perturbative expressions are
generally rather accurate for moderate γ, and have the
advantage of a complete analytical tractability.
Naturally, it would be interesting to extend this cal-
culation to higher orders in γ. However, the expressions
become quite cumbersome. This may be related to the
asymmetric role of the parametersN1 andN2. Therefore,
it would be even more desirable to be able to consider
both leads as non-ideal. Extensions to other symmetry
classes is another challenging open problem.
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