The expressiveness of search space is a key concern in neural architecture search (NAS). Previous approaches are mainly limited to searching for single-path networks. Incorporating multi-path search space with the current one-shot doctrine remains untackled. In this paper, we investigate the supernet behavior under multi-path's setting. We show that a trivial generalization from single-path to multi-path incurs severe feature inconsistency, which deteriorates both supernet training stability and model ranking ability. To remedy this degradation, we employ what we term as shadow batch normalizations (SBN) to catch changing statistics when activating different sets of paths. Extensive experiments on a common NAS benchmark, NASbench-101, show that SBN can boost ranking performance at neglectable cost. It breaks the Kendall Tau's record with a clear margin, reaching 0.597. Moreover, we take advantage of feature similarities on activated paths to largely reduce the number of needed SBNs. We call our method Mix-Path. When proxylessly searching on ImageNet, we obtain several lightweight models that outperform EfficientNet-B0 with fewer FLOPs, parameters and 300x fewer searching resources. Our code will be available here 1 .
Introduction
Complete automation in neural network design is one of the most important research directions of automated machine learning [21, 27] . Among various mainstream paradigms, one-shot approaches [1, 6, 13, 20 ] make use of weight-sharing mechanism that reduces a large amount of computational cost. Typically, a supernet is trained to convergence to serve as an evaluator for sub-models' performance. It is thus of utter importance for the supernet evaluator to have accurate ranking ability. FairNAS [6] discusses throughly on this regard, arguing that fairness training for each sampled blocks contributes to the final ranking. * Equal Contribution. 1 Exploring multi-path search space is made possible in a differentiable method Fair DARTS [7] . However, it poses a challenge to think of its one-shot counterpart. One-Shot [1] can be thought of multi-path training as it dynamically drops paths from the supernet, but it reportedly comes with instability even regularization tricks and recalibration of Batch Normalization statistics don't help much. In this paper, we dive into its real causes and undertake a unified approach, which we call MixPath. It incorporates most preceding one-shot works as well as increased multi-path capability. Our contributions can be summarized into four aspects.
• We propose a uniform approach for one-shot NAS to empower multi-path (at most m paths) expressiveness, which bridges the gap between one-shot and multibranch searching. From this perspective, current singlepath weight-sharing approaches become a special case of ours with m = 1 path.
• We disclose the obstacles that make vanilla multi-path approaches fail and propose a novel and lightweight mechanism, called shadow batch normalization (SBN, see Figure 1 ), to stabilize the over-parameterized supernet with neglectable costs. Moreover, it can boost the most critical capacity of supernet: model ranking consistency, which breaks a record on NAS-bench-101 search space. • We prove that by exploiting the underlying mechanics that secures weight-sharing, the number of SBNs can be greatly reduced. It grows linearly with the maximum number (m) of activable paths, instead of exponentially. • We search proxylessly on ImageNet at a cost of 10 GPU days. The searched models obtain new state-of-the-art results on ImageNet's classfication task, which are comparable with MixNet models searched with 300× more computing powers. Moreover, our model MixPath-B makes use of multi-branch feature aggregation and it reaches higher accuracy than EfficientNet-B0 with fewer FLOPS and parameters.
Related Works
Weight-sharing Mechanism. In recent one-shot neural architecture search methods which apply the weight-sharing paradigm, intermediate features learned by different operations exhibit high similarities [6] . Ensuring such similarity is important to stably train a supernet. For instance, paralleling skip connections with other inverted bottleneck blocks [24] creates large feature discrepancy that harms supernet training. This is rectified by appending an equivariant learnable stabilizer [5] to each skip connection, which is dedicated to boost feature similarities and in turn supernet performance. We can even draw a rule to design advanced one-shot search algorithms: when a supernet fails to converge, we should first look into its feature similarities. Mixed Depthwise Convolution. MixNet [29] proposes a MixConv operator that processes equally-partitioned channels with different depthwise convolutions, which is proved to be effective for image classification. Still, MixNet follows MnasNet [27] for architectural search that comes with immense cost, which is infeasible in practice. AtomNAS [22] incorporates MixConv with variable channel sizes in its search space. To reduce the search cost, it applies the differentiable method DARTS [21] to remove dead blocks on the fly. Despite its high performance of the resulted models, such fine-grained channel partitions leads to large incongruence which requires specific treatment on mobile end.
Multi-branch Feature Aggregation. To our knowledge, the first multi-branch neural architecture dates back to ResNet [14] with a skip connection branch for image classification. ResNeXt pushes the multi-branch design further [31] , in which homogeneous convolutions are aggregated by addition. Therefore, the combination of mixed depthwise convolution and multi-branch design is reasonable.
Conditional Batch Normalization. Batch Normalization (BN) [17] has greatly facilitated the training of neural networks by normalizing layer inputs to have fixed means and variances. In the case of training supernets, a single batch normalization has difficulty to capture dynamic inputs from various heterogenous operations. Slimmable neural networks [36] introduces a shared supernet that can run with switchable channels at four different scales (1×, 0.75×, 0.5×, 0.25×). Training such a network suffers from feature inconsistency at different switches, so they apply independent BNs for each switch configuration to encode conditional statistics. However, it is impractical because it requires an increased number of BNs when it comes to arbitrary channel widths. Their following work US-Nets [35] circumvents this issue by using distributed computing. and computing post-statistics for networks of different channel widths on a subset of the target dataset. In addition, post-statistics for networks of different channel widths are computed on a subset of the target dataset to save more time.
The Model Ranking Correlation. It should be emphasized that the ranking ability for one-shot algorithms is of the uttermost importance, whose sole purpose is to evaluate networks. Previous works like [6, 37] have applied Kendall tau [18] for a clear measure of it.
MixPath: A Unified Approach

Motivation
Informally, existing weight-sharing approaches [6, 7, 13, 21] can be classified into four categories based on two dimensions: prior-learning type and multi-path support, as shown in Figure 2 . Specifically, DARTS [21] and Fair DARTS [7] both learn priors towards a promising network while the latter allows multiple paths between any two nodes. One-shot methods [6, 13] don't learn priors but train a supernet to evaluate submodels instead. So far, they only consider singlepath search space. It is thus natural to devise their multi-path counterpart. We next discuss it in two aspects.
First, mixture has potentials to balance the tradeoff between the performance and cost better than the monotonous one. Without loss of generality, the computational cost of an inverted bottleneck with input C in × H × W features, whose intermediate channel is C mid and output channels C out = C in , can be formulated as c total = 2HW C in C mid + k 2 HW C mid = 2HW C mid (C in + k 2 2 ), where k is the kernel size of the depthwise convolution. Usually the value of k is set to 3 or 5. When C in dominates k 2 2 , we can boost the representative power of depthwise transformation by mixing more kernels with neglectable increased cost. This design can be regarded as a straightforward combination of MixConv [29] and ResNeXt [31] .
Second, vanilla training of multi-path supernet suffers from more severe training difficulty. We expect to train a supernet that can accurately predict the performance of multipath submodels. To do so, we can think of training the supernet by randomly activating a multi-path model at a single step.
Here we apply Bernoulli sampling to independently activate or deactivate each operation. However, the training process is not stable according to our pilot experiments conducted in MixPath supernet on the ImageNet dataset [10] , as shown by the blue line in Figure 3 . As a comparison, in a long term of early epochs, One-Shot [1] supernet fails to learn any useful information to pass onto its submodels. w/o prior w/ prior single-path multi-path DARTS [21] ProxylessNAS [3] PDARTS [4] PCDARTS [33] AtomNAS [22] Fair DARTS [7] FairNAS [6] SPOS [13] DNA [20] One-Shot [1] MixPath Figure 2 : A NAS taxonomy according to multi-path capability and prior-based learning. 
Restore Stability with Shadow Batch Normalization
In the vanilla training of MixPath, the feature combinations of each epoch are different, leading to a disruption of feature similarity. From [6] we know that breaking such similarity could cause training instability. What's worse, the trivial adoption of signal-path approach uses a single batch normalization that can't effectively catch the changing statistics of these disparate features. To solve this problem, we propose an intuitive idea to use multiple BNs to catch different feature combinations. We call it shadow batch normalization (SBN), following the activated combination as its shadow. To prove its effectiveness, we start with the following definition. Definition 1. Condition of Zero Order: Given two highdimension functions, x=f (z) and y=g(z), we say that x and y satisfy the condition of zero order if x ≈ y for any valid z. Let x and y be CNN feature maps generated by two different operations, and z be a batch of input images. In [6] , different choice operations of the same layer learn similar feature maps in a steadily trained supernet. That is to say x ≈ y, satisfying the condition of zero order. Under this condition, we can draw Lemma 1. Lemma 1. If x and y satisfy the condition of zero order, their expectations and variances are approximately the same, i.e.
Proof. Let x px(x) = f (z), y py(y) = f (z), z ∼ p z (z). Expectations and variances of x and y can be written as:
According to the condition of zero order, we have f (z) ≈ g(z). And p(z) is same for both x and y, so
It can be similarly proved as follows:
According to the condition of zero order, we can prove that
Lemma 1 tells us that features similarity is associated with expectation and variance, where x and y have approximately the same expectation and variance. Similarly, it can be proved that this conclusion holds when the number of maximum paths m ∈ [0, 1, · · · , n]. Hence we can use limited number of BNs to track the different feature combinations. Otherwise, the number of SBNs has to grow exponentially with m. Based on Lemma 1, the number of SBNs is only linear to m. Proof. This is obviously true when m = 1. For the case of m = 2, when the two paths are both selected, the output becomes x + y, it's expectation can be written as:
And the variance of x + y can be written as: Until here, the number of SBN has been reduced to m. SBN i (i = 1, 2, · · · , m) will track the combination that contains i paths. Compared to Switchable Batch Normalization [36] : It is applied to catch the statistics of limited number (K) of sub-architectures with K = {4, 8} channel configurations. And SBN is designed to catch the changing features from the flexible combination (exponential) of different choice paths while keeping the fixed number of channels. 
MixPath NAS pipeline
Following One-Shot NAS [1] , the supernet is trained to score models in the search space. With our unified approach, the pipeline has two stages: training supernet with SBN and searching for competitive models. In the training stage, several activated paths are added up to have a mixed output. We select the SBN that corresponds to the current path combination. The details of MixPath supernet training are illustrated in Algorithm 1. Next, similar to [7] , we progress with the well-known evolutionary algorithm NSGA-II [9] for searching. In particular, our objectives are to maximize the classification accuracy while minimizing the FLOPs. In addition, a post processing trick, batch normalization calibration, has been proved to be effective to improve the ranking ability in the following experiments.
Experiments
Search on CIFAR-10
With the guidance of MixPath and SBN, we design a search space S 1 containing 12 inverted bottlenecks, each of which has 4 kernel size choices of (3, 5, 7, 9) for depth-wise layer and 2 choices of (3, 6) for expansion rate. Hence, a huge search space named S 1 can be obtained specifically in the range of 8 12 (m=1) to (8 12 + 12 12 + 8 12 + 2 12 ) (m=4).
As for each case, we directly train the supernet on CIFAR-10 for the same 200 epochs till it converges. Batch size is set to 96 and use SGD optimizer with 0.9 momentum and 3 × 10 −4 weight decay. In the training process, we set the initial learning rate to 0.025 and the cosine scheduler is applied. It takes about 6 GPU hours on the single Tesla V100 card for training and random search. The comparisons with recent state of the art models on CIFAR-10 are listed in Table 1. After the training of supernet, random search algorithm is applied to sample 1000 models to obtain the model accuracy distribution. Input: Supernet S, the number of generations N , population size n, validation dataset D, constraints C, objective weights w. Output: A set of K individuals on the Pareto front. Uniformly generate the populations P 0 and Q 0 until each has n individuals satisfying C acc , C F LOP s .
Pick n individuals to form P i+1 by ranks and the crowding distance weighted by w.
Add q i+1 to Q i+1 end if end while end for Select K equispaced models near Pareto-front from P N
Search on ImageNet
Layer-wise search based on inverted bottleneck block is another commonly used space [6, [27] [28] [29] [30] . We also search on ImageNet proxylessly based on the search space of MnasNet [27] and fix the expansion rate as [29] , focusing on searching the depth-wise convolution layer and their combinations (18 layers in total). Specifically, we search the kernel size (3, 5, 7, 9) and their combinations , building a search space S 2 with (2 4 ) 18 = 16 18 models. Moreover, we also construct a group based kernel search as MixNet and evenly categorize the depth wise layer aligned channel dimension by 4 groups and search the kernel size (3, 5, 7, 9) and their combinations within each group, which forms the search space S 3 .
Models
Params 5X5 5X5 5X5 3X3  5X5 5X5 7X7 5X5  3X3 7X7 3X3 3X3  5X5 5X5 3X3 5X5  5X5 7X7 5X5 3X3  7X7 5X5 7X7 5X5  3X3 7X7 3X3 5X5  5X5 7X7 7X7 7X7  5X5 7X7 3X3 3X3  7X7 7X7 5X5 5X5  9X9 5X5 3X3 9X9  7X7 7X7 7X7 5X5  5X5 7X7 7X7 7X7  7X7 7X7 9X9 5X5  7X7 5X5 9X9 7X7  9X9 7X7 5X5 9X9  3X3 5X5 7X7 3X3   224x224x3  112x112x24  56x56x32  28x28x40  14x14x80  56x56x32  28x28x40  28x28x40  28x28x40  14x14x80  14x14x80  14x14x80  14x14x120  14x14x120  14x14x120  14x14x120  7x7x200  7x7x200  7x7x200  7x7x200   stem  5X5   3X3   9X9  5X5  5X5  5X5  5X5  7X7  7X7  3X3  5X5  5X5  7X7  5X5  3X3   224x224x3  112x112x24  56x56x32  28x28x40  14x14x80  56x56x32  28x28x40  28x28x40  28x28x40  14x14x80  14x14x80  14x14x80  14x14x120  14x14x120  14x14x120  14x14x120  7x7x200  7x7x200  7x7x200 We search under two settings of m = 1, 2. For each case, we utilize the same hyper-parameters: batch size of 1024 and SGD optimizer with 0.9 momentum and 10 −5 weight decay. The initial learning rate is 0.1 and scheduled to zero by cosine decay within 120 epochs, which takes about 150k times of back propagation (10 GPU days on Tesla V100 machines). As for training standalone models, we use the same tricks as MnasNet [27] without auto-augmentation [8] , whose performaces are listed in Table 2 .
MixPath-A, sampled from the Pareto front of S 3 , uses 349M multiply-adds to obtain 76.9% top-1 accuracy on Im-ageNet validation dataset. By contrast, MixNet-M uses 10M more flops and 300 times more GPU days to obtain such level of accuracy. Compared with EfficientNet-B0, MixPath-B, sampled from the Pareto front of S 2 , uses fewer FLOPS and number of parameters to obtain higher top-1 validation accuracy (77%). It makes extensive uses of larger kernel (60% 5 × 5 and 22% 7 × 7) instead of small ones. 3 × 3 kernels are mainly used in parallel with large one to balance the trade off between FLOPS and accuracy. We attribute the high accuracy performance to the feature aggregation of multi branches. Moreover, this light weight model benefits from the analysis in Section 3.1, where multi-branch is promising in balancing accuracy and inference complexity. The detailed structure of these two models are given in Figure 4 
MixPath Transfer to CIFAR-10
We also evaluated the transfer ability of MixPath on CIFAR-10 dataset, as shown in Table 1 . We fine-tune the model on CIFAR-10 dataset, which is trained on ImageNet from scratch. The settings are referred to [16] and [19] . Compared with MixNet-M [29] , MixPath achieved 97.83% with only 3.5M number of parameters and 299M FLOPs.
Batch Normalization Analysis
The theoretical analysis about parameters of BN can be verified by experiments. Without loss of generality, we set m = 2 and make statistics on the four parameters of SBN across all channels for the first choice block. While SBN 1 goes like a shadow of one branch, SBN 2 does for the case of two paths. The histogram of four parameters is shown in Figure 5 . Based on the theoretical analysis of Section 3.2, µ bn1 ≈ 0.5µ bn2 and σ 2 bn1 ≈ 0.25σ 2 bn2 , which can be observed in Figure 5 . It's interesting to see that the other two learn-able parameters β and γ are quite similar for SBN 1 and SBN 2 .
Ablation Study
In this section, we set up two ablation cases as shown below.
• Vanilla BN vs. SBN. We run four experiments with (m = 1, 2, 3, 4) to investigate the effect of SBN, and all other variables are controlled. And 1k models are randomly sampled to plot their test accuracy distributions on CIFAR-10 for each m in Figure 6 . When m = 1, MixPath falls back to signal path. Whereas, SBN begins to demonstrate its power for m > 1, whose absence leads to a bad supernet with lower accuracy and much larger gap. This means the supernet severely underestimates the performance of a large proportion of architectures.
• NSGA-II vs Random Search. We compare the adopted NSGA-II search algorithm with random search by charting the Pareto-front of models found by both methods in Figure 7 . NSGA-II has a clear advantage in that the Pareto-front models have higher accuracies and fewer multi-adds. 
Model Ranking Capacity Analysis
Model ranking is the most critical role of the one-shot supernet. To this regard, we score our method on a common benchmark NAS-bench-101 [37] , where the model is stacked by 9 cells, each cell has at most 5 internal nodes. We make some adaptations to our method. Specifically, the first 4 nodes are used as candidate paths, each has 3 possible operations: 1 × 1 conv, 3 × 3 conv, and 3 × 3 maxpool. The outputs of selected paths are summed up to give an input to the fifth node, in which the proposed SBN is used.
To deeply analyze the model ranking capacity of our method and to understand the effect of SBN, we conduct three pairs of experiments: (1) vanilla BN vs. SBN; (2) vanilla BN vs. SBN, both with post recalibration (3) exponentially growing SBN with/without post recalibration. For all experiments, we train the supernet for 100 epochs with a batch size of 96 and a learning rate of 0.025 across three seeds. We randomly sample 70 models to find their ground-truth top-1 accuracy from NAS-bench 101 to calculate the ranking capacity. Note in experiment (1) and (2), m is set to be 3 and 4, and m = 3 for experiment (3) . The results are shown in Table 3 For experiment (1) and (2), it's notable to see that BN post calibration can boost Kendall Tau in each case, which indicates the validity of this post processing work [1] . For m = 4, even without calibration, SBN still ranks architectures better than Vanilla BN with 0.025 higher Kendall Tau value. The composition of two tricks can further boost the score to 0.597, which breaks a new record for model ranking on NAS-bench-101. From theoretical analysis, SBN can degrade as vanilla when m = 1, the Kendall Tau gap between SBN and vanilla is narrowed when we decease m from 4 to 3. For experiment (3), we can find that exponentially growing SBN can improve the Kendall Tau value, however, BN calibration will decrease this value. Based on the theoretical analysis of Section 3, we could answer the following three questions from the above experiments in a deep perspective:
• Why SBN can improve the ranking ability? The supernet without SBN can't catch the changing features, and different feature combinations is a strong feature augmentation that destroys the normal training of the supernet. For the supernet with SBN, due to the condition of zero order, we can use a limited number of BN to catch the changing features, which ensures the stability of supernet training and different submodels can be trained correctly under multi-path approach. • Why BN calibration can improve the ranking ability?
According to the analysis of Section 3.3, the parameters of SBN, γ, β, µ and σ have multiple relationships and Figure 5 has shown it. But not all of the parameters fit well into this relationship. BN calibration can readjust the mean and variance of inputs to fit the learned parameters γ and β. This can make up for the lack of supernet training to a certain extent. For the situation without SBN, though single BN can only adjust the features of different combinations to an unknown sub-optimal solution, and calibration can make the supernet close to this sub-optimal solution, thereby improving sorting ability. • Linearly growing SBN v.s. exponentially counterpart. Though there are only m kinds of means and variances, there are still slight differences between them, because condition of zero order is an approximate relationship. Exponentially growing SBN catch all feature combinations, which also makes up for the differences caused by the approximate relationship, and the ranking ability will be better than the linearly growing SBN. However, this makes difference in the distributions of learned parameters γ, β lager, it's difficult for calibration to fit these parameters well, leading to a reduction in ranking ability. Therefore, an excessive amount of SBN is instead a disturbance for calibration.
Conclusion
In this paper, we propose a unified approach for one shot neural architecture search, which bridges the gap between oneshot and multi-path. Existing single-path approaches can be regarded as a special case of ours. The proposed method uses SBN to catch the changing features from various branch combinations, which successfully solves two difficulties of vanilla multi-path: the unstable training of supernet and the unbearable weakness of model ranking. Moreover, we can reduce the number of SBN to be linear with m-paths under some cases. Extensive experiments on NAS-bench-101 show that our method can boost the model ranking capacity of one-shot supernet with clear margins.
