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Resumo. Este artigo apresenta um estudo da Computação Autonômica (CA) 
aplicado na literatura de sensoriamento urbano. A análise revela que o ponto 
de vista da CA ainda não foi totalmente explorado por tais trabalhos. Nesse 
sentido, um mecanismo de autoadapação com base no modelo de MAPE-K é 
proposto com o objetivo de proporcionar um componente genérico capaz de 
tratar os pontos identificados. Como avaliação preliminar, o mecanismo 
proposto foi incorporado na implementação da arquitetura UrboSenti para 
dispositivos móveis e desktop visando discutir as observações encontradas. 
Palavras-chave: Computação Autônoma, Sensoriamento Urbano, Sistemas 
Autoadaptativos, Computação Móvel.  
1. Introdução 
Sensoriamento Urbano é uma recente área que busca coletar dados oriundos do 
ambiente urbano em larga escala através do uso de dispositivos fixos e móveis 
distribuídos pela cidade. Tais informações podem ser utilizadas em diversos domínios 
de aplicações, tais como healthcare, redes sociais, segurança, monitoramento do 
ambiente e transporte [Wu et al. 2013]. Nesses tipos de sistema, o usuário exerce o 
papel importante de prover as informações de sensoriamento intencionais e não 
intencionais, as quais eventualmente irão retornar benefícios para o usuário em um 
efeito chamado por Campbell et al.(2006) de o humano no ciclo, ou human-in-the-loop. 
 Apesar desse importante papel, a participação do humano na área de 
sensoriamento urbano deve ser alocada para tarefas onde a automatização não é 
possível, como o próprio ato de compartilhar uma informação participativa, ou mesmo 
para especificação de políticas de alto nível, as quais podem ser utilizadas por sistemas 
autônomos. Segundo Sanchez et al. (2014), esta alocação de tarefa é necessária, pois a 
intervenção do humano, sozinha, não é suficiente para prover resposta a todos os 
eventos e tratamentos a falhas devido a escala e a variedade de eventos a serem 
gerenciados em escala urbana. Desta forma, certo grau de automatização é necessário. 
 Tendo em vista esta observação, os trabalhos de sensoriamento urbano 
[Campbell et al. 2006]; [Miluzzo et al. 2008]; [Das et al. 2010]; [Shin et al. 2011]; 
[Brouwers e Langedoen 2012]; [Ra et al. 2012]; [Wu et al. 2013]; [Sanchez et al. 2014]; 
e [Rolim et al. 2014] optaram por adotar alguns processos de adaptação para otimizar, 
  
tratar erros, controlar o acesso e reconfiguração de forma autônoma, isto é, que uma vez 
em funcionamento não necessitem da intervenção do usuário ou da aplicação para 
operar. Apesar disso, a maioria destes trabalhos propõem formas de tratamento 
diretamente nos componentes de negócio, com a exceção de três trabalhos. 
Miluzzo et al. (2008) utiliza um mecanismo para gerenciamento das tarefas de 
sensoriamento, chamado de WatchTask, responsável por encontrar problemas nos 
processos, reiniciando-os caso necessário. Um mecanismo mais robusto pode ser 
encontrado em Sanchez et al. (2014). Neste trabalho, gerentes de reconfiguração são 
utilizados para alterar parâmetros de controle no middleware móvel, além de permitir 
que administradores remotos possam visualizar a garantia do andamento das tarefas de 
sensoriamento. Contudo, ambas as abordagens são limitadas quanto aos papeis de 
adaptação, além de sempre considerarem que estes mecanismos sejam necessários no 
dispositivo de sensoriamento. Em contraste, a UrboSenti [Rolim et al. 2014] também 
propõe o uso de um gerente responsável para atribuir o comportamento autoadaptativo, 
contudo, ele se destaca por possibilitar que os gerentes possam ser features opcionais ou 
sob demanda. Apesar disso, o componente de adaptação proposto pela UrboSenti é 
somente conceitual e não possui ainda a implementação para tanto. 
 Em ordem a explorar essa necessidade de autoadaptação, o modelo de sistema 
autoadaptativo proposto pela IBM em 2001, a Computação Autonômica (CA), pode ser 
utilizado [Huebscher e Mccann, 2008]. Este modelo propõe que gerentes autonômicos 
gerenciem o sistema monitorando e realizando adaptações em artefatos gerenciáveis, os 
quais podem ser representações para as funções, componentes ou mesmo dispositivos de 
sensoriamento que podem ser autogerenciados. Tais características arquiteturais são 
similares às de trabalhos anteriormente expostos, contudo é necessária uma análise mais 
acurada para verificar as necessidades específicas da área.  
 Dessa forma, este trabalho apresenta um estudo preliminar da CA dividido em 
duas partes principais. Na primeira parte é identificado que casos de autoadaptação 
estão sendo apontados pela literatura de sensoriamento urbano. Por segundo, é proposto 
um mecanismo de adaptação que possa suportar o tratamento de tais casos com base na 
CA. Este mecanismo utilizará por base a arquitetura UrboSenti e fará parte do 
componente de adaptação dos dispositivos de sensoriamentos. Com este fim, este artigo 
é estruturado da seguinte forma: a Seção 2 apresenta a visão geral dos conceitos da 
UrboSenti e da CA; a Seção 3 apresenta os casos de autoadaptação; a Seção 4 apresenta 
o modelo proposto; a Seção 5 apresenta a proposta de validação preliminar; por fim, na 
Seção 6 são apresentadas as conclusões do trabalho. 
2. Visão de Geral de Conceitos 
2.1. Arquitetura UrboSenti 
A UrboSenti [Rolim et al. 2014] é uma arquitetura de sensoriamento urbano modelada 
utilizando a abordagem da Arquitetura Orientada a Serviços. O uso dessa abordagem 
resulta em um baixo acoplamento entre os componentes da arquitetura proporcionando 
flexibilidade e reuso na composição de novos serviços. Nesta qualidade, três elementos 
principais compõem a arquitetura: Aplicações de Terceiros, Módulo Backend e Módulo 
de Sensoriamento (MS). As Aplicações de Terceiros representa os serviços, sistemas e 
usuários que se beneficiam das informações processadas pelos Módulos Backend. Os 
Módulos Backend são responsáveis por interagir com os MS distribuídos ao longo das 
 cidades, com o principal objetivo de coletar dados, processá-los e disponibilizar as 
informações processadas para uso pela camada de Aplicações de Terceiros.  
 O Módulo de Sensoriamento (MS) é o software responsável por coletar os dados 
de forma oportunista e participativa em dispositivos móveis e sensores fixos dispersos 
ao longo da cidade. Além do sensoriamento tradicional, isto é, através de sensores de 
hardware e de software, é possível também realizar sensoriamento social que consiste 
na interação e coleta de informações de redes sociais, desde que se possua permissão 
para tanto. Considerando esta heterogeneidade, para conferir a máxima flexibilidade ao 
MS os seus componentes são divididos em duas categorias: “básicos” e “sob demanda”. 
Os componentes “básicos” são obrigatórios em todos os dispositivos e compõem o 
Micro-Kernel. Por outro lado, os componentes “sob demanda” são usados dependendo 
dos requisitos de cada dispositivo e aplicação. 
 O Micro-Kernel é internamente estruturado em: (i) Device: proporciona as 
informações básicas a respeito do dispositivo, tais como nome, informações da rede, 
sensores internos e componentes ativos; (ii) Communication: proporciona métodos para 
enviar e receber dados utilizando a estrutura de rede disponível, que caso indisponível, 
dá suporte à troca de dados utilizando o paradigma de Redes Tolerantes ao Atraso e 
Desconexão via interface Bluetooth; (iii) Data: manipula as operações de armazenar e 
recuperar dados; (iv) Events: captura eventos de interesse, atuando como um barramento 
de eventos. Os eventos detectados são disponibilizados para serem utilizados pelos 
outros componentes através desse módulo. 
 Os componentes “sob demanda” são: (i) Localization: controla informações 
relacionadas com Geolocalização; (ii) Resources: possui a função de monitorar os 
recursos locais e descobrir recursos existentes em outros dispositivos; (iii) Concerns: 
lida com questões de segurança, criptografia e privacidade das entidades envolvidas no 
sensoriamento; (iv) Context: disponibiliza para as aplicações um conjunto de 
componentes e métodos para dar suporte à sensibilidade ao contexto; (v) User: 
manipula os dados pessoais básicos do usuário, tais como preferências e perfis de redes 
sociais; (vi) Adaptation: disponibiliza componentes e serviços para proporcionar 
comportamento adaptativo no dispositivo e em suas aplicações de sensoriamento.  
2.2. Computação Autonômica 
A Computação Autonômica é um paradigma da computação, frequentemente utilizado 
como sinônimo de sistema autoadaptável ou gerenciável, que busca tornar o software 
autogerenciável inspirando-se no autogerenciamento do sistema nervoso humano, o qual 
executa tarefas biológicas de forma inconsciente [Huebscher e Mccann, 2008]. Com 
este fim, gerentes autonômicos são utilizados para realizar adaptações em elementos de 
softwares gerenciáveis. O elemento gerenciável precisa conter sensores, para prover as 
informações necessárias, e executores, os quais executam as modificações submetidas a 
ele pelo gerente autonômico, que também pode ser um elemento gerenciável por ele 
próprio. Tal visão é adequada à especificação sob demanda do componente de 
adaptação da arquitetura UrboSenti, uma vez que os ajustes efetuados nos componentes 
e módulos, além de serem feitos de maneira externa, mantendo baixa ou nenhuma 
dependência em suas funcionalidades internas em relação ao componente de adaptação, 
que pode ou não estar habilitado, dependendo dos requisitos da aplicação. 
  
 Em ordem a garantir o comportamento autonômico, segundo Portocarrero et al. 
(2014), cada elemento gerenciável de qualquer sistema autonômico pode ser adaptado 
visando quatro propriedades fundamentais, conhecidas propriedades self-*, sendo elas: 
(1) Autoconfiguração: capacidade de reconfigurar automaticamente e dinamicamente 
em respostas às mudanças; (2) Autocura: capacidade autoadaptativa de detectar, 
diagnosticar, evitar e reparar problemas resultantes de bugs, defeitos ou falhas no 
software e hardware; (3) Auto-otimização: capacidade de buscar continuamente formas 
de melhorar seu funcionamento, considerando questões como eficiência, desempenho 
ou qualidade de serviço para satisfazer os objetivos pré-definidos; (4) Autoproteção: é a 
habilidade de  antecipar, detectar e se proteger de ataques maliciosos e de falhas em 
cascata inadvertidas. Tais conceitos são utilizados para identificar os casos de 
autoadaptação resultantes da comparação realizada na próxima Seção.Para que os 
gerentes autonômicos possam realizar adaptações visando às propriedades self-*, um 
ciclo composto por quatro etapas é executado com suporte a uma base de conhecimento: 
monitorar, analisar, planejar e executar. Tais etapas em conjunto com a base de 
conhecimento formam o modelo de ciclo de adaptação chamado de MAPE-K [Macías-
Escrivá et al. 2013]. Essas etapas serão melhor exploradas na apresentação do modelo 
proposto da Seção 4 deste artigo.  
3. Casos de Autoadaptação em Sensoriamento Urbano 
Esta seção tem por objetivo realizar uma análise de trabalhos de sensoriamento 
utilizando os conceitos apresentados nas Seções 2.1 e 2.2, referentes à visão geral da 
arquitetura UrboSenti e às propriedades self-* da Computação Autonômica. Como 
resultado desta análise, uma discussão destes casos é realizada. 
 Os trabalhos de sensoriamento comparados são MetroSense [Campbell et al. 
2006]; CenceMe [Miluzzo et al. 2008]; PRISM [Das et al. 2010]; AnonySense [Shin et 
al. 2011]; Pogo [Brouwers e Langedoen 2012]; Medusa [Ra et al. 2012]; MobiSens [Wu 
et al. 2013]; e SmartSantander [Sanchez et al. 2014]. Tais trabalhos apresentam algum 
processo de autoadaptação associado. Esses processos, primeiramente, foram extraídos 
dos artigos citados utilizando a descrição das quatro propriedades self-* fundamentais. 
Por segundo, os processos foram agrupados pelas suas semelhanças entre suas 
funcionalidades. Como resultado, sete casos de autoadaptação foram identificados, estes 
dispostos na Tabela 1 juntamente com a identificação de cada trabalho que a suporta 
minimamente. Ainda na mesma tabela, é possível notar na coluna Trabalhos que 
nenhum dos trabalhos de sensoriamento urbano possui suporte a todos os casos de 
autoadaptação identificados, justamente porque nem todas as aplicações necessitam 
tratamento para a aplicação de sensoriamento operar, apesar de poderem melhorar seu 
funcionamento. Nesta qualidade, a modelagem sob demanda da UrboSenti [ Rolim et al. 
2014] pode proporcionar essa flexibilidade as aplicações de sensoriamento.  
 Nesse sentido, é proposto conceitualmente através da coluna Componentes quais 
componentes presentes no MS da arquitetura UrboSenti participam do processo de 
autoadaptação como elementos gerenciados para atingir a Propriedade objetivo. O 
gerente autonômico responsável por aplicar as adaptações então é atribuído ao 
componente de adaptação, porém como ele é um componente sob demanda, é 
necessário restringir que nenhum processo vital do Micro-Kernel fique inconsistente 
caso ele não esteja habilitado. Entre todos os casos, o caso 5 (tratar a desconexão e 
mobilidade) é o único que deixaria o Micro-Kernel inconsistente quando relacionado 
 com o tratamento de desconexão. Isso acontece devido à desconexão ser um evento que 
pode ocorrer mesmo sem o efeito da mobilidade, por exemplo, ele poderia ocorrer por 
erro de DNS. Desta forma, o tratamento crítico da desconexão deve ser feito no próprio 
componente Communication, podendo deixar questões de tratamento de mobilidade e 
otimizações de reconexão atribuídas para o componente de adaptação. 
Tabela 1. Casos de auto-adaptação por trabalho de sensoriamento urbano 
N Caso de Autoadaptação Trabalhos Componentes Propriedade 
1 
Autoconfigurar sem relação 
com o usuário 
MetroSense, MobiSens e 
SmartSantander 
Device Autoconfiguração 
2 
Autoconfigurar a partir das 
decisões do usuário 
MetroSene, CenceMe, 
PRISM, Pogo e MobiSens 
User Autoconfiguração 
3 
Identificar e tratar problemas 
nos nós ou serviços internos 
MetroSense e CenceMe Device Autocura 
4 
Otimizar questões 
relacionadas com a rede 
PRISM, Pogo, CenceMe  e 
SmartSantander  
Resources e 
Communication 
Auto-otimização 
5 
Tratar a desconexão e a 
mobilidade  
MetroSense, MobiSens, 
Pogo e SmartSantander 
Communication Autocura 
6 
Controlar o acesso a recursos 
no runtime do dispositivo 
PRISM, Pogo e Medusa 
User, Location e 
Resources  
Autoproteção 
7 
Otimizar o monitoramento 
dos recursos internos 
CenceMe, SmartSantander, 
PRISM e MobiSens 
User, Location e 
Resources 
Auto-otimização 
 Na sequência, foi identificado que os casos 1 (um) e 3 (três) necessitam que o 
componente de adaptação da UrboSenti possa interagir em duas vias com outros 
dispositivos e serviços dependendo da aplicação. O MetroSense, por exemplo, reporta 
periodicamente um relatório do funcionamento da aplicação, o que pode resultar em 
tentativas de recuperar as funções da aplicação/dispositivo, até mesmo notificar o 
usuário ou administrador, pois a intervenção é necessária. Por terceiro, a maior parte dos 
eventos considerados para tratamento podem ser executados como assíncronos, com 
exceção do caso 6, uma vez que eventos relativos à autoproteção devem ser 
bloqueantes/síncronos quando um usuário, aplicação ou tarefa tentar acessar e alterar 
recursos, políticas ou mesmo configurações. 
4. Proposta de Componente de Adaptação 
Esta seção aborda o mecanismo de adaptação utilizado no componente de adaptação do 
MS da UrboSenti, o qual compõe o conjunto dos componentes sob demanda. Seu 
propósito é realizar adaptações e ajustes de configurações nos componentes internos do 
módulo, com o objetivo de manter a integridade das funcionalidades e encontrar 
melhores configurações para os componentes monitorados. Para tanto o ciclo MAPE-K, 
apresentado na Figura 1, é utilizado. 
 O ciclo inicia pelo componente Monitoring, o qual recebe eventos tanto 
síncronos como assíncronos pela interface Event, identificando contextos internos 
gerados por outros componentes ou um contexto de interação enviado por outro gerente 
  
de adaptação. Segundo a definição de Huebscher e McCann (2008), esse processo de 
monitoramento é passivo, onde os elementos gerenciados, no caso os componentes do 
MS, geram os eventos contendo dados que são utilizados pelo gerente de adaptação para 
tomada de decisão ao invés de interação direta com o sensor. O monitoramento passivo 
é adequado, pois o Componente de adaptação do MS é sob demanda, logo, o Micro-
Kernel não pode depender dele para as operações básicas. Uma vez identificado um 
contexto, este é registrado antes de enviá-lo para o componente Analisys. 
 
Figura 1. Diagrama Conceitual do Componente de Adaptação 
 Analisys realiza o processo de diagnóstico identificando se as condições do novo 
contexto exigem uma ou mais mudanças. Para tanto, ele utiliza um modelo de 
diagnóstico definido pelo desenvolvedor, o qual pode acessar dados do componente 
Knowledge para aplicar técnicas para tratamento das interações e contextos recebidos 
pela interface, antes de passar o diagnóstico para o componente Planning. Algumas 
técnicas comumente utilizadas nesta etapa, segundo Kephart e Walsh (2004), são as 
políticas de Ação, de objetivo e de utilidade. Tanto o componente Planning quanto o 
componente Analisys podem utilizar registros históricos para prover suporte à tomada 
de decisão através do componente Knowledge.  
 Planning realiza o planejamento de que ações devem ser tomadas, determinando 
as prioridades e resolvendo dependências, e após encaminha o plano para o componente 
Execute. As possíveis dependências encontradas são relativas a necessidades de 
interação com outros módulos e alterações que devem ser realizadas também em outros 
componentes ou entidades. Como uma interação com outro módulo pode demorar, o 
Planning pode definir limites para expiração do plano ou validações entre etapas do 
plano, além disso, é possível nesta etapa definir uma sequência de ações necessárias 
para executar e condições para replanejamento. Execute aplica as devidas ações 
especificadas pelo planejamento nos componentes, através da interface Action, além de 
enviar mensagens pela interface Push Interaction para outros mecanismos de adaptação 
que devem interagir. Toda interação utiliza o componente Communication para gerar e 
converter a mensagem no formato que seja interpretado pelos pares da comunicação.  
 Na arquitetura UrboSenti, como o componente de adaptação é sob demanda, o 
componente de eventos do Micro-Kernel faz o intermédio dos eventos dos componentes 
no formato de um barramento de eventos Publish/Subscribe. Caso o componente de 
 adaptação não esteja habilitado, por padrão, os eventos capturados são encaminhados 
para um tratador de eventos da aplicação. Porém, caso o tratador de eventos da 
aplicação não trate os eventos, o Micro-Kernel não ficará inconsistente, uma vez que 
somente seus casos de adaptação não críticos são tratados por componentes externos. 
Independente disso, todo evento, por padrão, é assíncrono, isto é, não bloqueia o 
processo que gerou o evento, por exemplo, identificar a desconexão de um método de 
comunicação. Contudo, em casos de segurança, como o controle de acesso, um evento 
síncrono deve ser gerado tendo como resposta uma ação síncrona. Neste sentido, ações 
síncronas, ou bloqueantes, são enviadas ao componente de eventos e em seguida, 
retornadas para o processo bloqueado que iniciou o evento, o qual efetua o ajuste. O 
bloqueio pode ser especificado pelo evento para utilizar um timeout visando não ficar 
postergado indefinitivamente. Por outro lado, um evento de qualquer natureza pode 
resultar na execução de diversas ações assíncronas, as quais são enviadas e executadas 
diretamente nos componentes de destino sem o intermédio do componente de eventos. 
 Dentro de cada componente da UrboSenti, uma entidade de software exerce o 
papel de proporcionar as interfaces para geração de eventos e aplicações de ações no 
elemento gerenciado, o ComponentManager. Cada um dessas entidades é nomeada pelo 
nome do componente mais o sufixo “Manager”, por exemplo, para o componente 
Location o seu ComponentManager é nomeado de LocationManager. Contudo, para 
que essas ações e eventos possam ser conhecidos e utilizados pelo componente de 
adaptação, uma etapa de descoberta de informações é realizada. Essa descoberta utiliza 
a interface Device Discovery do Componente Device do MS da arquitetura UrboSenti, o 
qual possui o contato com toda a estrutura do middleware, além de fornecer a identidade 
ao dispositivo. Tal processo coleta essas informações e as salvar no formato de uso no 
componente Knowledge para o processo de adaptação. A estrutura descoberta é 
composta pelas informações de que componentes estão habilitados para funcionamento, 
que entidades e estados são monitorados, quais serviços, módulos, tipos de mecanismos 
de adaptação, eventos e ações existem e que interações podem ser realizadas com eles. 
5. Avaliação Preliminar e Discussão 
Para realizar uma validação preliminar deste trabalho, primeiramente o Micro-Kernel 
(Device, Data, Communication e Events) e a infraestrutura para adaptação foram 
implementadas em Java SE 1.7 e em Android 5.0.1. Ambas as implementações utilizam 
as mesmas classes para o funcionamento básico diferindo somente no uso da biblioteca 
de acesso à base de dados SQLite (a nativa para Android e o JDBC SQLite 3.8.11.2 
para Java SE), nas classes de descoberta dos recursos do dispositivo, na forma de 
execução do serviço e nas implementações das classes de comunicações. Além disso, 
um servidor backend foi implementado em Java Web para validação da infraestrutura 
do mecanismo proposto. Este foi executado em um servidor Tomcat 8, contendo as 
funções de registro de MSs, recebimento de relatos da aplicação, relatórios de erros dos 
MSs e interfaces para interação entre os módulos de forma manual.  
 Considerando os termos elencados na Seção anterior e na Figura 1, a 
infraestrutura de adaptação implementada consiste: nos ComponentManagers do Micro-
Kernel; no processo de descoberta da estrutura do ambiente; na geração do World 
Model da base de conhecimento o processo de monitoramento até o componente de 
adaptação (Event, Context e Interaction); nas formas de aplicação de ação (Action e 
Push Interaction); e nas interfaces Update World Model, Record Decision e Access 
  
Data do componente de adaptação. Além disso, os componentes dentro do Adaptation 
Control Loop (os componentes MAPE) são executados em um fluxo de execução 
separado do principal do MS, recebendo os eventos através de uma fila. Com essa 
infraestrutura em funcionamento, o processo de tomada de decisão executada nos 
componentes Analysis e Planning pode ser definido para realizar o tratamento dos casos 
de adaptação elencados na Seção 3. 
 Para avaliação de prova de conceito, quatro dos sete casos de adaptação 
elencados na Seção 3 foram implementados, uma vez que os demais casos necessitariam 
a implementação de outros componentes. Assim, considerando os componentes 
elencados, os quatro casos são: (1) Autoconfigurar sem a participação do usuário; (3) 
Identificar e tratar problemas nos módulos ou serviços; (4) Otimizar questões 
relacionadas com a rede; e (5) Tratar a desconexão e a mobilidade. Esses casos foram 
implementados visando principalmente validar a infraestrutura de autoadaptação 
implementada, desta forma, eles foram implementados utilizando as técnicas mais 
simples: uma estrutura de tomada de decisão por política de ação com formato Evento-
Condição-Ação na etapa de análise e sequências de estados na etapa de planejamento. 
Contudo, como é indicado em Pascual et al (2015), o uso somente dessas técnicas não 
será adequado a medida que os possíveis conflitos causados pela implementação dos 
demais casos de adaptação e múltiplos objetivos necessitarem ser tratados em tempo de 
execução. Desta foram, tal etapa será tratada em trabalhos futuros. 
 Com base na implementação especificada, foram aplicados experimentos em 
Android usando um Smartphone Motorola E2 ARM Cortex-A7 quad core, e em Java 
SE em um computador com Ubuntu 14.04.3 LTS e processador Core 2 Quad CPU 
Q6600. O objetivo foi observar o impacto que o componente de adaptação causa no MS 
quando está habilitado utilizando uma aplicação simulada por um dataset com valores 
de acelerômetro agregados a cada 10 segundos para envio ao servidor. Foram 
executadas quatro repetições do experimento em cada dispositivo utilizando o Micro-
Kernel, das quais duas executadas com o componente de adaptação habilitado e outras 
duas com ele desabilitado. Cada experimento teve o consumo de CPU e memória RAM 
monitoradas por 14 horas utilizando as ferramentas systat no Linux e dumpsys do 
Android. O código-fonte e os dados dos experimentos podem ser acessados pelo link 
https://github.com/gaborges/urbosenti-sensing-module-experiments do repositório no 
GitHub. Tais dados foram processados utilizando a linguagem R e são exibidos nas 
Figuras 2 e 3, respectivamente, referentes ao uso de CPU e de memória. 
 
 
 
 
 
 
Figura 2. Uso de CPU ao habilitar o componente de adaptação 
 Como resultado do uso médio de CPU, considerando 100% a capacidade 
máxima de processamento dos dispositivos, aumentou 2,52% para o Android e 0,19% 
para o Java SE quando o componente de adaptação foi habilitado. Como resultado do 
 
   Componente de adaptação em Java SE 
0
25
50
75
Habilitado Desabilitado
Componente de adaptação e  Java SE
U
s
o
 d
e
 C
P
U
 (
%
)
0
25
50
75
Desabilitado Habilitado
Componente de adaptação em Android
 
Componente de adaptação em Android  
 
0
25
50
75
Desabilitado Habilitado
Componente de adaptação em Java SE
U
s
o
 d
e
 C
P
U
 (
%
)
0
25
50
75
Desabilitado Habilitado
Componente de adaptação e  Android
Habilitado(%) 
Máximo 94 
Minimo 0 
Médio  2.618 
Desvio Padrão 6.803 
Desabilitado(%) 
Máximo 88 
Minimo 0 
Médio  2.424 
Desvio Padrão 6.821 
 
Habilitado(%) 
Máximo 94 
Minimo 0 
Médio  36.431 
Desvio Padrão 11.260 
Desabilitado(%) 
Máximo 76 
Minimo 0.9 
Médio  39.016 
Desvio Padrão 7.573 
 
 uso médio de memória RAM quando o componente de adaptação foi habilitado, o uso 
em Java SE aumentou em 23.354 bytes e o uso em Android não houve significante 
variância. Como segunda observação, tais valores demonstram, de forma preliminar, 
que o uso adicional de recursos feitos pela infraestrutura para autoadaptação não é 
grande. Contudo, esses usos podem crescer à medida que os demais casos de adaptação 
forem implementados e outras aplicações testadas, o que é uma grande preocupação que 
necessita maior atenção principalmente para o ambiente móvel, pois o uso excessivo de 
CPU drena rapidamente a limitada disponibilidade de energia das baterias. 
 
 
 
 
 
 
Figura 3. Uso de memória ao habilitar o componente de adaptação 
6. Conclusões e Trabalhos Futuros 
O presente artigo apresentou um estudo preliminar sobre a perspectiva da computação 
autonômica em trabalhos de sensoriamento urbano. No estudo foram identificados casos 
de autoadaptação na literatura de sensoriamento urbano com base nas propriedades self-
*. Na análise dos casos foi identificado diferentes formas de tratamento, em geral, 
diretamente nos componentes de negócio, ou, quando externos, considerando poucos 
contextos de outros componentes. Tais casos serviram de base para propor o uso do 
modelo MAPE-K no componente de adaptação da arquitetura UrboSenti visando tratá-
las a partir dos princípios da CA.  
 Para validação preliminar, o Micro-Kernel e o componente de adaptação da 
arquitetura UrboSenti foram implementados em duas plataformas, Java SE e Android, 
conseguindo abranger 4 dos 7 casos de autoadaptação identificados no levantamento 
bibliográfico. Os experimentos apontaram que a infraestrutura para autoadaptação não 
adiciona grande impacto ao uso de recursos CPU e memória em comparação quando 
desabilitado. Por fim, da discussão os seguintes pontos em abertos foram identificados. 
e especificados como trabalhos futuros: (1) Modelagem de tomada de decisão em tratar 
múltiplos objetivos oriundos da implementação dos demais casos de autoadaptação; e 
(2) Estudo para identificar as fontes e melhorar uso de memória e CPU da 
implementação no ambiente móvel, evitando consumos desnecessários.  
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