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Einleitung
Eine wichtige Motivation, sich mit Gittern zu bescha¨ftigen, ist das Kugelpackungsproblem. Da-
bei geht es darum, den n-dimensionalen euklidischen Raum Rn mit Kugeln gleichen Radius ohne
U¨berlappung mo¨glichst dicht zu bepacken. In Dimension 1 ist dieses Problem trivial und die optimale
Packung u¨berdeckt den 1-dimensionalen Raum vollsta¨ndig. In Dimension 2 ist die optimale Packung
die sogenannte hexagonale Packung (siehe Abb. 0.1 links). Dies konnte 1940 von F. Toth gezeigt wer-
den. Die hexagonale Packung u¨berdeckt circa 90% des 2-dimensionalen Raumes. In Dimension 3 war
lange Zeit offen, ob die sogenannte Kepler-Packung (siehe Abb. 0.1 rechts) die optimale Packung ist.
Diese von J. Kepler bereits zu Beginn des 17. Jahrhunderts gea¨ußerte Vermutung konnte erst 1998
von T. Hales mit intensivem Computereinsatz bewiesen werden. Diese Packung u¨berdeckt immerhin
noch circa 74% des 3-dimensionalen Raumes. Fu¨r Dimensionen n ≥ 4 ist das Kugelpackungsproblem
weiterhin ein offenes Problem.
Abbildung 0.1. Hexagonale Packung (links) und Kepler-Packung (rechts)
Allen drei oben beschriebenen Packungen ist gemeinsam, dass es sich bei diesen um Gitterpackun-
gen handelt, d.h. die Mittelpunkte der Kugeln bilden ein Gitter, also die Menge ganzzahliger Line-
arkombinationen gewisser Vektoren im Rn. Im Fall der hexagonalen Packung handelt es sich dabei
um das hexagonale Gitter A2, im Fall der Kepler-Packung um das Gitter A3. Die Tatsache, dass das
Gitter A2 das dichteste Gitter in Dimension 2 ist, konnte von J.L. Lagrange bereits im Jahr 1773
gezeigt werden, das entsprechende Resultat in Dimension 3 fu¨r das Gitter A3 von C.F. Gauß im Jahr
1831. Daru¨ber hinaus ist das Kugelpackungsproblem fu¨r Gitterpackungen noch in einigen weiteren
Dimensionen gelo¨st: In Dimension 4 und 5 konnte von A. Korkine und G. Zolotareff in den 1870er
Jahren gezeigt werden, dass die Gitter D4 und D5 die dichtesten Gitter sind, und fu¨r die Dimensionen
6 bis 8 sind die Gitter E6, E7 und E8 die jeweils dichtesten, wie von H.F. Blichfeldt in den 1930er
Jahren bewiesen wurde. Des Weiteren ist nach einem Resultat von H. Cohn und A. Kumar aus dem
Jahr 2009 von dem in vielerlei Hinsicht außergewo¨hnlichen Leech-Gitter Λ24 bekannt, dass dieses die
dichteste Gitterpackung in Dimension 24 liefert (vgl. [CK09]).
Fu¨r alle anderen Dimensionen n 6∈ {1, . . . , 8} ∪ {24} ist auch das Kugelpackungsproblem fu¨r Git-
terpackungen ein offenes Problem. Es sind bislang nur
”
dichte“ Gitter bekannt, von denen teilweise
1
2vermutet wird, optimal zu sein, deren Dichte jedoch die heutigen oberen Schranken nicht erreicht.
Prominente Vertreter sind beispielsweise das Barnes-Wall Gitter BW16 in Dimension 16 und das
Coxeter-Todd Gitter CT12 in Dimension 12.
Eine besondere Eigenschaft dieser Gitter sowie auch des Leech-Gitters Λ24 ist die, dass sie jeweils
als einziges Gitter in ihrem Geschlecht das Minimum 4 besitzen und diese Gitter somit zumindest in
ihren Geschlechtern die Packungsdichte maximieren. Die Koeffizienten der entsprechenden Thetarei-
hen sind somit also 1 gefolgt von einer 0, wa¨hrend jeweils fu¨r alle u¨brigen Gitter der zweite Koeffizient
von 0 verschieden ist.
Dies motiviert die Definition eines extremalen Gitters (vgl. [MOS75]): zuna¨chst zeigt man, dass der
RaumMn/2(SL2(Z)) eine eindeutig bestimmte Modulform der Gestalt 1 +O(qd) entha¨lt, wobei d die
Dimension dieses Raumes ist. Diese nennt man die extremale Modulform. Ein gerades unimodulares
Gitter heißt dann extremal, wenn die Thetareihe des Gitters die extremale Modulform ist. Wichtige
Beispiele sind etwa das Gitter E8, das Leech-Gitter Λ24 oder auch das erst ku¨rzlich gefundene Gitter
Γ72 (vgl. [Neb12]).
Mitte der 1990er Jahre wurde diese Definition auch auf Gitter anderer Stufen ` > 1 ausgeweitet.
Dabei erweist sich der komplette RaumMn/2(Γ0(`), χn/2) gewissermaßen als ”zu groß“. Eine weitere
besondere Eigenschaft einiger dichter Gitter wie CT12 oder BW16 ist die, modular, d.h. a¨hnlich zu
ihren Dualgittern zu sein. Diese Eigenschaft hat unter anderem zur Konsequenz, dass die Thetareihe
eines solchen Gitters in einem gewissen Unterraum Mn/2(Γ∗(`), χn/2) liegt. Im Wesentlichen unter
der Bedingung, dass die Summe der Teiler von ` ein Teiler von 24 ist, konnte von H.G. Quebbemann
gezeigt werden, dass dieser Raum ebenfalls eine eindeutig bestimmte Modulform der Gestalt 1+O(qd)
entha¨lt, wobei hier nun d die Dimension dieses Unterraumes ist (vgl. [Que95],[Que97]). Genau wie
zuvor heißt diese die extremale Modulform und ein Gitter extremal, wenn die Thetareihe mit der
extremalen Modulform u¨bereinstimmt. In diesem Sinne sind beispielsweise die Gitter A2, D4, E8, K12,
BW16 sowie Λ24 extremal.
Da das Minimum eines extremalen Gitters durch die extremale Modulform bereits festgelegt ist,
ist die Packungsdichte eines solchen Gitters bereits a priori und ohne das Gitter zu kennen berechen-
bar. Fu¨r einige Geschlechter ist die Frage nach der Existenz eines extremalen Gitters von besonderem
Interesse; na¨mlich dann, wenn ein extremales Gitter den bestehenden Packungsdichte-Rekord brechen
wu¨rde. Ein Beispiel eines solchen ist das Geschlecht II36(3
+18): Ein extremales Gitter in diesem Ge-
schlecht ha¨tte eine um den Faktor 3 ho¨here Packungsdichte als das bislang dichteste bekannte Gitter.
Zudem stellt sich fu¨r solche Geschlechter, in denen bereits extremale Gitter bekannt sind und diese
die dichteste Kugelpackung liefern, die Frage, ob es weitere extremale Gitter gibt. Ein Beispiel fu¨r ein
solches Geschlecht ist II32(2
+16), in dem bislang sechs extremale Gitter bekannt sind.
Auch losgelo¨st vom Kugelpackungsproblem stellt sich das Problem der Klassifikation der extre-
malen Gitter. Beschra¨nkt man sich auf die Stufen `, deren Teilersumme ein Teiler von 24 ist, konkret
also ` ∈ {1, 2, 3, 5, 6, 7, 11, 14, 15, 23}, so wurde von R. Scharlau und R. Schulze-Pillot gezeigt, dass es
sich bei der Bestimmung aller extremalen Gitter im Prinzip um ein endliches Klassifikationsproblem
handelt, da ab einer gewissen Dimension anha¨ngig von der Stufe ` die extremale Modulform stets einen
negativen Koeffizienten besitzt und somit nicht die Thetareihe eines Gitters sein kann (vgl. [SSP99]).
In kleineren Dimensionen ist die Klassifikation aller extremalen Gitter durch vollsta¨ndige Enumeration
3des jeweiligen Geschlechts mo¨glich, etwa mit Hilfe der Kneserschen Nachbarmethode. Auf diese Weise
sind (mit Hilfe des C-Programms TwoNeighbours) von B. Hemkemeier und R. Scharlau einige Re-
sultate erzielt worden (vgl. z.B. [SH98], [Sch13]). In gro¨ßeren Dimensionen ist dieses Vorgehen nicht
mehr praktikabel, da die Maße der entsprechenden Geschlechter und damit auch die Klassenzahlen zu
groß sind. Beispielsweise ist das Maß des Geschlechts II36(3
+18) gro¨ßer als 10100 und damit gibt es in
diesem Geschlecht weit mehr Gitter als Atome im Universum, sodass eine Klassifikation des gesamten
Geschlechts heute und auch in Zukunft nicht machbar ist.
Viele extremale Gitter in gro¨ßeren Dimensionen wie beispielsweise 16 oder 24 sind von G. Nebe und W.
Plesken als Nebenprodukt der Klassifikation rationaler Matrixgruppen (vgl. z.B. [NP95], [Neb96])
konstruiert worden. Einige weitere extremale Gitter, insbesondere der Stufe 2 und 3 in Dimensionen
32 und gro¨ßer, sind von C. Bachoc durch entsprechende Konstruktionen aus Codes gewonnen worden
(vgl. [Bac97]). Des Weiteren sind in dem bereits genannten U¨bersichtsartikel von R. Scharlau und R.
Schulze-Pillot (vgl. [SSP99]) viele weitere Konstruktionen extremaler Gitter beschrieben, insbeson-
dere auch Konstruktionen mittels algebraischen Zahlko¨rpern. Sa¨mtliche bekannten extremalen Gitter
sind in Form von Gram-Matrizen in der von G. Nebe und N.J.A. Sloane verwalteten Gitterdatenbank
(vgl. [LatDB]) zu finden und ko¨nnen direkt in das Computeralgebrasystem Magma (vgl. [BCP97])
geladen werden. Auf der anderen Seite konnte von C. Bachoc, G. Nebe und B. Venkov mit Hilfe der
Theorie der Modulformen in einigen Fa¨llen die Nicht-Existenz extremaler Gitter in einigen Geschlech-
tern gezeigt werden (vgl. [NV96],[BV01]).
In dieser Arbeit werden extremale Gitter zu den Stufen ` ∈ {1, 2, 3, 5, 6, 7, 11, 14, 15, 23} bis Di-
mension 48 untersucht. Die Arbeit gliedert sich dabei wie folgt in vier Kapitel:
Im ersten Kapitel werden zuna¨chst in 1.1 die grundlegenden Definitionen zu Gittern wiederholt und
einige Notationen festgelegt. Insbesondere wird festgehalten, was im Folgenden unter den Quebbe-
mannschen Geschlechtern verstanden wird. Es folgen in 1.2 die Definition einer extremalen Modul-
form sowie eines extremalen Gitters, welche in der gesamten Arbeit stets auf den Fall des Unterraumes
Mn/2(Γ∗(`), χn/2) angewendet werden wird. Fu¨r einige Geschlechter wird gezeigt, dass ein Gitter mit
”
großem“ Minimum bereits ein extremales Gitter im Sinne der zuvor gegebenen Definition ist, was
die Wahl dieses Unterraumes plausibel macht. Beispielsweise ist ein Gitter im Geschlecht II36(3
+18)
mit Minimum ≥ 8 notwendig extremal. Es folgt ein Verfahren, mit dem man in einigen Fa¨llen von
der extremalen Modulform zeigen kann, dass diese nicht-negative Koeffizienten besitzt und damit eine
erste notwendige Bedingung dafu¨r erfu¨llt, u¨berhaupt die Thetareihe eines Gitters sein zu ko¨nnen. Als
Ergebnis erha¨lt man unter anderem, dass die extremale Modulform in M12(Γ∗(7), χ12) oder auch in
M18(Γ∗(3), χ18) nicht-negative Koeffizienten besitzt.
In Abschnitt 1.3 werden die Kugelpackungs- und die Zentrumsdichte eines Gitters definiert und einige
Beispiele dichter extremaler Gitter gegeben. Auch im Hinblick auf das Kapitel 4 wird im Anschluss
in 1.4 kurz erkla¨rt, wie man Obergitter eines gegebenen Gitters konstruiert. Als Resultat werden alle
Obergitter vom Index 3 des bislang dichtesten Gitters KP36 in Dimension 36 bestimmt und es wird
gezeigt, dass auf diese Weise ein extremales Gitter im Geschlecht II36(3
+18) nicht zu erhalten ist.
Im zweiten Kapitel geht es um Konfigurationsanzahlen und deren Berechnung. Als Anwendung er-
gibt sich ein Nicht-Existenz-Kriterium fu¨r extremale Gitter. Die Ideen folgen weitestgehend den
Ausfu¨hrungen in [BV01].
Zu Beginn werden in Abschnitt 2.1 alle homogenen Polynome P ∈ R[X1, . . . , Xn] bestimmt, welche
zugleich harmonisch und zonal bzgl. eines Vektors α ∈ Rn sind. Man erha¨lt die bekannte Tatsache,
4dass es zu jedem Polynomgrad d ∈ N im Wesentlichen genau ein solches Polynom gibt, das sogenannte
Gegenbauer-Polynom Pαd . Anschließend werden in 2.2 einige Fakten zu Thetareihen mit spha¨rischen
Koeffizienten zusammengetragen. Es folgen in 2.3 die Definition der Konfigurationsanzahlen eines Git-
ters bzgl. eines Vektors α ∈ Rn und eine Beschreibung, wie diese fu¨r extremale Gitter nur mit Hilfe
der bekannten Thetareihe durch ein lineares Gleichungssystem berechnet werden ko¨nnen. Mit Hilfe
einer Implementierung dieser Methode in Magma ergibt sich in 2.4 als Resultat die Nicht-Existenz
eines extremalen Gitters im Geschlecht II24(7
+12).
Im Anschluss daran wird in 2.5 gezeigt, dass es nur mit Hilfe der Konfigurationsanzahlen bzgl. α
mo¨glich ist, die Thetareihe des Nachbarn L(α) zu berechnen. Fu¨r den interessanten Fall eines extre-
malen Gitters im Geschlecht II36(3
+18) wird dadurch zwar die Liste der mo¨glichen Konfigurations-
anzahlen fu¨r einen ku¨rzesten Vektor verkleinert, trotzdem ergeben sich jedoch keine entscheidenden
Einsichten. Mit a¨hnlichen Mitteln wird abschließend in 2.6 die (durchaus erwartbare) Eigenschaft eines
extremalen Gitters im Geschlecht II36(3
+18) gezeigt, von seinen ku¨rzesten Vektoren erzeugt zu sein.
Das Thema des dritten Kapitels ist die Konstruktion von (extremalen) Gittern mittels hermitescher
Gitter u¨ber CM-Ko¨rpern durch die sogenannte Spurkonstruktion. Nachdem zuna¨chst in 3.1 einige
grundlegende Eigenschaften dieser Spurgitter bewiesen werden, werden anschließend in 3.2 als Spezi-
alfall Spurgitter 1-dimensionaler hermitescher Gitter, sogenannte Ideal-Gitter betrachtet. Insbesondere
werden alle extremalen Gitter in den Quebbemannschen Geschlechtern mit einer Struktur als Ideal-
Gitter u¨ber einem Kreisteilungsko¨rper bis Dimension < 48 bestimmt.
Weiter werden in 3.3 hermitesche Gitter der Dimension N ≥ 2 betrachtet, welche mittels Spurkon-
struktion ein Z-Gitter zu vorgegebener Stufe ` und Determinante d0 ergeben. Dabei werden ausschließ-
lich quadratfreie ` zugelassen und zudem wird vorausgesetzt, dass ` teilerfremd zu der Diskriminante
dE des Zahlko¨rpers E ist. Unter diesen Voraussetzungen werden mit Hilfe der lokalen Theorie her-
mitescher Gitter aus [Jac62] und [Ger70] sa¨mtliche mo¨gliche hermitesche Geschlechter dieser Gitter
bestimmt. Im folgenden Abschnitt werden dann explizite Formeln fu¨r die Darstellungsdichten dieser
hermiteschen Geschlechter unter Verwendung von Ergebnissen aus [GY00] und [Cho12] hergeleitet
und im Anschluss daran gezeigt, wie die Braunsche Maßformel mit Hilfe von Dirichletschen L-Reihen
und verallgemeinerten Bernoulli-Zahlen exakt ausgewertet werden kann.
Es folgt mit 3.4 ein kurzer Abschnitt zur Nachbarmethode u¨ber beliebigen CM-Ko¨rpern, welche im
Rahmen dieser Arbeit in Magma implementiert wurde. Die wesentlichen Ideen hierzu stammen aus
[Sch98].
In den folgenden Abschnitten 3.5 und 3.6 werden die Resultate aus 3.3 sowie die Magma-Implementie-
rung der Nachbarmethode angewendet, um diejenigen Geschlechter, welche mittels Spurkonstruktion
Z-Gitter in den Quebbemannschen Geschlechtern ergeben, u¨ber imagina¨r-quadratischen Zahlko¨rpern
und Kreisteilungsko¨rpern soweit mo¨glich zu klassifizieren.
Unter anderem werden alle Strukturen der Gitter CT12 und BW16 u¨ber imagina¨r-quadratischen
Zahlko¨rpern E mit |dE | ≤ 11 bestimmt. A¨hnlich wie in [CN13] wird versucht, mit Hilfe des Ten-
sorprodukts dieser Strukturen, insbesondere derjenigen u¨ber Q(
√−7), mit gewissen unzerlegbaren
unimodularen Gittern neue (extremale) Gitter zu erhalten. Als Resultat findet man auf diese Weise
einige bislang nicht bekannte extremale Gitter im Geschlecht II48(2
+24).
Außerdem werden beispielsweise alle extremalen geraden unimodularen Gitter in Dimension 32 mit
einer Struktur u¨ber Q(ζ17) bestimmt. Ebenso wird gezeigt, dass außer den bekannten extremalen Git-
tern CQ32, MW32 und MW
′
32 keine weiteren extremalen Gitter im Geschlecht II32(2
+16) mit einer
Struktur u¨ber Q(ζ17) existieren.
5Abschließend werden in Abschnitt 3.7 unimodulare Gitter u¨ber gewissen imagina¨r-quadratischen
Zahlko¨rpern und Quaternionenalgebren betrachtet. Die Spurgitter dieser besitzen die Eigenschaft,
beweisbar modular zu sein. Es wird beispielsweise gezeigt, dass kein extremales Gitter im Geschlecht
II20(5
+10) eine Struktur u¨ber der Quaternionenalgebra Q5,∞ besitzt.
Im vierten Kapitel dieser Arbeit werden grob gesprochen Gitter mit einem Automorphismus von Prim-
zahlordnung und einem
”
großen“ Minimum klassifiziert. Ist L ein Gitter und σ ein Automorphismus
der Ordnung p > 2, so wird in 4.1 a¨hnlich wie in [Neb13] zuna¨chst ein gewisses orthogonal zerlegtes
Teilgitter L1⊥Lζ von L betrachtet. Weiter werden der Typ eines Automorphismus definiert und einige
Einschra¨nkungen an einen solchen Typ angegeben. Zudem wird gezeigt, dass das Z-Geschlecht von
L1 und das hermitesche Geschlecht von Lζ bereits durch den Typ von σ im Wesentlichen eindeutig
festgelegt sind.
Sollen nun umgekehrt alle Gitter in einem Geschlecht mit einem Automorphismus der Ordnung p und
einem
”
großen“ Minimum klassifiziert werden, so sind zuna¨chst alle mo¨glichen Typen eines solchen
Automorphismus zu bestimmen. Als Teilgitter von L mu¨ssen dabei die Minima von L1 und Lζ min-
destens so groß wie das von L sein. Aus diesem Grund scheiden bereits viele mo¨gliche Typen aus,
da die Dichte dieser Gitter, welche sich ebenfalls allein aus dem Typ von σ berechnen la¨sst, ha¨ufig
oberen Schranken an die Packungsdichte widerspricht. Fu¨r alle verbleibenden Fa¨lle kann anschließend
versucht werden, alle mo¨glichen Kandidaten fu¨r L1 und Lζ zu bestimmen. Die gesuchten Gitter L
ergeben sich dann (gegebenenfalls) als Obergitter von L1⊥Lζ von entsprechendem Index.
In Abschnitt 4.2 wird dieses Vorgehen angewendet auf die Klassifikation extremaler Gitter mit einem
Automorphismus der Ordnung p > 2. Als Resultat werden zum Beispiel alle extremalen Gitter im
Geschlecht II32(2
+16) mit einem Automorphismus der Ordnung 7 bestimmt und gezeigt, dass es genau
ein solches bislang unbekanntes Gitter gibt.
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KAPITEL 1
Grundlegendes
1.1. Gitter
1.1.1. Grundlegende Definitionen. Sei (V, b) ein euklidischer Vektorraum der Dimension
n <∞. Ein Gitter (genauer ein Z-Gitter) in V ist eine Menge L ⊂ V der Gestalt L = Zx1 + . . .+Zxs,
wobei x1, . . . , xs linear unabha¨ngige Vektoren in V sind. Die Vektoren x1, . . . , xs sind in diesem Fall
eine Basis des Z-Moduls L und die Zahl s nennt man die Dimension von L. Ist s = n oder a¨quivalent
RL = V , so wird L auch als ein Gitter auf V bezeichnet. Ist L ein Gitter auf (V, b), so bezeichnet αL
das Gitter L aufgefasst als Gitter auf (V, αb).
Unter der Gram-Matrix eines Gitters L auf V bezu¨glich der Basis x1, . . . , xn von L versteht man die
Matrix G = (gij) ∈ Rn×n mit gij := b(xi, xj). Die Determinante von L ist definiert als det(L) :=
det(x1, . . . , xn), wobei det(x1, . . . , xn) die Determinante der Gram-Matrix bzgl. der Basis x1, . . . , xn
bezeichnet. Fu¨r ein Z-Gitter ha¨ngt die Determinante nicht von der gewa¨hlten Basis ab.
Zwei Gitter L und K auf V heißen isometrisch, wenn ein σ ∈ O(V, b) existiert mit σ(L) = K - in Zei-
chen L ∼= K. Die Isometrie von Gittern ist eine A¨quivalenzrelation, die zugeho¨rigen A¨quivalenzklassen
heißen auch Isometrieklassen. Ist ein Gitter L isometrisch zu einem Gitter K mit Gram-Matrix G, so
schreibt man auch L ∼= G statt L ∼= K. Ist daru¨ber hinaus G = diag(a1, . . . , an) eine Diagonalmatrix,
so schreibt man auch kurz L ∼= 〈a1, . . . , an〉.
Eine Isometrie σ ∈ O(V, b) heißt Automorphismus eines Gitters L auf V , wenn σ(L) = L ist. Die
Menge aller Automorphismen von L ist eine endliche Untergruppe von O(V, b), die sogenannte Auto-
morphismengruppe O(L).
Ein Gitter L heißt ganzzahlig, wenn b(x, y) ∈ Z ist fu¨r alle x, y ∈ L. Es heißt gerade, wenn b(x, x) ∈ 2Z
fu¨r alle x ∈ L gilt. Mit Hilfe der Polarisationsformel b(x, y) = 12 (b(x+y, x+y)− b(x, x)− b(y, y)) sieht
man leicht ein, dass ein gerades Gitter auch ganzzahlig ist. Weiter definiert man zu einem Gitter L
das duale Gitter wie folgt:
L# := {y ∈ RL | b(y, L) ⊆ Z}
Offenbar ist das Gitter L genau dann ganzzahlig, wenn L ⊆ L# gilt. Fu¨r ein ganzzahliges Gitter L ist
die Gruppe T (L) := L#/L die sogenannte Diskriminantengruppe. Es ist ε1 · . . . ·εn = |T (L)| = det(L),
wobei ε1, . . . , εn ∈ N die Elementarteiler von L in L# bezeichnen. Ein Gitter L 6= {0} heißt unimodular,
wenn L# = L gilt und allgemeiner a-modular, wenn aL# = L ist.
Die Zahl min(L) := min{b(x, x) | x ∈ L\{0}} heißt das Minimum von L. Min(L) bezeichne die Menge
der ku¨rzesten Vektoren von L und allgemeiner Lm die Menge der Vektoren x ∈ L mit b(x, x) = m.
In der vorliegenden Arbeit werden ausschließlich ganzzahlige Gitter betrachtet. In diesem Fall kann
man L auch (durch Einschra¨nkung der Skalarmultiplikation) als ein Gitter auf dem quadratischen
Q-Vektorraum (V, b) auffassen. Die p-adischen Zahlen werden im Folgenden mit Qp bezeichnet, die
ganzen p-adischen Zahlen mit Zp. Fu¨r eine Primzahl p ist die Komplettierung von V an der Stelle
p definiert als Vp := V ⊗Q Qp. Die Bilinearform b kann fortgesetzt werden zu einer Bilinearform
auf Vp, welche ebenfalls mit b bezeichnet wird. Dann ist die Menge Lp := ZpL ein Zp-Gitter auf
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8Vp. Die Definitionen der Gram-Matrix, der Isometrie von Gittern und des dualen Gitters sowie die
Eigenschaften ganzzahlig, gerade und (uni-)modular ko¨nnen in offensichtlicher Weise auf Zp-Gitter
verallgemeinert werden. Die Determinante dLp ist dann a¨hnlich wie bei quadratischen Ra¨umen ein
Element in {0} ∪ Q∗p/Z∗2p . Eine weitere Invariante eines Gitters L (genauer des zugrunde liegenden
quadratischen Raumes QpL) an der Stelle p ist die sogenannte Hasse-Invariante
sp(L) :=
∏
i<j
(ai, aj)p ∈ {±1},
wobei hier 〈a1, . . . , an〉 eine Diagonalisierung von L u¨ber Qp ist und (a, b)p fu¨r a, b ∈ Q∗p das Hilbert-
Symbol an der Stelle p bezeichnet.
Zwei Gitter L und N auf V liegen nach Definition im selben Geschlecht, wenn Lp ∼= Np fu¨r jede Prim-
zahl p gilt. Folglich umfasst ein Geschlecht also volle Isometrieklassen von Gittern. Oftmals bezeichnet
man mit Geschlecht auch die Menge der Isometrieklassen von Gittern im selben Geschlecht und die
Anzahl dieser Isometrieklassen heißt die Klassenzahl.
Jedes Zp-Gitter Λ besitzt eine sogenannte Jordan-Zerlegung, d.h. eine Zerlegung Λ ∼= ⊥ti=0 p
i
Ji, wobei
Ji entweder unimodular ist oder Ji = {0} gilt. Sind alle Gitter Ji gerade, so nennt man ein solches
Gitter auch total gerade. In diesem Fall ist eine Jordan-Zerlegung eindeutig in dem Sinne, dass jede
andere Jordan-Zerlegung komponentenweise isometrisch zu der gegebenen ist. Ein Symbol, welches
die Informationen einer Jordan-Zerlegung codiert und damit ein Geschlecht eindeutig beschreibt, ist
das sogenannte Geschlechtssymbol. Fu¨r eine Definition sowie weitere Details siehe [CS93] Ch. 15 §7.
1.1.2. Die Stufe eines Gitters und `-modulare Gitter. Die Stufe des Gitters L ist definiert
als kleinste Zahl ` ∈ N, fu¨r die √`L# oder a¨quivalent `L# ein gerades Gitter ist. Ist ` die Stufe von L,
so wird das Gitter L\ :=
√
`L# auch als das reskalierte Dualgitter von L bezeichnet. Die Stufe eines
Gitters ist eng verwandt mit dem Exponenten ε der Diskriminantengruppe T (L), d.h. der kleinsten
Zahl a ∈ N mit aL# ⊆ L. Das folgende Lemma kla¨rt dies pra¨zise:
Lemma 1.1.1. Sei L ⊂ V ein gerades Gitter. Weiter seien ` die Stufe von L und ε der Exponent
der Diskriminantengruppe T (L).
a) ε ist die kleinste Zahl a ∈ N, fu¨r die aL# ein ganzzahliges Gitter ist. Jede weitere Zahl mit
dieser Eigenschaft ist ein Vielfaches von ε.
b) ` ist die kleinste Zahl a ∈ N, fu¨r die aL# ein gerades Gitter ist. Jede weitere Zahl mit dieser
Eigenschaft ist ein Vielfaches von `.
c) Es ist ` ∈ {ε, 2ε} und es gilt `L# ⊆ L.
d) Ist Lp ∼= ⊥ti=0 p
i
Ji eine Jordan-Zerlegung von L an der Stelle p und Jt 6= {0}, so gilt
t = νp(ε).
e) Sei L2 ∼= ⊥ti=0 p
i
Ji eine Jordan-Zerlegung von L an der Stelle 2 und sei Jt 6= {0}. Dann gilt:
` = ε ⇔ Jt ist gerade
Insbesondere gilt ` = ε, wenn det(L) ungerade oder L total gerade ist.
f) Die Zahlen ε, ` und det(L) besitzen exakt dieselben Primteiler. Insbesondere gilt ` = ε, wenn
` quadratfrei ist.
Beweis. a) Sind x, y ∈ L#, so ist εx ∈ L und damit εb(x, y) = b(εx, y) ∈ Z. Also ist εL# ein
ganzzahliges Gitter. Sei umgekehrt fu¨r ein a ∈ N das Gitter aL# ganzzahlig. Fu¨r x ∈ L# gilt dann
9b(ax, y) = ab(x, y) ∈ Z fu¨r beliebiges y ∈ L#. Also ist ax ∈ (L#)# = L und damit aL# ⊆ L. Nach
Definition des Exponenten ist ε ≤ a. Zudem ist die Menge {a ∈ Z | aL# ist ganzzahlig} ein Ideal in
Z mit Erzeuger ε.
b) Die erste Aussage ist exakt die Definition der Stufe. Auch hier ist die Menge {a ∈ Z | aL# ist gerade}
ein Ideal in Z mit Erzeuger `.
c) Das Gitter `L# ist gerade und damit insbesondere ganzzahlig. Nach a) ist ε ein Teiler von `.
Andererseits ist 2εL# ein gerades Gitter. Nach b) ist damit ` ein Teiler von 2ε. Insgesamt folgt also
` ∈ {ε, 2ε}. Die Aussage `L# ⊆ L ist damit offensichtlich.
d) Das Gitter εL# ist ganzzahlig genau dann, wenn das Gitter εL#p an jeder Stelle p ganzzahlig ist. Ist
Lp ∼= ⊥ti=0 p
i
Ji eine Jordan-Zerlegung von L an der Stelle p, so gilt:
L#p
∼= ⊥ti=0 p
−i
Ji
Demnach ist p
t
L#p ein ganzzahliges Gitter, wa¨hrend
piL#p fu¨r i < t nicht ganzzahlig ist. Damit folgt
νp(ε) = t.
e) Bekanntlich ist εL# gerade genau dann, wenn εL#2 gerade ist. Ist L2
∼= J0⊥2J1 . . .⊥2tJt, so ist
εL#2
∼= Jt⊥ . . .⊥2tJ0. Dieses ganzzahlige Gitter ist gerade (also ` = ε) genau dann, wenn Jt gerade ist.
f) Im Wesentlichen aus dem Satz von Cauchy folgt, dass det(L) als Ordnung der Gruppe T (L) und ε
als Exponent dieser Gruppe dieselben Primteiler besitzen. Ist det(L) gerade, so folgt wegen ` ∈ {ε, 2ε}
die Aussage, im Fall det(L) ungerade folgt diese wegen ` = ε. 
Wenn nicht anders gesagt, sollen alle Gitter in dieser Arbeit gerade sein und quadratfreie Stu-
fe ` ∈ N besitzen. In diesem Fall stimmt also die Stufe eines solchen Gitters L mit dem Exponenten
der Gruppe T (L) u¨berein und fu¨r jede Stelle p ist das Gitter L lokal p-elementar, d.h. eine Jordan-
Zerlegung an der Stelle p ist von der Gestalt Lp ∼= J0 ⊥ pJ1. Des Weiteren folgt, dass das Gitter J1
gerade und damit L total gerade ist. Im Folgenden wird als Notation fu¨r die Stelle p = 2 im Ge-
schlechtssymbol statt IIn(2
±k
II . . .) die Notation IIn(2
±k . . .) verwendet.
Unter der zusa¨tzlichen Annahme, dass det(L) = `k eine Potenz von ` ist, sind alle Elementarteiler von
L in L# entweder 1 oder ` und es ist T (L) ∼= (Z/`Z)k. Solche Gitter heißen `-elementar. Umgekehrt
besitzt jedoch nicht jedes gerade `-elementare Gitter quadratfreie Stufe, wie etwa das Beispiel E8⊥2I8
(mit Stufe 4) zeigt.
Ein gerades Gitter L auf V heißt `-modular (nach H.-G. Quebbemann), wenn es eine A¨hnlichkeit
σ : V → V zum Faktor ` ∈ N gibt mit σ(L#) = L oder a¨quivalent, wenn die Gitter L und L\ = √`L#
isometrisch sind. Ist ` quadratfrei, so besitzt ein `-modulares Gitter die Stufe `. Die Determinante
eines `-modularen Gitters der Dimension n ist gleich `
n
2 , denn es gilt det(L) = det(
√
`L#) = `n 1det(L) .
Ein `-modulares Gitter ist also stets `-elementar.
Bemerkungen 1.1.2.
(i) Der hier definierte Begriff eines `-modularen Gitters ist nicht zu verwechseln mit dem Begriff
a-modular im Sinne von aL# = L, wie er etwa im Zusammenhang mit einer Jordan-Zerlegung
verwendet wird. Allein fu¨r gerade unimodulare bzw. 1-modulare Gitter fallen diese beiden
Definitionen zusammen.
(ii) Der Begriff `-modular kann auch allgemeiner fu¨r ganzzahlige, nicht notwendig gerade Gitter
definiert werden. Hierzu siehe zum Beispiel [RS98]. 
Im Folgenden sind insbesondere diejenigen Geschlechter von Interesse, welche n-dimensionale ge-
rade Gitter der Stufe ` und Determinante `
n
2 enthalten. Da ein ganzzahliges Gitter eine ganzzahlige
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Determinante besitzt, muss also n gerade sein, wenn L ein solches n-dimensionales Gitter der Deter-
minante `
n
2 ist. Daru¨ber hinaus gilt:
Lemma 1.1.3. Sei n gerade und sei L ein gerades Gitter der Dimension n, Stufe ` (quadratfrei)
und Determinante `
n
2 . Ist n ≡4 2, so ist ` ≡4 3.
Beweis. Zuna¨chst gilt fu¨r ein gerades, unimodulares Gitter u¨ber Z2, dass dieses stets gerade
Dimension hat und weiter isometrisch ist zu
H ⊥ . . . ⊥ H ⊥ Λ0,(1)
wobei H ∼= ( 0 11 0 ), Λ0 ∈ {H,A} und A ∼= ( 2 11 2 ) ist (vgl. [Ger08] 8.9).
Da L total gerade ist, sind sowohl J0 als auch J1 in einer Jordan-Zerlegung L2 ∼= J0⊥2J1 gerade
unimodular und damit jeweils gerade-dimensional. Es folgt n ≡4 0, falls ` ≡4 0, 2 gilt.
Ist nun ` ungerade, so ist L2 gerade unimodular und mit einer Zerlegung wie in (1) berechnet man
leicht, dass dL2 folglich gleich (−1)n2 Z∗22 oder (−1)
n
2 · 5Z∗22 ist. Da nach Voraussetzung n ≡4 2 ist, ist
n
2 ungerade und somit ist `
n
2 ≡8 −1 oder −5 bzw. vereinfacht also ` ≡4 3. Somit muss also auch im
Fall ` ≡4 1 notwendig n ≡4 0 gelten. 
Bemerkung 1.1.4. Fu¨r den Fall, dass ` eine Primzahl ist, ist bekannt, dass es zu gegebener
Dimension n und Determinante `k ho¨chstens ein Geschlecht gerader Gitter der Stufe ` gibt. Fu¨r den
Fall ` > 2 siehe etwa [CS93] Ch. 15, Theorem 13 und fu¨r den Fall ` = 2 folgt dies auf a¨hnliche
Weise zusammen mit Lemma 1.1.1 e). Insbesondere gibt es fu¨r eine Primzahl ` also ho¨chstens ein
`-modulares Geschlecht. 
Um zu zeigen, dass fu¨r jede Primzahl ` unter Beachtung der notwendigen Bedingungen an die
Dimension gema¨ß Lemma 1.1.3 auch immer ein `-modulares Gitter in diesen Geschlechtern existiert,
reicht es offenbar, ein solches `-modulares Gitter L0 in kleinstmo¨glicher Dimension 2 bzw. 4 anzugeben,
denn in ho¨heren Dimensionen erha¨lt man entsprechende Gitter durch Bilden orthogonaler Summen:
• Im Fall ` ≡4 3 sei E := Q(
√−`) und O = Z[ 1+
√−`
2 ] der Ganzheitsring von E. Dann ist
L0 := O ein 2-dimensionales Z-Gitter auf dem Q-Vektorraum V = E mit der Bilinearform
b(x, y) := xy + xy. Die Determinante von L0 ist ` und die Multiplikation mit
√−` liefert
eine A¨hnlichkeit, welche L# auf L abbildet (fu¨r Details siehe Abschnitt 3.7.1).
• Im Fall ` 6≡4 3 sei Q := Q`,∞ die Quaternionenalgebra, welche genau an den Stellen ` und∞
verzweigt ist. Sei M eine geeignet gewa¨hlte Maximalordnung von Q. Dann ist L0 := M ein
4-dimensionales Z-Gitter auf dem Q-Linksmodul Q mit der Bilinearform b(x, y) := xy + xy.
Die Determinante von L0 ist `
2 und die Multiplikation mit
√−` liefert wie im anderen Fall
eine A¨hnlichkeit, welche L# auf L abbildet (fu¨r Details siehe Abschnitt 3.7.2).
Damit ist bewiesen:
Proposition 1.1.5. (vgl. [Que95] Theorem 2) Sei ` eine Primzahl und n ≡4 2, falls ` ≡4 3 und
n ≡4 0 sonst. Dann gibt es genau ein Geschlecht, welches gerade Gitter der Dimension n, Stufe ` und
Determinante `
n
2 entha¨lt. In diesem existiert mindestens ein `-modulares Gitter. 
Ist die Zahl ` nicht prim, so gibt es im Allgemeinen mehr als ein Geschlecht gerader n-dimensionaler
Gitter der Stufe ` und gegebener Determinante. Aus Gru¨nden, die im na¨chsten Abschnitt deutlich
werden, sind im Folgenden die zusammengesetzten Stufen ` ∈ {6, 14, 15} von Interesse. In Dimension
4 gibt es hier jeweils zwei Geschlechter gerader Gitter der Stufe ` und Determinante `2.
Der Begriff
”
modular“ kann fu¨r solche zusammengesetzten Stufen noch etwas verfeinert werden. Dazu
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beno¨tigt man die folgende Definition eines partiellen Dualgitters. Fu¨r ein Gitter L ⊂ V der Stufe `
und einem Teiler p von ` ist dieses definiert als
L#,p := 1pL ∩ L#.
Man sieht leicht, dass fu¨r ein ganzzahliges Gitter der Stufe ` das partielle Dualgitter zu p = 1 gerade
das Gitter L selbst und im Fall p = ` gerade L# ist.
Besitzt L die Determinante `
n
2 , so ist fu¨r beliebiges p | ` das reskalierte partielle Dualgitter L\,p :=
√
pL#,p ebenfalls ein Gitter der Stufe ` und Determinante `
n
2 . Ist L gerade, so ist auch L\,p fu¨r
jedes p | ` gerade. Anders als im Fall einer Primzahl ` mu¨ssen die Gitter L\,p jedoch nicht im selben
Geschlecht wie L liegen, wie das folgende Beispiel zeigt:
Beispiel 1.1.6. Betrachtet man die beiden 15-modularen Gitter L1 ∼= ( 2 11 8 ) im Geschlecht
II2(3
+15+1) und L2 ∼= ( 4 11 4 ) im Geschlecht II2(3−15−1) jeweils der Stufe ` = 15, so vertauschen
sich diese beiden Gitter durch Bilden der reskalierten partiellen Duale, d.h. L\,31
∼= L2, L\,51 ∼= L2 und
folglich L\,32
∼= L1 sowie L\,52 ∼= L1. Somit liegen also die partiellen Duale nicht im selben Geschlecht
wie diese Gitter selbst. 
Liegen alle reskalierten partiellen Dualgitter in ein und demselben Geschlecht von geraden Gittern
der Stufe `, so nennt man ein solches auch ein `-modulares Geschlecht.
Ein gerades Gitter L der Stufe ` heißt stark `-modular, wenn L\,p ∼= L gilt fu¨r jeden Teiler p von
`. Insbesondere ist ein stark `-modulares Gitter also auch `-modular.
Nach Lemma 1.1.3 gibt es damit fu¨r ` ∈ {6, 14} keine stark `-modularen Gitter in Dimension 2. Im
Fall ` = 15 zeigt das obige Beispiel, dass es in Dimension 2 auch hier keine stark 15-modularen Gitter
gibt, denn die beiden angegebenen Gitter sind jeweils die einzige Isometrieklasse in dem jeweiligen
Geschlecht. Somit ist 4 die kleinste Dimension, in der fu¨r ` ∈ {6, 14, 15} stark `-modulare Gitter
existieren ko¨nnen.
Beispiel 1.1.7. (vgl. [Que97] Ex. 1 und 2)
a) Sei ` = pq, wobei p ≡4 3 und q Primzahlen sind. Sei L ein p-modulares Gitter der Dimension
2. Dann ist L0 := L⊥√qL ein stark `-modulares Gitter der Dimension 4. Konkret erha¨lt man
so stark `-modulare Gitter fu¨r die Stufen 6, 14 und 15 in den Geschlechtern II4(2
−23−2),
II4(2
+27+2) und II4(3
−25−2).
b) Das Geschlecht II4(2
+23+2) ist einklassig. Sei L0 dieses Gitter. Da die partiellen Duale von
L0 auch wieder in diesem Geschlecht liegen, ist das Gitter stark 6-modular.
Die Geschlechter II4(2
−27−2) und II4(3+25+2) hingegen enthalten jeweils zwei Klassen und
man kann nachrechnen, dass die partiellen Duale der Gitter das jeweils andere Gitter im
Geschlecht ergeben. Also gibt es in diesen Geschlechtern kein stark modulares Gitter. 
Man kann also festhalten, dass fu¨r Primzahlen ` die Dimensionen 2 (` ≡4 3) bzw. 4 (` 6≡4 3)
die kleinsten Dimensionen sind, in denen ein Geschlecht existiert, welches ein `-modulares Gitter L0
entha¨lt. Dieses ist eindeutig bestimmt. Fu¨r die Zahlen ` ∈ {6, 14, 15} ist jeweils 4 die kleinste Di-
mension, in der ein stark `-modulares Gitter L0 existiert. Dieses Geschlecht ist im Fall ` ∈ {14, 15}
eindeutig bestimmt. Im Fall ` = 6 gibt es zwei solche Geschlechter. Zudem sei bemerkt, dass fu¨r ` = 1
bekanntermaßen 8 die kleinste Dimension ist, fu¨r die ein gerades unimodulares Gitter L0 (das Gitter
E8) existiert. Das zugeho¨rige Geschlecht ist ebenfalls eindeutig bestimmt.
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Im Folgenden sind die Geschlechter gen(L0⊥ . . .⊥L0) fu¨r die oben beschriebenen Gitter L0 von be-
sonderer Bedeutung. Fu¨r ` ∈ {1, 2, 3, 5, 7, 11, 14, 15, 23} ist dieses bereits durch die Dimension n
und die Stufe ` eindeutig bestimmt. Im Fall ` = 6 und n ≡8 4 sind dies die beiden Geschlechter
II8r−4(2+(4r−2)3+(4r−2)) und II8r−4(2−(4r−2)3−(4r−2)), welche zur Unterscheidung als Fall ”6a“ und
”
6b“ bezeichnet werden.
Alle diese Geschlechter werden im Folgenden als die Quebbemannschen Geschlechter bezeichnet.
Die zugeho¨rigen Geschlechtssymbole sind in Tabelle 1.1 aufgefu¨hrt. Die entsprechenden Stufen ` ∈
{1, 2, 3, 5, 6, 7, 11, 14, 15, 23} heißen auch die Quebbemannschen Stufen.
Bez. Geschlechtssymbol (fu¨r r ∈ N)
1 II8r
2 II4r(2
(−1)r2r)
3 II2r(3
(−1)rr)
5 II4r(5
(−1)r2r)
6 II8r(2
+4r3+4r)
6a II8r−4(2+(4r−2)3+(4r−2))
6b II8r−4(2−(4r−2)3−(4r−2))
7 II2r(7
+r)
11 II2r(11
(−1)rr)
14 II4r(2
+2r7+2r)
15 II4r(3
(−1)r2r5(−1)
r2r)
23 II2r(23
+r)
Tabelle 1.1. Die Quebbemannschen Geschlechter
1.2. Die extremale Modulform und extremale Gitter
1.2.1. Grundlegendes zu Modulformen. Es bezeichne H := {z ∈ C | Im(z) > 0} die kom-
plexe obere Halbebene. Man definiert eine Operation der Gruppe SL2(R) auf dem C-Vektorraum
der meromorphen Funktionen f : H → C durch den sogenannten Strichoperator |k wie folgt: Ist
A =
(
a b
c d
) ∈ SL2(R), so sei
(f |k A)(z) := (cz + d)−kf(az+bcz+d ).
Diese Operation ist multiplikativ in dem Sinne, dass (f |k A) · (g |m A) = (f · g) |k+m A gilt.
Definition. Seien Γ ⊆ SL2(R) eine Untergruppe derart, dass Γ∩SL2(Z) endlichen Index sowohl
in Γ, als auch in SL2(Z) besitzt und χ : Γ→ C∗ ein Charakter. Eine holomorphe Funktion f : H → C
heißt Modulform vom Gewicht k, zur Gruppe Γ und zum Charakter χ, falls gilt:
(M1) f |k A = χ(A) · f fu¨r alle A ∈ Γ,
(M2) f |k A ist holomorph an der Stelle ∞ fu¨r alle A ∈ SL2(Z), d.h. limIm(z)→∞ f |k A(z) <∞.
f heißt eine Spitzenform, wenn zusa¨tzlich gilt:
(M3) limIm(z)→∞ f |k A(z) = 0 fu¨r alle A ∈ SL2(Z).
Der C-Vektorraum aller Modulformen vom Gewicht k, zur Gruppe Γ und zum Charakter χ wird
mit Mk(Γ, χ) bezeichnet, der Unterraum von Mk(Γ, χ) aller Spitzenformen mit Sk(Γ, χ).
Die im Zusammenhang mit Gittern relevante Gruppe Γ ⊆ SL2(R) ist die sogenannte Kongruenzun-
tergruppe Γ0(`) von SL2(Z), welche wie folgt definiert ist:
Γ0(`) := {
(
a b
c d
) ∈ SL2(Z) | c ≡` 0}
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Die Gruppe Γ0(`) entha¨lt offenbar das Element ( 1 10 1 ). Ist weiter χ : Γ0(`) → C∗ ein Charakter
mit χ(( 1 10 1 )) = 1, so folgt aus Bedingung (M1), dass ein f ∈ Mk(Γ0(`), χ) dann 1-periodisch ist,
d.h. f(z) = f(z + 1) fu¨r alle z ∈ H gilt. Somit ist die Funktion fˆ : D∗ → C, q 7→ f( log(q)2pii ) auf
D∗ := {z ∈ C | 0 < |z| < 1} wohldefiniert und holomorph.
Die Bedingung (M2) der obigen Definition sagt nun aus, dass die Funktion fˆ bei 0 holomorph fort-
setzbar ist. Damit la¨sst sich fˆ dann als Potenzreihe um den Punkt 0 entwickeln und f kann dann mit
q : H → D∗, z 7→ e2piiz wie folgt als sogenannte Fourier-Reihe geschrieben werden
f(z) = fˆ(q(z)) =
∞∑
m=0
am · q(z)m,
bzw. in Kurzform einfach f =
∑∞
m=0 amq
m. Im Folgenden werden die vorkommenden Modulformen
in diesen sogenannten q-Entwicklungen angegeben. Die Koeffizienten am einer solchen q-Entwicklung
sind durch f eindeutig bestimmt und heißen Fourier-Koeffizienten von f .
Der Zusammenhang von Modulformen und Gittern entsteht u¨ber die sogenannte Thetareihe eines
Gitters:
Definition. Sei L ein Z-Gitter. Dann ist die Thetareihe von L definiert als
θL :=
∑
x∈L
q
1
2 b(x,x) =
∞∑
m=0
am(L)q
m,
wobei hier q = e2piiz und am(L) := |L2m| ist.
Man kann zeigen, dass fu¨r ein gerades Gitter L in einem Geschlecht gerader Gitter der Dimension
n = 2k, Stufe ` und Determinante d0 die Thetareihe θL eine Modulform zur Gruppe Γ0(`) vom Gewicht
k und zum Charakter χk,G ist (vgl. [Ebe02] Theorem 3.2), wobei der Charakter χk,G : Γ0(`) → C∗
wie folgt definiert ist:
χk,G(
(
a b
c d
)
) :=
(
(−1)kd0
d
)
∈ {±1}
Dieser Charakter ha¨ngt also nur von der (Quadratklasse der) Determinante der Gitter im Geschlecht
G ab. Ist G ein `-modulares Geschlecht (mit d0 = `n/2), so wird der Charakter im Folgenden abku¨rzend
auch mit χk := χk,G bezeichnet.
Weiter la¨sst sich zeigen, dass die Differenz der Thetareihen von zwei Gittern L und M aus einem
Geschlecht G stets eine Spitzenform ist, d.h. θL − θM ∈ Sk(Γ0(`), χk,G) gilt (vgl. [Sie35] S. 577).
1.2.2. Extremale Modulform und extremale Gitter. Historisch wurde die Definition eines
extremalen Gitters zuna¨chst nur fu¨r unimodulare Gitter eingefu¨hrt (vgl. [MOS75]): Man kann zeigen,
dass in dem Raum Mk(SL2(Z), 1) fu¨r k ∈ 4N ein eindeutig bestimmtes Element existiert, dessen q-
Entwicklung von der Form 1+O(qd) ist, wobei d := dim(Mk(SL2(Z), 1)) ist. Ein unimodulares Gitter
L heißt dann extremal, wenn θL = 1 + O(q
d) ist. Bekannte extremale Gitter sind beispielsweise das
Wurzelgitter E8, das Leech-Gitter Λ24 und das erst ku¨rzlich entdeckte Gitter Γ72 (vgl. [Neb12]). Die
folgende Definition verallgemeinert den Begriff eines extremalen Gitters:
Definition. Sei M⊆Mk(Γ0(`), χk) ein Unterraum der Dimension d.
a) Der Raum M besitzt die Weierstraß-Eigenschaft, wenn die Projektion M → Cd auf die
ersten d Koeffizienten einer q-Entwicklung, d.h. also die Abbildung
f =
∞∑
m=0
amq
m 7−→ (a0, . . . , ad−1)
bijektiv ist.
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b) Besitzt der Raum M die Weierstraß-Eigenschaft, so nennt man das (eindeutig bestimmte)
Element f ∈M mit q-Entwicklung 1 +O(qd) die extremale Modulform, bezeichnet mit fM.
c) Besitzt M die Weierstraß-Eigenschaft und ist L ein gerades Gitter der Dimension n = 2k
und Stufe ` mit θL = fM, so heißt das Gitter L extremal (bzgl. M).
Ist ` > 1, so ist es oftmals wenig sinnvoll, Extremalita¨t bzgl. des gesamten RaumesMk(Γ0(`), χk)
zu definieren. Zwar besitzt dieser oftmals die Weierstraß-Eigenschaft, jedoch tritt entweder in der
extremalen Modulform sehr ha¨ufig ein negativer Koeffizient auf, sodass diese sicherlich nicht die The-
tareihe eines Gitters ist, oder bei der extremalen Modulform handelt es sich um die Thetareihe eines
skalierten unimodularen Gitters, sodass man sich auf diesen Fall beschra¨nken kann.
Beispiel 1.2.1. Die beiden Ra¨ume M8(Γ0(2), χ8) und M8(Γ0(3), χ8) besitzen die Weierstraß-
Eigenschaft und die extremalen Modulformen lauten:
fM8(Γ0(2),χ8) = 1− 7680q3 + 4320q4 +O(q5)
fM8(Γ0(3),χ8) = 1 + 480q
3 + 61920q6 +O(q7)
Die erste Modulform kann offenbar keine Thetareihe sein, da negative Koeffizienten auftreten und die
zweite Modulform ist die Thetareihe der Gitter 3(E8⊥E8) bzw. 3D+16. 
Der gesamte Raum Mk(Γ0(`), χk) ist also fu¨r die Betrachtung extremaler Gitter in gewissem
Sinne
”
zu groß“. Motiviert zum Beispiel durch die in vielerlei Hinsicht besonderen Gitter BW16 und
CT12 soll im Folgenden ein Unterraum von Mk(Γ0(`), χk) definiert werden, fu¨r den anschließend die
Definition von Extremalita¨t angewendet werden soll.
Ein Hilfsmittel bei der Wahl dieses Unterraums ist die folgende sogenannte Theta-Transformations-
formel (vgl. [Ebe02] Prop. 2.1), welche im Wesentlichen aus der Poissonschen Summationsformel
folgt:
θL(− 1z ) = (−iz)
n
2
1√
det(L)
θL#(z)
Daraus folgt mit der Substitution z = `w und θL#(`w) = θ√`L(w) = θL\(w) unmittelbar:
Korollar 1.2.2. Sei L ein gerades Gitter der Dimension n, Stufe ` und Determinante `
n
2 . Weiter
sei k := n2 . Dann gilt:
θL |k
(
0 1√
`
−√` 0
)
= ikθL\

Man kann zeigen, dass die Matrix W` :=
(
0 1√
`
−√` 0
)
∈ SL2(R) ein Element des Normalisators
Γ∗(`) von Γ0(`) in SL2(R) ist. Ist ` eine Primzahl, so gilt sogar Γ∗(`) = Γ0(`) ∪W` · Γ0(`) und damit
Γ∗(`)/Γ0(`) ∼= Z/2Z. Das Element W` heißt in diesem Fall die Fricke-Involution (wegen W 2` = − ( 1 00 1 )
ist W` eine Involution in PSL2(R)). Erweitert man die Definition des Charakters χk durch die multi-
plikative Fortsetzung von χk(W`) = i
k auf die Gruppe Γ∗(`), so ist also beispielsweise die Thetareihe
eines modularen Gitters nach Korollar 1.2.2 in dem Raum Mk(Γ∗(`), χk).
Etwas allgemeiner kann man auch fu¨r beliebige (quadratfreie) Stufe ` die Gruppe Γ∗(`) als Normalisa-
tor von Γ0(`) in SL2(R) definieren. Auch hier ist dann Γ∗(`)/Γ0(`) eine 2-elementare Gruppe, welche
erzeugt wird von gewissen Elementen Wp · Γ0(`) fu¨r jeden echten Teiler p von `. Fu¨r die explizite
Gestalt gewisser Vertreter Wp, den sogenannten Atkin-Lehner-Involutionen, siehe [AL70]. Dann liegt
die Thetareihe θL eines stark `-modularen Gitters im RaumMk(Γ∗(`), χk,G) fu¨r einen Charakter, der
zusa¨tzlich vom Geschlecht G von L abha¨ngt (vgl. [Que97]).
15
Beispiel 1.2.3. Fu¨r eine Definition der Charaktere χk,G mit Hilfe von Gaußschen Summen siehe
[Que97]. Konkret erha¨lt man fu¨r die Quebbemannschen Geschlechter zu den Stufen ` ∈ {6, 14, 15}
die folgenden Charaktere χk,G : Γ∗(`)→ C∗:
6a: χk,G(W2) = 1 χk,G(W3) = (−1) k2
6b: χk,G(W2) = (−1) k2 χk,G(W3) = 1
14: χk,G(W2) = 1 χk,G(W7) = (−1) k2
15: χk,G(W3) = 1 χk,G(W5) = (−1) k2
Die Charaktere im Fall ` = 6 ha¨ngen also nicht nur von der Determinante, sondern vom genauen
Geschlecht G ab. 
Im Folgenden soll die Definition eines extremalen Gitters auf den Fall M := Mk(Γ∗(`), χk,G)
angewendet werden. Unter den folgenden Voraussetzungen an M kann man zeigen, dass M dann
stets die Weierstraß-Eigenschaft besitzt:
(W1) Die Summe σ1(`) der (positiven) Teiler von ` ist ein Teiler von 24. Konkret erfu¨llen dies die
Zahlen ` ∈ {1, 2, 3, 5, 6, 7, 11, 14, 15, 23}.
(W2) Es gilt G = gen(L0⊥ . . .⊥L0), wobei L0 ein stark `-modulares Gitter kleinstmo¨glicher Dimen-
sion mit θL0 ∈ Mk0(Γ∗(`), χk0,G) bezeichnet. Insbesondere ist das Gewicht k ein Vielfaches
von k0, dem Gewicht von θL0 .
Die Ra¨ume von ModulformenMk(Γ∗(`), χk,G), welche die Thetareihen modularer Gitter in den Queb-
bemannschen Geschlechtern enthalten, erfu¨llen also gerade diese Eigenschaften (W1) und (W2).
Sind diese Bedingungen erfu¨llt, so kann explizit eine Basis vonMk(Γ∗(`), χk,G) bestimmt werden,
welche zeigt, dass dieser Raum die Weierstraß-Eigenschaft besitzt.
Sei dazu θk0 := θL0 die Thetareihe des stark `-modularen Gitters L0 kleinstmo¨glicher Dimension
2k0 > 0 und
∆k1(z) :=
∏
p|`
η(pz)
24
σ1(`) = q ·
∞∏
m=1
∏
p|`
(1− qpm) 24σ1(`)(2)
ein sogenanntes Eta-Produkt. Dabei ist
η(z) := q
1
24
∞∏
n=1
(1− qn)
die Dedekindsche Etafunktion. Aufgrund der Voraussetzungen (W1) und (W2) ist θk0 eine Modulform
vom Gewicht k0, zur Gruppe Γ∗(`) und zum Charakter χk0,G und ∆k1 eine (nicht-triviale) Spitzenform
vom Gewicht k1 :=
12σ0(`)
σ1(`)
, zur Gruppe Γ∗(`) und zum Charakter χk1,G (vgl. [Ko¨11] 2.2 und 2.3),
wobei σ0(`) die Anzahl der (positiven) Teiler von ` angibt. Die Werte k0 und k1 sind in folgender
Tabelle zusammengefasst:
` 1 2 3 5 6 7 11 14 15 23
k0 4 2 1 2 2 1 1 2 2 1
k1 12 8 6 4 4 3 2 2 2 1
Sind i, j ∈ N0 mit k = k1i + k0j, so ist ∆ik1 · θjk0 ∈ Mk(Γ∗(`), χk,G). Mit Hilfe der Modulformen θk0
und ∆k1 kann nun die Basis angegeben werden. Dabei sei bemerkt, dass der Beweis in [Que95] bzw.
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[Que97] Dimensionsformeln fu¨r die Ra¨ume Mk(Γ∗(`), χk,G) benutzt um zu zeigen, dass die unten
definierte Menge B ein Erzeugendensystem und damit eine Basis von Mk(Γ∗(`), χk,G) ist.
Satz 1.2.4. (vgl. [Que95], [Que97]) Sei Mk(Γ∗(`), χk,G) ein Raum von Modulformen, der die
Bedingungen (W1) und (W2) erfu¨llt. Dann gilt:
a) Eine Basis B von Mk(Γ∗(`), χk,G) ist gegeben durch
B := {∆ik1 · θjk0 | i, j ≥ 0, k1i+ k0j = k}.
Insbesondere ist dimMk(Γ∗(`), χk,G) = 1 +
⌊
k
k1
⌋
.
b) Eine Basis des Unterraums Sk(Γ∗(`), χk,G) der Spitzenformen ist gegeben durch B \ {θ
k
k0
k0
}
und dementsprechend ist dimSk(Γ∗(`), χk,G) =
⌊
k
k1
⌋
. 
Da die q-Entwicklung von θk0 mit 1 und die von ∆k1 mit q beginnt, startet die q-Entwicklung von
∆ik1 · θjk0 mit qi. Somit besitzt die Basis B die folgende obere Dreiecksgestalt:
1+ ∗ ∗ . . . ∗ +O(qd)
q+ ∗ . . . ∗ +O(qd)
q2+ . . . ∗ +O(qd)
. . .
qd−1 +O(qd)
Bemerkung 1.2.5. Als Thetareihe eines Gitters besitzt eine q-Entwicklung von θk0 ganzzah-
lige Koeffizienten. Ist σ1(`) ein Teiler von 24, so folgt aus der Darstellung in (2), dass auch die
q-Entwicklung von ∆k1 ausschließlich ganzzahlige Koeffizienten besitzt. Folglich besitzen sa¨mtliche
Elemente von B q-Entwicklungen mit ganzzahligen Koeffizienten.
Die Teilmenge MZk von Mk(Γ∗(`), χk,G) derjenigen Modulformen, deren q-Entwicklungen ausschließ-
lich ganzzahlige Koeffizienten besitzen, ist offenbar ein Z-Untermodul von Mk(Γ∗(`), χk,G). Da die
Elemente in B linear unabha¨ngig (insbesondere) u¨ber Z sind und zudem, wie an der Darstellung oben
zu erkennen, ein Erzeugendensystem von MZk , ist B auch eine Z-Basis von MZk . Alle fu¨r diese Ar-
beit relevanten Modulformen sind ganzzahlige Linearkombinationen der Elemente aus B und damit
Elemente von MZk . 
Wegen der oberen Dreiecksgestalt der Basis B aus Satz 1.2.4 folgt leicht:
Korollar 1.2.6. Sei Mk(Γ∗(`), χk,G) ein Raum von Modulformen, der die Bedingungen (W1)
und (W2) erfu¨llt. Dann besitzt der Raum Mk(Γ∗(`), χk,G) die Weierstraß-Eigenschaft. 
Ist im Folgenden von einem extremalen Gitter die Rede, so bezieht sich Extremalita¨t stets auf
diesen Unterraum Mk(Γ∗(`), χk,G). Fu¨r das Minimum eines extremalen Gitters L gilt also min(L) ≥
2 dimM = 2(1 + b kk1 c).
Vielfache der Zahl 2k1 werden auch Sprungdimension genannt, denn offenbar ”
springt“ fu¨r diese
Dimensionen das Minimum eines extremalen Gitters gerade um 2 nach oben. Gitter in solchen Di-
mensionen sind daher besonders von Interesse.
Bemerkung 1.2.7. Die Bedingungen (W1) und (W2) sind nur hinreichende Bedingungen dafu¨r,
dass ein Raum Mk(Γ∗(`), χk,G) die Weierstraß-Eigenschaft erfu¨llt. Oftmals ist dies auch fu¨r andere
Ra¨ume gegeben. Fu¨r diverse Beispiele siehe [SSP99] Kapitel 4.
17
In diesen Fa¨llen ist jedoch eine direkte Verallgemeinerung von Korollar 1.2.6 durch Angabe einer
Basis mit entsprechenden Eigenschaften nicht mo¨glich. Insbesondere gibt es in diesen Fa¨llen keine
entsprechende Verallgemeinerung der Spitzenform ∆k1 . 
Natu¨rlich stellt sich die Frage, ob man durch die Betrachtung gerade dieses Unterraumes M :=
Mk(Γ∗(`), χk,G) nicht Thetareihen von (nicht modularen) Gittern ausschließt, deren Minimum genau-
so groß oder gar noch gro¨ßer als das eines extremalen Gitters wa¨re.
Im Folgenden wird am Beispiel des Geschlechts II36(3
+18) gezeigt, dass ein Gitter in diesem Geschlecht
mit Minimum ≥ 8 bereits extremal im obigen Sinne ist und die Thetareihe somit die extremale Mo-
dulform bezu¨glich des Raumes M :=M18(Γ∗(3), χ18) sein muss.
Beispiel 1.2.8. Bezeichnet fM die extremale Modulform, so liegen zuna¨chst die Thetareihen
sa¨mtlicher Gitter im Geschlecht II36(3
+18) in dem affinen Unterraum S := fM + S18(Γ0(3), χ18).
Beispielsweise mit Magma la¨sst sich eine Basis {f1, . . . , f5} von S18(Γ0(3), χ18) bestimmen:
f1 := q +1088q
6 +O(q7)
f2 := q
2 +951q6 +O(q7)
f3 := q
3 −528q6 +O(q7)
f4 := q
4 +45q6 +O(q7)
f5 := q
5 +6q6 +O(q7)
Somit muss also fu¨r jedes Gitter L im Geschlecht II36(3
+18) mit Minimum ≥ 8 die Thetareihe θL ein
Element von fM + Zf4 + Zf5 sein, etwa fM + λf4 + µf5 fu¨r gewisse λ, µ ∈ Z.
Aufgrund von Korollar 1.2.2 muss die Modulform −θL|18 W3 ebenfalls eine Thetareihe - na¨mlich die
des Gitters L\ =
√
3L# - sein und damit insbesondere nicht-negative Koeffizienten besitzen. Das heißt,
dass man die Koeffizienten λ, µ ∈ Z nur so wa¨hlen darf, dass fM−λf4|18W3−µf5|18W3 nicht-negative
Koeffizienten besitzt. Ebenfalls mit Magma berechnet man
−f4 |18 W3 = 2177147q + 5359049q2 − 62819683q3 + 78911177147q4 − 20681059049 q5 +O(q6),
−f5 |18 W3 = 1531441q − 14177147q2 + 9159049q3 − 9752531441q4 + 26033177147q5 +O(q6)
Dies fu¨hrt auf das folgende Ungleichungssystem:
2
177147
1
531441
53
59049 − 14177147
− 62819683 9159049
78911
177147 − 9752531441
− 20681059049 26033177147

(
λ
µ
)
≥ 0
Dieses besitzt nur die Lo¨sung (λ, µ) = (0, 0), wie man leicht zum Beispiel auch mit Magma nachrech-
nen kann. Das bedeutet also, dass die Thetareihe θL eines jeden Gitters in II36(3
+18) mit Minimum
≥ 8 gleich fM, also der extremalen Modulform sein muss. 
Vo¨llig analog kann man die anderen Aussagen des folgenden Satzes zeigen:
Satz 1.2.9.
a) Ist L ein Gitter aus dem Geschlecht II36(3
+18) mit min(L) ≥ 8, so gilt
θL = θL\ = 1 + 646380q
4 + 24820992q5 +O(q6).
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b) Ist L ein Gitter aus dem Geschlecht II32(2
+16) mit min(L) ≥ 6, so gilt
θL = θL\ = 1 + 261120q
4 + 18947520q5 +O(q6).
c) Ist L ein Gitter im Geschlecht II24(7
+12) mit Minimum ≥ 10, so ist
θL = θL\ = 1 + 84672q
5 + 91728q6 +O(q7).

Bemerkung 1.2.10. Unter den Quebbemannschen Geschlechtern gibt es solche, in denen nicht-
extremale Gitter existieren, deren Minimum gleich oder sogar gro¨ßer dem Minimum eines extrema-
len Gitters ist. Beispiele solcher Geschlechter sind II24(2
+12) oder auch II18(3
+9). Dieses Pha¨nomen
scheint jedoch hauptsa¨chlich dann aufzutreten, wenn die Dimension
”
weit“ von der na¨chstkleineren
Sprungdimension entfernt ist. 
1.2.3. Nicht-Negativita¨t der Koeffizienten der extremalen Modulform. Eine notwendi-
ge Bedingung dafu¨r, dass es ein Z-Gitter L geben kann, welches als Thetareihe die extremale Modul-
form fM besitzt, ist offenbar, dass die Koeffizienten einer q-Entwicklung von fM nicht-negativ sind.
Im Fall unimodularer Gitter konnte gezeigt werden, dass die Fourier-Entwicklung der extremalen Mo-
dulform fM ∈Mk(SL2(Z), 1) ab einem gewissen Index positive Koeffizienten besitzt, sodass negative
Koeffizienten nur ein einem bestimmten Intervall liegen ko¨nnen (vgl. [JR11] Theorem 2). In konkreten
Fa¨llen ergibt also die U¨berpru¨fung dieser endlich vielen Koeffizienten in diesem Intervall ein Kriterium
fu¨r die Nicht-Negativita¨t. Vergleichbare Resultate fu¨r Gitter der Stufe ` > 1 sind bislang jedoch nicht
bekannt.
Hier soll nun eine Methode gezeigt werden, welche in einigen Fa¨llen auch fu¨r Gitter der Stufe ` > 1
einen Beweis ergibt, dass tatsa¨chlich alle Koeffizienten nicht-negativ sind. Die Vorgehensweise soll an
einem
”
trivialen“ Beispiel erla¨utert werden.
Beispiel 1.2.11. Sei M :=M6(Γ∗(3), χ6). Die extremale Modulform fM lautet
fM = 1 + 756q2 + 4032q3 + 20412q4 +O(q5).
Betrachtet man nun die Geschlechter 3-elementarer Gitter in Dimension 12, so sind die Klassenzahlen
wie folgt:
32 34 36 38 310
h 3 6 12 6 3
h2 3 6 11 5 2
h4 0 0 1 1 1
Sei L := 3(E#6 ⊥E#6 ) das Gitter der Determinante 310 und Minimum 4. Dieses besitzt als (ein) Ober-
gitter das Gitter M der Determinante 38 und Minimum 4. Die Thetareihen dieser beiden Gitter sind
Elemente von M6(Γ0(3), χ6) und lauten
θL = 1 + 270q
2 + 1116q3 + 7290q4 +O(q5),
θM = 1 + 108q
2 + 144q3 + 2916q4 +O(q5).
Diese Modulformen besitzen nicht-negative Koeffizienten, da sie Thetareihen von Gittern sind. Offen-
bar wa¨re jede konische Kombination dieser beiden Reihen, welche die extremale Modulform ergibt,
bereits eine Konvexkombination. Der Koeffizient 756 von q2 der extremalen Modulform la¨sst sich je-
doch nicht aus 270 und 108 konvex kombinieren. Daher darf man sich nicht ausschließlich auf eine
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konische Kombinationen von Thetareihen beschra¨nken, sondern beno¨tigt weitere Modulformen mit
beweisbar nicht-negativen Koeffizienten.
Da L ⊂ M gilt, ist die Differenz θM − θL = 162q2 + 972q3 + 4374q4 + O(q5) ∈ M6(Γ0(3), χ6) eine
solche Modulform mit nicht-negativen Koeffizienten, denn die Menge der Vektoren einer jeden La¨nge
m von L ist eine Teilmenge der entsprechenden Vektoren von M . Des Weiteren gilt
θM + 3(θM − θL) = 1 + 756q2 + 4032q3 + 20412q4 +O(q5).
Da der Raum M6(Γ0(3), χ6) die Weierstraß-Eigenschaft besitzt, genu¨gt es bereits, dass nur die er-
sten 3 = dim(M6(Γ0(3), χ6)) Koeffizienten dieser Reihe mit denjenigen der extremalen Modulform
u¨bereinstimmen, um folgern zu ko¨nnen, dass fM = θM + 3(θM − θL) gilt. Somit ist gezeigt, dass fM
nur nicht-negative Koeffizienten besitzt. 
Dieses am Beispiel erla¨uterte Vorgehen kann allgemeiner wie folgt als sogenannter Las-Vegas-
Algorithmus formuliert werden, d.h. einem Algorithmus, der das korrekte Ergebnis ausgibt, vorausge-
setzt er terminiert. Dabei kann man sich auf solche Gitter beschra¨nken, deren Minimum nicht kleiner
Algorithmus 1 Nicht-Negativita¨t der extremalen Modulform.
Eingabe: Die extremale Modulform fM ∈M =Mn/2(Γ∗(`), χ).
Ausgabe: Eine Liste von Modulformen fi mit nicht-negativen Koeffizienten zusammen mit Zahlen
λi ≥ 0 mit fM =
∑
i λifi (falls der Algorithmus terminiert).
Wa¨hle geeignetes Startgitter L der Dimension n und Stufe `.
F≥0 := {θL}.
while fM /∈ Cone(F≥0) do
Bilde (zufa¨llig) ein gerades Obergitter M von L.
Setze F≥0 := F≥0 ∪ {θM − θL}.
Ersetze L durch ein (zufa¨lliges) anderes Gitter der Dimension n und Stufe `.
Setze F≥0 := F≥0 ∪ {θL}.
end while
Finde fi ∈ F≥0 und λi ∈ R≥0 mit fM =
∑
i λifi.
Gib (λ1, f1), . . . , (λr, fr) aus.
ist, als die extremale Modulform fM vorgibt. Das Ersetzen von L im Algorithmus durch ein anderes
Gitter der Dimension n und Stufe ` kann beispielsweise durch ein Obergitter (z.B. M) oder einen
Nachbarn von L geschehen. Es genu¨gt wie u¨blich, mit hinreichend vielen Koeffizienten zu rechnen,
welche die Modulformen jeweils eindeutig bestimmen. Besitzt der RaumMn/2(Γ∗(`), χ) beispielsweise
die Weierstraß-Eigenschaft, so genu¨gen d Koeffizienten, wenn d die Dimension von M ist.
Auf diese Weise erha¨lt man zum Beispiel die folgenden Resultate:
Satz 1.2.12. Die folgenden extremalen Modulformen der entsprechenden Ra¨ume besitzen nicht-
negative Koeffizienten:
a) 1 + 646380q4 + 24820992q5 +O(q6) ∈M18(Γ∗(3), χ18)
b) 1 + 490770q4 + 25510464q5 +O(q6) ∈M19(Γ∗(3), χ19)
c) 1 + 4906q4 + 35904q5 +O(q6) ∈M11(Γ∗(7), χ11)
d) 1 + 84672q5 + 91728q6 +O(q7) ∈M12(Γ∗(7), χ12) 
Es gibt also zumindest in den oben genannten Fa¨llen keinen offensichtlichen Grund, der die Exi-
stenz extremaler Gitter in den entsprechenden Geschlechtern ausschließt. Unter anderem in diesen
Fa¨llen stellt sich also die Frage nach der Existenz extremaler Gitter. Daru¨ber hinaus stellt sich auch
in den Fa¨llen, in denen bereits extremale Gitter bekannt sind, die Frage, ob es weitere extremale Gitter
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n \ ` 2 3 5 6a 6b 7 11 14 15 23
2 1 1 1 1
4 1 1 1 1 1 1 1 1 1 1
6 1 1 1 −
8 1 2 1 1 1 1 1 2 −
10 3 4 2 −
12 3 1 4 6 4 0 0 ≥ 1 ≥ 2 −
14 1 1 ? −
16 1 6 1 ≥ 5 ≥ 1 − ? ≥ 1 −
18 37 0 ? −
20 3 ≥ 1 ? ? ≥ 1 ≥ 1 − ? ? −
22 ≥ 1 ? ? −
24 ≥ 1 ≥ 1 ≥ 1 ≥ 2 ? − ? ? −
26 ≥ 1 ? − −
28 ≥ 1 ≥ 1 ≥ 1 ? ? ? − ? ? −
30 ≥ 1 − − −
32 ≥ 6 ≥ 1 ? ? ? − − − −
34 ≥ 1 ? − −
36 ≥ 1 ? ? ? ? − − − − −
38 ? ? − −
40 ≥ 1 ≥ 1 ? ? ? − − − −
42 ? − − −
44 ≥ 1 ? ? ? ? − − − − −
46 ? ? − −
48 ≥ 1 ? ? ? − − − − −
Tabelle 1.2. Anzahlen extremaler Gitter soweit bekannt. In blau: klassifizier-
te Geschlechter. In rot: Geschlechter mit Maß ≥ 500.000, d.h. mit Klassenzahl
h ≥ 1.000.000. Der Eintrag
”
−“ bedeutet, dass die entsprechende extremale Modul-
form einen negativen Koeffizienten besitzt. Die umrandeten Eintra¨ge kennzeichnen
die Sprungdimensionen.
Eine aktualisierte Tabelle mit allen Ergebnissen dieser Arbeit ist zu finden unter:
http://www.mathematik.tu-dortmund.de/~mjuergen
gibt. Die Betrachtung beschra¨nkt sich in dieser Arbeit auf Geschlechter bis einschließlich Dimension
48. Die bisherigen Ergebnisse sind in Tabelle 1.2 zusammengefasst.
In einigen Fa¨llen wa¨re die Konstruktion eines extremalen Gitters besonders interessant, da dieses eine
dichtere als die bislang bekannte Kugelpackung liefert. Dies soll im folgenden Abschnitt etwas genauer
erla¨utert werden.
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Abbildung 1.1. Ein Fundamentalbereich (des Gitters A2).
1.3. Kugelpackungen aus extremalen Gittern
Sei L ein Gitter auf dem euklidischen Vektorraum (V, b). Unter der zu L geho¨rigen Kugelpackung P
versteht man die Vereinigung von Kugeln B(x) := {y ∈ V | ‖x− y‖2 ≤ ρ} vom Radius ρ :=
√
min (L)
2
um jeden Gitterpunkt x ∈ L, also
P :=
⋃
x∈L
B(x).
Der Radius ρ ist also gerade so gewa¨hlt, dass sich die Kugeln ho¨chstens auf dem Rand schneiden. Die
Kugelpackungsdichte ∆(L) des Gitters L soll nun den Anteil des Volumens von V messen, welcher
durch die Packung P u¨berdeckt ist. Offenbar genu¨gt dabei die Betrachtung eines Fundamentalbereichs
des Gitters. Das Volumen eines solchen ist gerade
√
det(L) und das u¨berdeckte Volumen gerade
das einer Kugel, also ρnVn, wenn dabei Vn das Volumen der n-dimensionalen Kugel mit Radius 1
bezeichnet. Dies motiviert die folgende Definition der Kugelpackungsdichte fu¨r ein Gitter L
∆(L) :=
ρnVn√
det (L)
.
Oftmals betrachtet man statt der Kugelpackungsdichte die von dem Volumen der n-dimensionalen
Kugel unabha¨ngige Zentrumsdichte
δ(L) :=
∆(L)
Vn
=
ρn√
det (L)
.
Neben bereits in der Einleitung erwa¨hnten extremalen Gittern A2, D4 und E8, welche in entspre-
chender Dimension die optimale gitterfo¨rmige Kugelpackung liefern, hier einige Beispiele in ho¨heren
Dimensionen:
Beispiele 1.3.1. Die folgenden elementaren Gitter liefern die bislang dichtesten bekannten Ku-
gelpackungen in entsprechenden Dimensionen:
a) Das Coxeter-Todd Gitter CT12 in Dimension 12 besitzt eine Zentrumsdichte von 0.037. Dieses
Gitter ist das einzige Gitter im Geschlecht II12(3
+6) mit Minimum 4. Es ist 3-modular und
extremal. Es wird vermutet, dass dieses Gitter die optimale Kugelpackung in Dimension 12
liefert.
b) Das Barnes-Wall Gitter BW16 in Dimension 16 besitzt eine Zentrumsdichte von 0.0625. Auch
dieses Gitter besitzt als einziges im Geschlecht II16(2
+8) das Minimum 4. Es ist 2-modular
und extremal und es wird ebenfalls vermutet, dass dieses Gitter die optimale Kugelpackung
in Dimension 16 liefert.
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Abbildung 1.2. Quotient aus Zentrumsdichte δext (hypothetischer) extremaler Git-
ter der Stufen ` ∈ {1, 2, 3} und Zentrumsdichte δbest des bislang dichtesten bekannten
Gitters in entsprechender Dimension n
c) Das Leech-Gitter Λ24 in Dimension 24 besitzt eine Zentrumsdichte von 1. Bekanntermaßen
ist das Leech-Gitter ebenfalls das einzige gerade unimodulare Gitter in Dimension 24 mit
Minimum 4. Es konnte gezeigt werden (vgl. [CK09]), dass das Leech-Gitter die optimale
gitterfo¨rmige Kugelpackung in Dimension 24 liefert und es ist davon auszugehen, dass dies
auch unter allen Kugelpackungen der Fall ist.
d) In Dimension 32 liefert jedes extremale Gitter im Geschlecht II32(2
+16) eine dichteste, bislang
bekannte Kugelpackung mit Zentrumsdichte ≈ 2.565. Bislang sind sechs solcher Gitter be-
kannt: Q32 (vgl. [Que87]), Q
′
32 (vgl. [Que84]), Bhurw8 (vgl. [Bac95]), CQ32 (vgl. [Neb98])
und ein nicht 2-modulares Gitter MW32 sowie das zugeho¨rige reskalierte Dualgitter MW
′
32
(vgl. [Elk94]).
e) In Dimension 36 ist das Gitter KP36 (vgl. [KP92]) im Geschlecht II36(3
−20) das bislang
dichteste bekannte Gitter mit einer Zentrumsdichte von ≈ 4.439. Es besitzt Stufe 3 und
Determinante 320.
f) Jedes extremale unimodulare Gitter in Dimension 48 liefert eine dichteste, bislang bekannte
Kugelpackung mit Zentrumsdichte ≈ 16834.112. Es sind vier solche Gitter bekannt: P48p,
P48q, P48n und P48m (vgl. [Neb14]). 
Da die Dimension, die Determinante und das Minimum eines extremalen Gitters durch die extre-
male Modulform bekannt sind, ist die Zentrumsdichte eines solchen Gitters a priori ohne das Gitter
explizit zu kennen, berechenbar. In Abbildung 1.2 sind die Zentrumsdichten extremaler Gitter fu¨r die
Stufen ` ∈ {1, 2, 3} bis einschließlich Dimension 48 jeweils in Relation zu der Zentrumsdichte eines
dichtesten bekannten Gitters angegeben.
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Wa¨hrend in den Dimensionen 2, 4, 8, 12, 16 und 24 jeweils genau ein extremales Gitter (ent-
sprechender Stufe) existiert, stellt sich in Dimension 32 die Frage, ob es weitere extremale Gitter im
Geschlecht II32(2
+16) gibt, welche dann ebenfalls eine dichteste bekannte Kugelpackung realisieren. Be-
sonders interessant wa¨re außerdem die Antwort auf die Frage, ob ein extremales Gitter im Geschlecht
II36(3
+18) existiert. Ein solches Gitter besa¨ße eine um den Faktor 3 gro¨ßere Zentrumsdichte als das
bislang dichteste bekannte Gitter KP36. Da das letztgenannte ein 3-elementares Gitter der Determi-
nante 320 ist, liegt es nahe, zuna¨chst alle Obergitter von KP36 zu bestimmen, um mo¨glicherweise auf
diese Art ein extremales Gitter im Geschlecht II36(3
+18) zu finden. Da auch im letzten Kapitel dieser
Arbeit Obergitter gebildet werden mu¨ssen, sollen im Folgenden kurz einige Details zur Konstruktion
von Obergittern erla¨utert werden.
1.4. Konstruktion ganzzahliger Obergitter
Sei L ein ganzzahliges Gitter auf dem euklidischen Vektorraum (V, b) und T (L) = L#/L die
Diskriminantengruppe von L. Auf T (L) kann die Diskriminantenform wie folgt definiert werden:
b : T (L)× T (L) −→ Q/Z
(x+ L, y + L) 7−→ b(x, y) + Z
Ein ganzzahliges Obergitter M ⊇ L muss notwendig in L# enthalten sein, d.h. L ⊆ M ⊆ L#.
Somit entspricht ein solches M gerade einer Untergruppe M von T (L). Ist m = |M |, so ist M ein
Obergitter von L vom Index [M : L] = m. M ist ganzzahlig genau dann, wenn M total isotrop bzgl.
der Diskriminantenform ist, d.h. wenn b(M,M) = 0. Zusammengenommen erha¨lt man:
Proposition 1.4.1. Sei L ein ganzzahliges Gitter auf (V, b). Dann gibt es eine bijektive Korre-
spondenz zwischen den (bzgl. b) ganzzahligen Obergittern M von L vom Index m = [M : L] und den
(bzgl. b) total isotropen Untergruppen M von T (L) = L#/L der Ma¨chtigkeit m = |M |. 
Bemerkung 1.4.2. Ist m ungerade und M ein ganzzahliges Obergitter vom Index m eines geraden
Gitters L, so ist auch M gerade. Denn nach dem Elementarteilersatz gibt es eine Basis x1, . . . , xn von
M und Elementarteiler ε1, . . . , εn ∈ N so, dass ε1x1, . . . , εnxn eine Basis von L ist. Wegen ε1 · . . . ·εn =
[M : L] = m sind alle Elementarteiler ungerade und wegen ε2i b(xi, xi) = b(εixi, εixi) ∈ 2Z ist auch
b(xi, xi) ∈ 2Z fu¨r i ∈ {1, . . . , n}. Demnach ist auch M ein gerades Gitter.
Insbesondere ist ein ganzzahliges Obergitter vom Index ps fu¨r eine Primzahl p > 2 eines geraden
Gitters stets gerade. Ein ganzzahliges Obergitter eines geraden Gitters von geradem Index hingegen
muss nicht gerade sein, wie etwa das Beispiel des ungeraden Gitters I4 als Obergitter vom Index 2 des
geraden Gitters D4 zeigt. 
Wie jede endliche abelsche Gruppe ist auch die Diskriminantengruppe T (L) das direkte Produkt
ihrer p-prima¨ren Komponenten Tp(L) := {y + L | ∃k ∈ N0 : pky ∈ L}, also
T (L) =
⊕
p prim
Tp(L).
Soll ein Obergitter von L vom Index m = ps fu¨r einen Primteiler p von det(L) berechnet werden,
so ist die entsprechende Untergruppe von T (L) eine Untergruppe der p-prima¨ren Komponente Tp(L)
von T (L). Ist die Stufe ` von L quadratfrei, so ist die p-prima¨re Komponente Tp(L) eine p-elementare
Gruppe und entspricht gerade der Untergruppe L#,p/L von T (L). Somit la¨sst sich L#,p/L als Fp-
Vektorraum der Dimension νp(det(L)) auffassen.
Da sowohl L#,p ⊆ 1pL als auch L#,p ⊆ L# gilt, folgt b(L#,p, L#,p) ⊆ 1pb(L,L#) = 1pZ. Nach Skalieren
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mit p nimmt die Diskriminantenform pb auf Tp(L) also Werte in Z/pZ ∼= Fp an, sodass Tp(L) zusam-
men mit der Bilinearform pb einen quadratischen Fp-Vektorraum bildet.
Insbesondere entsprechen also ganzzahligen Obergittern vom Index p gerade 1-dimensionale total
isotrope Unterra¨ume in (Tp(L), pb). Die Anzahl dieser la¨sst sich berechnen als
1
p−1 · (a(0)− 1), wobei
hier a(0) die Anzahl der isotropen Vektoren in (Tp(L), pb)) angibt. Diese Anzahl a(0) lautet (vgl.
[Kne02] (13.6)):
a(0) =

p2m−1 + pm − pm−1 νp(det(L)) = 2m, (L#,p/L, b) ∼= H⊥ . . .⊥H⊥H
p2m−1 − pm + pm−1 νp(det(L)) = 2m, (L#,p/L, b) ∼= H⊥ . . .⊥H⊥A
p2m νp(det(L)) = 2m+ 1
Interessant ist nun das Minimum des Gitters M = L + Zy. Dieses kann fu¨r beliebiges y an der
sogenannten La¨ngenfunktion l des Gitters L abgelesen werden:
l : Tp(L) −→ N
y + L 7−→ min(L+ Zy)
Diese Information la¨sst sich codieren in dem ganzzahligen La¨ngenza¨hlerpolynom:
PL,p(X) :=
1
p− 1
 ∑
y+L∈Tp(L)
b(y,y)∈Z
X l(y) −Xmin(L)
 ∈ Z[X]
Der Koeffizient von Xm gibt also an, wie viele (evtl. isometrische) Obergitter L besitzt, die das Mi-
nimum m haben.
Mit Magma erha¨lt man beispielsweise folgendes Resultat:
Satz 1.4.3. Das ganzzahlige La¨ngenza¨hlerpolynom fu¨r L = KP36 lautet:
PL,3(X) = 2808X
2 + 460962810X4 + 120145432X6
Insbesondere besitzt das Gitter KP36 kein extremales Gitter im Geschlecht II36(3
+18) als Obergitter
vom Index 3. 
Daraus ergibt sich leicht:
Korollar 1.4.4. Ist das Gitter KP36 das (bis auf Isometrie) einzige Gitter im Geschlecht
II36(3
+20) mit Minimum ≥ 8, so gibt es kein extremales Gitter im Geschlecht II36(3+18).
Beweis. Wa¨re L ein extremales Gitter im Geschlecht II36(3
+18) (mit Minimum 8), so wa¨re jedes
Teilgitter von L der Stufe 3 und Determinante 320 ein Gitter im Geschlecht II36(3
+20) mit Minimum
≥ 8. Ein solches existiert stets, denn Teilgitter von L vom Index 3 und der Stufe 3 korrespondieren
gerade zu den reskalierten Dualen der Obergitter vom Index 3 von L\ =
√
3L#. Diese wiederum
korrespondieren zu den 1-dimensionalen total isotropen Unterra¨umen von T (L\), wovon es wie oben
gesehen genau 12 (3
17 − 39 + 38 − 1) = 193703683 gibt.
Somit gibt es bis auf Isometrie also zumindest ein solches Obergitter von L\ im Geschlecht II36(3
+16),
welches also zu einem Teilgitter von L im Geschlecht II36(3
+20) mit Minimum ≥ 8 korrespondiert.
Nach Voraussetzung ist dieses Gitter isometrisch zu dem Gitter KP36, welches aber nach Satz 1.4.3
kein extremales Gitter im Geschlecht II36(3
+18) als Obergitter vom Index 3 besitzt. 
KAPITEL 2
Vektorkonfigurationen und Nicht-Existenz extremaler Gitter
In diesem Kapitel sei L wie zuvor ein gerades Z-Gitter der Stufe ` auf dem euklidischen Vektorraum
(V, b) der Dimension n ≥ 2. Nach Wahl einer Orthogonalbasis v1, . . . , vn la¨sst sich V mit Rn identifizie-
ren. Die Bilinearform entspricht dann gerade dem Standardskalarprodukt (x, y) := x1y1 + . . .+ xnyn.
Das Gitter L wird in diesem Kapitel stets als Gitter auf (Rn, (·, ·)) aufgefasst.
Die Abschnitte 2.1 bis 2.4 fassen die wesentlichen Ideen aus [Ven01] und insbesondere [BV01] zusam-
men. Fu¨r weitere Literatur zu zonalen harmonischen Polynomen siehe [DGS77] oder auch [Vil93].
2.1. Zonale harmonische Polynome
Im Folgenden bezeichne Fn,d ⊆ R[X1, . . . , Xn] den R-Vektorraum der homogenen Polynome vom
Grad d ∈ N0 in n Vera¨nderlichen. Abku¨rzend sei X := (X1, . . . , Xn)t. Ein Multiindex i ist ein Element
(i1, . . . , in) ∈ Nn0 . Es sei |i| := i1 + . . . + in. Eine Basis von Fn,d sind die Monome Xi := Xi11 · · ·Xinn
mit |i| = d. Demnach ist die Dimension von Fn,d gleich
(
n+d−1
n−1
)
und jedes Polynom P ∈ Fn,d la¨sst
sich in der Form P (X) =
∑
|i|=d
d!
i1!...in!
piX
i mit pi ∈ R schreiben.
Sind P (X) =
∑
|i|=d
d!
i1!...in!
piX
i und Q(X) =
∑
|i|=d
d!
i1!...in!
qiX
i zwei Polynome in Fn,d, so wird auf
dem Raum Fn,d durch
[P,Q] :=
∑
|i|=d
d!
i1!...in!
piqi(3)
eine symmetrische Bilinearform definiert. Berechnet man deren Gram-Matrix in der Monombasis Xi,
so erha¨lt man:
[Xi, Xj ] =
 i1!...in!d! i = j0 i 6= j
Somit ist [·, ·] offenbar positiv definit und damit ein Skalarprodukt auf Fn,d.
Im Folgenden bezeichne ∇ den formalen Vektor ( ∂∂X1 , . . . , ∂∂Xn )t.
Lemma 2.1.1. Fu¨r zwei Polynome P,Q ∈ Fn,d gilt:
a) [P, (X,α)d] = P (α).
b) d! [P,Q] = P (∇)Q.
Beweis. a) kann elementar nachgerechnet werden (vgl. [Ven01] Prop. 1.1). b) kann durch Testen
auf der Monombasis {Xi | |i| = d} ebenfalls leicht nachgerechnet werden (vgl. [Ven01] Prop. 1.2). 
Weiter sei ∆ := (∇,∇) = ∑ni=1 ∂2∂2Xi der Laplace-Operator. Dieser la¨sst sich auffassen als linea-
re Abbildung ∆ : Fn,d → Fn,d−2. Ein Polynom P ∈ Fn,d heißt harmonisch, wenn ∆P = 0 gilt.
Der Unterraum von Fn,d aller harmonischen Polynome wird im Folgenden mit Harmn,d bezeichnet.
Harmonische Polynome werden im hier beschriebenen Kontext oft auch als spha¨rische Polynome be-
zeichnet.
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Proposition 2.1.2. Sind P ∈ Harmn,d und Q ∈ Fn,d−2, so gilt
[Q · (X,X), P ] = 0.
Insbesondere ist ein harmonisches Polynom P ∈ Harmn,d, welches durch (X,X) teilbar ist, gleich 0.
Beweis. Nach Lemma 2.1.1 gilt d! [Q · (X,X), P ] = Q(∇)(∇,∇)P = Q(∇)∆P = 0. 
Die Gruppe O(Rn) = {σ ∈ GL(Rn) | (σ(x), σ(y)) = (x, y) fu¨r alle x, y ∈ Rn} operiert zuna¨chst in
natu¨rlicher Weise auf Rn. Zu einem Vektor α ∈ Rn bezeichne Stab(α) = {σ ∈ O(Rn) | σ(α) = α} den
Stabilisator von α in O(Rn). Des Weiteren operiert O(Rn) auch auf Fn,d vermo¨ge σ.P = P ◦ σ−1.
Definition. Sei α ∈ Rn \ {0} fest gewa¨hlt. Ein Polynom P ∈ Fn,d heißt zonal bzgl. α, wenn fu¨r
alle σ ∈ Stab(α) gilt σ.P = P .
Proposition 2.1.3. Ein Polynom P ∈ Fn,d ist genau dann zonal bzgl. α ∈ Rn \ {0}, wenn fu¨r
alle x, y ∈ Rn mit (x, x) = (y, y) und (x, α) = (y, α) gilt P (x) = P (y).
Beweis. Sei P zonal und seien x, y ∈ V mit (x, x) = (y, y) und (x, α) = (y, α). Bekanntlich
ist die Spha¨re Sn−1 = {x ∈ Rn | (x, x) = 1} ein 2-homogener Raum, d.h. zu zwei Paaren von
Punkten x1, x2 und y1, y2 mit (x1, x2) = (y1, y2) gibt es ein Element σ ∈ O(Rn) mit y1 = σ(x1)
und y2 = σ(x2). Bezeichnen x˜ :=
x√
(x,x)
, y˜ := y√
(y,y)
, α˜ := α√
(α,α)
∈ Sn−1, so gibt es also ein
σ ∈ O(Rn) mit σ(α˜) = α˜ und σ(x˜) = y˜. Es folgt σ(α) = α, also σ ∈ Stab(α) und weiter folgt
P (x) =
√
(x, x)
d
P (x˜) =
√
(y, y)
d
P (σ−1(y˜)) = (σ.P )(y) = P (y).
Umgekehrt seien σ ∈ Stab(α) und x ∈ Rn. Mit y := σ−1(x) gilt dann (x, x) = (y, y) und (x, α) = (y, α).
Es folgt P (x) = P (y) = P (σ−1(x)) = σ.P (x), also σ.P = P . 
Fu¨r α ∈ Rn \ {0} bezeichne Zonαn,d im Folgenden den Unterraum von Fn,d der bzgl. α zonalen
Polynome. Nach Prop. 2.1.3 ist klar, dass fu¨r jedes s ∈ {0, . . . , bd2c} das Polynom (X,α)d−2s(X,X)s
ein Element von Zonαn,d ist.
Proposition 2.1.4. Seien d ∈ N0 und α ∈ Rn \ {0}. Die Elemente (X,α)d−2s(X,X)s fu¨r s ∈
{0, . . . , bd/2c} bilden eine Basis von Zonαn,d. Insbesondere besitzt Zonαn,d die Dimension 1 + bd2c.
Beweis. Wie im Beweis von [Ven01] Theorem 2.1 folgt, dass man jedes bzgl. α zonale Polynom
als Linearkombination der Elemente (X,α)d−2s(X,X)s schreiben kann.
Es bleibt also die lineare Unabha¨ngigkeit zu zeigen. Dies wird im Folgenden mittels Induktion u¨ber d
bewiesen. Fu¨r d = 0 ist die Aussage offenbar erfu¨llt. Seien also d ≥ 1 und λ0, . . . , λbd/2c ∈ R mit
λ0(X,α)
d + λ1(X,α)
d−2(X,X) + . . . = 0.
Ist d ungerade, so gilt demnach:
0 = λ0(X,α)
d + λ1(X,α)
d−2(X,X) + . . .+ λ d−1
2
(X,α)(X,X)
d−1
2
= (X,α) ·
(
λ0(X,α)
d−1 + λ1(X,α)d−3(X,X) + . . .+ λ d−1
2
(X,X)
d−1
2
)
︸ ︷︷ ︸
=:Q(X)
Da R[X1, . . . , Xn] ein nullteilerfreier Ring ist und fu¨r α 6= 0 auch (X,α) 6= 0, muss also Q = 0 sein.
Per Induktionsvoraussetzung folgt nun λ0 = . . . = λ d−1
2
.
Im Fall d gerade sei nun
0 = λ0(X,α)
d + λ1(X,α)
d−2(X,X) + . . .+ λ d
2−1(X,α)
2(X,X)
d
2−1 + λ d
2
(X,X)
d
2 .
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Sei 0 6= β ∈ Rn ein beliebiges Element in α⊥. Dann folgt leicht durch Einsetzen von β, dass gilt
λ d
2
= 0. Bei dem verbleibenden Ausdruck la¨sst sich nun wieder ein Faktor (X,α) ausklammern und
somit erha¨lt man a¨hnlich wie oben per Induktionsvoraussetzung, dass λ0 = . . . = λ d
2−1 = 0. 
Auf einen Ausdruck der Form (X,α)r(X,X)s kann man den Laplace-Operator anwenden. Ist
r ≤ 1 oder s = 0, so ist ∆(X,α)r(X,X)s = 0. Ist anderenfalls r ≥ 2 und s ≥ 1, so erha¨lt man
∆(X,α)r(X,X)s = 2s(2s+ 2r + n− 2) · (X,α)r(X,X)s−1 + r(r − 1)(α, α) · (X,α)r−2(X,X)s(4)
Die folgende Proposition gibt nun Auskunft daru¨ber, welche Polynome sowohl zonal bzgl. eines
Vektors α als auch harmonisch sind.
Proposition 2.1.5. Seien d ∈ N0 und α ∈ Rn\{α}. Der Raum Harmn,d ∩Zonαn,d ist 1-dimensional.
Mit anderen Worten gibt es in Fn,d (bis auf skalare Vielfache) genau ein harmonisches und zonales
Polynom bzgl. α.
Beweis. Jedes Polynom P ∈ Fn,d, welches harmonisch und zonal bzgl. α ist, besitzt nach Prop.
2.1.4 eine Darstellung mit a0, . . . , ab d2 c ∈ R als
P (X) = a0(X,α)
d + a1(X,α)
d−2(X,X) + . . .(5)
Durch Anwenden des Laplace-Operators auf P erha¨lt man ein Element von Zonαn,d−2. Aus der Be-
dingung ∆P = 0 erha¨lt man also ein homogenes lineares Gleichungssystem in den bd2c+ 1 Variablen
a0, . . . , abd/2c mit bd/2c Gleichungen, welches folglich eine nicht-triviale Lo¨sung besitzt. Durch Ein-
setzen dieser Koeffizienten a0, . . . , abd/2c erha¨lt man ein harmonisches und bzgl. α zonales Polynom
P 6= 0.
Sind P und P˜ zwei harmonische und bzgl. α zonale Polynome 6= 0, so ist nach Prop. 2.1.2 in einer
Darstellung wie in (5) jeweils a0 6= 0. Durch Skalieren bekommt man folgende Darstellung
P (X) = (X,α)d + a1(X,α)
d−2(X,X) + . . .
P˜ (X) = (X,α)d + a˜1(X,α)
d−2(X,X) + . . .
Dann ist jedoch P−P˜ ein harmonisches Polynom, welches durch (X,X) teilbar ist und somit P−P˜ = 0.

Definition. Seien d ∈ N0 und α ∈ Rn \ {0}. Das bis auf skalare Vielfache eindeutig bestimmte
harmonische und bzgl. α zonale Polynom in Fn,d wird als Gegenbauerpolynom Pαd bezeichnet.
Beispiele 2.1.6. Mit Hilfe des im Beweis von 2.1.5 beschriebenen Gleichungssystems lassen sich
die Gegenbauerpolynome Pαd explizit bestimmen. Fu¨r die Grade d = 1, . . . , 4 lauten diese beispiels-
weise:
Pα1 (X) = (X,α)
Pα2 (X) = (X,α)
2 − 1n (α, α)(X,X)
Pα3 (X) = (X,α)
3 − 1n+2 (α, α)(X,α)(X,X)
Pα4 (X) = (X,α)
4 − 6n+4 (α, α)(X,α)2(X,X) + 3(n+2)(n+4) (α, α)2(X,X)2

Bemerkungen 2.1.7.
(i) Es gibt fu¨r n > 2 den folgenden Zusammenhang zwischen den Gegenbauerpolynomen Pαd
und den gewo¨hnlichen Gegenbauerpolynomen G
(p)
d vom Grad d und zum Parameter p in
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einer Vera¨nderlichen
Pαd (X) =
√
(X,X)(α, α)
d ·G(n/2−1)d
(
(X,α)√
(X,X)(α,α)
)
Dabei ko¨nnen die Gegenbauerpolynome G
(p)
d rekursiv beschrieben werden durch G
(p)
0 (t) = 1,
G
(p)
1 (t) = 2pt und fu¨r d ≥ 2
G
(p)
d (t) =
2(d+p−1)
d tG
(p)
d−1(t)− d+2p−2d G(p)d−2(t).
(ii) Eine genauere Betrachtung des im Beweis zu Prop. 2.1.5 beschriebenen Gleichungssystems
ergibt, dass Koeffizienten a0, . . . , abd/2c der Darstellung in (5) in Q ((α, α)) liegen.
Somit folgt zum einen, dass der Polynomwert Pαd (x) fu¨r x ∈ Rn nur in Abha¨ngigkeit der
Skalarprodukte (x, x), (α, α) und (x, α) berechenbar ist (vgl. auch die Darstellung in (i)).
Ist L ein ganzzahliges Gitter und α ∈ L, so folgt zum anderen, dass der Wert Pαd (x) fu¨r
jedes x ∈ L eine rationale Zahl ist. Ist daru¨ber hinaus d gerade, so kommt in dem Polynom
Pαd der Term (X,α) stets mit geradem Exponenten vor. Folglich ist auch der Wert P
α
d (y)
fu¨r jedes y ∈ L\ = √`L rational, da (y, α) ∈ √`Z. 
2.2. Thetareihen mit spha¨rischen Koeffizienten
Definition. Zu einem harmonischen Polynom P ∈ Harmn,d und einem geraden Gitter L ⊂ Rn
kann man die Thetareihe zum Polynom P , genannt Thetareihe mit spha¨rischen Koeffizienten, wie
folgt definieren:
θL,P :=
∑
x∈L
P (x)q
(x,x)
2
Proposition 2.2.1. (vgl. [Miy89] Cor. 4.9.5) Sei P ∈ Harmn,d ein harmonisches Polynom und
L ⊂ Rn ein gerades Gitter der Stufe ` im Geschlecht G. Dann ist θL,P eine Modulform vom Gewicht
k = n2 + d zur Gruppe Γ0(`) und zum Charakter χn/2,G. Ist d > 0, so ist θL,P eine Spitzenform. 
Ist d ungerade, so ist P (−x) = −P (x) und somit θL,P = 0. Daher sind in der Folge die Aussagen
fu¨r ungerades d ∈ N zumeist trivialerweise erfu¨llt und deshalb hauptsa¨chlich fu¨r gerades d ∈ N von
Interesse. Abku¨rzend bezeichne fu¨r das Folgende stets k := n2 + d und weiter sei ` fu¨r den Rest
des Kapitels als Primzahl vorausgesetzt. Es wird nun die Wirkung der Fricke-Involution auf θL,P
beschrieben:
Lemma 2.2.2. (vgl. [Miy89] Cor. 4.9.5) Ist L ⊂ Rn ein gerades Gitter der Stufe `, so gilt
θL,P |k W` = in/2 `
n/4√
det(L)
θL\,P .
Insbesondere gilt fu¨r ein gerades Gitter der Stufe ` und Determinante `n/2 die Gleichheit θL,P |k W` =
χn/2(W`) · θL\,P . 
Korollar 2.2.3. Ist L ⊂ Rn ein gerades Gitter der Stufe ` und Determinante `n/2 und P ein
harmonisches Polynom vom Grad d > 0, so gilt:
θL,P + θL\,P ∈ Sk(Γ∗(`), χn/2)
θL,P − θL\,P ∈ Sk(Γ∗(`), χn/2+2)
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Beweis. Zuna¨chst gilt (θL,P ± θL\,P ) |k A = χn/2(A)(θL,P ± θL\,P ) und χn/2(A) = χn/2+2(A)
fu¨r alle A ∈ Γ0(`). Mithilfe von Lemma 2.2.2 erha¨lt man weiter
(θL,P + θL\,P ) |k W` = in/2 · (θL\,P + θL,P ) = χn/2(W`) · (θL,P + θL\,P )
(θL,P − θL\,P ) |k W` = in/2 · (θL\,P − θL,P ) = in/2+2 · (θL,P − θL\,P )
= χn/2+2(W`) · (θL,P − θL\,P )
Da nach Voraussetzung d > 0 ist, sind wie bereits oben erwa¨hnt sowohl θL,P als auch θL\,P Spitzen-
formen und damit auch deren Summe bzw. Differenz θL,P ± θL\,P . 
Da χk = χk mod 4 gilt, erha¨lt man also zusammenfassend fu¨r ein spha¨risches Polynom P vom
Grad d ≡4 0
θL,P + θL\,P ∈ Sk(Γ∗(`), χk)
θL,P − θL\,P ∈ Sk(Γ∗(`), χk+2),
wa¨hrend fu¨r ein spha¨risches Polynom P vom Grad d ≡4 2 gilt
θL,P − θL\,P ∈ Sk(Γ∗(`), χk)
θL,P + θL\,P ∈ Sk(Γ∗(`), χk+2).
Eine Basis des Raumes Sk(Γ∗(`), χk) wurde in Satz 1.2.4 bestimmt. Es stellt sich also die Frage nach
einer expliziten Beschreibung des Raumes Sk(Γ∗(`), χk+2).
Lemma 2.2.4. (vgl. [BV01] Proposition 3.2)
a) Es gilt die folgende direkte Summenzerlegung
Sk(Γ0(`), χk) = Sk(Γ∗(`), χk)⊕ Sk(Γ∗(`), χk+2)
und damit insbesondere
dimSk(Γ∗(`), χk+2) = dimSk(Γ0(`), χk)− dimSk(Γ∗(`), χk).
b) Fu¨r alle ` ∈ {2, 3, 5, 7, 11, 23} gibt es eine Zahl k2 ∈ N und eine Modulform Φk2 vom Gewicht
k2, sodass im Fall von ` ∈ {3, 7, 11, 23} fu¨r alle Gewichte k ∈ N und im Fall von ` ∈ {2, 5}
fu¨r k ∈ 2N gilt
Sk(Γ∗(`), χk+2) = Φk2 · Mk−k2(Γ∗(`), χk−k2)
Insbesondere gilt fu¨r die Dimension dimSk(Γ∗(`), χk+2) = 1 + bk−k2k1 c fu¨r k ≥ k2 und 0
sonst.
Beweis. a) Sei f ∈ Sk(Γ0(`), χk) beliebig. Dann gilt
f = 12 (f + i
−k · f |k W`︸ ︷︷ ︸
=:f1
) + 12 (f − i−k · f |k W`︸ ︷︷ ︸
=:f2
)
Dann ist f1 in Sk(Γ∗(`), χk), denn es gilt:
f1 |k W` = (f + i−k · f |k W`) |k W` = f |k W` + i−k · f |k
(−1 0
0 −1
)
= f |k W` + i−k(−1)k · f = ik · (i−kf |k W` + f) = χk(W`) · f1
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A¨hnlich zeigt man, dass f2 ∈ Sk(Γ∗(`), χk), denn:
f2 |k W` = (f − i−k · f |k W`) |k W` = f |k W` − i−k · f |k
(−1 0
0 −1
)
= f |k W` − i−k(−1)k · f = −ik · (−i−kf |k W` + f) = χk+2(W`) · f2
Folglich ist Sk(Γ∗(`), χk)+Sk(Γ∗(`), χk+2) = Sk(Γ0(`), χk). Sei nun f ∈ Sk(Γ∗(`), χk)∩Sk(Γ∗(`), χk+2).
Dann folgt
ik · f = χk(W`) · f = f |k W` = χk+2(W`) · f = −ik · f
Also ist f = 0 und damit Sk(Γ∗(`), χk) ∩ Sk(Γ∗(`), χk+2) = {0}. Es folgt somit die Behauptung.
b) Die Funktion Φk2 sei wie in der folgenden Tabelle angegeben:
` L Φk2 k2 normierte q-Entwicklung von Φ
2 D4⊥D4 θL,P8 − θL\,P8 12 q − 88q2 + 252q3 + 64q4 +O(q5)
3 A2⊥A2⊥A2 θL,P6 + θL\,P6 9 q − 42q2 + 171q3 − 248q4 +O(q5)
5 L0 θL,P6 + θL\,P6 8 q − 14q2 − 48q3 + 68q4 +O(q5)
7 L0⊥L0 θL,P4 − θL\,P4 6 q − 10q2 − 14q3 + 68q4 +O(q5)
11 L0⊥L˜ θL,P2 + θL\,P2 5 q − 6q2 − 3q3 − 14q4 +O(q5)
23 L
(1)
0 ⊥L(2)0 θL,P2 + θL\,P2 4 q − 2q2 − 5q3 − 4q4 +O(q5)
Dabei bezeichne L0 das jeweils eindeutig bestimmte Gitter im Geschlecht II4(5
−2), II2(7+1) bzw.
II2(11
+1). Weiter seien L
(1)
0 und L
(2)
0 die beiden Gitter im Geschlecht II2(23
+1) und L˜ das eindeutig
bestimmte extremale Gitter im Geschlecht II4(11
+2).
Pd bezeichne das spha¨rische Polynom vom Grad d bzgl. eines beliebigen ku¨rzesten Vektors α aus dem
jeweiligen Gitter L (die Funktion Φk2 ha¨ngt in allen Fa¨llen nicht von der Wahl von α ab).
Nach Korollar 2.2.3 liegt also die Funktion Φk2 in Sk2(Γ∗(`), χk2+2). Offenbar ist dann das Produkt
Φk2 · f fu¨r beliebiges f ∈Mk−k2(Γ∗(`), χk−k2) in Sk(Γ∗(`), χk+2), denn
(Φk2 · f) |k W` = (Φk2 |k2 W`) · (f |k−k2 W`) = (χk2+2(W`) · Φk2) · (χk−k2(W`) · f)
= χk+2(W`) · (Φk2 · f)
Dies zeigt die Inklusion Φk2 ·Mk−k2(Γ∗(`), χk−k2) ⊆ Sk(Γ∗(`), χk+2). Die behauptete Gleichheit wu¨rde
somit aus der Gleichheit der Dimensionen folgen. Nach a) bleibt also zu zeigen:
dimMk(Γ∗(`), χk) = dimSk(Γ∗(`), χk+2) = dimSk(Γ0(`), χk)− dimSk(Γ∗(`), χk)(6)
Wie bereits in Satz 1.2.4 gesehen gilt
dimMk(Γ∗(`), χk) =
1 + b kk1 c k ≥ 00 k < 0
und dimSk(Γ∗(`), χk) = dimMk(Γ∗(`), χk)− 1 fu¨r k ≥ 0 und 0 sonst.
Die Dimensionsformeln fu¨r den Raum Sk(Γ0(`), χk) fu¨r alle Gewichte k ∈ N im Fall von ` ∈ {3, 7, 11, 23}
und fu¨r k ∈ 2N im Fall von ` ∈ {2, 5} lauten wie folgt (vgl. [Ste10] §6):
` 2 3 5 7 11 23
k = 1 - 0 - 0 0 1
k = 2 0 0 0 0 1 2
k≥3
ungerade - bk3 c − 1 - 2bk3 c − 1 k − 2 2k − 3
k≥4
gerade bk4 c − 1 bk3 c − 1 2bk4 c − 1 2bk3 c − 1 k − 2 2k − 3
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Abbildung 2.1. Vektorkonfigurationen fu¨r das Gitter L = A2. Links: Die Anzah-
len n2m,i(α) fu¨r einen (beliebigen) ku¨rzesten Vektor α ∈ L2. Rechts: Die Anzahlen
n\2m,j(α).
Mit etwas Rechnung kann die Gleichheit in (6) verifiziert werden. Dies soll hier exemplarisch fu¨r ` = 3
ausgefu¨hrt werden.
Zuna¨chst gilt fu¨r k < k2 = 9, dass dimMk−k2(Γ∗(`), χk) = 0 ist. Auch ist dimSk(Γ0(`), χk) −
dimSk(Γ∗(`), χk) = 0, denn fu¨r k < 6 gilt offenbar dimSk(Γ0(`), χk) = dimSk(Γ∗(`), χk) = 0,
wohingegen fu¨r k ∈ {6, 7, 8} gilt dimSk(Γ0(`), χk) = dimSk(Γ∗(`), χk) = 1. Fu¨r k ≥ 9 gilt
dimMk−k2(Γ∗(`), χk−k2) = 1 + bk−96 c = bk−36 c
dimSk(Γ0(`), χk)− dimSk(Γ∗(`), χk) = bk3 c − 1− bk6 c
Mittels einer Fallunterscheidung nach k modulo 6 kann man nun leicht einsehen, dass diese beiden
Ausdru¨cke u¨bereinstimmen. 
2.3. Berechnung der Konfigurationsanzahlen
Ist L ein ganzzahliges Gitter, so gilt fu¨r alle x, y ∈ L definitionsgema¨ß (x, y) ∈ Z. Besitzt L die
Stufe `, dann gilt weiter (x, y) ∈ √`Z fu¨r alle x ∈ L und y ∈ L\ = √`L#.
Definition. Sei L ⊂ Rn ein gerades Gitter der Stufe ` und seien m ∈ N und i ∈ N0. Die
Konfigurationsanzahlen bzgl. des Vektors α ∈ L und dem Wert i auf der Schicht L2m := {x ∈
L | (x, x) = 2m} bzw. L\2m := {y ∈ L\ | (y, y) = 2m} sind definiert als
n2m,i(α) : = |{x ∈ L2m | (x, α) = ±i}|
n\2m,j(α) : = |{y ∈ L\2m | (y, α) = ±
√
`j}|
Fu¨r konkrete Gitter ko¨nnen die Konfigurationsanzahlen in kleinen Dimensionen durch Abza¨hlen
bestimmt werden (vgl. Abb. 2.1). In gro¨ßeren Dimensionen ko¨nnen diese fu¨r ein konkretes Gitter zum
Beispiel mit Magma bestimmt werden:
32
Beispiele 2.3.1.
a) Die Automorphismengruppe O(L) des Coxeter-Todd-Gitters L = CT12 operiert transitiv auf
der Menge der ku¨rzesten Vektoren. Daher sind die Konfigurationsanzahlen fu¨r alle ku¨rzesten
Vektoren α ∈ L4 identisch:
i 0 1 2 3 4 ≥5
n4,i(α) 270 320 164 0 2 0
n6,i(α) 1120 1728 864 320 0 0
b) Ist L das eindeutig bestimmte extremale Gitter im Geschlecht II14(7
+7), so zerfallen die 560
ku¨rzesten Vektoren von L unter der Operation der Automorphismengruppe O(L) in drei
Bahnen B1, B2, B3 mit den La¨ngen |B1| = |B2| = 252 und |B3| = 56. Es gilt:
i Bahn 0 1 2 3 4 5 6 ≥7
n4,i(α) α ∈ B1 ∪B2 116 236 142 64 0 0 2 0
n4,i(α) α ∈ B3 144 180 198 36 0 0 2 0

Zusa¨tzlich sei in diesem Abschnitt vorausgesetzt, dass θL = θL\ gilt. Somit besitzt L
\ dasselbe
Minimum wie L. Folglich ist fu¨r jedes P ∈ Harmn,d mit d > 0 die Spitzenform θL,P ± θL\,P von der
Form O(qmin(L)/2). Ziel des folgenden Abschnitts ist es, alle mo¨glichen Konfigurationsanzahlen eines
Gitters L nur in Abha¨ngigkeit seiner (potenziellen) Thetareihe θL, welche die Voraussetzung θL = θL\
erfu¨llt, zu berechnen. Dies geschieht mit Hilfe eines linearen Gleichungssystems mit den Konfigurati-
onsanzahlen n2m,i(α) bzw. n
\
2m,i(α) als Unbekannte.
Zuna¨chst ist dazu die Anzahl s der Schichten festzulegen, fu¨r die die Anzahlen n2m,i(α) sowie n
\
2m,j(α)
fu¨r m ∈ M := {min(L)2 , . . . , min(L)2 + (s − 1)} bestimmt werden sollen. Des Weiteren muss die Qua-
dratla¨nge a := (α, α) des Vektors α festgelegt werden.
Das im Folgenden beschriebene lineare Gleichungssystem wird so beschaffen sein, dass es als Lo¨sungs-
menge fu¨r jeden Vektor α ∈ L mit (α, α) = a alle denkbaren Konfigurationsanzahlen fu¨r die Schichten
L2m und L
\
2m mit m ∈M umfasst.
Mit Hilfe der Cauchy-Schwarz-Ungleichung zeigt man, dass die Zahlen n2m,i(α) abha¨ngig von der
Quadratla¨nge a = (α, α) nur fu¨r endlich viele i ∈ N0 von 0 verschieden sind, denn ist x ∈ L mit
|(x, α)| = i, so folgt
i = |(x, α)| ≤
√
(x, x) · (α, α) =
√
2m · a.(7)
Aufgrund der Ganzzahligkeit von (x, α) gilt bereits i = |(x, α)| ≤ b√2m · ac. Daher ist n2m,i(α) = 0
fu¨r i > b√2m · ac. A¨hnlich ist es bei den Zahlen n\2m,j(α), denn auch hier folgt aus der Cauchy-
Schwarz-Ungleichung
√
`j = |(y, α)| ≤
√
(y, y) · (α, α) =
√
2m · a⇔ j ≤
√
2m·a
` ,
wenn
√
`j = |(y, α)| fu¨r ein y ∈ L\. Hier ist ebenfalls aufgrund der Ganzzahligkeit von j dann schon
j ≤ b
√
2m·a
` c. Somit ist n\2m,j(α) = 0 fu¨r j > b
√
2m·a
` c.
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Es bezeichne I(m) := {0, 1, . . . , b√2m · ac} die Menge der verbleibenden mo¨glichen Skalarpro-
dukte i = (x, α) ∈ N0 eines Vektors x ∈ L2m mit α. Entsprechend sei I ′(m) = {0, 1, . . . , b
√
2m·a
` c}
die Menge der j ∈ N0, sodass
√
`j = (y, α) ein mo¨gliches Skalarprodukt von y ∈ L\2m mit α ist.
Der Variablenvektor dieses linearen Gleichungssystems ist also von der Form
~n = (. . . , n2m,i(α), . . . , n
\
2m,j(α), . . .)m∈M,i∈I(m),j∈I′(m)
Die Anzahl der Unbekannten ist demnach N :=
∑
m∈M(|I(m)|+ |I ′(m)|), also jedenfalls endlich.
Es sollen nun (mo¨glichst viele) lineare Gleichungen in den Unbekannten angegeben werden.
Bekanntlich gilt Gleichheit fu¨r die Cauchy-Schwarz-Ungleichung |(x, α)| ≤ √(x, x)(α, α) genau
dann, wenn x und α linear abha¨ngig sind. Ist x ∈ La ein Vektor mit (x, α) = ±a, so sind also x
und α linear abha¨ngig und wegen (x, x) = a = (α, α) folgt x = ±α. Da andererseits ±α ∈ L ist,
folgt na,a(α) = 2. Vo¨llig analog folgt auch n
\
`a,a(α) = 2. Ist a ∈ M bzw. `a ∈ M, so erha¨lt man die
Gleichungen
na,a(α) = 2
n\`a,a(α) = 2
(8)
Hat das Gitter L das Minimum min(L), so muss auch jeder Vektor in dem von x und α erzeugten
Teilgitter von L mit Gram-Matrix
(
2m (x,α)
(x,α) a
)
mindestens Quadratla¨nge min(L) besitzen. Ist also
fu¨r ein i ∈ N0 min ( 2m ii a ) < min(L), so folgt notwendig n2m,i(α) = 0.
Wegen
√
`L\ = `L# ⊆ L ist√`y ∈ L fu¨r jedes y ∈ L\ und daher ist n\2m,j(α) = 0, wenn min
(
2m` j`
j` a
)
<
min(L). Fu¨r m ∈M erha¨lt man die folgenden Gleichungen:
n2m,i(α) = 0 fu¨r alle i ∈ I(m) mit min ( 2m ii a ) < min(L)
n\2m,j(α) = 0 fu¨r alle j ∈ I ′(m) mit min
(
2m` j`
j` a
)
< min(L)
(9)
Zusa¨tzlich ergeben sich jeweils s Gleichungen fu¨r m ∈M durch:∑
i∈I(m)
n2m,i(α) = |L2m|
∑
j∈I′(m)
n\2m,j(α) = |L\2m|
(10)
Es folgen nun die wesentlichen Gleichungen, die diese Methode ausmachen. Sei dazu Pαd das
Gegenbauerpolynom vom Grad d ∈ 2N. Wie in Prop. 2.1.3 gesehen, ha¨ngt der Funktionswert Pαd (x)
fu¨r x ∈ L nur von der Quadratla¨nge 2m = (x, x) von x und dem Skalarprodukt (x, α) ab. Da Pαd ein
homogenes Polynom von geradem Grad d ist, ha¨ngt Pαd (x) daru¨ber hinaus sogar nur von i = |(x, α)|
ab. Der Wert Pαd (x) fu¨r ein x ∈ L2m mit i = |(x, α)| wird im Weiteren mit Pαd (2m, i) bezeichnet.
Somit gilt fu¨r ein gerades Gitter L
θL,Pαd =
∑
x∈L
Pαd (x)q
(x,x)/2 =
∑
m≥0
∑
i≥0
n2m,i(α)P
α
d (2m, i)
 qm.
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Also erha¨lt man fu¨r m ∈M als Koeffizient von qm der Reihe θL,Pαd ± θL\,Pαd mit∑
i∈I(m)
n2m,i(α)P
α
d (2m, i)±
∑
j∈I′(m)
n\2m,j(α)P
α
d (2m,
√
`j)
einen Ausdruck, der linear in den Konfigurationsanzahlen ~n = (. . . , n2m,i(α), . . . , n
\
2m,j(α), . . .) ist.
Wie im vorangegangenen Abschnitt gesehen, gilt θL,Pαd ± θL,Pαd ∈ Sk(Γ∗(`), χk) falls d ≡4 0 bzw.
d ≡4 2 und θL,Pαd ∓ θL,Pαd ∈ Sk(Γ∗(`), χk+2) fu¨r d ≡4 2 bzw. d ≡4 0. Aufgrund der Voraussetzung
θL = θL\ mu¨ssen die ersten
min(L)
2 Koeffizienten in der q-Entwicklung dieser Reihen gleich 0 sein.
Somit besitzen diese Reihen eine Darstellung in den Elementen
{∆ik1θjk0 | k1i+ k0j = n2 + d, i ≥
min(L)
2 }(11)
beziehungsweise
{Φk2∆ik1θjk0 | k2 + k1i+ k0j = n2 + d, i ≥
min(L)
2 − 1}(12)
Insbesondere sind diese Reihen also durch ∆
min(L)
2
k1
bzw. Φk2∆
min(L)
2 −1
k1
teilbar in dem Sinne, dass
es Modulformen Ψ und Ψ′ gibt mit
θL,Pαd ± θL\,Pαd =
∆
min(L)
2
k1
·Ψ falls n2 + d ≥ min(L)2 k1
0 sonst
(13)
θL,Pαd ∓ θL\,Pαd =
Φk2 ·∆
min(L)
2 −1
k1
·Ψ′ falls n2 + d ≥ k2 + (min(L)2 − 1)k1
0 sonst
(14)
wobei Ψ das Gewicht n2 + d− min(L)2 k1 und Ψ′ das Gewicht n2 + d− (min(L)2 − 1)k1 − k2 besitzt.
Somit erha¨lt man fu¨r alle d ∈ 2N mit d < min(L)2 k1 − n2 und m ∈M eine homogene Gleichung durch∑
i∈I(m)
n2m,i(α)P
α
d (2m, i)±
∑
j∈I′(m)
n\2m,j(α)P
α
d (2m,
√
`j) = 0(15)
Ebenso erha¨lt man weitere s homogene Gleichungen fu¨r alle d ∈ 2N mit d < k2 + (min(L)2 − 1)k1 − n2
durch ∑
i∈I(m)
n2m,i(α)P
α
d (2m, i)∓
∑
j∈I′(m)
n\2m,j(α)P
α
d (2m,
√
`j) = 0(16)
Ist anderenfalls d ≥ min(L)2 k1 − n2 , so liegt Ψ in dem von den Elementen aus (11) aufgespannten
Unterraum der Dimension δ(d) := 1 + b(n2 + d)/k1c − min(L)2 . Folglich besitzt Ψ eine Darstellung
als Ψ = c1ψ1 + . . . + cδ(d)ψδ(d) mit ψi+1 := ∆
min(L)
2 +i
k1
θjk0 fu¨r i ∈ {0, . . . , δ(d) − 1} und k1i + k0j =
n
2 + d − min(L)2 k1, wobei c1, . . . , cδ(d) zuna¨chst als zusa¨tzliche Variablen angesehen werden. Aus (13)
erha¨lt man daher∑
i∈I(m)
n2m,i(α)P
α
d (2m, i)±
∑
j∈I′(m)
n\2m,j(α)P
α
d (2m,
√
`j) = c1 · ψ1[m] + . . .+ cδ(d) · ψδ(d)[m](17)
wobei hier ψi[m] den Koeffizienten von q
m in der q-Entwicklung von ψi bezeichnet. Aufgrund der
speziellen Gestalt der q-Entwicklungen der ψi kommt man mit (17) fu¨r jedes m ∈M auf insgesamt s
lineare Gleichungen der Form:
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~n ci
δ(d)

? · · · · · · · · · ?
...
...
...
...
? · · · · · · · · · ?
1
?
. . . 0
...
. . .
. . .
? · · · ? 1
s− δ(d)

︸ ︷︷ ︸
N
? · · · · · · · · · ?
...
...
? · · · · · · · · · ? ︸ ︷︷ ︸
δ(d)
? · · · · · · ?
...
...
? · · · · · · ?
Mit Hilfe des Blockes rechts oben, der offenbar Rang δ(d) besitzt, kann rechts unten ein Nullblock
erzeugt werden. Somit erha¨lt man mit den s− δ(d) unteren Gleichungen also homogene lineare Glei-
chungen in ~n.
Analog liegt im Fall d ≥ k2 + (min(L)2 − 1)k1 − n2 die Modulform Ψ′ in dem von den Elementen in
(12) aufgespannten Raum der Dimension δ′(d) := 2 + b(n2 + d− k2)/k1c − min(L)2 . Verfa¨hrt man hier
vo¨llig analog zu oben, so erha¨lt man s− δ′(d) homogene Gleichungen in ~n.
Schließlich erha¨lt man ein lineares Gleichungssystem der Form A~n = b mit N Unbekannten. Im
Folgenden wird dieses lineare Gleichungssystem A~n = b mit Ss,a bezeichnet.
Bemerkung 2.3.2. Sowohl die Matrix A als auch die rechte Seite b des Systems Ss,a besitzen
rationale Eintra¨ge. Fu¨r die Gleichungen (8), (9) und (10) ist dies offensichtlich. Fu¨r die aus (13) und
(14) resultierenden Gleichungen folgt dies aus den Bemerkungen 1.2.5 und 2.1.7 (ii). Durch Multi-
plikation mit einer geeigneten ganzen Zahl ist es also mo¨glich, ein a¨quivalentes ganzzahliges lineares
Gleichungssystem zu erhalten. 
Als mo¨gliche Konfigurationsanzahlen kommen sicherlich nur ganzzahlige Lo¨sungen ~n ∈ ZN des
linearen Gleichungssystems A~n = b in Frage. Besitzt Ss,a keine ganzzahlige Lo¨sung, so gibt es offenbar
keine mo¨glichen Konfigurationsanzahlen und somit kann ein Gitter mit der vorgegebenen Thetareihe
θL = θL\ nicht existieren.
Anderenfalls sei die ganzzahlige Lo¨sungsmenge in der Form ~n0 + Λ gegeben, wobei ~n0 ∈ ZN eine kon-
krete Lo¨sung von Ss,a ist und Λ ⊆ ZN die Lo¨sungsmenge des zugeho¨rigen homogenen linearen Glei-
chungssystems A~n = 0. Offenbar ist Λ ein Teilgitter in ZN der Dimension t := dim(Λ) = N−rang(A).
Des Weiteren sind sa¨mtliche Werte n2m,i(α) gerade Zahlen, denn ist (x, α) = i, so ist (−x, α) = −i.
Genauso sind auch n\2m,i(α) gerade. Sei daher ~n0 so gewa¨hlt, dass jede Komponente gerade ist. Ist
dies nicht mo¨glich, so kann auch in diesem Fall ein Gitter mit θL = θL\ nicht existieren.
Sei nun Λ 6= {0} angenommen, d.h. das System Ss,a besitzt unendlich viele Lo¨sungen. Sei Λ0 := {~n ∈
Λ ⊆ ZN | ni ≡2 0 fu¨r alle i ∈ {1, . . . , N}} dasjenige Teilgitter, dessen Elemente ~n ebenfalls nur gerade
Eintra¨ge besitzen. Ist T ∈ ZN×t eine Matrix, dessen Spalten gerade eine Basis von Λ0 bilden, so la¨sst
sich die Lo¨sungsmenge also beschreiben durch {~n0 + T~x | ~x ∈ Zt} bzw. als f(Zt), wenn f : Rt → RN
die affine Abbildung mit ~x 7→ ~n0 + T~x bezeichnet.
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Zuletzt sind die Konfigurationsanzahlen nicht-negative Zahlen, d.h. n2m,i(α) ≥ 0 fu¨r alle m ∈M und
i ∈ I(m). Außerdem sind diese nach oben beschra¨nkt durch die Anzahl der Vektoren in der entspre-
chenden Schicht, also n2m,i(α) ≤ |L2m| fu¨r alle m ∈ M und i ∈ I(m). Selbiges gilt fu¨r die Anzahlen
n\2m,i(α). Diese 2N Ungleichungen definieren also ein Polytop P˜ ⊂ RN , welches sa¨mtliche denkbaren
Konfigurationsanzahlvektoren ~n entha¨lt. Diese Vektoren werden parametrisiert durch ~n = f(~x), wobei
~x die Menge f−1(P˜) ∩ Zt durchla¨uft.
Im Folgenden bezeichne Ps,a die Menge f−1(P˜). Als Urbild des Polytops P˜ unter der affinen Abbildung
f ist Ps,a ebenfalls ein Polytop. Es sind also die ganzzahligen Punkte des Polytops Ps,a zu bestimmen.
Im Folgenden soll diese Methode auf extremale Gitter angewendet werden: Wa¨re L ein solches
extremales Gitter, so wa¨re nach Definition θL = θL\ gleich der entsprechenden extremalen Modulform.
Sa¨mtliche relevanten Konfigurationsanzahlen ko¨nnten also mit obigem Gleichungssystem berechnet
werden.
Da mit der extremalen Modulform die potenzielle Thetareihe eines extremalen Gitters bekannt ist, ist
dies auch mo¨glich, ohne das Gitter konkret zu kennen.
Beispiele 2.3.3.
a) Fu¨r ein extremales Gitter im Geschlecht II32(2
+16) ist die Lo¨sung des Gleichungssystems
S2,6 eindeutig bestimmt:
i 0 1 2 3 4 5 6 ≥7
n6,i(α) 96240 127008 34830 3040 0 0 2 0
n8,i(α) 6002370 8916480 3399408 594432 34830 0 0 0
b) Fu¨r ein extremales Gitter im Geschlecht II18(7
+9) ist die Lo¨sungsmenge des Systems S5,8
2-dimensional. Das Polytop P5,8 besitzt das Volumen 0.16 und entha¨lt genau 2 ganzzahlige
Punkte.
c) Fu¨r ein extremales Gitter im Geschlecht II36(3
+18) ist die Lo¨sungsmenge des Systems S2,8
2-dimensional. Das Polytop P2,8 besitzt das Volumen 80.00 und entha¨lt genau 63 ganzzahlige
Punkte.
d) Fu¨r ein extremales Gitter im Geschlecht II24(7
+12) ist die Lo¨sungsmenge des Systems S7,10
5-dimensional. Das Polytop P7,10 besitzt ein Volumen von circa 260748.30. 
2.4. Nicht-Existenz extremaler Gitter
Im Folgenden soll gezeigt werden, wie man mit Hilfe der berechneten Konfigurationsanzahlen in
gewissen Fa¨llen die Existenz extremaler Gitter ausschließen kann. Dazu dient folgendes Kriterium:
Proposition 2.4.1. (vgl. [Ven01] Prop. 7.13a) Sei X eine endliche Teilmenge von Rn. Dann
gilt fu¨r jedes d ∈ N ∑
x,α∈X
Pαd (x) ≥ 0.
Beweis. Sei F :=
∑
α∈X P
α
d (X) ∈ Fn,d. Dann gilt fu¨r das Skalarprodukt [·, ·] auf Fn,d aus (3):
[F, F ] =
∑
x,α∈X
[P xd (X), P
α
d (X)] =
∑
x,α∈X
[(X,x)d, Pαd (X)] =
∑
x,α∈X
Pαd (x)
Da [·, ·] als Skalarprodukt auf Fn,d positiv definit ist, folgt [F, F ] ≥ 0 und damit die Behauptung. 
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Korollar 2.4.2. Sei L ein gerades Gitter und m ∈ N. Dann gibt es zu jedem d ∈ N ein α ∈ L2m
mit: ∑
i≥0
n2m,i(α) · Pαd (2m, i) ≥ 0(18)
Beweis. Ist X = L2m eine Schicht eines Gitters, so folgt aus Prop. 2.4.1, dass gilt:
0 ≤
∑
x,α∈L2m
Pαd (x) =
∑
α∈L2m
∑
i≥0
n2m,i(α) · Pαd (2m, i)

Da diese Summe u¨ber alle α ∈ L2m nicht-negativ ist, muss notwendig ein α ∈ L2m existieren, fu¨r das
der entsprechende Summand nicht-negativ ist. 
Offenbar ist die Bedingung (18) linear in den Anzahlen n2m,i(α) und liefert somit fu¨r jedes d ∈ N
eine weitere lineare Ungleichung, welche einen Halbraum H˜ ⊆ RN definiert. Ist Hd := f−1(H˜) ⊆ Rt
so muss nach Korollar 2.4.2 fu¨r jedes d ∈ N das Polytop Ps,a ∩Zt ∩Hd wenigstens einen ganzzahligen
Punkt ~x enthalten, der durch ~n = f(~x) die Konfigurationsanzahlen n2m,i(α) fu¨r den nach Korollar
2.4.2 existierenden Vektor α liefert.
Bemerkung 2.4.3. Die Schnittmenge Ps,a ∩ Zt ∩Hd muss jeweils fu¨r jeden Polynomgrad d ∈ N
gesondert betrachtet werden. Ist fu¨r ein d ∈ N diese Menge leer (wie zum Beispiel im Bild links), so
gibt es kein Gitter mit den geforderten Eigenschaften.
H2
H4
H2
H4
Ist jedoch fu¨r zwei verschiedene Polynomgrade d1, d2 ∈ N die Menge Ps,a ∩ Zt ∩ Hd1 ∩ Hd2 leer (wie
etwa im Bild rechts), so kann man daraus im Allgemeinen nicht die Nicht-Existenz eines solchen
Gitters folgern, da der Vektor α, welcher nach Korollar 2.4.2 existieren muss, von dem Polynomgrad
abha¨ngen kann und daher fu¨r d1 und d2 verschieden sein kann. In diesem Fall la¨sst sich nur folgern,
dass die Konfigurationsanzahlen nicht fu¨r jeden Vektor α mit (α, α) = a gleich sein ko¨nnen und die
Automorphismengruppe eines solchen Gitters nicht transitiv auf den Vektoren der Quadratla¨nge a
operieren kann. 
Als Hauptergebnis dieses Kapitels erha¨lt man:
Satz 2.4.4. Es existiert kein extremales Gitter im Geschlecht II24(7
+12).
Beweis. Sei L ein (hypothetisches) extremales Gitter im Geschlecht II24(7
+12). Somit gilt θL =
θL\ = 1 + 84672q
5 + 91728q6 + O(q7) und es kann also die oben beschriebene Methode angewendet
werden, um die mo¨glichen Konfigurationsanzahlen von L zu bestimmen. Wie in Beispiel 2.3.3 bereits
erwa¨hnt, ist die Lo¨sungsmenge des Systems S7,10 5-dimensional und das Polytop P7,10 besitzt ein
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Volumen von 260748.30. Es ist jedoch sowohl P7,10 ∩Z5 ∩H4 = ∅ als auch P7,10 ∩Z5 ∩H6 = ∅. Somit
kann ein solches Gitter nicht existieren. 
Nach Satz 1.2.9 c) erha¨lt man also:
Korollar 2.4.5. Es existiert kein Gitter L im Geschlecht II24(7
+12) mit Minimum ≥ 10. 
Bemerkungen 2.4.6.
(i) Die hier beschriebene Methode zeigt erfolgreich die Nicht-Existenz extremaler Gitter in ei-
nigen anderen Fa¨llen: So ist zum Beispiel P4,6 ∩ Z1 ∩ H4 = ∅ fu¨r ein Gitter im Geschlecht
II12(7
+6), P5,8 ∩Z2 ∩H4 = ∅ fu¨r ein Gitter im Geschlecht II18(7+9) und P7,8 ∩Z11 ∩H4 = ∅
fu¨r ein Gitter im Geschlecht II12(11
+6).
(ii) Fu¨r den Fall eines extremalen Gitters im Geschlecht II36(3
+18) entha¨lt die Menge P2,8 ∩
Z2 ∩ H6 genau 60 Elemente. Fu¨r alle anderen Polynomgrade d ∈ 2N scheint die Menge
P2,8 ∩ Z2 ∩Hd unvera¨ndert 63 Elemente zu enthalten.
(iii) Im Rahmen der Entstehung der Diplomarbeiten
”
Spha¨rische Polynome und ihre Anwendung
auf Gitter kleiner Stufe“ von T. Helle (vgl. [Hel12]) und
”
Modulformen und Designeigen-
schaften von Gittern kleiner Stufe“ von R. Preuss (vgl. [Pre12]) ist die Methode jeweils
mit vielen verschiedenen Parametern (s und a) angewendet worden auf die `-modularen Ge-
schlechter fu¨r die Stufen ` ∈ {2, 3, 5, 7, 11, 23}.
Es scheint, als ob die oben beschriebene Methode in keinem weiteren Fall die Nicht-Existenz
extremaler Gitter liefert. 
Beispiel 2.4.7. Das Geschlecht II8(3
+4) umfasst genau zwei Gitter. Einerseits das Gitter L1 :=
4A2 und andererseits ein unzerlegbares Gitter L2. Beide Gitter sind extremal und besitzen daher
dieselbe Thetareihe. In beiden Fa¨llen operiert die Automorphismengruppe transitiv auf den ku¨rzesten
Vektoren. Folglich sind fu¨r beide Gitter die Konfigurationsanzahlen eines ku¨rzesten Vektors eindeutig
bestimmt und lauten:
n2,0(α) n2,1(α) n2,2(α) n
\
2,0(α) n
\
2,1(α)
L1 18 4 2 20 4
L2 6 16 2 24 0
Fasst man diese Anzahlen als Punkte im R5 auf, so ist der Mittelpunkt der Strecke zwischen diesen
beiden Punkten gerade der Punkt (12, 10, 2, 22, 2). Dieser besitzt ebenfalls gerade positive Komponen-
ten. Tatsa¨chlich besitzt die Menge P1,2 ∩ Z gerade drei Punkte.
Da die Konfigurationsanzahlen der beiden Gitter L1 und L2 jeweils fu¨r alle ku¨rzesten Vektoren ein-
deutig bestimmt sind, mu¨ssen diese notwendig die Ungleichung (18) aus Korollar 2.4.2 erfu¨llen. Da der
Vektor (12, 10, 2, 22, 2) zwischen diesen beiden Punkten liegt, muss also auch dieser die Ungleichung
(18) erfu¨llen. 
Wie im obigen Beispiel gesehen, kann es Lo¨sungen geben, welche
”
zwischen echten Lo¨sungen“ lie-
gen und die somit nicht mit den beschriebenen Methoden ausgeschlossen werden ko¨nnen. Es stellt sich
die Frage, ob es andere Bedingungen an die Konfigurationsanzahlen gibt, mit denen solche Lo¨sungen
ausgeschlossen werden ko¨nnen. Im folgenden Abschnitt wird fu¨r gewisse Fa¨lle eine solche Bedingung
angegeben.
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2.5. Berechnung der Thetareihe eines Nachbarn aus den Konfigurationsanzahlen
Sei L ⊂ Rn ein gerades Gitter und p eine Primzahl mit p - det(L). Ein Gitter M heißt ein p-
Nachbar von L, wenn M ganzzahlig ist und L/(L ∩M) ∼= Z/pZ ∼= M/(L ∩M) gilt. Gema¨ß [Kne02]
(28.5) ist jeder p-Nachbar von L von der Form L(α), wobei α ∈ L \ pL mit (α, α) ∈ p2Z und
L(α) := 1pZα+ {x ∈ L | (x, α) ∈ pZ}︸ ︷︷ ︸
=:Lα
Man u¨berlegt sich leicht, dass L(α) genau dann gerade ist, wenn (α, α) ∈ 2p2Z ist. Fu¨r einen solchen
geraden Nachbarn L(α) la¨sst sich die Thetareihe nur in Abha¨ngigkeit der Konfigurationsanzahlen
bzgl. α bestimmen:
Proposition 2.5.1. Sei L ⊂ Rn ein gerades Gitter und p eine Primzahl mit p - det(L). Weiter
sei α ∈ L \ pL mit (α, α) ∈ 2p2Z. Dann ha¨ngt die Thetareihe des (geraden) Gitters L(α) nur von den
Konfigurationsanzahlen n2m,i(α) ab.
Beweis. Zuna¨chst ist klar, dass die Thetareihe des Teilgitters Lα = {x ∈ L | (x, α) ∈ pZ} gegeben
ist durch
θLα =
∑
m≥0
∑
i∈N0
p|i
n2m,i(α)
 · qm
Weiter gilt fu¨r das Translat Lα − λαp mit λ 6= 0:
θLα−λαp =
∑
m≥0
∑
k≥0
n2k,i(k)(α) ·
1 p | i(k)0 p - i(k)
 · qm
wobei i(k) = p ·
(
λa
2p2 − m−kλ
)
, denn um die Vektoren x − λαp ∈ Lα − λαp einer festen Quadratla¨nge
2m zu za¨hlen, sind alle Vektoren x ∈ Lα jeder Quadratla¨nge 2k zu betrachten, so dass der Vektor
x − λαp die Quadratla¨nge 2m
!
= (x − λαp , x − λαp ) = (x, x) − 2λp (x, α) + λ
2
p2 (α, α) = 2k − 2λp i + λ
2
p2 a
besitzt . Dafu¨r ist i nur abha¨ngig von k wie oben angegeben zu wa¨hlen (das ist nur fu¨r endlich viele
k mo¨glich). Die betrachteten Vektoren x liegen aber nur genau dann in Lα, wenn p | i(k) gilt.
Fu¨r die Thetareihe des Gitters L(α) gilt schlussendlich θL(α) =
∑
λ θLα+λαp . 
Konkret erha¨lt man beispielsweise:
Korollar 2.5.2. Sei L ⊂ Rn ein gerades Gitter ungerader Determinante mit Minimum 8 und
sei α ∈ L8. Dann erha¨lt man als Thetareihe des 2-Nachbarn L(α):
θL(α) = 1 + 2q +
1
2n8,4q
3 + (n8,0 + n8,2 + n8,4 + 2 +
1
2 (n8,2 + n10,4 + n12,6))q
4 +O(q5)

Mit Hilfe dieses Korollars ist es also explizit mo¨glich, aus potenziellen Konfigurationsanzahlen
n2m,i(α) zu einem Vektor α die potenzielle Thetareihe des Gitters L(α) zu berechnen. Kann diese
Reihe jedoch keine Thetareihe sein, weil etwa ungerade Koeffizienten auftreten, so ist auch die Lo¨sung
n2m,i(α) auszuschließen. Somit erha¨lt man mittels dieser Methode im Wesentlichen bestimmte Kon-
gruenzbedingungen an die Anzahlen n2m,i(α) modulo 4. So muss beispielsweise n8,4(α) ≡4 0 sein,
damit der Koeffizient von q3 in der potenziellen Thetareihe θL(α) gerade ist.
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Beispiele 2.5.3.
a) Ist L ∈ II24(5+12) das Gitter (C2.J2Y SL(2, 5)) : C2 (vgl. [LatDB]), dann operiert die
Automorphismengruppe O(L) transitiv auf den ku¨rzesten Vektoren L8. Somit sind die Kon-
figurationsanzahlen fu¨r alle α ∈ L8 identisch und lauten:
0 1 2 3 4 5 6 7 8
n8,i(α) 9550 14080 10032 2816 1320 0 0 0 2
n10,i(α) 53504 84480 63360 29440 8320 2816 0 0 0
n12,i(α) 447260 791296 565840 309760 139572 29440 10032 0 0
Mit Hilfe dieser Anzahlen und Korollar 2.5.2 kann man die Thetareihe des 2-Nachbarn L(α)
bestimmen:
θL(α) = 1 + 2q + 660q
3 + 35096q4 +O(q5)
Andererseits kann man nachrechnen, dass dies tatsa¨chlich die Thetareihe eines 2-Nachbarn
fu¨r beliebigen ku¨rzesten Vektor α ∈ L8 ist.
b) Wie in Bsp. 2.3.3 b) erwa¨hnt, besitzt das Polytop P5,8 fu¨r ein extremales Gitter im Geschlecht
II24(7
+9) genau zwei ganzzahlige Punkte. Die entsprechenden potenziellen Konfigurations-
anzahlen lauten:
0 1 2 3 4 5 6 7 8
n
(1)
8,i (α) 1624 2560 1904 768 576 0 0 0 2
n
(2)
8,i (α) 1540 2686 1834 810 562 0 0 0 2
Hieraus lassen sich nun also die potenziellen Thetareihen der entsprechenden Nachbarn be-
rechnen:
θ
(1)
L(α) = 1 + 2q + 288q
3 +O(q4)
θ
(2)
L(α) = 1 + 2q + 281q
3 +O(q4)
Somit kann also die Lo¨sung n
(2)
8,i (α) ausgeschlossen werden, wa¨hrend man mit dieser Methode
keine Aussage u¨ber die Lo¨sung n
(1)
8,i (α) treffen kann.
c) Im Fall eines extremalen Gitters L ∈ II36(3+18) lassen sich somit insgesamt 41 der 63 gefun-
denen Lo¨sungen ausschließen, so dass noch 22 mo¨gliche Konfigurationsanzahlen n2m,i(α) fu¨r
einen ku¨rzesten Vektor α ∈ L8 verbleiben. 
Bemerkungen 2.5.4.
(i) A¨hnlich wie im Beweis zu Satz 1.2.9 kann man die Fricke-Involution anwenden auf diese
potenziellen Thetareihen. Ha¨tten diese negative Koeffizienten, so ko¨nnte man diese Lo¨sungen
ausschließen. In den betrachteten Fa¨llen ist dies aber nicht so, tatsa¨chlich hat hier auch die
transformierte Reihe jeweils die Gestalt einer Thetareihe.
(ii) Besitzt fu¨r ein betrachtetes Geschlecht der entsprechende RaumMn/2(Γ∗(`), χn/2) von Mo-
dulformen die Weierstraß-Eigenschaft und bestimmt man in Abha¨ngigkeit der Konfigurati-
onsanzahlen mehr Koeffizienten der entsprechenden Thetareihe als die Dimension des Raum-
es groß ist, so bekommt man weitere lineare Gleichungen in den Konfigurationsanzahlen ~n.
Diese Vorgehensweise scheint jedoch nicht praktikabel, weil die Anzahl s der Schichten dafu¨r
sehr groß gewa¨hlt werden muss. 
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2.6. Erzeugung durch Minimalvektoren
In diesem Unterkapitel soll gezeigt werden, dass ein extremales Gitter L ∈ II36(3+18) stets von
seinen Minimalvektoren erzeugt sein muss, d.h. L = 〈Min(L)〉Z =: M . Fu¨r a¨hnliche Ergebnisse fu¨r
unimodulare Gitter siehe [Kom09].
Notwendig dafu¨r ist sicherlich zuna¨chst, dass das Gitter well-rounded ist, d.h. die Minimalvektoren
den Raum aufspannen, also 〈Min(L)〉R = RL gilt. Dass dies so ist, wird in Lemma 2.6.1 gezeigt. Ein
Beispiel eines Gitters, bei dem dieses zwar der Fall ist, die Minimalvektoren aber dennoch nur ein
echtes Teilgitter erzeugen, ist das Gitter D#5 .
Sei also nun α+M eine Nebenklasse von M , wobei der Repra¨sentant α so gewa¨hlt sein soll, dass
a = (α, α) minimal ist. Dann muss entweder a = 0 oder a ≥ 10 sein.
Andererseits kann ein solcher Vektor α auch nicht beliebig lang sein. Dazu zuna¨chst folgendes Lemma,
welches den Begriff des spha¨rischen Designs benutzt: Eine Menge X ⊆ Rn mit (x, x) = (y, y) fu¨r alle
x, y ∈ X heißt spha¨risches t-Design, wenn fu¨r jedes harmonische Polynom P ∈ Harmn,d mit 1 ≤ d ≤ t
gilt: ∑
x∈X
P (x) = 0(19)
Gilt X = −X wie etwa bei einer Schicht L2m eines Gitters, so genu¨gt es, die Bedingung in (19) nur
fu¨r gerade Polynomgrade d ≤ t zu fordern.
Lemma 2.6.1. Ist L ⊂ V ein Gitter, fu¨r das die Minimalvektoren ein 3-Design bilden, so spannen
diese den Raum V auf, d.h. es gilt 〈Min(L)〉R = V .
Insbesondere gilt dies fu¨r ein extremales Gitter im Geschlecht II36(3
+18).
Beweis. Sei α ∈ 〈Min(L)〉⊥R . Dann gilt:∑
x∈Min(L)
Pα2 (x) =
∑
x∈Min(L)
(x, α)2 − 1n (α, α)
∑
x∈Min(L)
(x, x) = − 1n (α, α) ·min(L) · |Min(L)|
Da nach Voraussetzung Min(L) ein 3-Design ist, muss insbesondere gelten:
0 =
∑
x∈Min(L)
Pα2 (x) = − 1n (α, α) ·min(L) · |Min(L)|
Es folgt (α, α) = 0, also α = 0 und damit 〈Min(L)〉⊥R = {0} bzw. 〈Min(L)〉R = V .
Die Menge Min(L) der Minimalvektoren eines extremales Gitters L im Geschlecht II36(3
+18) erfu¨llt
gerade die Design-Bedingung dieses Lemmas (vgl. [BV01] Cor. 4.1). 
Nach diesem Lemma ist es also mo¨glich, eine R-Basis aus den Vektoren der La¨nge 8 auszuwa¨hlen.
Sei eine solche nun mit v1, . . . , v36 bezeichnet. Ist nun also α wie oben ein Repra¨sentant seiner Neben-
klasse mit a = (α, α) minimal, so gibt es λ1, . . . , λ36 ∈ R so, dass
α = λ1v1 + . . .+ λ36v36
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Durch Addieren von Vektoren aus v1, . . . , v36 kann man erreichen, dass alle λi im Intervall (− 12 , 12 ]
liegen, wobei sich dadurch der Wert a ho¨chstens vergro¨ßert. Dann gilt folgende Abscha¨tzung
a = (α, α) ≤ (
36∑
i=1
λivi,
36∑
i=1
λivi) ≤
36∑
i=1
λ2i (vi, vi) + 2
36∑
i=1
λiλj(vi, vj)
≤ 1
4
(36 · 8 + 36 · 35 · 4) = 1332
Also ist gezeigt, dass fu¨r die Quadratla¨nge a = (α, α) eines ku¨rzesten Vertreters α seiner Nebenklasse
α+M gilt a ∈ {0} ∪ {10, 12, . . . , 1332}.
Sei als erstes angenommen, es gibt eine Nebenklasse mit a = 10. Dann muss (x, α) ≤ 4 sein fu¨r alle
x ∈ Min(L), denn sonst wa¨re α−x ∈ α+M ein ku¨rzerer Vektor, weil (α−x, α−x) = a−2(x, α)+8 < 10.
Mit dieser Einschra¨nkung erha¨lt man fu¨r das System S2,10 eine leere Lo¨sungsmenge. Somit kann es
keine Nebenklasse α+M mit einem ku¨rzesten Vertreter α der La¨nge a = 10 geben.
Als na¨chstes sei angenommen, es gibt eine Nebenklasse mit a = 12. Genau wie oben muss fu¨r alle
x ∈ Min(L) gelten (x, α) ≤ 4.
Weiter kann man sich aber noch u¨berlegen, dass es auch keinen Vektor x ∈ L mit (x, x) = 10 geben
darf mit (x, α) > 5, denn sonst wa¨re (α − x) + M eine Nebenklasse, fu¨r die es einen Repra¨sentanten
α−x geben wu¨rde, der eine La¨nge < a = 12 ha¨tte. Da, wie oben beschrieben, die La¨nge eines solchen
Repra¨sentanten nicht 10 sein darf, muss die Nebenklasse (α − x) + M = M sein. Dies wu¨rde aber
implizieren, dass α+M = x+M gilt und somit wa¨re x ein Repra¨sentant der La¨nge 10. Folglich wa¨re
α damit nicht der ku¨rzeste Repra¨sentant seiner Nebenklasse wie aber angenommen.
Lo¨st man das System S2,12, so erha¨lt man ebenfalls eine leere Lo¨sungsmenge. Also kann es auch keine
Nebenklasse α+M mit einem ku¨rzesten Vertreter α der La¨nge a = 12 geben.
Diese Vorgehensweise kann man nun allgemein anwenden. Ist bereits gezeigt, dass der ku¨rzeste Ver-
treter α nicht die La¨nge ≤ a besitzen darf, so muss fu¨r jedes x ∈ L mit (x, x) ≤ a gelten, dass
(x, α) ≤ (x,x)2 erfu¨llt ist. Es stellt sich heraus, dass die Systeme S2,a fu¨r a ∈ {10, . . . , 24} und S3,a fu¨r
a ∈ {26, . . . , 1332} allesamt keine Lo¨sung besitzen. Damit ist bewiesen
Satz 2.6.2. Ist L ∈ II36(3+18) ein extremales Gitter, so ist L von seinen Minimalvektoren erzeugt.

KAPITEL 3
Hermitesche Strukturen von Gittern quadratfreier Stufe
In diesem Kapitel werden hermitesche Strukturen von geraden Z-Gittern quadratfreier Stufe `
u¨ber gewissen algebraischen Zahlko¨rpern betrachtet. Insbesondere werden hermitesche Strukturen
der Gitter in den Quebbemannschen Geschlechtern u¨ber imagina¨r-quadratischen Zahlko¨rpern und
Kreisteilungsko¨rpern so weit wie mo¨glich klassifiziert.
3.1. Gitter u¨ber Zahlko¨rpern und Transferkonstruktion
3.1.1. Grundlegende Definitionen. Geeignete Zahlko¨rper zur Betrachtung definiter hermite-
scher Formen sind die sogenannten CM-Ko¨rper:
Definition. Ein Ko¨rper E heißt CM-Ko¨rper, falls dieser eine total imagina¨re quadratische Er-
weiterung eines total reellen Zahlko¨rpers F ist.
Damit besitzt der Ko¨rper F definitionsgema¨ß genau [F : Q] reelle Einbettungen ρ : F ↪→ R,
wa¨hrend der Ko¨rper E genau [E : Q] komplexe Einbettungen σ : E ↪→ C besitzt.
Man kann zeigen, dass fu¨r je zwei Einbettungen σ1, σ2 : E ↪→ C und fu¨r alle α ∈ E gilt σ−11 (σ1(α)) =
σ−12 (σ2(α)). Die komplexe Konjugation in C induziert also durch α := σ−1(σ(α)) eine von der Ein-
bettung σ unabha¨ngige Involution : E → E mit Fixko¨rper F = E ∩ R. Der Ko¨rper F ist also der
maximal reelle Teilko¨rper von E.
Wichtige Beispiele fu¨r CM-Ko¨rper sind einerseits imagina¨r-quadratische Zahlko¨rper E = Q(
√−D)
mit D ∈ N quadratfrei und andererseits Kreisteilungsko¨rper E = Q(ζm) fu¨r m ∈ N mit maximal
reellem Teilko¨rper F = Q(ζm + ζm). Der Ko¨rper E entsteht dabei durch Adjungieren der Wurzel aus
ζ2m + ζ
2
m − 2 zu F .
Im Folgenden bezeichne E stets einen CM-Ko¨rper und F den maximal reellen Teilko¨rper von E. Folg-
lich gilt [E : F ] = 2. Der Ganzheitsring von E wird mit O := ZE bezeichnet, derjenige von F mit
o := ZF . Als jeweils der Ganzheitsring eines algebraischen Zahlko¨rpers ist sowohl O als auch o ein
Dedekindring. O-Ideale werden, wenn nicht anders gesagt, mit den Buchstaben A, B, . . . und o-Ideale
mit a, b, . . . bezeichnet. Insbesondere werden mit P bzw. p Primideale von O bzw. o angegeben. Fu¨r
ein O-Ideal A ist die Norm gegeben durch N(A) = |O/A|, fu¨r ein o-Ideal a durch N(a) = |o/a|. Mit
der Norm eines Ideals ist also stets die Idealnorm des zugeho¨rigen Rings gemeint.
Wie bekanntlich fu¨r jeden Dedekindring gilt, la¨sst sich das Ideal pO fu¨r jede Primzahl p bis auf
Reihenfolge eindeutig in ein Produkt von Primidealen zerlegen:
pO = Pe11 · . . . ·Perr
Dabei heißt die Zahl ei der Verzweigungsindex von Pi, die Zahl fi := [O/Pi : Fp] heißt der Tra¨gheits-
grad von Pi. Fu¨r diese gilt die sogenannte fundamentale Gleichung
∑r
i=1 eifi = [E : Q] (vgl. [Neu92]
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I (8.2)). Das Primideal Pi heißt unverzweigt in E/Q, wenn ei = 1 ist und ansonsten verzweigt.
Eine Primzahl p heißt unverzweigt in E/Q, wenn jedes P mit P | p unverzweigt ist und verzweigt
anderenfalls. Alle Definitionen sind in analoger Weise auf die Erweiterung F/Q zu u¨bertragen.
Ist die Erweiterung E/Q galoissch, so sind sowohl Verzweigungsindex als auch Tra¨gheitsgrad jeweils
fu¨r alle P | p gleich und ha¨ngen somit nur noch von der Primzahl p ab. Verzweigungsindex und
Tra¨gheitsgrad fu¨r eine Galoiserweiterung E/Q werden im Folgenden mit e und f oder, wenn die
Primzahl p aus dem Kontext nicht eindeutig hervorgeht, auch mit e(p) und f(p) bezeichnet. Die
fundamentale Gleichung vereinfacht sich also zu r · e · f = [E : Q].
Ist E/Q galoissch, so erha¨lt man mittels der Galoistheorie leicht, dass dann auch F/Q galoissch
ist, denn die von der Involution erzeugte Untergruppe von Gal(E/Q) mit Fixko¨rper F ist ein
Normalteiler. Verzweigungsindex und Tra¨gheitsgrad fu¨r die Erweiterung F/Q werden im Folgenden
mit e+ und f+ oder etwas pra¨ziser mit e+(p) und f+(p) bezeichnet.
In der U¨bersicht erha¨lt man also:
E
F
Q
O
o
Z
P
p
pZ
2
pf
pf
+
p
Als Erweiterung von Zahlko¨rpern vom Grad [E : F ] = 2 ist die Erweiterung E/F stets galoissch.
In dieser Erweiterung erha¨lt man genau drei mo¨gliche Zerlegungsverhalten fu¨r ein Primideal p: Ist
pO = P, so heißt das Ideal p tra¨ge, ist pO = PP mit P 6= P, so heißt p zerlegt und im letzten
verbleibenden Fall pO = P2 nennt man das Ideal p wie auch das Ideal P verzweigt.
Die Differente DE von E ist definiert als das Inverse des gebrochenen Ideals (der sog. Codifferente)
CO/Z := {α ∈ E | TrEQ (αO) ⊆ Z}.
Entsprechend ist auch die Differente DF := C
−1
o/Z von F und die Differente DE/F := C
−1
O/o der relativen
Erweiterung E/F definiert. DE und DE/F sind ganze O-Ideale, DF ist ein ganzes o-Ideal. Fu¨r diese
gilt der folgende Zusammenhang (vgl. [Lan94] III,§1)
DE = DF ·DE/F .(20)
Die Diskriminante von E sei im Folgenden mit dE bezeichnet, diejenige von F mit dF . Das Diskrimi-
nantenideal der relativen Erweiterung E/F sei dE/F . Es gilt N(DE) = |dE | sowie N(DF ) = |dF | und
N(DE/F ) = N(dE/F ) (vgl. [Lan94] III,§3). Durch Bilden der Norm erha¨lt man aus (20) somit leicht
|dE | = |dF |2 ·N(dE/F ).
Eine rationale Primzahl p ist genau dann verzweigt in der Erweiterung E/Q (bzw. F/Q), wenn p die
Diskriminante dE (bzw. dF ) teilt. Ein Primideal p ist genau dann verzweigt in der Erweiterung E/F ,
wenn p das Diskriminantenideal dE/F teilt. Ein Primideal P ist genau dann verzweigt in E/Q, wenn
P die Differente DE teilt. Analoges gilt fu¨r die Erweiterungen F/Q und E/F (vgl. [Lan94] III,§2).
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Sei nun weiter V ein E-Vektorraum der Dimension N < ∞ und h : V × V → E eine hermitesche
Form bzgl. der Involution , d.h. es gelte fu¨r alle w, x, y ∈ V und λ ∈ E:
(h1) h(λw + x, y) = λh(w, y) + h(x, y)
(h2) h(x, y) = h(y, x)
Gema¨ß (h1) ist h also eine Sesquilinearform, welche linear in der ersten Komponente ist. Aus der
Eigenschaft (h2) ergibt sich insbesondere h(x, x) = h(x, x) und damit h(x, x) ∈ F fu¨r alle x ∈ V .
Zuletzt bezeichne U(V, h) := {σ ∈ GL(V ) | h(σ(x), σ(y)) = h(x, y) fu¨r alle x, y ∈ V } die unita¨re
Gruppe des hermiteschen Raumes (V, h).
3.1.2. Hermitesche Gitter. Unter einem O-Gitter L in V versteht man einen endlich erzeugten
O-Modul L ⊂ V . Ist O kein Hauptidealring, so muss ein Gitter nicht notwendig frei sein, d.h. keine
O-Basis besitzen. Fu¨r jedes Gitter L existiert aber stets eine sogenannte Pseudobasis (vgl. [O’M63]
81:3), d.h. eine Basis x1, . . . , xs des Vektorraumes EL und O-Ideale A1, . . . ,As derart, dass gilt
L = A1x1 + . . .+ Asxs.(21)
Die Zahl rk(L) := s = dimE(EL) heißt der Rang von L. In der Folge wird L zumeist ein Gitter auf V
sein, d.h. es gilt rank(L) = dimE(V ) = N oder a¨quivalent EL = V . Des Weiteren heißt fu¨r ein Gitter
L = A1x1 + . . .+ANxN wie in (21) die Idealklasse [A] des Ideals A := A1 · . . . ·AN die Steinitz-Klasse
von L. Diese ha¨ngt nicht von der Wahl der Pseudobasis ab (vgl. [O’M63] 81:8).
Zwei O-Gitter L und K auf V heißen isometrisch, wenn es eine Isometrie σ ∈ U(V, h) gibt mit
σ(L) = K, im Folgenden abgeku¨rzt als L ∼= K. Ist L isometrisch zu einem freien Gitter K auf V , etwa
K = Ox1 + . . .+OxN , so schreibt man statt L ∼= K auch L ∼= G, wobei G die Gram-Matrix bzgl. der
Vektoren x1, . . . , xN ist.
Die (unita¨re) Automorphismengruppe eines Gitters L auf V ist definiert als
U(L) := {σ ∈ U(V, h) | σ(L) = L}.
Zu einem O-Gitter L kann man das (hermitesche) Dualgitter wie folgt definieren:
L∗ := {x ∈ EL | h(x, L) ⊆ O}
Ist L = A1x1 + . . .+ANxN , so la¨sst sich das Dualgitter berechnen als L
∗ = A1
−1
y1 + . . .+AN
−1
yN ,
wobei y1, . . . , yN die duale Basis zu x1, . . . , xN bezeichnet.
Das Skalenideal sL das von der Menge {h(x, y) | x, y ∈ L} erzeugte O-Ideal, das Normenideal nL
das von der Menge {h(x, x) | x ∈ L} erzeugte O-Ideal. Des Weiteren zeigt man, dass fu¨r ein Gitter
L = A1x1 + . . .+ANxN wie in (21) das O-Ideal vL := A1A1 · . . . ·ANAN ·det (x1, . . . , xN ) unabha¨ngig
von der gewa¨hlten Pseudobasis ist, wobei det (x1, . . . , xN ) die Determinante der Gram-Matrix von
(V, h) bzgl. der Vektoren x1, . . . , xN bezeichne. Das Ideal vL heißt das Volumenideal von L.
In dem folgenden Lemma werden einige Eigenschaften von Skalen-, Norm- und Volumenideal zusam-
mengetragen:
Lemma 3.1.1. Sei L = A1x1 + . . .+ ANxN ein O-Gitter auf V . Dann gilt
a) Ist L = J⊥K, so gilt sL = sJ + sK, nL = nJ + nK und vL = vJ · vK.
b) sL = sL und (nL ∩ F )O = nL sowie (vL ∩ F )O = vL.
c) TrEF (sL) ⊆ nL ⊆ sL ⊆ D−1E/F · nL.
d) sL =
∑
i,j AiAjh(xi, xj) und nL =
∑
i AiAih(xi, xi) + Tr
E
F (sL).
e) vL ⊆ (sL)N .
f) Ist K ein O-Gitter mit L ⊆ K, so gilt vL ⊆ vK, und L = K gilt genau dann, wenn vL = vK.
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Beweis. a) kann leicht nachgerechnet werden. b) sL = sL folgt im Wesentlichen aus h(x, y) =
h(y, x) ∈ sL. Weiter ist klar, dass (nL ∩ F )O ⊆ nL gilt. Da sowohl nL als auch (nL ∩ F )O jeweils
O-Ideale sind, genu¨gt es zu zeigen, dass das Erzeugendensystem {h(x, x) | x ∈ L} in (nL ∩ F )O
enthalten ist. Dies ist aber klar wegen h(x, x) ∈ F . Fu¨r das Volumenideal folgt die Aussage leicht
anhand der Definition und der Charakterisierung dieser Ideale in dem weiter unten folgenden Lemma
3.2.5.
c) Die Inklusion nL ⊆ sL ist aufgrund der Definition von sL und nL trivial. Sind x, y ∈ L und α ∈ O,
so gilt
TrEF (αh(x, y)) = h(αx+ y, αx+ y)− h(αx, αx)− h(y, y) ∈ nL ∩ F.(22)
Zusammen mit der F -Linearita¨t von TrEF folgt aus (22) zuna¨chst Tr
E
F (sL) ⊆ nL ∩ F und weiter auch
TrEF (sL · (nL)−1) = TrEF (sL · (nL ∩ F )−1) ⊆ o und damit sL · (nL)−1 ⊆ D−1E/F .
d) und e) lassen sich mit entsprechenden Anpassungen vo¨llig analog zu [O’M63] 82:8 bzw. [O’M63]
82:10 beweisen.
f) Mit dem Elementarteilersatz fu¨r Dedekindringe (vgl. [O’M63] 81:11) erha¨lt man zuna¨chst die Exi-
stenz linear unabha¨ngiger Vektoren y1, . . . , yN von V sowie Idealen B1, . . . ,BN ,R1, . . . ,RN , derart,
dass gilt:
K = B1y1 + . . .+ BNyN
L = B1R1y1 + . . .+ BNRNyN
Bezeichnet R =
∏
Ri das Produkt dieser Elementarteiler, so gilt offenbar nach Definition des Volu-
menideals vL = RR ·vK. Wegen L ⊆ K sind die Elementarteiler Ri ganze O-Ideale. Es folgt vL ⊆ vK
und L = K genau dann, wenn vL = vK. 
Ein Gitter L 6= {0} auf V heißt modular bzw. genauer A-modular fu¨r ein O-Ideal A, wenn AL∗ = L
gilt. Ein O-modulares Gitter, d.h. ein Gitter mit L = L∗, nennt man auch unimodular. Wie in [O’M63]
82:14 zeigt man, dass L genau dann A-modular ist, wenn sL = A und vL = Ark(L) gilt.
Ein Gitter L auf V heißt maximal bzw. genauer A-maximal fu¨r ein O-Ideal A, wenn nL ⊆ A und
wenn fu¨r jedes Gitter K auf V mit L ⊆ K und nK ⊆ A gilt L = K.
Lemma 3.1.2. Sei L ein O-Gitter auf V mit nL ⊆ A. Ist D−NE/F · AN ⊆ vL, so ist L A-maximal.
Beweis. Sei K ein O-Gitter mit L ⊆ K und nK ⊆ A. Aus Lemma 3.1.1 e) und der Voraussetzung
D−NE/F · AN ⊆ vL folgt dann:
vK ⊆ (sK)N ⊆ D−NE/F · (nK)N ⊆ D−NE/F · An = vL
Also ist vK = vL und nach 3.1.1 f) somit L = K. 
Ist beispielsweise L ein D−1E -modulares Gitter mit nL ⊆ D−1F O, so ist D−NE/F ·D−NF O = D−NE = vL.
Nach obigem Lemma ist L somit D−1F O-maximal. Solche Gitter spielen in der Folge eine wichtige Rolle.
3.1.3. Spurkonstruktion. Der E-Vektorraum V la¨sst sich auch als Q-Vektorraum der Dimen-
sion n := N · [E : Q] auffassen. Auf diesem kann man zu der hermiteschen Form h : V × V → E nun
eine symmetrische Bilinearform bh : V × V → Q wie folgt definieren:
bh(x, y) := Tr
E
Q (h(x, y))(23)
Damit wird (V, bh) ein quadratischer Q-Vektorraum. Die Bilinearform bh heißt auch die zu h geho¨rige
Spurform.
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Eine hermitesche Form h : V ×V → E heißt total positiv definit, wenn fu¨r alle Einbettungen ρ : F ↪→ R
gilt ρ(h(x, x)) ≥ 0 fu¨r alle x ∈ V mit Gleichheit genau dann, wenn x = 0 ist.
Lemma 3.1.3. Sei (V, h) ein hermitescher Raum und bh die zu h geho¨rige Spurform. Dann gilt:
a) h ist genau dann nicht entartet, wenn bh nicht entartet ist.
b) h ist genau dann total positiv definit, wenn bh positiv definit ist.
Beweis. a) Sei zuna¨chst b nicht entartet. Aus h(x, y) = 0 fu¨r alle y ∈ V folgt bh(x, y) =
TrEQ (h(x, y)) = 0 fu¨r alle y ∈ V . Weil bh nicht entartet ist, folgt x = 0. Somit ist h nicht entar-
tet. Umgekehrt sei nun h nicht entartet und bh(x, y) = 0 fu¨r alle y ∈ V . Es folgt TrEQ (λh(x, y)) = 0 fu¨r
alle λ ∈ E und alle y ∈ V . Da TrEQ aufgefasst als Bilinearform auf E nicht entartet ist (vgl. [Neu92]
I (2.8)), folgt h(x, y) = 0 fu¨r alle y ∈ V und damit x = 0. Also ist bh nicht entartet.
b) Ist h entartet, so ist nach a) auch bh entartet und somit ist weder h noch bh positiv definit. Sei also
h nicht entartet. Zuna¨chst kann h diagonalisiert werden, etwa h ∼= 〈α1, . . . , αN 〉 mit αi ∈ F \{0}. Dann
ist h genau dann total positiv definit, wenn αi fu¨r jedes i ∈ {1, . . . , N} total positiv ist, d.h. ρ(αi) > 0
fu¨r alle Einbettungen ρ : F ↪→ R. Die Signatur der Spurform der 1-dimensionalen hermiteschen Form
〈αi〉 wird in [BF99] 2.2 berechnet. Diese lautet ([E : Q] − 2ai, 2ai), wobei hier ai die Anzahl der
Einbettungen ρ : F ↪→ R angibt mit ρ(αi) < 0. Durch Bilden orthogonaler Summen erha¨lt man als
Signatur von bh also (N · [E : Q]− 2
∑[E:Q]
i=1 ai, 2
∑[E:Q]
i=1 ai). Es folgt, dass bh positiv definit ist genau
dann, wenn
∑[E:Q]
i=1 ai = 0 ist. Dies wiederum ist a¨quivalent zu ai = 0 fu¨r alle i ∈ {1, . . . , N} und
damit ist αi fu¨r i ∈ {1, . . . , N} total positiv. 
Da in dieser Arbeit ausschließlich Z-Gitter auf positiv definiten Ra¨umen von Interesse sind, werden
im Weiteren die betrachteten hermiteschen Ra¨ume (V, h) stets als total positiv definit vorausgesetzt.
Ist L ein O-Gitter auf V , so ist L offenbar auch ein endlich erzeugter Z-Modul und damit kann
man L auffassen als Z-Gitter auf dem Raum (V, bh). Die Invarianten des, wie man sagt mittels Spur-
oder auch Transferkonstruktion gebildeten Gitters oder auch einfach des Spurgitters, werden in der
folgenden Proposition bestimmt.
Proposition 3.1.4. Sei L ein O-Gitter auf (V, h). Dann gilt fu¨r das Spurgitter auf (V, bh):
a) dimZ(L) = N · [E : Q].
b) L ist ganzzahlig genau dann, wenn sL ⊆ D−1E .
c) L# = D−1E · L∗.
d) det(L) = |dE |N ·N(vL).
Beweis. a) Sei L = A1x1 + . . .+ANxN die Darstellung von L in einer (beliebigen) Pseudobasis.
Jedes O-Ideal Ai besitzt eine Z-Basis bestehend aus [E : Q] Elementen (vgl. [Neu92] I (2.10) ), etwa
αi,1, . . . , αi,[E:Q]. Dann sind die N · [E : Q] Elemente αi,jxi eine Z-Basis von L.
b) folgt sofort aus der Definition der Differente.
c) Aufgrund der Definition des Dualgitters L∗ gilt zuna¨chst h(L∗, L) ⊆ O. Es folgt h(D−1E L∗, L) ⊆ D−1E
und damit TrEQ (h(D
−1
E · L∗, L)) ⊆ Z, also D−1E · L∗ ⊆ L#.
Umgekehrt ist TrEQ (h(L
#, L)) ⊆ Z. Wegen OL = L und O = O folgt TrEQ (Oh(L#, L)) ⊆ Z. Dies ist
gleichbedeutend mit h(L#, L) ⊆ D−1E und hieraus folgt h(DEL#, L) ⊆ O, also DE · L# ⊆ L∗.
d) Man darf annehmen, dass L als Z-Gitter ganzzahlig ist, d.h. L ⊆ L#. Der allgemeine Fall la¨sst
sich leicht auf diesen zuru¨ckfu¨hren. Mit dieser Voraussetzung folgt aus c) L ⊆ L# = D−1E · L∗ =
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(DEL)
∗. Insgesamt hat man also DEL ⊆ L ⊆ L# = (DEL)∗ und man erha¨lt mit Hilfe des zweiten
Isomorphiesatzes:
L#/L = (DEL)
∗/L ∼= ((DEL)∗/DEL)/(L/DEL)
Die Determinante det(L) berechnet sich dann wie folgt:
det(L) = |L#/L| = |(DEL)
∗/DEL|
|L/DEL| =
N(D2NE vL)
N(DNE )
= |dE |N ·N(vL)

Proposition 3.1.5. Sei E/Q eine Galois-Erweiterung, L ein O-Gitter auf V und p eine Primzahl.
Dann gilt:
νp(det(L)) ≡ N · νp(dE) (mod 2f+)
Insbesondere gilt im Fall ggT(p, dE) = 1, dass 2f
+ ein Teiler von νp(det(L)) ist.
Beweis. Sei p eine Primzahl. Nach Prop. 3.1.4 d) ist det(L) = |dE |N ·N(vL) und es folgt sofort
νp(det(L)) = N · νp(dE) + νp(N(vL)). Es genu¨gt also zu zeigen, dass 2f+ ein Teiler von νp(N(vL))
ist. Schreibt man dazu vL = pε11 · . . . · pεss · qO, wobei p1, . . . , ps Primideale u¨ber p sind und po und q
teilerfremd sind, so folgt N(vL) = N(p1)
2ε1 · . . . ·N(ps)2εs ·N(q)2. Da p - N(q) gilt und N(p) = pf+
ist fu¨r jedes Primideal p mit p|p, folgt die Behauptung. 
Abschließend soll die Parita¨t eines durch Transferkonstruktion entstandenen Gitters untersucht
werden. Elementar zu zeigen ist das folgende Lemma:
Lemma 3.1.6. (vgl. [BF99]) Gibt es ein γ ∈ O mit TrEF (γ) = γ + γ = 1, so ist jedes mittels
Transferkonstruktion aus einem O-Gitter L entstandene ganzzahlige Z-Gitter auch gerade.
Beweis. Sei γ ∈ O ein solches Element mit γ + γ = 1 und x ∈ L beliebig. Da L ganzzahlig ist,
gilt bh(γx, x) ∈ Z. Es folgt:
bh(x, x) = Tr
E
Q (h(x, x)) = Tr
E
Q ((γ + γ)h(x, x)) = Tr
E
Q (γh(x, x)) + Tr
E
Q (γh(x, x))
= 2 TrEQ (γh(x, x)) = 2 Tr
E
Q (h(γx, x)) = 2bh(γx, x) ∈ 2Z

Im Ko¨rper E = Q(
√−D) mit D ≡4 3 erfu¨llt das Element γ = 1+
√−D
2 die Gleichung 1 = γ+γ und
auch fu¨r einen Ko¨rper E = Q(ζp) fu¨r eine Primzahl p 6= 2 kann man leicht mit γ = −ζ−ζ2− . . .−ζ p−12
explizit ein solches Element angeben.
Etwas allgemeiner u¨berlegt man sich, dass die Menge TrEF (O) ein ganzes o-Ideal ist. Somit ist die
Existenz eines Elements γ ∈ O mit TrEF (γ) = 1 a¨quivalent zu TrEF (O) = o, also zur Surjektivita¨t der
Spurabbildung TrEF : O → o. Dieses wiederum ist a¨quivalent dazu, dass die Erweiterung E/F zahm
verzweigt ist (vgl. [Fro¨83] I §3), d.h. fu¨r jedes Primideal p die Restklassencharakteristik p = char(o/p)
und der Verzweigungsindex e(p) teilerfremd sind. Wegen [E : F ] = 2 ist dieses genau dann der Fall,
wenn das Ideal 2o unverzweigt in der Erweiterung E/F ist. Man erha¨lt also
Korollar 3.1.7. Ist E ein CM-Ko¨rper derart, dass das Ideal 2o unverzweigt in der Erweiterung
E/F ist, so sind alle mittels Transferkonstruktion gebildeten ganzzahligen Gitter auch gerade. 
Insbesondere gilt dies fu¨r alle Kreisteilungsko¨rper E = Q(ζm), solange m 6= 2t fu¨r t ≥ 2 ist,
denn dann ist das Ideal 2o unverzweigt in der Erweiterung E/F (vgl. [Was82] 2.15.). Ist das Ideal
2o hingegen verzweigt in der Erweiterung E/F , so ist ein mittels Transferkonstruktion gebildetes
ganzzahliges Gitter nicht notwendig gerade, wie das folgende Beispiel zeigt:
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Beispiel 3.1.8. Sei E = Q(ζ4) = Q(i). Das O-Gitter L1 ∼= 〈 12 , 12 , 12 , 12 〉 liefert mittels Transferkon-
struktion ein unimodulares Gitter in Dimension 8, welches offenbar ungerade und damit isometrisch zu
I8 ist. Andererseits liefert das Gitter L2 mit folgender Gram-Matrix ein gerades unimodulares Gitter,
welches somit zu E8 isometrisch sein muss:
L2 ∼=

1 12 0 0
1
2 1
1−i
2
1−i
2
0 1+i2 1
1
2
0 1+i2
1
2 1

Es ist sL1 = sL2 =
1
2Z und vL1 = vL2 =
1
16Z, wa¨hrend nL1 =
1
2Z 6= Z = nL2. 
Offenbar ist also das Normideal entscheidend bei der Frage, ob ein O-Gitter mittels Transferkon-
struktion ein gerades Z-Gitter liefert.
Proposition 3.1.9. Sei L ein O-Gitter mit sL ⊆ D−1E , d.h. mittels Spurkonstruktion ergibt L ein
ganzzahliges Z-Gitter.
a) Gilt nL ⊆ D−1F O, so ist L als Z-Gitter gerade.
b) Entha¨lt die Menge NEF (O)∪NEF (O) ·TrEF (O) ein Erzeugendensystem von o als Z-Modul, so
ist L als Z-Gitter gerade genau dann, wenn nL ⊆ D−1F O.
Beweis. a) Fu¨r jedes x ∈ L gilt h(x, x) ∈ D−1F O ∩ F = D−1F . Es folgt TrFQ (h(x, x)) ∈ Z und
TrEQ (h(x, x)) = Tr
F
Q (Tr
E
F (h(x, x))) = 2 Tr
F
Q (h(x, x)) ∈ 2Z.
b) Die Bedingung nL ⊆ D−1F O ist a¨quivalent zu nL ∩ F ⊆ D−1F . Hierfu¨r reicht es im Wesentlichen zu
zeigen, dass TrFQ (oh(x, x)) ⊆ Z fu¨r alle x ∈ L. Dieses wiederum ist a¨quivalent zu TrEQ (oh(x, x)) ⊆ 2Z
fu¨r alle x ∈ L. Da die Spur TrEQ Q-linear ist, genu¨gt es zu zeigen, dass TrEQ (ωh(x, x)) ∈ 2Z gilt fu¨r alle
x ∈ L und alle Elemente ω eines Erzeugendensystems von o als Z-Modul.
Sei nun angenommen, dass ω ∈ NEF (O). Dann gibt es ein λ ∈ O mit ω = λλ. Es folgt
TrEQ (ωh(x, x)) = Tr
E
Q (λλh(x, x)) = Tr
E
Q (h(λx, λx)) ∈ 2Z,
da L als gerade vorausgesetzt war und λx ∈ L gilt.
Ist ω ∈ NEF (O) · TrEF (O), so gibt es λ, γ ∈ O mit ω = (γ + γ)λλ. Es folgt
TrEQ (ωh(x, x)) = Tr
E
Q ((γ + γ)λλh(x, x)) = Tr
E
Q ((γ + γ)h(λx, λx))
= TrEQ (γh(λx, λx)) + Tr
E
Q (γh(λx, λx)) = 2 Tr
E
Q (h(γλx, λx)) ∈ 2Z,
denn L ist ganzzahlig und γλx, λx ∈ L. 
Korollar 3.1.10. Die Voraussetzung der vorherigen Proposition, dass NEF (O)∪NEF (O) ·TrEF (O)
eine Ganzheitsbasis von o entha¨lt, ist unter anderem gegeben, wenn:
a) E = Q(
√−D) mit D > 0 quadratfrei ein imagina¨r-quadratischer Zahlko¨rper ist,
b) E = Q(ζm) mit m ∈ N ein Kreisteilungsko¨rper ist,
c) das Ideal 2o in der Erweiterung E/F unverzweigt ist.
Insbesondere gilt fu¨r einen solchen Ko¨rper E also fu¨r ein O-Gitter mit sL ⊆ D−1E :
L ist als Z-Gitter gerade ⇔ nL ⊆ D−1F O
Beweis. a) Ist E ein imagina¨r-quadratischer Zahlko¨rper, so ist F = Q und o = Z. Da also 1 eine
Z-Basis von o = Z ist und 1 ∈ NEQ (O) gilt, ist die Voraussetzung der Proposition gegeben.
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b) Ist E = Q(ζm) ein Kreisteilungsko¨rper, so ist o = Z[ζm + ζm]. Da (ζm + ζm)k in NEF (O) fu¨r
gerades k ∈ N und in NEF (O) · TrEF (O) fu¨r ungerades k ∈ N, gilt die Voraussetzung ebenfalls fu¨r
Kreisteilungsko¨rper.
c) Zuletzt ist unter der Voraussetzung, dass 2 nicht verzweigt ist in der Erweiterung E/F , die Spur-
abbildung surjektiv und damit ist jede Ganzheitsbasis von o in der Menge TrEF (O) enthalten. 
3.2. Ideal-Gitter
In diesem Abschnitt soll zuna¨chst beschrieben werden, wie man sa¨mtliche Ideal-Gitter u¨ber einem
zuna¨chst beliebigen CM-Ko¨rper E zu gegebener Stufe und Determinante konstruiert. Anschließend
wird diese Methode angewandt, um sa¨mtliche extremalen Gitter in den Quebbemannschen Geschlech-
tern in Dimensionen < 48, welche als Ideal-Gitter u¨ber einem Kreisteilungsko¨rper konstruiert werden
ko¨nnen, zu klassifizieren.
3.2.1. Bestimmung von Ideal-Gittern. Ein Ideal-Gitter ist ein O-Gitter auf einem 1-dimen-
sionalen hermiteschen Raum (V, h). Nach Wahl einer Basis kann V mit E identifiziert werden, sodass
die hermitesche Form h von der Form hα(x, y) := αxy fu¨r ein α ∈ F ist. hα ist genau dann total
positiv definit, wenn α total positiv ist, d.h. ρ(α) > 0 fu¨r alle [F : Q] Einbettungen ρ : F ↪→ R. Die
Tatsache, dass ein α ∈ F total positiv ist, wird im Folgenden mit α 0 abgeku¨rzt.
Bei oben beschriebener Identifikation von V mit E entspricht einem Gitter L ⊆ V gerade ein O-Ideal
A ⊆ E. Das Ideal-Gitter A als O-Gitter auf dem hermiteschen Raum (E, hα) wird im Folgenden
abku¨rzend mit I(A, α) bezeichnet, das zugeho¨rige Spurgitter auf dem quadratischen Raum (V, bα) mit
L(A, α), wobei bα := bhα = Tr
E
Q (hα) ist.
Die Klassengruppe von E wird im Folgenden mit ClE bezeichnet und fu¨r ein Ideal A ist [A] ∈ ClE die
zugeho¨rige Klasse in der Klassengruppe.
Die Bestimmung der Invarianten des Gitters L(A, α) folgt im Wesentlichen durch Anwenden von Prop.
3.1.4 auf den Spezialfall eines Ideal-Gitters:
Korollar 3.2.1. Sei A ein O-Ideal und α ∈ F mit α 0. Dann gilt fu¨r L := L(A, α):
a) dimZ(L) = [E : Q].
b) L ist ganzzahlig genau dann, wenn αAADE ⊆ O gilt.
b) L# = (αADE)
−1.
c) det(L) = N(αAADE) = |dE | ·NFQ (α)2 ·N(A)2. 
Nun soll gekla¨rt werden, welche Tupel (A, α) betrachtet werden mu¨ssen, um sa¨mtliche Ideal-Gitter
zu gegebener Stufe ` (quadratfrei) und Determinante d0 bis auf Isometrie zu bestimmen. Die folgenden
beiden Lemmata reduzieren zuna¨chst die Anzahl der relevanten Ideale A:
Lemma 3.2.2. Sind A,B zwei O-Ideale mit βB = A fu¨r ein β ∈ E, so gilt L(A, α) ∼= L(B, ββα).
Ist insbesondere β = ε ∈ O∗ eine Einheit, so gilt L(A, α) ∼= L(A, εεα).
Beweis. Betrachtet man die Abbildung ψ : E → E, x 7→ βx, so gilt
hα(ψ(x), ψ(y)) = αψ(x)ψ(y) = αββxy = hαββ(x, y).
Damit folgt erst recht bα(ψ(x), ψ(y)) = Tr
E
Q (hα(ψ(x), ψ(y))) = Tr
E
Q (hαββ(x, y)) = bαββ(x, y). Folglich
ist ψ : (E, bαββ)→ (E, bα) eine Isometrie mit ψ(B) = βB = A. Somit ist L(A, α) ∼= L(B, ββα). 
Damit genu¨gt es, jeweils einen Repra¨sentanten aus jeder Idealklasse [A] ∈ ClE zu betrachten.
Insbesondere sind dies also endlich viele.
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Handelt es sich bei der Erweiterung E/Q um eine Galoiserweiterung, so operiert die Galoisgruppe
Gal(E/Q) auf ClE durch σ.[A] = [σ(A)]. Wie das folgende Lemma zeigt, genu¨gt es sogar, jeweils nur
eine Klasse aus jeder Bahn dieser Operation zu betrachten.
Lemma 3.2.3. Sei E/Q eine Galoiserweiterung und seien A ein Ideal von E und α ∈ F mit
α 0. Ist σ ∈ Gal(E/Q), so gilt L(A, α) ∼= L(σ(A), σ(α)).
Beweis. Sei σ ∈ Gal(E/Q). Unter Verwendung der Tatsache, dass die Spur TrEQ invariant unter
σ ist, zeigt nun folgende Gleichung, dass σ : (E, bα)→ (E, bσ(α)) eine Isometrie ist:
bσ(α)(σ(x), σ(y)) = Tr
E
Q (σ(α)σ(x)σ(y)) = Tr
E
Q (σ(αxy)) = Tr
E
Q (αxy) = bα(x, y)
Es folgt also L(A, α) ∼= L(σ(A), σ(α)). 
Es bezeichne im Folgenden die Menge A eine Menge von Repra¨sentanten der Idealklassen bzw., im
Fall einer Galoiserweiterung E/Q, eine Menge von Repra¨sentanten der Idealklassen modulo Operation
der Galoisgruppe Gal(E/Q).
Es bleibt die Frage zu kla¨ren, ob zu gegebenem Ideal A ∈ A ein Element α ∈ F mit α  0 existiert,
sodass das Z-Gitter L(A, α) die gewu¨nschte Determinante annimmt. Gegebenenfalls sind alle diese α
modulo einer geeigneten Relation zu bestimmen.
Sei im Folgenden L = L(A, α) ein Ideal-Gitter der Stufe ` und Determinante d0. Also muss gelten
`L# ⊆ L ⊆ L# und mit Korollar 3.2.1 c) folgt `(αADE)−1 ⊆ A ⊆ (αADE)−1 bzw. a¨quivalent dazu
`O ⊆ αAADE ⊆ O.
Demnach ist B := αAADE ein ganzes Ideal und wegen 3.2.1 d) gilt N(B) = N(αAADE) = det(L) =
d0. Da es jeweils nur endlich viele ganze Ideale mit gegebener Norm gibt, ist die Menge B := {`O ⊆
B ⊆ O | B ein O-Ideal mit N(B) = d0} endlich.
Ist nun konkret B ∈ B ein solches, so gilt:
(α) = B · (AADE)−1 =: I
Ist also L = L(A, α) ein Gitter mit Stufe ` und Determinante d0, so ist α also notwendig ein Erzeuger
des Ideals B · (AADE)−1 fu¨r ein B ∈ B. Des Weiteren ist notwendig α ∈ F mit α 0.
Umgekehrt ist fu¨r jedes solche α das Ideal-Gitter L(A, α) ein Gitter der Stufe ` und Determinante d0.
Es mu¨ssen also fu¨r ein gegebenes Ideal I alle total positiven Erzeuger α ∈ F bestimmt werden.
Insbesondere muss gekla¨rt werden, ob ein solcher Erzeuger u¨berhaupt existiert.
Lemma 3.2.4. Sei I ein O-Ideal. Dann gibt es ein α′ ∈ F mit I = α′O genau dann, wenn
I = (I ∩ F )O und I ∩ F ein o-Hauptideal ist.
Beweis. Sei I ∩ F = α′o fu¨r ein α′ ∈ F . Dann gilt I = (I ∩ F )O = α′oO = α′O. Umgekehrt sei
nun I = α′O fu¨r ein α′ ∈ F . Dann ist I ∩ F = α′o ein Hauptideal und (I ∩ F )O = α′O. 
Im folgenden Lemma werden die O-Ideale I mit I = (I ∩ F )O charakterisiert.
Lemma 3.2.5. Ein O-Ideal I erfu¨llt die Bedingung (I ∩ F )O = I genau dann, wenn fu¨r jeden
Primteiler P von I gilt:
• Ist P verzweigt in E/F , so ist νP(I) ∈ 2Z,
• ist P unverzweigt in E/F , so ist νP(I) = νP(I).
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Beweis. Sei zuna¨chst I = (I ∩ F )O. Dann gilt ∏ pνp(I∩F )O = ∏PνP(I). Aus der Eindeutigkeit
dieser Primidealzerlegung folgt nun pνp(I∩F )O =
∏
P|pP
νP(I) fu¨r jedes Primideal p von o und damit
• ist pO = P2, so ist νP(I) = 2νp(I ∩ F ) ∈ 2Z,
• ist pO ∈ {P,PP}, so ist νP(I) = νp(I ∩ F ) = νP(I).
Ist I andererseits ein Ideal, welches die Bedingungen aus dem Lemma erfu¨llt, so sei a =
∏
p p
νp(a)
dasjenige Ideal mit
νp(a) =
νP(I) pO ∈ {P,PP}1
2νP(I) pO = P
2
.
Dann ist νp(a) ∈ Z und es gilt weiter
I =
∏
P
PνP(I) =
∏
p
(pO)νp(a) =
∏
p
pνp(a)O = aO.
Da fu¨r jedes o-Ideal a gilt aO ∩ F = a, folgt (I ∩ F )O = (aO ∩ F )O = aO = I. 
Ist ein Erzeuger α′ ∈ F des Ideals I gefunden und ist α′ nicht total positiv, so stellt sich die
Frage, ob es auch mo¨glich ist, einen total positiven Erzeuger von I zu wa¨hlen. Dazu betrachtet man
den folgenden Homomorphismus:
Σ : F ∗ → {±1}[F :Q]
α 7→ (sign(ρ(α)))ρ : F↪→R
Lemma 3.2.6. Das Ideal α′O mit α′ ∈ F besitzt einen total positiven Erzeuger α ∈ F , α  0
genau dann, wenn es eine Einheit ε′ ∈ o∗ gibt mit Σ(α′) = Σ(ε′).
Beweis. Besitzt das Ideal α′O einen total positiven Erzeuger α, so gilt α = ε′α′ fu¨r ein ε′ ∈
O∗ ∩ F = o∗. Da α total positiv ist, gilt fu¨r jede Einbettung ρ : F ↪→ R:
1 = sign(ρ(α)) = sign(ρ(εα′)) = sign(ρ(ε′)) · sign(ρ(α′))
Es folgt Σ(α′) = Σ(ε′). Ist umgekehrt ε′ ∈ o∗ eine Einheit mit Σ(α′) = Σ(ε′), dann ist α := ε′α′
ebenfalls ein Erzeuger von α′O und es gilt
sign(ρ(α)) = sign(ρ(ε′)) · sign(ρ(α′)) = sign(ρ(α′))2 = 1
fu¨r alle Einbettungen ρ : F ↪→ R. Somit ist α total positiv. 
Da Einheiten ε ∈ o∗2 total positiv sind, induziert der Homomorphismus Σ|o∗ nach dem Homo-
morphiesatz einen Homomorphismus Σ : o∗/o∗2 → {±1}[F :Q] mit Im(Σ) = Im(Σ). Es bleibt also zu
entscheiden, ob Σ(α′) ∈ Im(Σ) ⊆ {±1}[F :Q].
Aufgrund des Dirichletschen Einheitensatzes ist o∗ ∼= {±1} × Z[F :Q]−1. Es folgt, dass o∗/o∗2 ∼=
{±1}[F :Q] gilt. Fasst man sowohl o∗/o∗2 als auch {±1}[F :Q] als F2-Vektorraum der Dimension [F : Q]
auf, so ist die Abbildung Σ eine F2-lineare Abbildung und somit ist das Entscheiden der Bedingung
Σ(α′) ∈ Im(Σ) im Wesentlichen a¨quivalent zu dem Lo¨sen eines linearen Gleichungssystems u¨ber F2.
Im Folgenden bezeichne E ein Repra¨sentantensystem der Quadratklassen von Einheiten.
Bemerkungen 3.2.7.
(i) Wegen |o∗/o∗2| = 2[F :Q] = |{±1}[F :Q]| ist der Homomorphismus Σ surjektiv genau dann,
wenn Σ injektiv ist; mit anderen Worten also, wenn jede total positive Einheit ein Quadrat
ist.
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Fu¨r Kreisteilungsko¨rper Q(ζm) ist diese Fragestellung untersucht worden. Fu¨r zusammen-
gesetztes m 6≡4 2 ist beispielsweise nicht jede total positive Einheit ein Quadrat und der
Homomorphismus Σ somit nicht surjektiv. Fu¨r einen U¨berblick zu diesen Fragestellungen
siehe etwa [KL07].
(ii) Fu¨r die Berechnung eines Repra¨sentantensystems E von o∗/o∗2 genu¨gt die Berechnung einer
Untergruppe von o∗ von ungeradem Index, denn: Ist allgemeiner G eine abelsche Gruppe,
U eine Untergruppe von ungeradem Index [G : U ] und bezeichnet pi : G → G/G2 die
kanonische Projektion, so gilt zuna¨chst pi(U) = G/G2, da jede Restklasse gG2 mit g[G:U ] einen
Repra¨sentanten in U besitzt. Weiter ist Kern(pi|U ) = U ∩G2 = U2, denn ist u = g2 ∈ U ∩G2,
so besitzt das Element gU ∈ G/U Ordnung kleiner oder gleich 2. Da |G/U | = [G : U ]
ungerade ist, folgt also gU = U bzw. g ∈ U . Nach dem Homomorphiesatz induziert die
Abbildung pi|U also einen Isomorphismus ϕ : U/U2 → G/G2 mit ϕ(uU2) = uG2. 
Ist schließlich mit α ∈ F , α 0 ein Erzeuger des Ideals I = B · (AADE)−1 gefunden, so ist jeder
andere total positive Erzeuger von der Form εα fu¨r eine Einheit ε ∈ O∗ ∩ F = o∗ mit ε 0.
Vorausgesetzt, es gibt zu gewa¨hlten Idealen A ∈ A und B ∈ B ein α ∈ F mit α  0, so erha¨lt man
sa¨mtliche Ideal-Gitter durch L(A, αε), wobei es aufgrund von Lemma 3.2.2 genu¨gt, fu¨r ε jeweils nur
Vertreter der Menge E+ der total positiven Einheiten von F modulo NEF (O∗) zu betrachten.
Nach Konstruktion erha¨lt man auf diese Weise Z-Gitter L mit `L# ⊆ L und Determinante d0. Es ist
jedoch noch zu pru¨fen, ob diese Gitter jeweils Stufe ` besitzen und gerade sind.
Der U¨bersicht halber sind in dem folgenden Algorithmus alle Schritte zusammengefasst:
Algorithmus 2 Bestimmung von Ideal-Gittern.
Eingabe: CM-Ko¨rper E, ` ∈ N quadratfrei, d0 ∈ N.
Ausgabe: Alle Ideal-Gitter der Stufe ` und Determinante d0 u¨ber dem Ko¨rper E.
Berechne ein Repra¨sentantensystem A von ClE bzw. ClE /Gal(E : Q).
Berechne die Menge B := {`O ⊆ B ⊆ O | B ein O-Ideal mit N(B) = d0}.
Berechne ein Repra¨sentantensystem E von o∗/o∗2.
Berechne ein Repra¨sentantensystem E+ der Menge {εNEF (O∗) | ε 0}.
for (A,B) ∈ A× B do
I := B(AADE)
−1
if I = (I ∩ F )O and ∃α′ ∈ F : α′o = I ∩ F then
if ∃ε′ ∈ E : Σ(ε′) = Σ(α′) then
α := ε′ · α′
for ε ∈ E+ do
Falls L(A, αε) ein gerades Gitter der Stufe ` ist, gib L(A, αε) aus.
end for
end if
end if
end for
Bemerkung 3.2.8. Auf die oben beschriebene Weise erha¨lt man alle geraden Z-Gitter einer
gegebenen Stufe ` und Determinante d0, welche sich als Ideal-Gitter u¨ber dem Ko¨rper E konstruieren
lassen. Es ist im Allgemeinen jedoch nicht klar, in welchem Z-Geschlecht diese Gitter liegen. Ist
beispielsweise E := Q(
√−15), so ist ClE = 〈P〉 ∼= Z/2Z, wobei 2O = PP gilt. Dann ist:
L(O, 1) ∼= ( 2 11 8 ) L(P, 12 ) ∼= ( 4 11 4 )
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Wa¨hrend das Gitter L(O, 1) im Geschlecht II2(3
+15+1) liegt, ist L(P, 12 ) ein Gitter im Geschlecht
II2(3
−15−1). 
3.2.2. Ideal-Gitter u¨ber Kreisteilungsko¨rpern. Sei im Folgenden also stets E = Q(ζm) der
m-te Kreisteilungsko¨rper. Nach 3.2.1 a) ist die Z-Dimension eines Ideal-Gitters u¨ber E somit stets
von der Form n = [E : Q] = ϕ(m). Man kann nachrechnen, dass ϕ−1(n) = ∅ gilt unter anderem
fu¨r n ∈ {14, 26, 34, 38, . . .} sowie fu¨r sa¨mtliche ungeraden Zahlen n 6= 1. Daher kann es in diesen
Dimensionen keine Ideal-Gitter u¨ber einem Kreisteilungsko¨rper geben.
Gema¨ß Korollar 3.1.10 sind im Fall m 6= 2t alle ganzzahligen Ideal-Gitter auch gerade. Im Fall m = 2t
ko¨nnen Ideal-Gitter hingegen auch ungerade sein (vgl. Bemerkung 3.2.10b).
Das Minimum eines Ideal-Gitters ist a priori nur schwer bis gar nicht berechenbar. Die Rechnungen
zeigen jedoch, dass die Minima von Ideal-Gittern
”
ha¨ufig groß“ sind. Beweisbar ist zum Beispiel
Folgendes:
Bemerkung 3.2.9. (vgl. [BF84] Cor. 2.2.) Sei E = Q(ζm) mit m quadratfrei. Dann ist L(A, α)
unzerlegbar. Ist weiter m 6= p, 2p fu¨r jede Primzahl p und [E : Q] = ϕ(m) > 8, dann besitzt jedes
Ideal-Gitter L(A, α) ein Minimum von mindestens 4. 
In der Folge werden alle Ideal-Gitter u¨ber einem Kreisteilungsko¨rper in den Quebbemannschen
Geschlechtern fu¨r Dimensionen < 48 bestimmt. Dabei werden nur solche Geschlechter betrachtet,
welche ein extremales Gitter enthalten ko¨nnen (vgl. Tabelle 1.2). Dies geschieht zuna¨chst gesondert fu¨r
den Fall einer ungeraden Primzahlpotenz und im Anschluss daran fu¨r alle u¨brigen Kreisteilungsko¨rper.
3.2.2.1. Der Fall m = pt, p ungerade Primzahl. Ist m = pt die Potenz einer ungeraden Primzahl,
so ist nach 3.2.1 d) die Quadratklasse der Determinante jedes entstehenden Gitters gleich pQ∗2, denn
die Diskriminante von E ist eine ungerade Potenz von p (vgl. [Was82] 2.1). Daher kann es in diesen
Fa¨llen ho¨chstens dann Gitter in `-modularen Geschlechtern geben, wenn p = ` ist und die Dimension
kongruent zu 2 modulo 4 ist; gema¨ß Lemma 1.1.3 also nur dann, wenn ` ≡4 3. Diese sind bis ein-
schließlich Dimension 40 in folgender Tabelle angegeben:
` E h h2 h4 h6 Genus hext
3 Q(ζ3) 1 1 - - II2(3−1) 1
Q(ζ9) 1 1 - - II6(3−3) 1
Q(ζ27) 1 1 0 - II18(3−9) 0
7 Q(ζ7) 1 0 1 - II6(7+3) 1
11 Q(ζ11) 1 0 0 1 II10(11−5) 1
Tabelle 3.1. Ideal-Gitter u¨ber Kreisteilungsko¨rpern Q(ζm) mit m = pt.
Im Fall E = Q(ζp) handelt es sich bei diesen Gittern um Spezialfa¨lle der sogenannten Craig-Gitter
A
(m)
p−1 (vgl. [CS93] §8.6), hier konkret also A(1)2 ∼= A2, A(2)6 und A(3)10 . Diese drei Gitter sind extremal
genauso, wie das Gitter A2⊥A2⊥A2.
3.2.2.2. Der Fall m 6= pt, p ungerade Primzahl. Sei im Folgenden also stets m 6= pt fu¨r jede unge-
rade Primzahl p. Somit ist entweder m zusammengesetzt, d.h. m besitzt mindestens zwei verschiedene
Primteiler, oder es ist m = 2t fu¨r ein t ∈ N. In beiden Fa¨llen ergeben sich einige Vereinfachungen:
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Bemerkungen 3.2.10.
(i) Ist m zusammengesetzt, so ist die Erweiterung E/F unverzweigt. Somit gilt also DE/F = O.
Aus Formel (20) folgt somit DE = DF · DE/F = DF · O. Damit erfu¨llt D−1E die Identita¨t
(D−1E ∩F )O = D−1E . Das Ideal AA erfu¨llt offensichtlich die Bedingung aus Lemma 3.2.5 und
somit ist auch (AA ∩ F )O = AA. Das Ideal I := B · (AADE)−1 erfu¨llt folglich genau dann
(I∩F )O = I, wenn dies bereits fu¨r das Ideal B gilt. Damit la¨sst sich die Menge B wie folgt
einschra¨nken:
B := {`O ⊆ B ⊆ O | B ein O-Ideal mit N(B) = d0 und (B ∩ F )O = B}
(ii) Ist m = 2t fu¨r ein t ∈ N, so ist das Ideal-Gitter L(A, α) nach 3.1.10 genau dann gerade, wenn
nL ⊆ D−1F O. Fu¨r das 1-dimensionale O-Gitter (A, α) gilt nL = sL = αAA = BD−1E . Man
erha¨lt also als Kriterium dafu¨r, wann L(A, α) gerade ist, die Bedingung BDE ⊆ D−1F O. Mit
(20) ist dies a¨quivalent zu B ⊆ DE/F = P2, wobei P := (1 − ζm) ist. Also la¨sst sich in
diesem Fall die Menge B wie folgt wa¨hlen:
B := {`O ⊆ B ⊆ P2 | B ein O-Ideal mit N(B) = d0}
Insbesondere muss also ` notwendig gerade sein, damit ein gerades Ideal-Gitter u¨ber dem
Ko¨rper E = Q(ζm) der Stufe ` existieren kann. 
Fu¨r zwei Geschlechter folgt die Bestimmung aller Ideal-Gitter hier noch einmal ausfu¨hrlich:
Beispiel 3.2.11. (Ideal-Gitter im Geschlecht II32(2
+16)) Um ein Z-Gitter der Dimension 32 zu
erhalten, sind genau die Zahlen m ∈ ϕ−1(32) = {51, 64, 68, 80, 96, 120} zu betrachten:
m=51 Hier ist 2O = P1P1P2P2 mit N(P1) = N(P2) = 2
8. Gema¨ß Bemerkung 3.2.10 gilt also
B = {P1P1,P2P2}. Die Klassenzahl von E = Q(ζ51) ist 5, es ist ClE = 〈A〉 ∼= Z/5Z zyklisch.
Es gibt zwei Bahnen unter der Operation der Galoisgruppe, genauer A = {O,A}. Weiter
gibt es genau eine Norm-Restklasse total positiver Einheiten in o∗, also E+ = {1}. Von den
vier so entstehenden Z-Gittern sind genau zwei isometrisch. Die verbleibenden drei Gitter
sind extremal und isometrisch zu MW32, MW
′
32 bzw. CQ32.
m=64 Hier ist 2O = P32 mit N(P) = 2. Die Menge B besteht demnach aus dem Element P16. Die
Klassenzahl von E = Q(ζ64) ist 17, es ist ClE = 〈A〉 ∼= Z/17Z zyklisch. Es gibt zwei Bahnen
unter der Operation der Galoisgruppe, genauer A = {O,A}. Weiter gibt es genau eine Norm-
Restklasse total positiver Einheiten in o∗, also E+ = {1}. Von den zwei so entstehenden
Z-Gittern besitzt eines das Minimum 2 und eines das Minimum 4.
m=68 Hier ist 2O = P21P
2
2 mit N(P1) = N(P2) = 2
8. Die Menge B umfasst demnach die drei
Elemente P21,P
2
2,P1P2.
Die Klassenzahl von E = Q(ζ68) ist 8, es ist ClE = 〈A〉 ∼= Z/8Z zyklisch. Es gibt vier
Bahnen unter der Operation der Galoisgruppe, genauer A = {O,A,A2,A4}. Weiter gibt es
genau zwei Norm-Restklassen total positiver Einheiten in o∗, also E+ = {1, ε}. Man erha¨lt
auf diese Weise bis auf Isometrie genau sechs Z-Gitter. Je drei dieser Gitter besitzen das
Minimum 4 und die drei u¨brigen Gitter sind extremal. Auch diese sind isometrisch zu den
Gittern MW32,MW
′
32 und CQ32.
m=80 Hier ist 2O = P8 mit N(P) = 24. Die Menge B umfasst demnach das Element P4. Die
Klassenzahl von E = Q(ζ80) ist 5, es ist ClE = 〈A〉 ∼= Z/5Z zyklisch. Es gibt zwei Bahnen
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unter der Operation der Galoisgruppe, genauer A = {O,A}. Weiter gibt es genau eine Norm-
Restklasse total positiver Einheiten in o∗, also E+ = {1}. Es entstehen zwei Gitter; eines
davon ist extremal, isometrisch zu dem Gitter Q32.
m=96 Hier ist 2O = P16 mit N(P) = 22. Die Menge B umfasst demnach das Element P8. Die
Klassenzahl von E = Q(ζ96) ist 9, es ist ClE = 〈A1,A2〉 ∼= Z/3Z×Z/3Z. Es gibt zwei Bahnen
unter der Operation der Galoisgruppe, genauer A = {O,A1}. Weiter gibt es genau eine
Norm-Restklasse total positiver Einheiten in o∗, also E+ = {1}. Auf diese Weise entstehen
genau zwei Z-Gitter, eines mit Minimum 2 und eines mit Minimum 4.
m=120 Hier ist 2O = P4P
4
mit N(P) = 24. Gema¨ß 3.2.10 ist B = {P2P2}. Die Klassenzahl von
E = Q(ζ120) ist 4, es ist ClE = 〈A〉 ∼= Z/4Z zyklisch. Es gibt drei Bahnen unter der Operation
der Galoisgruppe, genauer A = {O,A,A2}. Weiter gibt es genau zwei Norm-Restklassen
total positiver Einheiten in o∗, also ist E+ = {1, ε}. Von den sechs entstehenden Gittern sind
jeweils zwei isometrisch. Die verbleibenden drei Gitter besitzen jeweils das Minimum 4.
Somit la¨sst sich als Ergebnis festhalten, dass in dem Geschlecht II32(2
+16) mit den Gittern CQ32,MW32
und MW ′32 genau drei extremale Gitter mit einer Struktur als Ideal-Gitter u¨ber einem Kreistei-
lungsko¨rper existieren. 
Beispiel 3.2.12. (Ideal-Gitter im Geschlecht II36(3
+18)) Um ein Z-Gitter der Dimension 36 zu
erhalten, sind genau die Zahlen m ∈ ϕ−1(36) = {37, 57, 63, 76, 108} zu betrachten. Da 37 eine Primzahl
ist, scheidet diese aus (vgl. Abschnitt 3.2.2.1).
m=57 Hier ist 3O = P2 mit N(P) = 318. Die Menge B = {P} ist also einelementig. Die Klassenzahl
von E = Q(ζ57) ist 9, es ist ClE = 〈A〉 ∼= Z/9Z zyklisch. Es gibt drei Bahnen unter der
Operation der Galoisgruppe, genauer A = {O,A,A3}. Weiter gibt es genau eine Norm-
Restklasse total positiver Einheiten in o∗, also E+ = {1}. Man erha¨lt drei Gitter, zwei Gitter
mit Minimum 6, eines mit Minimum 4.
m=63 Hier ist 3O = P6 mit N(P) = 36. Es ist B = {P3}. Die Klassenzahl von E = Q(ζ63) ist 7,
es ist ClE = 〈A〉 ∼= Z/7Z. Hier gibt es zwei Bahnen von Idealklassen unter der Galoisgruppe,
genauer A = {O,A}. Des Weiteren gibt es genau eine Norm-Restklasse total positiver Ein-
heiten in o∗, also E+ = {1}. Man erha¨lt zwei Gitter von denen eines Minimum 4 und eines
Minimum 6 besitzt.
m=76 Hier ist 3O = P1P2 mit N(P1) = N(P2) = 3
18. Es ist also B = {P1,P2}. Die Klassenzahl
von E = Q(ζ76) ist 19, es ist ClE = 〈A〉 ∼= Z/19Z. Es gibt zwei Bahnen von Idealklassen unter
der Galoisgruppe, genauer A = {O,A}. Die Anzahl der total positiven Norm-Restklassen ist
1, also E = {1}. Es entstehen vier Gitter mit Minimum 6 von denen jeweils zwei isometrisch
sind.
m=108 Hier ist 3O = P18 mit N(P) = 32. Es ist B = {P9}. Die Klassenzahl von E = Q(ζ108) ist
ebenfalls 19, modulo der Operation der Galoisgruppe sind es auch hier zwei Klassen. Weiter
gibt es eine Norm-Restklasse total positiver Einheiten, also E+ = {1}. Man erha¨lt zwei
Gitter; eines davon ist das Gitter 18.A2 mit Minimum 2, das andere besitzt ein Minimum
von 6.
Somit la¨sst sich als Ergebnis festhalten, dass in dem Geschlecht II36(3
+18) kein extremales Gitter mit
einer Struktur als Ideal-Gitter u¨ber einem Kreisteilungsko¨rper existiert. 
Sa¨mtliche Ergebnisse sind in der nachfolgenden Tabelle 3.2 aufgefu¨hrt. Dabei ist ` die Stufe
der Z-Gitter, E der jeweilige Kreisteilungsko¨rper, hZ die Gesamtanzahl der gefundenen Ideal-Gitter,
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h2, . . . , h14 die Anzahl der hermiteschen Gitter, welche als Z-Gitter ein Minimum von 2, . . . , 14 be-
sitzen, und hZext die Anzahl der extremalen Z-Gitter (bis auf Isometrie), welche eine Struktur als
Ideal-Gitter u¨ber dem Ko¨rper E besitzen.
` E hZ h2 h4 h6 h8 h10 h12 h14 Genus hZext
2 Q(ζ8) 1 1 - - - - - - II4(2−2) 1
Q(ζ12) 1 1 - - - - - - II4(2−2) 1
Q(ζ16) 1 1 - - - - - - II8(2+4) 1
Q(ζ24) 1 1 - - - - - - II8(2+4) 1
Q(ζ36) 1 1 - - - - - - II12(2−6) 1
Q(ζ32) 1 1 0 - - - - - II16(2+8) 0
Q(ζ40) 1 0 1 - - - - - II16(2+8) 1
Q(ζ48) 1 1 0 - - - - - II16(2+8) 0
Q(ζ60) 1 0 1 - - - - - II16(2+8) 1
Q(ζ33) 1 0 1 - - - - - II20(2−10) 1
Q(ζ44) 1 0 1 - - - - - II20(2−10) 1
Q(ζ56) 1 0 1 - - - - - II24(2+12) 1
Q(ζ72) 2 1 1 - - - - - II24(2+12) 1
Q(ζ84) 1 0 1 - - - - - II24(2+12) 1
Q(ζ51) 3 0 0 3 - - - - II32(2+16) 3
Q(ζ64) 2 1 1 0 - - - - II32(2+16) 0
Q(ζ68) 6 0 3 3 - - - - II32(2+16) 3
Q(ζ80) 2 0 1 1 - - - - II32(2+16) 1
Q(ζ96) 2 1 1 0 - - - - II32(2+16) 0
Q(ζ120) 3 0 3 0 - - - - II32(2+16) 0
Q(ζ57) 3 0 0 3 - - - - II36(2−18) 3
Q(ζ76) 2 0 1 1 - - - - II36(2−18) 1
Q(ζ108) 2 1 1 0 - - - - II36(2−18) 0
Q(ζ88) 6 0 3 3 - - - - II40(2+20) 3
Q(ζ132) 4 0 1 3 - - - - II40(2+20) 3
3 Q(ζ12) 1 1 - - - - - - II4(3+2) 1
Q(ζ24) 1 1 - - - - - - II8(3+4) 1
Q(ζ21) 1 0 1 - - - - - II12(3+6) 1
Q(ζ28) 1 0 1 - - - - - II12(3+6) 1
Q(ζ36) 1 1 0 - - - - - II12(3+6) 0
Q(ζ40) 1 0 1 - - - - - II16(3+8) 1
Q(ζ48) 1 1 0 - - - - - II16(3+8) 0
Q(ζ60) 1 0 1 - - - - - II16(3+8) 1
Q(ζ39) 2 0 1 1 - - - - II24(3+12) 1
Q(ζ52) 2 0 1 1 - - - - II24(3+12) 1
Q(ζ56) 2 0 2 0 - - - - II24(3+12) 0
Q(ζ72) 2 1 1 0 - - - - II24(3+12) 0
Q(ζ84) 2 0 2 0 - - - - II24(3+12) 0
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` E hZ h2 h4 h6 h8 h10 h12 h14 Genus hZext
3 Q(ζ80) 6 0 2 4 - - - - II32(3+16) 4
Q(ζ96) 2 1 0 1 - - - - II32(3+16) 1
Q(ζ120) 5 0 3 2 - - - - II32(3+16) 2
Q(ζ57) 3 0 1 2 0 - - - II36(3+18) 0
Q(ζ63) 2 0 1 1 0 - - - II36(3+18) 0
Q(ζ76) 2 0 0 2 0 - - - II36(3+18) 0
Q(ζ108) 2 1 0 1 0 - - - II36(3+18) 0
Q(ζ88) 6 0 0 6 0 - - - II40(3+20) 0
Q(ζ132) 2 0 0 2 0 - - - II40(3+20) 0
5 Q(ζ15) 1 0 1 - - - - - II8(5+4) 1
Q(ζ20) 1 0 1 - - - - - II8(5+4) 1
Q(ζ24) 1 0 1 - - - - - II8(5+4) 1
Q(ζ21) 1 0 1 - - - - - II12(5−6) 1
Q(ζ40) 1 0 1 0 - - - - II16(5+8) 0
Q(ζ48) 1 0 1 0 - - - - II16(5+8) 0
Q(ζ60) 1 0 1 0 - - - - II16(5+8) 0
Q(ζ35) 1 0 0 0 1 - - - II24(5+12) 1
Q(ζ45) 1 0 1 0 0 - - - II24(5+12) 0
Q(ζ56) 2 0 1 0 1 - - - II24(5+12) 1
Q(ζ72) 2 0 1 1 0 - - - II24(5+12) 0
Q(ζ84) 1 0 1 0 0 - - - II24(5+12) 0
Q(ζ80) 2 0 1 0 1 0 - - II32(5+16) 0
Q(ζ96) 2 0 1 1 0 0 - - II32(5+16) 0
Q(ζ120) 8 0 1 2 5 0 - - II32(5+16) 0
Q(ζ63) 8 0 1 0 7 0 - - II36(5−18) 0
Q(ζ55) 2 0 0 0 2 0 0 - II40(5+20) 0
Q(ζ75) 2 0 1 0 1 0 0 - II40(5+20) 0
Q(ζ88) 8 0 0 4 4 0 0 - II40(5+20) 0
Q(ζ100) 6 0 3 0 3 0 0 - II40(5+20) 0
Q(ζ132) 2 0 0 1 1 0 0 - II40(5+20) 0
Q(ζ69) 5 0 0 0 5 0 0 - II44(5−22) 0
6 Q(ζ24) 1 0 1 - - - - - II8(2+43+4) 1
Q(ζ28) 1 0 1 - - - - - II12(2+63+6) 1
Q(ζ40) 1 0 0 1 - - - - II16(2+83+8) 1
Q(ζ48) 1 0 1 0 - - - - II16(2+83+8) 0
Q(ζ60) 1 0 0 1 - - - - II16(2+83+8) 1
Q(ζ33) 1 0 0 1 - - - - II20(2−103−10) 1
Q(ζ56) 2 0 1 0 1 - - - II24(2+123+12) 1
Q(ζ72) 2 0 1 1 0 - - - II24(2+123+12) 0
Q(ζ84) 2 0 0 0 2 - - - II24(2+123+12) 2
Q(ζ80) 6 0 0 1 5 0 - - II32(2+163+16) 0
Q(ζ96) 2 0 1 0 1 0 - - II32(2+163+16) 0
Q(ζ120) 5 0 0 1 4 0 - - II32(2+163+16) 0
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` E hZ h2 h4 h6 h8 h10 h12 h14 Genus hZext
6 Q(ζ88) 6 0 0 0 5 1 0 - II40(2+203+20) 0
Q(ζ132) 4 0 0 1 2 1 0 - II40(2+203+20) 0
7 Q(ζ24) 1 0 1 - - - - - II8(7+4) 1
Q(ζ28) 1 0 1 (0) - - - - II12(7+6) (0)
Q(ζ40) 1 0 0 1 - - - - II16(7+8) 1
Q(ζ48) 2 0 1 1 - - - - II16(7+8) 1
Q(ζ60) 1 0 0 1 - - - - II16(7+8) 1
Q(ζ44) 1 0 0 1 0 - - - II20(7+10) 0
Q(ζ56) 6 0 1 2 3 (0) - - II24(7+12) (0)
Q(ζ72) 2 0 1 1 0 (0) - - II24(7+12) (0)
Q(ζ84) 1 0 0 0 1 (0) - - II24(7+12) (0)
Q(ζ80) 4 0 0 1 1 2 0 - II32(7+16) 0
Q(ζ96) 6 0 1 1 4 0 0 - II32(7+16) 0
Q(ζ120) 9 0 0 2 7 0 0 - II32(7+16) 0
Q(ζ88) 20 0 0 2 11 6 1 0 II40(7+20) 0
Q(ζ132) 2 0 0 0 1 1 0 0 II40(7+20) 0
11 Q(ζ12) 1 0 1 - - - - - II4(11+2) 1
Q(ζ15) 1 0 0 1 - - - - II8(11+4) 1
Q(ζ20) 1 0 0 1 - - - - II8(11+4) 1
Q(ζ24) 1 0 1 0 - - - - II8(11+4) 0
Q(ζ36) 1 0 1 (0) - - - - II12(11+6) (0)
14 Q(ζ8) 1 0 1 - - - - II4(2+27+2) 1
Q(ζ16) 1 0 1 0 - - - - II8(2+47+4) 0
Q(ζ24) 1 0 0 1 - - - - II8(2+47+4) 1
Q(ζ28) 1 0 0 0 1 - - - II12(2+67+6) 1
Q(ζ32) 1 0 1 0 0 0 - - II16(2+87+8) 0
Q(ζ40) 1 0 0 0 1 0 - - II16(2+87+8) 0
Q(ζ48) 2 0 0 1 1 0 - - II16(2+87+8) 0
Q(ζ60) 1 0 0 0 1 0 - - II16(2+87+8) 0
Q(ζ56) 6 0 0 0 4 0 2 0 II24(2+127+12) 0
Q(ζ72) 2 0 0 1 1 0 0 0 II24(2+127+12) 0
Q(ζ84) 1 0 0 0 1 0 0 0 II24(2+127+12) 0
15 Q(ζ24) 1 0 0 1 - - - - II8(3+45+4) 1
Q(ζ40) 1 0 0 0 0 1 - - II16(3+85+8) 1
Q(ζ48) 1 0 0 1 0 0 - - II16(3+85+8) 0
Q(ζ60) 1 0 0 0 1 0 - - II16(3+85+8) 0
Q(ζ56) 1 0 0 0 1 0 0 0 II24(3+125+12) 0
Q(ζ72) 2 0 0 1 0 0 1 0 II24(3+125+12) 0
Q(ζ84) 2 0 0 0 0 0 2 0 II24(3+125+12) 0
23 Q(ζ12) 1 0 0 1 - - - - II4(23+2) 1
Tabelle 3.2. Ideal-Gitter u¨ber Kreisteilungsko¨rpern Q(ζm) mit m 6= pt.
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Bemerkung 3.2.13. Wie in Bemerkung 3.2.8 gesehen, ist a priori nicht klar, dass alle Ideal-Gitter
u¨ber einem Ko¨rper E zu gegebener Stufe und Determinante im selben Z-Geschlecht liegen. Dies ist
jedoch fu¨r die betrachteten Kreisteilungsko¨rper stets der Fall. 
Als Ergebnis dieser Klassifikation erha¨lt man:
Satz 3.2.14. In der nachfolgenden Tabelle sind fu¨r die Stufen ` ∈ {2, 3, 5, 6, 7, 11, 14, 15, 23} bis
Dimension < 48 die Anzahlen extremaler Gitter mit einer Struktur als Ideal-Gitter u¨ber einem Kreis-
teilungsko¨rper Q(ζm), m 6= pr, 2pr, p ungerade Primzahl aufgelistet.
n 2 3 5 6a 6b 7 11 14 15 23
4 1 1 0 0 0 0 1 1 0 1
8 1 1 1 1 1 1 1 1 -
12 1 1 1 1 0 0 0 1 0 -
16 1 2 0 1 3 - 0 1 -
20 1 0 0 0 1 0 - 0 0 -
24 1 1 1 2 0 - 0 0 -
32 4 7 0 0 0 - - - -
36 3 0 0 0 0 0 - - - -
40 6 0 0 0 0 - - - -
44 0 0 0 0 - - - - -

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3.3. Allgemeines zu Geschlechtern und Maßformel
Sei auch in diesem Abschnitt weiterhin E ein CM-Ko¨rper mit maximal reellem Teilko¨rper F . Be-
kanntlich korrespondieren die Primideale von F gerade zu Klassen a¨quivalenter nicht-archimedischer
Bewertungen von F . Diese werden im Folgenden auch Stellen genannt und ebenfalls mit p bezeichnet.
Die Menge dieser Stellen von F sei ΩF . Gilt p | 2, so spricht man auch von einer dyadischen Stelle.
Fu¨r p ∈ ΩF bezeichne Fp die Komplettierung von F an der Stelle p und entsprechend EP die Kom-
plettierung von E an der Stelle P (im Sinne von [O’M63] §11F). Im Folgenden wird mit pi stets ein
uniformisierendes Element von Fp bezeichnet. Weiter sei Ep := Fp ⊗F E die Komplettierung von E
an der Stelle p. Es gilt (vgl. [Neu92] II (8.3)):
Ep ∼=
EP pO ∈ {P,P2}Fp × Fp pO = PP(24)
Auf Ep definiert man weiter eine Involution als Fortsetzung der Involution durch f ⊗ e 7→ f ⊗ e.
Bei der Identifikation wie in (24) entspricht diese Involution im ersten Fall gerade der Involution
der quadratischen (Ko¨rper-)Erweiterung EP/Fp und im zweiten Fall gerade der Vertauschung der
Komponenten von Fp × Fp.
Den Ring Op definiert man als den ganzen Abschluss von op in Ep, sodass man im Fall pO = P,P
2
den gewo¨hnlichen Ganzheitsring von EP, also OP und im Fall pO = PP den Ring op × op erha¨lt.
Fu¨r ein O-Ideal A sei Ap := Op · A. Im Fall pO = P,P2 erha¨lt man also einfach Ap = AP, wa¨hrend
im anderen Fall Ap = p
νP(A) × pνP(A) ist. Insbesondere erha¨lt man fu¨r die Differente:
DEp := (DE)p =
DEP pO ∈ {P,P2}DFp ×DFp pO = PP
Ist A in beliebiges O-Ideal, so gilt
A =
⋂
p∈ΩF
(Ap ∩ E).(25)
Weiter definiert man Vp := Fp ⊗F V . Dann ist Vp ein freier Ep-Modul vom Rang N = dimE(V ). Die
hermitesche Form h kann auf Vp fortgesetzt werden durch h(f1 ⊗ v, f2 ⊗ w) := f1f2 ⊗ h(v, w).
Ist L ein O-Gitter auf V , so ist Lp := Op · L ein Op-Gitter auf Vp. Die Definitionen des dualen
Gitters, des Skalen-, Norm- und Volumenideals sowie der Eigenschaften modular und maximal sind in
naheliegender Weise auf Op-Gitter zu u¨bertragen. Ist L = A1x1 + . . .+ANxN , so ist Lp = (A1)px1 +
. . . + (AN )pxN . Daraus ergibt sich leicht (Lp)
∗ = (L∗)p sowie sLp = (sL)p, nLp = (nL)p und vLp =
(vL)p. Zusammen mit (25) erha¨lt man somit, dass ein O-Gitter L genau dann A-modular ist, wenn
fu¨r jede Stelle p ∈ ΩF das Op-Gitter Lp Ap-modular ist. Daru¨ber hinaus gilt:
L =
⋂
p∈ΩF
(Lp ∩ V )
Die Definition eines Geschlechts von Gittern auf einem hermiteschen Raum (V, h) lautet wie folgt:
Definition. Sei L ein O-Gitter auf dem hermiteschen Raum (V, h). Das Geschlecht von L ist
definiert als
gen(L) := {O-Gitter K ⊂ V | ∀p ∈ ΩF ∃ψp ∈ U(Vp, h) : Kp = ψp(Lp)}
Ein Geschlecht (auf einem total positiv definiten hermiteschen Raum) ist also wie u¨blich durch
die Angabe einer Isometrieklasse fu¨r jede Stelle p ∈ ΩF festgelegt.
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3.3.1. Hermitesche Geschlechter. Sei im Folgenden stets L ein hermitesches O-Gitter, wel-
ches mittels Spurkonstruktion ein gerades Z-Gitter mit gegebener quadratfreier Stufe ` und Determi-
nante d0 ergibt. Es sollen nun unter gewissen Voraussetzungen an das Gitter L und den Ko¨rper E alle
mo¨glichen hermiteschen Geschlechter eines solchen Gitters L bestimmt werden.
Aus Prop. 3.1.4 erha¨lt man fu¨r ein solches Gitter L zuna¨chst
sL ⊆ D−1E und N(vL) = d0 · |dE |−N .(26)
Da weiter die Stufe von L gleich ` ist, gilt nach Lemma 1.1.1 `L# ⊆ L ⊆ L# und wegen L# = D−1E L∗
auch:
`D−1E L
∗ ⊆ L ⊆ D−1E L∗(27)
Insbesondere sind unimodulare Z-Gitter L (also mit ` = d0 = 1) als O-Gitter somit (global) D−1E -
modular.
Allgemeiner erha¨lt man fu¨r beliebige Stufe ` durch U¨bergang zu den Komplettierungen (d.h. Multi-
plizieren mit Op) der Inklusionskette (27) die folgenden Beziehungen:
`D−1EpL
∗
p ⊆ Lp ⊆ D−1EpL∗p(28)
Offenbar zeigen diese Inklusionen bereits fu¨r jede Stelle p ∈ ΩF mit p - `, dass Lp = D−1EpL∗p gilt, d.h.
Lp also D
−1
Ep
-modular ist. An einer Stelle p ∈ ΩF , welche unverzweigt in der gesamten Erweiterung
E/Q und damit teilerfremd zu DE ist, folgt daru¨ber hinaus L∗p = Lp und somit ist Lp fu¨r eine solche
Stelle p unimodular.
Fu¨r alle u¨brigen Stellen p ∈ ΩF ist das Gitter Lp nicht notwendig modular, a¨hnlich wie bei Zp-Gittern
kann man jedes Gitter in eine Summe von modularen Gittern zerlegen:
Definition. Eine Zerlegung Λ = ⊥i∈ZJi eines Op-Gitters Λ heißt Jordan-Zerlegung, falls Ji
entweder Pi-modular im Fall pO ∈ {P,P2} bzw. pi× pi-modular im Fall pO = PP ist oder Ji = {0}
gilt. Zwei Jordan-Zerlegungen Λ = ⊥i∈ZJi und Λ˜ = ⊥i∈ZJ˜i sind vom selben Typ, wenn dim Ji = dim J˜i
und Ji normal genau dann, wenn J˜i normal ist. Dabei heißt ein Gitter J normal, falls nJ = sJ und
subnormal anderenfalls, also wenn nJ ( sJ .
Man kann leicht zeigen, dass jedes Op-Gitter eine Jordan-Zerlegung besitzt (vgl. [Jac62] 4.3
bzw. [Ger70] 1.6). Weiter kann man genau wie in [O’M63] 91:9 zeigen, dass der Typ jeder Jordan-
Zerlegung eines Gitters stets derselbe ist. Der Typ einer beliebigen Jordan-Zerlegung eines Op-Gitters
wird im Folgenden als dessen Jordan-Typ bezeichnet.
Die fu¨r das Folgende notwendige lokale Theorie fu¨r hermitesche Formen wurde in [Jac62] im Fall
einer nicht-zerlegten Stelle und in [Ger70] im Fall einer zerlegten Stelle entwickelt. Die Ergebnisse
sollen hier kurz zitiert werden. Es wird sich zeigen, dass diese Klassifikation in großen Teilen einfacher
ist als die entsprechenden Resultate fu¨r quadratische Formen (vgl. auch [O’M63] 92:2 und 93:28).
Proposition 3.3.1. (vgl. [Jac62] Theorem 7.1. bzw. [Ger70] Theorem 1.5.) Sei p ∈ ΩF eine
nicht-verzweigte Stelle, d.h. es ist pO = P tra¨ge oder pO = PP zerlegt.
a) Ist Λ ein pi-modulares Op-Gitter (genauer p
iOp-modular, d.h. P
i-modular bzw. pi × pi-
modular), so gilt:
Λ ∼= 〈pii, . . . , pii〉
b) Zwei Op-Gitter Λ und Λ˜ sind isometrisch genau dann, wenn Λ und Λ˜ vom selben Jordan-Typ
sind. 
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Bemerkungen 3.3.2.
(i) Fu¨r die hierbei verwendete Notation Λ ∼= 〈α1, . . . , αN 〉 fu¨r ein Op-Gitter Λ im Fall pO = PP
siehe [Ger70] Rem. 1.6 oder auch [Shi64] Prop. 3.2.
(ii) Wegen h(x, y) = h(y, x) gilt fu¨r ein Op-Gitter Λ ebenfalls sΛ = sΛ. Ist also Λ A-modular, so
gilt notwendig A = A. Insbesondere kann es im Fall pO = PP kein P-modulares Op-Gitter
geben. 
Ist p ∈ ΩF eine verzweigte Stelle, d.h. gilt pO = P2, so ist Π :=
√
pi ein uniformisierendes Element
von EP. Fu¨r jedes i ∈ Z bezeichnet man in diesem Fall das 2-dimensionale Pi-modulare Op-Gitter
H(i) mit
H(i) ∼=
(
0 Πi
Π
i
0
)
als (Pi-modulare) hyperbolische Ebene. Ist ein Gitter isometrisch zu einer orthogonalen Summe H(i) ⊥
. . . ⊥ H(i) von Pi-modularen hyperbolischen Ebenen, so bezeichnet man das Gitter auch als hyper-
bolisch. Falls p eine nicht-dyadische verzweigte Stelle und damit 2 eine Einheit ist, so gilt H(i) ∼=
〈pii/2,−pii/2〉 fu¨r jedes gerade i, wie man leicht mit der Transformation 12
(
1 2
1 −2
)
verifiziert. Ist i hin-
gegen ungerade, so ist H(i) subnormal und damit insbesondere nicht diagonalisierbar.
Proposition 3.3.3. (vgl. [Jac62] Theorem 8.2.) Sei p ∈ ΩF eine verzweigte, nicht-dyadische
Stelle, d.h. es ist pO = P2 und es gilt p - 2.
a) Sei Λ ein Pi-modulares Op-Gitter. Dann gilt:
Λ ∼=
〈pi
i
2 , . . . , pi
i
2 , pi−
(n−1)i
2 dΛ〉 falls i gerade
H(i) ⊥ . . . . . . ⊥ H(i) falls i ungerade
b) Zwei Op-Gitter Λ und Λ˜ sind genau dann isometrisch, wenn die folgenden beiden Bedingun-
gen erfu¨llt sind:
1. Λ und Λ˜ sind vom selben Jordan-Typ.
2. Ist Λ = ⊥Ji bzw. Λ˜ = ⊥J˜i jeweils eine Jordan-Zerlegung von Λ bzw. Λ˜, so gilt dJi ∼= dJ˜i
fu¨r alle i ∈ 2Z. 
Eine Folgerung der Propositionen 3.3.1 und 3.3.3 ist, dass die Jordan-Zerlegung eines Gitters an
einer nicht-verzweigten oder nicht-dyadischen Stelle bis auf Isometrie eindeutig ist, d.h. sind ⊥Ji bzw.
⊥J˜i zwei Jordan-Zerlegungen eines Gitters Λ, so gilt Ji ∼= J˜i fu¨r alle i ∈ Z.
Diese Eindeutigkeit ist fu¨r eine verzweigte dyadische Stelle im Allgemeinen nicht gegeben. Beispielswei-
se gilt 〈1,−2〉 ∼= 〈−1, 2〉 u¨ber dem Ko¨rper Q2(
√−2), wie man mit Hilfe der Transformation ( 1 2−1 −1 )
leicht nachrechnet. Andererseits ist jedoch 〈−1〉 6∼= 〈1〉 sowie 〈−2〉 6∼= 〈2〉, wie sich an dem Hilbert-
Symbol (−1,−2)2 = −1 zusammen mit [O’M63] 63:10 ablesen la¨sst.
Fu¨r das allgemeine Klassifikationsresultat fu¨r eine verzweigte dyadische Stelle sei auf [Jac62] §11 ver-
wiesen. Hier werden ausschließlich die beno¨tigten Ergebnisse modulare Gitter betreffend zitiert. Sei
also nun p ∈ ΩF eine verzweigte dyadische Stelle, d.h. es gelte pO = P2 und p - 2. Die Erweiterung
Ep/Fp hat dementsprechend Grad [Ep : Fp] = 2. Demzufolge gibt es ein Nicht-Quadrat θ ∈ Fp mit
Ep = Fp(
√
θ). Durch Multiplizieren mit einer entsprechenden Potenz von pi kann erreicht werden,
dass θ ∈ op \ p2, also ist θ entweder Einheit oder Primelement. Im ersten Fall heißt die (verzweigte
quadratische) Erweiterung Ep/Fp vom Typ R-U (”
Ramified-Unit“) und im zweiten Fall vom Typ R-P
(
”
Ramified-Prime“).
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Proposition 3.3.4. (vgl. [Jac62] §9 und §10) Sei p ∈ ΩF eine verzweigte dyadische Stelle, d.h.
es ist pO = P2 und es gilt p | 2. Sei Λ ein Pi-modulares Op-Gitter.
a) Es ist nH(i) ⊆ nΛ.
b) Ist dim Λ = 2 und nΛ = nH(i), so gilt im Fall R-U und i gerade bzw. R-P und i ungerade,
dass Λ ∼= H(i) ist.
c) Ist dim Λ ≥ 3, so gibt es ein Λ0 mit dim Λ0 ∈ {1, 2} und nΛ0 = nΛ, so dass gilt
Λ ∼= H(i) ⊥ . . . ⊥ H(i) ⊥ Λ0.
Insbesondere gilt fu¨r ein Pi-modulares Gitter Λ im Fall R-U und i gerade bzw. R-P und i ungerade,
dass Λ ∼= H(i) ⊥ . . . ⊥ H(i) ist genau dann, wenn nL = nH(i). 
Da die Gitter, welche hier von Interesse sind, wie oben bereits bemerkt an gewissen verzweigten
Stellen lokal D−1Ep -modular sind, ist also die Parita¨t von νP(D
−1
Ep
) = −νP(DEp) zu bestimmen, um die
obige Klassifikation anwenden zu ko¨nnen. Hierzu dienen das unten folgende Lemma und Korollar.
Dabei verwendet wird der quadratische Defekt dp(ε) einer Einheit ε ∈ o∗p. Dieser ist definiert als
diejenige Potenz pd des Ideals p, modulo der die Einheit ε ein Quadrat ist, nicht aber modulo pd+1.
Man kann zeigen, dass der quadratische Defekt dp(ε) stets eines der Ideale {0} ⊆ 4op ⊆ 4p−1 ⊆
4p−3 ⊆ . . . ⊆ p3 ⊆ p ist (vgl. [O’M63] 63:2) und dass die Erweiterung Fp(
√
θ)/Fp fu¨r eine Einheit
θ ∈ o∗p genau dann unverzweigt ist, wenn dp(θ) = 4op (vgl. [O’M63] 63:3).
Lemma 3.3.5. Sei Ep/Fp eine verzweigte quadratische Erweiterung. O.B.d.A. sei θ ∈ op \ p2
gewa¨hlt mit Ep = Fp(
√
θ). Dann gilt:
a) Ist p nicht-dyadisch, so gilt DEp/Fp = P.
b) Ist p dyadisch und Ep/Fp vom Typ R-P, so gilt DEp/Fp = 2P.
c) Ist p dyadisch und Ep/Fp vom Typ R-U, so gilt DEp/Fp = 2P
−2d, wobei dp(θ) = p2d+1 der
quadratische Defekt der Einheit θ ist.
Beweis. In den Fa¨llen a) und b) ist θ = pi, im Fall c) θ = 1 + pi2d+1δ mit einer Einheit δ fu¨r
ein geeignet gewa¨hltes uniformisierendes Element pi. In den Fa¨llen a) und b) ist dann Π =
√
θ ein
Uniformisierendes von E, im Fall c) das Element Π = 1+
√
θ
pid
(vgl. [Jac62] §5).
Nach [Ser79] I Prop. 18 ist dann stets Op = op[Π], d.h. {1,Π} ist eine op-Basis von Op. Das Mini-
malpolynom von Π ist mΠ = X
2 − θ ∈ op[X] bzw. mΠ = X2 − 2pidX + 1−θpi2d ∈ op[X]. Nach [Neu92]
III (2.4) gilt folglich:
DEp/Fp = m
′
Π(Π)Op =
(2
√
θ)Op im Fall a) und b)
( 2
pid
√
θ)Op im Fall c)
Daraus folgt leicht das Resultat. 
Korollar 3.3.6. Sei Ep/Fp eine verzweigte quadratische Erweiterung. Dann gilt:
a) Ist p nicht-dyadisch, so ist νP(DEp) ungerade.
b) Ist p dyadisch und Ep/Fp vom Typ R-P, so ist νP(DEp) ungerade.
c) Ist p dyadisch und Ep/Fp vom Typ R-U, so ist νP(DEp) gerade.
Beweis. Es gilt die folgende Formel (vgl. [Lan94] III, §1 Proposition 5)
DEp = DEp/Fp ·DFpOp
und somit νP(DEp) = νP(DEp/Fp) + νP(DFpOp). Da pO = P
2 verzweigt ist, ist νP(DFpOp) =
2νp(DFp) stets gerade. Mit Lemma 3.3.5 folgt die Behauptung. 
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Demzufolge ist also fu¨r eine verzweigte, nicht-dyadische Stelle p ∈ ΩF ein D−1Ep -modulares Gitter
nach Prop. 3.3.3 stets von der Form
L ∼= H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E )).
Ist p ∈ ΩF eine verzweigte dyadische Stelle und i gerade im Fall R-U oder i ungerade im Fall R-P, so
erha¨lt man zusammen mit [Jac62] (9.1) und Lemma 3.3.5:
nH(i) = Pi ·DEP/Fp
Gilt nun i = νP(D
−1
E ) = νP(D
−1
Ep
) oder a¨quivalent Pi = D−1Ep , so ist
nH(νP(D−1E )) = D
−1
Ep
·DEp/Fp = D−1FpOp.
Ist also Λ ein D−1Ep -modulares Gitter mit nΛ ⊆ D−1FpOp = nH(νP(D−1E )), so gilt nach Prop. 3.3.4 bereits
L ∼= H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E )).
Es folgt nun das erste Hauptresultat dieses Abschnitts:
Satz 3.3.7. Sei E ein CM-Ko¨rper mit maximal reellem Teilko¨rper F und Ganzheitsring O. Weiter
sei L ein O-Gitter, welches mittels Spurkonstruktion ein gerades, unimodulares Z-Gitter ergibt. Zudem
gelte nL ⊆ D−1F O. Dann ist das hermitesche Geschlecht von L festgelegt durch:
Lp ∼=
H(νP(D
−1
E ))⊥ . . .⊥H(νP(D−1E )) p verzweigt in E/F (d.h. pO = P2)
〈 piνP(D−1E ), . . . . . . , piνP(D−1E ) 〉 p unverzweigt in E/F (d.h. pO ∈ {P,PP})
(29)
Ist umgekehrt L ein O-Gitter in dem durch (29) festgelegten Geschlecht, so ist L aufgefasst als Z-Gitter
gerade und unimodular.
Beweis. Da L aufgefasst als Z-Gitter unimodular ist, gilt D−1E L∗ = L# = L. Das Gitter L ist
also D−1E -modular, insbesondere ist Lp also auch D
−1
Ep
-modular fu¨r jede Stelle p ∈ ΩF .
Ist p ∈ ΩF eine nicht-verzweigte Stelle, so folgt Lp ∼= 〈piνP(D−1E ), . . . , piνP(D−1E )〉 aus Prop. 3.3.1. Ist
p ∈ ΩF eine verzweigte, nicht-dyadische Stelle, so folgt aus Prop. 3.3.3 a), dass gilt
Lp ∼= H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E )),
denn Lp ist P
νP(D
−1
E )-modular und νP(D
−1
E ) ist nach Korollar 3.3.6 ungerade.
Ist p ∈ ΩF verzweigt dyadisch, so gilt wegen der Voraussetzung nL ⊆ D−1F O auch nLp ⊆ D−1FpOp fu¨r
die Stelle p. Aus Prop. 3.3.4 a) folgt D−1FpOp = nH(νP(D
−1
E )) ⊆ nLp, insgesamt also nLp = D−1FpOp.
Nach Prop. 3.3.4 b) und c) folgt schließlich Lp ∼= H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E )).
Ist umgekehrt L ein O-Gitter in dem durch (29) festgelegten Geschlecht, so rechnet man leicht nach,
dass dann sL = D−1E , nL = D
−1
F O und vL = D
−N
E gilt. Nach Prop. 3.1.9 a) ist L wegen nL = D
−1
F O
gerade und wegen vL = D−NE folgt mit Prop. 3.1.4
det(L) = |dE |N ·N(vL) = |dE |N ·N(DE)−N = 1.
Somit ist L ein gerades unimodulares Gitter. 
Bemerkungen 3.3.8.
(i) Das in Satz 3.3.7 beschriebene Geschlecht muss nicht existieren, d.h. es muss kein globa-
les Gitter geben, dessen Komplettierungen wie in (29) angegeben sind. Da bekanntermaßen
gerade unimodulare Z-Gitter nur in durch 8 teilbaren Dimension existieren, existiert bei-
spielsweise fu¨r imagina¨r-quadratische Zahlko¨rper E dieses Geschlecht nur fu¨r N ≡4 0.
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Ist allgemeiner E ein CM-Ko¨rper derart, dass zumindest eine Stelle p ∈ ΩF verzweigt ist in
E/F , dann ist der Rang N eines Gitters in dem in Satz 3.3.7 beschriebenen Geschlecht stets
gerade, denn an einer solchen Stelle ist das Gitter hyperbolisch. Beispielsweise gilt dies fu¨r
alle Kreisteilungsko¨rper Qζp fu¨r Primzahlen p > 2.
(ii) Existiert das Geschlecht, so ist dieses das Geschlecht D−1F O-maximaler Gitter auf V , denn
fu¨r ein solches Gitter L ist sL = D−1E , nL = D
−1
F O und vL = D
−N
E . Also ist D
−N
E/F ·D−NF =
D−NE = vL und mit Lemma 3.1.2 ist L also D
−1
F O-maximal.
(iii) Die Bedingung nL ⊆ D−1F O ist dann u¨berflu¨ssig, wenn die Tatsache, dass das Spurgitter von
L ein gerades Z-Gitter ist, diese bereits impliziert. Unter anderem gilt dies nach Korollar
3.1.10 fu¨r alle imagina¨r-quadratischen Zahlko¨rper und fu¨r alle Kreisteilungsko¨rper. 
Proposition 3.3.9. Sei E ein CM-Ko¨rper mit maximal reellem Teilko¨rper F und Ganzheitsring
O. Weiter sei L ein O-Gitter vom Rang N und ` ∈ N mit ggT(`, dE) = 1. Gilt sL ⊆ D−1E , nL ⊆ D−1F O
und vL =
∏
p|` p
kp ·D−NE mit
∏
p|`N(p
kp) = d0 sowie s(L
∗) ⊆ 1`DE, so ist das Spurgitter von L ein
gerades Gitter der Determinante d0 und die Stufe von L ist ein Teiler von `. Ist ` minimal mit der
Eigenschaft s(L∗) ⊆ 1`DE, so ist ` die Stufe von L.
Beweis. Gema¨ß 3.1.4 b) ist das Spurgitter von L wegen sL ⊆ D−1E ein ganzzahliges Z-Gitter.
Nach Prop. 3.1.9 a) ist L wegen nL ⊆ D−1F O gerade und wegen vL = D−NE ·
∏
p|` p
kpO folgt mit Prop.
3.1.4 d)
det(L) = |dE |N ·N(vL) = |dE |N ·N(DE)−N ·
∏
p|`
N(pkpO) = d0.
Wegen s(L∗) ⊆ 1`DE folgt weiter mit L# = D−1E L∗:
s(L#) = s(D−1E L
∗) = D−2E s(L
∗) ⊆ 1`D−1E
Folglich ist das Spurgitter von L# aufgefasst als O-Gitter auf dem hermiteschen Raum (V, `h), wel-
ches als Z-Gitter also isometrisch zu `L# ist, ein ganzzahliges Gitter. Ist d0 ungerade, so ist `L#
bereits gerade nach Lemma 1.1.1. Ist d0 gerade, so ist auch ` gerade und aufgrund der Voraussetzung
ggT(`, dE) = 1 ist insbesondere das Ideal 2o unverzweigt in der Erweiterung E/F . Damit ist
`L# als
ganzzahliges Spurgitter nach 3.1.9 auch gerade. Es ist also in jedem Fall die Stufe von L ein Teiler
von ` und damit insbesondere kleiner oder gleich `.
Bezeichnet umgekehrt ` die Stufe des Gitters L, so muss notwendig s(L#) ⊆ 1`D−1E gelten. Mit L# =
D−1E L
∗ folgt s(L∗) ⊆ 1`DE . Ist also ` die kleinste natu¨rliche Zahl mit der Eigenschaft s(L∗) ⊆ 1`DE ,
so ist ` die Stufe von L. 
Satz 3.3.10. Sei E ein CM-Ko¨rper mit maximal reellem Teilko¨rper F und Ganzheitsring O.
Weiter sei L ein O-Gitter vom Rang N . Dann gilt:
a) Ergibt L mittels Spurkonstruktion ein gerades Z-Gitter der Stufe ` (quadratfrei) und Deter-
minante d0 und gilt zusa¨tzlich nL ⊆ D−1F O sowie ggT(`, dE) = 1, dann gilt fu¨r alle p ∈ ΩF :
Lp ∼=

H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E )) p verzweigt in E/F
〈 piνP(D−1E ) , . . . . . . , piνP(D−1E ) 〉 p unverzweigt in E/F, p - `
〈 1, . . . . . . . . . , 1 〉 ⊥ 〈 `, . . . . . . , `︸ ︷︷ ︸
kp-mal
〉 p unverzweigt in E/F, p | `,
(30)
wobei kp = νP(vL) ist und die Bedingung
∏
p|`N(p
kpO) = d0 erfu¨llt sein muss.
b) Gibt es ein ` ∈ N quadratfrei mit ggT(`, dE) = 1 so, dass sich das Geschlecht des O-Gitters
L wie in a) schreiben la¨sst, so ergibt L mittels Spurkonstruktion ein gerades Z-Gitter der
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Determinante d0 :=
∏
p|`N(p
kpO). Ist ` minimal mit dieser Eigenschaft gewa¨hlt, so ist die
Stufe von L gleich `.
Beweis. a) Fu¨r die Stellen p ∈ ΩF mit p - ` verla¨uft der Beweis analog zu dem Beweis von
Satz 3.3.7. Sei also p ∈ ΩF mit p | `. Aufgrund der Voraussetzung ggT(`, dE) = 1 ist DEp = Op und
insbesondere ist das Ideal p unverzweigt in der Erweiterung E/F . Wegen `D−1E L
∗ = `L# ⊆ L folgt also
`L∗p ⊆ Lp, d.h. in einer Jordan-Zerlegung von Lp kommen ho¨chstens zwei Komponenten vor, na¨mlich
nur eine uni- und/oder eine p-modulare Komponente. Nach 3.3.1 legt allein der Typ der Jordan-
Zerlegung die Isometrieklasse fest. Somit ist Lp ∼= 〈1, . . . , 1, pi, . . . , pi〉. Da ` wegen ggT(`, dE) = 1
unverzweigt in der Erweiterung F/Q ist, kann ` als Uniformisierendes gewa¨hlt werden. Ist kp die
Dimension der p-modularen Komponente, so gilt offenbar kp = νP(vLp) = νP(vL). Insgesamt erha¨lt
man u¨ber die Formel vL = ∩p∈ΩF vLp als Volumenideal fu¨r ein Gitter in dem im Satz angegebenen
Geschlecht das Ideal D−NE ·
∏
p|` p
kpO. Da die Determinante des Spurgitters von L nach Voraussetzung
gleich d0 ist, muss nach Prop. 3.1.4 d) notwendig gelten:∏
p|`
N(pkpO) = |dE |N ·N(vL) = det(L) = d0
b) Gibt es umgekehrt ein ` ∈ N mit ggT(`, dE) = 1 so, dass sich das hermitesche Geschlecht von L wie
in a) schreiben la¨sst, so rechnet man leicht nach, dass dann sL ⊆ D−1E , nL ⊆ D−1F O, s(L∗) ⊆ 1`DE
und vL = D−NE ·
∏
p|` p
kpO gilt, wobei wegen Prop. 3.1.4 d) gilt:
d0 = N(
∏
p|`
pkpO) = |dE |N ·N(vL) = det(L)
Offenbar la¨sst sich das Geschlecht von L genau dann fu¨r ein ` ∈ N auf die Weise wie in a) schreiben,
wenn s(L∗) ⊆ 1`DE gilt. Mit Prop. 3.3.9 folgt somit die Behauptung. 
Korollar 3.3.11. Es gibt eine bijektive Korrespondenz zwischen mo¨glichen Geschlechtern derje-
nigen O-Gitter L vom Rang N mit nL ⊆ D−1F O, welche mittels Transferkonstruktion gerade Z-Gitter
der Stufe ` und Determinante d0 liefern, und ganzen o-Idealen a =
∏
p|` p
kp mit:
1. kp ≤ N
2. N(aO) = d0 
Es soll nun eine systematische Bezeichnung fu¨r die Geschlechter wie in (30) gefunden werden. Ist
die Erweiterung E/F verzweigt, d.h. ist mindestens eine Stelle p ∈ ΩF verzweigt, so ist der Rang
N eines solchen Gitters L stets gerade, da L an einer solchen Stelle hyperbolisch ist (vgl. auch Bem.
3.3.8). Der Vollsta¨ndigkeit halber und fu¨r spa¨tere Zwecke soll auch fu¨r ungeradesN und eine verzweigte
Erweiterung E/F ein Geschlecht definiert werden:
Dieses sei zuna¨chst fu¨r jede unverzweigte Stelle p ∈ ΩF wie in (30) definiert und fu¨r eine verzweigte
Stelle p ∈ ΩF sei ein Gitter in diesem Geschlecht von der Form:
Lp ∼= H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E ))⊥〈pi
1
2νP(D
−1
F O)〉(31)
Das Volumenideal eines solchen Gitters L ist D−NEp DEp/Fp fu¨r jede verzweigte Stelle p ∈ ΩF und
D−NEp sonst, sodass man als Produkt u¨ber alle Stellen gerade vL = D
−N
E DE/F erha¨lt und somit ist
N(vL) = N(DE)
−N ·N(dE/F ).
Ein solches Gitter liefert mittels Spurkonstruktion ein gerades Z-Gitter der Determinante N(dE/F ).
Ist die Erweiterung E/F unverzweigt, so stimmt dieses Geschlecht insbesondere mit dem durch (30)
definierten Geschlecht u¨berein.
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Definition. Sei E ein CM-Ko¨rper mit Ganzheitsring O und maximal reellem Teilko¨rper F mit
Ganzheitsring o. Weiter sei ` ∈ N mit ggT(`, dE) = 1. Das dem o-Ideal a =
∏
p|` p
kp mit kp ≤ N
entsprechende Geschlecht von O-Gittern L vom Rang N der lokalen Gestalt
Lp ∼=

H(νP(D−1E )) ⊥ . . . . . . . . . . . . . . . ⊥ H(νP(D−1E )) p verzweigt in E/F, N gerade
H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E ))⊥〈pi
1
2νP(D
−1
F O)〉 p verzweigt in E/F, N ungerade
〈 piνP(D−1E ) , . . . . . . . . . . . . . . . . . . . . . , piνP(D−1E ) 〉 p unverzweigt in E/F, p - `
〈 1 , . . . . . . . . . . . . , 1 〉 ⊥ 〈 ` , . . . . . . . . . . . . , `︸ ︷︷ ︸
kp-mal
〉 p unverzweigt in E/F, p | `
fu¨r alle p ∈ ΩF u¨ber dem Ko¨rper E wird im Folgenden mit GEN (a) bezeichnet.
Ist a = αo ein Hauptideal, so sei GEN (α) := G
E
N (a). Das Geschlecht G
E
N (`
N/2) wird im Folgenden auch
als Hauptgeschlecht bezeichnet. Das fu¨r den Spezialfall ` = 1 entstehende Geschlecht GEN (o) wird kurz
als GEN bezeichnet.
Im folgenden Abschnitt soll eine explizite Maßformel fu¨r diese Geschlechter angegeben und aus-
gewertet werden.
3.3.2. Maßformel und Standardmaß. Ein wichtiges Hilfsmittel fu¨r die Klassifikation von
Geschlechtern ist die Maßformel. Das Maß fu¨r ein hermitesches Geschlecht G ist wie u¨blich definiert
als
Maß(G) :=
h∑
i=1
1
|U(Li)| ,
wobei hier u¨ber ein Repra¨sentantensystem {L1, . . . , Lh} der Isometrieklassen in dem Geschlecht G
summiert wird. Die fu¨r hermitesche Gitter zuna¨chst von H. Braun bewiesene Maßformel macht dieses
Maß nun a priori ohne Kenntnis des gesamten Geschlechts berechenbar und dient somit als Beweis
dafu¨r, dass eine gegebene Menge nicht isometrischer Gitter ein vollsta¨ndiges Repra¨sentantensystem
fu¨r die Isometrieklassen in dem entsprechenden Geschlecht ist.
Theorem 3.3.12. (vgl. [GY00] Theorem 10.20.1) Sei E ein CM-Ko¨rper mit maximal reellem
Teilko¨rper F und Ganzheitsring O. Sei L ein hermitesches O-Gitter vom Rang N im Geschlecht G.
Dann gilt:
Maß(G) = 2 · |dF |
N2
2 ·N(dE/F )
N(N+1)
4 ·
 N∏
j=1
(j − 1)!
(2pi)j
[F :Q] N(vL)N2 · ∏
p∈ΩF
αp(L)
−1

Die Hauptaufgabe bei der Auswertung der Maßformel ist zuna¨chst die Bestimmung der sogenann-
ten lokalen Darstellungsdichten αp(L), die wie folgt definiert sind
αp(L) := lim
s→∞
Aps(L,L)
N(p)sN2
,
1Um die Maßformel in der angegebenen Version in den in dieser Arbeit verwendeten Notationen angeben zu ko¨nnen,
sind einige Notationen anzupassen und einige Gro¨ßen auf den Fall eines CM-Ko¨rpers E zu spezialisieren:
τ(G) = 2, dimR(G) = N
2, [G : G◦] = 1, [L⊥ : L] = N(vL),
d = [F : Q], n(V ) = N, µ = 1, λ =
N∏
j=1
(2pi)j
(j − 1)! , δK, = 1.
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wobei hier Aps(L,L) die Anzahl der Isometrien von L/p
sL angibt. Dies geschieht in der Arbeit [GY00]
fu¨r sa¨mtliche Stellen p ∈ ΩF mit Ausnahme von verzweigten dyadischen Stellen, welche erga¨nzend in
[Cho12] bestimmt werden. Die Ergebnisse werden hier an den Stellen, an denen sie gebraucht werden,
zitiert und verwendet.
Fu¨r die Auswertung beno¨tigt man im Wesentlichen die Dimensionen als reelle Lie-Gruppe (vgl.
[Bum04]) und die Ordnungen u¨ber dem Ko¨rper Fq (vgl. [CCN+85]) der klassischen linearen al-
gebraischen Gruppen: Der allgemeinen linearen Gruppe GL(N), der unita¨ren Gruppe U(N), der
symplektischen Gruppe Sp(N) sowie den orthogonalen Gruppen O(N) (fu¨r ungerades N) und O+(N)
bzw. O−(N) (fu¨r gerades N , wobei O+(N) die orthogonale Gruppe des hyperbolischen Raumes be-
zeichnet) in N Variablen. Diese Zahlen sind in Tabelle 3.3 zusammengefasst.
G dimR(G) ordFq (G)
N ∈ N GL(N) N2 qN2 ·∏Nj=1 (1− q−j)
U(N) N2 qN
2 ·∏Nj=1 (1− (−q)−j)
N ∈ N gerade Sp(N) N(N+1)2 q
N(N+1)
2 ·∏N/2j=1 (1− q−2j)
O+(N) N(N−1)2 2 · q
N(N−1)
2 · (1− q−N2 ) ·∏N/2−1j=1 (1− q−2j)
O−(N) N(N−1)2 2 · q
N(N−1)
2 · (1 + q−N2 ) ·∏N/2−1j=1 (1− q−2j)
N ∈ N ungerade O(N) N(N−1)2 2 · q
N(N−1)
2 ·∏(N−1)/2j=1 (1− q−2j)
Tabelle 3.3. Dimensionen als reelle Lie-Gruppe und Ordnungen u¨ber dem Ko¨rper
Fq der klassischen linearen algebraischen Gruppen in N Variablen.
Sei im Weiteren entsprechend der Voraussetzung in [Cho12] das Ideal 2Z stets unverzweigt in
der Erweiterung F/Q, d.h. fu¨r jede dyadische Stelle p ∈ ΩF ist pi = 2 ein uniformisierendes Element.
Eine solche Stelle wird auch als 2-adische Stelle bezeichnet. Das hat unter anderem zur Konsequenz,
dass im Fall R-U der quadratische Defekt dp(θ) in der verzweigten Erweiterung EP = Fp(θ) nur noch
2op sein kann, da im Fall dp(θ) = 4op die Erweiterung unverzweigt wa¨re und im Fall dp(θ) = {0} die
Erweiterung trivial, also nicht quadratisch wa¨re.
Es soll nun das Maß des Geschlechts GEN berechnet werden. Im Folgenden sei dazu L ein Gitter im
Geschlecht GEN . Es werden nun die lokalen Darstellungsdichten αp(L) dieser Gitter abha¨ngig von der
Parita¨t von N fu¨r sa¨mtliche Stellen p ∈ ΩF bestimmt.
Sei zuna¨chst p ∈ ΩF eine in der Erweiterung E/F nicht-verzweigte Stelle, d.h. p ist entweder tra¨ge oder
zerlegt in E/F . Unabha¨ngig von der Parita¨t der Dimension N gilt hier Lp ∼= 〈piνP(D−1E ), . . . , piνP(D−1E )〉,
insbesondere besitzt die Jordan-Zerlegung an der Stelle p also nur eine DEp -modulare Komponente.
Nach [GY00] Proposition 6.2.3 und Theorem 7.3 erha¨lt man:
αp(L) = N(p)
νP(D
−1
E )N
2

∏N
j=1
(
1−N(p)−j) falls p in E/F zerlegt∏N
j=1
(
1− (−N(p))−j) falls p in E/F tra¨ge(32)
Sei als na¨chtes p ∈ ΩF eine verzweigte, nicht-dyadische Stelle. Ist N gerade, so ist gema¨ß (29) hier
Lp ∼= H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E )), d.h. die Jordan-Zerlegung von Lp besitzt hier ebenfalls nur
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eine DEp -modulare Komponente. Nach [GY00] Prop. 6.3.9 und Thm. 7.3 erha¨lt man:
αp(L) = N(p)
νP(D
−1
E )
N2
2 +
N
2 ·
N/2∏
j=1
(1−N(p)−2j)(33)
Ist N ungerade, so ist gema¨ß (31) hier Lp ∼= H(νP(D−1E ))⊥ . . .⊥H(νP(D−1E ))⊥〈pi
1
2νP(D
−1
F O)〉. Man
erha¨lt ebenfalls mit [GY00] Prop. 6.3.9 und Thm. 7.3:
αp(L) = 2 ·N(p)νP(D
−1
E )
N2
2 +
N
2 ·
(N−1)/2∏
j=1
(1−N(p)−2j)(34)
Schlussendlich sei p ∈ ΩF eine verzweigte, dyadische Stelle. Hier sind fu¨r die Erweiterung Ep/Fp die
beiden Fa¨lle R-U und R-P zu unterscheiden. Man erha¨lt fu¨r gerades N mit [Cho12] Thm. 5.2 fu¨r den
Fall R-U bzw. Thm. 8.2 fu¨r den Fall R-P die folgenden lokalen Darstellungsdichten
αp(L) =
N(p)νP(D
−1
E )
N2
2 +2
N
2 ·∏N/2j=1 (1−N(p)−2j) Ep/Fp vom Typ R-U
N(p)νP(D
−1
E )
N2
2 +3
N
2 ·∏N/2j=1 (1−N(p)−2j) Ep/Fp vom Typ R-P(35)
und fu¨r ungerades N die folgenden Werte
αp(L) = 2 ·
N(p)νP(D
−1
E )
N2
2 +2
N
2 ·∏(N−1)/2j=1 (1−N(p)−2j) Ep/Fp vom Typ R-U
N(p)νP(D
−1
E )
N2
2 +3
N
2 ·∏(N−1)/2j=1 (1−N(p)−2j) Ep/Fp vom Typ R-P.(36)
Zur Auswertung der Maßformel ist nun das (unendliche) Produkt
∏
p αp(L)
−1 u¨ber alle Primstel-
len p ∈ ΩF zu berechnen.
Dazu definiert man zuna¨chst als Verallgemeinerung des Kronecker-Charakters den folgenden Charak-
ter χE/F auf der Gruppe der Ideale von F wie folgt als multiplikative Fortsetzung von:
χE/F (p) :=

1 falls pO = PP zerlegt
−1 falls pO = P tra¨ge
0 falls pO = P2 verzweigt
Des Weiteren ist die L-Reihe zu χE/F u¨ber das folgende Euler-Produkt gegeben:
L(s, χE/F ) :=
∏
p
(1− χE/F (p) ·N(p)−s)−1(37)
Mit [Neu92] VII (8.1) erha¨lt man, dass das Euler-Produkt in (37) absolut und gleichma¨ßig auf der
komplexen Halbebene Re(s) > 1 konvergiert und somit L(s, χE/F ) eine holomorphe Funktion auf
dieser Halbebene ist.
Eng verwandt mit dieser L-Reihe sind die Dedekindschen Zetafunktionen ζE und ζF . Fu¨r einen
Zahlko¨rper K ist die Dedekindsche Zetafunktion u¨ber folgendes Euler-Produkt definiert
ζK(s) :=
∏
p
(1−N(p)−s)−1.
Bekanntlich ist auch ζK fu¨r Re(s) > 1 eine holomorphe Funktion. Die folgende Proposition liefert nun
den angedeuteten Zusammenhang:
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Proposition 3.3.13. (vgl. [Zag81] §11 fu¨r den Fall eines quadratischen Zahlko¨rpers) Sei E/F
eine Erweiterung von Zahlko¨rpern vom Grad [E : F ] = 2. Dann gilt:
ζE(s) = ζF (s) · L(s, χE/F )
Beweis. Es ist zuna¨chst
ζE(s) =
∏
P
(1−N(P)−s)−1 =
∏
p
∏
P|p
(1−N(P)−s)−1.
Es genu¨gt zu zeigen, dass die Eulerfaktoren fu¨r jedes Primideal p von F u¨bereinstimmen. Dazu sind
wie u¨blich drei Fa¨lle zu unterscheiden:
1. pO = PP. Hier ist χE/F (p) = 1 sowie N(P) = N(P) = N(p) und es gilt∏
P|p
(1−N(P)−s)−1 = (1−N(p)−s)−2.
2. pO = P. Hier ist χE/F (p) = −1 sowie N(P) = N(p)2 und es gilt∏
P|p
(1−N(P)−s)−1 = (1−N(p)−2s)−1.
3. pO = P2. Hier ist χE/F (p) = 0 sowie N(P) = N(p) und es gilt∏
P|p
(1−N(P)−s)−1 = (1−N(p)−s)−1.
In allen Fa¨llen gilt also∏
P|p
(1−N(P)−s)−1 = (1−N(p)−s)−1 · (1− χE/F (p)N(p)−s)−1.
Es folgt die Behauptung. 
Sowohl ζE als auch ζF besitzen eine eindeutige meromorphe Fortsetzung auf die gesamte komplexe
Ebene mit jeweils genau einem Pol an der Stelle s = 1. Somit besitzt auch L(s, χE/F ) = ζE(s)/ζF (s)
eine meromorphe Fortsetzung auf die komplexe Ebene. Da sowohl ζE als auch ζF einen einfachen Pol
an der Stelle s = 1 besitzen, ist L(1, χE/F ) < ∞ und somit la¨sst sich L(s, χE/F ) an der Stelle s = 1
holomorph fortsetzen.
Bemerkungen 3.3.14.
(i) Ist E/F eine Galois-Erweiterung, so kann man zeigen (vgl. [Ara33]), dass dann ζE(s)/ζF (s)
sogar eine holomorphe Funktion auf der gesamten komplexen Ebene ist. Insbesondere gilt
dies fu¨r einen CM-Ko¨rper E mit maximal reellem Teilko¨rper F . Diese Tatsache wird im
Folgenden aber nicht weiter verwendet.
Ob selbiges fu¨r eine beliebige Erweiterung E/F von Zahlko¨rpern gilt, ist gerade Gegenstand
der Dedekindschen Vermutung.
(ii) Die Schreibweise χjE/F soll so verstanden werden, dass χ
j
E/F ≡ 1 fu¨r gerades j ∈ N der
triviale Charakter ist. Somit ergibt sich:
L(s, χjE/F ) =
L(s, χE/F ) j ∈ N ungeradeζF (s) j ∈ N gerade

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Mit Hilfe der L-Reihe L(s, χE/F ) und der oben vereinbarten Konvention bezu¨glich der Potenzen
von χE/F la¨sst sich das Produkt
∏
p∈ΩF αp(L)
−1 vereinfacht schreiben als
∏
p∈ΩF
αp(L)
−1 = N(D−1E )
N2
2 ·N(DE/F )−N2
N∏
j=1
∏
p∈ΩF
(1− χjE/F (p) ·N(p)−j)−1
1 N gerade2−t N ungerade
= |dE |N
2
2 ·N(dE/F )−N2 ·
N∏
j=1
L(j, χjE/F )
1 N gerade2−t N ungerade,
wobei hier t die Anzahl der in der Erweiterung E/F verzweigten Stellen p ∈ ΩF angibt. Setzt man
dies zusammen mit N(vL) = |dE |−N im Fall N gerade und N(vL) = |dE |−N · N(dE/F ) im Fall N
ungerade in die Maßformel 3.3.12 ein, erha¨lt man als Maß fu¨r das Geschlecht GEN :
Maß(GEN ) = 2 · |dF |
N2
2 ·
 N∏
j=1
(j − 1)!
(2pi)j
[F :Q] · N∏
j=1
L(j, χjE/F ) ·
N(dE/F )
N(N−1)
4 N gerade
2−tN(dE/F )
N(N+1)
4 N ungerade
(38)
Mit Hilfe der Funktionalgleichung fu¨r die Dedekindsche Zetafunktion (siehe z.B. [Lan94] XIII,
§3) la¨sst sich die obige Formel noch weiter vereinfachen. Fu¨r die Dedekindsche Zetafunktion des (total
imagina¨ren) CM-Ko¨rpers E mit maximal reellem Teilko¨rper F gilt folgende Funktionalgleichung(
Γ(s)
(2pi)s
)[F :Q]
|dE | s2 · ζE(s) =
(
Γ(1− s)
(2pi)1−s
)[F :Q]
|dE |
1−s
2 · ζE(1− s),(39)
wa¨hrend fu¨r den (total reellen) Ko¨rper F die folgende Funktionalgleichung gilt(
Γ( s2 )
pi
s
2
)[F :Q]
|dF | s2 · ζF (s) =
(
Γ( 1−s2 )
pi
1−s
2
)[F :Q]
|dF |
1−s
2 · ζF (1− s).(40)
Mit Hilfe der Legendreschen Verdopplungsformel Γ( s2 )Γ(
s+1
2 ) = 2
1−s√pi · Γ(s) (vgl. [Zag81] §3 (11))
zusammen mit |dE | = |dF |2 ·N(dE/F ) erha¨lt man aus (39) und (40) sowie Prop. 3.3.13 fu¨r die L-Reihe
L(s, χE/F ) die folgende Funktionalgleichung:(
Γ( s+12 )
pi
s
2
)[F :Q]
(|dF | ·N(dE/F )) s2 · L(s, χE/F ) =(
Γ( 2−s2 )
pi
1−s
2
)[F :Q]
(|dF | ·N(dE/F ))
1−s
2 · L(1− s, χE/F )
(41)
Umstellen und etwas Rechnung ergibt fu¨r gerades j ∈ N aus (40)
2−[F :Q] · |ζF (1− j)| = |dF |j− 12
(
(j − 1)!
(2pi)j
)[F :Q]
ζF (j)(42)
und fu¨r ungerades j ∈ N aus (41)
2−[F :Q] · |L(1− j, χE/F )| = (|dF | ·N(dE/F ))j− 12
(
(j − 1)!
(2pi)j
)[F :Q]
L(j, χE/F ).(43)
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Induktiv folgt nun leicht:
2−N ·[F :Q] ·
N∏
j=1
|L(1− j, χjE/F )| =
|dF |N
2
2 ·
 N∏
j=1
(j − 1)!
(2pi)j
[F :Q] · N∏
j=1
L(j, χjE/F ) ·
N(dE/F )
N(N−1)
4 N gerade
N(dE/F )
N(N+1)
4 N ungerade
(44)
Setzt man dies in die Formel (38) ein, so erha¨lt man fu¨r das Maß fu¨r das Geschlecht GEN :
Maß(GEN ) = 2
1−N ·[F :Q] ·
N∏
j=1
|L(1− j, χjE/F )|
1 N gerade2−t N ungerade(45)
Jedes Gitter in einem Geschlecht GEN (a) ist ebenfalls an fast allen Stellen unimodular und stimmt daher
lokal mit einem Gitter im Geschlecht GEN u¨berein. Es gibt also nur endlich viele Stellen, an denen das
Maß des Geschlechts GEN angepasst werden muss, um das Maß des Geschlechts G
E
N (a) zu berechnen.
Es liegt daher nahe, das oben berechnete Maß als Standardmaß zu bezeichnen, mit dessen Hilfe dann
Maße anderer Geschlechter mit endlich vielen
”
Korrekturfaktoren“ bestimmt werden ko¨nnen.
Definition. Sei E ein CM-Ko¨rper mit maximal reellem Teilko¨rper F und N ∈ N. Es bezeichne t
die Anzahl der in der Erweiterung E/F verzweigten Stellen p ∈ ΩF . Als N -dimensionales Standardmaß
stdEN wird im Weiteren die folgende Gro¨ße bezeichnet:
stdEN := 2
1−N ·[F :Q] ·
N∏
j=1
|L(1− j, χjE/F )| ·
1 N gerade2−t N ungerade
Definiert man zusa¨tzlich stdE0 := 2, so la¨sst sich das Standardmaß fu¨r N ∈ N rekursiv berechnen
durch die Formel:
stdEN = std
E
N−1 ·2−[F :Q] · |L(1−N,χNE/F )| ·
2t N gerade2−t N ungerade
Mit dieser Bezeichnung kann man festhalten:
Satz 3.3.15. Ist E ein CM-Ko¨rper, so lautet das Maß des Geschlechts GEN
Maß(GEN ) = std
E
N .

Um allgemeiner das Maß des Geschlechts GEN (a) zu bestimmen, mu¨ssen nun fu¨r die (unverzweig-
ten) Stellen p ∈ ΩF mit p | ` die lokalen Darstellungsdichten bestimmt werden. Ist L ein Gitter im
Geschlecht GEN (a) und a =
∏
pkp , so ist gema¨ß Satz 3.3.10 Lp ∼= 〈1, . . . , 1, `, . . . , `〉. Also besitzt die
Jordan-Zerlegung an der Stelle p eine kp-dimensionale p-modulare und eine (N − kp)-dimensionale
unimodulare Komponente. Mit [GY00] Prop. 6.2.3 und Theorem 7.3 ergibt sich:
αp(L) = N(p)
k2q ·
kp∏
j=1
(
1− χjE/F (p)N(p)−j
)N−kp∏
j=1
(
1− χjE/F (p)N(p)−j
)
Des Weiteren a¨ndert sich das Volumenideal fu¨r jede Stelle p ∈ ΩF mit p | ` um den Faktor pkp . Da
die Norm des Volumenideals in der Maßformel mit Potenz N2 eingeht, erha¨lt man fu¨r die Stelle p
zusa¨tzlich den Faktor N(p)Nkp .
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Es ergibt sich fu¨r das Maß des Geschlechts GEN (a) mit a =
∏
pkp folgender Korrekturfaktor fu¨r die
(unverzweigte) Stelle p:
korrEN (p
kp) :=
N(p)Nkp
∏N
j=1
(
1− χjE/F (p)N(p)−j
)
N(p)k
2
p ·∏kpj=1 (1− χjE/F (p)N(p)−j)∏N−kpj=1 (1− χjE/F (p)N(p)−j)
Zusammenfassend kann man festhalten:
Korollar 3.3.16. Das Maß des Geschlechts GEN (a) mit a =
∏
pkp lautet
Maß(GEN (a)) = std
E
N ·
∏
p | `
korrEN (p
kp).

Bemerkung 3.3.17. Man kann leicht zeigen, dass der Korrekturfaktor korrEN (p
kp) wie oben defi-
niert fu¨r jedes p eine ganze Zahl ist. Folglich unterscheidet sich das Maß eines Gitters in dem Geschlecht
GEN (a) vom Standardmaß std
E
N ebenfalls nur um einen ganzzahligen Faktor. 
3.3.3. Exakte Berechnung des Standardmaßes. In diesem Abschnitt soll demonstriert wer-
den, wie man fu¨r gewisse CM-Ko¨rper E das Standardmaß exakt, d.h. als rationale Zahl, berechnen
kann.
Sei dazu im Folgenden E ein CM-Ko¨rper und E/Q eine abelsche Erweiterung, d.h. E/Q ist galoissch
und Gal(E/Q) ist eine abelsche Gruppe. Nach dem Satz von Kronecker-Weber (vgl. [Was82] Theorem
14.1.) gibt es dann ein m ∈ N so, dass gilt
E ⊆ Q(ζm).
Weiter ist Gal(Q(ζm)/Q) ∼= (Z/mZ)∗. Bei dieser Identifikation entspricht der komplexen Konjugation
ζm 7→ ζ−1m gerade das Element −1 ∈ (Z/mZ)∗.
Im Folgenden sind die Charaktere der Gruppe Gal(Q(ζm)/Q), die sogenannten Galois-Charaktere von
Interesse. Bei obiger Identifikation ko¨nnen diese also aufgefasst werden als Charaktere der Gruppe
(Z/mZ)∗.
Definition. Ein Charakter der Gruppe (Z/mZ)∗, d.h. ein Homomorphismus χ : (Z/mZ)∗ → C∗,
heißt Dirichlet-Charakter modulo m.
Die Menge aller Dirichlet-Charaktere modulo m bildet bekanntermaßen mit der Verknu¨pfung
χ · ψ(a) := χ(a) · ψ(a) eine Gruppe, die sogenannte duale Gruppe ((Z/mZ)∗)̂ ∼= Gal(Q(ζm)/Q)̂, im
Folgenden mit Xm bezeichnet. Das neutrale Element χ0 von Xm nennt man auch den Hauptcharakter.
Da (Z/mZ)∗ eine endliche abelsche Gruppe ist, gilt ((Z/mZ)∗)̂ ∼= (Z/mZ)∗ und somit besitzt Xm
ebenfalls ϕ(m) = |(Z/mZ)∗| Elemente.
Man hat eine natu¨rliche Paarung Gal(Q(ζm)/Q)×Xm → C∗ gegeben durch (σ, χ) 7→ χ(σ).
Zu einer Untergruppe U ⊆ Gal(Q(ζm)/Q) bzw. eine Untergruppe X ⊆ Xm wird definiert:
X⊥ := {σ ∈ Gal(Q(ζm)/Q) | χ(σ) = 1 fu¨r alle χ ∈ X}
U⊥ := {χ ∈ Xm | χ(σ) = 1 fu¨r alle σ ∈ U}
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Die Paarung ist nicht entartet in dem Sinne, dass X⊥m = {id} und Gal(Q(ζm)/Q)⊥ = {χ0}. Weiter
gilt (X⊥)⊥ = X und genauso (U⊥)⊥ = U (vgl. [Was82] 3.4.). Mit Hilfe der Galoistheorie erha¨lt man,
dass die folgenden beiden Abbildungen
X 7→ KX := Fix(X⊥)
K 7→ XK := Gal(Q(ζm)/K)⊥
zueinander inverse, inklusionserhaltende Abbildungen sind. Auf diese Weise erha¨lt man eine 1:1-
Korrespondenz zwischen Teilko¨rpern Q ⊆ K ⊆ Q(ζm) einerseits und Untergruppen {χ0} ⊆ X ⊆ Xm
andererseits:
Q(ζm) ←→ {id} ←→ Xm
∪ ∩ ∪
K ←→ Gal(Q(ζm)/K) ←→ XK
∪ ∩ ∪
Q ←→ Gal(Q(ζm)/Q) ←→ {χ0}
Des Weiteren ist XK = Gal(Q(ζm)/K)⊥ ∼= (Gal(Q(ζm)/Q)/Gal(Q(ζm)/K))̂ ∼= Gal(K/Q)̂. Da
Gal(K/Q) eine endliche abelsche Gruppe ist, folgt weiter Gal(K/Q)̂ ∼= Gal(K/Q) und damit |XK | =
|Gal(K/Q)| = [K : Q].
Ist m0 ∈ N ein Teiler von m und ψ : (Z/m0Z)∗ → C∗ ein Dirichlet-Charakter modulo m0, so ist
die Komposition von ψ und kanonischer Projektion pi ein Dirichlet-Charakter modulo m:
(Z/mZ)∗ pi−→ (Z/m0Z)∗ ψ−→ C∗
Einen Dirichlet-Charakter, welchen man nicht auf diese Weise zerlegen kann, nennt man primitiv. Ist
ein Charakter χ nicht primitiv, so gibt es einen eindeutigen primitiven Dirichlet-Charakter χˆ modulo
einem Teiler m0 von m mit χ = pi◦ χˆ. Diesen Charakter χˆ nennt man den zu χ assoziierten primitiven
Charakter und den Modulus von χˆ, d.h. die Zahl m0, nennt man den Fu¨hrer fχ von χ.
Man kann einen Dirichlet-Charakter χ modulo m auch auffassen als Abbildung χ : Z → C durch
folgende Festlegung:
χ(a) :=
χ(a mod m) falls ggT(a,m) = 10 sonst
Einem solchen ebenfalls als Dirichlet-Charakter bezeichneten χ : Z→ C kann man eine Dirichletsche
L-Reihe wie folgt zuordnen:
L(s, χ) :=
∏
p
(1− χ(p)
ps
)−1
Auf diese Weise wird etwa dem assoziierten primitiven Charakter χˆ0 ≡ 1 des neutralen Elements
χ0 ∈ Xm fu¨r jedes m ∈ N die Riemannsche Zetafunktion L(s, χˆ0) = ζ(s) zugeordnet.
Ein Dirichlet-Charakter χ heißt gerade, falls χ(−1) = 1 und ungerade anderenfalls, also wenn
χ(−1) = −1. Die Menge der geraden Charaktere X 0K := {χ ∈ XK | χ gerade} ist Untergruppe von
XK vom Index 2, die Nebenklasse der ungeraden Charaktere sei mit X 1K bezeichnet.
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Proposition 3.3.18. Sei E ⊆ Q(ζm) ein CM-Ko¨rper und sei XE die zu E assoziierte Gruppe
von Dirichlet-Charakteren, X 0E die Untergruppe der geraden Charaktere und X 1E die Nebenklasse der
ungeraden Charaktere. Dann gilt:
a) ζE(s) =
∏
χ∈XE L(s, χˆ).
b) ζF (s) =
∏
χ∈X 0E L(s, χˆ).
c) L(s, χE/F ) =
∏
χ∈X 1E L(s, χˆ).
Beweis. a) Nach [Was82] Thm. 4.3 ist ζK(s) =
∏
χ∈XK L(s, χˆ) fu¨r jeden Teilko¨rper K ⊆ Q(ζm),
insbesondere also fu¨r E (und F ).
b) Wegen F ⊆ E folgt zuna¨chst XF ⊆ XE . Da F reell ist, also invariant unter der komplexen
Konjugation, muss die Menge X⊥F die komplexe Konjugation enthalten. Somit muss gelten χ(−1) = 1
fu¨r jeden Charakter χ ∈ XF . Es folgt XF ⊆ X 0E . Wegen |XF | = [F : Q] = 12 [E : Q] = |X 0E | folgt die
Gleichheit. Somit folgt wie behauptet ζF (s) =
∏
χ∈XF L(s, χˆ) =
∏
χ∈X 0E L(s, χˆ).
c) Die Behauptung folgt nun aus a) und b) zusammen mit Prop. 3.3.13. 
Fu¨r einen primitiven Dirichlet-Charakter χ kann die zugeho¨rige L-Reihe L(s, χ) fu¨r negative ganze
Stellen explizit ausgewertet werden. Es gilt fu¨r j ∈ N (vgl. [Was82] Theorem 4.2.)
L(1− j, χ) = −Bj,χ
j
,
wobei Bj,χ die verallgemeinerten Bernoulli-Zahlen zum Dirichlet-Charakter χ sind, welche u¨ber die
folgende Gleichung definiert sind
f∑
a=1
χ(a)teat
eft − 1 =
∞∑
j=0
Bj,χ
tj
j!
und berechnet werden ko¨nnen durch (vgl. [Was82] Prop. 4.1.)
Bj,χ = f
j−1
f∑
a=1
χ(a)Bj(
a
f ),
wobei hier Bj das gewo¨hnliche j-te Bernoulli-Polynom bezeichne und f := fχ den Fu¨hrer von χ.
Beispiel 3.3.19. Sei E = Q(ζ5) und somit F = Q(
√
5). Die Dirichlet-Charaktere modulo 5 lauten:
fχ 0 1 2 3 4
χ0 1 0 1 1 1 1
χ1 5 0 1 i −i −1
χ2 5 0 1 −1 −1 1
χ3 5 0 1 −i i −1
Folglich sind also χ1, χ2, χ3 primitiv, wohingegen χ0 durch den trivialen Charakter induziert wird.
Weiter ist X 0E = XF = {χ0, χ2}, wa¨hrend X 1E = {χ1, χ3}. Man erha¨lt:
ζF (s) = L(s, χˆ0) · L(s, χˆ2)
L(s, χE/F ) = L(s, χˆ1) · L(s, χˆ3)
Die zur Berechnung des Standardmaßes bis zur Dimension 6 notwendigen Werte −Bj,χj fu¨r j = 1, . . . , 6
lauten:
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j 1 2 3 4 5 6
χˆ0 − 12 − 112 0 1120 0 − 1252
χˆ1
3+i
5 0
−4−2i
5 0
148+86i
25 0
χˆ2 0 − 25 0 2 0 − 1345
χˆ3
3−i
5 0
−4+2i
5 0
148−86i
25 0
Damit berechnet man nun mittels der im vorangegangenen Abschnitt angegebenen rekursiven Formel
die folgenden Standardmaße fu¨r den Ko¨rper E := Q(ζ5):
stdE1 =
1
2 · 122 · |L(0, χE/F )| · stdE0 = 123 · | 3+i5 · 3−i5 | · 2 = 110
stdE2 = 2 · 122 · |ζF (−1)| · stdE1 = 12 · |−112 · −25 | · 110 = 1600
stdE3 =
1
2 · 122 · |L(−2, χE/F )| · stdE2 = 123 · |−4−2i5 · −4+2i5 | · 1600 = 16000
stdE4 = 2 · 122 · |ζF (−3)| · stdE3 = 12 · | 1120 · 2| · 16000 = 1720000
stdE5 =
1
2 · 122 · |L(−4, χE/F )| · stdE4 = 123 · | 148+86i25 · 148−86i25 | · 1720000 = 29336000000
stdE6 = 2 · 122 · |ζF (−5)| · stdE5 = 12 · | −1252 · −1345 | · 29336000000 = 1963145360000000

Das Standardmaß kann also wie folgt berechnet werden:
Korollar 3.3.20. Sei E ein abelscher CM-Ko¨rper mit maximal reellem Teilko¨rper F . Es be-
zeichne X 0E die Menge der geraden zu dem Ko¨rper E assoziierten Dirichlet-Charaktere und X 1E die
Nebenklasse der ungeraden Charaktere sowie t die Anzahl der in der Erweiterung E/F verzweigten
Stellen p ∈ ΩF . Dann la¨sst sich das N -dimensionale Standardmaß wie folgt berechnen:
stdEN = 2
1−N [F :Q] ·
N∏
j=1
j≡20
∏
χ∈X 0E
|Bj,χ|
j
·
N∏
j=1
j≡21
∏
χ∈X 1E
|Bj,χ|
j
·
1 N gerade2−t N ungerade

3.4. Die Nachbarmethode u¨ber CM-Ko¨rpern
Die in [Kne57] zuna¨chst fu¨r Z-Gitter beschriebene sogenannte Nachbarmethode wurde mit ge-
wissen Einschra¨nkungen zuna¨chst in [Iya69] sowie in [Hof91] auf hermitesche Gitter u¨ber ima-
gina¨r-quadratischen Zahlko¨rpern u¨bertragen. In [Sch98] ist diese Methode fu¨r imagina¨r-quadratische
Zahlko¨rper in abschließender Form beschrieben, wobei viele Resultate bereits fu¨r beliebige CM-Ko¨rper
formuliert sind. An dieser Stelle werden die Grundzu¨ge der Nachbarmethode fu¨r beliebigen CM-Ko¨rper
beschrieben. Die wesentlichen Ideen dazu sind der letztgenannten Arbeit entnommen und werden an
den wenigen Stellen, an denen dies no¨tig ist, verallgemeinert.
In dem folgenden Abschnitt sei L stets ein ganzzahliges O-Gitter, d.h. sL ⊆ O oder a¨quivalent L ⊆ L∗.
Dies ist keine wirkliche Einschra¨nkung, denn nach Skalieren mit einer geeigneten ganzen Zahl wird
jedes O-Gitter ganzzahlig. Da die Abbildung L 7→ αL eine Bijektion der Geschlechter von L und αL
(vgl. [O’M63] §82J.) liefert, kann also die Klassifikation des Geschlechts von L leicht aus der von αL
gewonnen werden.
Definition. Sei L ein ganzzahliges O-Gitter auf V und P ein Primideal, welches das Volumen-
ideal vL nicht teilt. Dann heißt ein O-Gitter M ein P-Nachbar von L, wenn M ganzzahlig ist und es
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O-Modulhomomorphismen gibt mit
M/(L ∩M) ∼= O/P und L/(L ∩M) ∼= O/P.
Mit dem Begriff des P-Nachbarn la¨sst sich der Nachbaralgorithmus grob wie folgt beschreiben:
Algorithmus 3 Nachbaralgorithmus.
Eingabe: O-Gitter L, Primideal P mit P - vL.
Ausgabe: Alle sukzessiven P-Nachbarn von L.
Setze Exp := ∅ und Unexp := {L}.
while Unexp 6= ∅ do
Wa¨hle L ∈ Unexp.
Bestimme die Menge N aller P-Nachbarn M von L.
for M ∈ N do
Pru¨fe, ob M isometrisch zu einem Gitter in Exp ∪ Unexp ist.
Falls nicht, setze Unexp := Unexp ∪ {M}.
end for
Setze Unexp := Unexp \ {L} und Exp := Exp ∪ {L}.
end while
Gib Exp aus.
Zuna¨chst ist nicht klar, wie man die Menge aller P-Nachbarn bestimmt. Ein Vektor x ∈ L heißt
zula¨ssig (zur Nachbarbildung von L bzgl. P), wenn x /∈ PL und h(x, x) ∈ PP. Zu einem zula¨ssigen
Vektor x ∈ L kann man das Gitter L(x,P) wie folgt definieren:
L(x,P) := P−1x+ {y ∈ L | h(x, y) ∈ P}︸ ︷︷ ︸
=:Lx
Ist das Primideal P durch den Kontext gegeben, so bezeichnet man dieses Gitter abku¨rzend mit
L(x) := L(x,P). Mit diesen Bezeichnungen gilt:
Lemma 3.4.1. (vgl. [Sch98] Lemma 2.2.) Sei L ein O-Gitter und P ein Primideal von O. Ein
O-Gitter L′ ist ein P-Nachbar von L genau dann, wenn es einen zula¨ssigen Vektor x ∈ L gibt mit
L′ = L(x). 
Im Folgenden soll ein Repra¨sentantensystem R(L,P) bezu¨glich der A¨quivalenzrelation L(x) =
L(y) auf L bestimmt werden. Essenziell fu¨r die Durchfu¨hrbarkeit des Nachbaralgorithmus wie oben
beschrieben ist die Tatsache, dass ein solches Repra¨sentantensystem eine endliche Menge ist. Dafu¨r
zuna¨chst folgendes Lemma:
Lemma 3.4.2. (vgl. [Sch98] Lemma 3.1) Sei L ein O-Gitter und P ein Primideal. Weiter seien
x, y ∈ L zula¨ssige Vektoren. Dann ist L(x) = L(y) genau dann, wenn h(x, y) ∈ PP und es ein
λ ∈ O \P gibt mit x− λy ∈ PL. 
Mit Hilfe dieses Lemmas erha¨lt man die folgende Proposition:
Proposition 3.4.3. (vgl. [Sch98] §3) Sei L ein O-Gitter und P ein Primideal mit P - vL. Ein
Repra¨sentantensystem R(L,P) zula¨ssiger Vektoren in L zur P-Nachbarbildung lautet im Fall
a) P zerlegt (d.h. pO = PP):
R(L,P) = {τx | x ∈ R}
Dabei sei τ ∈ P \ PP und R ein Repra¨sentantensystem von Vektoren in dem projektiven
Raum P(L/PL) u¨ber O/P.
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b) P verzweigt (d.h. pO = P2):
R(L,P) = {x+ τλyx | x ∈ R0, λ ∈ RP}
Dabei sei τ ∈ P \P2, RP ein Repra¨sentantensystem von O/P und R0 ein Vertretersystem
derjenigen Klassen [x] des projektiven Raums P(L/PL) u¨ber O/P, fu¨r die gilt h(x, x) ∈ P.
Zu x ∈ R0 sei yx ∈ L so gewa¨hlt, dass h(x, yx) /∈ P.
c) P tra¨ge (d.h. pO = P):
R(L,P) = {x+ τλyx | x ∈ R0, λ ∈ RP,TrEF (λh(yx, x)) + ax ∈ p}
Dabei sei τ ∈ p \ p2, RP ein Repra¨sentantensystem von O/P und R20 ein Vertretersystem
derjenigen Klassen [x] des projektiven Raums P(L/PL) u¨ber O/P, fu¨r die gilt h(x, x) ∈ P.
Zu x ∈ R0 sei yx ∈ L so gewa¨hlt, dass h(x, yx) /∈ P und ax ∈ o so gewa¨hlt, dass h(x, x) ∈
τax + p
2. 
Des Weiteren notwendig fu¨r den Nachbaralgorithmus ist der Isometrietest. Dieser ist in [Sch98]
zuna¨chst nur fu¨r Gitter u¨ber imagina¨r-quadratischen Zahlko¨rpern beschrieben (vgl. [Sch98] Lemma
4.2), kann jedoch leicht an den allgemeinen Fall eines CM-Ko¨rpers angepasst werden:
Proposition 3.4.4. Sei (V, h) ein hermitescher Raum und bh die zu h geho¨rige Spurform. Dann
sind a¨quivalent:
a) ψ ∈ U(V, h).
b) ψ ∈ O(V, bh) und ψ E-linear.
c) Ist ω1, . . . , ω[E:Q] eine Q-Basis von E, so ist ψ ∈ O(V, b(k)h ) fu¨r k = 1, . . . , [E : Q], wobei
b
(k)
h (x, y) := Tr
E
Q (ωkh(x, y)).
ψ ist also eine simultane Isometrie bezu¨glich der [E : Q] Bilinearformen b(k)h .
Beweis. Die Implikation a)⇒ c) ist klar, denn aus h(x, y) = h(ψ(x), ψ(y)) folgt TrEQ (ωh(x, y)) =
TrEQ (ωh(ψ(x), ψ(y))) fu¨r alle x, y ∈ V und jedes ω ∈ {ω1, . . . , ω[E:Q]}.
Um die Richtung c) ⇒ b) zu zeigen, sei zuna¨chst bemerkt, dass 1 ∈ Qω1 + . . . + Qω[E:Q]. Aufgrund
der Q-Linearita¨t der Ko¨rperspur folgt also aus c) sofort TrEQ (h(x, y)) = Tr
E
Q (h(ψ(x), ψ(y))) fu¨r alle
x, y ∈ V , d.h. ψ ∈ O(V, bh).
Es verbleibt die E-Linearita¨t von ψ zu zeigen. Dazu betrachtet man die folgende Gleichung fu¨r beliebige
x, y ∈ V und ω ∈ {ω1, . . . , ω[E:Q]}:
bh(ψ(ωx), ψ(y)) = Tr
E
Q (h(ψ(ωx), ψ(y))) = Tr
E
Q (h(ωx, y)) = Tr
E
Q (ωh(x, y))
= TrEQ (ωh(ψ(x), ψ(y))) = Tr
E
Q (h(ωψ(x), ψ(y))) = bh(ωψ(x), ψ(y))
Folglich gilt bh(ψ(ωx) − ωψ(x), ψ(y)) = 0 fu¨r alle x, y ∈ V . Da ψ surjektiv und bh nicht entartet ist,
folgt bereits ψ(ωx) = ωψ(x) fu¨r alle x ∈ V . Wegen der Q-Linearita¨t der Ko¨rperspur und der Tatsache,
dass ω1, . . . , ω[E:Q] eine Q-Basis von E ist, folgt die E-Linearita¨t von ψ.
b)⇒ a) Sei λ ∈ E und x, y ∈ V beliebig. Dann gilt TrEQ (h(λx, y)) = TrEQ (h(ψ(λx), ψ(y))). Da sowohl ψ
als auch h in der ersten Komponente E-linear sind, folgt weiter TrEQ (λh(x, y)) = Tr
E
Q (λh(ψ(x), ψ(y)))
und mit µ = h(x, y) − h(ψ(x), ψ(y)) also weiter TrEQ (λ · µ) = 0. Da λ ∈ E beliebig war, gilt also
TrEQ (λ · µ) = 0 fu¨r alle λ ∈ E. Da die Ko¨rperspur aufgefasst als Bilinearform Tr : E × E → Q,
(λ, µ) 7→ TrEQ (λ · µ) nicht entartet ist, folgt also µ = 0 und folglich h(x, y) = h(ψ(x), ψ(y)) fu¨r alle
x, y ∈ V , also ψ ∈ U(V, h). 
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Der Teil c) der obigen Proposition hilft nun dabei, das Problem algorithmisch durch Zuru¨ckfu¨hrung
auf den Isometrietest fu¨r Z-Gitter zu lo¨sen: Zuna¨chst wa¨hlt man jeweils eine Z-Basis x1, . . . , xn von L
(n = N · [E : Q]) und eine Z-Basis x′1, . . . , x′n von L′ und definiert die folgenden [E : Q] n×n-Matrizen
(Gk)i,j = b
(k)
h (xi, xj)) i, j ∈ {1, . . . , n},(46)
(G′k)i,j = b
(k)
h (x
′
i, x
′
j)) i, j ∈ {1, . . . , n}.(47)
Ist o.B.d.A. ω1 = 1, so sind G1 und G
′
1 jeweils Gram-Matrizen der Z-Gitter L bzw. L′ und damit
symmetrisch und auch positiv definit. Bekanntermaßen sind L und L′ genau dann isometrisch u¨ber
Z, wenn es eine Matrix T ∈ GLn(Z) gibt mit G′1 = T t · G1 · T . Die Matrix T ist in diesem Fall
die Darstellungsmatrix zu einer Isometrie ψ ∈ O(V, bh) bezu¨glich der Basen {xi} und {x′i}, welche
ψ(L) = L′ erfu¨llt.
Erfu¨llt T gleichzeitig auch die Bedingungen G′k = T
t ·Gk ·T fu¨r k ∈ {2, . . . , [E : Q]}, so ist ψ ebenfalls
eine Isometrie bezu¨glich der Bilinearformen b
(k)
h (x, y). Somit ist Bedingung c) aus obiger Proposition
erfu¨llt. Es folgt, dass ψ E-linear ist und damit Element von U(V, h). In diesem Fall sind die O-Gitter
L und L′ isometrisch. Existiert anderenfalls eine solche Matrix T nicht, so sind L und L′ nicht isome-
trisch.
Vo¨llig analog kann auch die Automorphismengruppe eines hermiteschen Gitters bestimmt werden:
Auch hier bestimmt man die Untergruppe von O(L) derjenigen Automorphismen ψ von L, welche
simultan Automorphismen von L bezu¨glich der Bilinearformen b
(k)
h sind. Auf Matrixebene bestimmt
man also diejenigen Matrizen T ∈ GLn(Z), welche simultan die Gleichung Gk = T t · Gk · T fu¨r alle
k ∈ {1, . . . , [E : Q]} erfu¨llen.
Die Existenz einer solchen simultanen Isometrie fu¨r mehrere Bilinearformen, von denen zumindest
eine symmetrisch und positiv definit ist, kann etwa mit dem in [PS97] beschriebenen Algorithmus
gekla¨rt werden. Ebenso kann die Menge der simultanen Automorphismen bezu¨glich mehrerer Biline-
arformen bestimmt werden. Beide Funktionen sind zuru¨ckgehend auf [PS97] zum Beispiel in Magma
implementiert.
Ist die Automorphismengruppe U(L) des Gitters L bekannt, so kann mit Hilfe dieser die Menge
der zur Bestimmung aller P-Nachbarn beno¨tigten zula¨ssigen Vektoren (bis auf Isometrie) noch weiter
reduziert werden:
Lemma 3.4.5. Seien x, x′ ∈ L zwei zula¨ssige Vektoren. Gibt es ein σ ∈ U(L) mit σ(x) = x′, so
ist L(x) ∼= L(x′).
Beweis. Im Wesentlichen ist dazu zu zeigen, dass gilt:
Lx′ = {y | y ∈ L, h(σ(x), y) ∈ P} = {y | y ∈ L, h(x, σ−1(y)) ∈ P}
= σ({σ−1(y) | y ∈ L, h(x, σ−1(y)) ∈ P}) = σ(Lx)
Damit folgt na¨mlich weiter
σ(L(x)) = σ(P−1x+ Lx) = P−1σ(x) + σ(Lx) = P−1x′ + Lx′ = L(x′).
Folglich ist σ ein Isomorphismus, welcher L(x) auf L(x′) abbildet und es gilt wie behauptet L(x) ∼=
L(x′). 
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A priori ist nicht klar, ob man ausgehend von einem Gitter Lmittels sukzessiver P-Nachbarbildung
fu¨r ein einziges Primideal P bereits das komplette Geschlecht gen(L) erha¨lt. Basierend auf dem star-
ken Approximationssatz wird in [Sch98] gezeigt, dass es zumindest stets eine endliche Menge von
Primidealen gibt, fu¨r die man auf diese Weise beweisbar das gesamte Geschlecht erha¨lt.
In der Praxis genu¨gt es jedoch in gro¨ßeren Dimensionen bzw. gro¨ßeren Geschlechtern zumeist, nur fu¨r
ein Primideal P sukzessive P-Nachbarn zu bilden, um das gesamte Geschlecht zu klassifizieren. Als
Beweis der Vollsta¨ndigkeit dient dann (einen korrekt funktionierenden Isometrietest vorausgesetzt)
die Maßformel.
Bemerkungen 3.4.6.
(i) Durch die Pra¨zisierung der Wahl von L ∈ Unexp sind verschiedene Strategien realisierbar.
Denkbare Wahlen wa¨ren zum Beispiel
– das letzte gefundene Gitter,
– das bislang am seltensten gefundene Gitter,
– das Gitter mit der gro¨ßten Automorphismengruppe,
– das Gitter mit gro¨ßtem Minimum.
(ii) Ist das Maß des zu klassifizierenden Geschlechts bekannt, so kann die Abbruchbedingung
Unexp 6= ∅ ersetzt werden durch die Bedingung, dass das bislang erreichte Maß gleich dem
tatsa¨chlichen Maß des Geschlechts ist. Nach Erreichen der Bedingung muss dann die Menge
Exp ∪ Unexp zuru¨ckgegeben werden.
Außerdem gibt der Kehrwert der Differenz von tatsa¨chlichem und erreichtem Maß an, wie
groß die Automorphismengruppe eines fehlenden Gitters mindestens sein muss. Diese Infor-
mation kann genutzt werden, um Isometrietests zu sparen, sobald diese Differenz kleiner als
1
2 ist.
(iii) Um das Rechnen mit großen Zahlen bzw. Speicheru¨berla¨ufe zu vermeiden, sollten die Gitter
reduziert werden, etwa mit angepasstem LLL-Algorithmus wie in [Sch98] beschrieben. 
3.5. Gitter u¨ber imagina¨r-quadratischen Zahlko¨rpern
In diesem Abschnitt sei E stets ein imagina¨r-quadratischer Zahlko¨rper, also E = Q(
√−D) mit
D > 0 quadratfrei. Bekanntlich gilt fu¨r den Ganzheitsring O := ZE eines solchen:
O =
Z[
√−D] −D ≡4 2, 3
Z[ 1+
√−D
2 ] −D ≡4 1
Dementsprechend ist dE = −4D, falls −D ≡4 2, 3 und dE = −D, falls −D ≡4 1 die Diskriminante
von E und fu¨r die Differente von E gilt:
DE =
2
√−DO −D ≡4 2, 3√−DO −D ≡4 1
In diesem Abschnitt sollen Strukturen von geraden n-dimensionalen Z-Gittern der Stufe ` und Deter-
minante `n/2 u¨ber imagina¨r-quadratischen Zahlko¨rpern E betrachtet werden.
3.5.1. Der Fall ggT(`, dE) = 1. Sei auch hier weiterhin E ein imagina¨r-quadratischer Zahlko¨rper.
Des Weiteren sei ` quadratfrei und zusa¨tzlich ggT(`, dE) = 1. Gema¨ß Satz 3.3.10 gibt es zu gegebener
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Dimension N und ` ho¨chstens ein Geschlecht hermitescher Gitter, welches gerade n-dimensionale Z-
Gitter der Stufe ` und Determinante `n/2 ergibt, na¨mlich das Hauptgeschlecht GEN (`
N/2). Durch einige
Anpassungen, welche sich fu¨r einen imagina¨r-quadratischen Zahlko¨rper ergeben, besitzt ein Gitter L
in diesem Geschlecht die folgende Gestalt:
Lp ∼=

H(−1)⊥ . . .⊥H(−1) p 6= 2 verzweigt
H(−2)⊥ . . .⊥H(−2) p = 2 verzweigt, D ungerade
H(−3)⊥ . . .⊥H(−3) p = 2 verzweigt, D gerade
〈1, . . . . . . . . . . . . , 1〉 p unverzweigt, p - `
〈1, . . . , 1〉⊥〈 `, . . . , `︸ ︷︷ ︸
N/2−mal
〉 p unverzweigt, p | `
(48)
Es stellt sich die Frage, ob abha¨ngig von dem Zahlko¨rper E = Q(
√−D) sowie N und ` dieses Ge-
schlecht auch tatsa¨chlich existiert, d.h. ein Gitter in dem Geschlecht existiert.
Da es abgesehen von Q keine unverzweigten Erweiterungen von Q gibt, ist insbesondere bei einem
quadratischen Zahlko¨rper E stets mindestens eine Stelle p ∈ ΩQ verzweigt. Es folgt, dass der Rang N
eines solchen Gitters L als O-Gitter notwendig gerade ist. Es wird sich zeigen, dass in Dimensionen
N ≡4 0 stets ein Gitter im Geschlecht GEN (`N/2) existiert, wa¨hrend dies in Dimensionen N ≡4 2 nicht
notwendig der Fall sein muss. Im Fall ` = 1 beispielsweise kann ein solches Gitter nicht existieren, da
gerade, unimodulare Z-Gitter bekanntlich nur in durch 8 teilbaren Dimensionen existieren (vgl. auch
Bemerkung 3.3.8).
Nun soll (a¨hnlich wie in [DK03] Lemma 1 fu¨r den Fall ` = 1) zuna¨chst ein Gitter im Geschlecht
GE4 (`
2) konstruiert werden. Dazu sei zuna¨chst bemerkt, dass jede ganze Zahl die Summe von zwei Qua-
draten modulo D ist, denn bekanntlich stellt die Form 〈1, 1〉 u¨ber dem Ko¨rper Fp fu¨r jede Primzahl p
jedes Element dar. Somit ist also jede ganze Zahl Summe zweier Quadrate modulo jedem Primteiler
p von D. Mit dem Chinesischen Restsatz erha¨lt man daraus leicht, dass jede ganze Zahl dann auch
Summe zweier Quadrate modulo D ist. Es ist im Folgenden eine Fallunterscheidung nach −D modulo
4 notwendig:
Sei zuna¨chst −D ≡4 1. Dann gibt es also a, b ∈ Z mit −` ≡D a2 + b2. Weiter sei λ ∈ N mit
`+ a2 + b2 = Dλ und
G :=
(
I S
S
t
λI
)
∈ O4×4(49)
mit den Matrizen I := ( 1 00 1 ) und S :=
1√−D
(
a b
b −a
)
. Dann gilt fu¨r die Determinante von G
det(G) = det (λI − SSt) =
(
Dλ− a2 − b2
D
)2
=
(
`
|dE |
)2
.
Sei nun −D ≡4 2, 3. Man u¨berlegt sich zuna¨chst leicht, dass zumindest eine der beiden Zahlen −`
oder −`−D Summe zweier Quadrate modulo 4D ist.
Im ersten Fall gibt es also a, b ∈ Z und ein λ ∈ N mit `+a2 + b2 = 4Dλ. Weiter sei S := 1
2
√−D
(
a b
b −a
)
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und die Blockmatrix G genau wie in (49) definiert. Dann folgt
det(G) = det(λI − SSt) =
(
4Dλ− a2 − b2
4D
)2
=
(
`
|dE |
)2
.
Im zweiten Fall gibt es a, b ∈ Z und ein λ ∈ N mit ` + D + a2 + b2 = λ4D. Sei hier S := 12 (I +
1√−D
(
a b
b −a
)
) und die Blockmatrix G sei genau wie in (49) definiert. Dann gilt hier
det(G) = det(λI − SSt) =
(
4Dλ−D − a2 − b2
4D
)2
=
(
`
|dE |
)2
.
Dann sind in allen Fa¨llen die Hauptminoren der Matrix G gleich 1, 1, `|dE | ,
(
`
|dE |
)2
und damit
positiv. Demnach ist die hermitesche Form auf V = Ex1 + . . . + Ex4 gegeben durch die Matrix G
bezu¨glich der Basis x1, . . . , x4 (total) positiv definit.
Sei nun L = Ox1 + . . .+Ox4. Mit Hilfe von Lemma 3.1.1 rechnet man leicht nach, dass sL =
1√−DO =
D−1E und nL = O = D
−1
F O sowie vL = det(G)O = D
−4
E · `2O gilt. Weiter ist L∗ = Oy1 + . . . + Oy4
fu¨r die duale Basis y1, . . . , y4 von x1, . . . , x4 und in dieser Basis ist die Gram-Matrix gegeben durch:
G−1 =
|dE |
`
(
λI −S
−St I
)
Damit rechnet man leicht nach, dass s(L∗) = 1`DE gilt. Nach Prop. 3.3.9 ist das Spurgitter von L ein
8-dimensionales gerades Gitter der Stufe ` und Determinante `4 und nach Satz 3.3.10 ist somit L ein
Gitter in dem Geschlecht GE4 (`
2).
Durch Bilden orthogonaler Summen erha¨lt man:
Satz 3.5.1. Sei E ein imagina¨r-quadratischer Zahlko¨rper mit Diskriminante dE und ` ∈ N qua-
dratfrei mit ggT(`, dE) = 1. Dann existiert das Hauptgeschlecht G
E
N (`
N/2) fu¨r N ≡4 0 in dem Sinne,
dass dieses stets ein Gitter entha¨lt. Des Weiteren entha¨lt das Geschlecht GEN (`
N/2) sogar stets ein
freies Gitter. 
Bemerkung 3.5.2. Bekanntermaßen ist das Geschlecht des Gitters E8 einklassig. Somit folgt aus
obigem Satz unter anderem, dass das Gitter E8 eine Struktur u¨ber jedem imagina¨r-quadratischen
Zahlko¨rper besitzt. 
Wie angeku¨ndigt ist die Situation in Dimensionen N ≡4 2 komplizierter. Das folgende Lemma und
das darauf folgende Korollar liefern ein notwendiges Kriterium fu¨r die Existenz eines solchen Gitters
in Dimension N ≡4 2.
Hierzu sei bemerkt, dass das Hilbert-Symbol (dE ,N(A))p nicht von der Wahl des Vertreters der
Idealklasse [A] abha¨ngt, denn ist A′ ∈ [A], so gilt A′ = αA fu¨r ein α ∈ E. Nach [O’M63] 63:10
ist (−D,NEQ (α))p = 1. Da die Diskriminante von E entweder gleich −D oder −4D ist, unterscheiden
sich dE und −D (wenn u¨berhaupt) um ein Quadrat und es folgt:
(dE ,N(A
′))p = (dE ,N(αA))p = (−D,NEQ (α))p(dE ,N(A))p = (dE ,N(A))p
Lemma 3.5.3. Sei E ein imagina¨r-quadratischer Zahlko¨rper mit Diskriminante dE und ` ∈ N qua-
dratfrei mit ggT(`, dE) = 1. Ist L ein Gitter in dem Geschlecht G
E
N (`
N/2) fu¨r N ≡4 2 mit Steinitzklasse
[A], so gilt notwendig fu¨r alle p | dE:
(dE ,−`)p = (dE ,N(A))p
Beweis. Sei L = A1x1 + . . . + ANxN mit Steinitzklasse [A] = [A1 · . . . · AN ] ein solches Gitter
und sei abku¨rzend α := det(x1, . . . , xN ). Gema¨ß Prop. 3.1.4 muss gelten `
N = |dE |N · N(vL) =
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|dE |N · NEQ (α)N(A)2. Wegen α ∈ Q ist NEQ (α) = α2. Aufgrund der Voraussetzung N ≡4 2 ist N2
ungerade und somit ist die Quadratklasse von α gleich `|dE |N(A) ·Q∗2. Weiter ist auch
(
N
2
)
ungerade.
Wendet man [Ger08] §4.4 auf diese Situation an, so erha¨lt man als Hasse-Invariante des quadratischen
Q-Vektorraumes (V, bh) an der Stelle p
sp(L) = ±(−D,−` · |dE | ·N(A))p = ±(−D,−`)p · (−D, |dE |)p · (−D,N(A))p
mit dem Vorzeichen
”
−“ genau dann, wenn p = 2 (tatsa¨chlich wird hier die Hasse-Invariante bzgl.
der quadratischen Form h(x, x) und nicht bzgl. 2h(x, x) = TrEQ (h(x, x)) bestimmt. Die resultierenden
Hasse-Invarianten unterscheiden sich nach [Ger08] Lemma 4.33 jedoch nur um den Faktor (2,−1)p,
welcher fu¨r jede Primzahl p gleich 1 ist).
Da sich, wie bereits oben bemerkt, dE und −D um ein Quadrat unterscheiden und |dE | = −dE ist,
folgt (−D, |dE |)p = (dE ,−dE)p = 1 und somit
sp(L) = ± (dE ,−`)p · (dE ,N(A))p(50)
mit dem Vorzeichen
”
−“ genau dann, wenn p = 2.
Sei zuna¨chst p ein ungerader Primteiler von dE . Wegen ggT(`, dE) = 1 ist Lp = ZpL unimodular und
somit ist sp(L) = 1. Aus (50) folgt also 1 = sp(L) = (dE ,−`)p (dE ,N(A))p.
Sei nun p = 2 ein Primteiler von dE . Dann ist notwendig −D ≡4 2, 3. Wegen ggT(`, dE) = 1 ist `
ungerade und somit ist L2 = Z2L ebenfalls gerade unimodular. Da det(L) = `N ein Quadrat ist, folgt
L2 ∼= H⊥ . . .⊥H als Z2-Gitter (und nicht ∼= H⊥ . . .⊥H⊥A, vgl. [Ger08] 8.10) und damit rechnet man
leicht nach, dass hier s2(L) = (−1,−1)(
N
2 )
2 = −1. Also folgt auch hier (dE ,−`)2 = (dE ,N(A))2. 
Etwa aus dem Dirichletschen Dichtigkeitssatz (vgl. [Neu92] VII (13.2)) folgt, dass jede Idealklasse
[A] unendlich viele Primideale entha¨lt. Also ist es stets mo¨glich, bei gegebener Primzahl p einen
Vertreter A einer gegebenen Idealklasse [A] so zu wa¨hlen, dass p - N(A) gilt. Fu¨r alle ungeraden
p ∈ ΩQ mit p - dE sind dann sowohl dE als auch N(A) Einheiten und somit ist nach [O’M63] 63:12
(dE ,N(A))p = 1. Gilt 2 - dE , so gilt dE ≡4 1. Wa¨hlt man auch hier einen Vertreter A mit 2 - N(A), so
gilt auch hier (dE ,N(A))2 = 1. Da N(A) > 0 ist, gilt zudem (dE ,N(A))∞ = 1. Also folgt aus Hilberts
Reziprozita¨tsgesetz (vgl. [O’M63] 71:18) somit:
1 =
∏
p∈ΩQ∪{∞}
(dE ,N(A))p =
∏
p|dE
(dE ,N(A))p(51)
Man erha¨lt:
Korollar 3.5.4. Sei E ein imagina¨r-quadratischer Zahlko¨rper mit Diskriminante dE und ` ∈ N
quadratfrei mit ggT(`, dE) = 1. Ist L ein Gitter in dem Geschlecht G
E
N (`
N/2) fu¨r N ≡4 2, so gilt
notwendig: ∏
p|dE
(dE ,−`)p = 1
Beweis. Sei L ein solches Gitter und sei [A] die Steinitzklasse von L. Dann gilt nach Lemma
3.5.3 zusammmen mit (51) ∏
p|dE
(dE ,−`) =
∏
p|dE
(dE ,N(A))p = 1.

Im Folgenden soll nun in dem Fall, dass die notwendige Bedingung
∏
p|dE (dE ,−`)p = 1 erfu¨llt ist,
ein Gitter im Geschlecht GE2 (`) konstruiert werden.
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Sei zuna¨chst t die Anzahl der verschiedenen Primteiler von dE . Wegen (51) ist die folgende Abbildung
wohldefiniert:
Φ : ClE −→ H := {ε ∈ Zt2 |
∏
εi = 1}
[A] 7−→ (. . . , (dE ,N(A))p, . . .)p|dE
Offenbar gilt Cl2E ⊆ Kern(Φ). Ist umgekehrt [A] ∈ Kern(Φ), so ist fu¨r alle Stellen p ∈ ΩQ ∪ {∞}
(dE ,N(A)) = 1. Nach [O’M63] 63:11 ist damit N(A) eine Norm lokal an jeder Stelle p ∈ ΩQ ∪ {∞}.
Mit dem Hasseschen Normensatz (vgl. [O’M63] 65:23) folgt, dass N(A) die Norm eines Elements
α ∈ E ist, d.h. es gilt N(A) = NEQ (α) = NEQ (α)N(O). Nach [Zag81] §12 Satz 1 ist damit [A] ein
Element im sogenannten Hauptgeschlecht, d.h. [A] ∈ Cl2E . Also ist Kern(Φ) = Cl2E und somit induziert
Φ nach dem Homomorphiesatz einen injektiven Homomorphismus
Φ : ClE /Cl
2
E ↪→ H
mit Bild(Φ) = Bild(Φ). Offensichtlich ist |H| = 2t−1. Nach [Zag81] §12 Satz 2 (Korollar) ist auch
|ClE /Cl2E | = 2t−1. Somit ist Φ ein Isomorphismus und folglich ist Φ surjektiv.
Also gibt es unter der Voraussetzung
∏
(dE ,−`)p = 1 eine Idealklasse [A] ∈ ClE mit
(dE ,−`)p = (dE ,N(A))p
fu¨r alle p mit p | dE . O.B.d.A. sei auch hier angenommen, dass p - N(A). Dann folgt fu¨r p 6= 2 aus der
Formel fu¨r das Hilbert-Symbol (vgl. [Ger08] 4.10)(−`
p
)
= (dE ,−`)p = (dE ,N(A))p =
(
N(A)
p
)
.
Also sind fu¨r jedes p mit p | dE die Elemente −` und N(A) in der selben Quadratklasse modulo p.
Mit dem Chinesischen Restsatz erha¨lt man daraus, dass −` und N(A) in der selben Quadratklasse
modulo D liegen, d.h. es gibt ein a ∈ Z mit N(A)a2 ≡D −`. Auch hier ist eine Fallunterscheidung
nach −D modulo 4 notwendig:
Sei zuna¨chst −D ≡4 1. Dann gibt es ein a ∈ Z und ein λ ∈ N mit `+N(A)a2 = λD. A¨hnlich wie
oben sei
G :=
(
1 s
s λN(A)
)
∈ O2×2(52)
mit s := a√−D . Dann gilt
det(G) = λN(A) − ss =
λD −N(A)a2
DN(A)
=
`
N(A)|dE | .
Sei nun −D ≡4 2, 3. Mit Hilfe der Formel fu¨r das Hilbert-Symbol an der Stelle p = 2 folgt, dass −`
und N(A) oder −`−DN(A) und N(A) in derselben Quadratklasse modulo 4D liegen.
Im ersten Fall gibt es ein a ∈ Z und ein λ ∈ N mit `+N(A)a2 = 4Dλ. Sei G wie in (52) mit s := a
2
√−D .
Dann gilt hier
det(G) = λN(A) − ss =
4Dλ−N(A)a2
4DN(A)
=
`
N(A)|dE | .
Im zweiten Fall gibt es ein a ∈ Z und ein λ ∈ N mit `+DN(A) +N(A)a2 = 4Dλ. Sei auch hier G wie
in (52) mit s := 12 +
a
2
√−D . Dann gilt:
det(G) = λN(A) − ss =
4Dλ−DN(A)−N(A)a2
4DN(A)
=
`
N(A)|dE |
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Die Hauptminoren der Matrix G lauten in allen Fa¨llen 1 und `|dE | . Demnach ist die hermitesche Form
auf V = Ex1 + Ex2 gegeben durch die Matrix G bezu¨glich der E-Basis x1, x2 (total) positiv definit.
Sei nun L := Ox1+Ax2. Mit Hilfe von Lemma 3.1.1 rechnet man leicht nach, dass sL =
1√−DO = D
−1
E
und nL = O = D−1F O sowie vL = AA det(G)O = D
−2
E `O gilt. Weiter ist L
∗ = Oy1 + A
−1
y2 fu¨r die
duale Basis y1, y2 von x1, x2 und in dieser Basis ist die Gram-Matrix gegeben durch
G−1 =
|dE |
`
(
λ −s ·N(A)
−s ·N(A) N(A)
)
.
Damit rechnet man leicht nach, dass s(L∗) = 1`DE gilt. Nach Prop. 3.3.9 ist das Spurgitter von L ein
4-dimensionales gerades Gitter der Stufe ` und Determinante `2 und nach Satz 3.3.10 ist somit L ein
Gitter in dem Geschlecht GE2 (`).
Zusammenfassend erha¨lt man durch Bilden orthogonaler Summen zusammen mit Korollar 3.5.4
Satz 3.5.5. Sei E ein imagina¨r-quadratischer Zahlko¨rper mit Diskriminante dE und ` ∈ N qua-
dratfrei mit ggT(`, dE) = 1. Dann gibt es ein Gitter im Geschlecht G
E
N (`
N/2) fu¨r N ≡4 2 genau dann,
wenn ∏
p|dE
(dE ,−`)p = 1.

Beispiel 3.5.6. Sei E := Q(
√−15). Die Klassengruppe ClE = {[O], [P]} besitzt zwei Elemente,
wobei 2O = PP und somit N(P) = 2 gilt. Es ist weiter:
(dE ,N(O))3 = 1 (dE ,N(P))3 = −1
(dE ,N(O))5 = 1 (dE ,N(P))5 = −1
a) Ist ` = 11, so ist (dE ,−11)3 = 1 und (dE ,−11)5 = 1. Nach Satz 3.5.5 gibt es also ein Gitter
im Geschlecht GE2 (11). Nach Lemma 3.5.3 ist dieses Gitter notwendig frei. Mit der oben
beschriebenen Konstruktion erha¨lt man (mit a = 2, λ = 1) das Gitter L = Ox1 + Ox2 mit
der folgenden Gram-Matrix bezu¨glich der Basis x1, x2 von V :
G :=
(
1 2√−15
−2√−15 1
)
b) Ist ` = 7, so ist (dE ,−7)3 = −1 und (dE ,−7)5 = −1. Auch hier gibt es nach Satz 3.5.5
ein Gitter im Geschlecht GE2 (7). Nach Lemma 3.5.3 besitzt dieses Gitter notwendig die
Steinitzklasse [P]. Mit der oben beschriebenen Konstruktion erha¨lt man (mit a = 2, λ = 1)
das Gitter L = Ox1 + Px2 mit der folgenden Gram-Matrix bezu¨glich der Basis x1, x2 von
V :
G :=
(
1 2√−15
−2√−15
1
2
)
c) Ist ` = 2, so ist (dE ,−2)3 = 1 und (dE ,−2)5 = −1. Demnach kann in dem Geschlecht GE2 (2)
kein Gitter existieren. Insbesondere besitzt das Gitter D4 keine Struktur u¨ber dem Ko¨rper
Q(
√−15). 
Fu¨r eine gewisse Klasse von imagina¨r-quadratischen Zahlko¨rpern ergibt sich ein vereinfachtes
Kriterium:
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Korollar 3.5.7. Sei E = Q(
√−p) fu¨r eine Primzahl p ≡4 3 und ` ∈ N quadratfrei mit p - `.
Dann gibt es ein Gitter im Geschlecht GEN (`
N/2) fu¨r N ≡4 2 genau dann, wenn(−`
p
)
= 1.
Beweis. Die Diskriminante von E ist in diesem Fall dE = −p. Nach Satz 3.5.5 folgt zusammen
mit [Ger08] 4.10:
1 = (dE ,−`)p = (p,−`)p =
(
−`
p
)

Es sollen nun fu¨r die imagina¨r-quadratischen Zahlko¨rper E mit dE ∈ {−3,−4,−7,−8,−11,−15}
und die Quebbemannschen Stufen ` ∈ {1, 2, 3, 5, 6, 7, 11, 14, 15, 23} unter der Bedingung ggT(`, dE) = 1
die Geschlechter GEN (`
N/2) fu¨r kleine Dimensionen N , sofern diese Geschlechter existieren, klassifiziert
werden. Die fu¨r die Berechnung der Maße dieser Geschlechter notwendigen Standardmaße fu¨r kleine
Dimensionen und die oben genannten Zahlko¨rper sind in Tabelle 3.4 zusammengefasst.
N \ E Q(√−3) Q(√−1) Q(√−7) Q(√−2) Q(√−11) Q(√−15)
2 172
1
48
1
24
1
24
1
24
1
12
3 1648
1
192
1
21
1
16
1
8
2
3
4 1155520
1
46080
1
5040
1
3840
1
1920
1
24
5 1466560
1
36864
1
315
19
2560
85
1408
62
45
6 1235146240
1
18579456
1
158760
19
1290240
85
709632
31
11340
7 1100776960
61
74317824
73
19845
5833
286720
102595
78848
641762
2835
8 148372940800
61
35672555520
73
9525600
5833
137625600
20519
7569408
320881
680400
Tabelle 3.4. Standardmaße stdEN fu¨r imagina¨r-quadratische Zahlko¨rper mit Diskri-
minante dE
Einige Beispiele, konkret das Coxeter-Todd Gitter CT12, das Barnes-Wall Gitter BW16 und die
in ihren Geschlechtern jeweils eindeutig bestimmten extremalen Gitter Q8(1) (vgl. [LatDB] ”
Q8(1)“)
sowie A2 ⊗ D4 (vgl. [LatDB] ”A2 x D4“), folgen hier ausfu¨hrlich und in zitierfa¨higer Form.
Satz 3.5.8. Das Coxeter-Todd-Gitter CT12 besitzt genau eine Struktur u¨ber dem Ko¨rper Q(
√−1)
sowie genau zwei Strukturen u¨ber dem Ko¨rper Q(
√−7). Weiterhin besitzt es keine Struktur u¨ber
Q(
√−2) und Q(√−11).
Beweis. Die Nicht-Existenz einer Struktur von CT12 u¨ber dem Ko¨rper Q(
√−11) zeigt Korollar
3.5.7, denn es ist
(−3
11
)
= −1. Ebenso folgt mit Satz 3.5.5, dass CT12 keine Struktur u¨ber dem Ko¨rper
Q(
√−2) besitzt, denn es ist (−8,−3)2 = −1.
Der fu¨r die Berechnung des Maßes des Geschlechts GE6 (3) u¨ber dem Ko¨rper E = Q(
√−1) notwendige
Korrekturfaktor lautet 15860 und somit erha¨lt man als Maß 39654644864 . Durch sukzessives Nachbarbilden
kann dieses Geschlecht bestimmt werden: Es umfasst genau 6 Klassen, von denen eine mittels Trans-
ferkonstruktion ein zu CT12 isometrisches Gitter liefert.
Das Maß des Geschlechts GE6 (3) fu¨r den Ko¨rper E = Q(
√−7) ist 7937938 . Auch hier kann durch suk-
zessives Nachbarbilden dieses Geschlecht bestimmt werden: Es umfasst genau 11 Klassen, von denen
genau zwei ein mittels Transferkonstruktion zu CT12 isometrisches Gitter liefern. 
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Satz 3.5.9. Das Barnes-Wall-Gitter BW16 besitzt genau eine Struktur u¨ber dem Ko¨rper Q(
√−3),
sechs Strukturen u¨ber Q(
√−7) sowie 32 Strukturen u¨ber Q(√−11).
Beweis. Hier gibt es u¨ber den Ko¨rpern Q(
√−7) und Q(√−11) jeweils ein in Frage kommen-
des Geschlecht hermitescher Gitter. Die Maße lauten 48858173175200 bzw.
14999389
98304 und die Klassenzahlen
65 bzw. 639. Wie man leicht etwa mit Magma u¨berpru¨ft, liefern jeweils 6 bzw. 32 Gitter mittels
Transferkonstruktion ein zu BW16 isometrisches Gitter. 
Auf analoge Weise zeigt man:
Satz 3.5.10. Das Gitter Q8(1) besitzt u¨ber den Ko¨rpern Q(
√−3), Q(√−1) und Q(√−7) jeweils
genau eine Struktur sowie zwei je Strukturen u¨ber Q(
√−2) und Q(√−11). 
Satz 3.5.11. Das Gitter A2 ⊗ D4 besitzt genau zwei Strukturen u¨ber dem Ko¨rper Q(
√−7) und
fu¨nf Strukturen u¨ber Q(
√−11). 
Weitere Ergebnisse sind in der nachfolgenden Tabelle 3.5 aufgefu¨hrt. Dabei ist ` die Stufe der Z-
Gitter, E der jeweilige imagina¨r-quadratische Zahlko¨rper, n die Dimension der hermiteschen Gitter,
h die Klassenzahl des entsprechenden Geschlechts, hst.m die Anzahl der hermiteschen Gitter, welche
stark modulare Z-Gitter liefern, h2, . . . , h6 die Anzahl der hermiteschen Gitter, welche als Z-Gitter
ein Minimum von 2, . . . , 6 besitzen und hZext die Anzahl der extremalen Z-Gitter (bis auf Isometrie),
welche eine Struktur u¨ber dem Ko¨rper E besitzen.
` E N Maß h hst.m h2 h4 h6 Genus h
Z
ext
1 Q(
√−3) 4 127.35.5 1 (1) 1 - - II8 1
8 1215.310.52 1 (1) 1 - - II16 1
12 1032508093222.317.53.7.11.13 5 (5) 4 1 - II24 1
Q(
√−1) 4 1210.32.5 1 (1) 1 - - II8 1
8 61222.35.5.7 3 (3) 3 - - II16 2
12 589874455867233.38.5.72.11.13 28 (28) 27 1 - II24 1
Q(
√−7) 4 124.32.5.7 1 (1) 1 - - II8 1
8 7325.35.52.72 3 (3) 3 - - II16 2
12 2279563373200924.38.53.74.13 464 (464) 455 9 - II24 1
Q(
√−2) 4 128.3.5 1 (1) 1 - - II8 1
8 5833218.3.52.7 6 (6) 6 - - II16 2
Q(
√−11) 4 127.3.5 1 (1) 1 - - II8 1
8 20519215.3.7.11 7 (7) 7 - - II16 2
Q(
√−15) 4 123.32.5 2 (2) 2 - - II8 1
8 32088124.35.52.7 49 (49) 49 - - II16 2
2 Q(
√−3) 2 123.32 1 1 1 - - II4(2−2) 1
4 127.34 1 1 1 - - II8(2
+4) 1
6 11210.38 2 2 2 - - II12(2
−6) 2
8 56287215.310.52 6 6 5 1 - II16(2
+8) 1
Q(
√−7) 4 124.32 1 1 1 - - II8(2+4) 1
8 488581725.34.52.72 65 61 59 6 - II16(2
+8) 1
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` E N Maß h hst.m h2 h4 h6 Genus h
Z
ext
2 Q(
√−11) 2 123.3 1 1 1 - - II4(2−2) 1
4 127 2 2 2 - - II8(2
+4) 1
6 425210.32 8 8 8 - - II12(2
−6) 3
8 14999389215.3 639 615 607 32 - II16(2
+8) 1
Q(
√−15) 4 772 4 4 4 - - II8(2+4) 1
3 Q(
√−1) 2 123.3 1 1 1 - - II4(3+2) 1
4 729.32 2 2 2 - - II8(3
+4) 2
6 3965213.34.7 6 6 5 1 - II12(3
+6) 1
8 1084861271221.35.5.7 54 52 44 10 - II16(3
+8) 6
Q(
√−7) 2 122.3 1 1 1 - - II4(3+2) 1
4 123.32 2 2 2 - - II8(3
+4) 2
6 7932.34.72 11 11 9 2 - II12(3
+6) 1
8 129827660324.35.52.72 944 778 841 103 - II16(3
+8) 6
Q(
√−2) 4 1327.3 3 3 3 - - II8(3+4) 2
Q(
√−11) 4 1326.3 3 3 3 - - II8(3+4) 2
5 Q(
√−3) 2 12.32 1 1 1 - - II4(5−2) 1
4 9126.34.5 3 3 2 1 - II8(5
+4) 1
6 20996327.38.5.7 10 10 7 3 - II12(5
−6) 3
8 65824579523214.310.52 178 128 83 94 1 II16(5
+8) 1
Q(
√−1) 4 40329.32.5 4 4 3 1 - II8(5+4) 1
Q(
√−7) 2 12.3 1 1 1 - - II4(5−2) 1
4 1323.3.5 4 4 3 1 - II8(5
+4) 1
6 20996334.5.72 57 53 43 14 - II12(5
−6) 4
Q(
√−2) 2 12.3 1 1 1 - - II4(5−2) 1
4 9127.5 7 7 5 2 - II8(5
+4) 1
6 398929729.32.5.7 133 119 110 23 - II12(5
−6) 4
Q(
√−11) 4 40326.3.5 8 8 6 2 - II8(5+4) 1
6 Q(
√−7) 2 122 1 1 1 - - II4(2+23+2) 1
4 3523.32 8 8 6 2 - II8(2
+43+4) 1
Q(
√−11) 2 12.3 1 1 1 - - II4(2−23−2) 1
4 6526 13 13 8 5 - II8(2
+43+4) 1
7 Q(
√−3) 4 9526.34 4 4 3 1 - II8(7+4) 1
Q(
√−1) 2 123 1 1 1 - - II4(7+2) 1
4 21529.32 6 6 4 2 - II8(7
+4) 1
6 997975213.32.7 68 54 38 30 0 II4(7
+2) (0)
Q(
√−2) 2 122 1 1 1 - - II4(7+2) 1
4 21527.3 11 11 7 4 - II8(7
+4) 1
Q(
√−11) 2 122 1 1 1 - - II4(7+2) 1
4 21526.3 12 12 7 5 - II8(7
+4) 1
Q(
√−15) 2 12 2 2 2 - - II4(7+2) 1
4 21522.32 42 42 30 12 - II8(7
+4) 1
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` E N Maß h hst.m h2 h4 h6 Genus h
Z
ext
11 Q(
√−3) 2 522.32 2 2 1 2 II4(11+2) 1
4 225726.34.5 9 9 4 4 1 II8(11
+4) 1
Q(
√−1) 2 523.3 2 2 1 1 - II4(11+2) 1
4 225729.3.5 13 13 6 6 1 II8(11
+4) 1
Q(
√−7) 4 115923.32.5 17 17 7 9 1 II8(11+4) 1
Q(
√−2) 4 811327.3.5 28 28 13 14 1 II8(11+4) 1
Q(
√−15) 2 56 4 4 2 2 - II4(11+2) 1
14 Q(
√−3) 2 132 2 0 1 1 - II4(2−27−2) (0)
4 47526.33 14 8 5 8 1 II8(2
+47+4) 1
Q(
√−11) 4 107526 64 44 19 43 2 II8(2+47+4) 1
Q(
√−15) 2 32 4 4 2 2 - II4(2+27+2) 1
15 Q(
√−1) 2 122 2 0 1 1 - II4(3+25+2) (0)
4 282128.32 28 16 10 12 4 II8(3
+45+4) 2
Q(
√−7) 4 9122.3 34 26 10 20 4 II8(3+45+4) 2
Q(
√−2) 2 23 2 2 1 1 - II4(3−25−2) 1
4 118326 92 56 29 51 12 II8(3
+45+4) 2
23 Q(
√−3) 2 1122.32 3 3 1 1 1 II4(23+2) 1
Q(
√−1) 2 1123.3 3 3 1 1 1 II4(23+2) 1
Q(
√−2) 2 1122.3 3 3 1 2 0 II4(23+2) 0
Tabelle 3.5. Strukturen u¨ber imagina¨r-quadratischen Zahlko¨rpern
3.5.2. Tensorprodukte u¨ber imagina¨r-quadratischen Zahlko¨rpern. Sind V1 und V2 zwei
hermitesche E-Vektorra¨ume der Dimension N1 bzw. N2, so besitzt das Tensorprodukt V1 ⊗E V2 die
Dimension N1 ·N2. Genauer sind x1, . . . , xN1 und y1, . . . , yN2 E-Basen von V1 bzw. V2, so erha¨lt man
mit x1 ⊗ y1, . . . , xN1 ⊗ yN2 eine E-Basis von V1 ⊗E V2 (vgl. etwa [JS06] VII 10.7).
Sind h1 und h2 hermitesche Formen auf V1 bzw. V2, so kann auf V := V1⊗E V2 eine hermitesche Form
h : V × V → E wie folgt definiert werden durch Fortsetzung von
h(xi ⊗ yj , xk ⊗ yl) := h1(xi, xk) · h2(yj , yl)
zu einer hermiteschen Form auf V , welche unabha¨ngig von den gewa¨hlten Basen x1, . . . , xN1 von V1
und y1, . . . , yN2 von V2 ist. Die Gram-Matrix von h bezu¨glich der Basis x1 ⊗ y1, . . . , xN1 ⊗ yN2 erha¨lt
man also durch das Kronecker-Produkt der Gram-Matrizen von h1 bzw. h2 bezu¨glich der Basen
x1, . . . , xN1 bzw. y1, . . . , yN2 .
Ist L1 = A1x1 + . . .+AN1xN1 ein O-Gitter auf (V1, h1) und L2 = B1y1 + . . .+BN2yN2 ein O-Gitter
auf (V2, h2), so erha¨lt man im Wesentlichen mit [JS06] VII 10.6, dass gilt
L1 ⊗O L2 = A1B1 · x1 ⊗ y1 + . . .+ AN1BN2 · xN1 ⊗ yN2 .(53)
Insbesondere ist also L1 ⊗O L2 ein O-Gitter auf (V, h). Mit Hilfe der Darstellung von L1 ⊗O L2
aus (53) erha¨lt man leicht v(L1 ⊗O L2) = (vL1)N2 · (vL2)N1 und s(L1 ⊗O L2) = sL1 · sL2 sowie
(L1 ⊗O L2)∗ = L∗1 ⊗O L∗2. Fu¨r weitere Details zu hermiteschen Tensorprodukten siehe [Cou00].
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Lemma 3.5.12. Sei L1 ein O-Gitter im Hauptgeschlecht G
E
N1
(`N1/2) und L2 ein unimodulares
O-Gitter vom Rang N2. Weiter sei N := N1 ·N2. Dann ist L1 ⊗O L2 ein Gitter im Hauptgeschlecht
GEN (`
N/2).
Beweis. Da L2 unimodular ist, gilt sL2 = vL2 = O. Somit ist wegen s(L1 ⊗O L2) = sL1 das
Spurgitter von L1 ⊗O L2 ein ganzzahliges Z-Gitter. Weiter gilt n(L1 ⊗O L2) ⊆ nL1, denn
n(L1 ⊗O L2) =
N1∑
i=1
N2∑
j=1
AiBjAiBjh(xi ⊗ yj , xi ⊗ yj) + TrEF (s(L1 ⊗O L2))
=
N1∑
i=1
AiAih(xi, xi)
N2∑
j=1
BjBjh(yj , yj)︸ ︷︷ ︸
⊆sL2=O
+ TrEF (s(L1))
⊆
N1∑
i=1
AiAih(xi, xi) + Tr
E
F (s(L1)) = nL1.
Da L2 ein gerades Gitter ist, gilt nL2 ⊆ O. Also ist wegen n(L1 ⊗O L2) ⊆ nL2 ⊆ O auch L1 ⊗O L2
ein gerades Z-Gitter. Des Weiteren ist v(L1 ⊗O L2) = (vL1)N2 und damit
det(L1 ⊗O L2) = |dE |−N ·N(vL1)N2 = |dE |−N · (|dE |N1 · `N1)N2 = `N .
Zudem ist (L1 ⊗O L2)# = D−1E (L1 ⊗O L2)∗ = (D−1E L∗1)⊗O L2 = L#1 ⊗O L2. Somit gilt also n((L1 ⊗O
L2)
#) = n(L#1 ⊗O L2) ⊆ n(L#1 ). Da das Spurgitter von L1 die Stufe ` besitzt, ist also das Spurgitter
von L#1 bezu¨glich der hermiteschen Form ` · h ein gerades Gitter. Demnach muss n(L#1 ) ⊆ 1`O gelten.
Also ist auch das Spurgitter von (L1⊗OL2)# bzgl. der Form ` ·h ein gerades Gitter und damit besitzt
das Spurgitter von L1 ⊗O L2 die Stufe `. 
Somit lassen sich also durch Bilden von Tensorprodukten mit unimodularen O-Gittern auch fu¨r
großes N Gitter in Geschlechtern GEN (`
N/2) konstruieren. Diese Idee wird in [CN13] zur Konstruktion
extremaler unimodularer Gitter verfolgt. Als besonders geeignet fu¨r die Konstruktion neuer extremaler
Gitter hat sich der Ko¨rper Q(
√−7) mit Ganzheitsring O = Z[ω] mit ω := 1+
√−7
2 herausgestellt; im
Besonderen das Barnes-Gitter Pb in Dimension 3
Pb ∼=
 2 −1 ω−1 2 ω
ω ω 2
 ,
also das eindeutig bestimmte unzerlegbare unimodulare O-Gitter der Dimension 3 (vgl.[Sch98]).
Beispielsweise erha¨lt man durch Tensorieren von Pb mit der Struktur von E8 u¨ber dem Ko¨rper Q(
√−7)
ein Gitter im Geschlecht GE12, dessen Spurgitter das Leech-Gitter Λ24 ist.
Beispiel 3.5.13. In [Hen09] werden sa¨mtliche hermiteschen Strukturen des Leech-Gitters u¨ber
E = Q(
√−7) bestimmt. Es gibt neben der oben erwa¨hnten noch genau acht weitere solcher 12-
dimensionaler Strukturen. Durch Bilden des Tensorprodukts dieser Strukturen mit dem Gitter Pb
u¨ber Z[ 1+
√−7
2 ] erha¨lt man auf diese Weise neun Gitter, von denen genau eines, das Gitter Γ72, das
Minimum 8 besitzt und demnach extremal ist (vgl. [Neb12]). 
A¨hnlich wie im obigen Beispiel sollen in diesem Abschnitt Tensorprodukte der zuvor bestimmten
Strukturen einiger interessanter Gitter mit dem Gitter Pb u¨ber E = Q(
√−7) bestimmt werden. In
der Folge bezeichne stets ω := 1+
√−7
2 .
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Beispiel 3.5.14. Durch Tensorieren der Struktur des Gitters Q8(1) mit dem Gitter Pb u¨ber Z[ω]
erha¨lt man ein extremales, 5-modulares Gitter im Geschlecht II24(5
+12). Dieses ist isometrisch zu dem
bereits bekannten Gitter [2.J2
2
 SL2(5)]24(s) (vgl. [LatDB] ”(C2.J2 Y SL(2,5)):C2“). 
Beispiel 3.5.15. Tensoriert man die zwei Strukturen des Gitters A2⊗D4 mit dem Gitter Pb u¨ber
Z[ω], so erha¨lt man zwei stark modulare, extremale Z-Gitter im Geschlecht II24(2+123+12).
i |U(Li)| |U(Li ⊗O Pb)| min(Li ⊗O Pb) |O(Li ⊗O Pb)|
1 25.3 28.32.7 8 211.34.7
2 24.3 27.32.7 8 211.33.5.7
Das Gitter L1⊗OPb ist isometrisch zu dem Gitter [6.L3(4).2
2(2)
⊗ D8]24 (vgl. [LatDB] ”(C6.PSL(3,4).C2
Y D8).C2“). Das Gitter L2 ⊗O Pb ist isometrisch zu dem Gitter [(SL2(3)© C4).2
2(3)× √−1U3(3)]24 (vgl.
[LatDB]
”
((SL(2,3) Y C4).C2 x PSU(3,3)).C2“). 
Beispiel 3.5.16. Tensoriert man die sechs Strukturen des Gitters BW16 mit dem Gitter Pb u¨ber
Z[ω], so erha¨lt man (bis auf Isometrie) fu¨nf extremale, 2-modulare Gitter im Geschlecht II48(2+24).
i |U(Li)| |U(Li ⊗O Pb)| min(Li ⊗O Pb) |O(Li ⊗O Pb)|
1 26.32.5.7 29.33.5.72 8 210.33.5.72
2 28.32.5 211.33.5.7 8 220.34.53.7.13
3a 26.32.5 29.33.5.7
8 29.33.5.7
3b 26.32.5 29.33.5.7
4 28.32 211.33.7 8 212.33.7
5 26.3.7 29.32.72 8 210.32.72
Bekannt sind bislang zwei extremale Gitter: Zum einen das GitterBhurw12 (vgl. [LatDB] ”
Bhurw12“),
welches keinen Automorphismus der Ordnung 7 besitzt und damit zu keinem der obigen Gitter iso-
metrisch ist. Zum anderen das Gitter Z2P48n (vgl. [LatDB] ”Z2P48n“), welches eine Automorphis-
mengruppe der Ordnung 220.34.53.7.13 besitzt. Das Gitter L2 ⊗O Pb ist isometrisch zu Z2P48n, alle
weiteren sind in der Literatur bislang nicht erwa¨hnt. 
Beispiel 3.5.17. Bilden des Tensorprodukts der beiden Strukturen des Gitters CT12 mit dem
Gitter Pb u¨ber Z[ω] ergibt zwei 3-modulare Gitter im Geschlecht II36(3+18):
i |U(Li)| |U(Li ⊗O Pb)| min(Li ⊗O Pb) θLi⊗OPb
1 26.33.7 29.34.72 6 1 + 12096q3 +O(q4)
2 25.32.7 29.33.72 6 1 + 2016q3 +O(q4)
Beide Gitter besitzen ein Minimum von 6 und sind folglich nicht extremal. 
Man erha¨lt durch Bilden von Tensorprodukten also fu¨r die Stufen ` ≤ 6 jeweils (stark) `-modulare
Gitter. Mit Ausnahme der Stufe ` = 3 sind diese Gitter extremal.
In den folgenden beiden Fa¨llen ist die obere Schranke an das Minimum 12, denn der Tensor x⊗ y fu¨r
jeweils einen ku¨rzesten Vektor x bzw. y der tensorierten Gitter besitzt gerade diese Quadratla¨nge. In
beiden Fa¨llen ko¨nnen keine extremalen Gitter entstehen, denn ein extremales Gitter ha¨tte jeweils das
Minimum 14. Zumindest wird die obere Schranke von 12 angenommen:
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Beispiel 3.5.18. Tensoriert man die Struktur des (eindeutigen) extremalen, 11-modularen Gitters
in Dimension 8 mit dem Gitter Pb u¨ber Z[ω], so erha¨lt man ein Gitter im Geschlecht II24(11+12)
mit Minimum 12. Dieses ist isometrisch zu dem in der Datenbank gelisteten Gitter (4 +
√
5)Λ24
(vgl.[LatDB]
”
(4+sqrt(5)) x Leech“). 
Beispiel 3.5.19. Tensoriert man die vier Strukturen der zwei extremalen, stark 15-modularen
Gitter in Dimension 8 mit dem Gitter Pb u¨ber Z[ω], so erha¨lt man vier stark 15-modulare Gitter im
Geschlecht II24(3
+125+12) mit Minimum 12. 
Bemerkungen 3.5.20.
(i) Das extremale unimodulare Gitter P48n in Dimension 48 la¨sst sich als Tensorprodukt der
Struktur des Leech-Gitters u¨ber Z[ω] mit ω := 1+
√−11
2 mit dem folgenden unimodularen
Gitter vom Rang 2 konstruieren:
T ∼=
(
2 ω
ω 2
)
Tensoriert man hingegen die 32 Strukturen des Barnes-Wall Gitters BW16 mit dem Gitter
T u¨ber Z[ω], so erha¨lt man 32 Gitter im Geschlecht II32(2+16) mit Minimum 4, d.h. also
keines dieser Gitter ist extremal.
(ii) Das Tensorieren der Strukturen extremaler Gitter mit (unzerlegbaren) unimodularen Gittern
u¨ber anderen Ko¨rpern ergab keine nennenswerten Ergebnisse. Fu¨r eine mo¨gliche Erkla¨rung,
warum gerade der Ko¨rper Q(
√−7) viele interessante Ergebnisse liefert, wa¨hrend dies anson-
sten nicht der Fall ist, siehe [CN13] Rem. 3.6 
3.5.3. Einige Beispiele im Fall ggT(`, dE) > 1. Anders als im Fall ggT(`, dE) = 1 gibt es hier
im Allgemeinen mehrere Geschlechter hermitescher Gitter, welche n-dimensionale gerade Z-Gitter der
Stufe ` und Determinante `n/2 liefern. Dies soll am Beispiel von Strukturen von Gittern der Stufe
` = 3 u¨ber dem Ko¨rper E = Q(
√−3) verdeutlicht werden.
Beispiel 3.5.21. (Strukturen von Gittern der Stufe ` = 3 u¨ber E = Q(
√−3))
Das Geschlecht II8(3
+4) entha¨lt genau zwei Gitter: Neben dem Gitter A2⊥A2⊥A2⊥A2 noch ein un-
zerlegbares Gitter. Beide Gitter besitzen eine Struktur u¨ber dem Ko¨rper E = Q(
√−3). Das Git-
ter A2⊥A2⊥A2⊥A2 entsteht per Spurkonstruktion aus dem 4-dimensionalen Standardgitter L1 ∼=
〈1, 1, 1, 1〉, wohingegen das unzerlegbare Gitter die folgende Struktur u¨ber E besitzt:
L2 ∼=

1 1−w3
1−w
3
1−w
3
2+w
3 1
1−w
3 0
2+w
3
2+w
3 2
−1+w
3
2+w
3 0
−2−w
3 2

Letzteres Gitter ist offenbar nicht ganzzahlig (im Sinne von L ⊆ L∗), wa¨hrend das Gitter 〈1, 1, 1, 1〉
unimodular und damit auch ganzzahlig ist. Somit ko¨nnen diese beiden O-Gitter nicht im selben
Geschlecht liegen.
Sei nun allgemeiner L ein hermitesches Gitter, welches per Spurkonstruktion ein n-dimensionales
gerades Z-Gitter der Stufe 3 und Determinante 3n/2 liefert. Genau wie in Abschnitt 3.3.1 folgt zuna¨chst
3D−1E L
∗ ⊆ L ⊆ D−1E L∗.
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Fu¨r alle Stellen p ∈ ΩQ \{3} gilt nach wie vor, dass Lp fu¨r diese unimodular ist und damit wie gesehen
der Isometrietyp von Lp feststeht. Sei nun p = 3. Dann gilt 3O = P
2 und fu¨r die Stelle p = 3 gilt:
PL∗3 ⊆ L3 ⊆ P−1L∗3
Also sind in einer Jordan-Zerlegung an der Stelle p = 3 mit einer P−1-, einer P- und einer unimodu-
laren nur drei Komponenten mo¨glich. In kleinstmo¨glicher Dimension besitzen diese Komponenten die
Gestalt:
P−1 O P
H(−1) 〈1〉 H(1)〈∆〉
Die Dimension eines Spurgitters L ist n = N · [E : Q] = 2N . Ist L ein Gitter mit det(L) = 3n/2, so
gilt:
3N = det(L) = |dE |N ·N(vL) = 3N ·N(vL)
Also muss gelten νP(vL) = 0. Des Weiteren zeigt man mit a¨hnlichen Argumenten, wie sie im Beweis zu
Satz 4.1.19 verwendet werden, dass die Determinante von L3 eine Norm ist und damit eine unimodulare
Komponente der Determinante ∆ nicht auftreten kann. Unter diesen Nebenbedingungen lassen sich
in kleinen Dimensionen die folgenden Geschlechter kombinieren:
N L3 Maß h h2 h4 Genus h
Z
ext
1 〈1〉 12.3 1 1 - II2(3−1) 1
2 〈1, 1〉 123.32 1 1 - II4(3+2) 1
3 〈1, 1, 1〉 124.34 1 1 - II6(3−3) 1
4 〈1, 1, 1, 1〉 127.35 1 1 - II8(3+4) 1
4 H(−1) ⊥ H(1) 126.33 1 1 - II8(3+4) 1
5 5.〈1〉 128.36.5 1 1 - II10(3−5) 1
5 H(−1) ⊥ 〈1〉 ⊥ H(1) 127.34 1 1 - II10(3−5) 1
6 6.〈1〉 13210.38.5.7 2 1 1 II12(3+6) 1
6 H(−1) ⊥ 2.〈1〉 ⊥ H(1) 1329.36 4 3 1 II12(3+6) 1
7 7.〈1〉 1211.39.5 2 2 0 II14(3−7) 0
7 H(−1) ⊥ 3.〈1〉 ⊥ H(1) 91210.37 7 7 0 II14(3−7) 0
8 8.〈1〉 41215.310.52 3 2 1 II16(3+8) 1
8 H(−1) ⊥ 4.〈1〉 ⊥ H(1) 3731213.38 12 10 2 II16(3+8) 2
8 2.H(−1) ⊥ 2.H(1) 3731214.32.52 15 11 4 II16(3+8) 4
Bereits in diesen kleinen Dimensionen zeigt sich, dass die Maße in fester Dimension N je nach Ge-
schlecht stark variieren. Noch eklatanter ist dieser Anstieg der Maße in Dimension N = 12:
N L3 Maß h
12 12.〈1〉 ≈ 5.4 · 10−9 12
H(−1) ⊥ 8.〈1〉 ⊥ H(1) ≈ 2.7 > 16
2.H(−1) ⊥ 4.〈1〉 ⊥ 2.H(1) ≈ 1.8 · 105 > 106
3.H(−1) ⊥ 3.H(1) ≈ 2.6 · 106 > 107
Eine Klassifikation, insbesondere des Geschlechtes mit L3 ∼= 3.H(−1) ⊥ 3.H(1), scheint nicht mo¨glich.
Andererseits ist dieses Geschlecht jedoch fu¨r die Konstruktion extremaler Gitter durchaus relevant:
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Beispielsweise besitzt das Gitter L24.2 (vgl. [LatDB] ”
L 24.2“) zwei nicht isometrische Strukturen,
welche gerade in diesem Geschlecht liegen. Andererseits wurde bereits in [Fei78] gezeigt, dass kein
extremales Gitter im Geschlecht II24(3
+12) eine Struktur als unimodulares O-Gitter besitzt.
3.6. Gitter u¨ber Kreisteilungsko¨rpern
Sei E = Q(ζm) der m-te Kreisteilungsko¨rper. Wegen Q(ζ2m) = Q(ζm) fu¨r ungerades m sei m 6≡4 2.
Der maximal reelle Teilko¨rper von E ist F = Q(ζm + ζm). Die entsprechenden Ganzheitsringe sind
O = Z[ζm] und o = Z[ζm + ζm]. Die Diskriminante von E lautet
dE = (−1)ϕ(m)/2 · m
ϕ(m)∏
p|m pϕ(m)/(p−1)
.
Je nachdem, ob m eine Primzahlpotenz ist oder nicht, ergibt sich folgender wesentlicher Unterschied:
Ist m = pt, dann ist die Erweiterung E/F verzweigt an der Stelle p|p. Ist hingegen m 6= pt, so ist die
Erweiterung E/F unverzweigt. Fu¨r weitere Details zu Kreisteilungsko¨rpern siehe [Was82].
In diesem Abschnitt sollen hermitesche Strukturen von n-dimensionalen geraden Z-Gittern der
Stufe ` und Determinante `n/2 u¨ber Kreisteilungsko¨rpern E = Q(ζm) betrachtet werden. Das Haupt-
augenmerk wird auf die Ko¨rper Q(ζp) fu¨r Primzahlen p > 2 gelegt.
Zuna¨chst wird erkla¨rt, inwiefern ein Zusammenhang zwischen diesen Strukturen und Automorphis-
men der jeweiligen Z-Gitter besteht. Fu¨r eine etwas allgemeinere Betrachtung von ZG-Gittern fu¨r die
zyklische Gruppe G sowie eine kategorielle Beschreibung dieses Sachverhalts siehe auch [Hof13]. Fu¨r
den Spezialfall des Ko¨rpers Q(ζ4) siehe auch [KM02], fu¨r den Ko¨rper Q(ζ3) siehe auch [Hen09].
3.6.1. Zusammenhang zu Automorphismen. Sei L ein Z-Gitter auf dem quadratischen
Raum (V, b) der Dimension n mit einem Automorphismus σ ∈ O(L) mit (irreduziblem) Minimal-
polynom mσ = Φm und weiter sei E := Q(ζm).
Als erstes soll gezeigt werden, inwiefern σ auf V eine Struktur als hermitescher E-Vektorraum indu-
ziert. Fu¨r eine etwas allgemeinere Betrachtung dieses Themas siehe [Mil69].
Auf dem Q-Vektorraum V kann eine E-Vektorraumstruktur durch ζm · x := σ(x) fu¨r alle x ∈ V
definiert werden. Als E-Vektorraum besitzt Vσ := V die Dimension N :=
n
ϕ(m) .
Weiter sei die Abbildung hσ : Vσ × Vσ → E definiert als
hσ(x, y) :=
1
m
m−1∑
i=0
b(σ−i(x), y) · ζim.(54)
Man rechnet leicht nach, dass es sich bei hσ um eine hermitesche Form auf Vσ handelt. Bildet man
die zugeho¨rige Spurform, so erha¨lt man
bhσ (x, y) = Tr
E
Q (hσ(x, y)) = Tr
E
Q (
1
m
m−1∑
i=0
b(σ−i(x), y) · ζim)
= 1m
m−1∑
i=0
b(ζ−im x, y) · TrEQ (ζim) = b( 1m
m−1∑
i=0
TrEQ (ζ
i
m) · ζ−im x, y) = b(x, y),
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wobei die letzte Gleichung gilt, da
∑m−1
i=0 Tr
E
Q (ζ
i
m) · ζ−im = m, denn
m−1∑
i=0
TrEQ (ζ
i
m) · ζ−im =
m−1∑
i=0
∑
j∈Z∗m
(ζjm)
i · ζ−im =
∑
j∈Z∗m
m−1∑
i=0
(ζj−1m )
i =
∑
j∈Z∗m
m j = 10 j 6= 1 = m.
Ist h′ : Vσ × Vσ → E eine weitere hermitesche Form mit bh′(x, y) = TrEQ (h′(x, y)) = b(x, y), so gilt fu¨r
beliebiges α ∈ E
0 = b(αx, y)− b(αx, y) = bhσ (αx, y)− bh′(αx, y)
= TrEQ (hσ(αx, y))− TrEQ (h′(αx, y)) = TrEQ (α · (hσ(x, y)− h′(x, y))).
Da TrEQ : E ×E → Q nicht entartet ist, folgt hσ(x, y) = h′(x, y) fu¨r alle x, y ∈ V , d.h. es gibt mit der
in (54) definierten hermiteschen Form genau eine hermitesche Form auf Vσ mit der Eigenschaft, dass
die zugeho¨rige Spurform gerade die urspru¨ngliche Bilinearform b auf V ergibt.
Da σ ∈ O(L) ein Automorphismus von L ist, ist σ(L) = L und damit ζm · L = L. Wegen O = Z[ζm]
wird L dadurch zu einem O-Modul. Da L als Z-Modul endlich erzeugt ist, ist L auch als O-Modul
endlich erzeugt. Folglich ist L ein Gitter auf dem hermiteschen Raum (Vσ, hσ).
Ist umgekehrt L ein O-Gitter auf dem hermiteschen Raum (V, h), so kann man, wie in Abschnitt
3.1.3 in etwas allgemeinerem Kontext gesehen, L als Z-Gitter auf dem Raum V mit Bilinearform
bh(x, y) := Tr
E
Q (h(x, y)) auffassen. Die Abbildung σ : V → V , x 7→ ζm · x liefert dann eine Isometrie
von V , denn fu¨r alle x, y ∈ V gilt
bh(σ(x), σ(y)) = Tr
E
Q (h(ζx, ζy)) = Tr
E
Q (ζζh(x, y)) = Tr
E
Q (h(x, y)) = bh(x, y).
Wegen σ(L) = ζm · L = L ist σ ∈ O(L) ein Automorphismus von L mit Minimalpolynom mσ = Φm.
Somit erha¨lt man eine bijektive Korrespondenz von O-Gittern L auf hermiteschen Ra¨umen (V, h)
u¨ber dem Ko¨rper Q(ζm) einerseits und Paaren aus Z-Gittern L auf dem quadratischen Raum (V, b)
zusammen mit einem Automorphismus σ ∈ O(L) mit Minimalpolynom Φm andererseits.
Sind nun σ, σ˜ ∈ O(L) zwei Automorphismen eines Z-Gitters L mit Minimalpolynom Φm, so
bezeichne Lσ auf (Vσ, hσ) und Lσ˜ auf (Vσ˜, hσ˜) die daraus resultierenden hermiteschen Gitter. Fu¨r
diese gilt dann:
Proposition 3.6.1. Zwei hermitesche Strukturen Lσ und Lσ˜ eines Z-Gitters L u¨ber Q(ζm) sind
isometrisch genau dann, wenn σ und σ˜ konjugiert in O(L) sind.
Insbesondere erha¨lt man fu¨r ein Z-Gitter L eine bijektive Korrespondenz zwischen Isometrieklassen
hermitescher Strukturen von L u¨ber dem Ko¨rper Q(ζm) und Konjugationsklassen in O(L) mit Mini-
malpolynom Φm.
Beweis. Genau dann sind Lσ und Lσ˜ isometrisch u¨ber O, wenn es eine Isometrie ψ : (Vσ, hσ) −→
(Vσ˜, hσ˜) gibt mit ψ(Lσ) = Lσ˜. A¨hnlich wie in Prop. 3.4.4 zeigt man, dass dieses wiederum a¨quivalent
ist zur Existenz eines ψ ∈ O(V, b), welches E-linear ist und ψ(Lσ) = Lσ˜ erfu¨llt. Da Lσ und Lσ˜ als
Z-Gitter (bzw. als Menge) gleich L sind, gilt also ψ(L) = L, d.h. ψ ∈ O(L). Da ζm ein primitives
Element von E = Q(ζm) ist, ist die E-Linearita¨t von ψ a¨quivalent zu ζm · ψ(x) = ψ(ζm · x) fu¨r alle
x ∈ V , also σ ◦ ψ = ψ ◦ σ bzw. σ˜ = ψ ◦ σ ◦ ψ−1. Letzteres ist genau dann der Fall, wenn σ˜ und σ
konjugiert in O(L) sind. 
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Um also sa¨mtliche hermiteschen Strukturen von L u¨ber dem Ko¨rper Q(ζm) zu bestimmen, mu¨ssen
die Konjugationsklassen innerhalb der AutomorphismengruppeO(L) mit Minimalpolynom Φm berech-
net werden und fu¨r je einen Vertreter σ das Gitter Lσ gebildet werden.
Bemerkung 3.6.2. Um zu einem Z-Gitter L und einem Automorphismus σ ∈ O(L) mit mσ = Φm
konkret eine hermitesche Struktur u¨ber dem Ko¨rper E = Q(ζm) in Form einer Darstellung Lσ =
A1x1 + . . . + ANxN zu finden, muss aus einer beliebigen Z-Basis von L, welche stets auch ein O-
Erzeugendensystem von Lσ ist, eine Pseudobasis bestimmt werden.
Dieses algorithmische Problem kann fu¨r O-Untermoduln von EN mit einem ga¨ngigen Computeralge-
brasystem wie Magma bewerkstelligt werden. Da eine Basis von L zuna¨chst jedoch aus Vektoren aus
V besteht, ist also explizit ein E-linearer Isomorphismus ϕ : V → EN zu konstruieren.
Dazu ist zuna¨chst eine Q-Basis B = {v11, . . . , v1ϕ(m), . . . , vN1, . . . , vNϕ(m)} von V derart zu wa¨hlen,
dass die Darstellungsmatrix MBB (σ) von σ bezu¨glich der Basis B in Frobenius-Normalform ist, d.h.
die Matrix die folgende Blockgestalt besitzt
MBB (σ) =
N⊕
i=1

−a0
1 −a1
. . .
...
1 −aϕ(m)−1
 ,
wobei Xϕ(m) +aϕ(m)−1Xϕ(m)−1 + . . .+a1X+a0 = Φm gilt (da es sich bei der Frobenius-Normalform
um eine rationale Normalform handelt, ist die Basis B im Allgemeinen keine Z-Basis von L). Aus dieser
Basis B la¨sst sich mit v11, v21, . . . , vN1 leicht eine E-Basis von V auswa¨hlen, denn wegen vij = ζj−1 ·vi1
fu¨r i ∈ {1, . . . , N} und j ∈ {1, . . . , ϕ(m)} ist diese Menge ein N -elementiges E-Erzeugendensystem
von V . Der gesuchte Isomorphismus ϕ : V → EN ergibt sich dann durch E-lineare Fortsetzung von
v11 7→
 10...
0
0
 , v21 7→
 01...
0
0
 , . . . , vN1 7→
 00...
0
1
 .
Ist y1, . . . , yn eine Z-Basis von L, so kann zu dem O-Modul Oϕ(y1) + . . . + Oϕ(yn) ⊆ EN eine
Pseudobasis A1x˜1 + . . .+ AN x˜N bestimmt werden. Setzt man xi := ϕ
−1(x˜i) fu¨r i = 1, . . . , N , so gilt
Lσ = A1x1 + . . .+ ANxN .
Eine Gram-Matrix in dieser Basis x1, . . . , xN ist dann leicht u¨ber die Formel (54) berechenbar. 
3.6.2. Der Fall ggT(`, dE) = 1. Sei weiterhin O = Z[ζm]. Zusa¨tzlich gelte nun fu¨r diesen Ab-
schnitt die Bedingung ggT(`, dE) = 1. Ist L ein O-Gitter vom Rang N , welches mittels Spurkon-
struktion ein n-dimensionales gerades Z-Gitter der Stufe ` und Determinante `n/2 ergibt, so gilt nach
Korollar 3.1.10 bereits nL ⊆ D−1F O. Die Bedingung nL ⊆ D−1F O in Satz 3.3.10 ist also redundant und
ein solches O-Gitter L besitzt an der Stelle q ∈ ΩF die Darstellung:
Lq ∼=

H(2− p)⊥ . . .⊥H(2− p) q = p
〈1, . . . . . . , 1〉 q 6= p, q - `
〈1, . . . , 1, `, . . . , `︸ ︷︷ ︸
kq-mal
〉 q 6= p, q | `,
(55)
wobei kq = νq(vL) ist und die Bedingung
∏
q|`N(q
kqO) = `N [F :Q] erfu¨llt sein muss. Gema¨ß Korollar
3.3.11 erha¨lt man eine 1:1-Korrespondenz zwischen den mo¨glichen Geschlechtern von L wie in (55) und
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o-Idealen a =
∏
q|` q
kq mit kq ≤ N und N(aO) = `N [F :Q]. Anders als im Fall imagina¨r-quadratischer
Zahlko¨rper kann es also mehr als ein solches Geschlecht geben, na¨mlich genau dann, wenn das Ideal
`o in der Erweiterung F/Q zerlegt ist. Dies soll anhand des folgenden Beispiels erla¨utert werden.
Beispiel 3.6.3. Sei L das eindeutig bestimmte extremale Gitter im Geschlecht II8(11
+4) (vgl.
[LatDB]
”
8QF.8.a“). Die Automorphismengruppe O(L) dieses Gitters besitzt 26.32.52 Elemente. In
dieser gibt es drei Konjugationsklassen mit Minimalpolynom Φ5. Gema¨ß Prop. 3.6.1 gibt es also drei
hermitesche Strukturen von L u¨ber dem Ko¨rper Q(ζ5). Mit Hilfe von Bemerkung 3.6.2 lassen sich
diese explizit bestimmen:
L1 ∼= 1
5
( −ζ35−ζ25+7 2ζ35−2ζ25+ζ5+4
−3ζ35+ζ25−ζ5+3 −ζ35−ζ25+7
)
L2 ∼= 1
5
(
ζ35+ζ
2
5+8 4ζ
3
5−ζ25+2ζ5+5
−3ζ35+2ζ25−2ζ5+3 ζ35+ζ25+8
)
L3 ∼= 1
5
(−3ζ35−3ζ25+6 ζ35+2ζ25−3
2ζ35+ζ
2
5−3 3ζ35+3ζ25+9
)
In dem Ko¨rper F = Q(ζ5 + ζ5) = Q(
√
5) gilt 11o = l1l2. Man rechnet leicht nach, dass gilt:
sL1 = l1D
−1
E nL1 = l1D
−1
F O vL1 = l
2
1D
−1
E
sL2 = l2D
−1
E nL2 = l2D
−1
F O vL2 = l
2
2D
−1
E
sL3 = D
−1
E nL3 = D
−1
F O vL3 = 11D
−1
E
Folglich ist L1 ein Gitter im Geschlecht G
E
2 (l
2
1), L2 ein Gitter im Geschlecht G
E
2 (l
2
2) und L3 ein Gitter
im Geschlecht GE2 (11). 
A¨hnlich wie in Abschnitt 3.5.1 soll auch hier zumindest fu¨r den p-ten Kreisteilungsko¨rper und
das Hauptgeschlecht GEN (`
N/2) eine notwendige und hinreichende Bedingung an den Rang N fu¨r die
Existenz eines Gitters in diesem Geschlecht hergeleitet werden.
Klar ist, dass N gerade sein muss, denn fu¨r den p-ten Kreisteilungsko¨rper ist das Ideal p verzweigt in
der Erweiterung E/F , d.h. pO = PP. A¨hnlich wie oben kann in Dimension N ≡4 0 stets ein solches
Gitter angegeben werden:
Wie jede ganze Zahl ist auch −` die Summe zweier Quadrate modulo p, also gibt es a, b ∈ Z
mit −` ≡p a2 + b2. Es folgt ` + a2 + b2 ∈ pZ ⊆ p = (1 − ζ)(1 − ζ)o. Folglich gibt es ein λ ∈ o mit
`+ a2 + b2 = λ(1− ζ)(1− ζ). Als Quotient zweier total positiver Zahlen gilt λ 0. Weiter sei
G :=
1
δδ
(
I S
S
t
λI
)
∈ O4×4(56)
mit den Matrizen I := ( 1 00 1 ) und S :=
1
1−ζ
(
a b
b −a
)
sowie δ := (1− ζp) p−32 . Fu¨r die Determinante von
G gilt dann
det (G) =
1
(δδ)4
det (λI − SSt) = (λ(1− ζ)(1− ζ)− a
2 − b2)2
((δδ)2(1− ζ)(1− ζ))2
=
(
`
((1− ζp)(1− ζp))p−2
)2
.
Dann sind die Hauptminoren der Matrix G gleich NEF (δ)
−1, NEF (δ)
−1, `NEF (1 − ζ)−1, det (G) und
damit jeweils total positiv. Demnach ist die hermitesche Form auf V = Ex1 + . . . + Ex4 gegeben
durch die Matrix G bezu¨glich der Basis x1, . . . , x4 total positiv definit.
Sei nun L := Ox1 + . . .+Ox4. Mit Hilfe von Lemma 3.1.1 rechnet man leicht nach, dass sL = P
2−p =
D−1E und nL = P
3−p = D−1F O sowie vL = det(G)O = D
−4
E · `2O gilt. Weiter ist L∗ = Oy1 + . . .+Oy4
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fu¨r die duale Basis y1, . . . , y4 von x1, . . . , x4 und in dieser Basis ist die Gram-Matrix gegeben durch
G−1 =
((1− ζp)(1− ζp))p−2
`δδ
(
λI −S
−St I
)
.
Damit rechnet man leicht nach, dass s(L∗) = 1`DE gilt. Nach Prop. 3.3.9 ist das Spurgitter von L ein
4[E : Q]-dimensionales gerades Gitter der Stufe ` und Determinante `4[F :Q] und nach Satz 3.3.10 ist
somit L ein Gitter in dem Geschlecht GE4 (`
2).
Durch Bilden orthogonaler Summen erha¨lt man:
Satz 3.6.4. Sei E = Q(ζp) der p-te Kreisteilungsko¨rper und ` ∈ N quadratfrei mit ggT(`, p) = 1.
Dann existiert das Hauptgeschlecht GEN (`
N/2) fu¨r N ≡4 0 in dem Sinne, dass dieses stets ein Gitter
entha¨lt. Des Weiteren entha¨lt das Geschlecht GEN (`
N/2) sogar stets ein freies Gitter. 
Genau wie in Abschnitt 3.5.1 wird auch hier die Hasse-Invariante des zugrunde liegenden Raumes
benutzt, um eine notwendige Bedingung im Fall N ≡4 2 an ` herzuleiten. Hierfu¨r werden Ergebnisse
aus der Arbeit [Neb99] angewendet.
Fu¨r spa¨tere Zwecke sei bemerkt, dass es im folgenden Lemma keine weiteren als die dort genannten
Voraussetzungen an L gibt. Insbesondere muss nicht notwendig ggT(`, dE) = 1 gelten.
Lemma 3.6.5. Sei L ein O-Gitter u¨ber dem Ko¨rper E = Q(ζp) vom Rang N auf dem hermiteschen
Raum (V, h). Dann erha¨lt man als Hasse-Invariante des Spurgitters von L an der Stelle q ∈ ΩQ:
sq(L) =

(−1) p−12 (N+12 ) falls q = 2
(−1) p−12 (N+12 ) ·∏v prim(−1) νv(det(L))f(v) falls q = p
(−1)
νq(det (L))
f(q) sonst
Beweis. Sei L = A1x1 + . . .+ANxN ein solches Gitter mit Steinitzklasse [A] = [A1 · . . . ·AN ] und
abku¨rzend sei α := det(x1, . . . , xN ). Nach [Sch85] 1.6 iv) sind die Dimension und die Determinante
bereits ein vollsta¨ndiges Invariantensystem fu¨r einen (total positiv definiten) hermiteschen Raum, d.h.
es gilt
(V, h) ∼= 〈1, . . . , 1, α〉.
Mit den Notationen aus [Neb99] gilt also (V, bh) ∼= ϕ1⊥ . . .⊥ϕ1⊥ϕα, wobei bh = TrEQ ◦h. Nach
[Neb99] Satz 3.3.8 (c) bzw. (d) gilt sp(ϕ1) = (−1, p)p = (−1) p−12 fu¨r die Stelle p bzw. sq(ϕ1) = 1
fu¨r alle Stellen q ∈ ΩQ. Mit der Formel zur Berechnung der Hasse-Invariante fu¨r orthogonale Summen
(vgl. [Ger08] Prop. 4.18.) erha¨lt man daraus wegen d(ϕ1) = d(ϕα) = pQ∗2 und (p, p)p = (−1, p)p =
(−1) p−12 induktiv fu¨r jede Stelle q ∈ ΩQ \ {2}:
sq(L) = sq(ϕ1)
N−1 · (p, p)(
N
2 )
q · sq(ϕα) =
(−1)
p−1
2 ((
N
2 )+N−1) · sp(ϕα) q = p
sq(ϕα) sonst
(57)
Es verbleibt also die Berechnung von sq(ϕα). Die beiden Fa¨lle q = p und q ∈ ΩQ \ {2, p} sind hier
gesondert zu betrachten.
Sei zuna¨chst q ∈ ΩQ \ {2, p} und α(Zq ⊗ O) =
∏r
i=1 Q
εi
i die Primidealzerlegung von αO u¨ber dem
Ring Zq ⊗O. In dieser Zerlegung treten die Vervollsta¨ndigungen aller u¨ber q gelegenen Primideale Qi
aus der Zerlegung des Ideals αO auf. Nach [Neb99] Satz 3.3.14.(iv) gilt dann
sq(ϕα) = (p, q)
f(q)·∑ri=1 εi
q · (−1)
∑r
i=1 εi .(58)
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Die entscheidende Beobachtung ist, dass die Berechnung der Hasse-Invariante sq(ϕα) gema¨ß (58) nur
von der Parita¨t der Zahl
∑r
i=1 εi abha¨ngt. Diese Parita¨t kann, wie jetzt gezeigt wird, nur mit Hilfe
der Determinante det(L) bestimmt werden.
Aufgrund von Prop. 3.1.4 ist det (L) = |dE |N · N(vL) und wegen q - |dE | = pp−2 ist νq(det (L)) =
νq(N(vL)). Da jedes Primideal Q u¨ber q die Norm q
f(q) besitzt, kann man daraus folgern, dass exakt
νq(det (L))
f(q) solcher Primideale (ggf. mit Vielfachheit geza¨hlt) in der Zerlegung von vL vorkommen. Nach
Definition gilt vL = AA · α, umgestellt also αO = vL · (AA)−1. Ist nun Qi ein Teiler von A, so ist Qi
ein Teiler von A. Im Fall Qi = Qi unterscheiden sich also die Exponenten von Qi in den Zerlegungen
von vL und αO um 2, wohingegen sich im Fall Qi 6= Qi die Exponenten von Qi und Qi jeweils um 1
unterscheiden. Die Parita¨t der Zahl
∑r
i=1 εi ist also gleich der Parita¨t von
νq(det (L))
f(q) . Zusammen mit
νq(det (L)) ≡2 0 folgt aus (57) und (58) dann
sq(L) = sq(ϕα) = (p, q)
f(q)· νq(det (L))
f(q)
p (−1)
νq(det (L))
f(q) = (−1)
νq(det (L))
f(q) .
Nun soll die Stelle p ∈ ΩQ betrachtet werden. Durch Multiplizieren von α mit geeigneten Potenzen
des Elements pi := (1−ζp)(1−ζp) ∈ F der Norm NFQ (pi) = p kann erreicht werden, dass νp(NFQ (α)) = 0
gilt. Nach [Neb99] Lemma 3.3.11. ist dann NFQ (α) ≡p ±1. Ist ε ∈ {±1} mit NFQ (α) ≡p ε, so gilt nach
[Neb99] Satz 3.3.14 (iii):
sp(ϕα) = (−1)
p−1
2 · ε(59)
Zur Berechnung von sp(ϕα) ist somit das genaue Vorzeichen zu bestimmen. Sei dazu v eine Primzahl
mit v 6= p. Wegen |dE | = pp−2 ist hier νv(det (L)) = νv(|dE |N · N(A)2NFQ (α)2) = 0 + 2νv(N(A)) +
2νv(N
F
Q (α)) und deswegen gilt
νv(det (L))
2 = νv(N(A)) + νv(N
F
Q (α)). Jeder u¨ber v gelegene Primteiler
von A besitzt die Norm vf(v), daher ist νv(N(A)) durch f(v) teilbar, etwa νv(N(A)) = λ · f(v). Nach
[Neu92] I (10.3) ist f(v) gerade die Ordnung von v in (Z/pZ)∗, d.h. es ist vf(v) ≡p 1. Damit erha¨lt
man
vνv(N
F
Q (α)) = v
νv(det (L))
2 +νv(N(A)) = v
νv(det (L))
2 · vλ·f(v) ≡p v
νv(det(L))
2 .
Ist nun f(v) gerade, so ist v
f(v)
2 ≡p −1 und damit gilt in diesem Fall
v
νv(det(L))
2 = (v
f(v)
2 )
νv(det(L))
f(v) ≡p (−1)
νv(det(L))
f(v) .(60)
Ist hingegen f(v) ungerade, so ist νv(det(L)) wegen νv(det(L)) ≡2 0 sogar durch 2f(v) teilbar und
folglich gilt hier ebenfalls
v
νv(det(L))
2 = (vf(v))
νv(det(L))
2f(v) ≡p 1 = (−1)
νv(det(L))
f(v) .(61)
Somit gilt in jedem Fall also vνv(N
F
Q (α)) ≡p v νv(det(L))2 ≡p (−1)
νv(det(L))
f(v) . Da α als Determinante des
total positiv definiten Raumes (V, h) total positiv ist, ist auch NFQ (α) > 0 und man erha¨lt insgesamt
NFQ (α) =
∏
v prim
vνv(N
F
Q (α)) ≡p
∏
v prim
(−1) νv(det(L))f(v) .
Nach (59) ist sp(ϕα) = (−1) p−12 · (NFQ (α) mod p) = (−1)
p−1
2 ·∏v prim(−1) νv(det(L))f(v) . Einsetzen in die
Formel (57) ergibt
sp(L) = (−1)
p−1
2 (
N+1
2 ) ·
∏
v prim
(−1) νv(det(L))f(v) .
Die Formel fu¨r die Stelle q = 2 ergibt sich jetzt aus der Produktformel fu¨r die lokalen Hasse-Invarianten.

Daraus ergibt sich die folgende notwendige Bedingung:
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Proposition 3.6.6. Sei E = Q(ζp) fu¨r eine Primzahl p > 2 und ` ∈ N quadratfrei mit p - `.
Gibt es ein Gitter im Geschlecht GEN (a) u¨ber dem Ko¨rper E fu¨r N ≡4 2 und N(aO) = `n/2 mit
n := N(p− 1), so gilt notwendig (−`
p
)
= 1.
Beweis. Sei v ein Primteiler von `. Wegen ggT(`, p) = 1 ist also v 6= p. Wie im Beweis zu Lemma
3.6.5 gesehen (vgl. Formeln (60) bzw. (61)), ist einerseits
(−1) νv(det(L))f(v) ≡p v
νv(det(L))
2 .(62)
Da νv(det(L)) = νv(N(aO)) =
n
2 =
N
2 · (p− 1) ist und N2 wegen der Voraussetzung N ≡4 2 ungerade
ist, erha¨lt man andererseits nach dem Satz von Euler auch
v
νv(det(L))
2 = (v
p−1
2 )
N
2 ≡p
(
v
p
)N
2
=
(
v
p
)
.(63)
Zusammengenommen folgt aus (62) und (63) also wegen p 6= 2 sogar die Gleichheit
(−1) νv(det(L))f(v) =
(
v
p
)
.(64)
Weiter ist wiederum aufgrund der Voraussetzung N ≡4 2 die Zahl
(
N+1
2
)
ungerade, womit also gilt
(−1) p−12 (N+12 ) = (−1) p−12 =
(−1
p
)
.(65)
Da ein `-elementares Gitter an der Stelle p unimodular ist, muss notwendig sp(L) = 1 gelten. Zusam-
men mit (64) und (65) folgt also aus Lemma 3.6.5:
1 = sp(L) = (−1)
p−1
2 (
N+1
2 ) ·
∏
v prim
(−1) νv(det(L))f(v) =
(−1
p
)
·
∏
v|`
(
v
p
)
=
(−`
p
)

Auch hier soll nun fu¨r den Ko¨rper E := Q(ζp) ein Gitter im Geschlecht GE2 (`) konstruiert werden,
falls die notwendige Bedingung
(
−`
p
)
= 1 erfu¨llt ist. Sei also −` ein Quadrat modulo p, etwa −` ≡p a2
fu¨r ein a ∈ Z. Also gilt ` + a2 ∈ pZ ⊆ p = (1 − ζp)(1 − ζp)o. Folglich gibt es ein λ ∈ o mit
` + a2 = λ · (1 − ζp)(1 − ζp). Da sowohl ` + a2 als auch (1 − ζp)(1 − ζp) = NEF (1 − ζp) total positiv
sind, ist auch λ total positiv.
Sei G die Matrix
G :=
1
δδ
(
1 s
s λ
)
,
wobei hier s := a1−ζp und δ := (1− ζp)
p−3
2 ist. Dann folgt
det (G) =
1
(δδ)2
(
λ− a
2
(1− ζp)(1− ζp)
)
=
λ · (1− ζp)(1− ζp)− a2
(δδ)2(1− ζp)(1− ζp)
=
`
((1− ζp)(1− ζp))p−2
.
Die Hauptminoren von G sind 1 und det(G) und damit sind diese total positiv. Demnach ist die
hermitesche Form auf V = Ex1 + Ex2 gegeben durch die Matrix G bezu¨glich der Basis x1, x2 total
positiv definit.
Sei nun L := Ox1 +Ox2. Mit Hilfe von Lemma 3.1.1 rechnet man leicht nach, dass sL = P
2−p = D−1E
und nL = P3−p = D−1F O sowie vL = det(G)O = D
−2
E `O gilt. Weiter ist L
∗ = Oy1 +Oy2 fu¨r die duale
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Basis y1, y2 von x1, x2 und in dieser Basis ist die Gram-Matrix gegeben durch
G−1 =
((1− ζp)(1− ζp))p−2
`δδ
(
λ −s
−s 1
)
.
Damit rechnet man leicht nach, dass s(L∗) = 1`DE gilt. Nach Prop. 3.3.9 ist das Spurgitter von L ein
2[E : Q]-dimensionales gerades Gitter der Stufe ` und Determinante `2[F :Q] und nach Satz 3.3.10 ist
somit L ein Gitter in dem Geschlecht GE2 (`).
Damit ist bewiesen:
Satz 3.6.7. Sei E = Q(ζp) mit p > 2 Primzahl und ` ∈ N quadratfrei. Ist N ≡4 2, so gibt es ein
Gitter im Hauptgeschlecht GEN (`
N/2) genau dann, wenn
(
−`
p
)
= 1. 
Bildet man die Spurgitter dieser konstruierten O-Gitter, so erha¨lt man zusammen mit der not-
wendigen Bedingung aus Prop. 3.6.6 folgende Aussage fu¨r Z-Gitter:
Satz 3.6.8. Seien p > 2 Primzahl und ` ∈ N quadratfrei mit p - `. Es gibt genau dann ein gerades
Gitter L der Dimension n = N(p − 1), Stufe ` und Determinante `n/2 mit einem Automorphismus
mit Minimalpolynom Φp, wenn gilt
a) N ≡4 0 oder
b) N ≡4 2 und
(
−`
p
)
= 1.

Es sollen nun fu¨r Kreisteilungsko¨rper E = Q(ζm) fu¨r kleine m und die Quebbemannschen Stufen
` ∈ {1, 2, 3, 5, 6, 7, 11, 14, 15, 23} unter der Bedingung ggT(`, dE) = 1 die Geschlechter GEN (`N/2) fu¨r
kleine Dimensionen N , sofern diese Geschlechter existieren, klassifiziert werden. Die fu¨r die Berech-
nung der Maße dieser Geschlechter notwendigen Standardmaße fu¨r kleine Dimensionen und einige
Kreisteilungsko¨rper sind in Tabelle 3.6 zusammengefasst.
N \ E Q(ζ5) Q(ζ12) Q(ζ7) Q(ζ9) Q(ζ15) Q(ζ20)
2 1600
1
288
1
1176
1
648
1
1800
1
480
3 16000
1
10368
1
2058
13
34992
1
10125
1
640
4 1720000
23
2488320
79
1728720
2587
12597120
1261
1215000
3793
30720
5 29336000000
23
5971968
130429
1512630
18628987
226748160 ≈ 2.01 ≈ 3185.4
6 1963145360000000
38663
3009871872 ≈ 2.53 ≈ 38.30 > 106 > 6 · 1028
N \ E Q(ζ11) Q(ζ21) Q(ζ28) Q(ζ13) Q(ζ17) Q(ζ19)
2 52904
1
504
13
1176
19
4056
73
867
1461
2888
3 650521296
43
567 ≈ 3.64 ≈ 32.93 > 3 · 106 > 2 · 109
4 ≈ 196.19 > 104 > 107 > 6 · 106 > 5 · 1066 > 7 · 1083
Tabelle 3.6. Die Standardmaße stdEN fu¨r Kreisteilungsko¨rper E = Q(ζm) sortiert
nach Ko¨rpergrad bzw. Diskriminante. Fu¨r die Fa¨lle m = 3, 4 siehe Tab. 3.4.
In [Que92] werden alle 32-dimensionalen geraden unimodularen Gitter mit einer Struktur u¨ber
dem Ko¨rper Q(ζ68) (bzw. Gitter mit einem irreduziblen Automorphismus der Ordnung 4·17) bestimmt
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und gezeigt, dass es neben einem Gitter mit Minimum 2 genau drei extremale solche Gitter gibt. Etwas
allgemeiner gilt:
Satz 3.6.9. Es gibt genau vier extremale gerade unimodulare Gitter in Dimension 32 mit einer
Struktur u¨ber dem Ko¨rper Q(ζ17).
Beweis. Das Geschlecht GE2 u¨ber dem Ko¨rper Q(ζ17) besitzt das Maß 73867 . Die Klassifikation
dieses Geschlechts ergibt genau sieben Gitter: L1a, L1b, L2, L3, L4a, L4b und L5. Abgesehen von dem
Gitter L5 fu¨hren alle u¨brigen zu extremalen unimodularen Gittern in Dimension 32.
i |U(Li)| |O(Li)| min(Li)
1a 2.17
25.32.17 4
1b 2.17
2 22.17 27.32.17 4
3 22.3.17 27.33.17 4
4a 23.3.17
231.35.52.7.17.31 4
4b 23.3.17
5 22.172 232.312.56.74.112.132.172 2
Die Gitter 1a und 1b sowie 4a und 4b besitzen jeweils u¨ber Z isometrische Spurgitter. Somit erha¨lt
man also exakt vier extremale unimodulare Gitter in Dimension 32 mit einer Struktur u¨ber dem
Ko¨rper Q(ζ17). 
Wie in Bsp. 3.2.11 gesehen, besitzen die drei extremalen Gitter CQ32, MW32 und MW
′
32 eine
Struktur als Ideal-Gitter u¨ber den Ko¨rpern Q(ζ51) und Q(ζ68). Wegen Q(ζ17) ⊂ Q(ζ51) bzw. Q(ζ17) ⊂
Q(ζ68) ist damit klar, dass diese drei extremalen Gitter ebenfalls eine Struktur u¨ber Q(ζ17) besitzen.
Der interessante Teil der Aussage in dem folgenden Satz ist daher, dass es außer den drei genannten
keine weiteren extremalen Gitter im Geschlecht II32(2
+16) mit einer solchen Struktur gibt.
Satz 3.6.10. Es gibt genau drei extremale Gitter im Geschlecht II32(2
+16) mit einer Struktur u¨ber
Q(ζ17), na¨mlich die Gitter CQ32, MW32 und MW ′32.
Beweis. Es ist 2o = l1l2. Folglich gibt es also mit G
E
2 (l
2
1), G
E
2 (l
2
2) und G
E
2 (2o) drei Geschlechter.
Das Hauptgeschlecht GE2 (2o) entha¨lt kein extremales Gitter. Das Geschlecht G
E
2 (l
2
1) entsteht aus dem
Geschlecht GE2 durch Skalieren mit einem total positiven Erzeuger η1 des Ideals l1. Man erha¨lt die
folgenden sieben Gitter:
i |U(η1Li)| |O(η1Li)| min(η1Li)
1a 2.17 24.17 4
1b 2.17 24.17 4
2 22.17 25.17 4
3 22.3.17 26 · 33 · 17 6
4a 23.3.17 214 · 3 · 17 6
4b 23.3.17 214 · 3 · 17 6
5 22.172 28.172 4
Das Gitter η1L3 ist isometrisch zu dem Gitter CQ32. Das Gitter
η1L4a ist isometrisch zu MW32,
wohingegen η1L4b isometrisch zu dem reskalierten Dualgitter MW
′
32 von MW32 ist. Da MW
′
32 6∼=
MW32 gilt, sind diese Gitter insbesondere also nicht 2-modular.
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Das Geschlecht GE2 (l
2
2) erha¨lt man vo¨llig analog durch Skalieren der Gitter aus dem Geschlecht G
E
2
mit einem total positiven Erzeuger η2 des Ideals l2. Auf diese Weise entstehen ebenfalls drei extremale
Gitter, welche jedoch in der folgenden Weise ebenfalls zu den Gittern MW32, MW
′
32 und CQ32
isometrisch sind:
L3
L4b
L4a
CQ32
MW ′32
MW32
L3
L4b
L4a
η1 η2

Auf analoge Weise erha¨lt man die folgenden Resultate:
Satz 3.6.11. Es gibt genau ein extremales Gitter im Geschlecht II24(3
+12) mit einer Struktur u¨ber
Q(ζ13), na¨mlich das Gitter L24.2. 
Satz 3.6.12. Es gibt genau ein extremales Gitter im Geschlecht II20(7
+10) mit einer Struktur u¨ber
Q(ζ11), na¨mlich das Gitter L20. 
In der folgenden Tabelle ist ` die Stufe der mittels Spurkonstruktion resultierenden Z-Gitter, E
der jeweilige Kreisteilungsko¨rper und N der Rang der hermiteschen Gitter des jeweiligen Geschlechts,
welches durch das Ideal a festgelegt wird. Fu¨r jedes dieser Geschlechter ist h die Klassenzahl, hst.m
die Anzahl der hermiteschen Gitter, welche stark modulare Z-Gitter liefern, h2, . . . , h10 die Anzahl
der hermiteschen Gitter, welche als Z-Gitter ein Minimum von 2, . . . , 10 besitzen, und hZext die Anzahl
der extremalen Z-Gitter (bis auf Isometrie), welche eine Struktur u¨ber dem Ko¨rper E besitzen.
` E N a Maß h hst.m h2 h4 h6 h8 h10 Genus h
Z
ext
1 Q(ζ5) 2 o 123.3.52 1 (1) 1 - - - - II8 1
4 o 127.32.54 1 (1) 1 - - - - II16 1
6 o 19631210.34.57.7 3 (3) 2 1 - - - II24 1
8 o 150020278679215.35.59.7 18 (18) 9 9 - - - II32 6
Q(ζ12) 2 o 125.32 1 (1) 1 - - - - II8 1
4 o 23211.35.5 2 (2) 2 - - - - II16 1
6 o 38663216.38.7 7 (7) 6 1 - - - II24 1
Q(ζ7) 4 o 7924.32.5.74 2 (2) 1 1 - - - II24 1
Q(ζ20) 2 o 1480 2 (2) 2 - - - - II16 1
3 o 1640 5 (5) 4 1 - - - II24 1
Q(ζ21) 2 o 123.32.7 1 (1) 0 1 - - - II24 1
Q(ζ28) 2 o 1323.3.72 2 (2) 1 1 - - - II24 1
Q(ζ13) 2 o 1923.3.132 2 (2) 1 1 - - - II24 1
Q(ζ17) 2 o 733.172 7 (7) 1 6 - - - II32 4
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` E N a Maß h hst.m h2 h4 h6 h8 h10 Genus h
Z
ext
2 Q(ζ5) 4 2o 22127.32.54 3 3 2 1 - - - II16(2
+8) 1
Q(ζ7) 4 2o 7497124.32.74 17 15 3 14 - - - II24(2
−12) 8
Q(ζ15) 2 2o 1723.32.52 2 2 1 1 - - - II16(2
+8) 1
Q(ζ11) 2 2o 15523.3.112 3 3 1 2 - - - II24(2
−12) 2
Q(ζ17) 2 2o 5475172 648 648 1 647 0 - - II32(2
+16) 0
l21
73
3.172 7 5 0 4 3 - - II32(2
+16) 3
l22
73
3.172 7 5 0 4 3 - - II32(2
+16) 3
3 Q(ζ5) 4 3o 299326.32.54 6 6 3 3 - - - II16(3
+8) 3
Q(ζ7) 2 3o 1322.3.72 2 2 1 1 - - - II12(3
+6) 1
4 3o 405420123.32.74 439 305 13 423 3 - - II24(3
+12) 1
Q(ζ20) 2 3o 41240 7 7 2 5 - - - II16(3
+8) 3
Q(ζ28) 2 3o 21972.3.72 215 215 2 210 3 - - II24(3
+12) 1
l21
13
23.3.72 3 3 0 3 0 - - II24(3
+12) 0
l22
13
23.3.72 3 3 0 3 0 - - II24(3
+12) 0
Q(ζ13) 2 3o 18623.132 98 98 1 97 0 - - II24(3
+12) 0
l21
19
23.3.132 2 2 0 1 1 - - II24(3
+12) 1
l22
73
23.3.132 2 2 0 1 1 - - II24(3
+12) 1
5 Q(ζ7) 2 5o 312.3.72 3 3 1 2 - - - II12(5
−6) 2
Q(ζ12) 2 5o 1324.32 3 3 2 1 - - - II8(5
+4) 1
4 5o 1562183210.34.5 111 97 25 85 1 - - II16(5
+8) 1
Q(ζ24) 2 5o 16925.3 49 49 3 44 2 - - II16(5
+8) 1
l21
1
27.3 2 2 0 2 0 - - II16(5
+8) 0
l22
1
27.3 2 2 0 2 0 - - II16(5
+8) 0
6 Q(ζ5) 2 6o 152 2 0 1 1 - - - II8(2
−43−4) (0)
4 6o 66145326.32.54 60 32 8 46 6 - - II16(2
+83+8) 4
Q(ζ7) 2 6o 3922.72 5 4 1 4 - - - II12(2
+63+6) 2
Q(ζ11) 2 6o 94552.3.112 289 5 1 132 156 - - II20(2
−103−10) 3
7 Q(ζ5) 4 7o 282595326.32.54 138 112 11 98 29 - - II16(7
+8) 13
Q(ζ15) 2 7o 120122.32.52 42 42 1 16 25 - - II16(7
+8) 8
Q(ζ11) 2 7o 1400522.112 638 638 1 154 482 1 - II20(7
+10) 1
11 Q(ζ5) 2 11o 652 4 4 1 2 1 - - II8(11
+4) 1
l21
1
23.3.52 1 1 0 0 1 - - II8(11
+4) 1
l22
1
23.3.52 1 1 0 0 1 - - II8(11
+4) 1
14 Q(ζ5) 2 14o 652 4 0 1 2 1 - - II8(2
−47−4) (0)
Q(ζ15) 2 14o 2041722.32.52 684 92 1 18 301 362 2 II16(2
+87+8) 0
Tabelle 3.7. Strukturen u¨ber Kreisteilungsko¨rpern
Bemerkung 3.6.13. Eine Klassifikation der hermiteschen Strukturen von Gittern im Geschlecht
II36(3
+18) u¨ber E = Q(ζ7) ist nicht mo¨glich. Das Maß des Geschlechts GE6 (33) u¨ber Q(ζ7) betra¨gt
≈ 1.8 · 1013, sodass dieses Geschlecht sogar mehr als 2.5 · 1014 Gitter entha¨lt.
Das Maß des Geschlechts GE2 (3) u¨ber dem Ko¨rper E = Q(ζ19) betra¨gt ≈ 9956.8, sodass dieses Ge-
schlecht circa 400.000 Gitter entha¨lt. Eine Klassifikation ko¨nnte in diesem Fall gerade noch machbar
sein, wu¨rde jedoch einiges an Rechenzeit und Speicherplatz in Anspruch nehmen. 
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Wie in Lemma 4.1.17 gezeigt werden wird, sind (mit Ausnahme des ersten) sa¨mtliche Fourier-
Koeffizienten der Thetareihe eines Gitters mit einer Struktur u¨ber Q(ζp) durch p teilbar. La¨sst sich
die extremale Modulform als ganzzahlige Linearkombination von Thetareihen von Gittern mit einer
Struktur u¨ber Q(ζp) darstellen, so gilt dies auch fu¨r die extremale Modulform. Auf diese Weise erha¨lt
man:
Proposition 3.6.14. Die Fourier-Koeffizienten der extremalen Modulform fM in dem Raum
M :=M18(Γ∗(3), χ18) sind (mit Ausnahme des ersten) sowohl durch 7 als auch durch 19 teilbar. 
3.6.3. Einige Beispiele im Fall ggT(`, dE) > 1. Wie bereits in Abschnitt 3.5.3 gesehen, gibt
es nicht nur ein Geschlecht hermitescher Gitter u¨ber Q(ζ3) = Q(
√−3), welches per Spurkonstruktion
n-dimensionale gerade Z-Gitter der Stufe 3 und Determinante 3n/2 liefert.
Ebenso gibt es im Allgemeinen auch fu¨r den Ko¨rper E = Q(ζm) im Fall ggT(`, dE) > 1 mehrere
mo¨gliche solcher Geschlechter. Ein grundsa¨tzlicher Unterschied besteht dabei zwischen den Fa¨llen
m = pt fu¨r eine Primzahl p und einem zusammengesetzten m ∈ N (m 6≡4 2), da die Erweiterung E/F
im ersten Fall verzweigt und im zweiten unverzweigt ist.
Ist L ein hermitesches Gitter, welches per Spurkonstruktion ein n-dimensionales gerades Z-Gitter der
Stufe ` und Determinante `n/2 liefert, so folgt zuna¨chst genau wie in Abschnitt 3.3.1
`D−1E L
∗ ⊆ L ⊆ D−1E L∗.
Fu¨r alle Stellen p ∈ ΩF , welche ` nicht teilen, gilt nach wie vor, dass diese D−1Ep -modular (bzw. uni-
modular) sind und damit wie gesehen der Isometrietyp fu¨r solche feststeht. Ist p ∈ ΩF unverzweigt
in der Erweiterung E/F und gilt p | `, so legt allein der Typ der Jordan-Zerlegung den Isometrie-
typ fest (vgl. Prop. 3.3.1). Fu¨r in der Erweiterung E/F verzweigte Stellen kommt in einigen Fa¨llen
zusa¨tzlich die Determinante als Invariante hinzu (vgl. Prop. 3.3.3). Dies soll anhand von drei Beispielen
veranschaulicht werden.
Beispiel 3.6.15. (Strukturen von Gittern der Stufe ` = 3 u¨ber E = Q(ζ21))
In diesem Fall gilt 3o = p2 und pO = P. Also legt allein die Stelle p das Geschlecht fest. Fu¨r diese
gilt:
PL∗p ⊆ Lp ⊆ P−1L∗p
Also sind in einer Jordan-Zerlegung an der Stelle p mit einer P−1-, einer P- und einer unimodularen nur
drei Komponenten mo¨glich. In kleinstmo¨glicher Dimension besitzen diese Komponenten die Gestalt:
P−1 O P
〈pi−1〉 〈1〉 〈pi〉
Die Dimension eines Spurgitters L ist n = N · [E : Q] = 12N . Ist also L ein Gitter mit det(L) = 3n/2,
so gilt:
36N = det(L) = |dE |N ·N(vL) = 36N · 710N ·N(vL)
Folglich gilt νP(vL) = 0. Unter dieser Nebenbedingung lassen sich die folgenden Geschlechter kombi-
nieren:
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N Lp Maß h h2 h4 h6 h8 Genus h
Z
ext
1 〈1〉 12.3.7 1 0 1 - - II12(3+6) 1
2 〈1, 1〉 123.32.7 2 0 2 0 - II24(3+12) 0
〈pi−1, pi〉 3922.7 59 0 53 6 - II24(3+12) 1
3 〈1, 1, 1〉 4334.7 22 0 5 17 0 II36(3+18) 0
...
Das Gitter L24.2 besitzt genau sechs nicht isometrische Strukturen in dem durch 〈pi−1, pi〉 festgelegten
Geschlecht, wa¨hrend kein extremales Gitter eine Struktur mit Lp ∼= 〈1, 1〉 besitzt. Gleiches gilt fu¨r
das Geschlecht festgelegt durch 〈1, 1, 1〉. Das Maß des Geschlechts festgelegt durch 〈pi−1, 1, pi〉 lautet
785954
3.7 ≈ 37426.4. Somit ist eine Klassifikation dieses Geschlechts nicht ohne Weiteres mo¨glich.
Beispiel 3.6.16. (Strukturen von Gittern der Stufe ` = 2 u¨ber E = Q(ζ20))
In diesem Fall gilt 2o = p2 und pO = P. Also legt allein die Stelle p das Geschlecht fest. Fu¨r diese
gilt:
L∗p ⊆ Lp ⊆ P−2L∗p
Also sind in einer Jordan-Zerlegung mit einer P−2-, P−1- und unimodularen nur drei Komponenten
mo¨glich. In kleinstmo¨glicher Dimension besitzen diese Komponenten die Gestalt:
P−2 P−1 O
〈2−1〉 〈pi−1〉 〈1〉
Die Dimension eines Spurgitters L ist n = N · [E : Q] = 8N . Ist L ein Gitter mit det(L) = 2n/2, so
gilt:
24N = 2N ·[F :Q] = det(L) = |dE |N ·N(vL) = 28N · 56N ·N(vL)
Also muss gelten νP(vL) = −N . Unter dieser Nebenbedingung lassen sich die folgenden Geschlechter
kombinieren:
N Lp Maß h h2 h4 h6 Genus h
Z
ext
2 〈pi−1, pi−1〉 125.3.5 1 0 1 - II16(2+8) 1
〈2−1, 1〉 123.5 3 2 1 - II16(2+8) 1
4 〈pi−1, pi−1, pi−1, pi−1〉 3793211.3.5 20 0 19 1 II32(2+16) 1
...
Das dabei konstruierte extremale Gitter im Geschlecht II32(2
+16) ist isometrisch zu dem Gitter Q32.
Dieses besitzt auch noch jeweils genau eine Struktur in den anderen beiden Geschlechtern festgelegt
durch 〈2−1, pi−1, pi−1, 1〉 bzw. 〈2−1, 2−1, 1, 1〉. Die Maße lauten ≈ 1.4 · 1012 und ≈ 4.6 · 1013.
Beispiel 3.6.17. (Strukturen von Gittern der Stufe ` = 5 u¨ber E = Q(ζ5))
In diesem Fall gilt 5o = p2 und pO = P2. Also legt allein die Stelle p das Geschlecht fest. Fu¨r diese
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gilt:
PL∗p ⊆ Lp ⊆ P−3L∗p
Somit sind in einer Jordan-Zerlegung an der Stelle p nur die folgenden fu¨nf Komponenten mo¨glich,
welche in kleinstmo¨glicher Dimension die folgende Gestalt besitzen:
P−3 P−2 P−1 O P
H(−3) 〈pi
−1〉
H(−1) 〈1〉 H(1)〈∆pi−1〉 〈∆〉
Die Dimension eines Spurgitters L ist n = N · [E : Q] = 4N . Ist L ein Gitter mit det(L) = 5n/2, so
gilt:
52N = det(L) = |dE |N ·N(vL) = 53N ·N(vL)
Also muss gelten νP(vL) = −N . Des Weiteren zeigt man mit a¨hnlichen Argumenten, wie sie im
Beweis zu Satz 4.1.19 verwendet werden, dass die Determinante von Lp eine Norm ist. Unter diesen
Nebenbedingungen lassen sich die folgenden Geschlechter kombinieren:
N Lp Maß h h2 h4 h6 h8 Genus h
Z
ext
2 H(−1) 123.3.52 1 0 1 - - II8(5+4) 1
〈∆pi−1,∆〉 122.52 1 1 0 - - II8(5+4) 0
〈pi−1, 1〉 122.52 1 0 1 - - II8(5+4) 1
4 H(−1)⊥H(−1) 127.32.54 1 0 1 0 - II16(5+8) 0
〈∆pi−1〉⊥H(−1)⊥〈∆〉 1325.3.54 2 0 2 0 - II16(5+8) 0
〈pi−1〉⊥H(−1)⊥〈1〉 1325.3.54 2 1 1 0 - II16(5+8) 0
〈pi−1,∆pi−1, 1,∆〉 1324.32.52 6 2 4 0 - II16(5+8) 0
〈pi−1, pi−1, 1, 1〉 1326.52 9 2 7 0 - II16(5+8) 0
H(−3)⊥H(1) 32526.32 37 7 29 1 - II16(5+8) 1
6 H(−1)⊥H(−1)⊥H(−1) 19361210.34.57.7 3 0 2 0 1 II24(5+12) 1
...
Bei dem konstruierten extremalen Gitter im Geschlecht II24(5
+12) handelt es sich um das Gitter
(C2.J2Y SL(2, 5)) : C2. Dieses besitzt noch genau zwei weitere Strukturen, welche in dem durch
H(−3) ⊥ H(−1) ⊥ H(1) festgelegten Geschlecht liegen.
3.7. Unimodulare Gitter
In diesem Abschnitt werden unimodulare Gitter u¨ber imagina¨r-quadratischen Zahlko¨rpern und
Quaternionenalgebren u¨ber Q untersucht. Anders als in den vorherigen Abschnitten meist vorausge-
setzt, sind in den hier betrachteten Fa¨llen die Stufe ` und die Diskriminante nicht teilerfremd, sondern
gleich. Des Weiteren la¨sst sich in diesen Fa¨llen zeigen, dass es jeweils genau ein Geschlecht unimo-
dularer Gitter gibt und dass unimodulare Gitter mittels Spurkonstruktion jeweils gerade modulare
Z-Gitter ergeben.
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3.7.1. Unimodulare Gitter u¨ber imagina¨r-quadratischen Zahlko¨rpern. Unimodulare Git-
ter u¨ber imagina¨r-quadratischen Zahlko¨rpern sind in diversen Arbeiten untersucht worden: In [Iya69]
(Q(
√−1) bis Rang 7), [Fei78] (Q(√−3) bis Rang 12), [Hof91] (Rang 2, 3 u¨ber Ko¨rpern mit Diskri-
minante ≥ −20), relativ umfassend in [Sch98] und erga¨nzend in [KM02] (Q(√−1) gerade, Rang 8
und 12), [Abd04] bzw. [AS09] (Q(
√−3) Rang 13, 14 bzw. 15).
Diese Ergebnisse werden hier teilweise reproduziert und in einigen wenigen Fa¨llen erweitert.
Proposition 3.7.1. Sei E = Q(
√−`) mit einer Primzahl ` ≡4 3 und N ∈ N. Dann gibt es
genau ein Geschlecht UEN (positiv definiter) unimodularer O-Gitter vom Rang N u¨ber E, na¨mlich das
Geschlecht des Gitters
IN := 〈1, . . . , 1〉.
Beweis. Sei L = A1x1 + . . . + ANxN ein unimodulares O-Gitter auf dem hermiteschen Raum
(V, h). Nach 3.3.1 gilt fu¨r jede Stelle p 6= ` zuna¨chst
Lp ∼= 〈1, . . . , 1〉.(66)
Fu¨r jede zerlegte Stelle p ∈ ΩQ ist (−`p ) = 1 und somit ist −` ein Quadrat modulo p. Mit dem
lokalen Quadratesatz (vgl. [O’M63] 63:1) folgt, dass −` dann auch ein Quadrat in Qp ist. Es folgt
(−`, dV )p = 1. Ist p ∈ ΩQ eine tra¨ge Stelle, so ist nach (66) dV eine Norm, also (−`, dV )p = 1. Da (V, h)
positiv definit ist, gilt zudem dV > 0 und daher (−`, dV )∞ = 1. Aus Hilberts Reziprozita¨tsgesetz (vgl.
[O’M63] 71:18) folgt damit auch (−`, dV )` = 1, also ist dV nach [O’M63] 63:10 auch an der Stelle `
eine Norm und mit 3.3.3 folgt
L` ∼= 〈1, . . . , 1〉.(67)
Somit ist das Geschlecht von L durch (66) und (67) eindeutig festgelegt. Das Gitter IN ist offenbar
ein unimodulares O-Gitter in diesem Geschlecht. 
Die folgende Maßformel kann leicht mit Hilfe des Standardmaßes und geeigneter Korrekturfaktoren
hergeleitet werden. Der Einfachheit halber sei an dieser Stelle auf [HK89] Theorem 5.6 verwiesen.
Fu¨r das Geschlecht UEN unimodularer O-Gitter vom Rang N u¨ber E = Q(
√−`) gilt
Maß(UEN ) = 2
−N
N∏
j=1
|Bj,χj |
j
·
(`N/2 + (−1)N/2) N gerade1 N ungerade,
wobei hier χ = χE/Q den Kronecker-Charakter bezeichnet.
Da die Diskriminante dE = −` von E ungerade ist, ist das Ideal 2Z unverzweigt in der Erweiterung
E/Q und nach Korollar 3.1.7 ist dann jedes ganzzahlige Spurgitter auch gerade. Insbesondere gilt dies
fu¨r die Spurgitter unimodularer O-Gitter u¨ber dem Ko¨rper E. Daru¨ber hinaus gilt
Proposition 3.7.2. Sei ` ≡4 3, E = Q(
√−`) und sei L ein unimodulares Gitter im Geschlecht
UEN . Dann ist das mittels Spurkonstruktion aus L gewonnene Gitter ein gerades `-modulares Z-Gitter
der Dimension n = 2N .
Beweis. Wegen L∗ = L und DE =
√−`O gilt L = L∗ = DEL# =
√−`L#. Die Abbildung
σ : V → V , x 7→ √−`x erfu¨llt also σ(L#) = L und es gilt fu¨r beliebige x, y ∈ V
bh(σ(x), σ(y)) = Tr
E
Q (h(σ(x), σ(y)))) = Tr
E
Q (h(
√−`x,√−`y)) = `TrEQ (h(x, y)) = `bh(x, y).
Somit ist σ eine A¨hnlichkeit, welche L# auf L abbildet. Folglich ist L `-modular. 
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Nach obigem Lemma ist also die Thetareihe eines Z-Gitters mit einer Struktur als unimodulares
O-Gitter stets ein Element von Mn/2(Γ∗(`), χn/2) und folglich ist ein solches Gitter extremal bereits
dann, wenn das Minimum entsprechend groß ist. Im Folgenden wird ein O-Gitter als extremal be-
zeichnet, wenn das Spurgitter extremal ist.
Die Klassenzahl der Ko¨rper Q(
√−3),Q(√−7) und Q(√−11) ist jeweils 1. Daher sind sa¨mtliche Gitter
u¨ber diesen Ko¨rpern frei.
Im Wesentlichen sind in diesem Abschnitt u¨ber die oben zitierten Ergebnisse hinausgehend zwei wei-
tere Geschlechter klassifiziert worden:
Satz 3.7.3. Es gibt genau 5611 unimodulare Gitter vom Rang 16 u¨ber Q(
√−3). Unter diesen sind
genau 37 extremale Gitter. Weiter gibt es genau 33 extremale Gitter in dem Geschlecht II32(3
+16) mit
einer Struktur als unimodulares Gitter u¨ber Q(
√−3). 
Erwartungsgema¨ß gilt außerdem:
Satz 3.7.4. Es gibt genau 23523 unimodulare Gitter vom Rang 9 u¨ber dem Ko¨rper Q(
√−11). Es
gibt kein extremales Gitter in diesem Geschlecht. Demnach gibt es kein extremales Gitter im Geschlecht
II18(11
+9) mit einer Struktur als unimodulares Gitter u¨ber Q(
√−11). 
In der folgenden Tabelle bezeichnet h jeweils die Klassenzahl des Geschlechts unimodularer Gitter
vom Rang N u¨ber dem Ko¨rper E, zudem ist das jeweilige Maß des Geschlechts angegeben. h2, . . . , h10
gibt jeweils die Anzahl der hermiteschen Gitter an, welche als Z-Gitter ein Minimum von 2, . . . , 10
besitzen und hZext die Anzahl der extremalen Z-Gitter (bis auf Isometrie), welche eine Struktur u¨ber
dem Ko¨rper E besitzen.
E N Maß h h2 h4 h6 h8 h10 h
Z
ext
Q(
√−3) 2 122.32 1 1 - - - - 1
3 124.34 1 1 - - - - 1
4 127.35 1 1 - - - - 1
5 128.36.5 1 1 - - - - 1
6 13210.38.5.7 2 1 1 - - - 1
7 1211.39.5 2 2 0 - - - 0
8 41215.310.52 3 2 1 - - - 1
9 809216.313.52 4 3 1 - - - 1
10 8899218.314.52 6 4 2 - - - 2
11 1494223218.315.5.11 8 6 2 - - - 2
12 75373090789222.317.52.7.11.13 20 8 12 0 - - 0
13 630862444823223.318.53.11 34 20 13 1 - - 1
14 689532652191539225.319.53.11 93 34 58 1 - - 1
15 4366489808207046403226.321.53.11 353 93 258 2 - - 2
16 3048163571802983160052643231.322.54.11 5611 353 5221 37 - - 33
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E N Maß h h2 h4 h6 h8 h10 h
Z
ext
Q(
√−7) 2 123 1 1 - - - - 1
3 12.3.7 2 1 1 - - - 1
4 524.32.7 3 2 1 - - - 1
5 12.32.5.7 5 3 2 - - - 1
6 1923.32.5.72 11 5 6 0 - - (0)
7 732.34.5.72 26 11 15 0 - - 0
8 8767325.35.52.72 71 26 45 0 - - 0
9 6446632.35.52.73 291 71 218 2 0 - (0)
10 180570106323.35.52.73.11 2225 291 1918 14 2 - 1
Q(
√−11) 2 523.3 2 1 1 - - - 1
3 124 2 2 0 - - - 0
4 6127.3.5 6 2 4 0 - - 0
5 8528.11 10 6 3 1 - - 1
6 8075210.32.11 39 10 28 1 0 - (0)
7 102595211.7.11 112 39 72 1 0 - 0
8 150219599215.3.7.11 1027 112 857 54 4 0 (0)
9 12821810125216.7.11 23523 1027 18969 3527 0 0 0
Tabelle 3.8. Unimodulare Gitter u¨ber imagina¨r-quadratischen Zahlko¨rpern
Als interessanter Spezialfall sollen hier unimodulare Gitter u¨ber den sogenannten Eisenstein-
Zahlen, dem Ganzheitsring O = Z[ 1+
√−3
2 ] des Ko¨rpers Q(
√−3) etwas genauer betrachtet werden.
3.7.1.1. Konfigurationsanzahlen von Gittern u¨ber den Eisenstein-Zahlen. Sei hier nun also E :=
Q(
√−3) mit Ganzheitsring O = Z[ω] mit ω = 1+
√−3
2 . Die Einheitengruppe lautet in diesem Fall
O∗ = {±1,±w,±ω} und umfasst gerade die 6-ten Einheitswurzeln.
Analog zu Kapitel 2 lassen sich auch fu¨r ein ganzzahliges O-Gitter L, d.h. sL ⊆ O, die Konfigurati-
onsanzahlen wie folgt definieren
Nm,i(α) := |{x ∈ Lm | h(x, α) ∈ iO∗}|.
Genau wie in Kapitel 2 ko¨nnen diese Anzahlen in gewissen Fa¨llen mit Hilfe eines Gleichungssystems
Ss,a bestimmt werden. Im Unterschied zu Kapitel 2 mu¨ssen hier zonale Polynome bzgl. der unita¨ren
Gruppe bestimmt werden. Fu¨r Details siehe [BN02]. Als Lo¨sung des Gleichungssystems S3,8 erha¨lt
man beispielsweise:
Proposition 3.7.5. (vgl. [BN02] Tbl. III) Ist L ein extremales unimodulares Gitter vom Rang
18 u¨ber den Eisenstein-Zahlen, so sind die Konfigurationsanzahlen Nm,i(α) unabha¨ngig von α ∈ L8
eindeutig bestimmt und lauten:
i 0 1 w + 1 2 −w + 3 w + 2 3 2w + 2 4
N8,i 189414 404736 39168 13056 0 0 0 0 6
N10,i 5816448 15353856 2612736 959616 13056 13056 0 0 0
N12,i 110401536 335238912 78127104 35956224 2612736 2612736 404736 13056 0

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Bemerkung 3.7.6. Aus den Anzahlen N8,i aus Prop. 3.7.5 ko¨nnen leicht die entsprechenden
Anzahlen n8,i und n10,i fu¨r das Spurgitter eines solchen extremalen unimodularen Gitters berechnet
werden:
i 0 1 2 3 4 5 6 7 8 ≥9
n8,i 202470 269824 143616 26112 4356 0 0 0 2 0
n10,i 6687360 102620165757696 1741824 345984 26112 0 0 0 0
Tatsa¨chlich handelt es sich bei dieser Lo¨sung um eine der 63 in 2.4.6 b) erwa¨hnten Lo¨sungen. 
Mit Hilfe der Anzahlen aus Prop. 3.7.5 la¨sst sich analog zu Abschnitt 2.5 die Thetareihe L(α)
eines 2O-Nachbarn von L bzgl. eines Vektors α ∈ L8 von L berechnen. Zuna¨chst gilt
L(α) = Lα + O
α
2 = Lα ∪˙ (Lα − α2 ) ∪˙ (Lα − wα2 ) ∪˙ (Lα − ωα2 ).
Offenbar liefert die Multiplikation mit (den Einheiten) w bzw. ω eine Bijektion zwischen Lα − α2 und
den u¨brigen beiden Nebenklassen. Da diese die hermitesche Form h und damit auch Quadratla¨ngen
erha¨lt, folgt
θL(α) = θLα + 3 · θLα−α2 .
Als erstes soll nun die Thetareihe von Lα = {x ∈ L | h(α, x) ⊆ 2O} bestimmt werden. Da Lα nach
Definition ein Teilgitter von L ist, besitzt Lα (genauer das Spurgitter von Lα) ebenfalls keine Vektoren
der Quadratla¨nge 2, 4 und 6. Von den Vektoren x ∈ L8 entha¨lt Lα nur genau diejenigen, deren Wert
der hermiteschen Form i = h(x, α) im Ideal 2O ist, also
N4,0 +N4,2 +N4,4 = 189414 + 13056 + 6 = 202476.
Nun soll die Thetareihe von Lα − α2 bestimmt werden. Zuna¨chst rechnet man leicht nach, dass
die Bedingung, dass der Vektor x− α2 die Quadratla¨nge bh(x− α2 , x− α2 ) = m hat, a¨quivalent ist zu
bh(x, α) = bh(x, x)−m+ 2.(68)
Da das Gitter L das Minimum 8 besitzt, gilt folglich fu¨r jeden Vektor x 6= α, dass 8 ≤ bh(x−α, x−α) =
bh(x, x)− 2bh(x, α) + 8 gilt. Es folgt
2bh(x, α) ≤ bh(x, x).(69)
Um alle Vektoren x − α2 in Lα − α2 der Quadratla¨nge m zu bestimmen, mu¨ssen also neben −α2 (fu¨r
x = α) alle x ∈ Lα betrachtet werden, fu¨r die wegen (68) und (69) gilt
bh(x, x) ≤ 2m− 4.
Anschließend bestimmt man fu¨r jedes k ≤ 2m− 4 diejenigen i = i(k) ∈ 2O, fu¨r die (neben Nk,i > 0)
gilt
TrEQ (i) = k −m+ 2.
Fu¨r jedes solche i liefert dann jedes x ∈ Lk mit h(x, α) = i durch x− α2 einen Vektor in Lα − α2 der
Quadratla¨nge m. Dies geschieht nun fu¨r m = 1, . . . , 4:
m = 2 Hier muss gelten x = α oder bh(x, x) ≤ 0, d.h. x = 0. Somit gibt es hier also mit ±α2 genau
zwei Vektoren der Quadratla¨nge 2.
m = 4 Hier muss bh(x, x) ≤ 4 gelten. Somit gibt es keinen Vektor der Quadratla¨nge 4.
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m = 6 Hier muss bh(x, x) ≤ 8 gelten. Also sind die Vektoren der Quadratla¨nge 8 zu betrachten.
Relevant sind die Werte i ∈ {2, 4w, 4ω}. Man erha¨lt als Anzahl
1
6N4,2 +
1
3N4,4 = 2176 + 2 = 2178.
m = 8 Hier muss bh(x, x) ≤ 12 gelten. Also sind die Vektoren der Quadratla¨ngen 8, 10 und 12 zu
betrachten. Fu¨r k = 8 sind i ∈ {2ω, 2ω}, fu¨r k = 10 sind i ∈ {4ω, 4ω} und fu¨r k = 12 sind
i ∈ {2ω + 2, (2ω + 2)ω} relevant. Man erha¨lt
1
3N8,2 +
1
6N10,2 +
1
3N12,2ω+2 = 4352 + 159936 + 4352 = 168640.
Zusammenfassend erha¨lt man die folgenden Anzahlen von Vektoren der Quadratla¨ngem ∈ {0, . . . , 8}:
0 2 4 6 8
Lα 1 0 0 0 202476
Lα − α2 0 2 0 2178 168640
L(α) 1 6 0 6534 708396
Damit lautet die gesuchte Thetareihe also θL(α) = 1 + 6q+ 6534q
3 + 708396q4 +O(q5). Somit entha¨lt
das Gitter L(α) genau sechs Vektoren der Quadratla¨nge 2, na¨mlich die Vektoren O∗ · α2 . Das 1-
dimensionale von α2 erzeugte Untergitter von L ist isometrisch zu 〈1〉 und somit unimodular und kann
daher orthogonal abgespalten werden (vgl. [O’M63] 82:15). Somit ist L(α) von der Form L = 〈1〉 ⊥ L0
mit einem unimodularen Gitter L0 vom Rang 17. Die Thetareihe des Spurgitters von 〈1〉 ist gegeben
durch θA2 = 1 + 6q + 6q
3 + 6q4 +O(q5). Aufgrund der orthogonalen Zerlegung gilt θL(α) = θA2 · θL0 .
Damit la¨sst sich also die Thetareihe von L0 berechnen. Es gilt
θL0 = 1 + 6528q
3 + 669222q4 +O(q5).
Diese ist genau die extremale Modulform und somit ist L0 ein extremales unimodulares Gitter vom
Rang 17. Also ist bewiesen:
Satz 3.7.7. Gibt es ein extremales unimodulares Gitter vom Rang 18 u¨ber den Eisenstein-Zahlen,
so ist fu¨r jeden ku¨rzesten Vektor α ∈ L8 der 2O-Nachbar L(α) von der Form L(α) = 〈1〉 ⊥ L0, wobei
L0 ein extremales unimodulares Gitter vom Rang 17 ist. 
Im Prinzip reduziert sich die Frage nach der Existenz eines extremalen unimodularen Gitters vom
Rang 18 u¨ber den Eisenstein-Zahlen darauf, alle extremalen unimodularen Gitter vom Rang 17 zu
bestimmen und anschließend alle 2O-Nachbarn dieser Gitter zu berechnen. Auf diese Weise wu¨rde
man nach obigem Satz alle extremalen unimodularen Gitter vom Rang 18 konstruieren.
Das Problem an dieser Vorgehensweise ist die Tatsache, dass es sehr viele extremale Gitter vom Rang
17 gibt und auch der Nachbaralgorithmus sehr lange beno¨tigt, um auch nur fu¨r ein Gitter sa¨mtliche
2O-Nachbarn zu berechnen.
Als weitere Anwendung der Berechnung der Konfigurationsanzahlen erha¨lt man:
Satz 3.7.8. Es gibt kein extremales unimodulares Gitter vom Rang 19 u¨ber den Eisenstein-Zahlen.
Beweis. Das System S2,10 besitzt keine Lo¨sung und daher kann es ein solches Gitter nicht geben.

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3.7.2. Unimodulare Gitter u¨ber Quaternionenalgebren. In diesem Abschnitt sollen ex-
kursartig Gitter u¨ber Quaternionenalgebren betrachtet werden. Insbesondere werden unimodulare
Gitter betrachtet, da diese zumindest fu¨r gewisse Quaternionenalgebren der Diskriminante ` a¨hnlich
wie bei imagina¨r-quadratischen Zahlko¨rpern gerade `-modulare Gitter liefern.
Seien a, b ∈ Q∗. Eine (rationale) Quaternionenalgebra Q ist eine Q-Algebra erzeugt von zwei
Elementen i und j, welche folgende definierenden Relationen erfu¨llen:
i2 = a, j2 = b, i · j = −j · i.
Eine solche Algebra wird im Weiteren mit
(
a,b
Q
)
bezeichnet. Setzt man k := i · j, so kann man leicht
zeigen, dass {1, i, j, k} eine Q-Basis von Q ist und die Algebra Q somit 4-dimensional u¨ber Q ist. Jede
solche Quaternionenalgebra Q besitzt eine Involution : Q→ Q mit Fixko¨rper Q gegeben durch
λ11 + λ2i+ λ3j + λ4k 7−→ λ11− λ2i− λ3j − λ4k.
Mit Hilfe dieser Involution definiert man die reduzierte Norm und die reduzierte Spur eines Elements
α ∈ Q wie folgt:
Tr : Q→ Q, α 7→ α+ α N : Q→ Q, α 7→ α · α
A¨hnlich wie bei imagina¨r-quadratischen Zahlko¨rpern ist die relevante Menge von Stellen Ω = ΩQ die
Menge der rationalen Primzahlen. Eine Stelle p ∈ ΩQ heißt verzweigt, wenn Qp := Q ⊗Q Qp eine
Divisionsalgebra u¨ber Qp ist (also isomorph zu der eindeutig bestimmenten Divisionsalgebra, vgl.
[O’M63] 63:11b) und zerlegt oder auch unverzweigt, falls Qp ∼= M2(Qp) gilt. Entsprechend heißt Q
verzweigt bei ∞ , wenn Q∞ := Q⊗QR eine Divisionsalgebra ist (also isomorph zu den Hamiltonschen
Quaternionen H) und zerlegt, falls Q∞ ∼= M2(R) gilt. Quaternionenalgebren, welche an der Stelle ∞
verzweigt sind, nennt man auch definit. Man kann leicht zeigen, dass eine Quaternionenalgebra
(
a,b
Q
)
genau dann verzweigt bei p ∈ Ω bzw.∞ ist, wenn die sogenannte Normform 〈1,−a,−b, a ·b〉 anisotrop
u¨ber Qp bzw. R ist (vgl. [O’M63] 57:9).
Anders als bei Zahlko¨rpern, bei denen die Maximalordnung mit dem Ring der ganzen Zahlen O
u¨bereinstimmt und damit eindeutig bestimmt ist, kann es bei Quaternionenalgebren mehrere (nicht
konjugierte) Maximalordnungen geben. Die Anzahl der Konjugationsklassen von Maximalordnungen
heißt auch die Typenzahl von Q. Fu¨r eine beliebige Maximalordnung M heißt die Anzahl der Klassen
von Linksidealen (bzgl. der Relation A ∼ B⇔ ∃α ∈ Q∗ : A = Bα) die Klassenzahl. Diese ha¨ngt nicht
von der gewa¨hlten Maximalordnung ab.
Sei im Folgenden M eine fest gewa¨hlte Maximalordnung von Q. Die Diskriminante von Q ist definiert
als dQ :=
√|det(Tr(ωiωj))|, wobei ω1, . . . , ω4 eine Z-Basis der Maximalordnung M bezeichnet. Die
Differente DM ist definiert als das Inverse zu CM/Z := {α ∈ Q | Tr(αM) ⊆ Z}.
Bemerkung 3.7.9. Wa¨hrend die Diskriminante dQ einer Quaternionenalgebra Q nicht von der
Wahl der Maximalordnung M abha¨ngt (vgl. [Deu35] S. 882), ist dies bei der Differente DM der Fall.
Sind M1 und M2 zwei Maximalordnungen von Q, so gibt es ein M1-Linksideal A (d.h. M1 · A ⊆ A),
welches zugleich ein M2-Rechtsideal ist, sodass gilt (vgl. [Deu35] S. 88)
DM2 = A
−1 ·DM1 · A.

2Die Diskriminante wird in [Deu35] als Grundideal bzw. Grundzahl bezeichnet, wa¨hrend dort die Gro¨ße | det(Tr(ωiωj))|
als Diskriminante bezeichnet wird.
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A¨hnlich wie bei Zahlko¨rpern ist die Differente ein ganzes, zweiseitiges M-Ideal. Des Weiteren
ist DM das Produkt aller verzweigten Primideale von M und die Norm der Differente ist gleich der
Diskriminante von Q. Zudem ist eine Primzahl p genau dann verzweigt, wenn sie die Diskriminante
dQ von Q teilt (vgl. [Deu35] VI §5,6).
Sei nun V ein Q-Linksmodul der Dimension N und sei h : V ×V → Q eine positiv definite hermitesche
Form auf V . Unter einem M-Gitter L in V versteht man einen endlich erzeugten M-Linksmodul L ⊂ V .
Fu¨r jedes M-Gitter L gibt es M-Linksideale A1, . . . ,As mit L = A1x1 + . . .+Asxs (vgl. [Cou00] 2.2).
Die Zahl s heißt auch der Rang von L. Ist s = N , so heißt L auch ein Gitter auf V .
Das duale Gitter eines Gitters L ist definiert als L∗ := {x ∈ QL | h(x, L) ⊆M}. Ist L = A1x1 + . . .+
ANxN , so ist L
∗ = A
−1
1 x1 + . . .+ A
−1
N yN , wobei y1, . . . , yN die duale Basis zu x1, . . . , xN ist.
Weiter ist das Skalenideal sL als das von der Menge {h(x, y) | x, y ∈ L} erzeugte zweiseitige Ideal und
das Normideal nL als das von der Menge {h(x, x) | x ∈ L} erzeugte zweiseitige Ideal definiert.
Mit Hilfe der reduzierten Norm (in beliebigen zentral einfachen Algebren) und des Satzes von Jordan-
Ho¨lder la¨sst sich fu¨r zwei M-Gitter M und L ein verallgemeinerter Index χ(M,L) definieren (fu¨r
Details siehe [Cou00] 2.2). Man kann zeigen (vgl. [Cou00] 2.2.1), dass χ(L∗, L) = d2Z fu¨r ein
(o.B.d.A) positives d ∈ Z gilt. Dieses d wird auch als Diskriminante dL von L bezeichnet. Des Weiteren
gilt die folgende Verallgemeinerung der Determinanten-Index-Formel (vgl. [Cou00] 2.2.2):
dL = χ(M,L) · dM
Ein M-Gitter L 6= {0} heißt A-modular, wenn AL∗ = L ist. Insbesondere ist L unimodular genau
dann, wenn L∗ = L gilt. Fu¨r ein unimodulares Gitter L gilt offenbar dL = 1.
Genau wie im Fall von Zahlko¨rpern la¨sst sich der Q-Modul V auffassen als Q-Vektorraum der Dimen-
sion n := 4N . Zu der hermiteschen Form h kann man auch hier die Spurform bh fu¨r x, y ∈ V wie folgt
definieren
bh(x, y) := Tr(h(x, y)).
Auch hier ist h positiv definit genau dann, wenn bh positiv definit ist und analog zu Prop. 3.1.4 erha¨lt
man:
Proposition 3.7.10. (vgl. [Cou00] 2.2) Sei L ⊆ V ein M-Gitter vom Rang N und h : V ×V → Q
eine positiv definite hermitesche Form. Dann gilt
a) dimZ(L) = 4 ·N .
b) L ist ganzzahlig genau dann, wenn sL ⊆ D−1M .
c) L# = D−1M · L∗.
d) det(L) = |dQ|2N · dL4. 
Ist L ein ganzzahliges M-Gitter, d.h. L ⊆ L∗, so gilt also h(x, x) ∈ M ∩ Q = Z. Somit ist
bh(x, x) = Tr(h(x, x)) = 2h(x, x) ∈ 2Z und folglich ist das Spurgitter eines solchen Gitters L stets
gerade. Insbesondere gilt dies fu¨r unimodulare M-Gitter.
Proposition 3.7.11. (vgl. [Shi64] 6.18) Sei Q eine Quaternionenalgebra und sei M eine Maxi-
malordnung von Q. Dann gibt es genau ein hermitesches Geschlecht UMN (positiv definiter) unimodu-
larer M-Gitter vom Rang N u¨ber Q, na¨mlich das Geschlecht des Gitters
IN := 〈1, . . . , 1〉.

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Die Maßformel fu¨r das Geschlecht UMN unimodularer M-Gitter vom Rang N lautet gema¨ß [GY00]
11.2.
Maß(UMN ) =
N∏
j=1
ζ(2j)
(2j − 1)!
(2pi)2j
·
∏
p|dQ
(pj + (−1)j)
= 2−2N
N∏
j=1
|B2j |
j
·
∏
p|dQ
(pj + (−1)j).
Es ist bekannt, dass es zu einer ungeraden Anzahl von Stellen p ∈ Ω stets eine bis auf Isomorphie
eindeutig bestimmte Quaternionenalgebra u¨ber Q existiert, welche an genau diesen Stellen sowie bei
∞ verzweigt ist (vgl. [Vig80] III Theoreme 3.1). Insbesondere gibt es also zu einer Primzahl ` genau
eine Quaternionenalgebra Q := Q`,∞, welche genau bei ` und ∞ verzweigt ist. Q ist also definit mit
Diskriminante dQ = `. Man kann leicht nachrechnen, dass sich diese Algebra Q wie folgt konstruieren
la¨sst:
Q ∼=
(
−`,−q
Q
)
fu¨r eine Primzahl q ∈ N mit q ≡8 3 und
(−q
`
)
= −1(70)
Sei im Folgenden M eine Maximalordnung von Q. Die Differente DM ist in diesem Fall genau das
maximale zweiseitige M-Ideal P mit `M = P2.
Zum Beispiel in [Deu50] wird gezeigt, dass die Typenzahl und Klassenzahl von Q`,∞ gleich 1 ist genau
dann, wenn ` ∈ {2, 3, 5, 7, 13}. In diesen Fa¨llen sind dann sa¨mtliche Maximalordnungen konjugiert.
Zudem ist in diesem Fall die Differente (wie jedes andere Ideal) ein Hauptideal und daher erha¨lt man
in diesen Fa¨llen folgende Proposition:
Proposition 3.7.12. Sei Q := Q`,∞ mit ` ∈ {2, 3, 5, 7, 13} und sei L ein unimodulares M-Gitter
im Geschlecht UMN . Dann liefert L mittels Transferkonstruktion ein gerades `-modulares Z-Gitter der
Dimension n = 4N .
Beweis. Zuna¨chst folgt aus Prop. 3.7.10, dass dimZ(L) = 4N ist. Wie oben bemerkt ist das
Spurgitter von L gerade. Weiter ist L = L∗ = DML#. Da die Differente von M gleich dem einzigen
verzweigten Primideal P mit P2 = `M ist und dieses wegen ` ∈ {2, 3, 5, 7, 13} ein Hauptideal ist,
gibt es folglich ein Element α ∈ M der Norm N(α) = ` mit αM = P = DM. Demnach erfu¨llt die
Abbildung σ : V → V , x 7→ αx die Gleichung σ(L#) = αL# = DML# = L∗ = L. Wegen
b(σ(x), σ(y)) = Tr(h(αx, αy)) = Tr(N(α)h(x, y)) = ` · Tr(h(x, y)) = ` · b(x, y)
fu¨r beliebige x, y ∈ V ist σ eine A¨hnlichkeit der Norm `, welche L# auf L abbildet. Folglich ist L
`-modular. 
Bemerkung 3.7.13. Fu¨r eine beliebige Primzahl ` /∈ {2, 3, 5, 7, 13} ist das Spurgitter von L wie in
obiger Proposition im Allgemeinen nicht mehr modular, sondern nur noch ein n-dimensionales gerades
Gitter der Stufe ` und Determinante `n/2. Beispielsweise besitzt die Quaternionenalgebra Q37,∞ die
Klassen- und Typenzahl 2, es gibt also genau zwei Konjugiertenklassen von Maximalordnungen mit
Vertretern M1,M2, welche jeweils Klassenzahl 2 besitzen. Betrachtet man fu¨r M ∈ {M1,M2} jeweils
das u¨ber 37 gelegene (verzweigte) Primideal, so ist dieses in einem Fall ein Hauptideal und in dem
anderen nicht. Sei die zum ersten Fall geho¨rende Maximalordnung M1 und die andere M2. Fasst man
diese beiden Maximalordnungen jeweils als Z-Gitter bzgl. der Form b(x, y) = Tr(xy) auf, so ist das
Gitter M1 37-modular, wohingegen M2 nicht 37-modular ist.
Allgemeiner kann man allerdings stets eine Maximalordnung M so wa¨hlen, dass das maximale Ideal
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u¨ber ` ein Hauptideal ist. Sei dazu die Quaternionenalgebra konkret wie in (70) gegeben. Dann ist
O := Z+Zi+Zj+Zk eine Ordnung. Wa¨hlt man nun M als eine Maximalordnung, welche O umfasst,
so ist hier DM = iM ein Hauptideal. In diesem Fall la¨sst sich der Beweis vo¨llig analog zu dem von
Prop. 3.7.12 fu¨hren und man erha¨lt ebenfalls ein modulares Gitter. 
In der Folge werden die unimodularen Geschlechter in kleinen Dimensionen fu¨r die Quaternionen-
algebren Q = Q`,∞ mit ` ∈ {2, 3, 5, 7} klassifiziert. Dabei sind einige Resultate bereits in [BN97] und
[Bac97] zu finden.
Wesentliche Ergebnisse dieser Klassifikation sind:
Satz 3.7.14.
a) Kein extremales Gitter im Geschlecht II24(3
+12) besitzt eine Struktur u¨ber Q3,∞.
b) Es gibt genau ein extremales Gitter im Geschlecht II28(3
+14) mit einer Struktur u¨ber Q3,∞.
Dieses ist isometrisch zu dem Gitter Beis14 (vgl. [LatDB] ”
Beis14“). 
Satz 3.7.15. Es gibt genau ein extremales Gitter im Geschlecht II24(5
+12) mit einer Struktur
u¨ber Q5,∞. Dieses Gitter ist isometrisch zu dem Gitter [2.J2
2
 SL2(5)]24(s) (vgl. [LatDB] ”(C2.J2
Y SL(2,5)):C2“). 
Satz 3.7.16. Kein extremales Gitter im Geschlecht II20(7
+10) besitzt eine Struktur u¨ber Q7,∞. 
In der folgenden Tabelle bezeichnet h jeweils die Klassenzahl des Geschlechts unimodularer M-
Gitter vom Rang N u¨ber der Quaternionenalgebra Q, zudem ist das jeweilige Maß des Geschlechts
angegeben. h2, . . . , h8 gibt jeweils die Anzahl der hermiteschen Gitter an, welche als Z-Gitter ein
Minimum von 2, . . . , 8 besitzen, und hZext die Anzahl der extremalen Z-Gitter (bis auf Isometrie),
welche eine Struktur u¨ber Q besitzen.
Q N Maß h h2 h4 h6 h8 h
Z
ext
Q2,∞ 2 127.32 1 1 - - - 1
3 1210.34 1 1 - - - 1
4 17215.35.5 2 1 1 - - 1
5 527218.36.5.11 3 2 1 - - 1
6 364157222.38.5.7.11 5 3 2 - - 2
7 46247939225.39.5.7.11 8 5 3 - - 3
8 2528861788723231.310.52.7.11 24 8 16 0 - 0
Q3,∞ 2 125.32 1 1 - - - 1
3 1327.34.7 2 1 1 - - 1
4 533211.35.5.7 3 2 1 - - 1
5 5863213.36.5.7 5 3 2 - - 2
6 22749793216.38.5.72 14 5 9 0 - 0
7 24865523749218.39.5.72 49 14 34 1 - 1
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Q N Maß h h2 h4 h6 h8 h
Z
ext
Q5,∞ 2 1324.32.5 2 1 1 - - 1
3 40325.34.5.7 3 2 1 - - 1
4 12613929.35.52.7 8 3 5 0 - 0
5 8955869210.36.52.7 27 8 19 0 - 0
6 3719291792879213.38.53.72 333 27 279 26 1 1
Q7,∞ 2 525.3 2 1 1 - - 1
3 9527.3.7 5 2 3 0 - (0)
4 22819211.32.7 21 5 16 0 - 0
5 63916019213.32.7.11 228 21 191 16 0 0
Tabelle 3.9. Unimodulare Gitter u¨ber Quaternionenalgebren
Bemerkung 3.7.17. A¨hnlich wie bei imagina¨r-quadratischen Zahlko¨rpern gibt es auch hier andere
als unimodulare Geschlechter, welche n-dimensionale Z-Gitter der Stufe ` und Determinante `n/2
ergeben. Beispielsweise findet man diese weitere nicht ganzzahlige Struktur von BW16 u¨ber Q2,∞:
2 −1− j 1 1+i+j+k2
−1 + j 2 j+k2 −1−j2
1 −j−k2 2
−j+k
2
1−i−j−k
2
−1+j
2
j−k
2 2

Dies beantwortet die in [Van10] aufgeworfene Frage (vgl. [Van10] §4.1), ob das Gitter BW16 außer
der unimodularen Struktur noch eine weitere nicht-isometrische Struktur besitzt. 
KAPITEL 4
Automorphismenordnungen extremaler Gitter
Im vorherigen Kapitel wurde gezeigt, dass Automorphismen von Z-Gittern mit Minimalpolynom
Φp fu¨r eine Primzahl p > 2 gerade gewissen hermiteschen Gittern u¨ber dem p-ten Kreisteilungsko¨rper
Q(ζp) entsprechen. In diesem Kapitel sollen nun - soweit mo¨glich - Aussagen bezu¨glich der Existenz
sa¨mtlicher Automorphismen der Ordnung p gewisser Gitter getroffen werden.
Bereits von Minkowski (vgl. [Min87]) wurde gezeigt, dass die gro¨ßtmo¨gliche Primzahlordnung p eines
Automorphismus σ eines Gitters L auf einem n-dimensionalen quadratischen Raum V gleich n + 1
ist. In derselben Arbeit werden zudem die Exponenten νp(|O(L)|) wie folgt abgescha¨tzt:
νp(|O(L)|) ≤
⌊
n
p−1
⌋
+
⌊
n
p(p−1)
⌋
+
⌊
n
p2(p−1)
⌋
+ . . .
Diese Resultate gelten jedoch allgemein fu¨r ein beliebiges Gitter L auf V und benutzen in keiner Weise
die weiteren Invarianten von L wie etwa das genaue Geschlecht oder das Minimum von L.
In diesem Kapitel wird gezeigt, wie alle Gitter in einem Geschlecht gerader Gitter der Stufe `
mit einem Automorphismus der Ordnung p > 2 mit ggT(`, p) = 1 und einem
”
großen“ Minimum be-
stimmt werden ko¨nnen. Dabei wird methodisch wie in [Neb13] fu¨r unimodulare Gitter vorgegangen.
Ungeachtet des Minimums werden a¨hnliche Argumente bereits in [Que81] benutzt. Dort werden als
Spezialfall unimodulare Gitter der Dimension n = p + 1 mit einem Automorphismus der Ordnung p
betrachtet und alle solchen Gitter fu¨r p ∈ {7, 23, 31, 47} klassifiziert.
Im Folgenden bezeichne stets L ein gerades Gitter der Stufe ` auf einem euklidischen Vektorraum
(V, b) der Dimension n. Weiter sei p > 2 eine Primzahl, E := Q(ζp) der p-te Kreisteilungsko¨rper mit
Ganzheitsring O = Z[ζp] und F := Q(ζp + ζp) der maximal reelle Teilko¨rper von E mit Ganzheitsring
o = Z[ζp + ζp]. Es sei weiter P := (1 − ζp)O und p := P ∩ F . Die Diskriminante von E lautet
dE = (−1) p−12 pp−2, die Differente DE = Pp−2.
4.1. Prima¨rzerlegung eines Gitters
Zuna¨chst sei σ ∈ O(V, b) ein Automorphismus von V der Ordnung p. Da σp = idV gilt, ist das
Minimalpolynom mσ ein Teiler von X
p − 1, also entweder mσ = Φp oder mσ = Xp − 1 = Φ1Φp. Man
definiert weiter:
V1 := Kern(Φ1(σ)) Vζ := Kern(Φp(σ))
Im Folgenden seien n1 := dimQ(V1) und nζ := dimQ(Vζ). Unmittelbar aus der Definition von V1 und
Vζ ergibt sich mσ |V1 = Φ1 und mσ |Vζ = Φp. A¨hnlich wie bereits in Abschnitt 3.6.1 gesehen, besitzt
Vζ dann eine durch ζp · x := σ(x) induzierte Struktur als E-Vektorraum. Folglich ist nζ ein Vielfaches
von p− 1.
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Da ggT(Φp,Φ1) = 1, folgt aus dem Lemma von Be´zout die Existenz von Polynomen u, v ∈ Q[X] mit
1 = u · Φp + v · Φ1.(71)
Ist x ∈ V1∩Vζ , so folgt x = (u·Φp)(σ)(x)+(v ·Φ1)(σ)(x) = u(σ)(0)+v(σ)(0) = 0. Wegen (Φ1 ·Φp)(σ) =
σp−idV = 0 ist andererseits (u·Φp)(σ)(x) = (Φp·u)(σ)(x) ∈ V1 und (v·Φ1)(σ)(x) = (Φ1·v)(σ)(x) ∈ Vζ .
Somit induziert (71) durch Einsetzen von σ fu¨r jeden Vektor x ∈ V eine Zerlegung x = x1 + xζ mit
x1 ∈ V1 und xζ ∈ Vζ .
Es folgt V = V1 ⊕ Vζ und damit n = n1 + nζ . Des Weiteren erha¨lt man also die Projektionen auf V1
bzw. auf Vζ (bezu¨glich der Zerlegung V = V1 ⊕ Vζ) durch:
pi1 : V −→ V1
x 7−→ (u · Φp)(σ)(x)
piζ : V −→ Vζ
x 7−→ (v · Φ1)(σ)(x)
(72)
Diese ha¨ngen nicht von u und v in der Darstellung in (71) ab, denn die Polynome u, v ∈ Q[X] sind
modulo Φ1 · Φp eindeutig bestimmt und (Φ1 · Φp)(σ) = 0.
Ebenfalls aus (Φ1 · Φp)(σ) = 0 folgt Bild(Φp(σ)) ⊆ Kern(Φ1(σ)) und mit der Dimensionsformel fu¨r
lineare Abbildungen folgt dann bereits Gleichheit, d.h. V1 = Bild(Φp(σ)) und genauso folgt Vζ =
Bild(Φ1(σ)).
Lemma 4.1.1. Seien σ ∈ O(V, b) und V1 := Kern(Φ1(σ)) sowie Vζ := Kern(Φp(σ)). Dann gilt
V = V1 ⊥ Vζ .
Beweis. Wie bereits oben gesehen ist V = V1 ⊕ Vζ . Seien nun x1 ∈ V1 und xζ ∈ Vζ . Wegen
V1 = Kern(Φ1(σ)) gilt dann σ(x1) = x1 und wegen Vζ = Bild(Φ1(σ)) gibt es ein y ∈ V mit xζ =
(σ − idV )(y). Es folgt
b(x1, xζ) = b(x1, (σ − idV )(y)) = b(σ(x1), σ(y))− b(x1, y) = 0.

Die Projektionen pi1 und piζ aus (72) sind also die Orthogonalprojektionen auf die Unterra¨ume V1
bzw. Vζ .
Bemerkung 4.1.2. Bei der Zerlegung V = V1 ⊕ Vζ handelt es sich um die sogenannte Prima¨r-
zerlegung von V bezu¨glich σ. Ist dabei allgemeiner σ ∈ EndQ(V ) und mσ =
∏
fi die Zerlegung in
irreduzible Faktoren in Q[X], so ist V = ⊕Kern(fi(σ)) eine Zerlegung in σ-invariante Unterra¨ume
mit mσ |Kern(fi(σ)) = fi. Ist daru¨ber hinaus σ ∈ O(V, b) mit endlicher Ordnung m, so ist mσ =
∏
Φdi
fu¨r gewisse Teiler di von m. In diesem Fall la¨sst sich zudem zeigen, dass die Zerlegung orthogonal ist,
d.h. V =⊥ Kern(Φdi(σ)) gilt. 
4.1.1. Das induzierte Teilgitter eines Automorphismus. Sei nun im Folgenden σ ∈ O(L)
ein Automorphismus von L der Ordnung p > 2.
Definiert man nun weiter
L1 := L ∩ V1 und Lζ := L ∩ Vζ ,(73)
so sind nach Definition L1 und Lζ als Schnitt des Unterraumes V1 bzw. Vζ mit L primitive Teilgitter
in L, da sa¨mtliche Elementarteiler von L1 bzw. Lζ in L entweder 0 oder 1 sind.
Des Weiteren ist L⊥1 := {x ∈ L | b(x, L1) = 0} = L ∩ Vζ = Lζ und umgekehrt auch L⊥ζ = L1. Das
Gitter M := L1 ⊥ Lζ ist ein Teilgitter von L, das induzierte Teilgitter von σ.
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Lemma 4.1.3. Sei σ ∈ O(L) ein Automorphismus der Ordnung p und L1, Lζ wie oben. Dann gilt:
a) Es gibt ein ganzzahliges Polynom v˜ ∈ Z[X] mit 1 = 1pΦp + 1p v˜ · Φ1.
b) Es gilt pi1(L) ⊆ 1pL und piζ(L) ⊆ 1pL.
c) Sei M := L1 ⊥ Lζ . Dann gilt pL ⊆M ⊆ L.
Beweis. a) Offenbar besitzt das Polynom p− Φp ∈ Q[X] die Nullstelle 1. Also ist p− Φp durch
x − 1 = Φ1 teilbar, d.h. es existiert ein v˜ ∈ Q[x] mit p − Φp = v˜ · Φ1. Wegen p − Φp ∈ Z[x] folgt aus
dem Lemma von Gauß, dass auch v˜ ∈ Z[x] ist (das Polynom v˜ la¨sst sich auch konkret angeben durch
v˜ := −∑p−2i=0 (p− i− 1)Xi).
b) Nach a) ist pi1 =
1
pΦp(σ). Fu¨r jedes x ∈ L gilt somit pi1(x) = 1pΦp(σ)(x) ∈ 1pL. Wegen x =
pi1(x) + piζ(x) ist auch piζ(x) ∈ 1pL.
c) Nach b) gilt px = ppi1(x) + ppiζ(x) ∈ (L ∩ V1) ⊥ (L ∩ Vζ) = L1 ⊥ Lζ = M . 
Wegen pL ⊆ L1 ⊥ Lζ ⊆ L ist auch M = L1 ⊥ Lζ ein Gitter auf V , also folgt dimZ(L1) = n1 und
dimZ(Lζ) = nζ . Wegen pL ⊆M folgt pM# ⊆ L# und mit `L# ⊆ L folgt
`pM# ⊆ `L# ⊆ L.
Wegen M# = L#1 ⊥L#ζ gilt `pL#1 ⊆ L∩V1 = L1 und `pL#ζ ⊆ L∩Vζ = Lζ , d.h. die Stufen von L1 und
Lζ sind jeweils Teiler von p`.
Im Folgenden sollen die Determinanten der Gitter L1 und Lζ genauer bestimmt werden. Dazu be-
trachtet man die partiellen Dualgitter L#,p1 bzw. L
#,p
ζ wie in Abschnitt 1.1.2 definiert.
Lemma 4.1.4. Sei L ein gerades Gitter der Stufe ` und σ ∈ O(L) ein Automorphismus der
Ordnung p > 2.
a) pi1(L
#) = L#1 und piζ(L
#) = L#ζ .
b) Es gilt p · L#,p1 ⊆ L1.
c) Es gilt P · L#,pζ ⊆ Lζ .
Beweis. a) Da L1 primitiv in L ist, gibt es eine Z-Basis x1, . . . , xn von L so, dass x1, . . . , xn1
eine Z-Basis von L1 ist. Bezeichnet y1, . . . , yn die duale Basis zu x1, . . . , xn, d.h. b(xi, yj) = δij , so gilt
L#1 = Qy1 + . . .+Qyn1 sowie yn1+1, . . . , yn ∈ L# ∩ Vζ . Folglich ist:
pi1(yj) =
yj j ∈ {1, . . . , n1}0 j ∈ {n1 + 1, . . . , n}
Es folgt pi1(L
#) = pi1(Qy1 + . . . + Qyn) = Qpi1(y1) + . . . + Qpi1(yn) = Qy1 + . . . + Qyn1 = L
#
1 . Der
Beweis von piζ(L
#) = L#ζ verla¨uft vo¨llig analog.
b) Die Behauptung folgt unmittelbar aus der Definition, denn pL#,p1 = p(
1
pL1 ∩ L#1 ) ⊆ L1.
c) Da pi1 und piζ Polynome in σ sind, kommutieren diese mit σ. Wegen σ
p = idV folgt leicht aus
pi1 =
1
pΦp(σ), dass σpi1 = pi1 gilt und damit dann auch (idV −σ)piζ = (idV −σ)(idV −pi1) = (idV −σ)
gilt. Also ist wegen a)
P · L#ζ = (1− ζp) · L#ζ = (idV −σ)(L#ζ ) = (idV −σ)piζ(L#) ⊆ (idV −σ)( 1`L) ⊆ 1`L
und damit wegen P · L#ζ ⊆ Vζ weiter P · L#ζ ⊆ 1`L ∩ Vζ = 1`Lζ . Schließlich folgt
P · L#,pζ = P · ( 1pLζ ∩ L#ζ ) ⊆ D−1E Lζ ∩ 1`Lζ = (D−1E ∩ 1`O)Lζ = Lζ .

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Lemma 4.1.5. Sei Λ ein ganzzahliges Gitter der Stufe p`, wobei p Primzahl, ` quadratfrei und
ggT(p, `) = 1 gilt. Dann gilt
a) Λ#,p ∩ Λ#,` = Λ.
b) Λ#,p + Λ#,` = Λ#.
c) Λ#,p/Λ ∼= Λ#/Λ#,`.
d) νp([Λ
#,p : Λ]) = νp(det(Λ)).
Beweis. a) Die Inklusion Λ ⊆ Λ#,p ∩ Λ#,` ist klar. Umgekehrt ist Λ#,p ∩ Λ#,` ⊆ 1pΛ ∩ 1`Λ = Λ,
weil ggT(p, `) = 1.
b) Auch hier ist die Inklusion Λ#,p + Λ#,` ⊆ Λ# klar. Umgekehrt ist zuna¨chst p`Λ# ⊆ Λ, also
pΛ# ⊆ 1`Λ ∩ Λ# = Λ#,` und `Λ# ⊆ 1pΛ ∩ Λ# = Λ#,p. Sei nun y ∈ Λ#. Wegen ggT(p, `) = 1 findet
man Zahlen a, b ∈ Z mit 1 = pa+ `b. Es folgt y = (pa+ `b)y = pay+ `by ∈ pΛ# + `Λ# ⊆ Λ#,p + Λ#,`.
c) Der Homomorphismus Ψ : Λ#,p → Λ#/Λ#,`, y 7→ y+Λ#,` besitzt nach a) den Kern Λ#,p∩Λ#,` = Λ.
Weiter ist Ψ nach b) surjektiv. Mit dem Homomorphiesatz folgt die Behauptung.
d) Mit c) gilt [Λ# : Λ#,`] = [Λ#,p : Λ] und es folgt
det(Λ) = [Λ# : Λ] = [Λ# : Λ#,`][Λ#,` : Λ] = [Λ#,p : Λ][Λ#,` : Λ].(74)
Offenbar ist der Exponent der Gruppe Λ#,`/Λ ein Teiler von `, denn `Λ#,` ⊆ Λ. Da Exponent und
Ordnung einer endlichen Gruppe exakt dieselben Primteiler besitzen und ggT(p, `) = 1 gilt, folgt
p - [Λ#,` : Λ] und somit aus (74) die Behauptung. 
Satz 4.1.6. Sei L ein Gitter der Stufe ` und σ ∈ O(L) ein Automorphismus der Ordnung p mit
ggT(p, `) = 1. Seien L1, Lζ wie oben und n1 = dimZ(L1) sowie nζ = dimZ(Lζ). Weiter sei N :=
nζ
p−1 .
Dann gilt
L#,p1 /L1
∼= Fsp ∼= L#,pζ /Lζ ,
wobei s ≤ min(n1, N) ist.
Beweis. Zuna¨chst wird die Isomorphie L#,p1 /L1
∼= L#,pζ /Lζ bewiesen. Dazu genu¨gt es wie in
Lemma 4.1.5 gesehen, die Isomorphie L#1 /L
#,`
1
∼= L#ζ /L#,`ζ zu zeigen.
Sei y ∈ L#1 beliebig. Da L1 primitiv in L ist, kann man die Linearform b( , y) ∈ HomZ(L1,Z) (im
Allgemeinen nicht eindeutig) fortsetzen auf L und erha¨lt damit eine Linearform in HomZ(L,Z). Wegen
HomZ(L,Z) ∼= L# wird diese dargestellt durch einen Vektor yˆ ∈ L#, d.h. es gilt b( , y) = b( , yˆ)|L1 .
Fu¨r ein beliebiges x ∈ L1 gilt also b(x, y) = b(x, yˆ). Damit liegt der Vektor yˆ − y zuna¨chst offenbar in
V ⊥1 = Vζ . Des Weiteren gilt aber auch fu¨r jeden Vektor x ∈ Lζ :
b(x, yˆ)︸ ︷︷ ︸
∈Z
− b(x, y)︸ ︷︷ ︸
=0
∈ Z
und damit ist yˆ − y ∈ L#ζ . Man definiert nun die Abbildung:
Ψ : L#1 −→ L#ζ /L#,`ζ
y 7−→ (yˆ − y) + L#,`ζ
Diese Abbildung ψ ist wohldefiniert, denn wa¨hlt man eine andere Fortsetzung dargestellt durch y˜ ∈
L#, so ist zuna¨chst y˜ − yˆ ∈ L# ⊆ 1`L. Somit gilt
(y˜ − y)− (yˆ − y) = y˜ − yˆ ∈ 1
`
L ∩ L#ζ =
1
`
Lζ ∩ L#ζ = L#,`ζ .
Aus diesem Grund ha¨ngt die Klasse (yˆ − y) + L#,`ζ nicht von der gewa¨hlten Fortsetzung ab.
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Weiter u¨berlegt man sich, dass diese Abbildung ein Homomorphismus ist. Ist y ∈ L#,`1 , so ist
y ∈ 1`L1 ⊆ 1`L. Weiter ist yˆ ∈ L# ⊆ 1`L. Somit ist auch yˆ − y ∈ 1`L ∩ L#ζ = 1`Lζ ∩ L#ζ = L#,`ζ
und damit ist y ∈ Kern(Ψ). Ist umgekehrt y ∈ Kern(Ψ), so gilt yˆ − y ∈ 1`Lζ ⊆ 1`L. Da auch
yˆ ∈ L# ⊆ 1`L gilt, folgt y = yˆ − (yˆ − y) ∈ 1`L ∩ L#1 = 1`L ∩ L#1 = L#,`1 . Also folgt Kern(Ψ) = L#,`1 .
Zudem ist Ψ surjektiv, denn zu gegebenem y′ ∈ L#ζ gibt es ein yˆ ∈ L# mit b( , y′) = b( , yˆ)|Lζ .
Wie oben u¨berlegt man sich, dass y := yˆ − y′ in L#1 liegt. Weiter gilt nun:
b( , y) = b( , yˆ − y′) = b( , yˆ)|L1 − b( , y′)|Lζ = b( , yˆ)|L1
Damit wird eine mo¨gliche Fortsetzung von b( , y) dargestellt durch yˆ. Es folgt Ψ(y) = (yˆ−y)+L#,`ζ =
y′ + L#,`ζ .
Mit dem Homomorphiesatz folgt schließlich L#1 /L
#,`
1
∼= L#ζ /L#,`ζ .
Aus Lemma 4.1.4 b) folgt, dass pL#,p1 ⊆ L1 ⊆ L#,p1 und damit, dass L#,p1 /L1 ein Quotient von
L#,p1 /pL
#,p
1
∼= Fn1p und deshalb von der Form Fsp mit s ≤ n1 ist.
Ebenso ist nach Lemma 4.1.4 c) PL#,pζ ⊆ Lζ ⊆ L#,pζ und damit ist L#,pζ /Lζ ein Quotient von
L#,pζ /PL
#,p
ζ
∼= (O/P)N ∼= FNp . Somit folgt s ≤ N . 
4.1.2. Der Typ eines Automorphismus. Zwar lassen sich alle folgenden Resultate auch fu¨r
beliebiges (quadratfreies) ` mit ggT(`, p) = 1 formulieren, aus Gru¨nden der besseren Lesbarkeit sei
jedoch im Folgenden ` eine Primzahl 6= p.
Die Determinanten der Gitter L1 und Lζ sind also jeweils durch dieselbe p-Potenz teilbar und die
Primfaktorzerlegungen sind damit von der Form
det(L1) = p
s · `k1 und det(Lζ) = ps · `kζ ,
wobei k1 ∈ {0, . . . ,min(k, n1)} und kζ ∈ {0, . . . ,min(k, nζ)} mit k1 + kζ = k sowie s ≤ min(n1, N).
Weiter ist der Index von M in L gleich ps.
Definition. Sei ` eine Primzahl, L ein gerades Gitter der Stufe ` und Determinante `k sowie
σ ∈ O(L) ein Automorphismus der Ordnung p mit ggT(p, `) = 1. Seien L1 und Lζ sowie det(L1) und
det(Lζ) wie oben. Das Tupel
p− (n1, nζ)− s− (k1, kζ)
wird im Folgenden als Typ des Automorphismus σ bezeichnet.
Bemerkung 4.1.7. Ist L unimodular, also ` = 1, so ist der Typ von σ bereits durch das Tupel
p− (n1, nζ)− s festgelegt (vgl. [Neb13]). 
Mit diesen Bezeichnungen gilt:
Proposition 4.1.8. Sei L ein gerades Gitter der Stufe ` und Determinante `k sowie σ ∈ O(L)
ein Automorphismus vom Typ p− (n1, nζ)− s− (k1, kζ). Weiter sei N := nζp−1 . Dann gilt:
kζ ≡2 0 k1 ≡2 k s ≡2 N
Beweis. Das Gitter Lζ besitzt eine Struktur als N -dimensionales hermitesches O-Gitter. Es gilt
mit Satz 3.1.4 d)
det(Lζ) = |dE |N ·N(vLζ).
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Wie in Lemma 3.1.1 gesehen, ist das Ideal vLζ von der Form aO fu¨r ein o-Ideal a. Somit ist N(vLζ) =
N(aO) = N(a)2 und man erha¨lt
ps · `kζ = p(p−2)N ·N(a)2.(75)
Aus (75) folgt wegen ggT(p, `) = 1 also s ≡2 (p− 2)N und kζ ≡2 0. Aus p ungerade und k1 + kζ = k
folgen die anderen Behauptungen. 
Korollar 4.1.9. Sei L ein gerades Gitter der Stufe ` und σ ∈ O(L) ein Automorphismus vom
Typ p − (n1, nζ) − s − (k1, kζ). Es bezeichne f+(`) den Tra¨gheitsgrad von `o. Dann ist 2f+(`) ein
Teiler von kζ .
Beweis. Dies ist eine direkte Folgerung aus Satz 3.1.5, denn |dE | = pp−2, also ν`(dE) = 0. 
Zusammenfassend hat man also gezeigt, dass nζ ein Vielfaches von p− 1 ist, wenn es sich bei σ ∈
O(L) um einen Automorphismus vom Typ p−(n1, nζ)−s−(k1, kζ) handelt. Zudem ist kζ ein Vielfaches
von 2f+(`) und es gilt s ≡2 N . Dies schra¨nkt also die mo¨glichen Typen eines Automorphismus ein.
Zudem muss fu¨r die Gitter L1 und Lζ als Teilgitter von L folgende triviale Tatsache gelten:
Lemma 4.1.10. Sei L ein Gitter und seien L1 und Lζ wie oben. Dann gilt
min (L1) ≥ min (L) und min (Lζ) ≥ min (L).

Fu¨r jeden potenziellen Typ eines Automorphismus kann also die Zentrumsdichte von L1 bzw. Lζ
nach unten abgescha¨tzt werden. Liegt diese oberhalb der oberen Schranke (vgl. [CE03] bzw. Anhang
A), so ist der entsprechende Typ auszuschließen. Eine Liste der verbleibenden mo¨glichen Typen und
damit insbesondere eine Liste der mo¨glichen Primzahlordnungen von Automorphismen erha¨lt man
also wie folgt:
Algorithmus 4 Mo¨gliche Typen von Automorphismen.
Eingabe: n ∈ N, ` ∈ N quadratfrei, d0 ∈ N, µ ∈ N.
Ausgabe: Alle mo¨glichen Typen von Automorphismen eines geraden n-dimensionalen Gitters mit
Stufe `, Determinante d0 und Minimum ≥ µ
N := {N(p− 1) | 1 ≤ N ≤ b np−1c}.
for nζ ∈ N do
n1 := n− nζ
K := {κ | 0 ≤ κ ≤ min(k, nζ), 2f+(`) | κ}
S := {s ∈ N | 0 ≤ s ≤ min(n1, nζp−1 ), s ≡2 nζp−1}
for s ∈ S und kζ ∈ K do
k1 := k − kζ
δ1 := (
√
µ
2 )
n1 · (ps · `k1)− 12
δζ := (
√
µ
2 )
nζ · (ps · `kζ)−
1
2
Falls δ1 und δζ unterhalb der zula¨ssigen oberen Schranke, gib folgenden mo¨glichen Typ aus
p− (n1, nζ)− s− (k1, kζ)
end for
end for
Beispiel 4.1.11. Sei L ein extremales Gitter im Geschlecht II16(5
+8) und σ ∈ O(L) ein Au-
tomorphismus der Ordnung 7. Jeder solche Automorphismus σ induziert wie oben beschrieben eine
Zerlegung V = V1⊥Vζ , wobei die Dimension nζ = dimQ(Vζ) ein Vielfaches von 7 − 1 = 6 ist. Somit
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folgt also nζ ∈ {6, 12}. Folglich ist das Gitter Lζ ebenfalls entweder 6- oder 12-dimensional, also als
Gitter u¨ber O entweder 1- oder 2-dimensional und dementsprechend ist n1 entweder 10 oder 4.
Das Ideal q := 5o ist ein Primideal von o, also gilt fu¨r den Tra¨gheitsgrad f+(5) = 3. Nach Korollar
4.1.9 ist also kζ durch 2 · 3 = 6 teilbar. Da 0 ≤ kζ ≤ min(8, nζ) und 0 ≤ k1 ≤ min(8, n1) sowie
k1 + kζ = 8 gilt, folgt also entweder kζ = 0 und k1 = 8 oder kζ = 6 und k1 = 2.
Des Weiteren ist wie oben gesehen der Rang N von Lζ u¨ber O kleiner oder gleich 2. Demnach ist
auch s ≤ 2.
Ist nζ = 6 bzw. N = 1, so bleibt wegen s ≡2 N = 1 nur der Fall s = 1. Ist kζ = 0, so wa¨re Lζ ein
Gitter der Dimension 6 mit Minimum ≥ 6 und Determinante 7 und besa¨ße damit eine Dichte von
mindestens 1.27, welche oberhalb der Schranke von ≈ 0.08 liegt. Ist kζ = 6, so wa¨re L1 ein Gitter der
Dimension n1 = 10 mit Minimum ≥ 6 und Determinante 52 ·7 und besa¨ße eine Dichte von mindestens
0.57, welche ebenfalls u¨ber der oberen Schranke von ≈ 0.05 liegt.
Somit bleibt also der Fall nζ = 12 bzw. N = 2. In diesem Fall muss notwendig kζ = 6 gelten, denn
anderenfalls wa¨re k1 = 8 > 4 = n1. Wegen s ≡2 N ist hier also s ∈ {0, 2}. Im Fall s = 0 wa¨re L1
ein 4-dimensionales Gitter mit Minimum ≥ 6 und Determinante 52 und besa¨ße somit eine Dichte von
mindestens 0.45, welche auch in diesem Fall u¨ber der Schranke von ≈ 0.13 la¨ge.
Somit ist also jeder Automorphismus σ ∈ O(L) der Ordnung 7 vom verbleibenden mo¨glichen Typ
7− (4, 12)− 2− (2, 6). 
4.1.3. Die Geschlechter von L1 und Lζ.
Bemerkung 4.1.12. Ist L ein gerades Gitter der Stufe ` = 1 und damit unimodular, so besitzen
die Gitter L1 und Lζ jeweils die Stufe p bzw. sind p-elementar. Da es fu¨r eine Primzahl p > 2 zu
gegebener Dimension und Determinante genau ein Geschlecht p-elementarer Gitter (vgl. [CS93] §15
Thm. 13), stellt sich in diesem Fall die Frage nach dem genauen Geschlecht von L1 und Lζ nicht. 
Ist ` eine Primzahl, so gibt es abgesehen von wenigen Ausnahmen zwei denkbare Geschlechter
(auch, wenn ` = 2 ist, da sowohl L1 als auch Lζ quadratfreie Stufe besitzen und somit total gerade
sind). Im Weiteren soll nun gezeigt werden, dass die Geschlechter von L1 und Lζ durch den Typ des
Automorphismus bereits eindeutig bestimmt sind.
Die Geschlechtssymbole von L1 bzw. Lζ haben zuna¨chst die Form
L1 ∈ IIn1
(
pδ1s `ε1k1
)
und Lζ ∈ IInζ
(
pδζs `εζkζ
)
(76)
fu¨r gewisse δ1, ε1 sowie δζ , εζ aus {±1}. Es genu¨gt dabei, das Geschlechtssymbol von Lζ zu berechnen,
denn:
Lemma 4.1.13. Seien L ein Gitter im Geschlecht IIn(`
εk) und σ ∈ O(L) ein Automorphismus
vom Typ p − (n1, nζ) − s − (k1, kζ). Aus dem Geschlechtssymbol von Lζ kann das von L1 berechnet
werden. Genauer gilt mit den Bezeichnungen aus (76):
ε1 = εζ · ε
δ1 = (−1)
s(p−1)
2 · δζ
Beweis. Zuna¨chst ist ε1εζ = ε, denn die orthogonale Summe der beiden Jordan-Zerlegungen an
der Stelle ` von L1 und Lζ ergibt eine von L, da [L : M ] = p
s und somit L`=M` = (L1)`⊥(Lζ)` gilt.
Aufgrund der Konstruktion muss das Gitter M = L1 ⊥ Lζ mit L ein ganzzahliges Obergitter
vom Index ps besitzen. Demnach muss also auch Mp lokal ein ganzzahliges Obergitter vom In-
dex ps besitzen. Die lokale Diskriminantengruppe M#p /Mp zusammen mit der Diskriminantenform
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b(x+Mp, y+Mp) := pb(x, y)+pZp ist in diesem Fall ein 2s-dimensionaler quadratischer Fp-Vektorraum.
Bekanntlich korrespondiert ein ganzzahliges Obergitter von Mp vom Index p
s gerade zu einem s-
dimensionalen total isotropen Unterraum von M#p /Mp. Somit muss M
#
p /Mp notwendig hyperbolisch
sein.
Sei 〈p, . . . , p, p∆1〉 die p-modulare Komponente von L1, wobei ∆1 entsprechend des Geschlechtssym-
bols eine Einheit ist, welche ein Quadrat ist, wenn δ1 = 1 und ein Nicht-Quadrat, falls δ1 = −1. Wie
man sich leicht u¨berlegt, gilt (L1)
#
p /(L1)
∼= 〈1¯, . . . , 1¯, ∆¯1〉, wobei ∆¯1 := ∆1 + pZp.
Vo¨llig analog ist (Lζ)
#
p /(Lζ)
∼= 〈1¯, . . . , 1¯, ∆¯ζ〉, wenn 〈p, . . . , p, p∆ζ〉 die p-modulare Komponente von
Lζ ist. Daraus ergibt sich
M#p /Mp
∼= (L1)#p /(L1) ⊥ (Lζ)#p /(Lζ) ∼= 〈1¯, . . . , 1¯, ∆¯1〉 ⊥ 〈1¯, . . . , 1¯, ∆¯ζ〉 ∼= 〈1¯, . . . , 1¯, ∆¯1∆¯ζ〉.
Da die Dimension und die Determinante (als Quadratklasse) bereits die Isometrieklasse eines regula¨ren
quadratischen Raumes u¨ber einem endlichen Ko¨rper eindeutig festlegen und diese Form notwendig
hyperbolisch sein muss, folgt ∆¯1∆¯ζF∗2p = (−1¯)sF∗2p .
Nach dem lokalen Quadratesatz sind ∆1 und ∆ζ genau dann in der selben Quadratklasse (d.h. δ1 = δζ),
wenn ∆¯1∆¯ζ ein Quadrat ist, also wenn (−1)s ein Quadrat modulo p ist. Dies wiederum ist genau dann
der Fall, wenn das Legendre-Symbol
(
−1
p
)s
= 1 ist. Mit
(
−1
p
)s
= (−1) s(p−1)2 folgt die Behauptung. 
Satz 4.1.14. Das Geschlecht von Lζ (als Z-Gitter) ist bereits durch den Typ von σ festgelegt.
Genauer gilt fu¨r das Geschlechtssymbol IInζ (p
δ1s `εζkζ ) von Lζ :
δζ = (−1)
kζ
f(`)
+ p−12 ((
N+1
2 )+(
s
2))
Ist ` 6= 2, dann ist
εζ = (−1)
kζ
f(`)
+ `−12 (
kζ
2 ).
Ist anderenfalls ` = 2, so la¨sst sich εζ anhand folgender Gleichung bestimmen:
nζ + s(p− 1) +
0 δζ = +14 δζ = −1 ≡8
0, falls εζ = +14, falls εζ = −1
Beweis. Wie man leicht anhand des Geschlechtssymbols bzw. der Jordan-Zerlegung von Lζ
an der Stelle p nachrechnet, gilt sp(Lζ) = δζ · (−1)
p−1
2 (
s
2). Da Lζ ein Gitter auf Vζ ist, muss also
sp(Vζ) = sp(Lζ) gelten. Aus Lemma 3.6.5 folgt die erste Behauptung. Analog folgt fu¨r ` 6= 2 die
zweite Behauptung ebenfalls aus Lemma 3.6.5 zusammen mit s`(Lζ) = δζ · (−1)
`−1
2 (
kζ
2 ).
Ist ` = 2 und δζ bereits berechnet, so kann εζ mit Hilfe der Oddity-Formel (vgl. [CS93] §15 7.7) be-
stimmt werden. Mit den hier verwendeten Bezeichnungen la¨sst sich die Oddity (modulo 8) einerseits
berechnen als
oddity(Lζ) ≡8 nζ + s(p− 1) +
0 δζ = +14 δζ = −1
und andererseits als
oddity(Lζ) ≡8
0 falls εζ = +14 falls εζ = −1.
Somit folgt genau die Behauptung. 
Zusammenfassend erha¨lt man aus Lemma 4.1.13 und Satz 4.1.14:
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Korollar 4.1.15. Die Geschlechter von L1 und Lζ (als Z-Gitter) sind durch den Typ des Auto-
morphismus σ eindeutig bestimmt. 
Beispiel 4.1.16. (Fortsetzung) Wie bereits in Beispiel 4.1.11 gesehen, ist jeder Automorphismus
der Ordnung 7 eines extremalen Gitters im Geschlecht II16(5
+8) vom Typ 7−(4, 12)−2−(2, 6). Mit Satz
4.1.14 ko¨nnen nun die Geschlechtssymbole von L1 und Lζ berechnet werden. Es ist L1 ∈ II4(5−2 7−2)
und Lζ ∈ II12(5−6 7−2).
Das Geschlecht II4(5
−2 7−2) umfasst genau sieben Klassen, davon drei mit Minimum 2, zwei mit
Minimum 4 und jeweils eines mit Minimum 6 bzw. 8. Das Gitter L1 muss wegen min(L) = 6 also
isometrisch zu einem der letzteren beiden sein, d.h.:
L
(1)
1
∼=

6 −3 −1 0
−3 6 0 −1
−1 0 8 4
0 −1 4 8
 oder L(2)1 ∼=

8 1 4 −4
1 8 4 −4
4 4 8 −3
−4 −4 −3 8

Das Geschlecht II12(5
−6 7−2) besitzt ein Maß von ≈ 1740472.18. Eine vollsta¨ndige Klassifikation
scheint daher unmo¨glich. Im folgenden Abschnitt soll jedoch erkla¨rt werden, wie die hermitesche
Struktur von Lζ benutzt werden kann, um gezielt nur diejenigen Gitter im Geschlecht II12(5
−6 7−2)
zu bestimmen, welche einen Automorphismus der Ordnung 7 besitzen. 
4.1.4. Weitere Bedingungen an L1 und Lζ. Das folgende Lemma liefert zuna¨chst noch eine
weitere notwendige Bedingung an ein potenzielles Gitter L1, sofern die Thetareihe von L bekannt ist:
Lemma 4.1.17. Ist σ ∈ O(L) ein Automorphismus der Ordnung p und L1 das zugeho¨rige Fixgitter,
so sind die Thetareihen von L und L1 kongruent modulo p:
θL ≡p θL1
D.h. die Koeffizienten in einer q-Entwicklung sind jeweils kongruent modulo p. Insbesondere muss die
Thetareihe von L kongruent zu 1 modulo p sein, wenn ein Automorphismus fixpunktfrei auf L operiert.
Beweis. Zuna¨chst operiert die Untergruppe 〈σ〉 ⊆ O(L) der Ordnung p auf jeder Schicht Lm von
Vektoren gleicher Quadratla¨nge in L, d.h. jede solche Schicht Lm zerfa¨llt in Bahnen der Ma¨chtigkeit
1 oder p. Die Vektoren x ∈ Lm mit Bahnenla¨nge 1 sind genau die Vektoren der Quadratla¨nge m im
Fixgitter L1. Somit muss sich die Ma¨chtigkeit von Lm um ein Vielfaches von p von der Anzahl der
Vektoren der Quadratla¨nge m im Fixgitter unterscheiden. Es folgt die Aussage. 
Beispiel 4.1.18. (Fortsetzung) Die Thetareihen der in Beispiel 4.1.16 bestimmten Gitter L
(1)
1 und
L
(2)
1 lauten
θ
L
(1)
1
= 1 + 6q3 + 6q4 + 12q6 +O(q7) ≡7 1 + 6q3 + 6q4 + 5q6 +O(q7) und
θ
L
(2)
1
= 1 + 18q4 + 6q5 +O(q7) ≡7 1 + 4q4 + 6q6 +O(q7),
wa¨hrend die extremale Modulform wie folgt aussieht:
fM = 1 + 2400q3 + 10800q4 + 60480q5 + 223200q6 +O(q7) ≡7 1 + 6q3 + 6q4 + 5q6 +O(q7)
Folglich scheidet also L
(2)
1 als mo¨gliches Gitter L1 aus und es verbleibt L
(1)
1 . 
Es soll nun - wie angeku¨ndigt - das hermitesche Geschlecht von Lζ bestimmt werden. Das Ideal
`o wird im Folgenden zerlegt bzw. tra¨ge genannt, wenn ein Primteiler q | ` zerlegt bzw. tra¨ge ist. Da
E/F eine Galoiserweiterung ist, ist diese Definition unabha¨ngig von der Wahl von q.
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Satz 4.1.19. Sei σ ∈ O(L) ein Automorphismus vom Typ p−(n1, nζ)−s−(k1, kζ). Das Geschlecht
der hermiteschen Struktur von Lζ , welche durch σ induziert wird, ist fu¨r q ∈ ΩF von der Form
Lq ∼=

H(2− p)⊥ . . .⊥H(2− p)⊥〈pi 3−p2 , . . . , pi 3−p2 ∆︸ ︷︷ ︸
s-dimensional
〉 falls q = p
〈1, . . . . . . , 1〉 ⊥ 〈 pi, . . . . . . , pi︸ ︷︷ ︸
kq-dimensional
〉 falls q | `
〈1, . . . . . . . . . . . . . . . . . . , 1〉 sonst,
wobei N(
∏
q|` q
kqO) = `kζ gilt und ∆ eine Einheit ist, welche eine Nicht-Norm ist, genau dann, wenn
`o tra¨ge und
∑
q|` kq ungerade ist.
Beweis. Da die Stufe des Gitters Lζ ein Teiler von p` ist, gilt `L
#
ζ ⊆ 1pLζ ∩ L#ζ = L#,pζ . Wegen
Lemma 4.1.4 c) folgt also P`L#ζ ⊆ PL#,pζ ⊆ Lζ . Da außerdem Lζ ein ganzzahliges Gitter ist, gilt
Lζ ⊆ L#ζ und aus L#ζ = D−1E L∗ζ zusammen mit D−1E = P2−p folgt schließlich
P3−p`L∗ζ ⊆ Lζ ⊆ P2−pL∗ζ .(77)
Jede Stelle q ∈ ΩF mit q 6= p ist unverzweigt in E/F . Gilt weiter q - `, so folgt aus (77) leicht
(Lζ)
∗
q = (Lζ)q, d.h. (Lζ)q ist unimodular und damit gilt:
(Lζ)q ∼= 〈1, . . . . . . . . . , 1〉(78)
Ist q zerlegt in E/F , so ist ζ2 +ζ
2−2 ein Quadrat an der Stelle q und somit ist (ζ2 +ζ2−2, dVζ)q = 1.
Ist q tra¨ge in E/F , so entha¨lt gema¨ß (78) die Norm-Restklasse von dVζ eine Einheit an der Stelle q
und damit ist (ζ2 + ζ
2 − 2, dVζ)q = 1.
Ist dagegen q ∈ ΩF mit q | `, so folgt mit (77) zuna¨chst `(Lζ)∗q ⊆ (Lζ)q und damit besitzt eine
Jordan-Zerlegung von (Lζ)q mit einer unimodularen und einer q-modularen Komponente ho¨chstens
zwei Komponenten. Genauer ist
(Lζ)q ∼= 〈1, . . . . . . , 1〉 ⊥ 〈 pi, . . . . . . , pi︸ ︷︷ ︸
kq-dimensional
〉(79)
mit der Nebenbedingung, dass N(
∏
q|` q
kqO) = `kζ gelten muss. Fu¨r den Fall, dass q zerlegt in E/F
ist, folgt genau wie oben (ζ2 +ζ
2−2, dVζ)q = 1. Ist q tra¨ge, so ist ζ2 +ζ2−2 ein Nicht-Quadrat. Da die
Erweiterung EP/Fp unverzweigt ist, ist nach [O’M63] 63:3 der quadratische Defekt von ζ
2 + ζ
2 − 2
gleich 4oq. Mit [O’M63] 63:11a folgt dann (ζ
2 + ζ
2 − 2, pi)q = −1. Wie in (79) gesehen, liegt pikq in
der Norm-Restklasse von dVζ an der Stelle q und somit ist schließlich (ζ
2 + ζ
2 − 2, dVζ)q = (−1)kq .
Es verbleibt die Betrachtung der (einzigen) in E/F verzweigten Stelle p. Hier folgt aus (77), dass
P3−p(Lζ)∗p ⊆ (Lζ)p ⊆ P2−p(Lζ)∗p gilt, d.h. auch in diesem Fall kommen mit P2−p- und P3−p-
modularen Komponenten nur zwei Komponenten in einer Jordan-Zerlegung vor. Aus νp(N(vLζ)) = p
s
folgt leicht, dass die P3−p-modulare Komponente Dimension s besitzt, wa¨hrend die P2−p-modulare
Komponente die Dimension N − s besitzt .
Gema¨ß [Jac62] 8.1. ist die P2−p-modulare Komponente von der Form H(2 − p)⊥ . . .⊥H(2 − p),
wa¨hrend die P3−p-modulare Komponente von der Form
〈pi 3−p2 , . . . , pi 3−p2 , pi 3−p2 ∆〉
fu¨r eine Einheit ∆ ist. Somit entha¨lt die Norm-Restklasse von dVζ die Einheit ∆ an der Stelle p und es
ist (ζ2+ζ
2−2, dVζ)p = (ζ2+ζ2−2,∆)p. Da fu¨r alle Stellen q 6= p das Hilbert-Symbol (ζ2+ζ2−2, dVζ)p
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oben bereits bestimmt wurde, folgt aufgrund von Hilberts Reziprozita¨tsgesetz (vgl. [O’M63] 71:18):
(ζ2 + ζ
2 − 2,∆)p = (ζ2 + ζ2 − 2, dVζ)p =
∏
q∈ΩF
q6=p
(ζ2 + ζ
2 − 2, dVζ)q =
1 `o zerlegt(−1)∑q|` kq `o tra¨ge
Dabei ko¨nnen im (unendlichen) Produkt die unendlichen Stellen vernachla¨ssigt werden, denn es ist
(ρ(ζ2 + ζ
2 − 2), ρ(dVζ))∞ = 1 fu¨r jede Einbettung ρ : F → R, da dVζ total positiv ist.
Mit [O’M63] 63:10 folgt, dass ∆ eine Norm ist genau dann, wenn (ζ2 + ζ
2 − 2,∆)p = 1. Mit obiger
Gleichung folgt exakt die Behauptung. 
Bemerkungen 4.1.20.
(i) Genau wie in Korollar 3.3.11 zeigt der obige Satz 4.1.19, dass es bei gegebenem Typ eine
1:1-Korrespondenz gibt zwischen mo¨glichen hermiteschen Geschlechtern von Lζ und ganzen
o-Idealen a mit a =
∏
q|` q
kq und:
1. kq ≤ N
2. N(aO) = `kζ
Das dem Ideal a entsprechende Geschlecht wird im Folgenden mit Gζ(a) bezeichnet. Insbe-
sondere ist im Fall, dass `o ein Primideal von o ist, das hermitesche Geschlecht des Gitters
Lζ durch den Typ des Automorphismus festgelegt.
(ii) Das Z-Gitter Lζ kann weitere hermitesche Strukturen besitzen, deren Geschlechter nicht von
der Form wie in Satz 4.1.19 sind. Diese ko¨nnen dann jedoch nicht durch den Automorphismus
σ von L induziert sein. 
Ist s = 0, so kann das Maß eines hermiteschen Geschlechts Gζ(a) mit den Mitteln der Abschnitte
3.3.2 und 3.3.3 berechnet werden (vgl. Korollar 3.3.16).
Ist s > 0, so mu¨ssen zuna¨chst die Darstellungsdichten fu¨r ein Gitter L aus dem Geschlecht Gζ(a) an
der (verzweigten) Stelle p berechnet werden. Ist s gerade (und nach Prop. 4.1.8 damit auch N), so
erha¨lt man mit [GY00] Prop. 6.3.9 und Thm. 7.3
αp(Lζ) = 2N(p)
2−p
2 N
2+N2 +
s(s−1)
2 (1±N(p)− s2 )
s/2∏
j=1
(1−N(p)−2j)
(N−s)/2∏
j=1
(1−N(p)−2j),
wobei das Vorzeichen im Faktor (1±N(p)− s2 ) genau dann ein
”
−“ ist, wenn (−1) s(s+1)2 ∆ ein Quadrat
modulo p ist.
Im Fall s ungerade (und N ungerade) gilt ebenfalls mit [GY00] Prop. 6.3.9 und Thm. 7.3:
αp(Lζ) = 2N(p)
2−p
2 N
2+N2 +
s(s−1)
2
(s−1)/2∏
j=1
(1−N(p)−2j)
(N−s)/2∏
j=1
(1−N(p)−2j)
Zusa¨tzlich a¨ndert sich das Volumenideal um den Faktor Ps im Fall s gerade bzw. Ps−1 im Fall s
ungerade. Da die Norm N(vLζ) des Volumenideals mit Potenz
N
2 in die Maßformel (vgl. Theorem
3.3.12) eingeht, erha¨lt man insgesamt wegen N(p) = p den folgenden zusa¨tzlichen Korrekturfaktor fu¨r
die Stelle p:
korrEN (p
s) :=

1 s = 0
p
s−1
2 (N−s)
∏(N−1)/2
j=(N−s)/2+1(1−p−2j)∏(s−1)/2
j=1 (1−p−2j)
s ≥ 1, s ungerade
p
s
2 (N−s+1)
∏N/2
j=(N−s)/2+1(1−p−2j)
2(1±p− s2 )∏s/2−1j=1 (1−p−2j) s ≥ 2, s gerade
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Dabei ist das Vorzeichen im Fall s ≥ 2, s gerade, genau wie oben erkla¨rt zu wa¨hlen. Als Gesamtmaß
erha¨lt man also:
Satz 4.1.21. Das Maß des Geschlechts Gζ(a) mit a =
∏
q|` q
kq lautet:
Maß(Gζ(a)) = std
E
N · korrEN (ps) ·
∏
q|`
korrEN (q
kq)

Beispiel 4.1.22. (Fortsetzung) Wie bereits weiter oben bemerkt ist das Ideal 5o prim. Also ist das
hermitesche Geschlecht von Lζ durch den Typ 7−(4, 12)−2−(2, 6) festgelegt. Dieses Geschlecht besitzt
das Maß 62147 und umfasst genau acht Klassen, aufgefasst als Z-Gitter (mittels Spurkonstruktion)
besitzt genau eines dieser Gitter ein Minimum 2, fu¨nf das Minimum 4 und die folgenden zwei Gitter
das Minimum 6:
L
(1)
ζ
∼= 1
7
(
−3ζ4 − 3ζ3 + 6 −ζ5 − ζ3 − 5ζ2 − 3ζ − 4
−2ζ5 + 2ζ4 + 3ζ3 + 2ζ2 + 3ζ − 1 −3ζ4 − 3ζ3 + 6
)
L
(2)
ζ
∼= 1
7
(
−3ζ5 − 3ζ4 − 3ζ3 − 3ζ2 + 5 −ζ5 − ζ4 − ζ2 − 3ζ − 1
2ζ5 + 3ζ4 + 2ζ3 + 2ζ2 + 3ζ + 2 3ζ5 + 3ζ2 + 8
)
Konstruiert man nun Obergitter von M (1) := L
(1)
1 ⊥L(1)ζ und M (2) := L(1)1 ⊥L(2)ζ vom Index 72,
so erha¨lt man bis auf Isometrie jeweils genau ein Gitter der Determinante 58, ein extremales mit
Minimum 6 und ein weiteres mit Minimum 4. 
Die obige Reihe von Beispielen 4.1.11, 4.1.16, 4.1.18 und 4.1.22 zeigt, dass es genau ein extremales
Gitter im Geschlecht II16(5
+8) mit einem Automorphismus der Ordnung 7 gibt. Dieses Ergebnis ist
insofern nicht neu, da in [BV01] gezeigt werden konnte, dass u¨berhaupt nur genau ein extremales
Gitter in diesem Geschlecht existiert. Es zeigt jedoch, wie man mit Hilfe der oben beschrieben Me-
thode mit relativ geringem rechnerischen Aufwand das extremale Gitter konstruieren kann.
In dem folgenden Abschnitt soll diese Methode auf solche Geschlechter angewendet werden, in
denen noch kein extremales Gitter bekannt ist oder die extremalen Gitter nicht vollsta¨ndig klassifiziert
sind.
4.2. Anwendung auf die Quebbemannschen Geschlechter
4.2.1. Das Geschlecht II14(11
−7). Die gro¨ßtmo¨gliche Primzahlordnung eines Automorphis-
mus eines Gitters in diesem Geschlecht ist 13. Der Nenner des Maßes dieses Geschlechts lautet
221.36.52.72.11. Demnach gibt es in diesem Geschlecht jeweils Gitter mit Automorphismen der Ord-
nung 3, 5, 7 und 11.
Kein Gitter im Geschlecht von L besitzt einen Automorphismus der Ordnung 13, denn es ist 2f+(5) =
12 in E = Q(ζ13).
Sei nun L ∈ II14(11−7) ein (hypothetisches) extremales Gitter, also θL = fM = 1 + 854q4 + 2184q5 +
2996q6 +O(q7) mit M =M7(Γ∗(11), χ7).
Ist σ ∈ O(L) ein Automorphismus der Ordnung 7, so ist dieser vom Typ 7 − (2, 12) − 2 − (1, 6).
Das Fixgitter ist in diesem Fall das Gitter L
(1)
1 mit Gram-Matrix (
14 7
7 42 ). Da das Ideal 11o prim ist,
ist das hermitesche Geschlecht von Lζ durch den Typ von σ eindeutig festgelegt. Dieses Geschlecht
besitzt das Maß 33398 und umfasst exakt 49 Gitter, von denen aufgefasst als Z-Gitter genau ein Gitter
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das Minimum 2, vier Gitter das Minimum 4, 26 Gitter das Minimum 6 und 18 Gitter L
(1)
ζ . . . L
(18)
ζ
das Minimum 8 besitzen. Bildet man fu¨r jedes dieser 18 in Frage kommenden Gitter Obergitter von
L
(1)
1 ⊥L(i)ζ vom Index 72, so stellt sich heraus, dass jedes dieser Gitter bis auf Isometrie genau ein
Obergitter (der Determinante 117) besitzt. Von diesen besitzt wiederum genau eines das Minimum 4,
die u¨brigen 17 jeweils das Minimum 6.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 5, so gibt es folgende mo¨gliche Typen:
• Den Typ 5− (2, 12)− 1− (1, 6) mit Fixgitter L1 ∈ II2(5+111+1). Dieses Geschlecht entha¨lt
genau ein Gitter, na¨mlich ( 4 11 14 ) und damit keines mit Minimum 8 oder gro¨ßer.
• Den Typ 5−(6, 8)−2−(3, 4) mit einem Gitter L1 ∈ II6(5+211−3). Dieses Geschlecht umfasst
genau 98 Gitter, 52 mit Minimum 2, 37 mit Minimum 4 und zehn mit Minimum 6, keines
mit Minimum 8 oder gro¨ßer.
Somit kann L keinen Automorphismus der Ordnung 5 besitzen.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 3, so gibt es folgende mo¨gliche Typen:
• Den Typ 3 − (2, 12) − 2 − (1, 6) mit einem Fixgitter L1 ∈ II2(3−211−1). Dieses Geschlecht
entha¨lt jedoch nur das Gitter ( 6 33 18 ) mit Minimum 6.
• Den Typ 3−(4, 10)−3−(3, 4) mit einem Fixgitter L1 ∈ II4(3−311−3). Die Klassenzahl dieses
Geschlechts ist 2. Es entha¨lt ein Gitter mit Minimum 6 und ein Gitter L
(1)
1 mit Minimum
10. Fu¨r letzteres gilt jedoch
θ
L
(1)
1
≡3 1 + q5 + 2q9 +O(q11) 6= 1 + 2q4 + 2q6 + q7 + q8 + q9 +O(q11) ≡3 fM.
Nach Lemma 4.1.17 kommt also auch dieses nicht als Fixgitter in Frage.
• Den Typ 3− (6, 8)−2− (3, 4) mit einem Fixgitter L1 ∈ II6(3−211−3). Die Klassenzahl dieses
Geschlechts ist 37. Es entha¨lt 23 Gitter mit Minimum 2, zwo¨lf Gitter mit Minimum 4 und
zwei Gitter mit Minimum 6, keines mit Minimum 8 oder gro¨ßer.
• Den Typ 3 − (6, 8) − 4 − (3, 4) mit einem Fixgitter L1 ∈ II6(3+411−3). Die Klassenzahl
dieses Geschlechts ist ebenfalls 37 (es handelt sich hierbei um die reskalierten Dualgitter des
vorherigen Falls). Es entha¨lt zwo¨lf Gitter mit Minimum 2, zehn Gitter mit Minimum 4 und
14 Gitter mit Minimum 6 sowie genau ein Gitter L
(1)
1 mit Minimum 8. Fu¨r letzteres gilt
jedoch
θ
L
(1)
1
≡3 1 + q5 + 2q9 +O(q11) 6= 1 + 2q4 + 2q6 + q7 + q8 + q9 +O(q11) ≡3 fM.
Aufgrund von Lemma 4.1.17 kommt also auch dieses als Fixgitter nicht in Frage.
• Den Typ 3− (10, 4)− 2− (5, 2) mit einem Gitter Lζ ∈ II4(3−211+2). Die Klassenzahl dieses
Geschlechts ist sieben. Es umfasst jeweils drei Gitter mit Minimum 2 und 4 sowie ein Gitter
mit Minimum 6, keines mit Minimum 8 oder gro¨ßer.
Also besitzt L auch keinen Automorphismus der Ordnung 3. Zusammenfassend ist damit gezeigt:
Satz 4.2.1. Ein extremales Gitter im Geschlecht II14(11
−7) besitzt keinen Automorphismus der
Ordnung 3, 5, 7 (und 13). 
4.2.2. Das Geschlecht II22(7
+11). Die gro¨ßtmo¨gliche Primzahlordnung eines Automorphismus
eines Gitters in diesem Geschlecht ist zuna¨chst 23. Mittels Algorithmus 4 erha¨lt man jedoch schnell,
dass es in diesem Geschlecht kein Gitter mit einem Automorphismus der Ordnung 13, 17, 19 oder 23
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gibt. Weiter besitzt das Gitter ( 2 11 6 )⊥ . . .⊥ ( 2 11 6 ) (11-fache orthogonale Summe) einen Automorphis-
mus der Ordnung p fu¨r jede Primzahl p ≤ 11.
Sei nun L ∈ II22(7+11) ein (hypothetisches) extremales Gitter, d.h. θL = fM = 1+4906q4 +35904q5 +
O(q6) mit M =M11(Γ∗(7), χ11).
Ist σ ∈ O(L) ein Automorphismus der Ordnung 5, so ist dieser vom Typ 5− (6, 16)− 4− (3, 8). Dann
wa¨re jedoch das Gitter L1 ein Gitter im Geschlecht II6(5
+47+3) mit Minimum 8 oder gro¨ßer. Dieses
Geschlecht umfasst 28 Gitter, sieben mit Minimum 2, elf mit Minimum 4, sieben mit Minimum 6 und
drei Gitter mit Minimum 8. Die Thetareihen dieser drei Gitter lauten:
θ
L
(1)
1
≡5 1 + 3q4 + 3q5 +O(q6) 6= 1 + q4 + 4q5 +O(q6) ≡5 fM
θ
L
(2)
1
≡5 1 + 2q5 +O(q6) 6= 1 + q4 + 4q5 +O(q6) ≡5 fM
θ
L
(3)
1
≡5 1 + 3q4 + 4q5 +O(q6) 6= 1 + q4 + 4q5 +O(q6) ≡5 fM∗
Wegen Lemma 4.1.17 kommen also auch diese nicht als Fixgitter in Frage.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 11, so ist dieser vom Typ 11 − (2, 20) − 2 − (1, 10).
Da 7o prim ist, ist das hermitesche Geschlecht von Lζ eindeutig festgelegt. Dieses Geschlecht umfasst
3822 Gitter, von denen 1115 ein Minimum 8 besitzen. Andererseits ist das Fixgitter notwendig L
(1)
1
∼=
( 22 1111 44 ). Bildet man Obergitter von M
(i) = L
(1)
1 ⊥L(i)ζ fu¨r i = 1, . . . , 1115 vom Index 11, so erha¨lt
man diverse Gitter mit Minimum 2, 4 oder 6, keines mit Minimum 8 oder gro¨ßer. Somit besitzt ein
extremales Gitter in diesem Geschlecht keinen Automorphismus der Ordnung 11.
Satz 4.2.2. Ein extremales Gitter im Geschlecht II22(7
+11) besitzt keinen Automorphismus der
Ordnung 5, 11 (13, 17, 19 und 23). 
4.2.3. Das Geschlecht II36(3
+18). Die gro¨ßtmo¨gliche Primzahlordnung eines Automorphismus
eines Gitters in diesem Geschlecht ist zuna¨chst 37. Das Gitter 18.A2 besitzt einen Automorphismus
der Ordnung p fu¨r jede Primzahl p ≤ 19. Weiter zeigt sich, dass im Geschlecht II36(3+18) kein Gitter
mit einem Automorphismus der Ordnung 23, 29, 31 oder 37 existiert.
Sei nun L ∈ II36(3+18) ein (hypothetisches) extremales Gitter, d.h. θL = fM = 1 + 646380q4 +
24820992q5 + O(q6) mit M = M18(Γ∗(3), χ18). Mittels Algorithmus 4 sieht man schnell, dass L
keinen Automorphismus der Ordnung 11 oder 13 besitzt.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 19, so ist dieser vom Typ 19 − (0, 36) − 0 − (0, 18),
also wa¨re in diesem Fall L1 = {0} und Lζ = L.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 17, so ist dieser notwendig vom Typ 17− (4, 32)−2−
(2, 16). Die Geschlechtssymbole dieser Gitter lauten L1 ∈ II4(3−217−2) und Lζ ∈ II32(3−1617−2). Das
Geschlecht II4(3
−217−2) besitzt die Klassenzahl 12 und entha¨lt genau ein Gitter mit Minimum 8:
L1 ∼=

8 −4 −3 0
−4 8 0 −3
−3 0 10 5
0 −3 5 10

Da 3o prim ist, ist das hermitesche Geschlecht von Lζ eindeutig festgelegt. Allerdings scheint es
nicht mo¨glich, dieses vollsta¨ndig zu klassifizieren.
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Satz 4.2.3.
a) Kein extremales Gitter im Geschlecht II36(3
+18) besitzt einen Automorphismus der Ordnung
11, 13 (23, 29, 31 und 37).
b) Besitzt ein extremales Gitter im Geschlecht II36(3
+18) einen Automorphismus der Ordnung
17, so ist dieser vom Typ 17 − (4, 32) − 2 − (2, 16) mit einem eindeutig bestimmten Gitter
L1.
c) Besitzt ein extremales Gitter im Geschlecht II36(3
+18) einen Automorphismus der Ordnung
19, so ist dieser vom Typ 19− (0, 36)− 0− (0, 18), d.h. das Gitter besitzt eine Struktur u¨ber
Q(ζ19). 
Bemerkung 4.2.4. Einen mo¨glichen Kandidaten eines Gitters im Geschlecht Lζ ∈ II32(3−1617−2)
erha¨lt man zum Beispiel, indem man das Gitter KP36 und einen Automorphismus dieses Gitters der
Ordnung 17 betrachtet. Ein solcher ist stets vom Typ 17 − (4, 32) − 2 − (4, 16), wobei das Gitter Lζ
dann ebenfalls im Geschlecht II32(3
−1617−2) liegt.
Bildet man nun die orthogonale Summe dieses 32-dimensionalen Gitters mit dem obigen 4-dimensio-
nalen Gitter, so stellt sich heraus, dass dieses bis auf Isomorphie genau ein Obergitter vom Index 172
besitzt. Dieses ist 3-modular, hat Minimum 6 und die Kusszahl 2448. 
Der aufgrund der Dichteschranken zuna¨chst noch denkbare Typ 7− (6, 30)−5− (0, 18) kann nicht
eintreten, da das Fixgitter L1 ein Gitter im Geschlecht von
7(A#6 ) sein mu¨sste, dieses aber einklassig
ist und Minimum 6 besitzt. Es verbleiben folgende mo¨gliche Typen:
Typ Gen(Lζ) Gen(L1)
7− (12, 24)− 4− (6, 12) II24(7+43+12) II12(7+43+6)
7− (6, 30)− 3− (6, 12) II30(7+33+12) II6(7−33+6)
7− (6, 30)− 5− (6, 12) II30(7−53+12) II6(7+53+6)
7− (0, 36)− 0− (0, 18) II36(3+18) −
Ist σ ∈ O(L) ein Automorphismus der Ordnung 5, so erha¨lt man zuna¨chst eine Liste von acht mo¨glichen
Typen. Hier scheidet zuna¨chst der Typ 5− (8, 28)− 7− (2, 16) aus, da L1 im Geschlecht II8(3+25+7)
liegen mu¨sste, welches aber nur drei Gitter mit Minimum 4 besitzt. Auch der Typ 5−(8, 28)−3−(6, 12)
kommt nicht in Frage, da L1 in II8(3
−65−3) liegen mu¨sste, worin es jedoch ebenfalls kein Gitter mit
Minimum 8 gibt.
Es verbleiben die folgenden sechs mo¨glichen Typen:
Typ Gen(Lζ) Gen(L1)
5− (16, 20)− 5− (10, 8) II20(5+53+8) II16(5+53+10)
5− (12, 24)− 6− (10, 8) II24(5+63+8) II12(5+63+10)
5− (12, 24)− 6− (6, 12) II24(5−63−12) II12(5−63−6)
5− (8, 28)− 5− (6, 12) II28(5−53−12) II8(5−53−6)
5− (8, 28)− 7− (6, 12) II28(5−73−12) II8(5−73−6)
5− (4, 32)− 4− (2, 16) II32(543+16) II4(5+43+2)
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In den folgenden Fa¨llen ist zwar ein extremales Gitter bekannt, jedoch nicht eine vollsta¨ndige
Klassifikation aller extremalen Gitter.
4.2.4. Das Geschlecht II32(2
+16). Die gro¨ßtmo¨gliche Primzahlordnung eines Automorphismus
eines Gitters in diesem Geschlecht ist zuna¨chst 31. Der Nenner des Maßes dieses Geschlechts lautet
263.320.58.74.112.132.172. Demnach gibt es in diesem Geschlecht jeweils Gitter mit Automorphismen
der Ordnung 3, 5, 7, 11, 13 und 17. Es zeigt sich, dass es kein Gitter im Geschlecht II32(2
+16) mit
einem Automorphismus der Ordnung 19, 23, 29 und 31 gibt.
Die sechs bekannten extremalen Gitter besitzen zusammengenommen Automorphismen der Ordnung
3, 5 und 17. Ein extremales Gitter mit einem Automorphismus der Ordnung 7 ist bislang nicht be-
kannt.
Sei nun L ein (hypothetisches) extremales Gitter im Geschlecht II32(2
+16). Zuna¨chst stellt sich heraus,
dass L keinen Automorphismus der Ordnung 11 und 13 besitzt.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 7, so ist dieser notwendig vom Typ 7−(8, 24)−4−
(4, 12). Das Fixgitter wa¨re in diesem Fall ein Gitter im Geschlecht II8(2
+47+4). Dieses Geschlecht um-
fasst genau 80 Klassen, von denen genau ein Gitter ein Minimum von 6 besitzt, na¨mlich das eindeutig
bestimmte extremale Gitter der Dimension 8 und Stufe 14, hier mit L
(1)
1 bezeichnet. Das hermitesche
Geschlecht von Lζ ist durch den Typ eindeutig festgelegt, da das Ideal 2o prim ist. Dieses Geschlecht
besitzt das Maß 1874275345744 und die Klassenzahl ist 157. Neben 152 Gittern mit Minimum 4 oder klei-
ner gibt es genau fu¨nf Gitter mit Minimum 6, von denen als Z-Gitter genau 2 isometrisch sind. Als
mo¨gliche Kandidaten fu¨r Lζ verbleiben somit vier Gitter L
(1)
ζ , . . . , L
(4)
ζ . Bildet man Obergitter von
M (i) = L
(1)
1 ⊥ L(i)ζ vom Index 74, so entsteht auf diese Weise neben einigen Gittern mit Minimum 2
oder 4 genau ein extremales Gitter im Geschlecht II32(2
+16):
Standard Lattice of rank 32 and degree 32
Determinant: 65536
Factored Determinant: 2^16
Minimum: 6
Inner Product Matrix:
[ 6 -2 -3 0 1 0 -1 0 -1 -1 -1 1 -1 3 -2 -1 0 2 3 -2 -1 -2 -3 -1 0 2 1 1 3 2 0 0]
[-2 6 3 0 0 -2 -2 2 0 2 -2 1 0 -1 3 3 2 1 -3 -1 1 0 2 3 -3 -1 0 1 -2 1 1 0]
[-3 3 6 0 -1 -1 -2 3 0 3 1 0 0 -2 3 1 1 -2 -1 0 -2 1 2 2 -3 -1 0 1 -3 -2 1 1]
[ 0 0 0 6 -2 3 -1 0 -2 -3 -2 3 2 -2 0 1 0 -1 1 -1 1 2 -2 -3 0 1 -2 -1 -2 1 -1 -1]
[ 1 0 -1 -2 6 -3 -2 -2 0 -1 2 0 -2 3 -2 1 -2 2 1 0 2 -2 -2 2 -1 0 2 -1 2 -1 2 1]
[ 0 -2 -1 3 -3 6 0 1 0 -2 0 1 0 -1 -1 -2 1 -1 0 -1 -1 1 -1 -3 2 -1 -2 1 -1 1 0 0]
[-1 -2 -2 -1 -2 0 6 -2 1 1 -1 -1 0 -2 0 -2 -1 -1 -1 1 1 1 1 -1 2 0 0 -2 1 0 -1 -1]
[ 0 2 3 0 -2 1 -2 6 -1 3 0 0 0 0 2 0 1 0 -1 0 -3 0 1 2 -3 0 0 1 -2 0 2 2]
[-1 0 0 -2 0 0 1 -1 6 1 2 0 -1 1 2 0 1 0 -2 0 0 -2 2 0 2 0 2 1 0 -2 -1 2]
[-1 2 3 -3 -1 -2 1 3 1 6 0 -2 -1 -1 3 0 1 -1 -2 1 -2 -1 2 3 -2 0 2 0 -1 -1 1 2]
[-1 -2 1 -2 2 0 -1 0 2 0 6 -1 -1 2 0 0 0 -2 0 2 -2 0 1 0 1 0 1 1 0 -3 0 2]
[ 1 1 0 3 0 1 -1 0 0 -2 -1 6 1 1 -1 0 0 1 0 -1 2 0 -2 -2 0 1 0 1 0 2 0 0]
[-1 0 0 2 -2 0 0 0 -1 -1 -1 1 6 0 1 2 -1 -2 0 3 1 0 0 -1 0 3 -1 -1 0 0 -3 0]
[ 3 -1 -2 -2 3 -1 -2 0 1 -1 2 1 0 6 -2 0 0 2 1 0 0 -3 -1 0 0 1 2 1 3 0 1 1]
[-2 3 3 0 -2 -1 0 2 2 3 0 -1 1 -2 6 3 2 -2 -3 1 -1 -1 3 2 -2 2 2 0 -2 -2 -2 2]
[-1 3 1 1 1 -2 -2 0 0 0 0 0 2 0 3 6 1 -1 -1 1 1 0 1 1 -2 2 1 0 0 0 -2 2]
[ 0 2 1 0 -2 1 -1 1 1 1 0 0 -1 0 2 1 6 -1 -2 -1 -1 0 3 0 1 -1 0 2 -1 2 -1 0]
[ 2 1 -2 -1 2 -1 -1 0 0 -1 -2 1 -2 2 -2 -1 -1 6 1 -2 1 -2 -1 1 -1 -1 0 1 1 1 2 -1]
[ 3 -3 -1 1 1 0 -1 -1 -2 -2 0 0 0 1 -3 -1 -2 1 6 -1 -1 0 -3 -2 0 0 -1 0 1 0 0 -1]
[-2 -1 0 -1 0 -1 1 0 0 1 2 -1 3 0 1 1 -1 -2 -1 6 0 0 1 1 1 2 1 -2 0 -1 -2 1]
[-1 1 -2 1 2 -1 1 -3 0 -2 -2 2 1 0 -1 1 -1 1 -1 0 6 -1 -1 0 1 0 0 -2 1 1 0 -1]
[-2 0 1 2 -2 1 1 0 -2 -1 0 0 0 -3 -1 0 0 -2 0 0 -1 6 1 -2 1 -2 -3 0 -2 1 0 -2]
[-3 2 2 -2 -2 -1 1 1 2 2 1 -2 0 -1 3 1 3 -1 -3 1 -1 1 6 1 0 -1 0 1 -1 -1 -1 0]
[-1 3 2 -3 2 -3 -1 2 0 3 0 -2 -1 0 2 1 0 1 -2 1 0 -2 1 6 -3 0 1 -1 0 -1 2 1]
[ 0 -3 -3 0 -1 2 2 -3 2 -2 1 0 0 0 -2 -2 1 -1 0 1 1 1 0 -3 6 -1 -1 0 0 1 -2 -1]
[ 2 -1 -1 1 0 -1 0 0 0 0 0 1 3 1 2 2 -1 -1 0 2 0 -2 -1 0 -1 6 2 -1 2 -1 -3 2]
[ 1 0 0 -2 2 -2 0 0 2 2 1 0 -1 2 2 1 0 0 -1 1 0 -3 0 1 -1 2 6 -1 1 -1 0 3]
[ 1 1 1 -1 -1 1 -2 1 1 0 1 1 -1 1 0 0 2 1 0 -2 -2 0 1 -1 0 -1 -1 6 0 1 0 0]
[ 3 -2 -3 -2 2 -1 1 -2 0 -1 0 0 0 3 -2 0 -1 1 1 0 1 -2 -1 0 0 2 1 0 6 1 -1 0]
[ 2 1 -2 1 -1 1 0 0 -2 -1 -3 2 0 0 -2 0 2 1 0 -1 1 1 -1 -1 1 -1 -1 1 1 6 0 -1]
[ 0 1 1 -1 2 0 -1 2 -1 1 0 0 -3 1 -2 -2 -1 2 0 -2 0 0 -1 2 -2 -3 0 0 -1 0 6 0]
[ 0 0 1 -1 1 0 -1 2 2 2 2 0 0 1 2 2 0 -1 -1 1 -1 -2 0 1 -1 2 3 0 0 -1 0 6]
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Dieses Gitter ist 2-modular und besitzt eine Automorphismengruppe mit 211.3.7 Elementen. Nach
Konstruktion ist dieses das einzige extremale Gitter im Geschlecht II32(2
+16) mit einem Automor-
phismus der Ordnung 7.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 17, so ist dieser vom Typ 17− (0, 32)−0− (0, 16),
d.h. L besitzt eine Struktur als hermitesches Gitter u¨ber Q(ζ17). Diese wurden in Abschnitt 3.6.2
bestimmt. Es gibt mit CQ32, MW32 und MW
′
32 genau drei solche extremalen Gitter.
Satz 4.2.5.
a) Kein extremales Gitter im Geschlecht II32(2
+16) besitzt einen Automorphismus der Ordnung
11, 13 (19, 23, 29 und 31).
b) Es gibt mit CQ32, MW32 und MW
′
32 genau drei extremale Gitter im Geschlecht II32(2
+16)
mit einem Automorphismus der Ordnung 17.1
c) Es gibt genau ein extremales Gitter im Geschlecht II32(2
+16) mit einem Automorphismus
der Ordnung 7. 
4.2.5. Das Geschlecht II24(3
+12). Die gro¨ßtmo¨gliche Primzahlordnung eines Automorphismus
eines Gitters in diesem Geschlecht ist zuna¨chst 23. Der Nenner des Maßes dieses Geschlechts lautet
243.317.54.74.112.132. Demnach gibt es in diesem Geschlecht jeweils Gitter mit einem Automorphismus
der Ordnung 3, 5, 7, 11 und 13. Zuna¨chst stellt sich heraus, dass kein Gitter in diesem Geschlecht
einen Automorphismus der Ordnung 17, 19 oder 23 besitzt.
Mit dem Gitter L24.2 ist ein extremales Gitter in diesem Geschlecht bekannt. Dieses besitzt eine
Automorphismengruppe der Ordnung 25.32.7.13. Ein extremales Gitter mit einem Automorphismus
der Ordnung 5 ist nicht bekannt.
Sei nun L ∈ II24(3+12) ein (hypothetisches) extremales Gitter, also θL = fM = 1 + 26208q3 +
530712q4 +O(q5) mit M =M12(Γ∗(3), χ12).
Ist σ ∈ O(L) ein Automorphismus der Ordnung 13, so ist dieser vom Typ 13 − (0, 24) − 0 − (0, 12),
d.h. L selbst besitzt eine Struktur u¨ber dem Ko¨rper Q(ζ13). Diese Gitter wurden in 3.6.2 bestimmt,
es folgt L ∼= L24.2.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 11, so ist dieser vom Typ 11−(4, 20)−2−(2, 10). Das
Ideal 3o ist prim, sodass das hermitesche Geschlecht von Lζ eindeutig bestimmt ist. Dieses umfasst
genau 49 Gitter, eines mit Minimum 2 und 48 Gitter mit Minimum 4, keines mit Minimum 6 oder
gro¨ßer.
Sei nun σ ∈ O(L) ein Automorphismus der Ordnung 7. Es verbleiben zuna¨chst drei mo¨gliche Typen:
• Der Typ 7 − (12, 12) − 2 − (6, 6) ist nicht mo¨glich, denn das Ideal 3o ist prim, daher ist
das hermitesche Geschlecht von Lζ festgelegt. Dieses umfasst genau drei Gitter, eines mit
Minimum 2 und zwei mit Minimum 4.
• Der Typ 7−(6, 18)−3−(6, 6) ist nicht mo¨glich, denn auch hier ist das hermitesche Geschlecht
von Lζ festgelegt und entha¨lt 14 Gitter, drei mit Minimum 2 und elf mit Minimum 4, keines
mit Minimum 6 oder gro¨ßer.
1In der Gitterdatenbank ist mit U32 (vgl. [LatDB] ”
U32“) noch ein weiteres Gitter im Geschlecht II32(2+16) aufgefu¨hrt.
Dieses ist genau wie MW32 nicht 2-modular und besitzt einen Automorphismus der Ordnung 17. Gema¨ß obigem Satz
muss also bei geeigneter Bezeichnung gelten: MW32 ∼= U32.
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• Der Typ 7− (0, 24)− 0− (0, 12), d.h. das Gitter selbst besitzt in diesem Fall eine Struktur
u¨ber Q(ζ7). Diese Gitter wurden in Abschnitt 3.6.2 bestimmt. Es gibt bis auf Isometrie genau
ein Gitter, na¨mlich L24.2.
Folglich besitzt L keinen Automorphismus der Ordnung 7.
Sei nun σ ∈ O(L) ein Automorphismus der Ordnung 5. Hier verbleiben zwei mo¨gliche Typen:
• Der Typ 5 − (4, 20) − 3 − (4, 8) ist nicht mo¨glich, denn das Gitter L1 wa¨re in diesem Fall
ein Gitter im Geschlecht II4(3
+45+3). Dieses Geschlecht ist einklassig und entha¨lt nur das
Gitter L
(1)
1
∼= 3(A#4 ). Dieses besitzt jedoch folgende Thetareihe:
θ
L
(1)
1
= 1 + 10q6 +O(q7) ≡5 1 +O(q7) 6= 1 + 3q3 + 2q4 + 4q5 + 3q6 +O(q7) ≡5 fM
Wegen Lemma 4.1.17 kommt also auch dieses als Fixgitter nicht in Frage.
• Der Typ 5 − (8, 16) − 4 − (4, 8): Das Geschlecht von L1 lautet II8(3+45+4) und entha¨lt 91
Gitter. Genau vier dieser Gitter, bezeichnet mit L
(1)
1 , . . . , L
(4)
1 , besitzen das Minimum 6, alle
u¨brigen das Minimum 2 oder 4. Zwei dieser vier Gitter mit Minimum 6 (L
(3)
1 , L
(4)
1 ) kommen
nicht in Frage, denn fu¨r deren Thetareihen gilt
θ
L
(3)
1
= 1 + 423 + 102q4 + 114q5 +O(q6) ≡5 1 + 2q3 + 2q4 + 4q5 +O(q6)
θ
L
(4)
1
= 1 + 243 + 192q4 + 24q5 +O(q6) ≡5 1 + 4q3 + 2q4 + 4q5 +O(q6),
wa¨hrend fu¨r die extremale Modulform gilt fM ≡5 1 + 3q3 + 2q4 + 4q5 +O(q6).
Es bleiben zwei denkbare Gitter L
(1)
1 , L
(2)
1 u¨brig. Weiter ist das Ideal 3o prim, folglich ist das
hermitesche Geschlecht von Lζ festgelegt. Dieses entha¨lt genau 13 Gitter, drei mit Minimum
2, neun mit Minimum 4 und genau eines, L
(1)
ζ , mit Minimum 6. Durch Bilden von Obergittern
L
(i)
1 ⊥L(1)ζ erha¨lt man jedoch jeweils genau zwei Gitter mit Minimum 2.
Aus diesen Gru¨nden hat L keinen Automorphismus der Ordnung 5.
Satz 4.2.6.
a) Kein extremales Gitter im Geschlecht II24(3
+12) besitzt einen Automorphismus der Ordnung
5, 11 (17, 19 und 23).
b) Ist L ∈ II24(3+12) ein extremales Gitter und besitzt L einen Automorphismus der Ordnung
7 oder 13, so gilt L ∼= L24.2. 
4.2.6. Das Geschlecht II20(7
+10). Die gro¨ßtmo¨gliche Primzahlordnung eines Automorphismus
eines Gitters in diesem Geschlecht ist zuna¨chst 19. Der Nenner des Maßes dieses Geschlechts lautet
235.310.54.73.112. Mit dem Gitter L20 ist ein extremales Gitter in diesem Geschlecht bekannt. Dieses
besitzt eine Automorphismengruppe der Ordnung 29.32.5.7.11.
Man kann leicht zeigen, dass es in diesem Geschlecht kein Gitter mit einem Automorphismus der
Ordnung 13, 17 oder 19 gibt.
Sei nun L ∈ II20(7+10) ein (hypothetisches) extremales Gitter, d.h. θL = fM = 1+6160q4 +27104q5 +
O(q6) mit M =M10(Γ∗(7), χ10).
Besitzt L einen Automorphismus der Ordnung 11, so ist dieser vom Typ 11− (0, 20)− 0− (0, 10), d.h.
das Gitter L selbst besitzt eine Struktur u¨ber Q(ζ11). Diese wurden in Abschnitt 3.6.2 bestimmt. Es
zeigt sich, dass es genau ein solches Gitter gibt, na¨mlich das Gitter L20.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 5, so verbleiben zwei mo¨gliche Typen:
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• Der Typ 5− (4, 16)− 2− (2, 8) ist nicht mo¨glich, denn das Gitter L1 wa¨re in diesem Fall ein
Gitter im Geschlecht II4(5
+27+2). Dieses Geschlecht umfasst sieben Gitter, von denen sechs
ein Minimum von 6 oder kleiner besitzen und genau ein Gitter L
(1)
1 das Minimum 8. Dieses
Gitter besitzt jedoch die Thetareihe
θ
L
(1)
1
= 1 + 18q4 + 6q5 +O(q6) ≡5 1 + 3q4 + q5 +O(q6),
wa¨hrend fu¨r die extremale Modulform gilt fM ≡5 1 + 4q5 +O(q6).
• Der Typ 5−(4, 16)−4−(2, 8): Das Geschlecht des Gitters L1 lautet in diesem Fall II4(5+47+2).
Dieses Geschlecht ist einklassig und entha¨lt genau ein Gitter L
(1)
1 mit Minimum 10. Da das
Ideal 7o prim ist, ist das hermitesche Geschlecht von Lζ durch den Typ eindeutig festgelegt.
Dieses umfasst genau 1190 Gitter, von denen 241 Gitter L
(1)
ζ , . . . , L
(241)
ζ ein Minimum von 8
oder gro¨ßer besitzen. Bildet man Obergitter von L
(1)
1 ⊥L(i)ζ vom Index 54, so erha¨lt man auf
diese Weise mit dem Gitter L20 genau ein extremales Gitter im Geschlecht II20(7
+10).
Als Ergebnis kann man festhalten:
Satz 4.2.7. Ist L ∈ II20(7+10) ein extremales Gitter und besitzt L einen Automorphismus der
Ordnung 5 oder 11, so gilt L ∼= L20. 
4.2.7. Das Geschlecht II20(5
−10). Die gro¨ßtmo¨gliche Primzahlordnung eines Automorphismus
eines Gitters in diesem Geschlecht ist 19. Der Nenner des Maßes des Geschlechts lautet 233.312.54.72.13.
Demnach gibt es in diesem Geschlecht Gitter mit Automorphismen der Ordnung 3, 5, 7 und 13. Es
zeigt sich, dass im Geschlecht II20(5
−10) kein Gitter mit einem Automorphismus der Ordnung 17 oder
19 existiert. Zudem folgt wegen (−511 ) = −1 mit Korollar 3.6.8, dass es in diesem Geschlecht kein Gitter
mit einem Automorphismus der Ordnung 11 gibt.
Mittels einer heuristischen Suche im Geschlecht II20(5
−10) wurde in Zusammenarbeit mit Gilles Bellot
folgendes extremale Gitter gefunden:
Standard Lattice of rank 20 and degree 20
Determinant: 9765625
Factored Determinant: 5^10
Minimum: 6
Inner Product Matrix:
[ 6 2 2 -1 -3 -1 -2 1 0 1 -1 -2 -3 -1 2 1 1 1 2 3]
[ 2 6 -1 2 -3 1 -1 2 3 2 -3 0 -3 1 1 1 -2 0 0 3]
[ 2 -1 6 -3 -1 -3 -2 -3 -2 2 0 -1 1 2 0 -2 3 -2 2 1]
[-1 2 -3 6 -1 0 1 2 1 -1 0 0 0 -2 0 -1 -1 -1 -1 0]
[-3 -3 -1 -1 6 2 1 1 -3 0 3 2 3 1 -3 0 0 1 -2 -2]
[-1 1 -3 0 2 6 2 1 1 0 1 1 0 0 0 3 -3 3 0 0]
[-2 -1 -2 1 1 2 6 0 0 -3 1 3 3 -2 -2 2 0 2 -1 0]
[ 1 2 -3 2 1 1 0 6 0 1 0 1 -1 0 -1 2 -2 2 -1 1]
[ 0 3 -2 1 -3 1 0 0 6 -1 -2 0 -3 0 1 0 -3 0 -1 2]
[ 1 2 2 -1 0 0 -3 1 -1 6 -2 -2 -1 3 0 0 -1 -1 0 1]
[-1 -3 0 0 3 1 1 0 -2 -2 6 2 3 0 -1 -1 0 0 1 -2]
[-2 0 -1 0 2 1 3 1 0 -2 2 6 3 1 -3 1 0 0 -1 -1]
[-3 -3 1 0 3 0 3 -1 -3 -1 3 3 6 1 -3 -1 1 -1 0 -2]
[-1 1 2 -2 1 0 -2 0 0 3 0 1 1 6 0 -1 0 -1 -1 0]
[ 2 1 0 0 -3 0 -2 -1 1 0 -1 -3 -3 0 6 1 0 0 1 1]
[ 1 1 -2 -1 0 3 2 2 0 0 -1 1 -1 -1 1 6 -1 3 1 1]
[ 1 -2 3 -1 0 -3 0 -2 -3 -1 0 0 1 0 0 -1 6 0 0 -1]
[ 1 0 -2 -1 1 3 2 2 0 -1 0 0 -1 -1 0 3 0 6 -1 1]
[ 2 0 2 -1 -2 0 -1 -1 -1 0 1 -1 0 -1 1 1 0 -1 6 -1]
[ 3 3 1 0 -2 0 0 1 2 1 -2 -1 -2 0 1 1 -1 1 -1 6]
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Dieses ist nicht 5-modular, sodass streng genommen mit dem reskalierten Dualgitter noch ein
weiteres extremales Gitter bekannt ist. Beide Gitter besitzen eine triviale Automorphismengruppe,
d.h. mit ± Id genau zwei Automorphismen. Weitere extremale Gitter im Geschlecht II20(5−10) sind
bislang nicht bekannt.
Sei nun L ein (hypothetisches) extremales Gitter im Geschlecht II20(5
−10), also θL = 1 + 1740q3 +
22590q4 + O(q5). Wie in Algorithmus 4 beschrieben, stellt sich schnell heraus, dass L keinen Auto-
morphismus der Ordnung 13 besitzt.
Ist σ ∈ O(L) ein Automorphismus der Ordnung 7, so ist dieser gema¨ß Algorithmus 4 vom Typ
7− (8, 12)−2− (4, 6). Dann wa¨re L1 ∈ II8(5+47−2) ein Gitter mit Minimum 6. Das Geschlecht entha¨lt
insgesamt 336 Gitter, 242 Gitter mit Minimum 2 und 94 Gitter mit Minimum 4, keines mit Minimum
6.
Festhalten la¨sst sich also in diesem Fall:
Satz 4.2.8. Ein extremales Gitter im Geschlecht II20(5
−10) besitzt keinen Automorphismus der
Ordnung 7 (11, 13, 17 und 19). 
Ist σ ∈ O(L) ein Automorphismus der Ordnung 5, so sind die Ergebnisse des obigen Kapitels
gro¨ßtenteils nicht anwendbar. Jedoch ist klar, dass ein solcher Automorphismus nicht fixpunktfrei
operieren kann, da in diesem Fall die Determinante des Gitters L = Lζ die Quadratklasse 5Q∗2 besa¨ße
und somit nicht gleich 510 sein ko¨nnte.
4.2.8. Das Geschlecht II24(5
+12). Die gro¨ßtmo¨gliche Primzahlordnung eines Automorphismus
eines Gitters in diesem Geschlecht ist zuna¨chst 23. Der Nenner des Maßes dieses Geschlechts lautet
243.316.57.74.112. Mit dem Gitter (C2.J2Y SL(2, 5)) : C2 ist ein extremales Gitter in diesem Geschlecht
bekannt. Dieses besitzt eine Automorphismengruppe der Ordnung 211.34.53.7.
Man kann leicht zeigen, dass es in diesem Geschlecht kein Gitter mit einem Automorphismus der
Ordnung 17, 19 oder 23 gibt. Zudem folgt wegen (−513 ) = −1 mit Korollar 3.6.8, dass es zudem in
diesem Geschlecht auch kein Gitter mit einem Automorphismus der Ordnung 13 gibt.
Sei nun L ∈ II24(5+12) ein (hypothetisches) extremales Gitter, d.h. θL = fM = 1 + 37800q4 +
241920q5 +O(q6) mit M =M12(Γ∗(5), χ12).
Ist σ ∈ O(L) ein Automorphismus der Ordnung 11, so ist dieser vom Typ 11 − (4, 20) − 2 − (2, 10).
Das Gitter L1 ist in diesem Fall ein Gitter im Geschlecht II4(5
+211+2). Dieses umfasst genau zwo¨lf
Gitter, vier Gitter mit Minimum 2, vier Gitter mit Minimum 4, zwei Gitter mit Minimum 6 und zwei
Gitter mit Minimum 8. Eines dieser beiden Gitter besitzt die folgende Thetareihe:
1 + 8q4 + 4q5 +O(q6) ≡11 1 + 8q4 + 4q5 +O(q6) 6= 1 + 4q4 + 8q5 +O(q6) ≡ fM
Daher verbleibt ein mo¨gliches Gitter L
(1)
1 . Da das Ideal 5o prim ist, ist das hermitesche Geschlecht von
Lζ festgelegt. Dieses umfasst 595 Gitter, eines mit Minimum 2, 78 mit Minimum 4, 515 mit Minimum
6 und genau ein Gitter L
(1)
ζ mit Minimum 8.
Bildet man nun Obergitter von L
(1)
1 ⊥L(1)ζ vom Index 112, so erha¨lt man genau ein Gitter mit Minimum
6 und Kusszahl 1584. Folglich besitzt L keinen Automorphismus der Ordnung 11.
Satz 4.2.9. Kein extremales Gitter im Geschlecht II24(5
+12) besitzt einen Automorphismus der
Ordnung 11 (13, 17, 19, 23). 
Fazit & Ausblick
In dieser Arbeit konnte ein weiteres extremales Gitter im Geschlecht II32(2
+16) konstruiert wer-
den, welches eine weitere Kugelpackung liefert, die ebenso dicht ist wie die bislang dichteste bekannte
Packung in Dimension 32. Weiter konnte gezeigt werden, dass dieses Gitter das (bis auf Isometrie)
einzige extremale Gitter in seinem Geschlecht mit einem Automorphismus der Ordnung 7 ist.
Daru¨ber hinaus konnten alle extremalen Gitter im Geschlecht II32(2
+16) mit einem Automorphis-
mus der Ordnung 17 klassifiziert werden. Gleiches gelang fu¨r gewisse Primzahlen in einigen ande-
ren Geschlechtern. Die Ergebnisse legen unter anderem die Vermutung nahe, dass die Gitter L24.2,
(C2.J2Y SL(2, 5)) : C2 und L20 jeweils in ihren Geschlechtern II24(3
+12), II24(5
+12) bzw. II20(7
+10)
die einzigen extremalen Gitter sind.
Des Weiteren konnten mittels Tensorprodukten u¨ber dem Ring Z[ 1+
√−7
2 ] einige weitere extremale
Gitter im Geschlecht II48(2
+24) konstruiert werden. Außerdem wurden alle extremalen Gitter bis Di-
mension < 48 mit Struktur als Ideal-Gitter u¨ber Kreisteilungsko¨rpern klassifiziert und einige weitere
extremale Gitter mittels mehrdimensionaler Strukturen u¨ber Kreisteilungsko¨rpern konstruiert. Insge-
samt wurden dabei auch viele bekannte extremale Gitter auf zum Teil anderen Wegen konstruiert.
Die Bestimmung der mo¨glichen Geschlechter hermitescher Strukturen von (z.B.) extremalen Gittern
und die exakte Berechnung der Maße dieser Geschlechter erfolgte dabei in einer solchen Allgemeinheit,
dass dies nun auch fu¨r andere CM-Ko¨rper als die in dieser Arbeit behandelten imagina¨r-quadratischen
Zahlko¨rper und Kreisteilungsko¨rper mo¨glich ist. Interessant wa¨re beispielsweise die Frage, inwieweit
biquadratische oder auch andere Zahlko¨rper zur Konstruktion extremaler Gitter geeignet sind.
Auf der anderen Seite konnte als weiteres Resultat die Nicht-Existenz eines extremalen Gitters im
Geschlecht II24(7
+12) gezeigt werden.
Eine aktualisierte Tabelle bekannter extremaler Gitter mit allen Ergebnissen dieser Arbeit ist online
unter http://www.mathematik.tu-dortmund.de/~mjuergen zu finden.
Die urspru¨ngliche Motivation dieser Arbeit und der noch immer interessanteste offene Fall war und
ist die Frage nach der Existenz eines extremalen Gitters im Geschlecht II36(3
+18), da ein solches dich-
ter als das dichteste bislang bekannte Gitter in Dimension 36 wa¨re. Fu¨r diesen Fall konnte zumindest
gezeigt werden, dass die Fourier-Koeffizienten der extremalen Modulform fM = 1 + 646380q4 +O(q5)
nicht-negativ sind und es damit keinen
”
trivialen“ Grund gibt, der die Existenz eines extremalen Git-
ters ausschließt.
Auch die Ergebnisse aus Kapitel 2 gaben keinen Hinweis darauf, dass ein solches Gitter nicht existieren
ko¨nnte. Die Tatsache, dass ein extremales Gitter von seinen Minimalvektoren erzeugt sein muss, ist
eine eher erwartbare Eigenschaft und die Liste der verbleibenden mo¨glichen Konfigurationsanzahlen
ergibt keine Widerspru¨che.
Die Methoden aus Kapitel 3 und 4 sind aufgrund von zu hohem Rechenaufwand in diesem Fall oh-
ne Weiteres nicht anwendbar. Insbesondere konnte bislang nicht gekla¨rt werden, ob ein extremales
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Gitter im Geschlecht II36(3
+18) einen Automorphismus der Ordnung 17 oder 19 besitzen kann. Als
Idee ko¨nnte man versuchen, die Bestimmung hermitescher Strukturen u¨ber Kreisteilungsko¨rpern mit
der Nachbarmethode wie folgt zu kombinieren: Zu jedem Z-Gitter werden zuna¨chst alle hermiteschen
Strukturen bestimmt. Mit Hilfe von Nachbarn werden aus diesen Strukturen neue Gitter berechnet,
von denen anschließend wiederum nur die Spurgitter auf Isometrie getestet und gegebenenfalls ab-
gespeichert werden. Einem Z-Gitter wird als Beitrag zum Maß die Summe
∑ |U(Lσ)|−1 u¨ber alle
hermiteschen Strukturen Lσ von L zugewiesen. Auf diese Weise ergeben die Maßformeln aus Kapitel
3 ein Abbruchkriterium. Diese Vorgehensweise wu¨rde dann einen Vorteil bringen, wenn viele Z-Gitter
jeweils viele hermitesche Strukturen besitzen und damit einen großen Beitrag zum Maß leisten. Diese
Idee soll in naher Zukunft angegangen und umgesetzt werden.
Die Frage nach der Existenz eines extremalen Gitters im Geschlecht II36(3
+18) bleibt also weiterhin
ein offenes Problem und es ist nach wie vor schwierig einzuscha¨tzen, ob ein solches Gitter existiert
oder nicht. Spa¨testens seit bekannt ist, dass ein extremales gerades unimodulares Gitter in Dimension
72 existiert, muss man die Mo¨glichkeit in Betracht ziehen, dass es auch ein extremales Gitter im Ge-
schlecht II36(3
+18) gibt. Bis dahin war man eher von dessen Nicht-Existenz ausgegangen:
”
The cases
` = 1, 3, 7 in dimensions 72, 36, 18, respectively are the most fascinating ones, since here extremal
lattices would be more dense than all known lattices in these dimensions. We suspect that they do not
exist
”
([SSP99]) oder auch
”
[...] tends to confirm the widely held opinion that extremal lattices of level
respectively 1, 3, 7 and dimension 72, 36, 18 do not exist“ ([Cou00]).
Die verwendeten Konstruktionsmethoden - insbesondere im letzten Abschnitt - setzen voraus,
dass extremale Gitter eine
”
große“ Automorphismengruppe bzw. zumindest einen Automorphismus
”
großer“ (Primzahl-)Ordnung besitzen. Bei einer heuristischen Suche nach extremalen Gittern mit
dem Computer ist es zusammen mit Gilles Bellot gelungen, ein extremales Gitter im Geschlecht
II20(5
+10) zu finden, dessen Automorphismengruppe trivial ist, d.h. mit ± Id genau zwei Automor-
phismen besitzt. Solche Gitter scheinen nicht mit
”
sinnvollen“ Methoden konstruierbar, sondern nur
per Zufallssuche mit dem Computer zu finden zu sein. Man muss damit rechnen, dass auch in den
Geschlechtern II14(11
−7) oder II22(7+11) solche Gitter existieren.
Ist die Existenz eines solchen
”
Zufallsgitters“ auch im Geschlecht II36(3
+18) nicht auszuschließen und
gibt es kein extremales Gitter mit mehr Symmetrie, so scheint das Problem in Anbetracht der Gro¨ße
des Geschlechts praktisch kaum entscheidbar zu sein: Selbst unter der optimistischen Annahme, dass
der Computer 1 Milliarde Gitter pro Sekunde ohne Wiederholungen betrachten ko¨nnte, wu¨rde man
weitaus la¨nger brauchen als das Universum alt ist (ca. 13,7 Milliarden Jahre), um auch nur einen
nennenswerten Teil wie 1% dieses Geschlechts durchzugehen. Eine heuristische Suche nach einem ex-
tremalen Gitter in diesem Geschlecht ist also vo¨llig aussichtslos.
Obwohl bekanntlich mit wachsender Dimension die Mehrheit der Gitter in einem Geschlecht eine
triviale Automorphismengruppe besitzen, so bleibt trotzdem zumindest die Hoffnung, dass extremale
Gitter in interessanten Geschlechtern (etwa im Hinblick auf das Kugelpackungsproblem) eine gewisse
Symmetrie und damit eine nicht-triviale Automorphismengruppe besitzen. Zumindest scheinen dies
die bekannten Beispiele extremaler Gitter wie etwa im Geschlecht II32(2
+16) zu belegen.
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ANHANG A
Dichte Kugelpackungen und obere Schranken
Zentrumsdichte
n Gitter L det(L) |O(L)| min(L) δ(L) Schranke
1 Λ1 ∼= Z 1 2 1 12 = 0.5 0.5
2 Λ2 ∼= A2 3 22.3 2 12√3 ≈ 0.28868 0.28868
3 Λ3 ∼= A3 22 24.3 2 14√2 ≈ 0.17678 0.18616
4 Λ4 ∼= D4 22 27.32 2 18 = 0.125 0.13126
5 Λ5 ∼= D5 22 28.3.5 2 18√2 ≈ 0.08839 0.09975
6 Λ6 ∼= E6 3 28.34.5 2 18√3 ≈ 0.07217 0.08084
7 Λ7 ∼= E7 2 210.34.5.7 2 116 = 0.0625 0.06933
8 Λ8 ∼= E8 1 215.32.5.7 2 116 = 0.0625 0.06251
9 Λ9 2
9 214.35.52.7 4 1
16
√
2
≈ 0.04419 0.05900
10 Λ10 2
8.3 215.33 4 1
16
√
3
≈ 0.03608 0.05804
11 K11 2
2.35 29.34.5 4 1
18
√
3
≈ 0.03207 0.05932
12 K12 ∼= CT12 36 210.37.5.7 4 127 ≈ 0.03704 0.06279
13 K13 2
2.35 29.35.5 4 1
18
√
3
≈ 0.03207 0.06870
14 Λ14 2
8.3 215.33 4 1
16
√
3
≈ 0.03608 0.07750
15 Λ15 2
9 217.32.5.7 4 1
16
√
2
≈ 0.04419 0.08999
16 Λ16 ∼= BW16 28 221.35.52.7 4 116 = 0.0625 0.10738
17 Λ17 2
8 219.34.5.7 4 116 = 0.0625 0.13150
18 Λ18 2
6.3 217.35.5 4 1
8
√
3
≈ 0.07217 0.16503
19 Λ19 2
7 219.32.5 4 1
8
√
2
≈ 0.08839 0.21202
20 Λ20 2
6 221.33.5 4 18 = 0.125 0.27855
21 Λ21 2
5 219.33.5.7 4 1
4
√
2
≈ 0.17678 0.37389
22 Λ22 2
2.3 217.37.5.7.11 4 1
2
√
3
≈ 0.28868 0.51231
23 Λ23 2
2 219.36.53.7.11.23 4 12 = 0.5 0.71601
24 Λ24 ∼= Leech 1 222.39.54.72.11.13.23 4 1 = 1.0 1.01998
25 Λ25 2
26 223.33.5.7.11.23 8 1√
2
≈ 0.70711 1.48001
26 Λ26 2
26.3 223.34.5 8 1√
3
≈ 0.57735 2.18614
T26 3 2
13.35.72.13 4 1√
3
≈ 0.57735
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Zentrumsdichte
n Gitter L det(L) min(L) δ(L) Schranke
27 B27 227.3 8 1√3 ≈ 0.57735 3.28537
28 B28 228.3 8 1√3 ≈ 0.57735 5.02059
29 B29 229.3 8 1√3 ≈ 0.57735 7.79782
30 Q30 214.33 6 314222√3 ≈ 0.6584 12.30390
31 Q31 216.3 6 315223√2 ≈ 1.2095 19.71397
32 Q32 (u.A.) 216 6 316224 ≈ 2.5658 32.06222
33 Q33 216 6 317225√3 ≈ 2.2220 52.90924
34 Q34 216.3 6 317225√3 ≈ 2.2220 88.55925
35 B35 2
32 8 2
√
2 ≈ 2.8284 150.29783
36 KP36 3
20 8 2
18
310 ≈ 4.4394 258.5499
Tabelle A.1. Die jeweils dichtesten bekannten Gitter in Dimension ≤ 36 (vgl.
[LatDB]) sowie die zur Zeit beste obere Schranke an die Zentrumsdichte (siehe
[CE03]).
ANHANG B
Symbolverzeichnis
In Kapitel 1:
(V, b) euklidischer Vektorraum
det(x1, . . . , xn) Determinante der Gram-Matrix in Basis x1, . . . , xn
det(L) Determinante von L
O(L) orthogonale Gruppe von L
min(L), Min(L) Minimum bzw. Minimalvektoren von L
Lm Schicht der Vektoren in x ∈ L mit b(x, x) = m
L# Dualgitter von L (bzgl. b)
T (L) Diskriminantengruppe von L
Qp, Zp (ganze) p-adische Zahlen
Vp, Lp Komplettierung von V bzw. L
dLp Determinante von Lp ∈ {0} ∪Q∗p/Z∗2p
(a, b)p Hilbert-Symbol an der Stelle p
sp(V ) Hasse-Invariante von V bei p
νp(a) Exponent von p in Primfaktorzerlegung von a
` Stufe von L
L\ reskaliertes Dual
√
`L#
L#,p partielles Dualgitter 1pL ∩ L#
L\,p reskaliertes partielles Dual
√
pL#,p
L0 (stark) modulares Gitter kleinstmo¨glicher Dimension
θL Thetareihe von L
|k Strickoperator zum Gewicht k
Mk(Γ, χ) Modulformen vom Gewicht k, zur Gruppe Γ und Charakter χ
Sk(Γ, χ) Spitzenformen vom Gewicht k, zur Gruppe Γ und Charakter χ
Γ0(`) Hauptkongruenzuntergruppe
χk Charakter
(−`
d
)k
Wp Fricke-Involution bzw. Atkin-Lehner Operator
Γ∗(`) Normalisator von Γ0(`) in SL2(R)
σ0(`), σ1(`) Anzahl bzw. Summe der Teiler von `
k0 Gewicht von θL0 , halbe Dimension von L0
k1
12σ0(`)
σ1(`)
bac a abgerundet zur na¨chstkleineren ganzen Zahl
∆(L), δ(L) Kugelpackungs- bzw. Zentrumsdichte von L
In Kapitel 2:
(·, ·) Standardskalarprodukt auf Rn
Fn,d Menge der homogenen Polynome in R[X1, . . . , Xn] vom Grad d
[·, ·] Skalarprodukt auf Fn,d
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∆ Laplace-Operator
Harmn,d Raum der harmonischen Polynome
Zonαn,d Raum der bzgl. α zonalen Polynome
Pαd Gegenbauerpolynom
θL,P Thetareihe mit spha¨rischen Koeffizienten
n2m,i(α), n
\
2m,i(α) Konfigurationsanzahlen
Ss,a System zu s Schichten und einem Vektor α mit (α, α) = a
Ps,a Polytop mit ganzzahligen Lo¨sungen von Ss,a
In Kapitel 3:
E, F CM-Ko¨rper bzw. maximal reeller Teilko¨rper
O, o Ganzheitsring von E bzw. F
dE , dF Diskriminante von E bzw. F
dE/F Diskriminantenideal von E/F
DE , DF Differente von E bzw. F
DE/F Differente der Erweiterung E/F
P, p Primideal von E bzw. F
A, B, . . . (gebrochene) O-Ideale
a, b, . . . (gebrochene) o-Ideale
N(A), N(a) Idealnorm |O/A| von A bzw. |o/a| von a
νP(A) Exponent von P in Zerlegung von A
ClE Klassengruppe von E
(V, h) hermitescher E-Vektorraum
N Dimension von V u¨ber E
L O-Gitter
rk(L) Rang von L
U(L) hermitesche Automorphismengruppe von L
L∗ hermitesches Dualgitter von L (bzgl. h)
sL, nL, vL Skalen-, Norm- und Volumenideal von L
TrEQ , N
E
Q Spur und Norm von E/Q
bh Spurform zu h
bα Spurform zur 1-dimensionalen Form αxy
I(A, α) Ideal-Gitter zu Ideal A und α ∈ F
L(A, α) Spurgitter zu I(A, α)
sign Signumsfunktion (Vorzeichen)
Σ(α) Vorzeichenvektor (sign(ρ(α))ρ:F↪→R ∈ {±1}[F :Q]
 0 total positiv
A Repra¨sentanten von ClE (ggf. modulo Galoisgruppe)
B {`O ⊆ B ⊆ O | B ein O-Ideal mit N(B) = d0}
E Repra¨sentanten von o∗/o+2
E+ Repra¨sentanten von {εNEF (O∗) | ε 0}
ΩF Menge der Stellen von F
Fp, EP Komplettierungen von F an p bzw. E an P
Ep Komplettierung Fp ⊗F E
Vp, Lp Komplettierung von V bzw. L bei p
pi, Π Uniformisierendes an der Stelle p bzw. P
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dp(ε) quadratischer Defekt von ε bei p
H(i) (skalierte) hyperbolische Ebene
(
0 Πi
Π
i
0
)
GEN (a) zu a korrespondieres Geschlecht vom Rang N u¨ber dem Ko¨rper E
GEN (α) das Geschlecht G
E
N (αo)
GEN das Geschlecht G
E
N (o)
αp(L) Darstellungsdichte von L an der Stelle p
ζK(s) Dedekindsche Zetafunktion zum Ko¨rper K
χE/F Verallgemeinerung des Kronecker-Charakters
L(s, χE/F ) L-Reihe zum Charakter χE/F
Γ(s) Gamma-Funktion
t Anzahl der in der Erweiterung E/F verzweigten Stellen p ∈ ΩF
stdEN N -dimensionales Standardmaß u¨ber dem Ko¨rper E
Xm Menge (Gruppe) der Dirichlet-Charaktere modulo m
χˆ assoziierter primitiver Charakter von χ
XK zu K assoziierte Untergruppe von Xm
X 0K , X 1K Teilmenge von XK der geraden bzw. ungeraden Charaktere
Bj,χ verallgemeinerte Bernoulli-Zahl
L(x,P) P-Nachbar von L zum Vektor x
(α, β)p Hilbert-Symbol an der Stelle p
UEN Geschlecht unimodularer Gitter vom Rang N u¨ber E
Q Quaternionenalgebra u¨ber Q
dQ Diskriminante von Q
Q`,∞ definite Quaternionenalgebra u¨ber Q mit Diskriminante `
M Maximalordnung von Q
DM Differente zu M
L M-Gitter
dL Diskriminante von L
UMN Geschlecht unimodularer M-Gitter vom Rang N
In Kapitel 4:
E, F Q(ζp), Q(ζp + ζp)
Φm m-tes Kreisteilungspolynom
mσ Minimalpolynom von σ
σ Automorphismus von L der Ordnung p
P, p (1− ζp)O, (1− ζp)(1− ζp)O
V1, Vζ Kern(Φ1(σ)) bzw. Kern(Φp(σ))
n1, nζ Dimensionen von V1 bzw. Vζ
N
nζ
p−1 , Dimension von Vζ u¨ber Q(ζp)
pi1, piζ Orthogonalprojektionen auf V1 bzw. Vζ
L Gitter der Stufe ` (Primzahl) und Determinante `k
L1, Lζ V1 ∩ L bzw. Vζ ∩ L
s νp(det(L1)) = νp(det(Lζ))
k1, kζ ν`(det(L1)) bzw. ν`(det(Lζ))
ε Vorzeichen von ` im Geschlechtssymbol IIn(`
εk) von L
δ1, ε1 Vorzeichen von p bzw. ` im Geschlechtssymbol IIn1(p
δ1s`ε1k1) von L1
δζ , εζ Vorzeichen von p bzw. ` im Geschlechtssymbol IInζ (p
δζs`εζkζ ) von Lζ

ANHANG C
Beschreibung einiger Magma-Funktionen
IsModular(L) : Lat -> BoolElt
Testet, ob das Gitter L modular ist.
IsStronglyModular(L) : Lat -> BoolElt
Testet, ob das Gitter L stark modular ist.
ModularLattice(n,l) : RngIntElt, RngIntElt -> Lat
Konstruiert ein n-dimensionales `-modulares Gitter fu¨r eine Primzahl `.
ExtremalModularForm(k,l) : RngIntElt, RngIntElt -> RngSerPowElt
Berechnet fu¨r die Quebbemannschen Stufen ` ∈ {1, 2, 3, 5, 6, 7, 11, 14, 15, 23} die extre-
male Modulform in Mk(Γ∗(`), χk).
Superlattices(L,p,s) : Lat, RngIntElt, RngIntElt -> SeqEnum[Lat]
Berechnet eine Liste aller ganzzahligen Obergitter von L vom Index ps mit p Primzahl.
LengthPolynomial(L,p) : Lat, RngIntElt -> RngUPolElt
Berechnet das La¨ngenza¨hlerpolynom von L zur Primzahl p.
VectorConfigurations(L,s,a) : Lat, RngIntElt, RngIntElt
Berechnet alle Konfigurationsanzahlen nm,i(α) in den ersten s Schichten fu¨r L und einen
Vektor α ∈ L mit (α, α) = a.
PossibleConfigurations(n,l,s,a) : RngIntElt, RngIntElt, RngIntElt, RngIntElt
Berechnet alle mo¨glichen Konfigurationsanzahlen nm,i(α) in den ersten s Schichten fu¨r
ein Gitter L der Stufe `, Dimension n und Determinante `n/2 und einen Vektor α ∈ L
mit (α, α) = a.
HermLattice(H) : AlgMatElt -> HermLat
Gibt das (freie) hermitesche Gitter mit der Gram-Matrix H bzgl. der Standardbasis
zuru¨ck.
HermLattice(E,N,l) : FldNum, RngIntElt, RngIntElt -> HermLat
Gibt ein Gitter im Hauptgeschlecht GEN (`
N/2) zuru¨ck. Der Ko¨rper E muss dabei ent-
weder ein imagina¨r-quadratischer Zahlko¨rper oder ein p-ter Kreisteilungsko¨rper fu¨r eine
Primzahl p sein.
SteinitzClass(L) : HermLat -> RngOrdFracIdl
Berechnet die Steinitz-Klasse des Gitters L.
ScaleIdeal(L) : HermLat -> RngOrdFracIdl
Berechnet das Skalenideal von L.
NormIdeal(L) : HermLat -> RngOrdFracIdl
Berechnet das Normideal von L.
VolumeIdeal(L) : HermLat -> RngOrdFracIdl
Berechnet das Volumenideal von L.
TransferLattice(L) : HermLat -> Lat
Berechnet das Spurgitter von L.
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IdealLattices(d0,E) RngIntElt, FldNum -> SeqEnum
Berechnet eine Liste aller Ideal-Gitter der Determinante d0 u¨ber dem Ko¨rper E.
StandardMass(E,N) : FldNum, RngIntElt -> FldRatElt
Das N -dimensionale Standardmaß stdEN u¨ber dem Ko¨rper E.
Mass(E,N,a) : FldNum, RngIntElt, RngOrdIdl -> FldRatElt
Das Maß des Geschlechts GEN (a).
Mass(E,N,l) : FldNum, RngIntElt, RngIntElt -> FldRatElt
Das Maß des Hauptgeschlechts GEN (`
N/2).
Neighbour(L,P,x) : HermLat, RngOrdIdl, ModTupFldElt -> HermLat
Berechnet den Nachbar L(x) an der Stelle P.
Neighbours(L,P) : HermLat, RngOrdIdl -> SeqEnum[HermLat]
Berechnet alle P-Nachbarn von L.
GenusRepresentatives(L) : HermLat -> SeqEnum
Berechnet die sukzessiven P-Nachbarn von L.
HermitianStructures(L,m) : Lat, RngIntElt -> SeqEnum
Berechnet zu gegebenem Gitter L alle hermiteschen Strukturen u¨ber dem Ko¨rper Q(ζm).
PossibleTypes(n,l,k,mu) : RngIntElt, RngIntElt, RngIntElt, RngIntElt
Gibt eine Liste aller mo¨glichen Typen von Automorphismen eines n-dimensionalen Git-
ters L der Stufe ` und Determinante `k mit Minimum ≥ µ aus.
AutomorphismTypes(L) : Lat
Gibt eine Liste aller Typen von Automorphismen des Gitters L aus.
