With the ever-increasing role that software is playing in our reallife systems, concern has steadily grown over the quality of the software products. In today's life the computers are being used to monitor and control safety critical and civilian systems with a great demand for high-quality software products. So reliability is a primary concern for both software developers and software users. In literature many software reliability growth models have been proposed over the years to estimate and predict reliability of software products. But it is often very difficult for project managers and practitioners to determine which model is more useful in a particular domain and up to what extent. In this paper we propose a NHPP based software reliability growth model for three-tier client server systems. The present model composed of three layers of client-server architecture related to presentation logic, business logic and database stored at backend. Presentation layer contains forms or server pages which presents the user interface for the application, displays the data, collects the user inputs and sends the requests to next layer. Business layer, which provides the support services to receive the requests for data from user tier, evaluates against business rules, passes them to the data tier and incorporates the business rules for the application. Data layer includes data access logic, database driver(s), query engines used for communicating directly with the data store of a database. The model has been validated through standard dataset consists of software failure data on various projects released from the software reliability dataset and applying to a live commercial application.
INTRODUCTION
The present scenario of software development life cycle has emerged into a distributed environment because of the development of network technology & ever increased demand of sharing the resources to optimize the cost. Therefore to improve the process of reliability estimation and prediction of software products we identify and remove the remaining faults during the testing phase in a three-tier client server based systems. Reliability can be grown through various means such as improving the process of designing, effectiveness of testing, manual & automated inspections, familiarization with developers, users & product, and improving the management processes & decisions [1, 2] . The rate at which reliability grows depends on the factors related to how rapidly defects are discovered, how fast corrective action can be identified and implemented & how soon the impact of the changes take place and make operational in the field. In three-tier client server architecture the presentation logic and business logic are split off into separate components resulting into three-tier system shown as in figure 1.
Figure 1. A three-tier client-server architecture view 2. SRGM SPECIFICATION
In a multi node client-server system consisting of various components of software that execute on different nodes it becomes almost mandatory to model the system in such a clientserver computing environment if realistic reliability prediction and assessment are to be made. Also in three-tier architecture when there are number of clients and number of servers in a client-server system, it is not always necessarily the case that a software failure in any of the clients or servers will cause the system to fail. There are various factors related to the failure of a system such as transmission failure, networking failure, database-linking failure, query engine failure including software development life cycle (SDLC) failure [4, 5] . To address some of these vital issues related to software failure we decompose the present model into three different layers and discuss each layer to identify the causes of errors, level of severity and its impact to improve the reliability of the software during the testing phase. Finally we compute the failure intensity function, probability distribution function, cumulative distribution function, mean time to failure, and reliability of the system as a whole using a real life software reliability dataset [6, 7] . The present model facilitates project managers and the practitioners to assess the reliability of a software system based on the amount of efforts put in testing, how accurately parameters are estimated, how efficiently the relevant & updated failure data of modern computer system is collected and to the possible extent the model has been validated using current real life software. This model further can be used to determine the quality of development processes in terms of the number of remaining faults, mean time to failure, time between failure, next expected failure and failure intensity of the software at the beginning of a system test. 
Database Layer
Non homogeneous data formats, database connectivity error or intermittent connectivity, ODBC driver failure, query engine failure to execute the query or large amount of data to process and retrieve, availability of low bandwidth to fetch the data, network congestion and security measures such as fire, floods, earthquake or any other mishap.
The main advantage of three-tier client server SRGM is that all business logic has been centralized in one layer. A component in the business layer can be accessed by any number of components in the presentation layer, therefore any changes to business logic can be made in one place and be automatically inherited by all other components without having to duplicate the change in those other components. Also the presentation layer components do not access the database all data is provided by the business layer in the form of XML streams. Any changes made in the presentation layer need to be passed back to the business layer before they can be applied to the database.
Severity of Errors
We categorize the severity level of error(s) during the execution & operation of present model as follows: Catastrophic: The system failures may cause to loss of life or heavy damage to the system wherever it is installed. Gradual: The severity level of this kind of error(s), which may further be critical, marginal or negligible depending upon the kind of application and operational environment. Critical: may cause complete loss of system such as disaster and applicable to all three layers presentation, application and database of the model. Marginal: may degrade the system gradually such as infected by viruses, worms or network congestion and heavy load of data to be processed. Negligible: may lead to minor failure of the system and applicable to the presentation & database layer such as incorrect username & password, invalid user's input, database not found or does not exist, ODBC driver failure or rebooting the system in worst case.
Terminology
Node: A hardware element on a network generally a computer \PC \desktop\ laptop that is installed with a NIC card. Client: A node that makes request of services in a network or that uses resources available through the servers. Server: A node that provides some type of services to the clients such as network resources/ files or distributed services. Client-Server computing: defined as processing capability or available information distributed across multiple nodes. Software Defect: Any undesirable deviation in operation of the software from its intended operation, as defined in the software requirement specifications. Errors: are human actions that result in the software containing a fault. Examples of such faults are the omission or misinterpretation of the user's requirements, a coding error etc. Faults: are manifestations of an error in the software. If encountered then it may cause a failure of the software. Failure: is the inability of the software to perform its mission for function within specified limits. Failures are observed during testing and operation. Failure rate: refers to the rate of occurrence of Failure (ROCOF) depending upon the context. The ROCOF is the unconditional rate of occurrence of a failure at a point in time. Software failure: a failure caused by a software fault. It is to be noticed that software itself does not fail. Faults already present in the software lead to failure of the system under certain conditions. NHPP: The non-homogeneous Poisson process model (NHPP) represents the number of failures experienced up to time t is a non-homogeneous Poisson process {N (t), t 0}. The NHPP based model provides an analytical framework for describing the software failure phenomenon during testing. The main issue in the NHPP model is to estimate the mean value function of the cumulative number of failures experienced up to a certain point in time.
Assumptions:
The software failure-occurrence phenomenon is described by an NHPP.
The software faults detected during the testing phase are corrected certainly and completely, that is no new faults are introduced into the software systems during the debugging phase. On a failure observation an immediate effort takes place to locate the causes of the failure & the error removal takes very small amount of time, which is nearly negligible.
Software is subject to failures during execution caused by faults remaining in the software. The software is developed for three-tier client server based systems.
A finite number of test cases are prepared to ensure that the software works according to the requirements and specifications. Each test case is designed to execute a finite number of instructions. The error removal intensity per execution is proportional to the remaining errors in the software at any point of time. Notations: a total number of errors in the software N(t) number of errors corrected up to time t m(t) the mean value function or expected no. of faults detected or removed by time t b 1 error correction rate during the initial testing phase of presentation layer b 2 error correction rate during the testing phase of business layer b 3 error correction rate during the final testing phase of database layer r 1 error generation factor due to correction of errors in initial testing phase of presentation layer r 2 error generation factor due to correction of errors in testing phase of business layer r 3 error generation factor due to correction of errors in testing phase of database layer t 1 time spent in initial testing phase at presentation layer t 2 time spent in testing of business layer t 3 time spent in testing at database layer t total time spent in all the three phases of testing λ(t) intensity function for NHPP models or fault detection rate per unit time T k software life cycle length R(t) reliability of the software developed F(t) cumulative distribution function (cdf) f(t) probability distribution function (pdf) MTTF mean time to failure
MATHEMATICAL MODEL
We consider a software in which failures are caused by software errors. Let {N (t), t 0} be the total number of errors corrected up to time t during the total testing phase. A stochastic process {N (t), t 0} is a non-negative process where N(t) is a random variable which represents the cumulative no of faults detected up to a testing time t. The fault detection process is described by NHPP with the mean value function m(t) as follows:
where Pr{N(t)} denotes the probability of event N(t) and m(t) is the mean value function, which represents the expected cumulative no. of faults detected in the testing time interval (0,t] and λ(t) is an intensity function which represents the fault-detection rate per fault. The NHPP model is characterized by its mean value function defined as follows:
where a, is the expected no of initial inherent fault before testing and b is the software failure occurrence rate per inherent fault.In three-tier client server based model there are three type of faults and some faults are easier to detect then others based upon the efforts required to detect the cause of failure in order to fix and remove it. In the present model these faults are associated with presentation layer, business layer and database layer during the total testing phases. Also we consider that error correction rate and error generation factor is different for both these phases, i.e. during the initial testing phase more errors are likely to occur which consequently decreases as the testing progresses. During the process of error correction at presentation layer, a few errors may be generated at business layer and database layer, which will affect the total performance of the system. Thus m(t) for the proposed model can be written as:
For three types of fault at each layer the intensity function can be written as dm(t) / dt that is
This is the instantaneous error detection rate, i.e. the expected number of detected errors per unit time at time t. Also we can derive the expressions for various software reliability assessment measures from this new model given by eq. (3).
The expected no. of faults remaining at the system testing time t which is obtained by taking expectations of random variables {N(∞) -N(t)}i.e.
The error detection rate per error (per unit time) at time t is defined by dp(t) as follows:
Applying the boundary conditions when t=0 and t=∞ we get 3 dp(0) = b i (1-r i ) and dp(∞)=0
The expected no. of errors remaining in the software at time t is given by
The probability that a software failure does not occur during (s, s + x), given that the last occurrence time of a software failure was s, is given by 
DATA COLLECTION
The sanctity of collected failure data depends on how accurately & efficiently we observe failure data from real life software products of modern computer systems which is very complex procedure and that need to be addressed further separately for better validation of the model by the community of researchers and practitioners. , 1997) assuming that the no. of failures-detection data set is observed from the system-testing phase after confirmation of the integration of all modules\ software components. The observation of failure and repair times can be represented by t 1 ,t 2……., …. t n where t i represents the time of failure of i th unit. It is assumed that each failure represents an independent sample from the same population. The population is the distribution of all possible failure times and may be represented by f(t), R(t), F(t) or λ(t). Therefore the basic problem reduces to determine the best failure distribution implied by the n failure times comprised in the sample. In all cases the sample is assumed to be a simple random or probability sample. A simple random sample is one in which the failure or repair times are independent observations from a common population. If f(t) is the probability density function of the underlying population then f(t i ) is the probability density function of the i th sample value. Since the sample comprises of n independent values therefore the joint probability distribution of the sample is the product of n identical and independent distributions i.e. ft 1 ,t 2… t n (t 1 ,t 2… t n )=f(t 1 )f(t 2 ).,f(t n ) 
Method of Parameter Estimation
The value of six unknown parameters of the proposed model given in equations (3) and (4) are obtained by the method of Maximum Likelihood Estimation (MLE). Let X be the discrete variable representing the no. of trials necessary to obtain the first failure. Here we assume that the probability of failure remains a constant p and each trial is independent then Pr{X = x } = f(x) = (1-p) x -1 . p (11) where x=1,2,…. and which is the probability of (x-1) successes i.e. probability =(1-p) x -1 followed by a failure probability ( probability = p).If x 1 , x 2……., …. x n represents a sample of size n from this distribution then from equation (10) the joint distribution may be written as: fx 1 , x 2… x n (x 1 , x 2…… x n ) = f(x 1 )f(x 2 ).,f(x n ).
Equation (12) is called likelihood function and represents the probability of obtaining the observed sample. Since equation (12) contains the unknown parameter p we find a value of p consistent with the observed sample. If a value of p is found that maximize the likelihood function then it also maximize the probability of obtaining the observed sample. n max g(p) = p n .(1-p) exp[ ( x i -1) ] i=1 for 0<=p<=1 Therefore we solve this equation to get maximum of a function by finding the point at which the first derivative is equal to zero as follows: n max log g(p) = log[ p n . (1-p) 
Now putting first derivative of max log g(p) = 0 we get i.e. d/dp [max log g(p)] = d/dp [ n log p + n + log (1p ) ] = 0 i=1 n n / p + (
where max (p) is defined as the Maximum Likelihood Estimator of the given distribution.
Model Validation
Based on the data available given in table (2) That is, RMSE = MSE (17) R-square: This statistic measures how successful the model is in explaining the variation of the data, which may be defined as the square of the correlation between the response values and the predicted response values. It is also called the square of the multiple correlation coefficients and the coefficient of multiple determinations. R-square can take on any value between 0 and 1, with a value closer to 1 indicating a better estimation of the model. For example if R-square = 0.8234 means that the estimation explains 82.34% of the total variation in the data about the average.
Adjusted R-Square: The degrees of freedom uses the R-square statistic and adjusts it based on the residual degrees of freedom. The residual degree of freedom is defined as the number of response values n minus the number of fitted coefficients m estimated from the response values. v = n-m (18) where v indicates the number of independent pieces of information involving the n data points that are required to calculate the sum of squares. A value closer to 0 indicates a better estimation of the model.
RESULT ANALYSIS
In this section we show the result of our model applied to a set of failure data extracted from various projects listed in table2. Figure ( 2) to figure (12) exhibits the result of various computed quality attributes using equations (3) and (4) such as failure intensity λ(t), reliability of the software at any instance of time during testing phase R(t), cumulative distribution function (CDF), probability distribution function (PDF), mean time to failure (MTTF) & variance factor. Here we have modeled the daily defect arrival data during the testing phase of system based on the cumulative failures, length of failure interval and the day of failure it was reported whereas tracking of the data for software reliability estimation has been done on a calendar-time basis and the testing effort is homogeneous throughout the testing phase. We have simulated the seven failure datasets taken as one-dimensional data with the help of non-linear fitting functions using Matlab 7.0.1 under Windows XP environment. (6) and (7) are shown in figures (9) to figure (13) with significant and improved results. The present model exhibits constant failure rates and the exponential distribution in many respects, which is the simplest reliability distribution to analyze and reveals from the observations that if the failure rates of all failure modes of a component are constant & independent then the overall failure rate of the component is also constant. There are several interesting physical processes that give rise to the cause why have we chosen exponential probability distribution for implementing our model. A constant failure rate implies completely random and independent failures over time and hence results in lack of memory. In fact these three characteristics related to randomness, constant failure rates and memorylessness more or less exhibit different form of same phenomenon. 
CONCLUSION & FUTURE WORK
Based on the above approach it seems to be quite feasible to develop such a software reliability growth model for a three-tier client-server system. However, in order to implement the present model it is necessary to partition the failures and defects into three categories associated with each presentation, application & database layer of the present model. In this paper we have designed a software reliability growth model for three-tier client-server system based on nonhomogeneous Poisson process, which incorporates the exponential software reliability growth model for estimation and prediction of software reliability. We have discussed various aspect related to the severity level of errors and its impact on the respective layer of the proposed model. The model also has been validated using failure data of seven real life datasets of various projects released by software reliability dataset DACS. Further if we are able to estimate the values of the parameters more precisely then we can enhance software reliability assessment measures more accurately with the help of our model in comparison with the conventional existing models.
However we have assumed a perfect debugging environment to validate and implement the present model, which may not be realistic in many real life development processes that is the removal of all software error(s) or faults is performed perfectly at each particular layer of the model during the testing phase. Therefore to overcome this kind of deficiency we need to collect more realistic data little bit more precisely from real life projects released under the imperfect debugging environment of modern computer systems with the possibility of introducing new faults at different layers of the model. Since the software testing consumes a large amount of efforts required to locate and fix the error during the testing phase of a software system, which consequently increase the allocated budget for the development of the system. Therefore, in the future it is very much essential and required to develop a mechanism of when to stop the testing process and release the products to the end user with higher quality, within budget and without any delay.
