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ON THE OSCILLATORY SOLIHION OF CERTAIN NONLINEAR INTEGRAL EQUATION
In this paper we will consider the oscillatory properties of a solution of the integral equation t (1) x(t) -J K(t,s)x oc (s)ds = f(t,x(t)), *o where f : < % Q ,OO)X R -Κ : <t 0 ,o«») 2 --R are continuous functions and K(t,s) >0 for t ^s >t Qf and K(t,s) < K(r,s) for t > r, « =-5. ; m,n = 1,3,5,... By a regular solution of the integral equation (t) we understand every solution χ : <. t Q , oo) -«-R for which mes jt : x(t) = oj = 0.
We will consider only the regular solutions.
A regular solution of the integral equation (1) 
There exists a sequence of numbers I»n such that Proof of sufficiency. Let us suppose that the solution x(t) of the equation (1) is nonoscillatory. Por the proof we accept that x(t)>0 for t>t Q .
Prom the assumption that the solution is bounded it follows that
We multiply both sides of the last inequality by
and next we integrate it over <t Q ,t> . Hence for a = -jj-Φ 1
Beoause K(t,s) is a nondecreasing function of the first variable, then
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The left side of this inequality is finite, when t--<*> . However, the right side is, from the assumption, divergent. Hence, we get a contradiction. Similarly for α = -g-= 1, it follows from the assumption that the solution of the equation (.1) is bounded, that In this way, we show that in the case when o< Φ 1 and when oc = 1, the bounded solution of the integral equation (1) The existence of a bounded continuous solution is estabblished by the method of succesive approximation. We consider the sequence {^(t)} defined in the following way
c>x(t) = J K(t,s)x(s)ds + f(t,x(t))>J^ K(t,s)x(s)ds that is, that
The elements of the sequence { x a (t)j ma 7 estimated from below. By induction we get x 1 (t)>f(t t 1)>nin f(t,1) * L* 1 ***o x n (t) -f(t,x n _.,(t)) +/ K(t,s)x« ^ejds* >f(t,I a-1 )>gn fit.L·^) = L n .
* o He noe x n (t)>L n for η = 1,2,... what proves that the elements of the sequence of the sucoesi-V6 approximation are nonoscillatory· -931 -
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We have now to ¿show that there is a limit of the sequence (6) x{t) = lim xn(t) for te <tQ, <») n-oo ahd that this limit satisfies the equation (1).
To show the existence of the limit (6) of the sequenoe X n {t)j it is enough to prove the convergence of the series
We estimate the absolute values of terms (7) t
|xn(t)-x0(t)| |f(t,xo(t))-xo(t)| +\J X(t,s)x0(s)ds| ^ M
for a sufficient large t.
In the case when cx = 1 we get the estimation of the series (7) in the form
Every element of the series (7) (without the finst element xQ(t)) is in absolute value smaller than or equal to the adequate element of the numerical series with positive elements:
It is a geometrical series where the qualfcient q = Κ + <xc ot~^K . If now Ν too " K<1, then the numerical series (8) is convergent. Similarly in the case when « = 1, every element of the series (7) is in absolute value smaller than or equal to the elements of the geometrical series (9) is also convergent.
The elements of the series (7) are smaller than or equal to, in absolute value, the elements of the numerical convergent series, hence the series (7) is on the basis of Weierstrass's criterion uniformly convfergent.
M i Hence when N+«c K<1 and N+K<1 there is a limit (6). Every element of series (7) is a continuous function of the variable t. Therefore the limit (6) is also a continuous function of the variable t. We shall prove that the function x(t) satisfies the integral equation (1). Prom the uniform continuity of the function f(t,x(t)) it follows,that for arbitrary e >0 I f(t » x n-1 (t,) " |< e · for sufficient great n.
Prom the arbitrariness of the number ε it follows that x(t) is the solution of the integral equation (1). The proof of our theorem in the case when x(t)<0 is analogous.
We furthermore remark that in the special case when On second-order non-linear oscillations, Pacific J. Math. 5 (1955) 643-643. 
