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Re´sume´ – Dans cette communication, nous proposons un ope´rateur de de´tection de contours couleur rapide et auto-adaptatif
ainsi q’un algorithme de mise en correspondance couleur par programmation dynamique pour les ve´hicules inte´lligents. Le but
e´tant d’inte´grer ce processus dans notre syste`me de ste´re´o vision couleur en cours de conception afin d’extraire les contours 3D
des obstacles. Dans une premie`re e´tape, les points de contours sont extraits de fac¸on auto-adaptative en utilisant l’ope´rateur
de´clivite´ couleur. Dans une deuxie`me e´tape, ces points de contours sont mis en correspondance par une me´thode de programma-
tion dynamique, en tenant compte des contraintes ge´ome´triques, colorime´triques, d’ordre et d’unicite´. Les re´sultats de mise en
correspondance sont des points de contours 3D.
Abstract – In this article, we present a fast and self-adaptive color stereo vision matching algorithm which is a first step in
the conception of a color stereo vision system for road obstacle detection. Our color matching approach associates vertical edges
points using dynamic programming. Edges points are extracted using the operator color-declivity. Performance of segmentation
and matching are discussed. Experimental results are shown.
1 Introduction
Dans le cadre de l’aide a` la conduite automobile, deux
techniques existent pour la perception de l’environnement
d’un mobile, suivant qu’elles font appel a` des capteurs ac-
tifs ou passifs. Des radars [1], des lidars [2], des syste`mes
de vision monoculaire [3] et ste´re´o [4][5][6] sont utilise´s
pour la de´tection des obstacles. Parfois l’information pro-
venant de capteurs actifs et passifs sont fusionne´es pour
la de´tection des obstacles [7][8].
Souvent les syste`mes de vision propose´s sont base´s sur
des came´ras en niveaux de gris. Malheureusement, quand
les conditions de visibilite´ sont re´duites (nuits, brouillards,
etc.), ces syste`mes sont presque aveugles. Comme conse´-
quence, la de´tection des obstacles est moins robuste et
moins fiable. Face a` ce proble`me de visibilite´ re´duite, des
came´ras couleur ou infrarouge peuvent eˆtre utilise´es. Par
exemple, a` partir d’images couleur, Cheng propose d’ex-
traire les primitives appartenant a` la route [9],Maldonado-
Bascon propose d’extraire les panneaux de signalisation
[10], nous nous avons extrait les feux arrie`re des ve´hicules
[11], alors que d’autres utilisent des came´ras infrarouge
pour de´tecter les pie´tons [12].
En partant de notre expe´rience sur les syste`mes de ste´-
re´o vision en niveaux de gris [13] et afin d’ame´liorer la
robustesse et la fiabilite´ de la de´tection des obstacles, un
syste`me de ste´re´o vision couleur est en cours de concep-
tion. L’approche couleur se compose de trois e´tapes. La
premie`re e´tape consiste a` extraire les contours verticaux
des objets. L’ope´rateur de de´tection de contours doit eˆtre
robuste et fiable quelques soient les conditions de visibilite´.
Pour cela, nous avons de´fini un ope´rateur de de´tection de
contours auto-adaptatif pour les images couleurs appele´
de´clivite´ couleur (cf. section 2). La deuxie`me e´tape est la
mise en correspondance des contours verticaux extraits sur
la paire ste´re´oscopique par la programmation dynamique.
La mise en correspondance doit eˆtre suffisamment rapide
pour pouvoir envisager son utilisation en temps re´el pour
la de´tection des obstacles (cf. section 3). Cette carte 3D
e´parse alimente un module d’extraction des contours 3D
des obstacles [13].
2 Segmentation couleur
Notre e´quipe a de´veloppe´ un ope´rateur d’extraction de
points de contour monodimensionnel, rapide et auto-adaptatif,
appele´ de´clivite´ [14]. Cet ope´rateur est robuste et fiable
particulie`rement pour les sce`nes exte´rieures mais malheu-
reusement il n’est applicable qu’aux images en niveaux
de gris. Dans cette communication, nous proposons une
extension de cet ope´rateur aux images couleurs appele´ de´-
clivite´ couleur.
Une image couleur se compose de trois bandes. La pre-
mie`re e´tape pour la de´tection du contour de l’image cou-
leur est l’extraction du contour de chacune des trois bandes
en utilisant l’ope´rateur de´clivite´ de´fini dans [14].
Chaque de´clivite´ est caracte´rise´e par ses attributs (cf.
figure 1) :
– la coordonne´e de son premier pixel, note´e xi, sur une
ligne image,
– la coordonne´e de son dernier pixel, note´e xi+1, sur
une ligne image,
– sa largeur, de´finie par : xi+1 − xi,
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– son amplitude, de´finie par : di = I(xi+1)− I(xi),
– sa position sur une ligne image est obtenue avec une
erreur maximale de 1 pixel en calculant la position
moyenne des points appartenant a` la de´clivite´ pon-
de´re´e par le carre´ des gradients, note´ Xi, et de´fini
par :
Xi =
∑xi+1−1
x=xi
[I(x+ 1)− I(x)]
2
(x+ 0.5)∑xi+1−1
x=xi
[I(x+ 1)− I(x)]
2 (1)
Fig. 1 – Parame`tres caracte´ristiques d’une de´clivite´.
Cette forme quadratique est bien adapte´e aux contours
e´tendus irre´guliers, c’est-a`-dire e´tendus sur plusieurs pixels
avec des pentes variables provoque´es par l’effet du bruit
non filtre´ : le carre´ des gradients est utilise´ de manie`re a`
privile´gier les pentes de de´clivite´ les plus importantes pour
une meilleure localisation.
L’ope´rateur d’extraction de de´clivite´s caracte´ristiques a
pour spe´cificite´ d’eˆtre auto-adaptatif. Le seuil de de´cision
dtc (c ∈ {1, 2, 3}) est fonction de la ligne observe´e et il est
de´finie par :
dtc = α× σc (2)
avec α = 7, 6 et σc l’e´cart type de l’histogramme des va-
riations des pixels sur la bande c d’un profil ligne image, en
supposant que ces variations sont un bruit blanc gaussien
a` moyenne nulle et sont caracte´rise´es par leurs e´carts-types
σc. La valeur du coefficient α a e´te´ de´termine´e de manie`re
a` e´liminer 99.98% des accroissements dus au bruit ou non
significatifs.
En respectant l’e´quation 2, trois seuils de de´cision sont
calcule´s pour chaque ligne l de l’image couleur, et note´s
dt1 , dt2 et dt3 . Ces seuils de de´cision sont respectivement
associe´s a` la ligne l de la couche 1, couche 2 et couche 3.
Dans une premie`re e´tape, la de´clivite´ de la couche c
(c ∈ 1, 2, 3) est extrait dans le cas ou` son amplitude djc
ve´rifie l’ine´galite´ suivante d2jc ≥ d
2
tc
.
En deuxie`me e´tape, les de´clivite´s couleurs sont construites
par fusion des de´clivite´s de´ja` obtenues sur chacune des
trois couches en utilisant l’ope´rateur arithme´tique/logique
OR.
Ainsi, chaque de´clivite´ couleur est caracte´rise´e par ses
attributs :
– l’ensemble des couches sur lesquelles la de´clivite´ cou-
leur a e´te´ obtenue, note´ Ωi. Pour une de´clivite´ cou-
leur obtenue a` partir de la couche 1 et la couche 3,
Ω = {1, 3},
– la coordonne´e de son premier pixel, note´e ui, sur une
ligne image, et de´fini par :
ui = max
∀ c∈Ωi
{xjc}
– la coordonne´e de son dernier pixel, note´e ui+1, sur
une ligne image, et de´fini par :
ui+1 = min
∀ c∈Ωi
{xj+1
c
}
– sa largeur, de´finie par : ui+1 − ui,
– sa position.
La de´finition de la de´clivite´ couleur pre´sente quelques
avantages. Elle est applicable sur des images en niveaux de
gris, sur des images couleurs code´es sur diffe´rents espaces
couleurs ou meˆme sur un espace hybride, et est facilement
extensible aux images multi-spectrales.
3 Mise en correspondance couleur
par programmation dynamique
On peut re´sumer le proble`me de mise en correspon-
dance comme e´tant la recherche d’un chemin optimal sur
un graphe (2D), ou` les axes verticaux et horizontaux re-
pre´sentent respectivement les de´clivite´s couleurs gauches
d’une ligne image et les de´clivite´s couleurs droites de la
ligne image ste´re´o correspondante. Les intersections de ces
axes sont des nœuds, qui repre´sentent des associations hy-
pothe´tiques de de´clivite´s couleurs. La mise en correspon-
dance globale des de´clivite´s couleurs droites avec les de´-
clivite´s couleurs gauches est obtenue en se´lectionnant un
chemin dont la valeur du gain global qui lui est associe´e est
maximale. Dans les approches classiques de mise en cor-
respondance par programmation dynamique, un couˆt est
associe´ a` chaque appariement pour optimiser le processus
de mise en correspondance. L’inconve´nient est qu’il peut
augmenter inde´finiment ce qui affecte le temps de calcul
de l’algorithme. Pour cette raison, la valeur du gain glo-
bal est calcule´e en utilisant une fonction de gain locale non
line´aire qui prend ses valeurs entre 0 et une valeur maxi-
male e´gale a` 3 × max
∀c∈Ωi,j
{gmaxc}. Ωi,j est e´gale a` Ωi ∪ Ωj
et gmaxc est de´finie par :
gmaxc = 3× (dtRc + dtLc), c ∈ {1, 2, 3} (3)
Pour c ∈ {1, 2, 3}, dtRc et dtLc sont respectivement
les valeurs des seuils auto-adaptatifs utilise´es lors de la
de´tection des de´clivite´s couleurs caracte´ristiques des lignes
droites et gauches sur chacune des trois couches couleurs.
En outre, la fonction de gain local est obtenue de la fac¸on
suivante :
Cas 1.
Si ∀ c ∈ {1, 2, 3} (lphdistc < gmaxc et rphdistc < gmaxc)
alors
gain =
1
Card(Ωi,j)
∑
c∈Ωi,j
(3× gmaxc − lphdistc − rphdistc)
(4)
Cas 2.
Si ∀ c ∈ {1, 2, 3} (lphdistc < gmaxc et rphdistc ≥ gmaxc)
102
alors
gain =
1
Card(Ωi,j)
∑
c∈Ωi,j
(gmaxc − lphdistc) (5)
Cas 3.
Si ∀ c ∈ {1, 2, 3} (lphdistc ≥ gmaxc et rphdistc < gmaxc)
alors
gain =
1
Card(Ωi,j)
∑
c∈Ωi,j
(gmaxc − rphdistc) (6)
avec
lphdistc =
k=2∑
k=0
|IRc(ui − k)− ILc(uj − k)|, c ∈ {1, 2, 3}
et
rphdistc =
k=2∑
k=0
|IRc(ui+1+k)− ILc(uj+1+k)|, c ∈ {1, 2, 3}
.
Le gain est calcule´ :
– s’il y a ressemblance colorime´trique globale (cas1),
gauche (cas2) ou droite (cas3),
– si la de´clivite´ couleur gauche et sa correspondante
droite respectent la meˆme monotonie sur chacune des
couches de Ωi,j .
Cette fonction de gain local non line´aire a pour avantage
de rendre l’algorithme de mise en correspondance auto-
adaptatif, robuste et rapide. En effet, elle prend en compte
la nature des deux lignes e´pipolaires car elle utilise la va-
leur de gmaxc qui est calcule´e a` partir de l’e´cart type du
bruit estime´ sur chacune des trois couches de chaque ligne
image. Elle prend ses valeurs entre 0 et 3× max
∀c∈Ωi,j
{gmaxc}
ce qui permet la convergence du gain global dans tous les
cas. Enfin, elle limite les distances colorime´triques a` gmaxc
pour la couche c ce qui re´duit le nombre de candidats a`
l’appariement et augmente la rapidite´ de l’algorithme.
4 Re´sultats expe´rimentaux
Dans TAB. 1, nous prouvons que la mise en corres-
pondance couleur est plus robuste qu’en niveaux de gris.
En utilisant la couleur, le taux de fausse mise en cor-
respondance est moins important, de plus, le nombre de
primitive extrait est beaucoup plus important. L’apport
de la couleur a e´te´ quantifie´ a` partir de la base d’images
MARS/PRESCAN [15]. En moyenne 5200 de´clivite´s sont
extraites avec le processus niveaux de gris et 5700 de´clivi-
te´s couleur avec le processus couleur, ce qui repre´sente un
apport de 10 % au niveau points de contours. Ces points de
contours sont mis en correspondance par programmation
dynamique et l’apport de la couleur est de 33 % au ni-
veau des points de contours mis en correspondance. Notre
processus couleur ame´liore l’extraction des contours et la
mise en correspondance par ce qu’il re´sout en partie le
proble`me du me´tame´risme (cf. FIG. 2) et des couleurs qui
ont une intensite´ tre`s proche. La localisation des contours
est ame´liore´e dans le cas particulier ou` les couleurs adja-
cents ont une intensite´ monotone en niveaux de gris (cf.
FIG. 3). Tout cela fait que la carte 3D e´parse est plus
robuste en utilisant le processus couleur (cf. FIG. 4). Sur
la base d’images MARS/PRESCAN, on montre qu’on di-
minue le taux des mauvaises mise en correspondance de
40 %. Sur le tableau TAB. 2, le temps de calcul moyen
pour l’extraction des contours de la paire ste´re´o par l’ope´-
rateur de´clivite´ couleur et de la mise en correspondance
sont pre´sente´s pour la base d’images Middlebury [16]. Il est
a` noter que notre processus est totalement paralle´lisable,
le traitement de l’extraction des contours et de la mise en
correspondance couleur par programmation dynamique se
fait ligne par ligne. L’utilisation d’une architecture de´die´e
[17] permet cette paralle´lisation ce qui revient a` diviser le
temps de calcul par le nombre de lignes.
(a) (b) (c) (d)
Fig. 2 – Me´tame´risme : (a) Image compose´e de deux rec-
tangles couleur. (b) Image contour obtenue a` partir de la
de´clivite´ couleur. (c) Le correspondant en niveaux de gris
de (a) ; le me´tame´risme est observe´. (d) Image contour
obtenue a` partir de la de´clivite´ ; les contours ne sont pas
de´tecte´s.
(a) (b) (c) (d)
Fig. 3 – Couleurs adjacents ayant une intensite´ monotone
en niveaux de gris. (a) Image couleur. (b) Image contour
obtenue a` partir de la de´clivite´ couleur. (c) Le correspon-
dant en niveaux de gris de (a). (d) Image contour obtenue
a` partir de la de´clivite´.
Tab. 1 – Performance de la mise en correspondance cou-
leur par rapport a` une mise en correspondance niveaux de
gris.
Nom de l’image
(type de la mise en
correspondance)
De´clivite´s
mis en cor-
respondance
Fausse mise
en corres-
pondance
Teddy (couleur) 12470 939 (7,53 %)
Teddy (niv. de gris) 9335 876 (9,38 %)
5 Conclusion
Dans cette communication, nous avons pre´sente´ une me´-
thode d’extraction des contours d’images et un algorithme
de mise en correspondance base´ sur la programmation dy-
namique qui sont auto-adaptatives, rapides, robustes et
fiables. Cette carte 3D e´parse alimente un module d’ex-
traction des contours 3D des obstacles.
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Tab. 2 – Temps de calculs moyen pour l’extraction des
contours et la mise en correspondance sur la base Middle-
bury.
De´tection des contours pour la paire ste´-
re´oscopique
32 ms
Mise en correspondance par programma-
tion dynamique
54 ms
(a) (b) (c)
(d) (e) (f)
Fig. 4 – Re´sultats expe´rimentaux d’extraction des
contours et de la construction de la carte de disparite´ (la
disparite´ est code´e en fausse couleur). (a) Image couleur
(Teddy [16]). (b) Image contour obtenue a` partir de la
de´clivite´ couleur. (c) Re´sultats de la mise en correspon-
dance couleur. (d) Le correspondant en niveaux de gris de
(a). (e) Image contour obtenue a` partir de la de´clivite´. (f)
Re´sultat de la mise en correspondance niveaux de gris.
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