Abstract-The problem of approximating functions by neural networks using incremental algorithms is studied. For functions belonging to a rather general class, characterized by certain smoothness properties with respect to the 2 norm, we compute upper bounds on the approximation error where error is measured by the norm, 1
I. INTRODUCTION

R
ECENT years have witnessed a surge of interest in approaches to adaptive nonlinear approximation and estimation of functions based on data. Augmenting and extending the classic parametric and nonparametric methods for estimation, new approaches have been developed which are able to blend the desirable attributes of both methods achieving efficient adaptive estimation, with respect to very large functional classes. Two well-known examples are free knot splines and nonlinear wavelet estimators. The former approach is well known to achieve optimality in a well-defined sense for functions in arbitrary dimension, while the latter methods have been shown to be nearly optimal for one-dimensional problems, while retaining impressive computational advantages with respect to spline functions; see [13] for a comprehensive recent review of these results.
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this problem, of which we mention three. Perhaps the simplest approach is to model the nonlinearity of a -dimensional function as a sum of univariate functions. This is the basis of the so-called class of additive models, taking the form where and are unknown univariate functions. An obvious extension of this approach, the basis of the so-called projection pursuit model is to consider linear combinations of nonlinear univariate functions of projections of the input variable . Then we have where are unknown parameters, and are unknown univariate functions, termed ridge-function due to their geometric interpretation. In the field of function approximation this type of representation is known as approximation by ridge functions. The class of neural networks, with which we are concerned in this paper, can be viewed as a degenerate form of projection pursuit, where the functions are all taken to be equal. Thus we have (1) In the context of learning or system identification, there are four basic issues that need to be addressed when attempting to analyze models such as the above.
• Criterion Selection: Construct an error measure pertinent to the problem at hand. • Algorithm Design: Given an error criterion, a model structure, and a data set , , , construct an algorithm for efficiently estimating . Often such algorithms are based on a certain quality criterion (a.k.a. loss function) which must also be specified.
• Approximation: How well can the constrained representations above describe general -dimensional signals (functions)? Can the inherent approximation error be estimated? Ideally, one would like to have the flexibility of approximating well as large a class of functions as possible.
• Estimation: Given the finiteness of the data set, assess the performance of the algorithm with respect to the optimal possible performance possible.
Any complete approach to statistical learning must address each of the above issues, in order to obtain a full characterization of the efficacy of the proposed methodology. Observe that these problems belong to three different mathematical fields, namely, nonlinear optimization, function approximation and mathematical statistics. It is only in recent years that impressive progress has been made in addressing all these issues as a coherent whole (see, for example, [19] for wavelets, [21] for local polynomial models, and [43] for splines).
In this work we focus on the class of single hidden layer feedforward neural-network models, as given in (1) . Much work has been done on the statistical properties of these systems, through various notions of generalized dimensions (VC dimension, pseudodimension, etc.) and a great deal is known in this respect regarding the estimation issue mentioned above (see, for example, [2] , [42] , and references therein).
The problem of approximation by neural networks has been extensively studied since the first papers on this topic appeared in 1989 [11] , [22] , [24] . In 1993 Leshno et al. [27] gave precise conditions for the function in (1) to yield denseness in the class of continuous functions. More precisely, they showed that the class of neural networks (with a potentially infinite number of hidden nodes ) is dense in the class of continuous functions over if and only if is locally integrable and nonpolynomial. Concomitantly and following this work, several authors have addressed the issue of convergence rates for the approximation error for various classes of functions [4] , [15] , [30] , [33] . Under certain conditions optimal rates of convergence have been demonstrated, although a great deal of work still needs to be done in this direction. We refer the reader to [38] for an excellent extensive review of this topic.
A major problem with the application and use of neural networks is the extremely difficult computational burden involved in minimizing a highly nonlinear function of a large number of variables (the weights and thresholds in the network). While various schemes have been proposed to address these issues, many of them are of a heuristic nature, and are not readily amenable to analysis along the lines delineated above. In this work we consider procedures which incrementally add a single hidden unit to the network, at each stage optimizing only over the parameters of that single unit. In this way, the computational burden is greatly facilitated in that only a small number of parameters need to be computed, as compared with standard approaches which estimate all the parameters of the network simultaneously. Unfortunately, it cannot be shown that the this procedure solves the computational problem entirely, as it is well known that local minima exist even for single nonlinear units [3] . This type of incremental procedure was introduced into the neuralnetwork literature by Fahlman and Labiere [20] , although similar approaches had already been studied in the 1970's (see the review [5] ).
In the context of function approximation, which is our main interest here, incremental algorithms were first proposed by Jones [25] in an abstract Hilbert space setting, and later extended by Barron [4] in the context of neural networks. Important generalizations and extensions, discussed below, have been presented in [26] for Hilbert spaces and in [18] , in the more general Banach space setting which will be considered here (see also [16] and [17] for some recent contributions). The main results established in these papers can be briefly summarized as follows. Let be a subspace of a Banach space with norm , which will be taken in this paper to the usual norm. Let co consist of all functions of the form , , where are nonnegative and sum to one. Then, for any in the closure of the convex hull of , there exists a function in co whose distance from can be upper bounded by , where is a constant and is an exponent depending on the nature of the space. Moreover, this optimal function may be obtained by an incremental procedure (as defined in Section IV). Donahue et al. [18] also show that the rates are often optimal. We note in passing, that the relevance of these incremental approaches to learning from data has been discussed in [26] , where precise bounds are given on the estimation error. An analysis of incremental greedy algorithms in the context of orthogonal systems can be found in [39] . The main contribution of this work is the establishment of approximation error bounds for incremental algorithms under rather general conditions on the approximating function and the approximating norm. In other words, instead of demanding convergence to functions in the convex-hull, we study convergence to general functions characterized by their smoothness properties. The results are compared to lower bounds derived recently in [30] . Finally, it should be commented that there is strong motivation for considering general smoothness parameters, e.g., , the norm characterizing smoothness of the space, and , the norm with which error is measured. The basic issue is that one never really knows what is the correct value of or the most natural value of with which to measure error. For example, in robust statistics there is often strong motivation to use values of between one and two. It is therefore important to derive bounds for general values of and . We refer the reader to [19] for a detailed discussion of this and related issues.
The remainder of this paper is organized as follows. In Section II we present some basic definitions and briefly review some standard results from the theory of function approximation and multivariate splines. Section III summarizes some of our previous work wherein general functions in are represented exactly using an integral transform involving the radon and wavelet transforms. In Section IV we then present an incremental algorithm and derive upper bounds on the approximation error incurred by it, using the norm to measure the error. These results are then extended to general norms in Section V. The paper concludes with a summary and discussion of some open questions. Some of the more technical proofs have been relegated to the appendixes.
II. BACKGROUND AND PRELIMINARY RESULTS
We begin with some comments concerning notation. We let denote the -dimensional Euclidean space, , and is the set of nonnegative real numbers. The set of natural numbers is denoted by .
will denote a generic compact set. For and we use the notation , where is a shorthand for terms which behave like powers of logarithms in , for example . Clearly, for any , these terms are always smaller than for sufficiently large .
For any measurable set , we use the notation to denote the norm of a function . When we will often simplify and use the notation . A comment is also in order concerning the various constants appearing in the paper. The results derived in the sequel rely on several classic lemmas from the theory of functions, as well as on results from previous work, all of which include unspecified constants. In order to keep track of the constants, we have given indices to the constants arising from the various lemmas used, in the order of their appearance. The constants appearing in the main theorems of this work (Theorems IV.1, IV.2, and V.1) will be denoted by the generic symbol " ," which will be related to the other numbered constants in the proofs of the theorems. Although this procedure may seem somewhat cumbersome, we believe that it does have the advantage of keeping track of the sources for the different constants, even if no numerical value is given for each constant. In order to keep track of the various constants, we have summarized their sources at the end of Appendix A.
Definition 1: Let and be two Banach spaces with their respective norms. We then say that is continuously embedded in , denoted by , if 1)
, 2) for any , where is independent of . Before proceeding to the details of the algorithm and performance bounds, we outline the basic methodology used. First, we observe in Section III that any square integrable function, defined over a compact domain, may be exactly expressed using a convex integral representation, based on ridge functions (as used in neural networks). We then show in Section IV how the integral may be approximated by a finite sum using Monte Carlo based sampling procedures. Finally, we show in Sections IV and V how this nearly optimal approximation may be achieved incrementally, at a greatly reduced computational cost.
A. Some Distance Measures for Functional Spaces
We now introduce several distance measures relevant to measuring the approximation of one space by another.
1) Linear Distance: Let be the set of rank linear operators mapping the Banach space to itself. A linear operator is of rank if its range is of dimension . Let (2) Note that the linear operator does not depend on the function which is being approximated. For example, it is well known that for Hilbert spaces , the best linear approximation relative to a fixed basis is given by , where denotes an inner product. 2) Nonlinear Distance: Let be a functional space. We define the distance from to by
The Kolmogorov -width is defined as is an -dim subspace of (4) where the infimum is taken over all -dimensional subspaces of . Observe, that in distinction with the linear case, the optimal choice of in (3) depends on . Clearly, . Of course the computational problem inherent in the nonlinear case is much harder. An example of nonlinear approximation is the selection of an optimal subset of basis vectors from a potentially infinite set . The final distance measure we discuss is relatively new, having been introduced only recently by Maiorov and Ratsaby [31] , to whom we refer the reader for details. The basic motivation for this measure, which we refer to as the -width, is the fact that in the Kolmogorov-width defined above, one considers only linear subspaces of dimension . However, recently studied approximation schemes, such as neural networks, are not linear subspaces, and therefore no direct relationship exists between the Kolmogorov -width and the degree of approximation by neural networks with hidden units. A quantity which has turned out to be very useful in quantifying the complexity of nonlinear function spaces in the context of estimation is that of the pseudodimension . Roughly speaking this quantity measures the complexity of a functional class by looking at its degree of oscillation with respect to a set of points. For a detailed description of the pseudodimension and its application to the theory of estimation we refer the reader to [42] . The -width is then defined as (5) where the infimum is taken over all spaces with pseudodimension . In discussing rates of approximation for neural networks, one usually presents the result in terms of the number of hidden units rather than the pseudodimension. However, for some special cases a direct relationship exist between the two, so that the results may be directly compared (see [2] , [6] , and [42] for a discussion of the relationship in some special cases). Observe, though, that in the case where the space is a linear vector space of dimension we have that .
B. Some Standard Smoothness Classes
Any attempt at deriving approximation error rates needs to make some assumptions on the regularity of the function being approximated. In recent years an increasing amount of attention has been paid to the so-called Besov class of functions , defined over a compact domain . This class of functions is very general and flexible, and covers most of the standard smoothness classes such as continuous functions, Lipschitz, Hölder, Sobolev etc. The indexes can be characterized as follows. The index is related to the number of "smooth" derivatives, while characterizes the type of norm with which smoothness is assessed. Roughly speaking, larger values of correspond to higher sensitivity to details. The index has less practical utility, and will not be further discussed. For an extensive discussion of Besov spaces see [41] in a general setting and [14] in the context of approximation theory. For the sake of com- [31] pleteness we give a precise definition of in Appendix A [see (35) ]. In this work, however, we focus our attention on a related class of functions, the so-called Sobolev class with noninteger smoothness parameter, for reasons which will become clear in the sequel. From Lemma II.1 below we observe that the Besov and Sobolev spaces are intimately connected, so that very little loss of generality is suffered in using the latter.
For any compact domain , we introduce the wellknown Sobolev class of functions for any nonnegative integer . Let , , and define the derivative where . The classic Sobolev class is then defined for as (6) This definition has been extended to the case of real-valued , leading to the so-called Sobolev-Slobodekij space (see [41] for details). Let , , and . Set It should be observed that a related extension may be established using a different generalized derivative giving rise to the so-called generalized Sobolev space , which for completeness is defined in Appendix A [see (37) ]. However, in the case which is our main concern here, the space is equivalent to the Sobolev-Slobodekij space defined in (7); see [35, Sec. 9 .3] for a proof. We comment that Theorem IV.1 and its later ramifications, is based on the work in [30] , where the generalized Sobolev space was used instead of the Sobolev-Slobodekij space (7). However, the above-mentioned equivalence between these spaces shows that no problem arises here. Due to this equivalence, and in order to keep the notation simple, we will refer to both these spaces as the Sobolev space for . Bounds obtained for one of the spaces hold for the other, with the only difference being a universal multiplicative constant.
An important attribute of the classes for real-valued is the following lemma relating them to the more general Besov classes.
Lemma Thus, since is arbitrary, we lose very little in generality by focusing on the Sobolev space (with noninteger smoothness parameter ).
Approximation error bounds derived in the sequel require some condition relating the norm of the approximation error to the parameters of the underlying space. A basic result from the theory of function spaces (e.g., [41] ) states that the condition (8) suffices for the embedding (9) to hold. Here we have used . Classic results for the optimal linear and nonlinear approximation of Sobolev spaces are given in Table I , adapted from [37] and [28] . For the results to be meaningful, it is assumed that the embedding condition (8) holds. The notation relates two terms that are of the same order for large values of .
Several conclusions may be drawn from this table. First, in the case linear approaches suffice. However, in the case , one observes that nonlinear approaches are essential if the best rates of convergence are to be attained. Finally, we comment that it is demonstrated in [8] that multivariate splines may be used to yield the optimal rates given in the table. In the linear case the knots of the splines are fixed, independently of the function being approximated, while in the nonlinear case they are free to vary with this function. However, the computational problem in the latter case becomes much more involved. We comment in passing that in the one-dimensional case nearly optimal rates of approximation have been attained using wavelets (see [32] for an excellent overview of these results and many others).
In the context of neural-network approximation of Sobolev spaces, Mhaskar [33] was first to derive upper bounds in the case , obtaining the optimal rates given in Table I . However, the class of activation functions considered was rather restrictive, and no efficient approximation algorithm was given. More recently, Petrushev [36] has constructed efficient neural-network approximation algorithms in the case , which work well for very smooth functions, namely , giving rise to optimal rates of convergence, for a very broad class of activation functions. As far as we are aware this paper is the first to establish upper bounds for neural-network approximation in the general setting described above, namely general values of . Lower bounds for approximation by neural networks and general ridge functions were recently established in [30] and [29] , respectively.
Finally, we define a certain subclass of neural networks, which will be used in the sequel. Let be a univariate function, and set (10) (11) and define . Note that , where is the -dimensional linear span of , which essentially corresponds to a general two-layer feedforward neural network with linear output activation. Thus, we are essentially looking at approximations from a restricted subset of . The main objective of this work is the derivation of upper bounds on the error incurred by approximating functions in using incremental algorithms, resulting in neural networks belonging to the class , where the constant will be specified in Section III and may depend on . Let (12) where the infimum is taken with respect to all functions obtained using the incremental algorithm.
Throughout the paper we focus on the case . Since for any compact domain , , , upper bounds on the approximation error for will suffice to obtain upper bounds for , although the bounds in this case are not always tight. We comment on this issue further in Section V.
C. Spline-Based Function Decomposition
We present a basic tool which allows one to split an arbitrary function in into two components, in terms of a projection onto the space of spline functions. This technique is crucial for the error bounds which will be derived in the sequel. Let the domain be contained in a minimal cube of side-length . For given subdivide into equivolume subcubes, by splitting each axis of into equal intervals of size . Let denote the linear class of tensor-product splines of degree , obtained by taking the product of univariate splines with equally spaced knots at a distance of size along each axis. In the case where is noninteger, the space is used, where is the smallest integer larger than . However, we retain the symbol throughout in order not to clutter the notation. For any let be the linear operator mapping to its best approximation in , and define
The space is spanned by basis B-splines , (see [37, Sec. 7.3] for the one-dimensional case). Each may then be uniquely expressed as (14) In the sequel we will show how a neural network with hidden units may be used to approximate a function using the norm. In fact, we will show that the function defined in (13) may be well approximated, while only makes a minor contribution. The orders of magnitude of the two contributions will be determined by the value of in (13) . We first show, based on [9] , that can be made arbitrarily small by selecting large enough.
Lemma II.2: Let be the linear space of splines defined above, and for set as in (13) . Assume further that the embedding condition holds. Then, there exists a finite constant such that where the norm is given in (7). The following lemma relates different norms of functions in . Lemma II.3: Let be defined as in (13) 
III. AN INTEGRAL REPRESENTATION FOR FUNCTIONS
We summarize the basic starting point of this paper, based on [30] , to which the reader is referred for further details. One of the motivations for the work in [30] is the paper by Delyon et al. [12] , which establishes a similar integral representation based on the multivariate wavelet transform. In our theory, only univariate wavelets are used. We comment that integral representations have been used for neural networks by several other authors [4] , [10] , [22] .
Let be a univariate wavelet function, and its associated scale function (see [32] for detailed definitions of these functions). We have shown in [30] that any can be exactly represented in the form (15) where and is the unit sphere in dimensions. Here we have used (16) (17) where is some fixed integer and . Note that the function is a ridge function, namely it assumes constant values on hyper-planes given by , where is a constant. These basis functions will serve as the building blocks for the neural-network construction, based on discretizing the integral representation [see Section IV]. The function is given by where (18) where is the Fourier transform of . As can be seen from its definition, the function is a probability density function (pdf), namely and , so that we may write Throughout the paper we follow common conventions in denoting random variables by uppercase letters, and their realizations by lowercase letters.
Remark 2: Observe that in (16) is proportional to the wavelet scale function , which requires that it be integrable [32] . Thus, must vanish sufficiently quickly at infinity, which seems to preclude standard sigmoidal functions. Note, however, that an integrable function can be obtained by summing two shifted versions of a monotonic sigmoidal function, so that there is no loss of generality in this restriction.
IV. INCREMENTAL ALGORITHM PERFORMANCE USING THE
NORM
Before presenting the incremental algorithm studied in this work, we consider how the convex integral representation (15) may be discretized in order to obtain a finite neural-network representation. The basic idea is very simple, and is related to the Monte Carlo theory of integration, as well as to ideas of random coding in information theory. It has been introduced into the neural-network literature by Barron [4] and further extended in [26] and [18] .
In principle, the results of Section IV may be derived from the more general results in Section V. However, the proof for the Hilbert space is easier and more intuitive and the algorithm considered is less restrictive than the one proposed in the general Banach space setting.
Let be random variables drawn independently at random according to the pdf , and set where the ridge function is defined in (16) . As increases one expects that converges to its expected value . Denoting expectations with respect to the product measure on by , and using Hölder's inequality [23] together with the independence of the samples , one easily shows that where , the expectation being taken with respect to the random variable . Once upper bounds for expected deviations have been derived, it trivially follows that there must exists some specific parameter value, say , such that the bound holds. In order to obtain rates for the classes , the variable will need to be carefully evaluated (or at least bounded), giving rise to the following theorem.
Theorem IV.1: Let be a compact subset of . Then for any and
where , is given in (17) and . Moreover, . We observe that the proof of Theorem IV.1 can be obtained using advanced results from the theory of functional interpolation [7] . We present here a somewhat more elementary proof, relying on simpler concepts and on the results in [30] .
Proof: We present the proof for the case . The somewhat easier case, , where the functions are in fact uniformly bounded, was considered in [30] . Let and be defined as in (13), where . Then (20) By choice of it clearly belongs to the space . Thus we conclude from Theorem 2 in [30] that there exists a function such that for any (21) Using Lemma II.3 with for the function we then have (22) Combining (21) and (22) we then conclude that (23) Recall that , and thus from Lemma II.2 we conclude that (24) Since is arbitrary we may set and combine (20) , (23) , and (24) to obtain where , which is the desired claim. The boundedness of is established in Lemma IV.1.
Remark 3: Observe that Theorem IV.1 implies the existence of a set of parameter values for which . Moreover, from the lower bounds established in [30] , the rates are optimal up to logarithmic factors in .
Lemma IV.1: The constant in Theorem IV.1 [see (17) ] may be bounded as , where . Proof: See Appendix B. We now define an incremental algorithm, and investigate the approximation error incurred by it in Theorem IV.2 below. The basic idea of the algorithm is the following. Recall that the stochastic algorithm introduced above generates the parameters by a random draw from the product distribution . The idea here is at stage to fix the parameters , and determine the new parameter from the single unit distribution , rather than from the full -term distribution. Theorem IV.2 then demonstrates that this incremental approach achieves the same rate of convergence attained by original Monte Carlo approach.
It should be clear that , required in
Step 2) of the algorithm, exists. Since the right-hand side of the equation appearing in
Step 2) is an expectation with respect to , clearly there must exist a value of for which the expression within the expectation is smaller or equal to the average value. Similarly, a value of exists for which the expression is larger or equal. Using the mean value theorem, and assuming continuity of yields the claim. In fact, replacing the equality in Step 2) by a "less or equal" symbol, we do not even need a continuity condition for . Define which measures the error incurred at the th stage by this incremental procedure. Then we have our main result. Theorem IV.2: For any and , the error of the incremental algorithm is bounded as for some finite constant . Proof: The claim will be established upon showing that (25) namely, the error incurred by the incremental procedure is identical to that of the nonincremental one described preceding Theorem IV.1. The result will then follow upon using Hölder's inequality and the upper bound (19) for the right-hand side of (25) .
We proceed by induction. For , the result follows by definition. Assume now that he claim holds for , namely
We then have where we have used . Now, from (15) Remark 4: Observe that the incremental algorithm described above selects the new parameter at each stage by computing the average of some random variable. An alternative possibility would be to select so that it minimizes this quantity, giving rise to a greedy algorithm. Clearly the lower bound derived would apply to the latter case as well. In the case , which we pursue in Section V, we will resort to such a greedy algorithm.
V. INCREMENTAL GREEDY ALGORITHM PERFORMANCE USING THE
NORM
The proof of Theorem IV.2 relies heavily on the existence of an inner product. This useful tool is no longer available for the case of general Banach spaces such as . In this section we make use of the work Donahue et al. [18] , who in turn rely heavily on results from the theory of the geometry of Banach spaces. Similarly to the previous sections we consider the space . The results for follow along similar lines and will be presented as a corollary at the end of the section. We also recall that the embedding condition (8) , discussed in Section II, is needed for the embedding to hold. Before presenting the basic result of this section, we describe the incremental greedy algorithm used, as it differs somewhat from the incremental procedure presented in Section IV in the case of Hilbert spaces. Let be a bounded subset of . The sequence is then selected in the following fashion. Let minimize , and recursively define so that (26) where and . We assume that the infimum in (26) is in fact achieved; the procedure can be generalized, as in [18] , to account for more general situations. Thus, , where is the function in achieving the minimum at the th stage. In principle one may allow optimization over as well, although in this paper we consider a fixed schedule. Observe that due to the greedy nature of the algorithm, the requirements of the present procedure are more stringent than those used in Section IV for the norm, where each new function was selected by choosing its corresponding parameters as the mean of a certain random variable. We refer the reader to [18] for an extensive discussion of this and other greedy algorithms.
The main result of Section V follows. Theorem V.1: Let the embedding condition hold for , , and assume that for all . Then for any and where (27) and is obtained via the incremental greedy algorithm (26) .
The main idea in the proof of Theorem V.1 is a two-part approximation scheme. First, we show in Lemmas V.1 and V.2, based on [30] , that any may be well approximated by functions in the convex class [see (10) and (17) for definitions]. Then, it is argued, making use of results from [18] , that an incremental greedy algorithm can be used to approximate the closure of the class by the class . The proof is completed by using the triangle inequality.
The following lemma is a direct consequence of Lemma 5 in [30] .
Lemma V.1: Let the embedding condition hold for , and set . Then there exist parameters , such that for any (28) and (29) Lemma V.1 requires that . In order to obtain the bounds in terms of the smoothness parameter , rather than , we establish the following result.
Lemma V.2: Let the embedding condition hold for , , . Then there exist parameters , such that for any (30) ( 31) where is given in (27) , and . Proof: Assume first that
. We express the function as the sum , where as in (13) . Since it follows that , and thus Lemma V.1 may be applied, implying that there exists a function such that Applying Lemma II.3 to we obtain (32) From Lemma II.2 we have that (33) Combining (32) and (33) using the triangle inequality we obtain where . Set , obtaining The bound on is obtained from Lemma V.1 using Lemma II.3 once again
In the case we recall from Hölder's inequality that for any function , , where is the Euclidean volume of . Thus, results for this range can be directly obtained by setting in the results for derived above.
Lemma V.2 establishes a bound on , without referring to any particular approximation scheme. We now quote a result from [18] , showing that functions in the convex hull of may be efficiently approximated using an incremental greedy algorithm.
Lemma V.3: ([18] , Corollary 3.6) Let be a bounded subset of , , where is a measurable subset of , with
given. Select such that for . Then for each , there exists a sequence such that the sequence generated by (34) , satisfies if and if . We note that the work in [18] was not restricted to a compact domain , as is this work. Thus, there is no direct link between the norms for and , explaining the origin of the two different inequalities in Lemma V.3. In the present work, the restriction to compact domains arises from the technical conditions needed to establish approximation rates for Sobolev spaces. Using Hölder's inequality as at the end of the proof of Lemma V.2 we obtain the following simple corollary.
Corollary V.1: Under the conditions of Lemma V.3, and the added assumption of the compactness of the domain if . Proof of Theorem V.1: Consider the class , with bounded as in (29) . To make the dependence of on explicit, we use the notation . Given let be the function from Lemma V.2 such that . We consider first the case , and then point out how the result for may be obtained.
1)
: For any function and we have . Using the triangle inequality we obtain for (27) where we have used Lemma V.1 in the second step. Using the assumption , , we then conclude that
Since the upper bound on increases with and is finite by the embedding condition, we conclude that for larger than some finite value . Thus, the conditions of Lemma V.3 apply with , and we conclude that for each , there exists a sequence such that for
Since
, setting for ease of presentation and using Lemma V.2, it follows that for where . In the penultimate step we have used the bound on from Lemma V.2, while in the final step we have substituted the value of from that lemma.
2) : The case follows along similar lines using Lemma V.2 and Corollary V.1.
The results of Sections IV and V, together with the lower bounds from [30] , are summarized in Table II (disregarding constants) .
Remark 5: In Table II we have presented upper and lower bounds on the approximation error incurred by incremental algorithms for the case . The lower bounds derived in [30] apply to general and , but were derived for two specific activation functions (the piecewise polynomial activation function and the standard sigmoidal function ). Furthermore, since , , clearly , and therefore , so that upper bounds for can be immediately obtained from those for . It is likely, though, that in this case the bounds are not as tight as possible. However, in the case the upper bound obtained for yields the optimal rate (again, up to logarithmic factors). These observations are summarized in Fig. 1 , and are discussed further in Section IV.
Remark 6: In order to compare the upper bounds derived above to the optimal rates given in Table I , we observe that the correct yard-stick is the -width introduced in Section II, which does not require the approximating space to be a linear subspace. However, the relevant complexity measure in this case is the pseudodimension rather the number of hidden nodes , as in Table II . While the connection between and is unknown in general, we have recently shown in [6] that in the case where the activation function is a piecewise polynomial with a fixed degree and a finite number of knots, then . Thus, at least for this case one may replace by in obtaining rates in terms of the number of hidden nodes. Disregarding logarithmic terms, we can see from Tables I and II  that the optimal rate is achieved in the case . Finally, in the case where , an inspection of the denominator of [see (27) ] reveals that , with equality only if . Comparing the results to those obtained by linear methods (see Table I ) we observe that the rates are in fact faster for the incremental greedy algorithm discussed above. This issue is further discussed in Section VI.
VI. DISCUSSION
We have presented results for the error incurred in the approximation of functions over compacta by neural networks, generated by computationally attractive incremental procedures. While we have not been able to demonstrate the general computational efficiency of the algorithms (e.g., polynomial dependence on the input dimension), we have shown that they possess nearly optimal performance under certain conditions, and are superior to linear methods under different conditions. In comparing the rates obtained in this work to the optimal rates in Table I , we observe that the appropriate width to compare with is the -width, expressed in terms of the number of hidden nodes, rather than the pseudodimension. In view of Remark 6, we can indeed make such a comparison in the case of piecewise polynomial activation functions, for which the pseudodimension is proportional to , where is the number of hidden nodes. We focus throughout on the regime , as the current work does not permit us to draw any conclusions on upper bounds for . Referring to Fig. 1 and comparing with the optimal rates given in Table I , our results (as well as previous work) can then be summarized as follows.
• From the work of Maskhar [33] we conclude that, at least for certain types of activation functions, optimal rates of approximation by neural networks can be achieved on the diagonal , although not necessarily by incremental procedures.
• In the case , incremental algorithms were introduced, which achieve the same rates of convergence as those obtained by nonincremental procedures. Moreover, the rates are optimal in the case , and are provably superior to linear methods when . • Upper bounds on approximation error by incremental algorithms can be derived for any values of and (see Remark 6) . These results are optimal for and (region I in Fig. 1 ). It should be noted, however, that in this regime linear methods suffice to achieve optimality, as is evident from Table I . On the line results are provably superior to those attained by linear methods. Finally, while the upper bounds apply in the regions II and III as well, they are not optimal there. It is still unclear whether truly optimal behavior can be established for incremental algorithms in the regime , as is the case for multivariate free-knot splines. The basic issue here is whether the nonoptimality is a result of the algorithm, the bounding technique or the use of neural networks in general. We leave this as an interesting open question at this time. In any event, these results extend the range for which approximation error bounds have been derived for neural networks, and provide explicit algorithms.
Several research issues remain besides the consideration of optimality in the general case. First, although the algorithm discussed are computationally attractive, we have not been able to establish their tractability under general conditions. Proving such computational tractability, together with the approximation error rates derived in this work, would provide a strong theoretical argument for the use of neural networks. Second, establishing estimation error bounds for the incremental algorithms studied here would also be an important contribution. Such results were recently established by Lee et al. [26] for the special case , but to the best of our knowledge have not been extended to general values of . Finally, the problem of the optimality of the incremental algorithms for general values of and is still open.
APPENDIX A THE BESOV AND GENERALIZED SOBOLEV SPACES
For convenience we summarize several of the key definitions and lemmas used in the paper. We first present a precise definition of the Besov class of functions (see [40, . Then for any (35) Other equivalent characterizations of the Besov space may be found in [41] , where the definition is extended to negative as well.
In view of Remark 1 we introduce a slightly different definition of the a generalized Sobolev space. This definition was used in [30] , and is based on notions from the theory of Fourier transforms. The equivalence of this space and the Sobolev space (7) used in this paper will be discussed below. We recall the standard Fourier transform of a function We use the notation to denote the inverse Fourier transform. For any , define the linear operator (36) where . It is a simple matter to show that the standard derivative is related to the differential operator in the case where is an integer. For any nonnegative integer we have . For any compact domain and nonnegative real variable we then define the generalized Sobolev class of functions as follows: (37) In spite of the difference between the definitions of the spaces in (37) and in (7), they can be shown ([35, Sec. 9.3]) to be equivalent in the special case , which is our main concern. Thus, we will not distinguish between them.
One final comment is in order concerning the space . It is clear that even if the function is supported on , there is no guarantee that the derivative will possess the same support, and may in fact be supported on . The following Lemma shows that it is possible to extend the original space to , in which case the above problem does not arise.
Lemma 
A. Sources for the Constants
In line with our discussion in Section II, we give the sources of the various constants appearing in the paper. The constants and appear in Lemmas II.2 and II.3, respectively. The constant appears in the proof of Theorem IV.1 arising from the work in [30] . The constants and appear in Lemma V.1, while results from Lemma V.2. The remaining numbered constants appear at various stages in the proof of Lemma IV.1 in Appendix C.
APPENDIX B PROOF OF LEMMAS II.2 AND II.3
We start by quoting a result from [37] , based on the work in [9] . The result is stated for the multivariate case, and can be easily derived by induction from the one-dimensional version in ( [37, Sec. 7.3] The result then follows from which is the desired result.
Proof of Lemma II.3: We present the proof for the case where is an integer. For general values of one needs to transform the problem into one of integer using properties of the spline functions (see, for example, [41] (40) and recalling that we obtain (41) where . For we make use of the result i) in Lemma B.1, similarly to the proof of Lemma II.2 above. Using (39) and replacing by we then have (42) Combining (41) and (42) (43) where is defined in (18) . It was shown in [30] that , but we find it more convenient to use the general symbol , setting it to 1/2 at the final stage. It should be kept in mind that in (43) is defined with respect to the function , described in the proof of Theorem IV.1, instead . This important observation results from the proof of Theorem IV.1, which replaces the problem of approximating with that of approximating the spline function . We first show that (44) Note that Hölder's inequality cannot be used to show this, since the domain of the integral is infinite. 
