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Let (a, b, c; h) be a reduced regular system of weights and let nr,..... nil, be the 
associated exponents. We show the existence of exponents which are prime to the 
Coxeter number h. Some applications for the study of two-dimensional hypersur- 
face singularities with C*-action are given. (“ l98R Academx Press, Inc 
Contents. I. Introduction. 2. Statement of the main result. 3. The proof of 
Theorem 1. 4. Applications to singularities. 
1. INTRODUCTION 
(1.1) The present article is the continuation of the study of the 
regular system of weights which was started in [13]. First let us describe 
briefly the motivation for the result. 
Let c be a Coxeter transformation for a finite root system, and let h be 
the Coxeter number (= the order of c). It is well known that c has the hth 
primitive roots of unity as its eigenvalues, whose eigenvectors are regular 
with respect o the Weyl group action. Particularly, this fact implies that 1 
is an exponent for the root system (Bourbaki [2], Coleman [4], Kostant 
C61). 
This fact is generalized for extended afline root systems and for the 14 
exceptional root systems by showing the existence of an eigenvector of a 
Coxeter transformation for a hth primitive root of unity which is regular 
w.r.t. the generalized Weyl group action [12, 161. 
(1.2) In this paper we give another partial generalization of the 
fact for a larger class of objects, namely the regular system of weights 
(a, h, c; h) (cf. (2.1), [ 13]), which includes the above three cases, as the 
special cases of E = 0, 5 1. 
The result is formulated in Theorem 1 in (2.2), which states the existence 
of the exponent equal to either 1 or - 1 for any reduced regular system of 
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weights. As a consequence, the hth primitive roots of unity are roots of the 
characteristic polynomial for the system of weights (cf. (2.3)). 
The proof of the theorem is given in Section 3. The problem is reduced 
to finding the positive rational integral solutions U, u, )V or u’, v’, ~1’ of the 
equations 
h + 1 = ua + uh + M’C, 
h - 1 = u’a + v’b + w’c, 
where a, b, c are the weights and h is the Coxeter number. (For the con- 
venience of the reader who is interested in the geometry of singularities, let 
us give an interpretation of the weights: h is the total degree of a weighted 
homogeneous polynomial .f(.u, I’, Z) with deg(x) = a, deg(y) = b, and 
deg(=) = c, which defines a hypersurface with an isolated singular point at 
the origin (cf. Sect. 4).) 
The proof of Theorem 1 in Sect. 3 uses only elementary arithmetic but is 
involved. 
Counterexamples of an immediate analog of the theorem for a system of 
n-weights for n 2 4 are given in (3.12). 
(1.3) As in the classical cases of finite, extended afftne, and 14 
exceptional root systems, this result may be applied to the construction of 
flat invariants of the Weyl group for the generalized root system, whose 
generalities are not yet well studied (for the classical cases see [ 10, 11-J; 
cf. [20]). 
(1.4) Two direct applications for the study of singularities are 
given in Section 4, namely: 
(1) The Milnor monodromy for a two-dimensional weighted 
homogeneous ingularity has the hth primitive roots of unity as its eigen- 
values, where h is the order of the monodromy. 
(2) We characterize and list the system of weights (a, b, c; h) which 
has on& one nonpositioe exponent (cf. (4.4), Table I). They correspond to 
minimally elliptic singularities in the sense of Laufer [7]. In a forthcoming 
paper [17], we shall see that the compactifications of the Milnor fibers in 
the sense of Pinkham [9] for these weights are K3 surfaces (cf. Dolgachev 
[S], Looijenga [22]). 
(1.5) The author was partially supported by Max Planck Institute 
for mathematics in Bonn during the spring term 1985. 
2. STATEMENT OF THE MAIN RESULT 
(2.1) First, let us recall definitions and notations for a regular 
system of weights and its exponents from [13]. 
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Let (a, b, c; h) be a quadraple of positive rational integers with 
max(a, b, c) < h, called a system of weights, where a, 6, and c are called the 
weights and h is called the Coxeter number. We shall not distinguish two 
systems of weights; so far they differ only by a permutation of the weights 
a, b, and (‘. 
DEFINITION. A system (a, h, c; h) is regular, iff the rational function 
x(T) := TPh 
(Th- T”)(Th- Tb)(Th- T”) 
(T’- l)(Tb- l)(T”- 1) 
(2.1.1) 
does not have a pole except at T= 0 [ 13, Definition (1.2)]. Then the coef- 
ficients of the Laurent series of x(T) at T= 0 are positive integers [ 13, 
Theorem l*], so that there exists a finite number of integers m, ,..., m,, 
(where p := (h - u)(h - b)(h - r)/uhc), such that 
x(T)= T”‘~+T”‘?+ . . . + T’%. (2.1.2) 
The integers m, , . . . . m, will be called the exponents for (u, h, c; II). 
Note that by definition the number E := a + b + c -h is the smallest 
exponent. The set of exponents admits a symmetry with the center h/2, 
whose kth power sum is expressed by a product of p and a polynomial of 
degree k in a, h, c and h [15]. 
If (a, b, c; h) is regular, then (gu, gb, gc; gh) for a positive integer g is also 
regular whose exponents are gm, , . . . . gm,. Therefore we define that a system 
(a, h, c; h) is reduced ifgcd(u, h, c, h) = 1, e.ucept,for the case of type A,. (An 
exact definition is given in (2.6)) 
(2.2) The following theorem is the main result of the present 
paper. 
THEOREM 1. Let (a, b, c; h) be any reduced regular system of weights. 
Then either 1 or - 1 is an e.xponent for (a, b, c; h). 
Furthermore the multiplicity of 1 (resp. - 1) us the exponent for (a, b, c; h) 
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(2.3) Let us define the characteristic polynomial for a system of 
weights (a, 6, c; h) by 
cp(A) := fi (A - exp(2rrfl m,/h)). 
i=l 
(2.3.1) 
Then cp(ll) is a cyclotomic polynomial belonging in Z[n]. (By substituting 
T by the hth roots of unity, (2.1.1) gives a rational number and (2.1.2) gives 
a power sum of the roots of ~(1) = 0. This implies that ~(2) E Z[n].) 
As a direct consequence of Theorem 1, we have 
COROLLARY 1. For any reduced system of weights (a, b, c; h), the 11th 
primitive roots of unity are roots of the equation cp(l) = 0. 
(2.4) One particular case of the theorem is the following (cf. [13, 
(2.2), Note 11). 
COROLLARY 2. Let (a, 6, c; h) be a reduced regular system of weights. If 
E := a + b + c - h (the smallest exponent) is positive, then automatically 
E= 1. 
(This case corresponds to the classical finite root systems. See (3.3)) 
(2.5) Another consequence of the theorem is the following. 
COROLLARY 3. Let (a, b, c; h) be a reduced regular system of weights, 
such that E := a + b + c -h is neither equal to 1 nor - 1. 
Then we have 
inf(a, b, c) 6 -E + 1. (2.5.1) 
A proof of Corollary 3 will be given in (3.1). 
Some direct applications of these corollaries are given in Section 4. 
(2.6) Reducedness. For the case E := a + b + c- h > 0, there are 
regular systems of weights (a, b, c; h) of the form 
(a, b, c; h) s.t. a + b = h and c 1 h, 
whose exponents are c, 2c, 3c, . . . . Ic, where I:= (h/c) - 1. 
We shall call this system of weights type A, (cf. [13, Table 11). Using 
this notation, we have 
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DEFINITION. A regular system of weights (a, b, c; h) is called reduced, if 
(i) gcd(a, b, c, h) = 1 for (a, b, c; h) not of type A,, 
(ii) a+b=h,c=l,for(a,b,c;h)oftypeA,. 
(In the previous paper [ 131, we called such a system of weights primitive. 
For the sake of simplicity and to avoid confusion, we change the ter- 
minology.) 
3. THE PROOF OF THEOREM 1 
(3.1) First we rewrite the condition of the Theorem 1, in more 
elementary terms on the weights. 
LEMMA 1. (i) The number 1 is an exponent for (a, b, c; h), lff there exist 
positive integers u, v, w, s.t. 
h + 1 = ua + vb + \VC. (3.1.1) 
The multiplicity of 1 as exponents for (a, 6, c; h) is equal to the # of the 
positive integral solutions (u, v, MI) of the equation (3.1.1). 
(ii) The number - 1 is an exponent for (a, b, c; h), iff there exists 
positive integers u’, v’, w’, s.t. 
h - 1 = u’a + v’b + w’c. (3.1.2) 
The multiplicity of - 1 as exponents for (a, b, c; h) is equal to the # of the 
positive integral solutions (u’, v’, MI’) of the equation (3.1.2). 
ProojI Let us denote by u(m) the multiplicity of the exponent m for 
(a, b, c; II). Then for m in the range m < h + inf(a, b, c), we have the formula 
[ 13, (1.9.1)] 
a(m) = N(m + d) - N(m -b - c) - N(m -c-a) - N(m - a - b), (3.1.3) 
where d := h -a-b - c and N is an integral valued function defined by 
1 
= 2 N(m) T”. 
(l-Tn)(l-T’)(l-TC) m=O 
Noting that N(m) =0 for m ~0, one can see that the formula (3.1.3) 
implies particularly a( + 1) = N(d+ 1) and a( - 1) = N(d- 1). In other 
words, 1 (resp. - 1) is an exponent for (a, 6, c; h) iff d + 1 (resp. d - 1) is a 
non-negative integral linear combination of a, b, and c. Recalling h = a + 
b + c + d, we have proven the lemma. Q.E.D. 
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Due to this lemma, it is enough to show the existence of positive integral 
solutions U, v, IV or u’, v’, \t” of either Eq. (3.1.1) or Eq. (3.1.2) for the proof 
of Theorem 1. 
A proof of (2.4) Corollary 3. In the above notation d= --E. Therefore 
E # fl implies that neither d+ 1 nor d- 1 is equal to 0. Hence if either 
N(d+ 1) or N(d-- 1) is positive, at least some integral coefficients of a, b, 
or c for the expression d + 1 or d - 1 are positive. This implies particularly 
that d + 1 3 inf(a, 6, c) or d- 1 3 inf(a, b, c). Q.E.D. 
(3.2) Let us recall an elementary fact of the weights [ 13, (1.6)], 
which we shall use freely in our proof of the theorem. 
LEMMA 2. Let (a, b, c; h ) be a regular system of \r,eights. Then gcd(a, b), 
gcd(b, c), and gcd(c, a) divide h. Hence we haz)e 
gcd(a, b, c) = gcd(a, b, c, h). 
Particularly zf (a, b, c; h) is reduced, then gcd(a, b, c) = 1. 
As a consequence of Lemma 2, Eqs. (3.1.1) and (3.1.2) always have 
integral solutions U, u, ~1 and u’, P’, IV’, if we do not ask for their positivity. 
(3.3) Before going to the general proof of Theorem 1 which are 
given in (3.4)-(3.10), we examine some special cases. 
LEMMA 3. Let (a, b, c; h) be a reduced regular system of weights. Put 
d:= h-a-b-c (= -8). If d<O, then automatically’ d= -1 and 
Theorem 1 holds for these cases. 
Proof: As in [ 13, (2.2), Table 11, primitive regular systems of weights 
for d < 0 are classified as follows: 
Notation Weight Exponent 
A, (a, b, 1; h) 1 ) 2, 3) . . . ) I, where h=a+b=l+ 1 
D, (2, I-2, I- 1; 2(1- 1)) 1, 3, 5, . ..) 21-3 
&I (3,436; 12) 1, 4, 5, 7, 8, 11 
E7 (4,699; 18) 1, 5, 7, 9, 11, 13, 17 
E8 (6, 10, 15, 30) 1, 7, 11, 13, 17, 19, 23, 29 
Then as we see in the table, d= - 1 holds for all these cases. These are 
exactly the cases where Eq. (3.1.1) is solved in the form 
h+l=a+b+c. (3.3.1) 
Q.E.D. 
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Note. The case d = -1 treated above in Lemma 3 has a close 
relationship with simple Lie groups and simple singularities studied by 
Arnold [ 1 ] and Brieskorn [3] (compare also [ 141). 
Another interesting case is the case d = 1, where Eq. (3.1.2) is solved in 
the form 
h-l=a+b+c. (3.3.2) 
These cases appeared in connection with a study of Fuchsian 
singularities (see Dolgachev [S], Looijenga [22], Sherbak [ 191, Wagraich 
[21], Saito [13]). 
Another special easy case is the following. 
LEMMA 4. If one qf a, h, or c is equal to 1, then Theorem 1 holds. 
ProoJ: Suppose c = 1. Due to Lemma 3, we have d> -1. Then there is 
alwaysasolutionof(3.1.1)oftheformh+1=la+lh+(h+1-a-b)c, 
where h+l -a-b=d+2>0. Q.E.D. 
(3.4) We start a systematic proof of the Theorem 1. Recall the fact 
that (a, h, c; h) is regular implies that every weight a, b, and c divides either 
one of h-a, h-b, or k-c [13, (1.6), 11. Therefore by permutating the 
order of the weights if necessary, we have the following cases to consider: 
6) a:h-a, b:h-b, c:h-c; 
(ii) a:h-b, h:h-c, c: h -a; 
(iii) a:h-cl, b:h-c, c:h-b; 
(iv) a: h-a, b:h-b, c:h-b; 
(v) a:h-a, b: h-a, c: h-b; 
(vi) b:h-a, c: h-a. 
In the following proof we shall consider each of the above cases 
separately. As we shall see, (i) and (ii) are typical cases and the other cases 
are mixtures of them in some sense. 
(3.5) Case (i). Put p := h/a, q := h/b, r := h/c. Then (a, b, c; h) is 
equal to (qrlg, v/g, pqk; w-k), where g := gcd(qr, rp, pq). For a 
calculation of the gcd of the weights, put 
gl23 := gcd(p, 4, r), 
g12 := gcd(p, q)/gmt g23 := gc4qlrYg123, g3, := g4r/p)/g,23T 
.!?I := Plk,23g,2g,,), g2 := 9/k,23g12g,,h g3 := rlk123g23g31). 
481 114 2-6 
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Thus P = g123g12g31gl 1 q = g123g12g23g2, r = g123g23g31g3. Therefore we 
have an expression 
(a, bt c; A) = k,g,g,,, g,g,g,,, g,g,g,z; 
~1~2~3~12~23~31~123~~ (3.51) 
where gj and g, (1 < i, j, k d 3) are positive integers s.t. gcd(g,, g,g,g,,) = 
gc4g2,g3glg31) = gc4g3,glg2g12)= 1, and g2,, g3,, and g12 are 
relatively prime. 
We may assume 
(*i) g12=inf(g12,g23,g31). 
Let U, v, us and u’, v’, 1~’ be integral solutions of Eqs. (3.1 .l ) and (3.1.2) 
with the normalization conditions. 
(1.1) o<u<g,g,,, (1.2) O<u’<g,g,,, 
(2.1) 0<0<<2g12, (2.2) 0 <v’ d g2g,2 
(since g,g,,a = g3gZ3c and g2g12b = g,g,, c such solutions exist). 
In this situation if either w or w’ is positive, we have completed the 
proof. Therefore suppose the contrary: 
(3.1) w d 0, (3.2) w’,<O. 
First note that 
(*ii) the equality for (1.1) or (1.2) implies g, (= gcd(b, c))= 1; 
(*iii) the equality for (2.1) or (2.2) implies g, (= gcd(c, a)) = 1; 
(*iv) the equality for (3.1) or (3.2) implies g, (= gcd(a, b)) = 1. 
(‘: Substitute (3.5.1) in (3.1.1) or (3.1.2).) 
One may assume that 
(*v) the equalities for ( 1.1) and (2.1) do not hold simultaneously; 
(*vi) the equalities for (1.2) and (2.2) do not hold simultaneously. 
(Otherwise by using (3.51) Eq. (3.1.1) or Eq. (3.1.2) implies c= 1. This is 
the case already treated in Lemma 4.) 
By adding Eqs. (3.1.1) and (3.1.2), we have 
2h = (u + u’) a + (v + v’) b + (MI + w’) c. (3.5.2) 
Due to (3.5.1) and (3.5.2), we have g, IU + u’, g,( v + v’, and g, 1 w + w’, so 
that we put 
u:= (u+u’)/g,, 
v:= (v+u’)/gz, (3.5.3) 
w := (w + w’)/g,. 
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Substituting (3.5.3) and (35.1) in (35.2) and dividing by g,g2g3, we obtain 
%12g23g31g123 = ug23 + vg3, + wg12. (3.5.4) 
In the following we distinguish three cases: 
(A) ( 1.1) and (1.2) satisfy the equalities simultaneously, 
(B) (2.1) and (2.2) satisfy the equalities simultaneously, 
(C) the remaining case. 
(A) If ( 1.1) and ( 1.2) satisfy the equalities simultaneously, then U = 2g,,. 
Due to (*iv), (*v) we have 0 < I’< 2g,,. Substituting U in (3.5.4) giz 1 V 
and hence I/= g,,. Again substituting U and I’ in (3.5.4), we obtain 
w= %23g,,g123 -2g23 -g31 
=2g23g,,(g,23- 1)+(2g,,-l)(g31-1)-1. (3.5.5) 
Due to (3.1) and (3.2) we have Wg 0, and applying this for (3.5.5) we 
have the following two cases to consider. 
Cuse 1. g,,,= 1 and g,, = 1. We already have g, = l(‘.‘(*ii)). Due to 




Applying Lemma 1, we have completed the proof in this case. 
Case 2. g,,, = 1, g31 = 2, and g,, = 1. We already have g, = 1 (‘:( *ii)). 
In this case, we have the equality W = 0 and hence NJ = 0 and ~1’ = 0. Then 
(*iv) implies g, = 1. Due to (*i), we also have g,, = 1. Using these data, 
one calculates as follows: 
d:= h-a-b-c 
=g1g2g3g12g23g31g123 -g2g3g23 -g3g,g31 -g1g2g12 
=- 2. 
Applying Lemma 1, we have completed the proof in this case. 
This completes the proof of Case (A). 
(B) This case can be treated as analogous to Case (A), and we omit it. 
(C) Because this case is different from Cases (A) and (B), the inequalities 
342 KYOJI SAITO 
U62g,,- 1 and V<2g,,- 1 are assumed. Substituting these in (3.5.4), we 
obtain 
wg,2 2 a&Y,23 - 1) g23g3lgl2 + &,2(g23 - 1 Ns3, - 1) 
+ k23 -g,,) + (g3, -g,d 
Recalling (*i), every term on the right-hand side of the above equation is 
non-negative. Therefore WS 0 (cf. (3.1) and (3.2)) is possible only when 
g,,, = 1, g,, =g,, = g,, = 1. Further in this case W=O and hence IV= 
u” = 0 and g, = 1 (*iv). Using these data, one calculates 
d:= h-a-h-c 
= glg2g3gl2g23g3lgl23 -g,g,g23 -g3g,g3, -g,g,g,, 
= -g, -g, < 0. 
Applying Lemma 1, we have completed the proof in this case. 
This completes the proof of Case (C). 
This completes the proof for Case (i). 
= (3.6) Case (ii). Put p := (h -b)/a, q := (h- c)/b, and r :: 
(II-a)/c so that we have 
h=pa+b=qb+c=rc+a. 
Then we have an expression 
(3.6. 1) 
where 
(a, b, c; h) = (A/G, BIG, GIG; H/G), (3.6.2) 
and 
A := qr-r+ 1, 
B:= rp-p+ 1, 
c:= pq-q+ 1, 
H := pqr + 1, 
G := gcd(A, B;C). 
PROPOSITION 1. gcd(A, B) = gcd( B, C) = gcd( C, A) = gcd(A, H) = 
gcd(B, H) = gcd(C, H). 
Proof They follow from the relations: H = pA + B = qB + C = rC + A. 
Q.E.D. 
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Due to this proposition a, h, c, and h are always relatively prime. Par- 
ticularly for any given integers u and u’, Eqs. (3.1.1) and (3.1.2) are solved 
for some integers u, u’ and W, MT’. Furthermore assuming the normalization 
conditions: 1 < u d c and 1 < u’ d c, the solutions are unique. 
Let u be an integer with 1 < u < p and let u, M’ and u’, IV’ be the integral 
solutions of the equations 
h + 1 = ua + uh + WC, 
h - 1 = (p - U) a + u’h + W’C, 
(3.6.3 )
with the normalization conditions 1 < u 6 c and 1 < u’ < c. If one of u’ or W’ 
is positive, we have completed the proof. Therefore let us assume w d 0 and 
W’ GO, and let us call this condition C(U). If we show a contradiction by 
assuming C( 1 ), C(2),..., C( p - 1 ), we finish the proof. 
PROPOSITION. Assume C(u) for 1 < u < p. Then the solutions of (3.6.3) 
satisly the inequalities 
t,>q+ 1 and 0’2q+ 1. 
Proof. Adding the two equations of (3.6.3), we get 
2h = pa + (~1 + u’) b + (M’ + w ) c. 
On the other hand, (3.6.1) implies 
2h = pa + (q + I ) b + c. 
By taking the difference of the two equalities, 
(u + u’ - q - 1 ) b + (u’ + IV - 1 ) c = 0 
and hence 




Since gcd(b, c) = 1, the value of (3.6.4) is an integer. The condition on the 
range of u and u’ implies that the left-hand side of (3.6.4) is less than 2. On 
the other hand, the condition C(U) implies that the right-hand side of 
(3.6.4) is positive. Therefore altogether the value of (3.6.4) is equal to 1. 
And hence, 
V-q-l=c-u’ and zI’-q-l=c-u. (3.6.5) 
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Again the range conditions on v and v’ imply that the left-hand side of each 
equation in (3.6.5) is non-negative. Q.E.D. 
Let us show a contradiction by assuming C( 1 ),..., C(p - 1). Since 
gcd(b, c) = 1, there are integers s and t such that 
sh + tc = 1 and c-13sBl. 
Using (3.6.1), we have a relation 
la-qb+(r- l)c=O. 
Again using (3.6.1) and (3.6.6), we have a relation 
h+ 1= lu+Sb+(t+Y)C. 
(3.6.6) 
(3.6.7) 
Assumption C( 1) implies s 3 q + 1. By adding (3.6.7) to the relation, 
h+l=2a+(s-q)b+(t+2r-1)c. 
Since the coefficient s - q of h belongs to the normalized range 0 < v < c, 
one may apply the assumption C(2), so that we obtain s-q > q + 1. 
By repeating the procedure inductively for C( 1 ), C(2),..., C(p - 1 ), finally 
one obtains an inequality 
s>(p-l)q+l. 
This contradicts the assumption on s that s < c = ((p - 1) q + 1 )/G ((3.6.2)). 
This completes the proof for Case (ii). 
Note. A further careful study shows the equality 
G = (multiplicity of 1) + (multiplicity of - 1). 
(3.7) Case (iii). Put p := h/a, q := (h- c)/b, r := (II--h)/c. Then 
(a, 6, c; h) = ((qr - 1 )/g, (r - 1 )/p/g, (q - 1) p/g; (qr - 1) p/g) where g := 
gcd(qr - 1, (I - 1) p, (q - 1) p). For a description of g, put 
gz3 := gcd(q- 1, y- l)=gcd(q- 1, qr- l)=gcd(r- l,qr- l), 
k := gcd(p, (qr- 1 )/g,zh 
g1 := PI& g2 := (4 - 1 )k23> g, := (r - 1 )/g23. 
Then we have an expression 
(a, b, c; h) = (k,,gzg, +g, +g,Vk g,g,, g,g,; g,k,,gzg, +g, +g3))r 
(3.7.1) 
where g,, g, (1 d i, j < 3), and k are positive integers. 
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We shall treat two different cases: 
(A) g,= 1. 
(B) g,>l. 
(A) g, = 1. Since gcd(b, c)=g, = 1, for any integer u and U’E& there 
exist unique integral solutions v, u’, u’, and )v’ of Eqs. (3.1.1) and (3.1.2) 
with normalization conditions, 1 < v < g, and 1 < v’ < gZ. 
On the other hand, one has k = r/g, = r 3 2. 
Let u be an integer with 1 < u < k and let u, o’ and M’, u” be the integral 
solutions of the equations 
h+ l=ua+vh+wc, 
h - 1 = (k - u) a + v’h + w’c, 
(3.7.2) 
with the normalization conditions 1 < u d g, and 1 6 v’ < gZ. If one of \V or 
1~’ is positive we have completed the proof. Therefore let us assume w < 0 
and w’ < 0. Let us show a contradiction from this. 
Let us add the two equations of (3.7.2), so that 2h = ga f (v + v’) 
h + (w + w’) c. Substituting a, h, c, and h by (3.7.1). one obtains 
g23g,g, = (t’ + v’ - 1) g, + (n + \I” - 1) g,. (3.7.3) 
The normalization for v and u’ implies 1 < U+ v’ - 1 < 2g, - 1. Since (3.7.3) 
implies g, 1 v + v’ - 1, we have u + v’ - 1 = g,. Substituting this in (3.7.2), 
one has an equality 
(g,,-l)g,=w+PV’-1. 
This is a contradiction, since the left-hand side of the equation is non- 
negative and the right-hand side is negative. 
This completes the proof of Case (A). 
(B) g, > 1. First consider integral solutions of Eqs. (3.1.1) and (3.1.2) 
with the normalization conditions 
(1.1) o<u<g,, (1.2) O<u’<g,, 
(2.1) o<v<g,, (2.2) O<u'dg,. 
(Since g,a belongs to the ideal (b, c), one may choose u and U’ in a presen- 
tative of E mod( b, c). If u = 0 mod(b, c), recalling Lemma 2, (3.1.1) implies 
1 = 0 mod(b, c) and hence g, = (b, c) = 1, which is Case (A). Therefore we 
may choose presentatives of u and U’ as (1.1) and (1.2). Then g, b belongs 
to the ideal (c), so that u and u’ can be reduced as (2.1) and (2.2)) 
If either w or w’ is positive, we have completed the proof. Therefore let 
us show a contradiction by assuming inequalities w ~0 and MJ’ ~0. 
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By adding Eqs. (3.1.1) and (3.1.2), we have 
2h=(u+u’)a+(u+v’)b+(w+w’)c. (3.7.4) 
The equality (3.7.4) together with the normalizations (1.1) and ( 1.2) 
implies u + U’ = g, . Substituting this and (3.7.1) in (3.7.4), one gets 
(2g-l)g,,g,g,=(k(o+v’)-(2g-l))g,+(k(M~+,r~’)-(2k-l))g,. 
(3.7.5) 
Since gcd(g,, g,) = 1, (3.7.5) implies that 
g, divides k( v + 0’) - (2k - 1) and g, divides k( u’ + w’) - (2k - 1). 
Put 
v:= (k(o+u’)-(2k- l))/g2 and w:= (k(M’+W’)-(2k-l))/g3. 
The conditions (2.1) and (2.2) on 11 and u’ imply I/ < k(u + u’)/g2 < 2k. On 
the other hand, the assumption on w and w’ implies W < 0. 
These give a contradiction, since after substituting V and W into (3.7.5), 
one obtains an equality 
(2k- 1) g,,= V+ W, 
where the left-hand side of the equation is not less than 2k- 1 and the 
right-hand side is less than 2k - 1. 
This completes the proof of (B). 
This completes the proof of the Case (iii). 
(3.8) Case (iv). Put p := (h - b)/a, q := h/b, Y := h/c. Then 
(a, 6, c; h) = ((q- 1) rig, prig, pqlg; w-/g) where g := 
gcd((q - 1) r, PY, pq). 
For a calculation of g, put 
g,z := gcd(p, q - I), 
d := gcd(r, pqlk), 
g,, := gcd(d, qh cc,, := dlgz3, 
g, := plkut g2 := 4/&?23, g3 := rlg13g23. 
Thus p=kg,g,,, q=g2g23, and r=g,g,,g,,. Therefore we have an 
expression 
(a, b, c; h) = (k,g,, - 1) g3lk g,g,g,,r g,g2; g,g,g,gng23). 
(3.8.1) 
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In the following we distinguish two cases: 
(A) g,= 1. 
(B) g,>l. 
(A) In this case gcd(b, c) = g, = 1. Hence for any integers u and U’ there 
exist integral solutions u, w and u’, W’ of Eqs. (3.1.1) and (3.1.2). 
On the other hand, p 22 implies kgi3 32. Thus for any u with 1 < 
u < kg,, , let D, w and v’, u” be integral solutions of the equations 
h + 1 = ua + vh + WC, 
h - 1 = (kg,, - U) a + v’b + w’c, 
(3.8.2) 
with the normalization conditions 1 < v < c and 1 d v’ < c. If one of w or W’ 
is positive, we have completed the proof. Therefore let us assume IV < 0 and 
N~‘<O and show a contradiction. 
Let us add the two equations of (3.8.2) and substitute a, b, c, h with the 
data in (3.8.1). so that we obtain an equality 
gdT3k23g2 - 1) + (v + 0’) g3g1.3 + (it’+ )V’) g, = %2g,g,,g23. 
(3.8.3) 
Hence, iv+ W’ is divisible by g,,g,, and let us put IV:= (W + rr’)/(glXg,). 
Thus we obtain 
v+v’=g,(g,,- w)+ 1. (3.8.4) 
The normalization condition on v and v’ implies 0 < v + v’ < 2g,. Hence 
(3.8.4) implies g,, - W is either 1 or 0. Since the assumption on M’ and w’ 
implies W f 0, the only possibility is the case g,, = 1 and W = 0, and hence 
w = 11” = 0. Substituting these data in (3.1.1), 
g2g,g,3g,, + 1 = uk2g23 - 1) g3lk + %3iTl3. (3.8.5) 
This implies g, / 1, and hence g, = 1. Thus we may assume g , 3 = n 3 2. Then 
one may choose u to be k in (3.8.5), so that g,, 12 and hence g,, = 2. Then 
k = 1, since otherwise u may take values between 1 and 2k - 1 so that 
(3.8.5) implies g,, 1 1, which is a contradiction of g,3 = 2. Hence u may take 
only the value 1. Substituting these data in (3.8.5), 
gzg,, + 2 = 20. 
Since v d g,, this is possible only when g,, = 1. Hence altogether, the 
system of weights in this case is (g - 1, 2, g; 28) where g := g,, which is 
nothing but type D, + I, where we know the theorem holds (cf. Lemma 3). 
This completes the proof of Case (A). 
(B) Let U, v, w and u’, v’, MI’ be integral solutions of (3.1.1) and (3.1.2). 
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Since gcd(b, c) = g, and b divides g,,g,c, we may normalize U, U’ and )I’, W’ 
as 
(1.1) O<udg,, (1.2) O<u’<g,, 
(2.1) o<w<gg,,g,, (2.2) 0 < M” 6 g,,g,. 
If either u or u’ is positive, we have completed the proof in this case. 
Therefore by assuming that 
(3.1) 0 < 0, (3.2) d < 0, 
let us show a contradiction. Furthermore we may assume that the equality 
of (1.1) or (1.2) does not hold. (Otherwise (3.1.1) or (3.1.2) implies g, = 1, 
which is Case (A).) By adding Eqs. (3.1.1) and (3.1.2) we obtain g, I u + U’ 
and hence u + U’ = g,. Also we obtain g, 1 w + K”, so that we put W := 
(w + til’)/gj, Thus the equality is rewritten as 
%,g,,g,, = (g,,g, - 1 l/k + (u + u’) g13 + wg?. (3.8.6) 
Multiplying k in (3X6), we have -1 +k(o+u’) g,,zO mod (g2). Put 
V:= t-1 +k(u+u’))g,,)/gz, so that the equality (3.8.6) is rewritten as 
(g,,- lK%,,- l)=k(W-%,,)+(f’+ 1). (3.87) 
The assumptions (2.1) and (2.2) imply W< 2g,, and assumptions (3.1) and 
(3.2) imply V< - 1, so that the right-hand side of (3.8.7) is non-positive, 
whereas the left-hand side of (3.8.7) is non-negative. Therefore the equality 
implies g,,= 1, W=2g,,, and V= -1. 
Substituting g,, and W in (3.8.6) one obtains g,,l (g,,g,- I), where 
these numbers are relatively prime, so that g,, = 1. On the other hand, 
W=2g,, implies IV= ul’=g,g,,. Substituting this and (3.8.6) into (3.1.1) 
one obtains g, = 1. 
Thus altogether we obtain 
r := gz3g13g3 = 1, 
which is not allowed, since c < h. 
This completess the proof of Case (B) and hence also the proof of 
Case (iv). 
(3.9) Case (v). Put p := h/a, q := (h - a)/h, r := (h - h)/c. Then 
(a, b, c; h) = (v/g, 0 - 1 J/g, (pq -p + 1 l/g; w-/g), where g := 
gcd(qr, r( p - 1 ), pq --p + 1). For a description of g, put 
k := gcd(q, p - 1 ), 
I := gcd((pq -p + 1 )lk, r), so that g = kl. 
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Putr=Rlandq=Qk,p-l=Pk,sothatgcd(P,Q)=l.Thenwehavean 
expression 
(a, b, c; h) = (QR, RP, (kPQ + Q - P)/l; (kP + 1) QR). (3.9.1) 
In the following we distinguish two cases: 
(A) R#l. 
(B) R=l. 
(A) In this case gcd(a, b) = R > 1. Let (u, v, MI) and (u’, v’, w’) be integral 
solutions of Eqs. (3.1.1) and (3.1.2), respectively, which are normalized as 
(1.1) O<w<R, (1.2) O<w’<R, 
(2.1) OduGP, (2.2) 0 < u’ < P. 
By assuming 
(3.1) VdO, (3.2) u’ d 0, 
let us show a contradiction. 
By adding (3.1.1) and (3.1.2), we obtain R(w+w’. Then the nor- 
malization conditions for u’ and iv’ imply that u’ + M” = R. By substituting 
this in the sum, we have a relation 
(u + u’) Q + (v+ u’) P+ (kPQ + Q - P)/l= 2(kP+ 1) Q, 
and hence 
I(u+u’)Q+(I(v+o’)-l)P=(21-l)(kP+l)Q. 
Therefore l(v + v’) - 1 is divisible by Q, and put I(tl + v’) - 1 = VQ, so that 
we have a relation 
I(u+u’)+ VP=(21-l)(kP+l). (3.9.2) 
The normalization on U, U’ and u, u’ implies that u + U’ < 2P and V < - 1 so 
that the left-hand side of (3.9.2) is less than or equal to (216 1) P. This is 
impossible. This completes the proof of (A). 
(B) In this case gcd(a, b) = R = 1. If r were equal to 1, then the system of 
weights is of type A,, so that one may assume r = RI = 12 2. 
Since gcd(a, b)= 1, for any integral w and w’, Eqs. (3.1.1) and (3.1.2) 
have integral solutions. Furthermore let us normalize them as w, w’ > 0 and 
w + w’ = 1, and 0 < u < P, 0 < zi < P. Assuming v < 0 and v’ < 0, let us show 
a contradiction. 
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By taking the sum of (3.1 .l ) and (3.1.2), we obtain a relation 
(U+U’)Q+(U+u’-l)P=(kP+l)Q. 
Therefore u + u’ - 1 is divisible by Q, and put u + u’ - 1 = VQ, so that 
u+u’+ VP=kP+ 1. 
By the normalization, u + U’ < 2P and V< - 1 so that the left-hand side of 
the equality is less than or equal to P, which is a contradiction. 
This completes the proof of (B) and hence also the proof of Case (v). 
(3.10) Case (vi). This is the case where h: h-a and c: h -aa. 
Since gcd(b, c) divides h, gcd(b, c) also divides a. Thus the reducedness of 
(a, h, c; h) implies gcd(b, c) = 1, and hence there exists a positive integer k 
such that h = a + khc. Also, gcd(b, c) = 1 implies the existence of positive 
integers u and IV such that kbc + 1 = ub + M’C. Therefore Eq. (3.1.1) is solved 
in the form h + 1 = a + ub + IVC. This completes a proof of Case (vi). 
The above Sections (3.5)-(3.10) complete the proofs of Cases (i)-(vi) of 
(3.4). Hence the proof of Theorem 1 is also completed. 
(3.11) Note. The above proof of Theorem 1 seems to be a ten- 
tative one, since some structures of the proof indicate some liner arithmetic 
structures on the regular system of weights (cf. (3.6), Note). To clarify, let 
us ask a question. 
Question. Give a natural description (or a formula) for the number of 
positive integral solutions of Eqs. (3.1.1) and (3.1.2) which proves 
Theorem 1 as an immediate corollary. 
(3.12) Counterexamples. An immediate analog of Theorem 1 in 
the following sense for a system of n-weights (a,, . . . . a,; h) does not hold for 
n > 4. 
n = 4. Let us consider a system of weights (4, 6, 7, 9; 18). We have the 
following identity: 
TV ,* (T’* - T4)( T’* - T6)( T’S - T’)( T’8 - TV) 
(T4- l)(r”- l)(P- l)(P- 1) 
Then no exponents of the right-hand polynomial are prime to 18. The 
associated characteristic polynomial is equal to 4,&46& where 4, are the 
cyclotomic polynomials for the nth primitive roots of unity. Thus cp does 
not have a factor of the 18th primitive roots of unity. 
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n = 5. Let us consider a system of weights (4, 6, 6, 7, 9; 18). We have the 
following identity: 
(T’S - T4)( T’S - T6)( T’S - T6)( T’S - T’)( T’8 - T9) 
(T4- l)(T”- l)(P- l)(T7- l)(P- 1) 
= T’4 + ~‘8 + T20 + T20 + T” + T22 + ~24 + y-24 + y-26 + y-26 + T27 
+ T27 + TIE + T28 + T3’ + T3’ + T32 + T3’ + T34 + T36 + T40. 
Then no exponents of the right-hand polynomial are prime to 18. The 
associated characteristic polynomial is equal to 4: 4: @d,& which does not 
have a factor of the 18th primitive roots of unity. 
n 26. One may construct counterexamples for n >/6 by adding the 
weight 9 twice inductively to the above examples according to whether n is 
even or odd. 
(3.13) The above examples seem to reflect “some problems of 
parity,” which were already seen in the case of the three weights studied in 
this paper as the case of type A,. Namely the problem of parity occurs 
when there are weights ai and aj such that a, + aj = h (particularly 2a, = h). 
Therefore let us formulate a conjecture for general n in a weak form. 
Conjecture. Let h E Z be a positive integer and a,, . . . . a,, be positive 
integers (called the weights) such that 0 < a,, . . . . a, < h and 
gcd(a,, . . . . a,, h) = 1. The system (al, . . . . a,; h) is called regular if there exist 
p := (h - aI). . . (h - a,)/a, . . a, number of integers m,, . . . . m,, (called the 
exponents) such that the following equality holds: 
(Th-T”‘)..~(Th--T”n)=Tm,+ ,,. +Tmp. 
(T”‘-l)...(TUn--l) 
Then there exists an exponent mj such that gcd(mj, h) = 1 or 2. Further- 
more suppose the weights satisfy inequalities, ai < h/2 (i = 1, . . . . n). Then 
there exists an exponent mj such that gcd(m,, h) = 1. 
This is true for a system of two weights. Let us state it without the proof 
which is an easy version of that for Theorem 1 in the present paper. 
Assertion. Let (a, 6; h) be a reduced regular system of two weights in 
the above sense. Let m,, . . . . mu be the exponents for the system of weights. 
Then there always exist exponents h + 1 and h - 1. Therefore the set 
exp(2rr&l mi) (i= 1, . . . . p) contains the set of all primitive hth roots of 
unity. 
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4. APPLICATIONS TO SINGULARITIES 
(4.1) We recall some notions on surface singularities. 
Let (a, h, c; h) be a regular system of weights. Consider a polynomial of 
the form 
f(x, y, 2) := c c,,xyzk, 
ui+hJ+ck=h 
where cjlk are some complex numbers. If we choose the coefficients cUk as 
generic, then the hypersurface defined by 
has an isolated singular point at the origin 0 [ 13, Theorem 31, which is the 
so-called weighted homogenous hypersurface singularity of dimension 2. 
(4.2) For such a hypersurface isolated singularity, Milnor’s 
monodromy is attached [18], which is an automorphism of the middle 
homology group of the Milnor fiber. In the above weighted homogeneous 
case, it is semisimple of finite order h, whose characteristic polynomial is 
identified with the characteristic polynomial 4 [S]. 
Therefore Corollary 1 in (2.3) (and (3.13)) is rewritten as 
Assertion. Let h be the order of the Milnor monodromy for a two- 
(or one-) dimensional weighted homogenous singularity. Then the 
monodromy has the hth primitive roots of unity as its eigenvalqes. 
Note 1. The assertion does not hold for singularities of dimension > 2, 
since the counterexamples in (3.12) give examples of weighted 
homogeneous hypersurface isolated singularities, which do not have the hth 
primitive roots of unity as its eigenvalues, where h is the order of the 
monodromy. 
Nevertheless the conjecture in (3.13) leads us to a weaker form: 
Conjecture. Let h be the order of the Milnor monodromy for any 
dimensional weighted homogeneous ingularity. Then the monodromy has 
either the hth primitive roots of unity or the h/2th primitive roots of unity 
as its eigenvalues. 
Another possibility is to ask the following. 
Question. Let 0 E X be a two- (or one-) dimensional hypersurface 
isolated singularity. Suppose the Milnor monodromy for the singular point 
is semisimple of finite order h. Then does the monodromy have the hth 
primitive roots of unity as its eigenvalues? 
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Note 2. The datum of a regular system of weights is equivalent to that 
of an isolated singular point of a two-dimensional weighted homogeneous 
hypersurface [ 13, Theorem 31. Therefore no mathematically new object is 
involved in the notion of a regular system of weights. One motivation for 
introducing the notion is an arithmetization of several questions concern- 
ing the singularities such as the one above, for the description of the period 
mapping associated with the singular point. 
One question concerning this is the following: 
Question. Let X, := {(x, I: 3) E C3: f’(x. y, Z) = 1 } be the complex two- 
dimensional manifold associated with the polynomial (4.1.1) (the so-called 
Milnor fiber), and let H := H,(X,, Z) be the middle homology group of it. 
Give a purly arithmetic description of H, such as integral basis, the inter- 
section number of the bases, the set in H of vanishing cycles, Milnor’s 
monodromy,..., etc., using only the system of weights (a, b, c; h). 
(4.3) In the following, we are interested in the system of weights, 
which has only one non-positive exponent, for the following reason. 
Assertion. Let (a, 6, c; 11) be a reduced regular system of weights. Then 
the following (a), (b), and (c) are equivalent. 
(a) There exists only one non-positive exponent for (a, b, c; h). 
(b) The associated singular point X0 of (4.1) is minimally elliptic in 
the sense of Laufer [7]. 
(c) Put d:= h-a- b-c. Then one of the followings holds. 
(i) min(a, 6, c) = d+ 1. (4.3.1 )
(ii) d= 1 and min(a, b, c) ?J d+ 1. (4.3.2) 
ProoJ A normal surface singularity (X0, 0) is called minimally elliptic, 
if the geometric genus p,(X,, 0) =h’(fl~~) is equal to 1 [7], which is 
counted by the following formula [lS]: 
p,(X,, 0) = # {exponent which is less than or equal to 0). 
This implies the equivalence of (a) and (b). 
To show the equivalence of (a) and (c), we only have to consider the 
case d > 0. 
Let a = min(a, b, c). Then it is not hard to see that -d and a-d 
are exponents for (a, b, c; h) and there does not exist an exponent in 
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TABLE I 
a bch p Exponents 
1 113 8 
1 124 9 
I 2 3 6 10 
2 2 510 16 -1, 1, 1. 3. 3. 3, 5, 5. 5. 5. 8. 8, 8, 9. 9, 11 
2 2 3 8 15 -1, 1, I. 2, 3. 3. 3, 4, 5, 5. 5, 6, 7. 7. 9 
2 3 3 9 14 -1, 1, 2, 2, 3,4,4, 5, 5. 6, 7, 7, 8, 10 
2 3 4 10 14 -1, 1, 2, 3, 3, 4, 5. 5, 6, 7, 7. 8, 9, 11 
2 3 6 12 15 -1, A2. 3,4, 5, 5. 6. 7, 7, 8, 9. 10, 11, 13 
2 4 5 12 14 -1, 1, 3, 3,4, 5, 5, 7, 7, 8,9,9. 1 I, 13 
2 4 714 1.5 -1, 1, 3, 3, 5, 5. 7, 7.7,9,9, 11, 11, 13, 15 
2 6 9 18 16 -1. 1,3,5,5.7,7,9,9. 11, 11. 13, 13. 15, 17, 19 
3 4 4 12 12 -1, 2, 3, 3, 5, 6, 6, 7, 9, 9, 10, 13 
3 4 5 13 12 -1, 2, 3.4, 5, 6, 7, 8, 9, 10, 11, 14 
4 5 616 11 -1, 3, 4. 5, 7, 8, 9, 11, 12, 13, 17 
3 5- 6 15 12 -1, 2, 4, 5, 5, 7. 8, 10. 10. 11, 13, 16 
4 6 7 18 11 -I, 3, 5, 6. 7. 9, 11, 12, 13, 15, 19 
6 8 924 10 -1, 5, 7. 8. 11, 13, 16, 17. 19. 25 
3 4 8 16 13 -1. 2, 3, 5. 6. 7, 8. 9. 10, 11, 13, 14. 17 
4 5 10 20 12 -1. 3, 4, 7. 8. 9, 11, 12, 13, 16. 17, 21 
3 5 9 18 13 -1, 2, 4, 5, 7, 8, 9, 10, I I, 13, 14, 16, 19 
4 61122 12 -1. 3. 5,739. 11, 11, 13. 15, 17, 19,23 
6 8 15 30 11 -1, 5, 7. 11, 13, 15, 17, 19. 23, 25, 31 
3 8 12 24 14 -1. 2, 5, 7, 8, 10, 11, 13, 14, 16. 17, 19, 22,25 
4 10 15 30 13 -1, 3, 7, 9, 11, 13, 15, 17, 19, 21, 23, 27, 31 
6 14 21 42 12 -1, 5, 11, 13, 17, 19, 23, 25, 29, 31, 37,43 
3 3 4 12 18 -2. 1, 1, 2.4.4, 4, 5, 5, 7, 7, 8, 8, 8, 10, 11. 11, 14 
3 5 5 15 16 -2, 1, 3, 3,4, 6, 6, 7, 8, 9, 9, 11. 12, 12, 14, 17 
3 5 7 17 16 -2. 1, 3, 4, 5. 6, 7, 8, 9, 10, 11, 12, 13, 14, 16, 19 
3 5 10 20 17 -2, 1, 3,4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 16, 17, 19, 22 
3 7 9 21 16 -2, 1.4, 5, 7, 7, 8, 10, 11, 13, 14, 14, 16, 17, 20,23 
3 7 12 24 17 -2, 1,4, 5, 7, 8, 10, 11, 12, 13, 14, 16, 17, 19, 20, 23, 26 
3 10 15 30 18 -2, 1, 4, 7, 8, 10. 11, 13, 14, 16, 17, 19, 20, 22, 23, 26, 29, 32 
4 5 7 19 18 -3. 1, 2.4. 5, 6, 7, 8,9, 10, 11, 12, 13, 14, 15, 18, 22 
4 5 820 18 -3, 1, 2, 5, 5, 6, 7, 9, 10, 10, 11, 13, 14, 15, 15, 18, 19, 23 
4 5 12 24 19 -3, 1, 2, 5. 6. 7, 9, 11, 12, 13, 14, 15, 17. 18, 19, 22, 23, 27 
4 7 10 24 17 -3, 1, 4, 5, 7, 8, 9, 11, 12, 13, 15, 16, 17, 19, 20, 23, 27 
4 7 14 28 18 -3, 1,4, 5, 8, 9, 11, 12, 13, 15, 16, 17, 19. 20, 23, 24, 27, 31 
4 10 13 30 17 -3, 1, 5, 7, 9, 10, 11, 13, 15, 17, 19, 20, 21. 23, 25, 29, 33 
4 10 17 34 18 -3, 1, 5, 7, 9, 11, 13, 15, 17, 17, 19, 21, 23, 25, 27, 29, 33, 37 
4 14 21 42 19 -3, 1, 5, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29. 31, 33, 37,41,45 
d=O 
0, 1. 1, 1, 2, 2, 2, 3 
0, 1, 1. 2. 2, 2, 3, 3. 4 
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TABLE I-Continued 
d=4 
5 6 924 19 --4,1.2,5.6,7,8,10.11,12,13,14.16.17,18,l9.22,23,28 
5 6 15 30 20 ~,1,2.6,7,8.11.12,13.14,16,17,18,19.22.23.24,28,29.34 
d=5 
6 7 9 27 20 -5. 1. 2. 4, 7, 8, 9. 10, 11, 13, 14. 16, 17, 18, 19, 20. 23. 25, 26. 32 
6 8 11 30 19 ~5.1,3,6,7,9.11.12.13.15,17,18.19,21,23.24.27,29,35 
6 8 13 32 19 ~5,1.3,7,8.9.11.13.15.16,17,19,21.23.24.25,29,31.37 
6 8 19 38 20 -5. 1, 3, 7. 9, 11. 13. 15, 17, 19, 19. 21. 23, 25. 27. 29. 31. 35, 37. 43 
6 1621 48 18 -5,1,7.11.13.16.17,19.23.25,29,31,32,35,37,41,47,53 
6 16 27 54 19 -5, 1, 7, 11. 13, 17, 19. 23, 25. 27, 29. 31, 35. 37,41,43,47, 53. 59 
6 22 33 66 20 -5, 1, 7. 13, 17. 19, 23, 25. 29. 31, 35, 37, 41, 43,47, 49, 53, 59, 65, 71 
d=7 
8 9 12 36 21 -7.1.2.5.9.10.11,13,14,17,18,19.22,23,25,26,27,31,34,35,43 
8 10 1540 20 -7.1,3.8.9.11,13,16.17,19.21.24,27.29,31,32.37,39,47 
8 10 25 50 21 -7. 1. 3, 9, 11, 13. 17, 19, 21. 23, 25, 27, 29. 31. 33. 31, 39, 41, 47. 49, 57 
between. (a(-d)=N(O)>O, ~(a-d)=N(a)-N(-d-h)-N(-d-c)- 
N( - d + a - h - c) = N(a) > 0). Since -n is already non-positive, there is no 
other non-positive exponents iff u - d> 1; i.e., min(a, h, C) 3 d-t 1. Together 
with the inequality (2.5.1) we obtain the equivalence of (a) and (c). 
Q.E.D. 
(4.4) In Table I, we give the reduced regular systems of weights 
and their exponents, which have only one non-positive exponent, 
The 14 systems of weights satisfying Assertion (ii) in (4.3) are given in 
the second block of the table for d= 1. They correspond to the 14 
unimodular singularity due to Arnold (See the references in Note added in 
proof). All the other systems of weights satisfy the equality (4.3.1). 
Note added in pro@ The result in (4.1) quoted from the reference 13, Theorem 3 was 
readily given in V. I. Arnold, Normal forms of function in neighbourhoods of degenerate 
critical points, Uspekhi Mat. Nauk 29, 2 (1974). 11-49, and Russian Malh. Surveys 29. 2 
(1974). 10-50. at 4.13 Corollary and its following Remark (Collected in: V. 1. Arnold, 
Singularity Theory, London Mathematical Society Lecture Note series 53. (1981) pp. 102). 
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