Abstract: In this paper, an extensive Monte Carlo simulation is performed to investigate the influence of output measurement noise on Multiway Partial Least Squares (MPLS) batch-end quality predictions. MPLS models are well suited for monitoring (bio)chemical batch processes, but the lack of insight in noise influence leaves companies reluctant to accept the technique. Simplified relations between prediction variance and measurement noise exist for spectroscopy calibration problems, but are based on assumptions that do not necessarily hold for batch process modelling. The non-linear properties of the PLS predictor and the lack of knowledge about its statistical distribution make the derivation of an analytical relation extremely difficult. Based on an extensive case study of a penicillin production process, MPLS predictions of final batch quality are shown to outperform offline quality measurements. Even at very high noise levels, the models capture the important information in the measurements and discard most of the noise. Prediction bias and variance are studied and found to behave inversely with respect to the model order. This inverse behaviour has important consequences for model order selection, which becomes a trade-off between bias and variance. In this light, several crossvalidationbased techniques for selection of the optimal number of principal components are compared. An adjusted Wold's R criterion proves to be slightly favorable to the minimum MSE and general Wold's R criterion.
INTRODUCTION
The development of automated monitoring systems to assist human process operators in their decisions is an important challenge for the chemical and life sciences industries [Venkatasubramanian et al., 2003] . Especially for batch processes, which are commonly used for the production of goods with high added value (e.g., medicines, high performance polymers and enzymes), close process monitoring is of utmost importance due to the high costs associated to lost batches. However, despite the frequent use of lowlevel controllers (e.g., PID control for valve opening and closing), detection of and response to abnormal events often remains a manual operation. The large size and complexity of modern interconnected process plants largely complicate this task. Today's chemical and biochemical production processes and plants are equipped with numerous sensors that measure various flow rates, temperatures, pressures, pH, concentrations, . . . These online and readily available measurements contain a wealth of information that is generally overseen when human operators visually inspect measurement profiles and compare these to previous process runs. Moreover, an assessment of a product quality is -in generalonly possible by performing offline measurements of a quality parameter after completion of the batch run. This makes the detection of process faults that cause deterioration of the product quality merely impossible.
Fault detection techniques based on Principal Components
Analysis [PCA; Eriksson et al., 2002 , Nomikos and MacGregor, 1994 , Simoglou et al., 2005 exploit the information in historical databases to detect deviations from nominal process behavior during a new process run. Moreover, techniques based on Partial Least Squares [PLS; Geladi and Kowalski, 1986 ] take process output (quality) measurements into account, which makes them suited not only for detection of process faults, but also for estimation of quality variables that are not measured online. Examples include the final quality of a batch process [Nomikos and MacGregor, 1995b ,Ündey et al., 2003 , García-Munoz et al., 2004 , Marjanovic et al., 2006 , Gins et al., 2012 . PLS has been developed to deal with large datasets of correlated measurements and to filter noise from these measurements. However, noise present on both online sensor measurements and offline quality measurements will never be removed completely and will hence negatively influence the predictive performance of the PLS models. Several researchers investigated the influence of noise on PLS predictions to provide prediction intervals for spectroscopy calibration problems [Denham, 1997, Faber and Kowalski, 1997] . However, they assume that the measurements contain all necessary information to predict the output, while in batch-end quality prediction, important explanatory variables are often missing. In addition, a linear relation between spectroscopy measurements and analyte concentration is guaranteed by Lambert-Beer's law for spectroscopy, while the relation between online process measurements and batch product quality might contain (small) non-linear contributions that can not be captured by a linear PLS relation.
To the authors' knowledge, up until today, no distinct relation has been identified to describe the influence of measurement noise on PLS batch-end quality predictions, which partly explains the reluctance of companies to accept this technique. The internal non-linear properties of the PLS predictor and the lack of knowledge about its statistical distribution make the derivation of such a relation extremely difficult [Denham, 1997] . Therefore, this paper aims at investigating the influence of noise on PLS predictions of final batch quality by conducting extensive Monte Carlo simulations on data of an industrial-scale penicillin production process. The research focusses on noise on the quality measurements, which are generally performed offline on small product samples, often using measurement techniques with low accuracies, resulting in high output noise levels.
The paper is structured as follows. Section 2 provides a brief explanation of Multiway Partial Least Squares modelling. Next, Section 3 presents the selected case study. The results are shown and discussed in Section 4 and final conclusions are drawn in Section 5.
MULTIWAY PARTIAL LEAST SQUARES
To predict the final quality of a batch process, a Multiway Partial Least Squares [MPLS; Nomikos and MacGregor, 1995a] model is trained on historical data of normal process operation. The modelling consists of two steps. In a first step, the three-dimensional data matrix X of size I × J ×K, containing measurements of J different sensors over K time points in I training batches, is unfolded batch-wise to a two-dimensional structure. As illustrated in Figure 1 , K slices of size I × J of the original matrix X are placed side by side to obtain an unfolded data matrix X of size I × JK. Every row of this unfolded matrix corresponds to one complete batch.
In the second step, a general PLS model is constructed based on the unfolded data matrix. PLS makes a regression between the measurements in the (input) matrix X and the (output) matrix Y (I × L), which contains L quality measurements for each training batch in its columns. The input and output matrices are projected onto a lowerdimensional space, each dimension of which is defined by one of the R principal components or latent variables. These principal components are computed as linear combinations of the original measurements in such a way that they contain as much information (covariance) about the original input and output measurements as possible. The projections of X and Y are defined by the loading matrices P (JK ×R) and Q (L×R) respectively. The scores matrix T (I × R) represents the data matrices in the reduced space. The matrices E X and E Y contain the residuals or modelling errors.
The matrix P is not invertible, nor are its columns orthonormal. Therefore, a JK × R weight matrix W with orthonormal columns is introduced to calculate the scores matrix T and quality prediction Y for a given measurement set X. P T W is invertible so that the projection of the inputs X on the scores space T and the corresponding regression matrix B (JK × R) are computed as follows:
The relation between the quality variables Y and the input measurements X then becomes
To predict the final batch quality online (i.e., during the course of the batch), missing data techniques such as Trimmed Scores Regression [TSR; Arteaga and Ferrer, 2002, Gins et al., 2012] are employed.
CASE STUDY
Due to the need for data from sufficient batch runs with many different levels of measurement noise, a simulated process is selected as a case study. A biochemical process for penicillin fermentation at industrial scale is simulated via the Pensim simulator [Birol et al., 2002] . To represent process variability, the initial substrate concentration, biomass concentration, and culture volume are subject to random variations for each batch. The process inputs (e.g., the substrate feed rate) exhibit variations around their setpoints as well. The process consists of two phases. Initially, the bioreactor is operated in batch mode. Once the substrate concentration drops below 0.3 g/L, the fed-batch phase is started. During this phase, additional substrate is fed into the reactor. The process is terminated after the addition of 25 L of substrate. The penicillin concentration at the end of the batch is the batch-end quality variable for which an online estimation is needed.
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A total of 200 batches are simulated. 17 measurements are available from the simulator during the fermentation. Only 11 of these measurements 1 are generally acquired by online sensors and thus practically available as model inputs for online prediction of the batch-end penicillin concentration. The measured signals are aligned and resampled to a length of 602 samples via indicator variables, following the procedure inÜndey et al. [2003] . The time signal is added to the input measurements as an extra (aligned) variable, so that 12 online measurement signals are available for every batch. 150 of the available batches are used for training, 50 are kept for validation purposes. This results in a training data matrix X tr of size 150 × 12 × 602 and a validation matrix X val of size 50 × 12 × 602.
To investigate the statistical properties of the model predictions with respect to noise on the output measurements, a Monte Carlo simulation with 1000 repetitions is performed for 10 different levels of the output noise. For every repetition, the noise is resampled from a Gaussian distribution with zero mean and a standard deviation ranging from 1 to 10 percent (according to the noise level) of the mean penicillin concentration in the training batches.
RESULTS AND DISCUSSION
This section discusses the results of the extensive Monte Carlo simulation performed in this research. In Section 4.1, the general performance of PLS models in predicting batch-end quality is discussed. Section 4.2 elaborates on the statistical properties of the PLS predictions and finally, some comments are made on the influence of measurement noise on model order selection in Section 4.3.
General predictive power
To illustrate the predictive power of the multiway PLS models for the case study of an industrial-scale penicillin production process, Figure 2 compares both offline quality measurements and model predictions to the real quality values of the 50 validation batches. The plotted data are measurements with a noise standard deviation of 10% of the mean batch-end penicillin concentration (the highest investigated noise level) and PLS model predictions using only 1 principal component. From the figure, it is clear that the measurements deviate considerably from the real concentration values, and that it is nearly impossible to distinguish high quality from low quality batches based on these measurements. However, despite the high levels of noise also present in the training data, the PLS model with only 1 principal component achieves a good prediction of final penicillin concentration. Obviously, the model is better suited to distinguish between high and low quality batches than the measurements.
Of course, Figure 2 only depicts one of all thousand simulations for only one level of the output noise. To assess the general predictive power of the PLS models, the Mean Squared Error (MSE) of prediction for the worst case scenario (i.e., the simulation that yields the highest prediction MSE) is compared to the noise variance. In Figure 3, the scaled worst case prediction MSE (MSE divided by the noise variance) is plotted in function of the model order (number of principal components) for noise standard deviations ranging from 1 to 10% of the mean quality. Since MSE corresponds more or less to prediction variance, a value of 1 indicates a prediction of the same quality as the measurements. From Figure 3 , it is clear that for every noise level (even the very high ones) a range of model orders can be found where the prediction outperforms the measurement, even in the worst case scenario. This corroborates the fact that PLS models capture the most important information in the measurements and discard most of the measurement noise.
Statistical properties of predictions
Prediction MSE holds no information on the statistical properties of model predictions. To characterize the influence of measurement noise on these properties, this section focuses on bias and variance of predictions, calculated from the Monte Carlo simulation.
Prediction bias
Prediction bias is calculated as the mean difference between model prediction and real final penicillin concentration over all thousand simulations. minimal bias is obtained around 7 principal components. This corresponds to the order of the model that yields the lowest prediction MSE in the noiseless case. Independent from the noise level, leaving out principal components corresponds to discarding information that is important for final quality prediction and results in a (possibly small) prediction bias. Retaining more principal components than required results in overfitting of the training data. Thus, the optimal model order with respect to bias is the same for all noise levels. Figure 5 depicts the prediction variance, calculated from all thousand simulations and averaged over the 50 available validation batches. results in higher prediction variance since more noise is included in the higher components.
Prediction variance
In Figure 5 (b), the mean prediction variance is plotted as a function of the noise variance for model orders ranging from 1 to 10. As expected, the prediction variance increases with the noise level. The proportional increase indicates a linear relation between prediction variance and the variance of the output measurement noise.
A linear relation is also suggested in the following formula for the variance V (ŷ u ) of PLS predictions in spectroscopy calibration, proposed by Faber and Kowalski [1997] :
Herein, N is the number of training measurements, σ 2 ∆y is the variance of the output measurements, and h u corresponds to the leverage of the unknown sample. For zerointercept models, the leverage is calculated as
with t the unknown sample score vector and T the training scores matrix [Faber and Bro, 2002] . Equation 5 is referred to as a zeroth-order approximation, because is was obtained by further simplification of a first order approximation. As explained in the introduction, the assumptions made in the derivation of Equation 5 are not necessarily met for batch process modelling due to possibly lack8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012
ing informative variables and possible non-linear relations between the batch quality measurements and the input variables, amongst other reasons. Despite the correct linear relation between prediction and output noise variance, Equation 5 consistently underestimates the variance in the predictions for the present case study (data not shown). However, it contains relevant elements to gain qualitative insight in the noise influence on prediction variance. The influence of the model order ( Figure 5(a) ) is contained in the leverage h u since leverage values are higher for higher order models. Moreover, via the leverage, the calculated variance differs for every batch, being higher for batches that are further away from the training batches in the calibration space. Finally, an influence of the size of the training set seems logical, since large training sets yield more reliable models. An assessment of the importance of these factors will be the subject of further research.
Model order selection
If the optimal model is defined as the model that yields the lowest overall prediction MSE, finding the optimal model order corresponds to a trade-off between bias and variance. Indeed, for every batch
This means that the MSE over all validation batches is equal to the sum of the mean variance and the mean squared bias. Since prediction variance increases with the number of principal components and prediction bias decreases towards a minimum, bias and variance are counteracting forces in model order selection. Figure 6 shows a plot of the prediction MSE over 1000 Monte Carlo simulations in function of the model order for the different investigated noise levels. The MSE increases with the noise level, but as the noise level increases, the minimum of the curve (corresponding to the optimal model order) shifts from 3 principal components (noise standard deviation of 1% of the mean quality) to 1 (starting from a noise standard deviation of 4% of the mean quality). To compensate for higher prediction variance, a model order with slightly increased bias is selected. Faber [1999] makes some interesting comments on this bias-variance trade-off.
In industrial practice, extensive Monte Carlo simulations to select the optimal model order are -evidently-not possible. Moreover, the available data set often does not contain enough batches to divide the data into training and validation sets. Therefore, practitioners most often revert to crossvalidation for model order selection. Since only (noisy) offline measurements are available for comparison with the model predictions, the number of principal components that yields the lowest (leave-one-out) crossvalidation MSE with reference to the measurements is selected as the optimal model order. Instead of selecting the global minimum of the MSE curve, Wold's R criterion can be used to select the first local minimum to avoid overfitting [Wold, 1978] . Using a slight modification, the adjusted Wold's R criterion [Li et al., 2002] determines the number of principal components as the smallest model order R for which the following equation holds. with MSE(R) the (crossvalidation) MSE of the MPLS model with model order R. According to the adjusted Wold's R criterion, the (R + 1) th component is only added if it significantly improves the prediction and thus decreases the crossvalidation error according to a chosen significance value α. Table 1 compares the frequencies of selected model orders for the minimum MSE criterion, Wold's R criterion and the adjusted Wold's R criterion with significance values 0.95 and 0.90. Leave-one-out crossvalidation was repeated 100 times with resampled output noise to calculate these frequencies. The minimum MSE criterion and Wold's R criterion yield more or less the same results, indicating that -for this case study-the global MSE minimum generally coincides with the first local minimum. Especially for the intermediate noise levels, selected model orders are often higher than the minima in Figure 6 . The adjusted Wold's R criteria select lower model orders, trading variance for (small) bias. Comparing the data in Table 1 to Figure 6 , it is concluded that an adjusted Wold's R criterion is slightly preferable to select the optimal model order.
CONCLUSIONS
An extensive Monte Carlo simulation was performed to investigate the influence of noise on the quality measurements on the statistical properties of Multiway Partial Least Squares batch-end quality predictions. Data from a simulated industrial-scale penicillin production process at 10 different noise levels were used in this research. For all noise levels, a range of model orders was found where MPLS models outperform the measurements, even in the worst case scenario. Therefore, MPLS model predictions have a big potential for monitoring of batch processes and quality prediction in general.
An assessment of prediction bias and variance based on simulations learns that these properties show inverse behaviour with respect to the model order. While prediction bias initially decreases to reach a minimum value at a model order that is independent of the noise level, prediction variance increases with increasing number of 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 1  2  3  4  5  6  7  8  9  10  1  0  0  6  40  58  82  93  91  94  98  2  0  3  52 49  38  15  6  7  5  1  3  100 97 42 principal components in the model since more noise is included in the higher order components. Furthermore, prediction variance increases proportionally with the variance of the output measurement noise. Formulas from the spectroscopy calibration literature describe this linear relation, but do not yield accurate estimations of prediction variance for the presented case study. However, they contain relevant elements to gain insight in noise influence on prediction variance.
The inverse behaviour of bias and variance holds important consequences for model order selection. Selecting the optimal number of principal components (i.e., the model order that minimizes the overall prediction MSE) corresponds to a trade-off between bias and variance. Several criteria for model order selection, based on leave-one-out crossvalidation with the noisy quality measurements as reference, were compared. An adjusted Wold's R criterion that only includes extra components if they significantly improve the prediction according to a chosen significance level selects lower model orders than the minimum MSE and Wold's R criteria, trading variance for (small) bias. In general, the adjusted Wold's R criteria are shown to be slightly preferable to select the optimal model order.
