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Abstract
Weconsider the time dependentMaxwell’s equations in dispersivemedia on a bounded three-dimensional domain.
A semi-discrete standard ﬁnite element method and a semi-discrete mixed ﬁnite element method are developed and
error estimates are provided. We believe this is the ﬁrst ﬁnite element error analysis carried out for Maxwell’s
equations in dispersive media.
© 2005 Elsevier B.V. All rights reserved.
MSC: 65N30; 35L15; 78-08
Keywords: Maxwell’s equations; Dispersive media; Finite element method
1. Introduction
Recently there is a growing interest in ﬁnite element modeling and analysis of Maxwell’s equations
(e.g. [1,7,12–15,18–20,22,28]). The readers can ﬁnd more references in the books [5,17,21,26] and some
recent conference proceedings [2,6,9]. However, most work is restricted to simple media such as free
space. Very few papers are devoted to dispersive media using the ﬁnite element method (FEM), though
there are some examples in ﬁnite-difference time-domain (FDTD) modeling of dispersive media started
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since 1990 [27, Chapter 9].Applications of time-domain ﬁnite element method for dispersive media have
only appeared very recently [16]. We want to remark that dispersive media are ubiquitous, for example
human tissue, soil, snow, ice, plasma, ﬁber optics and radar-absorbing materials. In order to accurately
perform wide-band electromagnetic simulations, we have to consider the effect of medium dispersion in
the modeling equations.
To the best of our knowledge, there exists no work in the literature which studies the error analysis
of TDFEM for the Maxwell’s equations in dispersive media. This paper intends to make an initial ef-
fort in this direction. Therefore, for simplicity, we only consider cold plasma (such as ionosphere and
magnetosphere) in this paper. Analysis of other dispersive media will be discussed in our forthcoming
paper.
The governing equations that describe electromagnetic wave propagation in isotropic nonmagnetized
cold electron plasma are [11,8]
0
E
t
= ∇ × H − J, (1)
0
H
t
= −∇ × E, (2)
J
t
+ J = 02pE, (3)
whereE is the electric ﬁeld,H is themagnetic ﬁeld, 0 is the permittivity of free space,0 is the permeability
of free space, J is the polarization current density, p is the plasma frequency, and  is the electron-neutral
collision frequency. Note that = 0 reduces to the case of wave propagation in collisionless cold plasma
discussed by Young [29]. Solving (3) with the assumption that the initial electron velocity is zero leads
to [8, Eq. (8)]
J(x, t) = 02pe−t
∫ t
0
esE(x, s) ds = 02p
∫ t
0
e−(t−s)E(x, s) ds, (4)
where x ∈ . In this paper we let  be a bounded polyhedral domain in R3 with boundary  and unit
outward normal n.
The purpose of the paper is to develop a standard FEM and a mixed FEM for Maxwell’s equations
(1)–(4). Here we restrict our discussion to semi-discrete schemes, the fully discrete schemes will be
considered in forthcoming paper. Our schemes are extensions of those in [19,20] to dispersive media.
Error estimates are provided for both the standard FEM and the mixed FEM. Our proofs are based on the
techniques developed by Monk [19,20] for non-dispersive media.
The rest of the paper is organized as follows. In Section 2, we ﬁrst present our semi-discrete ﬁnite
element scheme using Nédélec curl conforming elements on tetrahedra, then error estimates are proved.
Section 3 is devoted to developing a semi-discrete mixed ﬁnite element scheme, and proving the corre-
sponding error estimates.
In this paper, C (sometimes with sub-index) denotes a generic constant, which is independent of the
ﬁnite element mesh size h.
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2. A general ﬁnite element method
2.1. Notation and the semi-discrete scheme
Instead of solving the coupled system (1)–(3) with both the electric and magnetic ﬁelds as unknowns,
we eliminate H, by taking the time derivative of (1) and using (2)–(4), to obtain the second order electric
ﬁeld equation
0Et t + ∇ × (−10 ∇ × E) + 02pE − 02p(E) = 0, (5)
where we denote
(E) =
∫ t
0
e−(t−s)E(x, s) ds. (6)
Moreover, we assume that the boundary of  is a perfect conductor so that
n × E = 0 on  × (0, T ). (7)
In addition, we assume the same initial conditions as [20]
E(x, 0) = E0(x) and H(x, 0) = H0(x) x ∈ ,
where E0 and H0 are given functions. Using (1) and (4), we obtain the initial conditions for (5) as follows:
E(x, 0) = E0(x) and Et (x, 0) = E1(x), (8)
where E1(x) = −10 ∇ × H0(x).
We ﬁrst introduce some notation to be used. We deﬁne
H(curl;) = {v ∈ (L2())3; ∇ × v ∈ (L2())3},
H (curl;) = {v ∈ (H ())3; ∇ × v ∈ (H ())3},
H0(curl;) = {v ∈ H(curl;);n × v = 0 on },
where 0 is a real number, and (H ())3 is the standard Sobolev space equipped with the norm ‖ · ‖
and semi-norm | · |. Speciﬁcally ‖ · ‖0 will mean the (L2())3-norm. Also H(curl;) and H (curl;)
are equipped with the norm
‖v‖0,curl = (‖v‖20 + ‖curl v‖20)1/2,
‖v‖,curl = (‖v‖2 + ‖curl v‖2)1/2.
Multiplying (5) by  ∈ H0(curl;), and using [21, Eq. (3.27)], we can easily obtain the weak formu-
lation: ﬁnd E(t) ∈ H0(curl;) such that
0(Et t ,) + −10 (∇ × E,∇ × ) + 02p(E,) − 02p((E),) = 0  ∈ H0(curl;), (9)
subject to the initial conditions (8).
To construct our ﬁnite element method, we have to deﬁne the ﬁnite element space ﬁrst. Hence we
assume that T h is a shape regular triangulation of  with a mesh size h made of tetrahedra.
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Following [24,20], we denotePk the space of polynomials of total degree at most k1, P˜k the subspace
of Pk consisting of homogeneous polynomials of degree exactly k, and
Dk = (Pk−1)3 ⊕ {p(x)x |p ∈ P˜k−1}.
Let K ∈ T h be a nondegenerate tetrahedron with face f and edge e. Let e be a vector in the direction
of e and u ∈ (W 1,l(K))3 for some l > 2. Furthermore, we deﬁne the following three sets of degrees
of freedom:
Me(u) =
{∫
e
(u · e)q ds | q ∈ Pk(e) on the six edges e of K
}
, (10)
Mf (u) =
{∫
f
u · q dA |q ∈ Dk−1(f ) tangent to the face f for the four faces f of K
}
, (11)
MK(u) =
{∫
K
u · q dV | q ∈ Dk−2(K)
}
. (12)
Nédélec [24] proves that these degrees of freedom are (Pk)3 unisolvent and H(curl;) conforming.
Deﬁne
Vh = {vh ∈ H(curl;) | vh|K ∈ (Pk)3,∀K ∈ T h},
then any function in Vh can be uniquely deﬁned by the degrees of freedom (10)–(12) on each K ∈ T h.
Hence for any u ∈ (W 1,l())3, l > 2, we can deﬁne the interpolation operator hu ∈ Vh such that
hu ∈ Vh|K has the same moments (10)–(12) as u on K for each K ∈ T h. Taking the boundary condition
(7) into account, we deﬁne
V0h = {vh ∈ Vh |n × vh = 0 on }.
The following interpolation properties for the Nédélec spaces are given in [24] and re-stated clearly in
[20, p. 718]:
Lemma 2.1. (1) If u ∈ (H l+1())3, 1 lk, then
‖u − hu‖0 + h‖u − hu‖0,curlChl+1‖u‖l+1.
(2) If u ∈ H0(curl;) is such that u ∈ (H 1())3 and ∇ × u ∈ (H l())3, 1 lk, then
‖∇ × u − ∇ × hu‖0Chl‖∇ × u‖l .
Remark 2.1. We want to remark that the interpolation operator h can be deﬁned on a weaker space
[3, Lemma 4.7]:
{u ∈ (Lp(K))3; ∇ × u ∈ (Lp(K))3, and u × n ∈ (Lp(K))2, p > 2, any tetrahedron K}.
In order to obtain the optimal interpolation error estimates, we still need the regularity assumption stated
in Lemma 2.1.
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Now we can formulate our ﬁnite element scheme for the electric ﬁeld equations (5)–(8) as follows:
ﬁnd Eh(t) ∈ V0h such that
0(Ehtt ,) + −10 (∇ × Eh,∇ × ) + 02p(Eh,) − 02p((Eh),) = 0 ∀ ∈ V0h, (13)
subject to the initial conditions
Eh(0) = hE0, Eht (0) = hE1. (14)
Our main results of this section are the following optimal energy-norm error estimates:
Theorem 2.1. Let E(t) and Eh(t) be the solutions of the electric ﬁeld equations (5)–(8) and the ﬁnite ele-
ment scheme (13)–(14) at time t, respectively.Assume that Et (t),Et t (t),∇×Et (t),∇×E(t) ∈ (Hk())3,
0 tT . Then there is a constant C = C(T , 0, 0,p, ,E), independent of the mesh size h, such that
‖(E − Eh)t (t)‖0 + ‖∇ × (E − Eh)(t)‖0 + ‖(E − Eh)(t)‖0Chk ,
where k is the degree of edge elements in the space Vh.
Remark 2.2. Our error estimates are obtained provided that the continuous solution E is smooth enough.
Rigorous regularity analysis for the solutions of Maxwell’s equations in dispersive media is very chal-
lenging and still open, though some interesting work has been done for Maxwell’s equations in free space
(see [4,10] and references therein).
We need the following Gronwall inequality [25, p. 13] in the proof of Theorem 2.1:
Lemma 2.2. Let f ∈ L1(0, T ) be a non-negative function, g and 	 be continuous functions on [0, T ].
Moreover g is non-decreasing. If 	 satisﬁes
	(t)g(t) +
∫ t
0
f ()	() d ∀t ∈ [0, T ].
Then
	(t)g(t) exp
(∫ t
0
f () d
)
∀t ∈ [0, T ].
2.2. Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. Our proof borrows many ideas from Monk [20].
Subtracting (13) from (9) with  ∈ V0h, we obtain the error equation
0((E − Eh)tt ,) + −10 (∇ × (E − Eh),∇ × )
+ 02p(E − Eh,) − 02p((E − Eh),) = 0 ∀ ∈ V0h. (15)
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Denote 
 = E − Eh. Choosing = (hE − Eh)t in (15), and re-arranging terms lead to
0(
t t , 
t ) + −10 (∇ × 
,∇ × 
t ) + 02p(
, 
t ) − 02p((
), 
t )
= 0(
t t , (E − hE)t ) + −10 (∇ × 
,∇ × (E − hE)t )
+ 02p(
, (E − hE)t ) − 02p((
), (E − hE)t ), (16)
which is equivalent to
1
2
d
dt
[0‖
t (t)‖20 + −10 ‖∇ × 
(t)‖20 + 02p‖
(t)‖20]
= 0(
t t , (E − hE)t ) + −10 (∇ × 
,∇ × (E − hE)t )
+ 02p(
, (E − hE)t ) − 02p((
), (E − hE)t ) + 02p((
), 
t ). (17)
Integrating (17) in time over [0, t], we obtain
1
2
[0‖
t (t)‖20 + −10 ‖∇ × 
(t)‖20 + 02p‖
(t)‖20]
− 1
2
[0‖
t (0)‖20 + −10 ‖∇ × 
(0)‖20 + 02p‖
(0)‖20]
= 0
∫ t
0
(
t t , (E − hE)t ) dt + −10
∫ t
0
(∇ × 
,∇ × (E − hE)t ) dt
+ 02p
∫ t
0
(
, (E − hE)t ) dt − 02p
∫ t
0
((
), (E − hE)t ) dt
+ 02p
∫ t
0
((
), 
t ) dt =
5∑
i=1
(I )i . (18)
Then we shall estimate (I )i one by one for i = 1, 2, . . . , 5.
For (I )1, using integration by parts, the Cauchy–Schwarz inequality, and Lemma 2.1, we have
(I )1 = 0(
t (s), (Et − hEt )(s))|ts=0 − 0
∫ t
0
(
t ,Et t − hEt t ) dt

0
4
‖
t (t)‖20 + 0‖(Et − hEt )(t)‖20 +
0
2
‖
t (0)‖20 +
0
2
‖(Et − hEt )(0)‖20
+ 0
2
∫ t
0
‖
t (t)‖20 dt +
0
2
∫ t
0
‖(Et t − hEt t )(t)‖20 dt

0
4
‖
t (t)‖20 +
0
2
‖
t (0)‖20 +
0
2
∫ t
0
‖
t (t)‖20 dt
+ Ch2k
[
‖Et (t)‖2k + ‖Et (0)‖2k +
∫ t
0
‖Et t (t)‖2k dt
]
.
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For (I )2, using the Cauchy–Schwarz inequality and Lemma 2.1, we have
(I )2
1
20
∫ t
0
‖∇ × 
(t)‖20 dt +
1
20
∫ t
0
‖∇ × (Et − hEt )(t)‖20 dt

1
20
∫ t
0
‖∇ × 
(t)‖20 dt + Ch2k
∫ t
0
‖∇ × Et (t)‖2k dt .
Similarly, we can obtain the estimate for (I )3 easily
(I )3
1
2
0
2
p
∫ t
0
‖
(t)‖20 dt +
1
2
0
2
p
∫ t
0
‖(Et − hEt )(t)‖20 dt

1
2
0
2
p
∫ t
0
‖
(t)‖20 dt + Ch2k
∫ t
0
‖Et (t)‖2k dt .
For (I )4 and (I )5, from the deﬁnition of (6), we have
‖(
(t))‖20 =
∫

∣∣∣∣
∫ t
0
e−(t−s)
(s) ds
∣∣∣∣
2
d

∫

(∫ t
0
|e−(t−s)|2 ds
)(∫ t
0
|
(s)|2 ds
)
d
=
∫

1
2
(1 − e−2t )
(∫ t
0
|
(s)|2 ds
)
d
1
2
∫ t
0
‖
(s)‖20 ds. (19)
Using the Cauchy–Schwarz inequality, (19) and Lemma 2.1, we have
(I )4
1
2
0
2
p
∫ t
0
‖(
(s))‖20 ds +
1
2
0
2
p
∫ t
0
‖(Et − hEt )(t)‖20 dt

1
4
0
2
pt
∫ t
0
‖
(t)‖20 dt + Ch2k
∫ t
0
‖Et (t)‖2k dt .
Similarly, we can easily obtain
(I )5
1
2
0
2
p
∫ t
0
‖(
(s))‖20 ds +
1
2
0
2
p
∫ t
0
‖
t (t)‖20 dt

1
4
0
2
pt
∫ t
0
‖
(t)‖20 dt +
1
2
0
2
p
∫ t
0
‖
t (t)‖20 dt .
Combining all the above estimates of (I )i, i = 1, 2, . . . , 5, we have
‖
t (t)‖20 + ‖∇ × 
(t)‖20 + ‖
(t)‖20
C1Q0 + C2
∫ t
0
[‖
t (t)‖20 + ‖∇ × 
(t)‖20 + ‖
(t)‖20] dt + C3h2k
[
‖Et (t)‖2k + ‖Et (0)‖2k
+
∫ t
0
(‖Et t (t)‖2k + ‖∇ × Et (t)‖2k + ‖Et (t)‖2k) dt
]
. (20)
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Here C1, C2, C3 are constants, dependent on 0,p, 0,  and T , but independent of the mesh size h.Also
Q0 denotes the initial error
Q0 ≡ ‖
t (0)‖20 + ‖∇ × 
(0)‖20 + ‖
(0)‖20C4h2k(‖E(0)‖2k + ‖Et (0)‖2k + ‖∇ × E(0)‖2k),
where we use the initial condition (14) and Lemma 2.1 in the last step.
Using the Gronwall Lemma 2.2 to (20), we obtain
‖
t (t)‖20 + ‖∇ × 
(t)‖20 + ‖
(t)‖20C5h2keC2tC5eC2T h2kCh2k ,
which completes our proof. Here we denote
C5 = C1C4[‖E(0)‖2k + ‖Et (0)‖2k + ‖∇ × E(0)‖2k]
+ C3
[
‖Et (t)‖2k + ‖Et (0)‖2k +
∫ t
0
(‖Et t (t)‖2k + ‖∇ × Et (t)‖2k + ‖Et (t)‖2k) dt
]
.
3. A mixed ﬁnite element method
3.1. Notation and the semi-discrete scheme
Following [19], we can construct a mixed method to solve (1)–(3) for E and H directly. Substituting
(4) into (1), we obtain the following system for E and H:
0Et − ∇ × H + J (E) = 0 in  × (0, T ), (21)
0Ht + ∇ × E = 0 in  × (0, T ), (22)
where J (E) is deﬁned by (4).
We still assume a perfect conducting boundary condition of (7) and the same initial conditions as
last section
E(x, 0) = E0(x) and H(x, 0) = H0(x) x ∈ , (23)
where E0 and H0 are given functions and H0 satisﬁes
∇ · (0H0) = 0 in , H0 · n = 0 on . (24)
Eq. (24) together with (22) implies that
∇ · (0H) = 0 in  × (0, T ). (25)
Also boundary condition in (24) together with (21) and (22) leads to
H · n = 0 on  × (0, T ). (26)
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Assuming the existence of a smooth solution to (21)–(24), we obtain the weak formulation [19,
p. 1611]: ﬁnd the solution (E,H) ∈ [C1(0, T ; (L2())3) ∩ C0(0, T ;H(curl;))]2 of (21)–(24) such
that
0(Et ,) − (∇ × H,) + (J (E),) = 0 ∀ ∈ (L2())3, (27)
0(Ht ,) + (E,∇ × ) = 0 ∀ ∈ H(curl;) (28)
for 0< tT with the initial conditions
E(0) = E0 and H(0) = H0. (29)
Notice that the boundary condition (7) is imposed weakly in (28).
To deﬁne our mixed ﬁnite element method, we ﬁrst introduce some notation ﬁrst. Following [19,
p. 1617], let Pk denote the standard space of polynomials of total degree less than or equal to k, and let
P˜k denote the space of homogeneous polynomials of order k. Deﬁne Sk ⊂ (Pk)3 and Rk ⊂ (Pk)3 by
Sk = {p ∈ (P˜k)3 |p(x) · x = 0, x ∈ R3},
Rk = (Pk−1)3 ⊕ Sk .
Following [23,19], let K be a tetrahedron in with general edge e and face f. Let e be a unique vector
parallel to e. Let u ∈ (W 1,l(K))3 for some l > 2. We deﬁne the following three sets of moments of u on
K [19, p. 1618]:
Me(u) =
{∫
e
u · eq ds ∀q ∈ Pk−1(e) for the six edges e of K
}
, (30)
Mf (u) =
{∫
f
u × n · q dA ∀q ∈ (Pk−2(f ))2 for all four faces f of K
}
, (31)
MK(u) =
{∫
K
u · q dx ∀q ∈ (Pk−3(K))3
}
. (32)
Nédélec [23] proves that the above three sets of degrees of freedomareRk-unisolvent and curl conforming.
Furthermore, we deﬁne [19, (3.2) & (3.8)]
Uh = {uh | uh|K ∈ (Pk−1)3 ∀K ∈ T h},
Vh = {vh ∈ H(curl;) | vh|K ∈ Rk ∀K ∈ T h},
then any function in Vh can be uniquely deﬁned by the degrees of freedom (30)–(32) on each K ∈ T h.
Hence for any u ∈ (W 1,l())3, l > 2, we can deﬁne the interpolation operator hu ∈ Vh such that
hu ∈ Vh|K has the same moments (30)–(32) as u on K for each K ∈ T h. Taking the boundary condition
(7) into account, we deﬁne
V0h = {vh ∈ Vh |n × vh = 0 on }.
The following interpolation properties for the Nédélec spaces are proved by Monk [19, Theorem 3.2]:
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Lemma 3.1. If u ∈ (H l+1())3, 1 lk, then
‖u − hu‖0 + ‖∇ × (u − hu)‖0Chl‖u‖l+1.
We also need the standard (L2())3 projection operator Ph : (L2())3 → Uh deﬁned as [19, (3.9)]:
(Phu − u,h) = 0 ∀h ∈ Uh.
Furthermore, we have the error estimate [19, Eq. (3.10)]
‖u − Phu‖0Chl‖u‖l 0 lk. (33)
Now we can construct our semi-discrete mixed method for solving (27)–(29): ﬁnd (Eh,Hh) ∈ C1
(0, T ;Uh) ∩ C1(0, T ;Vh) such that
0(Eht ,h) − (∇ × Hh,h) + (J (Eh),h) = 0 ∀h ∈ Uh, (34)
0(H
h
t ,h) + (Eh,∇ × h) = 0 ∀h ∈ Vh (35)
for 0< tT , subject to the initial conditions
Eh(0) = PhE0 and Hh(0) = hH0. (36)
Eqs. (34)–(36) is a system of linear ordinary differential equation, and thus the existence and uniqueness
of a solution is guaranteed.
Theorem 3.1. Let (E(t),H(t)) and (Eh(t),Hh(t)) be the solutions of (27)–(29) and (34)–(36) at time t,
respectively. Assume that E(t),Et (t) ∈ (Hk())3, and H(t),Ht (t) ∈ (Hk+1())3, 0 tT . Then there
is a constant C = C(T , 0, 0,p, ,E,H), independent of the mesh size h, such that
‖(E − Eh)(t)‖0 + ‖(H − Hh)(t)‖0Chk ,
where k is the degree of edge elements in the space Vh.
We need the following Gronwall type inequality in the proof of Theorem 3.1.
Lemma 3.2. Assume that A(t), B(t) and D are non-negative. If A(t) satisﬁes
d
dt
A(t)D · A(t) + B(t) ∀t ∈ [0, T ].
Then we have
A(t)
[
A(0) +
∫ t
0
B(s) ds
]
eDt ∀t ∈ [0, T ].
Proof. First we rewrite the given inequality as ddt (e
−DtA)Be−Dt . Integrating the resultant in time over
[0, t], we obtain
e−DtA(t)A(0) +
∫ t
0
B(s)e−Ds dsA(0) +
∫ t
0
B(s) ds,
which completes the proof. 
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3.2. Proof of Theorem 3.1
Our proof uses similar techniques of [19]. Subtracting (34)–(35) from (27)–(28) with  = h and
= h, respectively, we have the error equation
0((E − Eh)t ,h) − (∇ × (H − Hh),h) + (J (E − Eh),h) = 0 ∀h ∈ Uh, (37)
0((H − Hh)t ,h) + (E − Eh,∇ × h) = 0 ∀h ∈ Vh. (38)
Denote (t) = (PhE − Eh)(t), 
(t) = (hH − Hh)(t). Choosing h = ,h = 
 in (37)–(38), and
re-arranging terms lead to
0(t , )−(∇ × 
, ) + (J (), ) = 0((PhE − E)t , ) − (∇ × (hH − H), )+(J (PhE − E), ),
0(
t , 
) + (,∇ × 
) = 0((hH − H)t , 
) + (PhE − E,∇ × 
).
Adding the above two equations, we obtain
1
2
d
dt
(0‖
(t)‖20 + 0‖(t)‖20) + (J (), )
= 0((PhE − E)t , ) − (∇ × (hH − H), ) + (J (PhE − E), )
+ 0((hH − H)t , 
) + (PhE − E,∇ × 
) =
5∑
i=1
(II)i . (39)
Now we will estimate (II)i one by one for i = 1, 2, . . . , 5.
For (II)1, using the arithmetic geometric mean inequality [21, p. 16] and the estimate (33), we easily
obtain
(II)1 = 0((PhE − E)t , ) 08 ‖(t)‖
2
0 + 20‖PhEt − Et‖20
0
8
‖(t)‖20 + Ch2k‖Et (t)‖2k .
Similarly, using the arithmetic geometric mean inequality and Lemma 3.1, we can obtain
(II)2 = −(∇ × (hH − H), ) 08 ‖(t)‖
2
0 + Ch2k‖H(t)‖2k+1.
To estimate (II)3, we need the following estimate:
∫

∣∣∣∣
∫ t
0
e−(t−s)(PhE − E)(s) ds
∣∣∣∣
2
d

∫

(∫ t
0
| e−(t−s)|2 ds
)(∫ t
0
|(PhE − E)(s)|2 ds
)
d
=
∫

1
2
(1 − e−2t )
(∫ t
0
|(PhE − E)(s)|2 ds
)
d
1
2
∫ t
0
‖(PhE − E)(s)‖20 ds. (40)
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Using the arithmetic geometric mean inequality, (40) and (33), we have
(II)3 = (J (PhE − E), ) = 02p
(∫ t
0
e−(t−s)(PhE − E)(s) ds, 
)

0
8
‖(t)‖20 + 204p
∥∥∥∥
∫ t
0
e−(t−s)(PhE − E)(s) ds
∥∥∥∥
2
0

0
8
‖(t)‖20 + Ch2k
∫ t
0
‖E(t)‖2k dt .
Similarly, we have
(II)4
0
2
‖
(t)‖20 +
0
2
‖hHt − Ht‖20
0
2
‖
(t)‖20 + Ch2k‖Ht (t)‖2k+1.
By the construction of Uh and Vh, we have ∇ × Vh ⊂ Uh [19, p. 1620]. Hence by the deﬁnition of
Ph, we obtain
(II)5 = (PhE − E,∇ × 
) = 0.
Combining the fact (J (), )0 and the above estimates for (II)i, i = 1, 2, . . . , 5, we shall have
d
dt
(
1
2
0‖
(t)‖20 +
1
2
0‖(t)‖20
)

(
1
2
0‖
(t)‖20 +
1
2
0‖(t)‖20
)
+ Ch2k
[
‖Et (t)‖2k + ‖H(t)‖2k+1
+
∫ t
0
‖E(t)‖2k dt + ‖Ht (t)‖2k+1
]
. (41)
Applying Lemma 3.2 to (41), we obtain
1
2
0‖
(t)‖20 +
1
2
0‖(t)‖20

(
1
2
0‖
(0)‖20 +
1
2
0‖(0)‖20
)
et + Ch2ket
[
‖Et (t)‖2k + ‖H(t)‖2k+1
+
∫ t
0
‖E(t)‖2k dt + ‖Ht (t)‖2k+1
]
CeT h2k
[
‖Et (t)‖2k + ‖H(t)‖2k+1 +
∫ t
0
‖E(t)‖2k dt + ‖Ht (t)‖2k+1
]
, (42)
where we use the fact 
(0) = (0) = 0, which is implied by (36).
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Therefore, by the triangle inequality, (42), (33) and Lemma 3.1, we shall have
‖(E − Eh)(t)‖0‖(E − PhE)(t)‖0 + ‖(PhE − Eh)(t)‖0Chk‖E(t)‖k + Chk ,
‖(H − Hh)(t)‖0‖(H − hH)(t)‖0 + ‖(hH − Hh)(t)‖0Chk‖H(t)‖k+1 + Chk ,
which completes our proof of Theorem 3.1.
Acknowledgements
The author wants to thank Dr. MiguelVisbal atAirVehicles Directorate of USAir Force Research Lab-
oratory (AFRL) for pointing out this interesting research topic to him. The work was partially supported
by the Summer Faculty Program of AFRL.
References
[1] M. Ainsworth, J. Coyle, Hierarchic hp-edge element families for Maxwell’s equations on hybrid quadrilateral/triangular
meshes, Comput. Methods Appl. Mech. Engrg. 190 (2001) 6709–6733.
[2] M. Ainsworth, P. Davies, D. Duncan, P. Martin, B. Rynne, Topics in computational wave propagation, Lecture Notes in
Computational Science and Engineering, vol. 31, Springer, Berlin, 2003.
[3] C. Amrouche, C. Bernardi, M. Dauge, V. Girault, Vector potentials in three-dimensional non-smooth domains, Math.
Methods Appl. Sci. 21 (1998) 823–864.
[4] F.Assous, P. Ciarlet Jr., P.-A. Raviart, E. Sonnendrücker, Characterization of the singular part of the solution of Maxwell’s
equations in a polyhedral domain, Math. Methods Appl. Sci. 22 (1999) 485–499.
[5] A. Bossavit, Computational Electromagnetism, Academic Press, San Diego, 1998.
[6] C. Carstensen, S. Funken, W. Hackbusch, Ronald H.W. Hoppe, P. Monk (Eds.), Computational Electromagnetics, Lecture
Notes in Computational Science and Engineering, vol. 28, Springer, Berlin, 2003.
[7] Z. Chen, Q. Du, J. Zou, Finite element methods with matching and nonmatching meshes for Maxwell equations with
discontinuous coefﬁcients, SIAM J. Numer. Anal. 37 (2000) 1542–1570.
[8] Q. Chen, M. Katsurai, P.H. Aoyagi, An FDTD formulation for dispersive media using a current density, IEEE Trans.
Antennas Propag. 46 (1998) 1739–1746.
[9] G.C. Cohen, E. Heikkola, P. Joly, P. Neittaanmäki (Eds.), Mathematical and Numerical Aspects of Wave
Propagation—WAVES 2003, Springer, Berlin, 2003.
[10] M. Costabel, M. Dauge, Singularities of electromagnetic ﬁelds in polyhedral domains, Arch. Rational Mech. Anal. 151
(2000) 221–276.
[11] S.A. Cummer, An analysis of new and existing FDTD methods for isotropic cold plasma and a method for improving their
accuracy, IEEE Trans. Antennas Propag. 45 (1997) 392–400.
[12] L. Demkowicz, P. Monk, Ch. Schwab, L. Vardapetyan, Maxwell eigenvalues and discrete compactness in two dimensions,
Comput. Math. Appl. 40 (2000) 589–605.
[13] L. Demkowicz, P. Monk, L. Vardapetyan, W. Rachowicz, de Rham diagram for hp ﬁnite element spaces, Comput. Math.
Appl. 39 (2000) 29–38.
[14] J. Gopalakrishnan, J.E. Pasciak, L. Demkowicz, Analysis of a multigrid algorithm for time harmonic Maxwell equations,
SIAM J. Numer. Anal. 42 (2004) 90–108.
[15] R. Hiptmair, Finite elements in computational electromagnetism, Acta Numerica 11 (2002) 237–339.
[16] D. Jiao, J.-M. Jin, Time-domain ﬁnite-element modeling of dispersive media, IEEE MicrowaveWireless Components Lett.
11 (2001) 220–222.
[17] J. Jin, The Finite Element Method in Electromagnetics, second ed., Wiley, NewYork, 2002.
[18] Q. Lin, N.Yan, Global superconvergence for Maxwell’s equations, Math. Comp. 69 (1999) 159–176.
[19] P. Monk, A mixed method for approximating Maxwell’s equations, SIAM J. Numer. Anal. 28 (1991) 1610–1634.
120 J. Li / Journal of Computational and Applied Mathematics 188 (2006) 107–120
[20] P. Monk, Analysis of a ﬁnite element method for Maxwell’s equations, SIAM J. Numer. Anal. 29 (1992) 714–729.
[21] P. Monk, Finite Element Methods for Maxwell’s Equations, Oxford University Press, Oxford, 2003.
[22] P. Monk, E. Süli, A convergence analysis of Yee’s scheme on nonuniform grids, SIAM J. Numer. Anal. 31 (1994)
393–412.
[23] J.-C. Nédélec, Mixed ﬁnite elements in R3, Numer. Math. 35 (1980) 315–341.
[24] J.-C. Nédélec, A new family of mixed ﬁnite elements in R3, Numer. Math. 50 (1986) 57–81.
[25] A. Quarteroni, A. Valli, Numerical Approximation of Partial Differential Equations, Springer, Berlin, 1994.
[26] P.P. Silvester, R.L. Ferrari, Finite Elements for Electrical Engineers, third ed., Cambridge University Press, Cambridge,
1996.
[27] A. Taﬂove, C. Hagness, Computational Electrodynamics: The Finite-Difference Time-Domain Method, second ed.,Artech
House, Norwood, MA, 2000.
[28] L. Vardapetyan, L. Demkowicz, hp-adaptive ﬁnite elements in electromagnetics, Comput. Methods Appl. Mech. Engrg.
169 (1999) 331–344.
[29] J.L.Young,A higher order FDTD method for EM propagation in a collisionless cold plasma, IEEETrans.Antennas Propag.
44 (1996) 1283–1289.
