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Abstract
The paper deals with a path-valued Markov process: the reecting Brownian snake. It is a
particular case of the path-valued process previously introduced by Le Gall. Here the spatial
motion is a reecting Brownian motion in a domain D of Rd. Using this probabilistic tool, we
construct an explicit function v solution of an integral equation which is, under some hypotheses
on the regularity of v, equivalent to a semi-linear partial dierential equation in D with some
mixed Neumann{Dirichlet conditions on the boundary. When the hypotheses on v are not satis-
ed, we prove that v is still solution of a weak formulation of the Neumann{Dirichlet problem.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The connections between superprocesses and partial dierential equations have been
pointed out by Dynkin (1991). Indeed, by considering the exit measure of a superdiu-
sion, Dynkin gave a probabilistic representation of nonnegative solutions of a semilinear
Dirichlet problem. This representation was rst used to study probabilistic properties
of superprocesses (see for instance Dawson et al., 1989) but, more recently (see the
works of Dynkin and Kuznetsov, 1995; Le Gall (1997), etc.) this probabilistic tool
made possible to prove new analytic results and is still the object of active research.
The aim of this paper is to give a probabilistic approach to the analogous Neu-
mann problem. We are interested in the nonnegative solutions of the partial dierential
equation u = 4u2 in a smooth domain D of Rd. The main tool of the study is the
path-valued Markov process (called Brownian snake) introduced by Le Gall (1993).
This process is a powerful tool in the study of path properties of superprocesses and
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also for the probabilistic representation of solutions of the Dirichlet problem associated
to the partial dierential equation.
The Neumann problem for the equation u = 0 in a domain has been studied by
Brosamler (1976) via reecting Brownian motion in the domain. So, it seems natural
to consider a Brownian snake with a reecting Brownian motion as spatial motion to
tackle the Neumann problem. We call this process the reecting Brownian snake. The
reecting Brownian snake is a Markov process (Ws; s) which takes values in the set
of stopped paths in Rd. Heuristically, one can think of Ws as a reecting Brownian
path in the considered domain, stopped at the random time s. This lifetime evolves
according to a one-dimensional reecting Brownian motion. When s decreases, the
path Ws is erased from its nal point, and when s increases, the path Ws is extended
independently of the past. A more rigourous description is given in Section 3. We
will also introduce the excursion measure Nx of this process which plays a key role
here. It is an innite measure which represents the \law" of the Brownian snake when
considering for the lifetime process only a Brownian excursion instead of a whole
reecting Brownian motion.
For technical reasons which will be explained later, we must stop the trajectories.
Here, they will be stopped when they reach a set on the boundary. In return, we only
get a mixed Neumann{Dirichlet problem: we have a Dirichlet condition on the set
where the paths are stopped.
Let us denote by @D the topological boundary of D. Let F be a closed subset of
@D and let (w) be the hitting time of F of the path w. We now stop the paths of
the process (Ws) at time (Ws) and construct two measures on the boundary XDF and
~X
D
F . The measure X
D
F charges the endpoints of the paths of the snake that touch F and
therefore has support included in F . It is the analogous of the exit measure of Le Gall
(1994b). The measure ~X
D
F charges all the reecting points of the paths of the snake
before their absorption on F . Its support is included in Fc = @DnF .
Let f be a bounded continuous function on F and g be a bounded continuous
function on Fc. The Neumann{Dirichlet problem considered is the following:
u= 4u2 on D;
u= f on F;
@u
@n
= 2g on Fc;
(1)
where n is the outward unit normal vector and F represents the interior of F (viewed
as a subset of the topological space @D). We consider the function v(x) = Nx[1 −
exp − (hXDF ; fi + h ~X
D
F ; gi)] with h; ’i representing the integral of ’ with respect to
the measure . We shall prove in Section 4 that function v is solution of an integral
equation. Owing to this equation, we prove that, if f and g are continuous and if v is
of class C1 on the closure of D, v is a nonnegative solution of problem (1). Finally,
we shall prove that, even if v is not C1, it is still a weak solution of the problem
provided that f is Holder.
We shall recall in Section 2 the denition of the reecting Brownian motion in
terms of transition density kernels. For this denition to apply, we need to consider only
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suciently smooth domains, namely of class C3. We will then construct a local time on
the boundary and recall some fundamental properties of reecting Brownian motion.
We also give alternative denitions of this process. For more results on reecting
Brownian motion see Hsu (1984). For a general denition of diusions with reection
in a domain, see Stroock and Varadhan (1971). In Section 3, we shall briey present
the construction of the reecting Brownian snake (see Le Gall, 1993 and Le Gall, 1994b
for a comprehensive presentation of the Brownian snake) and we shall also dene the
two measures on the boundary as Revuz measures of some additive functionals of the
reecting Brownian snake. We nally prove the main results in Section 4.
Notations. We denote by R+ the real haline [0;+1) and by R+ the interval (0;+1).
The indicator function of a set A will be denoted by 5A. We denote by C a generic
constant which may change from line to line.
2. The reecting Brownian motion
2.1. Denition and rst properties
Let D be a bounded domain of Rd with C3 boundary. We can construct the standard
reecting Brownian motion (with normal reection) in D. It is a D-valued diusion
process (Xt)t>0 whose transition density kernels satisfy
8(t; x; y) 2 R+  D  D
@
@t
p(t; x; y) =
1
2
xp(t; x; y);
8(x; y) 2 D  D lim
t!0
p(t; x; y) = y(x);
8(t; x; y) 2 R+  @D  D
@
@nx
p(t; x; y) = 0;
where nx is the outward unit normal vector at x 2 @D. For existence and uniqueness
of such a process, see e.g. Ito^ (1957) or Sato and Ueno (1965). Let us recall that p
also satises the following properties
 The function p : R+  D  D ! R+ is continuous.
 For every xed (x; y) 2 D  D, the function t 7! p(t; x; y) is C1.
 For every xed (t; y) 2 R+  D, the function x 7! p(t; x; y) is in C2(D) \ C1( D).
 p is symmetric in x and y.
We denote by Px its law when it starts at point x 2 D and Ex the expectation relative
to Px.
Proposition 2.1 (Chung and Hsu, 1984). Let ~p(t; x; y) be the transition density func-
tion of the standard Brownian motion in Rd.
Then; p(t; x; y) can be written in the form
p(t; x; y) = p0(t; x; y) + p1(t; x; y)
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with
(a) There exist positive constants C1; C2 and a such that
C2 ~p(t; x; y)6p0(t; x; y)6C1 ~p(at; x; y):
(b) p1(t; x; y)=
R t
0 du
R
D dz p0(t−u; x; z)q(u; z; y) with supy2Rd
R
D jq(t; x; y)j dx6C=
p
t.
Proposition 2.2. For every measurable positive functions f and g on D and for every
t>0; we have;Z
D
Ex[f(Xt)]g(x) dx =
Z
D
f(x)Ex[g(Xt)] dx:
Proof. This is a consequence of the fact that the function p(t; ; ) is symmetric.
Proposition 2.3. If ’ 2 L1( D); then for every t > 0; x 7! Ex[’(Xt)] is continuous
on D.
2.2. Local time on the boundary
For > 0, we set
D = fx 2 D jd(x; @D)6g:
Then, we dene the local time of X on @D by
8t>0; lDt = lim!0
1

Z t
0
5D(Xs) ds;
where the limit exists in L2 and a.s. (Sato and Tanaka, 1962).
Proposition 2.4 (Sato and Ueno, 1965). The process lD is a continuous additive func-
tional of the reecting Brownian motion X which increases a.s. only on the set of
times t such that Xt 2 @D.
Proposition 2.5. Let ’ be a bounded measurable function on D. Then; for all t>0
and all x 2 D;
Ex
Z t
0
’(Xs) dlDs

=
Z t
0
ds
Z
@D
’(y)p(s; x; y)(dy);
where  is the area measure on @D.
Proposition 2.6 (Hsu, 1984). For every integer n; there exists a constant Kn such
that; for all t>0;
sup
x2 D
Ex[(lDt )
n]6Kntn=2:
We presented the reecting Brownian motion via its transition densities but this def-
inition only applies for suciently smooth domains. We will restrict ourselves here to
that case but, we can give another denition of this process via a stochastic dierential
equation involving the boundary local time.
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Proposition 2.7 (see Chung and Hsu, 1984 or Lions and Sznitman, 1984). The reect-
ing Brownian motion X is solution of the Skorokhod problem
dXt = dBt − 12n(Xt) dlDt :
This proposition can be viewed as an alternative denition of the reecting Brownian
motion. It is stronger than the denition via transition densities as it also apply for less
smooth domains (see for instance Bass, 1996 and the references therein).
We also give another characterisation of the reecting Brownian motion in terms of
a martingale problem (see El Karoui and Chaleyat-Maurel, 1978 for a general presen-
tation of this approach).
Proposition 2.8. For every function ’ 2 C2(D) \ C1( D);
’(Xt)− ’(X0)− 12
Z t
0
’(Xs) ds+
1
2
Z t
0
@’
@n
(Xs) dlDs
is a Px-martingale for all x 2 D.
Proof. This is a consequence of Proposition 2.7 and the Ito^ formula.
3. Reecting Brownian snake and measures on the boundary
3.1. The reecting Brownian snake
As X is a Markov process in Rd, we can construct as in Le Gall (1993) the Brow-
nian snake with spatial motion X (in Le Gall, 1993, we need an hypothesis on the
continuity of the process that has been removed in Bertoin et al. (1997) by changing
the topological structure onW). More precisely, we deneW as the set of killed paths
in Rd. A killed path is a continuous function w : [0; ] ! Rd, where  2 [0;+1) is
called the lifetime of w. In the following, we will denote w^= w(). Notice that every
point x in Rd can be viewed as a killed path of W with lifetime 0. We endowed W
with the following distance:
d(w; w0) = kw(0)− w0(0)k+ j− 0j+
Z ^0
0
(du(w(u); w0(u)) ^ 1) du;
where w(u) is the restriction of w to [0; u], and du denotes the Skorokhod distance on
the set of the cadlag functions on [0; u]. It is easy to check that (W; d) is a Polish
space.
We now x x 2 Rd and denote by Wx the set of killed paths starting at x. We also
denote by WDx the set of paths of Wx that stay in D. The reecting Brownian snake
with starting point x is a continuous strong Markov process with values in WDx . We
denote by (Ws; s>0) this process and we set s the lifetime of Ws. We denote by Pw
the law of (Ws) starting at w 2WDx . It is characterised by the following properties:
(i) The law of the lifetime process (s) under Pw is that of a one-dimensional reecting
Brownian motion starting from w.
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(ii) Under Pw, given the process (s), the process (Ws) is still an (inhomogeneous)
Markov process whose transition kernels are described by
Let s< s0 and let ms;s0 = inf
u2[s; s0]
u.
The paths Ws and Ws0 coincide until time ms;s0 and then, conditionally on Ws(ms;s0),
the process (Ws0(t+ms;s0); t>0) is a reecting Brownian motion in D starting from
Ws(ms;s0) independent from (Ws0(t); 06t6ms;s0).
We refer to Le Gall (1993) and Le Gall (1994b) for more precise construction and
properties of this process.
We denote by x the trivial path with lifetime 0 reduced to point x. As 0 is a regular
point for the process (s), it is clear that x is a regular point for the process (Ws).
Consequently, we can dene the excursion measure of (Ws) out of x, denoted by Nx.
This measure is an innite measure which is characterized in the same way as Pw by
(i)0 Under Nx, the \law" of the lifetime process (s) is Ito^ measure of positive
Brownian excursions with the normalisation:
Nx

sup
s>0
s > 

=
1
2
:
(ii) still holds.
We will also need another probability measure Px . This is the distribution of
the process (Ws) starting from w 2 WDx and stopped when the lifetime process rst
reaches 0. We can describe the probability Pw in the following way: we set  =
inffs>0; s = 0g and s = inf (06u6s) u. We denote by (i; i); i 2 I the excursion
interval of −  away from 0 before time  and for every i 2 I and s>0, we set
Wis (t) =W(i+s)^i(i + t); 06t6(i+s)^i − i :
Proposition 3.1 (Le Gall, 1994b). Under Pw; the random measureX
i2 I
(i ; W i)
is a Poisson point measure on [0; (w)] C(R+;W) with intensity
2dtNw(t)(d):
3.2. The measures on the boundary
We x x 2 D. Let F be a closed subset of @D. We write F for the interior of F
(with respect to the topology on @D) and @F = F n F. We always suppose that F 6= ;
and that (@F) = 0. If w 2WDx , we set
(w) = infft 2 [0; ] jw(t) 2 Fg:
Lemma 3.2. For every x 2 D; Px(<+1) = 1.
Proof. The polar sets for the reecting Brownian motion in D and the standard
Brownian motion are the same since @D is smooth.
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Lemma 3.3. The application x 7! Px(6t) is lower semi-continuous for every t > 0.
Proof. Let 0<s<t. Then,
x 7! Px(9u 2 [s; t]; Xu 2 F) =
Z
p(s; x; y)Py(6t − s) dy
is continuous using the regularity of p. Moreover, it converges to Px(< t) as s tends
to 0 and the convergence is nondecreasing.
Lemma 3.4. We have supx2 D Ex[]<1.
Proof. Let  = inf x2 D Px(61). Because of the preceding lemma and because of
Px(61)> 0 for all x 2 D, > 0. Applying the strong Markov property, we have
for every x 2 D,
Px(>n) = Ex[5f>n−1gPXn−1 (> 1)]
6 (1− )Px(>n− 1):
So supx2 D Px(>n)6(1− )n.
Then,
Ex[] =
Z +1
0
Px(>y) dy
6
1X
n=0
Px(>n)6
1

<1:
Lemma 3.5. We have supx2 D Ex[‘
D
 ]<1.
Proof. Since <+1 a.s. we have, using the same notations as in the previous proof,
for every x 2 D,
Ex[‘D ] =
1X
n=0
Ex[5fn6<n+1g‘D ]
6
1X
n=0
Ex[5fn6g‘Dn+1]
6
1X
n=0
Px(n6)1=2Ex[(‘Dn+1)
2]1=2
6
1X
n=0
(1− )n=2K2(n+ 1)1=2<+1
by Proposition 2.6.
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Remark. These proofs can be adapted to show that  and ‘D have moments of any
order greater than 1.
An additive functional is uniquely dened by its characteristic measure if this mea-
sure is of nite energy (see Azema, 1973 or Dynkin, 1981. See also Dhersin and Le
Gall, 1997 for additive functionals of the Brownian snake.). If  is a measure on Wx,
the computations of Le Gall (1994a) give that the energy of  (with respect to the
symmetric Markov process (Ws)) is given by
E() = 2Ex
2
4Z 1
0
 
d(t)
dPxjGt
!2
dt
3
5 :
Here, (Gt) is the -eld on Wx generated by the coordinate mappings f 7! (f(r);
06r6t). We denote by (t) the restriction of  to paths whose lifetime is greater
than t, viewed as a measure on Gt . Finally, PxjGt represents the restriction of Px to the
-eld Gt .
Remark. The references above (Le Gall, 1994a; Dhersin and Le Gall, 1997) only deal
with the case of a Brownian motion as spatial motion but it is not hard to check
that the results also apply for other continuous Markov processes including reecting
Brownian motion.
Let 1 and 2 be the measures on Wx dened for every bounded nonnegative
measurable function ’ by
h1; ’i= Ex[’(X ())];
h2; ’i= Ex
Z 
0
d‘Ds ’(X
(s))

;
where we have written w(t) for the path w^t .
Proposition 3.6.
E(1) = 2Ex();
E(2) = 2Ex
Z 
0
dt EXt [‘
D
 ]
2

:
Proof. The rst computation can be found in Le Gall (1994a). For the second equality,
let ’ be a Gt-measurable nonnegative function. Then, we have
h2(t) ; ’i= Ex
Z 
0
5fs>tg’(X (s)) d‘Ds

= Ex

5ft<g
Z 
t
’(X (t)) d‘Ds

= Ex[5ft<g’(X (t))(‘D − ‘Dt )]
= Ex[5ft<g’(X (t))EXt [‘D ]]:
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So,
d2(t)
dPxjGt
= 5ft<gEXt [‘D ]
which gives the desired result.
Lemmas 3.4 and 3.5 and Proposition 3.6 prove that 1 and 2 are of nite energy.
Consequently, we can dene two additive functionals of W, denoted, respectively, by
LFs and ~L
F
s , by the following property.
Denition 3.7. For every bounded measurable function ’ :Wx ! R+,
Nx
Z 1
0
dLFs ’(Ws)

= Ex[’(X ())];
Nx
Z 1
0
d ~L
F
s ’(Ws)

= Ex
Z 
0
d‘Ds ’(X
(s))

:
The additive functional LF increases a.s. only when s= (Ws) whereas ~L
F
increases
a.s. only when s < and W^s 2 Fc.
We then dene (under Nx) two measures on @D, for every bounded measurable
function  on @D, by
hXDF ; i=
Z 1
0
dLFs (W^s); (2)
h ~XDF ; i=
Z 1
0
d ~L
F
s (W^s): (3)
We also set AFs = L
F
s + ~L
F
s and Z
D
F = X
D
F + ~X
D
F .
Remark. If we did not stop the trajectories at time , the measure 2 which denes
the local time ~L
F
t is not of nite energy and therefore formula (3) does not dene
correctly the additive functional.
4. The Neumann{Dirichlet problem
In this section, we make the following hypothesis on F : F 6= ;, @F is @-polar for
the Brownian motion and F is connected and has a C2 boundary.
4.1. Strong solutions
Let f and g be two bounded nonnegative functions on @D. We assume that f and
g are continuous, respectively, on F and Fc. We say that u is a strong solution of the
Neumann{Dirichlet problem ND(f; g) if
(i) u 2 C2(D) \ C1( D).
(ii) u= 4u2 on D.
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(iii) u= f on F.
(iv) @u=@n= 2g on Fc.
We set f;g = f5F + g5Fc and, for every x 2 D, we set
v(x) =Nx[1− exp− hZDF ; f;gi]:
Proposition 4.1. The function v is bounded on D.
Proof. We have, for every x 2 D,
v(x)6Nx[hZDF ; f;gi]
= Nx[hXDF ; fi] +Nx[h ~X
D
F ; gi]
= Ex[f(X)] + Ex
Z 
0
d‘Ds g(Xs)

;
by Denition 3.7.
To conclude, notice that f and g are bounded and Ex[‘D ] is nite.
Theorem 4.2. The function v is a solution of the integral equation
8x 2 D; u(x) + 2Ex
Z 
0
u(Xs)2 ds

= Ex[f(X)] + Ex
Z 
0
g(Xs) d‘Ds

: (4)
Proof. We follow the ideas of Le Gall (1994b, Theorem 4.2). Under Nx,  is dis-
tributed as a positive Brownian excursion. Thus we can dene, under Nx the length
of that excursion, denoted by . By denition of the measure ZDF we have, for every
x 2 D,
v(x) =Nx[1− exp− hZDF ; f;gi]
=Nx

1− exp−
Z 
0
dAFs f;g(W^s)

=Nx
Z 
0
dAFs f;g(W^s)exp−
Z 
s
dAFu f;g(W^u)

:
We replace exp− R s dAFu f;g(W^u) by its predictable projection
v(x) =Nx
Z 
0
dAFs f;g(W^s)EWs

exp−
Z 
0
dAFu f;g(W^u)

:
Then, using Proposition 3.1 and the exponential formula for Poisson measures, we have
v(x) =Nx
"Z 
0
dAFs f;g(W^s)exp− 2
Z s
0
duNWs(u)(1− exp− hZDF ; f;gi)
#
=Nx
"Z 
0
dAFs f;g(W^s)exp− 2
Z s
0
du v(Ws(u))
#
:
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Denition 3.7 of the additive functionals nally leads to the formula
v(x) = Ex

f;g(X) exp− 2
Z 
0
du v(Xu)

+Ex
Z 
0
d‘Ds f;g(Xs)exp− 2
Z s
0
du v(Xu)

which can be written, by noticing that Px-a.s, X 2 F and Px-a.s, d‘Ds -a.e on fs<g,
Xs 2 Fc,
v(x) = Ex

f(X) exp− 2
Z 
0
du v(Xu)

+Ex
Z 
0
d‘Ds g(Xs)exp− 2
Z s
0
du v(Xu)

: (5)
We rewrite formula (5) into
v(x) = Ex[f(X)]− Ex

f(X)

1− exp− 2
Z 
0
du v(Xu)

+Ex
Z 
0
d‘Ds g(Xs)

− Ex
Z 
0
d‘Ds g(Xs)

1− exp− 2
Z s
0
du v(Xu)

:
Now, let us compute
Ex

f(X)

1− exp− 2
Z 
0
du v(Xu)

=2Ex

f(X)
Z 
0
dr v(Xr)exp− 2
Z 
r
du v(Xu)

=2
Z 1
0
dr Ex

5fr<gv(Xr)f(X)exp− 2
Z 
r
du v(Xu)

=2
Z 1
0
dr Ex

5fr<gv(Xr)EXr

f(X)exp− 2
Z 
0
du v(Xu)

:
An analogous computation gives
Ex
Z 
0
d‘Ds g(Xs)

1− exp− 2
Z s
0
du v(Xu)

=2
Z 1
0
dr Ex

5fr<gv(Xr)EXr
Z 
0
d‘Ds g(Xs)exp− 2
Z s
0
du v(Xu)

:
Thus,
Ex

f(X)

1− exp− 2
Z 
0
du v(Xu)

+Ex
Z 
0
d‘Ds g(Xs)

1− exp− 2
Z s
0
du v(Xu)

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=2
Z 1
0
dr Ex

5fr<gv(Xr)

EXr

f(X)exp− 2
Z 
0
du v(Xu)

+ EXr
Z 
0
d‘Ds g(Xs)exp− 2
Z s
0
du v(Xu)

=2
Z 1
0
dr Ex[5fr<gv(Xr)2] = 2Ex
Z 
0
v(Xr)2

by formula (5).
Proposition 4.3. For every y 2 F; limx!y v(x) = f(y).
Proof. Let y 2 F. Then, as @D is regular and D bounded, we have
lim
x!y Ex
Z 
0
ds v(Xs)2

= 0;
lim
x!y Ex[f(X)] = f(y);
lim
x!y Ex
Z 
0
g(Xs) d‘Ds

= 0
using the boundedness of v and Lemma 3.4, the continuity of f, and the boundedness
of g and Lemma 3.5. Then taking the limit into formula (4) completes the proof.
Proposition 4.4. Let T be a stopping time. Then; for every x 2 D;
v(x) + 2Ex
Z T^
0
v(Xs)2 ds

=Ex[v(XT )5fT<g] + Ex[f(X)5fT>g] + Ex
Z T^
0
d‘Ds g(Xs)

:
Proof. We apply the strong Markov property at time T ^  and then formula (4)
to get
Ex
Z 
0
v(Xs)2 ds

= Ex
Z T^
0
v(Xs)2 ds

+ Ex
Z 
T^
v(Xs)2 ds

=Ex
Z T^
0
v(Xs)2 ds

+ Ex

EXT^
Z 
0
v(Xs)2 ds

=Ex
Z T^
0
v(Xs)2 ds

+
1
2
Ex

EXT^
Z 
0
d‘Ds g(Xs)

+
1
2
Ex[EXT^ [f(X)]]−
1
2
Ex[v(XT^)]
=Ex
Z T^
0
v(Xs)2 ds

+
1
2
Ex
Z 
T^
d‘Ds g(Xs)

+
1
2
Ex[f(X)]− 12Ex[v(XT^)]:
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Moreover, formula (4) directly gives that
Ex
Z 
0
v(Xs)2 ds

=
1
2
Ex
Z 
0
d‘Ds g(Xs)

+
1
2
Ex[f(X)]− 12v(x):
So, we have
v(x) + 2Ex
Z T^
0
v(Xs)2 ds

= Ex[v(XT^)] + Ex
Z T^
0
g(Xs) d‘Ds

:
Now, as X 2 F Px-a.s., the desired result is a consequence of Proposition 4.3.
Proposition 4.5. The function v is C2 on D and is a solution of u= u2 in D.
Proof. Let x 2 D. There exists r > 0 such that B(x; r)D. We set T = infft>0;
Xt 62 B(x; r)g and apply Proposition 4.4 at that stopping time. As T < and ‘D = 0
on [0; T ] Px-a.s., we have
v(x) + 2Ex
Z T
0
v(Xs)2 ds

= Ex[v(XT )]
which is the equation of Le Gall (1994b, Theorem 4.2) as X is a standard Brownian
motion on [0; T ]. So, Corollary 4:3 of Le Gall (1994b) applies.
Theorem 4.6. If v 2 C1( D); then v is a strong solution of problem ND(f; g).
Proof. Propositions 4.5 and 4.3 show that the rst three conditions of ND(f; g) are
satised. It remains to prove that @v=@n= 2g on Fc.
Let x 2 D and let T be a bounded stopping time such that T6 Px-a.s. We apply
the optional stopping theorem to the martingale of Proposition 2.8 with ’= v:
Ex[v(XT )]− v(x)− 12Ex
Z T
0
v(Xs) ds

+
1
2
Ex
Z T
0
@v
@n
(Xs) d‘Ds

= 0:
This gives, as v= 4v2 on D,
Ex[v(XT )]− v(x)− 2Ex
Z T
0
v(Xs)2 ds

+
1
2
Ex
Z T
0
@v
@n
(Xs) d‘Ds

= 0:
Now, by Proposition 4.4,
Ex[v(XT )]− v(x)− 2Ex
Z T
0
v(Xs)2 ds

+ Ex
Z T
0
g(Xs) d‘Ds

= 0:
So, we have, for every x 2 D and every bounded stopping time T6,
Ex
Z T
0

1
2
@v
@n
(Xs)− g(Xs)

d‘Ds

= 0: (6)
Now, let x 2 Fc and suppose that @v=@n(x)−2g(x)> 0. We consider the stopping time
T = inf

t > 0 jXt 2 Fc and @v@n (Xt)− 2g(Xt)60

^  ^ 1:
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Owing to the continuity of @v=@n and g and the regularity of @D, we have that Px-a.s.
T > 0 and ‘DT > 0, and so
Ex
Z T
0

1
2
@v
@n
(Xs)− g(Xs)

d‘Ds

> 0
which contradicts formula (6).
4.2. Weak solutions
In general, we cannot prove that v 2 C1( D) and so cannot apply Theorem 4.6
to obtain a strong solution of problem ND(f; g). That is why we will consider now
weak solutions.
Let u be a strong solution of problem ND(f; g) and ’ 2 C2(D) \ C1( D) such that
’ is bounded on D. Then, by the Green formula, we haveZ
D
u(x)’(x) dx − 4
Z
D
u(x)2’(x) dx
=
Z
@D
@’
@n
(y)u(y) (dy)−
Z
@D
’(y)
@u
@n
(y) (dy)
as u= 4u2 on D.
Now, suppose that ’ = 0 on F and @’=@n = 0 on Fc. Then, using the boundary
conditions for u, we haveZ
D
u(x)’(x) dx − 4
Z
D
u(x)2’(x) dx
=
Z
F
@’
@n
(y)f(y) (dy)− 2
Z
Fc
’(y)g(y) (dy):
This leads to the following denition.
Denition 4.7. We set
S=

’2C2(D)\C1( D) s:t: ’ is bounded on D; ’= 0 on F; @’
@n
=0 on Fc

the set of test functions.
We say that u is a weak solution of problem ND(f; g) if u is bounded and continuous
on Dn@F and if, for every test function ’ 2S, we haveZ
D
u(x)’(x) dx − 4
Z
D
u(x)2’(x) dx
=
Z
F
@’
@n
(y)f(y) (dy)− 2
Z
Fc
’(y)g(y) (dy):
As @F is @-polar for the reecting Brownian motion, X 2 F a.s.
Proposition 4.8. The function v is continuous on Dn@F .
Proof. Proposition 4.5 gives the continuity of v on D. Moreover, Proposition 4.3 and
the continuity of f give the continuity of v on F. Now, let x0 2 Fc. As Fc is an
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open set of @D, there exists a ball B of Rd, centered at x0, such that B \ F = ;. For
x 2 B \ D, we have, by Proposition 4.4, for every t > 0,
v(x) = Ex[f(X)5ft>g] + Ex
Z t^
0
d‘Ds g(Xs)

− 2Ex
Z t^
0
v(Xs)2 ds

+ Ex[v(Xt)5ft<g]
= Ex[f(X)5ft>g] + Ex
Z t^
0
d‘Ds g(Xs)

− 2Ex
Z t^
0
v(Xs)2 ds

− Ex[v(Xt)5ft>g] + Ex[v(Xt)]:
Then, as f; g and v are bounded, all the terms but the last one converge to 0 as
t goes to 0, uniformly in x 2 B \ D, and, by Proposition 2.3, for xed t > 0, the last
term is continuous on B \ D.
We can be even more precise near F if f is Holder.
Proposition 4.9. Suppose f is Holder of index > 0. Then; there exists two positive
constant K and  such that; for every x 2 F and every y 2 D such that jx − yj< 1;
jv(y)− f(x)j6K jy − xj:
Proof. Let x 2 F and y 2 D. Using Eq. (4), we get
jv(y)− f(x)j6 Ey[jf(X)−f(x)j] + Ey
Z 
0
jg(Xs)j d‘Ds

+2Ey
Z 
0
jv(Xs)2jds

6C(Ey[j(X − x)j] + Ey[‘D ] + Ey[])
6C(Ey[j(X − y)j] + jy − xj + Ey[‘D ] + Ey[]):
Let us rst consider the case y 2 @D. Let T be the hitting time of the semi
straight line R−= f(t; 0)2R2; t60g by a planar Brownian motion starting from 1.
A well-known result gives that there exists some constant C3 such that
h(M) = P(T >M)6
C3
M 1=4
:
As F is supposed to be suciently smooth and connected, there exists a ball Br on
the boundary of radius r independent of y included in F and at a distance less than
2d(y; F ) of y. If Tr represents the hitting time of Br by the reecting Brownian motion,
we have, by a scaling argument, that, for every k 2 (0; 2);Py(Tr >d(y; F )k) behaves,
as y tends to a point in F, like h(d(y; F )k−2) (to be more precise, we should separate
the reecting Brownian motion into a normal part and a tangent one to perform the
right computation). So, there exists a constant C4 (depending on D) such that
Py(>d(y; F )2=9)6Py(Tr >d(y; F )2=9)6C4d(y; F )4=9:
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Now,
Ey[] = Ey[56d(y;F )2=9] + Ey[5>d(y; F )2=9 ]
6 d(y; F )2=9 + Ey[2]1=2Py(>d(y; F )4=9)1=2
6Cd(y; F )2=9
using the previous upper bound and Lemma 3.4.
If y 62 @D, let
TD = infft>0 jXt 2 @Dg:
Using the martingale problem for the standard Brownian motion in Rd and the optional
stopping theorem, we have that
dEy[TD] = Ey[jXTD − yj2]:
Now, if P(y; z) is the Poisson kernel of D, we have
Ey[jXTD − yj2] =
Z
@D
(dz)P(y; z)jy − zj2;
where  is the surface measure on @D. Now, let us recall the well-known upper bound
for the Poisson kernel: there exists a constant C5 such that
P(y; z)6C5(y)jz − yj−d;
where (y) = d(y; @D).
Finally, we obtain that there exists a constant C6 such that
Ey[TD]6Ey[jXTD − yj2]6C6d(y; F ):
Now, using the Markov property, we have, for 0<k < 12 ,
Ey[] = Ey[TD] + Ey[EXTD []]
= Ey[TD] + Ey
h
5jXTD−yj6d(y;F )kEXTD []
i
+ Ey
h
5jXTD−yj>d(y;F )kEXTD []
i
6Cd(y; F) + sup
z2@D
d(z; F )62d(y; F )k
Ez[] + CPy(jXTD − yj>d(y; F )k)
using the previous inequalities and Lemma 3.4. Now, the upper bound for y 2 @D and
Markov inequality give
Ey[]6Cd(y; F ) + Cd(y; F )2k=9 + C
Ey[jXTD − yj2]
d(y; F )2k
6Cd(y; F ) + Cd(y; F )2k=9 + Cd(y; F )1−2k
6Cd(y; F )
for some > 0.
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For Ey[‘d ], we use the computations of Lemma 3.5:
Ey[‘D ]6
+1X
n=0
Ey[(‘Dn+1)2]1=2Py(>n)1=26K2
+1X
n=0
(n+ 1)(1− )(n−1)=2Py(>1)1=2;
where = inf z2 D Pz(>1)> 0. Using Markov inequality, we eventually get that there
exists a constant C7 such that
Ey[‘D ]6C7 d(y; F)=2:
Moreover, the martingale problem of Proposition 2.8 applied to function ’(z)= jz−yj2
gives that
jXt − yj2 − dt −
Z t
0
f(Xs) d‘Ds
is a martingale under Py; f representing the normal derivative of ’ on @D. We only
use that it is bounded by a constant independant of y. Applying the optional stopping
theorem at time t ^  and letting t tend to innity, we obtain that
Ey[jX − yj2]6C(Ey[] + Ey[‘D ]):
Now, Holder inequality and the previous upper bounds give the desired result.
Theorem 4.10. If f is Holder; then v is a weak solution of problem ND(f; g).
Proof. We already know that v is continuous. It remains to prove the integral formula.
Let ’ 2S. Then, by Proposition 2.8, we have, for every t>0,
Ex[’(Xt)]− ’(x) = 12Ex
Z t
0
’(Xs) ds

− 1
2
Ex
Z t
0
@’
@n
(Xs) d‘Ds

:
Multiplying by v and integrating on D, we getZ
D
v(x)[Ex[’(Xt)]− ’(x)] dx
=
1
2
Z t
0
ds
Z
v(x)Ex[’(Xs)] dx − 12
Z
D
v(x)Ex
Z t
0
@’
@n
(Xs) d‘Ds

dx:
Now, by Proposition 2.2, we obtainZ
D
’(x)[Ex[v(Xt)]− v(x)] dx
=
1
2
Z t
0
ds
Z
D
’(x)Ex[v(Xs)] dx − 12
Z
D
v(x)Ex
Z t
0
@’
@n
(Xs) d‘Ds

dx
=
1
2
Z
D
dx’(x)
Z t
0
ds Ex[v(Xs)]− 12
Z
D
v(x)Ex
Z t
0
@’
@n
(Xs) d‘Ds

dx:
But, Proposition 4.4 gives
Ex[v(Xt)]− v(x) = Ex[v(Xt)5ft>g]− Ex[f(X)5ft>g]
−Ex
Z t^
0
g(Xs) d‘Ds

+ 2Ex
Z t^
0
v(Xs)2 ds

:
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Then, plugging that equality in the last formula and dividing by t leads toZ
D
’(x)
1
t
Ex[(v(Xt)− f(X))5ft>g] dx
−
Z
D
dx ’(x)
1
t
Ex
Z t^
0
g(Xs) d‘Ds

+ 2
Z
D
’(x)
1
t
Ex
Z t^
0
v(Xs)2 ds

dx
=
1
2
Z
D
dx’(x)
1
t
Z t
0
ds Ex[v(Xs)]− 12
Z
D
dx v(x)
1
t
Ex
Z t
0
@’
@n
(Xs) d‘Ds

:
Before taking limits as t tends to 0, we must prove the following lemmas.
Lemma 4.11. For every bounded function  on D and every bounded continuous
function  on D;
lim
t!0
Z
D
dx (x)
1
t
Ex
Z t
0
ds  (Xs)

=
Z
D
ds (x) (x):
Lemma 4.12. For every bounded function  on D and every bounded continuous
function  on D;
lim
t!0
Z
D
dx (x)
1
t
Ex
Z t^
0
ds  (Xs)

=
Z
D
ds (x) (x):
Proof. Let us compute
Z
D
dx (x)
1
t
Ex
Z t
0
ds  (Xs)

−
Z
D
dx (x)
1
t
Ex
Z t^
0
ds  (Xs)

6
Z
D
dx j(x)j1
t
Ex
Z t
t^
j (Xs)j ds

=
Z
D
dx j(x)j1
t
Ex
Z t
t^
j (Xs)5ft>gj ds

6C
Z
D
dx Px(t>):
This last term tends to 0 as t tends to 0 by dominated convergence.
Lemma 4.13. For every continuous function  on D and every continuous function
 on @D;
lim
t!0
Z
D
dx (x)
1
t
Ex
Z t
0
 (Xs) d‘Ds

=
Z
@D
(dy)(y) (y):
Proof. By Proposition 2.5 and Fubini’s theorem, we haveZ
D
dx (x)
1
t
Ex
Z t
0
 (Xs) d‘Ds

=
Z
D
dx (x)
1
t
Z t
0
ds
Z
@D
 (y)p(s; x; y)(dy)
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=
Z
@D
(dy) (y)
1
t
Z t
0
ds
Z
D
dx (x)p(s; x; y)
=
Z
@D
(dy) (y)
1
t
Ey
Z t
0
ds (Xs)

:
This term tends to
R
@D (dy)(y) (y) as t goes to 0.
Lemma 4.14. For every function  2S and every continuous function  on @D;
lim
t!0
Z
D
dx (x)
1
t
Ex
Z t^
0
 (Xs) d‘Ds

=
Z
@D
(dy)(y) (y):
Proof. Let us compute
Z
D
dx (x)
1
t
Ex
Z t
0
 (Xs) d‘Ds

−
Z
D
dx (x)
1
t
Ex
Z t^
0
 (Xs) d‘Ds

6
Z
D
dx j(x)j1
t
Ex

5ft>g
Z t
t^
j (Xs)j d‘Ds

6C
Z
D
dx j(x)j1
t
Ex

5ft>g(‘Dt − ‘D )

6C
Z
D
dx j(x)j 1p
t
Px(t>)1=2
by Proposition 2:6 and Cauchy{Schwarz inequality:
Let (x) = d(x; @D). We have
Px(t>)6P0

sup
06s6t
jBsj>(x)

6C

(x)p
t
d−2
e−(x)
2=2t
which proves that
lim
t!0
1p
t
Px(t>)1=2 = 0:
As D is a domain of class C2, there exists r > 0 such that, for every z 2 @D, there
exists a ball of radius r containing z and included in D. Let Dr be the set of such
domains. Let us also denote fx : z 7! (z − x).
First, let us suppose that d(x; F)< 2=r. We will denote here by PDx the law of the
reecting Brownian motion in D starting at x. We have
PDx

sup
06s6t
jXs − xj>d(x; F)

= Pf
1=d(x; F)
x (D)
x
 
sup
06s6t=d(x; F)2
jXs − xj>1
!
6 sup
D02D2
x2D0
PD
0
x
 
sup
06s6t=d(x; F)2
jXs − xj>1
!
:
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And,
1p
t
Px(t>)1=26
1p
t
PDx

sup
06s6t
jXs − xj>d(x; F)
1=2
6
1
d(x; F)
d(x; F)p
t
sup
D02D2
x2D0
PD
0
x
 
sup
06s6t=d(x; F)2
jXs − xj>1
!1=2
:
It is then easy to see that the function
u 7! 1
u
sup
D02D2
x2D0
PD
0
x

sup
06s6u
jXs − xj>1

is continuous, tends to 0 as u tends to 0 and to +1 and hence is bounded on (0;+1).
So, if d(x; F)< 2=r, there exists a constant C8 such that
1p
t
Px(t>)1=26
C8
d(x; F)
:
For d(x; F)>2=r, the Markov property shows that
1p
t
Px(t>)1=2
is bounded by a constant independent of x and t.
As  is C1 on D and vanishes on F; (x)6Kd(x; F). The result then follows from
Lebesgue’s theorem.
Lemma 4.15. For every function  2S; we have
lim
t!0
Z
D
dxj(x)j1
t
Ex[jv(Xt)− f(X)j5ft>g] = 0:
Proof. First, let us compute for every x 2 F using Proposition 4.9
Ex[jv(Xt)− f(x)j]
=Ex[jv(Xt)− f(x)j5fjXt−xj61g] + Ex[jv(Xt)− f(x)j5fjXt−xj>1g]
6C(Ex[jXt − xj] + Px(jXt − xj> 1)):
Let g(y) = jy − xj. Let us compute
Ex[g(Xt)] =
Z
D
dyp(t; x; y)g(y)
=
Z
D
dyp(t; y; x)g(y);
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by symmetry of the function p(t; ; ). Then, using the decomposition of Proposition
2.1, we have, on the one hand,Z
D
dy g(y)p0(t; y; x)6C
Z
D
dy g(y) ~p(at; y; x)
= CEx[g(Bat)]
6Ct=2
using a scaling argument.
On the other hand, we haveZ
D
dy g(y)p1(t; y; x) =
Z
D
dy g(y)
Z t
0
du
Z
D
dz p0(t − u; y; z)q(u; z; x)
=
Z t
0
du
Z
D
dz q(u; z; x)
Z
D
dy g(y)p0(t − u; y; z)
6
Z t
0
C dup
u
= 2C
p
t
if t61.
Furthermore, observe that Px(jXt − xj> 1) is exponentially small as t ! 0.
So, this computation and the Markov property show that it suces to prove that
lim
t!0
Z
D
dxj(x)jt=2−1Px(t>) = 0
which is done using the same arguments as in the previous proof.
These limits nally give
−
Z
@D
(dy)’(y)g(y) + 2
Z
D
’(x)v(x)2 dx
=
1
2
Z
D
dx’(x)v(x)− 1
2
Z
@D
(dy)v(y)
@’
@n
(dy):
The boundary conditions for ’ end the proof.
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