We prove the existence results for second-order impulsive differential equations on time scales with antiperiodic boundary value conditions in the presence of classical fixed point theorems.
Introduction and Preliminaries
Many evolution processes are characterized by the fact that at certain moments of time they experience a change of state abruptly. Consequently, it is natural to assume that these perturbations act instantaneously, that is, in the form of impulses. It is known that many biological phenomena involving threshold, bursting rhythm models in medicine and biology, optimal control models in economics, pharmacokinetics, and frequency modulated systems do exhibit impulse effects. The branch of modern applied analysis known as "impulsive" differential equations provides a natural framework to mathematically describe the aforementioned jumping processes. The reader is referred to monographs 1-4 and references therein for some nice examples and applications to the above areas.
The study of dynamic equations on time scales goes back to Stefan Hilger 5 . Now it is still a new area of fairly theoretical exploration in mathematics. In the recent years, there has been much progress on the qualitative properties of dynamic systems on time scales, see 6, 7 . However, there is not so much work on antiperiodic boundary value problems for differential equations on time scales except that in 8 by Cabada In 9-12 , the authors studied antiperiodic boundary value problem for ordinary differential equations without impulses, while in 13-18 the authors considered antiperiodic boundary value problem for impulsive differential equations. In this paper, we study two types of second-order impulsive 2 Advances in Difference Equations differential equations with antiperiodic boundary value conditions on time scales. Firstly, we use Schauder's fixed point theorem to study the existence results of the following boundary value problem:
1.1
Secondly, we employ Schaefer's fixed point to investigate the following antiperiodic boundary value problem on time scales:
1.2
We assume throughout this paper that
. , m . We should mention that 1.1 , 1.2 are more general than equations considered in 13, 18 since f, J both contain x and its derivative. So our result is still new even when 1.1 , 1.2 reduce to equations studied in 13, 18 . The paper is organized as follows. In Section 2 we present the expression of Green's functions of related linear operator in the space of piecewise continuous functions. Section 3 contains the main results of the paper and is devoted to the existence of solutions to 1.1 and 1.2 .
To understand the concept of time scales and the above notation, some definitions are useful.
A time scale is an arbitrary nonempty closed subset of the real numbers. Throughout this paper, we will denote a time scale by the symbol T. And the forward and backward jump operators σ, ρ : T → T are defined by σ t inf{s ∈ T : s > t}, ρ t sup{s ∈ T : s < t}, 
where a, b ∈ T with a < ρ b .
Definition 1.1.
A vector function f : T → R n is rd-continuous provided that it is continuous at each right dense point in T and has a left-sided limit at each left dense point in T. The set of rd-continuous functions f : T → R n will be denoted in this paper by C rd T C rd T, R n .
Definition 1.2.
Assume f : T → R is a function and let t ∈ T k . Then we define f Δ t to be the number provided it exists with the property that given any ε > 0 there exists a neighborhood U of t i.e., U t − δ, t δ ∩ T for some δ > 0 such that
We call f Δ t the delta or Higher derivative of f at t.
Theorem 1.4 existence of antiderivatives . Every rd-continuous function has an antiderivative.
In particular if t 0 ∈ T, then F defined by
is an antiderivative of f.
We assume that for f t k , x, y : lim t → t k f t, x, y and f t
In order to define a solution of 1.1 and 1.2 , we introduce and denote the Banach space PC 0, T , R n by
u is left continuous at t t k , the right-hand limit u t k exists 1.8
with the norm u PC : sup t∈ 0,T u t where · is the usual Euclidean norm and ·, · will be the Euclidean inner product.
In a similar fashion to the above, define and denote the Banach space
with the norm u PC 1 : sup t∈ 0,T { u t PC , u Δ t PC }. The following fixed point theorem is our main tool to prove the existence of at least one solution to 1.2 . ii the set S : {x ∈ X, x λAx, λ ∈ 0, 1 } is unbounded.
Expression of Green's Function
In this part, we present the expression of Green's functions for second-order impulsive equations with antiperiodic conditions.
Lemma 2.1. For any
h t ∈ PC 0, T , R n , x t solves −x ΔΔ h t , t ∈ 0, T \ Ω, x t k x t k I k x t k , x Δ t k x Δ t k J k x t k , x Δ t k , k 1, 2, . . . , m, x 0 −x σ T , x Δ 0 −x Δ σ T ,
if and only if x t is the solution of integral equation
H Proof. Assume x t is a solution of 2.1 . Then by integrating −x ΔΔ h t , t / t k , k 1, 2, . . . , m step by step from 0 to t we have
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Substituting 2.3 into 2.4 , we obtain
2.5
By
we have from 2.3 that
Note that x 0 −x σ T , x t k x t k I k x t k and 2.6 . It then follows from 2.4 that
2.7
Then we substitute 2.6 , 2.7 into 2.5 to obtain 
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Compute straightforwardly to get
2.13
Similarly,
2.14
Thus, the proof is completed.
By Lemma 2.1, we have for every
t ∈ 0, σ T max t,s ∈ 0,σ T × 0,T |G t, σ s | ≤ 3 4 σ T . 2.15 If t σ 2 T > σ T , then G σ 2 T , σ s ≤ 1 4 σ T 2σ 2 T .
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Therefore we have the upper bounds
2.17
Recall that a mapping between Banach spaces is compact if it is continuous and carries bounded sets into relatively compact sets.
Lemma 2.2. Suppose that
f : 0, T × R n × R n → R n , I k : R n → R n , and J k : R n × R n → R n are continuous. Define an operator A : PC 1 0, σ 2 T , R n → PC 1 0, σ 2 T , R n as Ax t : σ T 0 G t, σ s f s, x s , x Δ s Δs m k 1 H t, t k I k x t k − m k 1 G t, t k J k x t k , x Δ t k ,
where G t, s and H t, s are as given in Lemma 2.1. Then A is a compact map.
Proof. From 2.10 we know
2.19
Then the continuality of f, I k , J k implies A is a continuous map from PC J, R n to PC J, R n . On the other hand, for any bounded subset
is also a bounded subset of PC J, R n . Deducing in a similar way as proving 20, Lemma 2.4 , we have A is a compact map.
Proof. It can be easily obtain from Lemma 2.1, and we omit the proof here.
Main Results
In this section, we prove the existence results for 1.1 , 1.2 in presence of Schauder's fixed point theorem and Schaefer's fixed point theorem, respectively. 3.1
where
Proof. By Lemma 2.2 it is sufficient to show that A has at least one solution in
3.4
By 3.1 we can choose a positive number N such that
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Similarly, there exist positive constants M k , M k , k 1, 2, . . . , m such that
It then follows by 2.17 , 2.18 , 3.6 -3.9 that
is a constant. Similarly, we can prove that
Consequently, by 3.10 and 3.12 we have
where 
3.16
We now go on to study the existence results for 1.2 . We should mention that the idea used in the following theorem is initiated by Tisdell 21, 22 .
3.18
where · is the Euclidean inner product. Then 1.2 has at least one solution.
Proof. Consider the mapping
where are bounded a priori, with the bound being independent of λ. With this in mind, let x t be a solution of 3.22 . Note that x t is also a solution to
3.23
On one hand, we see that for λ ∈ 0, 1
3.24
On the other hand, by the antiperiodic boundary condition we have
It therefore follows that
Consequently, 
3.27
Differentiating both sides of 3.11 , we can easily have 
3.29
Thus we have by 3.18 that
3.30
Then the proof is completed. 
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