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Abstract
We experimentally demonstrate a dipolar polariton based electric field sensor. We tune and
optimize the sensitivity of the sensor by varying the dipole moment of polaritons. We show polariton
interactions play an important role in determining the conditions for optimal electric field sensing,
and achieve a sensitivity of 0.12 V m−1 Hz−0.5. Finally we apply the sensor to illustrate that
excitation of polaritons modify the electric field in a spatial region much larger than the optical
excitation spot.
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Due to their interacting nature, microcavity polaritons have been extensively researched
in the context of quantum fluids of light[1]. Polaritons have also been utilized to demonstrate
novel optoelectronic devices such as parametric amplifiers[2], all optical transistors[3, 4],
resonant tunneling diodes[5], and all optical phase shifters[6]. In an alternate application,
we demonstrate that polaritons with a large permanent electric dipole moment (dipolar
polaritons) are also sensitive electric field detectors. The detection principle relies on changes
in the reflected optical power of a resonant laser upon the application of an electric field,
which changes the transition energy of the dipolar polaritons. The resulting sensor, in
principle, is fast, responds to changes in the electric field within the polariton lifetime,
its sensitivity is tunable by changing the dipole moment of polaritons, and its ultimate
performance is determined by the interactions among polaritons. Such a sensor is suited to
optical detection of local electric fields that are within the sample. These electric fields could
be created by other optically accessible excitations (e.g. indirect excitons[7, 8]) or could be
due to excitations that are optically inaccessible, for example dark excitons[9], and electric
charges. The sensitivities that we achieve are sufficient to detect such particles far from the
optical probing spot.
We realize polaritons that have an electric dipole moment by non-perturbatively coupling
cavity photons with direct excitons (DX) and indirect excitons (IX) in an In0.04Ga0.96As
coupled quantum well (QW) structure[10, 11]. Electron tunneling between the two QWs
facilitates coherent coupling between IX and DX states. By embedding such structures in
a planar cavity dipolar polaritons are formed. We focus on the lowest energy polaritons
(lower polariton, LP) for sensing, and thus take advantage of the large electric dipole of
indirect excitons (dipole length d ∼ 29 nm) as well as the narrow linewidth (Γ ∼ 50 µeV,
FWHM) and the high optical reflection contrast of cavity photons. The change of the
net growth direction electric field (∆E) at the polariton location leads to a change in the
polariton transition energy ∼ ed∆E, where e is the electron charge, which in turn changes
the reflected power of a laser that is nearly resonant with the polariton transition. We use
this simple concept to realize the polariton electric field sensor.
The sample structure used in this Letter is illustrated in Figure 1(a). The coupled QW
structure resides in a p−i−n diode, and we bias the diode with a DC potential (VDC) as
well as a small AC potential (VAC). The diode bias changes the relative detunings between
the different exciton levels, hence with VDC we can tune the dipole moment, ed, of the
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polariton resonances. Figure 1(c) illustrates this for the LP, where the dipole length of the
LP transition is tuned from d = 0 nm at VDC = 9.9 V to d = 2 nm at VDC = 8.5 V. We
use a sinusoidal AC potential to create a field to be sensed (EAC). The resulting controlled
sub-linewidth (edEAC  Γ) oscillating electric field is used to characterize performance and
limits of the polariton electric field sensor. The oscillating field allows us to reduce the
effects of low frequency noise that is present in our setup. A plot of the amplitude of the
change in the reflected optical power at the modulation frequency (that we call ∆R) as a
function of laser frequency is shown in Figure 1(d). As expected, ∆R signal is maximal at
the points where the reflection signal has the highest derivative with respect to the laser
frequency. We next characterize the sensitivity of the detector.
The sensitivity (η) is defined as the minimum detectable field that yields a signal-to-noise
ratio of unity for 1 second of integration [12]. To estimate the sensitivity we record a time
trace of ∆R at each laser detuning for a duration of 1 ms. This 1 ms interval is broken
in to sub intervals of length τ = 50 µs (integration time). We determine ∆R for each of
these sub intervals and record the value. We then calculate the standard deviation of ∆R
within the 1 ms duration which gives us a signal to noise ratio for τ = 50 µs. We use
the fact that standard deviation of ∆R scales as τ−1/2 (see the Supplemental Material) to
find the the signal-to-noise ratio for τ = 1 s. We use this inferred signal to noise ratio
to determine the experimental sensitivity (η). The experimental sensitivity for the dataset
shown in Figure 1(c) is illustrated in Figure 2(c). Figure 2(a)&(c) illustrates the maximum
|∆R| and the best sensitivity occurs at the optimal VDC = 8.6 V.
To better understand the existence of an optimum VDC for the sensitivity, we note that
for a shot noise limited linear sensor with a Lorentzian lineshape the sensitivity is given by
(see Supplemental Material):
η =
Γ
√
1− C/2
Ced
√
P
(1)
where Γ is the linewidth, C is the reflection contrast, P is the optical power in photons/s
and we assumed a laser – LP detuning of ±Γ/2. All of the parameters in this expression
are measured independently for each VDC and we plot the expected sensitivity (with no
additional fit parameters) along with the the experimental sensitivity in Figure 2(c). The
two are in close agreement and they both exhibit an optimum sensitivity around VDC = 8.6
V. The optimum in the sensitivity is due to the trade off between the increase in the dipole
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Figure 1. (a) Schematic of the experimental setup and the sample structure. Sample is held
at ∼ 10 K inside a flow cryostat. The coupled quantum well (QW) structure is located at an
anti-node of a planar cavity that is formed between two distributed Bragg reflectors (DBRs). We
treat polaritons within the 10 µm optical excitation spot spot as a single mode. (b) White light
reflection spectrum as a function of VDC. Three polariton branches: lower (LP), middle (MP) and
upper (UP) are visible in the reflection spectrum (purple dashed lines) and the inferred energies
of the cavity mode (C), IX and DX transitions are shown as gray dashed lines. (c) Laser reflection
spectrum for the LP as a function of VDC with 200 nW laser power. The vertical axis shows the
laser frequency; 1.45989 eV shown as 0 eV. (d) In blue (right axis), line cut of (c) at VDC = 8.78 V.
In red (left axis) ∆R, amplitude of the reflected power oscillating at the same frequency (76.226
kHz, 2 mVp-p) as the sub-linewidth modulation.
moment and the decrease in contrast as illustrated in Figure 2(b). The increase in the
dipole moment necessitates an increase in the exciton content of polaritons, that introduces
non-radiative decay channels [13, 14], which reduces the reflection contrast and increases
the polariton linewidth. Changes in VDC also lead to measurable, yet small, changes in the
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Eq. 1
Figure 2. (a) Plot of ∆R (a.u.) as a function of laser frequency (1.45989 eV shown as 0 eV)
and VDC under same conditions as Figure 1(c)-(d). (b) Dipole moment (left axis, purple line)
and reflection contrast (right axis, green line) extracted from Figure 1(c). The reflection contrast
decreases as the dipole moment of the LP mode increases. (c) Experimental sensitivity as a function
of VDC. For each value of VDC we pick the detuning that yields the best sensitivity. For evaluation
of Eq. 1 we use the experimentally determined values for reflection contrast and dipole moment
shown in (b), the linewidth extracted from Figure 1(c) and detected power P in photons per second.
polariton linewidth (see Supplemental Material). Eq 1 predicts better sensitivites than what
is measured: this difference is due to the additional noise from the detector, effects of slow
variations in the resonance condition (see Supplemental Material), and laser induced electric
field noise. We come back to the last point later in the text. This optimum is the central
result of our work and it shows both the dipolar character and high reflection contrast is
necessary to achieve good sensitivites. In particular at the optimum point with 200 nW of
incident power, an electric field sensitivity of 0.26 V m−1 Hz−0.5 is achieved.
We next explore the effect of incident optical power on our sensor. To better illustrate the
effects of higher optical power, we choose a higher modulation frequency (1.750181 MHz), a
different gain setting on the photodiode, and VDC = 9.8 V with weaker polariton interactions.
These changes lead to an initial worse sensitivity for Figure 3 as compared to Figure 2.
Figure 3(a) shows |∆R| as a function of laser frequency for three powers. At higher powers
the polariton resonance blue shifts, and the lineshape becomes non-lorentzian [11, 15, 16].
Because of the blueshift, the frequency that yields the best sensitivity changes as a function
of power. In addition, at higher powers, an asymmetry in the magnitude of |∆R| develops
between the blue and red sides of the resonance. As shown in Figure 3(b), |∆R| at the
optimal frequency for sensitivity at a given power, increases super-linearly on the blue side,
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Figure 3. (a) Change of |∆R| vs laser frequency (1.46065 eV shown as 0 eV) for different laser
powers. Measurements performed for 1.4 ms intervals with τ = 50 µs. The solid dots indicate the
frequency with the best sensitivity at a given power for blue and red detunings. (b) Plot of |∆R|
as a function of laser power at the laser frequency that yields the best sensitivity for each laser
power. Red (blue) lines indicate red (blue) detuning relative to the polariton resonance. Linear
fits to data ≤ 20 µW are shown as dashed lines. (c) Standard deviation of ∆R as a function of
laser power. The blue and red lines are for the same laser frequencies as in (b). Green line is
measured at a relative laser frequency of -180 µeV (far red detuned). The dashed lines are a fit to
√
A2 +B2P the expected standard deviation for detector noise and shot noise. For red and blue
curves we fit data points ≤ 40 µW. (d) Measured sensitivities as a function of laser power. Red
and blue solid lines are experimental data measured at the same optimal laser frequencies as in
(b). Red and blue dashed lines are the expected sensitivity based on the low power behaviour,
shown as dashed lines in (b) and (c). Black dashed line is our best-case estimate for detector and
shot noise limited sensitivity.
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whereas it increases sub-linearly on the red side. The green dashed line in Figure 3(c)
illustrates a typical plot of the intensity noise as a function of power in the setup: it is
measured as the standard deviation of ∆R at the laser frequency of −180 µeV (far red
detuned). It shows the typical power scaling expected of shot noise with sizeable detector
noise. The measured noise at laser frequencies that yield the best sensitivities are above this
noise level for powers > 1 µW. At powers higher than 40 µW, the blue detunings exhibit
more noise compared to red detunings.
Combination of these observations imply that the sensitivity of the polariton sensor de-
viates from the ∝ P−0.5 power scaling in Eq. 1. The major difference is the saturation of the
sensitivity at high powers, observable in Figure 3(d) for both blue and red detunings above
50 µW. The second difference is, for blue detunings, the sensitivity is better compared to
the prediction of the linear model based on the low power behaviour (shown in blue dashed
lines in Figures 3(b)-(d)) for the power range 20 - 50 µW. We do emphasize that, even with
this improvement, the sensor performs poorer compared to a best case sensitivity estimate
shown as the black dashed line. This base case estimate is calculated with standard devi-
ation estimated from the green dashed curve on Figure 3(c) and |∆R| estimated from the
blue dashed curve on Figure 3(b).
At high powers, such as those used in Figure 3, polariton interactions lead to a number
of rich, nonlinear, phenomena that lead to deviations from the linear model used to derive
Eq. 1. The power range used in Figure 3 is slightly below the threshold for reaching one such
phenomenon, optical bistability[15, 17]. Within this power range we expect drastic changes
in the lineshape, as well as significant changes in the intensity noise of the reflected light[16–
18]. In terms of electric field sensing, changes in the lineshape lead to the super-linear
(and sub-linear) increases of |∆R| with power, and increased fluctuations in intensity of the
detected light lead to increase in the standard deviation of ∆R and the eventual saturation
of sensitivity with power. Ultimately the interactions limit the power range that can be
utilized with polaritons, hence the sensitivity that can be achieved. In the results presented
in Figure 3 there is significant noise in excess of the fundamental noise limit imposed by
polariton interactions. We next turn our attention to laser induced electric noise that is
ubiquitous in structures such as our sample[11, 19].
We utilize the polariton sensor to demonstrate an unexpected property of the laser in-
duced electric field, namely that it has an influence on a length scale that is much larger than
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the excitation spot. We pick two spots on our sample that are separated by l. Polaritons
on one spot (probe) are used as electric field sensors. We vary the conditions for exciting
polaritons at a second (pump) spot and record changes in the sensed electric field (at probe)
as a function of these conditions. The schematic of the setup used for this measurements
is shown in Figure 4(a). On the probe spot, we excite polaritons with 200 nW of incident
power and at a fixed laser detuning (+Γ/2). In a first experiment, we vary the photon fre-
quency of the intensity modulated pump laser. A plot of the pump reflection and detected
electric field, for l = 60 µm and l = 176 µm as a function of the pump laser frequency is
shown in Figure 4(b). For both separations, the detected electric field shows three peaks
that correspond to excitation of the three polariton branches at the pump spot. Remarkably
the peak electric field detected is larger when l is larger. At l = 176 µm the excitation of the
MP and at l = 60 µm the excitation of the LP branch create the largest detected electric
field. Due to the cavity wedge that is present in the sample, the relative exciton / cavity
content of the different branches differ at the two pump locations. The MP at l = 176 µm
and the LP at l = 60 µm have the largest cavity contents and narrowest linewidths. Con-
sequently driving these resonances with the most pronounced reflection spectra lead to the
largest number of polaritons. Remarkably other polariton branches that are barely visible
in the reflection spectrum are clearly visible in the detected electric field.
In a second experiment we modulate the pump laser to have a rectangular pulse shape,
tune its energy to the MP resonance and measure the detected electric field at the probe
location as a function of time. As Figure 4(c) demonstrates the sensed electric field exhibits
rise and fall times within µs timescales, which is much longer compared to the polariton
lifetime.
Excitation of polaritons at the pump spot causes changes in the electric field environment
at different length scales. Excitation of dipolar polaritons create localized dipole-like electric
fields, however the observed peculiar spatial dependence rules out dipolar contribution as the
dominant detected field. Similarly we rule out creation of localized charge distributions, say
due to occasional ionization of polaritons[11]. We attribute the dominant sensed electric field
to the changes in the electric potential on the p and n doped layers due to the photocurrent
that flows upon excitation of polaritons (see the Supplemental Material). Concurrently, the
finite rise and fall times measured in Figure 4(c) are attributed to the finite capacitance in
the sample. The exact mechanism that leads to the photocurrent, as well as how to mitigate
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Figure 4. (a) Schematic of the setup used in the pump-probe (two-laser) experiments. We
apply VDC = 8.8 V and using a galvo mirror, the probe laser and pump laser are focused on two
separate spots on the sample. An AOM is used to modulate pump laser’s power either in sinusoidal
waveform (at 76.226 kHz, 100% modulation depth) or a rectangular (3 µs) pulse. The reflection
at both the probe and pump spots is measured simultaneously. (b) Reflected power at the pump
spot (dotted lines left axis) and detected electric field at the probe spot (solid lines right axis) as a
function of pump laser frequency. We show data at the same probe spot for two pump spots with
l = 176 µm (orange) and l = 65 µm (green). Mean pump power is 500 nW. Different polariton
resonances are identified on the electric field plots. Dashed vertical line shows the energy used
for the pulsed experiment shown in (c). (c) Time trace of the reflected power at the pump spot
(l = 176 µm, dashed line left axis) and detected electric field (solid line right axis) for the pump
laser that is modulated to a rectangular pulse shape (3 µs long).
its presence remains an open question. Since the change in the potential occurs over a wide
spatial region, feedback techniques can be used to mitigate such effects, moreover the slow
rise and fall times that are measured suggest pump-probe experiments that probe dynamics
on polariton lifetime would be unaffected by the influence of the photocurrent.
Our experiments demonstrate that polaritons are useful electric field sensors. The sen-
sitivities that we have demonstrated 0.26 V m−1 Hz−0.5 in Figure 2 and 0.12 V m−1 Hz−0.5
shown in Supplemental Material are an order of magnitude better compared to other solid
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state optical electric field sensors such as room temperature nitrogen vacancy center en-
sembles (10 V m−1 Hz−0.5)[20], or cryogenic single quantum dot based electric field sensors
(1-5V m−1 Hz−0.5) [21–23]. The sensitivity is about two orders of magnitude worse compared
to state of the art electric field sensors such as single electron transistors [24, 25], electrome-
chanical resonators [26, 27], and quantum enhanced Rydberg atom ensembles[28] that have
demonstrated electric field sensitivities on the order of 1 mV m−1 Hz−0.5. The fundamental
sensitivity achievable by polariton sensors can be improved, for example, by using state of
the art DBR cavities, by using larger sensing areas and higher optical powers that then
reduce the effective nonlinearity in the system, or by taking advantage of polariton number
squeezing[17, 18].
As demonstrated in this paper, such polariton based electric field sensors are particularly
suited to detecting charge or electric field distributions that are within the p−i−n diode
structure, such as the presence of remote dipolar polaritons. With the sensitivity demon-
strated in this work, the electric field created by ∼ 1500, 2 nm dipoles 15 µm away should
be detectible in 1 s. This opens up possibilities for non-destructive detection of polaritons,
for example in pump-probe experiments, and can be used as probes for the intra-cavity
squeezing of polaritons. Polariton, or dipolar exciton, based sensing layers may be embed-
ded during fabrication in close proximity to detect non trivial charge distributions in 2DEGs
or Van-der-Waals materials[29–31]. Such optical measurements allow for probing µm2 scale
areas with good spatial resolution that are inaccessible with global electrical measurements.
Moreover the polaritons are sensitive to magnetic fields due to the diamagnetic and Zeeman
shifts[32, 33], and based on our results we estimate magnetic field sensitivities on the order
of 100 nT Hz−0.5 with 1 µW of incident power are achievable.
The Authors acknowledge insightful discussions with Hyang-Tag Lim & Young-Wook
Cho. This work is supported by NCCR QSIT and an ERC Advanced investigator grant
(POLTDES).
[1] I. Carusotto and C. Ciuti, Reviews of Modern Physics 85, 299 (2013).
[2] P. G. Savvidis, J. J. Baumberg, R. M. Stevenson, M. S. Skolnick, D. M. Whittaker, and J. S.
Roberts, Physical Review Letters 84, 1547 (2000).
10
[3] D. Ballarini, M. De Giorgi, E. Cancellieri, R. Houdre´, E. Giacobino, R. Cingolani, A. Bramati,
G. Gigli, and D. Sanvitto, Nature Communications 4, 1 (2013).
[4] T. Gao, P. S. Eldridge, T. C. H. Liew, S. I. Tsintzos, G. Stavrinidis, G. Deligeorgis, Z. Hat-
zopoulos, and P. G. Savvidis, Physical Review B 85, 235102 (2012), publisher: American
Physical Society.
[5] H. S. Nguyen, D. Vishnevsky, C. Sturm, D. Tanese, D. Solnyshkov, E. Galopin, A. Lemaˆıtre,
I. Sagnes, A. Amo, G. Malpuech, and J. Bloch, Physical Review Letters 110, 236601 (2013).
[6] C. Sturm, D. Tanese, H. S. Nguyen, H. Flayac, E. Galopin, A. Lemaˆıtre, I. Sagnes, D. Sol-
nyshkov, A. Amo, G. Malpuech, and J. Bloch, Nature Communications 5, 1 (2014).
[7] M. Stern, V. Umansky, and I. Bar-Joseph, Science 343, 55 (2014), publisher: American
Association for the Advancement of Science Section: Report.
[8] A. A. High, J. R. Leonard, A. T. Hammack, M. M. Fogler, L. V. Butov, A. V. Kavokin, K. L.
Campman, and A. C. Gossard, Nature 483, 584 (2012), number: 7391 Publisher: Nature
Publishing Group.
[9] Y. Mazuz-Harpaz, K. Cohen, M. Leveson, K. West, L. Pfeiffer, M. Khodas, and R. Rapaport,
Proceedings of the National Academy of Sciences 116, 18328 (2019), publisher: National
Academy of Sciences Section: Physical Sciences.
[10] P. Cristofolini, G. Christmann, S. I. Tsintzos, G. Deligeorgis, G. Konstantinidis, Z. Hatzopou-
los, P. G. Savvidis, and J. J. Baumberg, Science (2012), 10.1126/science.1219010.
[11] E. Togan, H.-T. Lim, S. Faelt, W. Wegscheider, and A. Imamoglu, Physical Review Letters
121, 227402 (2018).
[12] C. L. Degen, F. Reinhard, and P. Cappellaro, Reviews of Modern Physics 89, 035002 (2017).
[13] A. Delteil, T. Fink, A. Schade, S. Ho¨fling, C. Schneider, and A. I˙mamog˘lu, Nature Materials
18, 219 (2019).
[14] G. Mun˜oz-Matutano, A. Wood, M. Johnsson, X. Vidal, B. Q. Baragiola, A. Reinhard,
A. Lemaˆıtre, J. Bloch, A. Amo, G. Nogues, B. Besga, M. Richard, and T. Volz, Nature
Materials 18, 213 (2019).
[15] A. Baas, J. P. Karr, H. Eleuch, and E. Giacobino, Physical Review A 69, 023809 (2004).
[16] T. Fink, A. Schade, S. Ho¨fling, C. Schneider, and A. Imamoglu, Nature Physics 14, 365
(2018).
[17] T. Boulier, M. Bamba, A. Amo, C. Adrados, A. Lemaitre, E. Galopin, I. Sagnes, J. Bloch,
11
C. Ciuti, E. Giacobino, and A. Bramati, Nature Communications 5, 1 (2014).
[18] J. P. Karr, A. Baas, R. Houdre´, and E. Giacobino, Physical Review A 69, 031802 (2004).
[19] C. Coulson, G. Christmann, P. Cristofolini, C. Grossmann, J. J. Baumberg, S. I. Tsintzos,
G. Konstantinidis, Z. Hatzopoulos, and P. G. Savvidis, Physical Review B 87, 045311 (2013).
[20] J. Michl, J. Steiner, A. Denisenko, A. Bu¨lau, A. Zimmermann, K. Nakamura, H. Sumiya,
S. Onoda, P. Neumann, J. Isoya, and J. Wrachtrup, Nano Letters 19, 4904 (2019).
[21] A. N. Vamivakas, Y. Zhao, S. Fa¨lt, A. Badolato, J. M. Taylor, and M. Atatu¨re, Physical
Review Letters 107, 166802 (2011).
[22] D. Cadeddu, M. Munsch, N. Rossi, J.-M. Ge´rard, J. Claudon, R. J. Warburton, and M. Pog-
gio, Physical Review Applied 8, 031002 (2017).
[23] C. Arnold, V. Loo, A. Lemaˆıtre, I. Sagnes, O. Krebs, P. Voisin, P. Senellart, and L. Lanco,
Physical Review X 4, 021004 (2014).
[24] M. J. Yoo, T. A. Fulton, H. F. Hess, R. L. Willett, L. N. Dunkleberger, R. J. Chichester, L. N.
Pfeiffer, and K. W. West, Science 276, 579 (1997).
[25] M. H. Devoret and R. J. Schoelkopf, Nature 406, 1039 (2000).
[26] A. N. Cleland and M. L. Roukes, Nature 392, 160 (1998).
[27] J. S. Bunch, A. M. v. d. Zande, S. S. Verbridge, I. W. Frank, D. M. Tanenbaum, J. M. Parpia,
H. G. Craighead, and P. L. McEuen, Science 315, 490 (2007).
[28] A. Facon, E.-K. Dietsche, D. Grosso, S. Haroche, J.-M. Raimond, M. Brune, and S. Gleyzes,
Nature 535, 262 (2016).
[29] Y. Shimazaki, I. Schwartz, K. Watanabe, T. Taniguchi, M. Kroner, and A. Imamog˘lu,
arXiv:1910.13322 [cond-mat] (2019), arXiv: 1910.13322.
[30] Y. Tang, L. Li, T. Li, Y. Xu, S. Liu, K. Barmak, K. Watanabe, T. Taniguchi, A. H. MacDonald,
J. Shan, and K. F. Mak, arXiv:1910.08673 [cond-mat] (2019), arXiv: 1910.08673.
[31] E. C. Regan, D. Wang, C. Jin, M. I. B. Utama, B. Gao, X. Wei, S. Zhao, W. Zhao, K. Yu-
migeta, M. Blei, J. Carlstroem, K. Watanabe, T. Taniguchi, S. Tongay, M. Crommie, A. Zettl,
and F. Wang, arXiv:1910.09047 [cond-mat] (2019), arXiv: 1910.09047.
[32] B. Pietka, D. Zygmunt, M. Krol, M. R. Molas, A. A. L. Nicolet, F. Morier-Genoud, J. Szczytko,
J. Lusakowski, P. Zieba, I. Tralle, P. Stepnicki, M. Matuszewski, M. Potemski, and B. De-
veaud, Physical Review B 91, 075309 (2015).
[33] H.-T. Lim, E. Togan, M. Kroner, J. Miguel-Sanchez, and A. Imamog˘lu, Nature Communica-
12
tions 8, 1 (2017).
13
