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2段階の画像生成による
植物病害自動診断システム学習用画像の増強
PPIG: PRODUCTIVE AND PATHOGENIC IMAGE GENERATION





Image-based autonomous diagnosis for plants is a difficult task since plant symptoms are visually subtle.
This subtlety leads to the system overfitting as it sometimes responds to non-essential parts in images such
as background or sunlight conditions. Thus, this causes a significant drop in performance when diagnosing
diseases in different test fields. Several data augmentation methods utilizing generative adversarial networks
(GAN) have been proposed to address this overfitting problem. However, performance improvement is
limited due to the limited variety of generated images. This study proposes a productive and pathogenic
image generation (PPIG) technique, a framework for generating varied and quality plant images to train
the diagnostic systems. In the method, a number of healthy leaf images are generated and the symptomatic
characteristics are added to the leaf part of the generated healthy images.
In this study, we conducted experiments to evaluate PPIG using test images taken in different fields
from the training images, assuming six disease classes of cucumber leaves. The proposed PPIG can gen-
erate natural-looking, healthy and disease images, and data augmentation using these images effectively
improved the robustness of the diagnostic system.





















































a) Bulk production phase
病害に侵された葉は，元の健康な状態の葉から変化が








X および Y をそれぞれ健全葉画像，病害葉画像のド
メインとし，葉画像 x ∈ X, y ∈ Y を AOP に入力し，
背景がマスクされた画像 Sx, Sy を得る．画像変換モデ
ルは，双方向の generator (G : X → Y , F : Y → X)
と discriminator (DX , DY )をもつ．Generator Gの学
習時には, discriminator DY は生成画像 x′ = G(x) が
本物の画像 yi ∈ Y であるかどうかを識別する．同時
に，F とそれに対応する discriminator DX は，生成画
像 y′ = F (y) が本物の画像 xi ∈ X であるかどうかを識




















ここで x′s = Sx⊙x′, y′s = Sy⊙y′ であり，xs = Sx⊙x,
ys = Sy ⊙ y は x ∈ X, y ∈ Y をマスクした画像である.


































































































































の 5 種の病害感染葉 (cucurbit chlorotic yellow virus
(CCYV), melon yellow spot virus (MYSV), zucchini
yellow mosaic virus (ZYMV), corynespora leaf spot
(CLS), powdery mildew (PM): ) および健全葉の画像
を使用した．使用した画像の枚数を Table 1に示す．各
画像は 512×512 pix. にリサイズした．識別器として以
下の条件で EfficientNet-b1 [12] をそれぞれ学習し，性
能を比較した．
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Healthy CCYV MYSV ZYMV CLS PM Macro avg. Micro avg.
Baseline 65.3 76.9 62.1 82.5 52.9 59.2 66.5 71.5
+ CycleGAN 65.1 77.7 64.0 86.2 53.8 66.4 68.9 74.3
+ Pathogenic phase 67.1 79.9 64.4 84.5 59.4 73.4 71.4 75.4
(Proposed) + PPIG (×1.5) 69.5 76.2 66.5 92.1 53.5 76.7 72.4 78.5
(Proposed) + PPIG (×2) 75.1 75.3 73.2 92.5 59.3 79.9 75.9 81.2
(Proposed) + PPIG (×3) 76.0 76.3 72.2 92.7 55.5 79.5 75.4 81.1
(Proposed) + PPIG (×4) 75.9 75.1 71.9 92.3 57.1 79.8 75.3 80.8
• Baseline Table 1に示した学習用画像 53,045枚
を使用した．















して RandAugment [13] を適用した．この際，適用す





















Fig. 3: (a): 本物の CCYV (b): 生成された CCYV (c),













また，PPIG を用いた場合の CCYV に対する F1-
score は，baseline よりも低かった．ここで，Fig.3 に
本物の CCYV，生成された CCYV，PPIG(×2)データ
セットで学習した識別器が正しくもしくは誤って識別
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