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ALTERNATINGLY INCREASING PROPERTY AND
BI-GAMMA-POSITIVITY OF POLYNOMIALS
SHI-MEI MA, JUN MA, AND YEONG-NAN YEH
Abstract. A polynomial p(z) of degree d is alternatingly increasing if and
only if it can be decomposed into a sum p(z) = a(z) + zb(z), where a(z)
and b(z) are symmetric and unimodal polynomials with deg a(z) = d and
deg b(z) ≤ d − 1. We say that p(z) is bi-gamma-positive if a(z) and b(z) are
both gamma positive. In this paper, we present a unified elementary proof of
the bi-γ-positivity of several polynomials that appear often in algebraic, topo-
logical and geometric combinatorics, including q-Eulerian polynomials of types
A and B, descent polynomials of multipermutations and signed multipermu-
tations, Eulerian and derangement polynomials of colored permutations. As
an application, we get that these polynomials are all alternatingly increasing.
1. Introduction
1.1. Alternatingly increasing property.
Let f(x) =
∑n
i=0 fix
i be a polynomial with nonnegative coefficients. We say that
f(x) is unimodal if f0 ≤ f1 ≤ · · · ≤ fk ≥ fk+1 ≥ · · · ≥ fn for some k and it is called
symmetric if fi = fn−i for all indices 0 ≤ i ≤ n. Following [52, Definition 2.9], we
say that f(x) is alternatingly increasing if the coefficients of f(x) satisfy
f0 ≤ fn ≤ f1 ≤ fn−1 ≤ · · · f⌊n+12 ⌋
.
Clearly, alternatingly increasing property is a stronger property than unimodality.
Let P be a d-dimensional lattice polytope. The Ehrhart polynomial of P is the
function LP(t) = |tP ∩ Z
d|, where tP := {(tx1, tx2, . . . , txd) : (x1, . . . , xd) ∈ P}
denotes the dilated polytope for P and t is a nonnegative integer. A classical result
of Ehrhart [28] asserts that LP(t) is a polynomial in t of degree d. The generating
function containing LP(t) as coefficients is called the Ehrhart series of P :
EhrP(z) = 1 +
∑
t≥1
LP(t)z
t.
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The h∗-polynomial of P can be defined as follows:
EhrP(z) =
h∗P(z)
(1 − z)d+1
.
Stanley’s nonnegativity theorem [58] says that if P an integral convex d-polytope,
then the coefficients of h∗P(z) are all nonnegative integers.
We say that a lattice polytope P ∈ Rd has the integer decomposition property
(IDP, for short) if for all integers t ≥ 1 and every p ∈ tP ∩Zd, there are p1, . . . , pt ∈
P ∩ Zd such that p = p1 + p2 + · · · + pt. Following [52, Proposition 2.17], the
h∗-polynomial of a closed lattice parallelepiped with at least one interior point is
alternatingly increasing. Moreover, Schepers and Langenhoven [52, Question 2.21]
conjectured that the h∗-polynomial of every polytope having the IDP property and
an interior lattice point is alternatingly increasing. Since then, there is a large
literature devoted to the alternatingly increasing property (see [2, 3, 4, 13, 57]).
Very recently, Bra¨nde´n and Solus [13] related the alternatingly increasing property
to real-rootedness of the symmetric decomposition of a polynomial.
The following is a fundamental result.
Proposition 1 ([5, 13]). Let p(z) be a polynomial of degree d. There is a unique
symmetric decomposition p(z) = a(z) + zb(z), where a(z) and b(z) are symmetric
polynomials satisfying a(z) = zda(1z ) and b(z) = z
d−1b(1z ).
It is routine to verify that
(1.1) a(z) =
p(z)− zd+1p(1/z)
1− z
, b(z) =
zdp(1/z)− p(z)
1− z
.
From (1.1), we see that deg a(z) = d and deg b(z) ≤ d− 1. In fact, if p(z) is sym-
metric, then b(z) = 0. We call the ordered pair of polynomials (a(z), b(z)) defined
by (1.1) the symmetric decomposition of p(z). As pointed out by Bra¨nde´n and So-
lus [13], p(z) alternatingly increasing if and only if a(z) and b(z) are both unimodal
and have nonnegative coefficients. It is well known [7, Theorem 10.5] that if P is an
integral d-polytope that contains an interior lattice point, then there exist a sym-
metric decomposition of h∗P(z), and the reader is referred to [57, Remark 4.1] and [7,
Section 10.3] for the combinatorial interpretation of this symmetric decomposition.
1.2. Gamma-positivity.
If f(x) is symmetric, then f(x) can be expanded uniquely as
f(x) =
⌊n/2⌋∑
k=0
γkx
k(1 + x)n−2k,
and it is said to be γ-positive if γk ≥ 0 for 0 ≤ k ≤ ⌊
n
2 ⌋ (see, e.g., [12, 36, 41,
66]). The γ-positivity of f(x) implies symmetry and unimodality of f(x). Gamma
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positive polynomials appear often in combinatorial and geometric contexts. We
refer the reader to Athanasiadis’s survey article [3] for details.
Definition 2. Let (a(z), b(z)) be the symmetric decomposition of the polynomial
p(z). If a(z) and b(z) are both γ-positive, then we say that p(z) is bi-γ-positive.
It is clear that if a polynomial is bi-γ-positive, then it is alternatingly increas-
ing. An alternatingly increasing polynomial does not have to be bi-γ-positive. For
example, f(x) = 1 + 2x + 3x2 + x3 is alternating increasing, but f(x) is not bi-γ-
positive.
As discussed in Section 5, using the theory of the homology of Rees products of
posets, Athanasiadis [2, Theorem 1.3] discovered that colored derangement polyno-
mial is bi-γ-positive. In [4, Section 5.1], Athanasiadis pointed out that it would be
interesting to find other classes of bi-γ-positive polynomials. In this paper, we show
that bi-γ-positive polynomials appear often in algebraic and geometric context.
1.3. Eulerian polynomials.
Let [n] = {1, 2, . . . , n}. Let Sn denote the symmetric group of all permutations
of [n] and let π = π1π2 · · ·πn ∈ Sn. A descent of π is an index i ∈ [n− 1] such that
πi > πi+1. Let des (π) denote the number of descents of π. The classical Eulerian
polynomial is defined by
An(x) =
∑
π∈Sn
xdes (π).
The γ-positivity of An(x) was first shown by Foata and Schu¨tzenberger [29]. An
explicit combinatorial interpretation of the γ-coefficients of An(x) appeared in the
work of Foata and Strehl [30]. An index i ∈ [n] is a double descent of π if πi−1 >
πi > πi+1, where π0 = πn+1 = n+1. Let a(n, k) be the number of permutations in
Sn with no double descents and des (π) = k. It is well known that
An(x) =
⌊(n−1)/2⌋∑
k=0
a(n, k)xk(1 + x)n−1−2k.
Given a Coxeter system (W,S) and let σ ∈ W . Let ℓW (σ) be the length of σ
in W with respect S. Let DW (σ) = {s ∈ S | ℓW (σs) < ℓW (σ)}. The number of
W -descents of σ is desW (σ) = #DW (σ). The Eulerian polynomial P (W,x) of a
finite Coxeter group W is the polynomial
P (W,x) =
∑
σ∈W
xdesW (σ).
This polynomial is also the h-polynomial of the Coxeter complex associated to
(W,S), see, e.g., [15, 36, 62]. In particular, we have P (An, x) = An(x).
4 SHI-MEI MA, JUN MA, AND YEONG-NAN YEH
There is a large literature on the refinement of P (W,x), see, e.g., [8, 31, 47, 48].
For example, let
aj(n, k) = #{π ∈ Sn | πn = n+ 1− j, des (π) = k}.
The corresponding (A, j)-Eulerian polynomial is
(1.2) A(j)n (x) =
n−1∑
k=0
aj(n, k)x
k.
Beck, Jochemko and McCullough [8, Lemma 3.5] discovered that A
(j)
n (x) is al-
ternating increasing if n2 < j ≤ n. Motivated by the recent work of Beck et
al. [8], in Section 2, we show that a q-analog of An(x) introduced by Foata and
Schu¨tzenberger [29] is bi-γ-positive for each 0 < q ≤ 1, and in Section 3, we show
that a q-analog of P (Bn, x) introduce by Brenti [15] is bi-γ-positive for each q ≥ 1.
1.4. s-inversion sequences and s-Eulerian polynomials.
Let s = {si}i≥1 be a sequence of positive integers. A geometric interpretation
of Eulerian polynomials is obtained by considering the s-lecture hall polytope P
(s)
n ,
which is defined by
P(s)n =
{
(λ1, λ2, . . . , λn) ∈ R
n
∣∣ 0 ≤ λ1
s1
≤
λ2
s2
≤ · · · ≤
λn
sn
≤ 1
}
.
Let I
(s)
n = {e = (e1, e2 . . . , en) ∈ Z
n | 0 ≤ ei < si for i ∈ [n]} be the set of n-
dimensional s-inversion sequences. The number of ascents of e is defined by
asc (e) = #
{
i ∈ {0, 1, 2, . . . , n− 1}
∣∣ei
si
<
ei+1
si+1
}
,
where we assume that e0 = 0 and s0 = 1. The s-Eulerian polynomial is defined as
E(s)n (x) =
∑
e∈I
(s)
n
xasc (e).
It is well known [50] that the s-Eulerian polynomial is the h∗-polynomial of P
(s)
n .
In particular, according to [50, Lemma 1], we have E
(1,2,...,n)
n (x) = An(x). Savage
and Visontai [51] showed that for any sequence s of positive integers, the s-Eulerian
polynomial E
(s)
n (x) has only real zeros.
Consider the following sequences
s1 = (1, k + 1, 2k + 1, . . . , (n− 1)k + 1, . . .),
s2 = (1, 1, 3, 2, 5, 3, 7, 4, . . . , 2n− 1, n, . . .),
s3 = (1, 4, 3, 8, . . . , 2n− 1, 4n, . . .),
s4 = (r, 2r, . . . , nr, . . .).
The corresponding s-Eulerian polynomials have been extensively studied in alge-
braic, topological and geometric combinatorics (see [8, 13, 40, 57, 64] for instance).
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By using the corresponding enumerative polynomials on combinatorial structures,
we present a unified elementary proof of the bi-γ-positivity of these classical s-
Eulerian polynomials.
1.5. Context-free grammars.
The main tool of this paper is context free grammars. Let V be an alphabet
whose letters are regarded as independent commutative indeterminates. A context-
free grammar G over V is a set of substitution rules replacing a variable in V
by a Laurent polynomial of variables in V , see [18, 21, 27, 45] for details. The
formal derivative D := DG with respect to G is defined as a linear operator acting
on Laurent polynomials with variables in V such that each substitution rule is
treated as the common differential rule that satisfies the relations: D(u + v) =
D(u) +D(v), D(uv) = D(u)v + uD(v). For a constant c, we have D(c) = 0.
Context-free grammar is an elementary tool for studying labeled structures, in-
cluding permutations [18, 35, 45, 65] and increasing trees [21, 22, 27]. For example,
Chen and Yang [22] found a grammar for the Ramanujan-Shor polynomials. More-
over, context-free grammars can be used to prove the γ-positivity of An(x) and
P (Bn, x), see [45]. We now recall two basic definitions.
Definition 3 ([21]). A grammatical labeling is an assignment of the underlying
elements of a combinatorial structure with variables, which is consistent with the
substitution rules of a grammar.
Definition 4 ([45]). A change of grammar is a substitution method in which the
original grammar is replaced with functions of other grammar.
Consider the grammar
G = {x→ f1(x, y, z, . . .), y → f2(x, y, z, . . .), z → f3(x, y, z, . . .), . . .}.
If f1(x, y, z, . . .) = f2(y, x, z, . . .), then we say that G is partial symmetric. As illus-
trated in the proof of Theorem 7, if a structure corresponds to a partial symmetric
grammar, then the type of change of grammars may be given as follows:{
u = xy,
v = x+ y.
1.6. The organization of the paper.
In Section 2, we study the bi-γ-positivity of q-Eulerian polynomials and 1/k-
Eulerian polynomials. In Section 3, we consider q-Eulerian polynomials of type B.
In Section 4, we show that the descent polynomials of multipermutations and signed
multipermutations are bi-γ-positive. In Section 5, we discuss the bi-γ-positivity of
colored Eulerian and derangement polynomials.
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2. q-Eulerian polynomials and the 1/k-Eulerian polynomials
2.1. q-Eulerian polynomials.
Let π = π1π2 · · ·πn ∈ Sn. An excedance of π is an entry πi such that πi > i.
Let exc (π) (resp. cyc (π)) be the number of excedances (resp. cycles) of π. In [29],
Foata and Schu¨tzenberger introduced a q-analog of An(x) defined by
An(x; q) =
∑
π∈Sn
xexc (π)qcyc (π).
The q-Eulerian polynomials satisfy the recurrence relation
(2.1) An+1(x; q) = (nx+ q)An(x; q) + x(1 − x)
d
dx
An(x; q),
with the initial conditions A0(x; q) = 1, A1(x; q) = q andA2(x; q) = q(x+q) (see [16,
Proposition 7.2]). By using the theory of homomorphism of symmetric function,
Brenti [16] studied An(x; q). In particular, he obtained that∑
n≥0
An(x, q)
zn
n!
=
(
1− x
ez(x−1) − x
)q
.
Using multiplier sequences, Bra¨nde´n [11] proved that if q >, n + q ≤ 0 or q ∈ Z,
then An(x; q) has only real zeros.
2.2. 1/k-Eulerian polynomials.
In the rest of this section, we always let k be a fixed positive integer. The
q-Eulerian polynomial is closely related to 1/k-Eulerian polynomials. Let
s = (1, k + 1, 2k + 1, . . . , (n− 1)k + 1, . . .).
The 1/k-Eulerian polynomials
Nn;k(x) = E
(1,k+1,2k+1,...,(n−1)k+1)
n (x)
was defined and studied in [43, 49, 51]. In particular, Savage and Viswanathan [49,
Section 1.5] discovered that
Nn;k(x) = k
nAn(x; 1/k) =
∑
π∈Sn
xexc (π)kn−cyc (π).
Note that An(x; q) = q
nNn;1/q(x). Hence∑
n≥0
Nn;k(x)
zn
n!
=
(
1− x
ekz(x−1) − x
) 1
k
.
Let Nn;k(x) =
∑n−1
j=0 Nn,j;kx
j . It follows from (2.1) that
Nn+1,j;k = (1 + kj)Nn,j;k + k(n− j + 1)Nn,j−1;k,
with the initial condition N1,0;k = 1 and N1,i;k = 0 for i 6= 0. The first few Nn,k(x)
are N1;k(x) = 1, N2;k(x) = 1 + kx, N3;k(x) = 1 + 3kx+ k
2x(1 + x).
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2.3. k-Stirling permutations.
For n ≥ 1, let [n]2 denote the multiset {1, 1, 2, 2, . . . , n, n}, in which we have two
copies of each integer i, where 1 ≤ i ≤ n. Stirling permutations were introduced by
Gessel and Stanley [37]. A Stirling permutation of order n is a permutation of the
multiset [n]2 such that for each i, 1 ≤ i ≤ n, all entries between the two occurrences
of i are larger than i. Denote by Qn the set of Stirling permutations of order n.
Let σ = σ1 · · ·σ2n ∈ Qn. For 1 ≤ i ≤ 2n, we say that an index i is a descent
(resp. ascent) of σ if σi > σi+1 or i = 2n (resp. σi < σi+1 or i = 1). A plateau
of σ is an index i ∈ [2n − 1] such that σi = σi+1. Various statistics on Stirling
permutations were repeatedly discovered, see e.g., [9, 34, 39]. For example, Haglund
and Visontai [34] studied the multivariate refinements of the descent polynomials
of generalized Stirling permutations.
Let ji = j, j, . . . , j︸ ︷︷ ︸
i
for i, j ≥ 1. We call a permutation of {1k, 2k, . . . , nk} a
k-Stirling permutation of order n if for each i, 1 ≤ i ≤ n, all entries between
the two occurrences of i are at least i. Denote by Qn(k) the set of k-Stirling
permutations of order n. Let σ = σ1σ2 · · ·σnk ∈ Qn(k). We say that an index
i ∈ {2, 3, . . . , nk − k + 1} is a longest ascent plateau if σi−1 < σi = σi+1 = σi+2 =
· · · = σi+k−1. A longest left ascent plateau of σ is a longest ascent plateau of σ
endowed with a 0 in the front of σ. Let ap (σ) (resp. lap (σ)) be the number of
longest ascent plateaus (resp. longest left ascent plateaus) of σ. If σ1 = σ2 = · · ·σk,
then lap (σ) = ap (σ) + 1. Otherwise, lap (σ) = ap (σ). Following [43], we have
(2.2) Nn;k(x) =
∑
σ∈Qn(k)
xap (σ), xnNn;k
(
1
x
)
=
∑
σ∈Qn(k)
xlap (σ).
Note that degNn;k(x) = n− 1. Let (N
+
n;k(x), N
−
n;k(x)) be the symmetric decompo-
sition of Nn;k(x). Combining (1.1) and (2.2) yields
N+n;k(x) =
∑
σ∈Qn(k)
xap (σ) −
∑
σ∈Qn(k)
xlap (σ)
1− x
=
∑
σ∈Qn(k)
σ1=σ2=···=σk
xap (σ).
Let Qn(k) = {σ ∈ Qn(k) | σj < σj+1 for some j ∈ [k − 1]}. Then we obtain the
following result.
Proposition 5. For n ≥ 1, we have
N+n;k(x) =
∑
σ∈Qn(k)
σ1=σ2=···=σk
xap (σ), N−n;k(x) =
∑
σ∈Qn(k)
xap (σ)−1.
In the following subsection, we show the bi-γ-positivity of Nn;k(x).
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2.4. Main results.
Lemma 6. Let
(2.3) G = {I → Iy, x→ kxy, y → kxy}.
Then we have
(2.4) Dn(I) = I
n−1∑
j=0
Nn,j;kx
jyn−j .
Proof. Note that D(I) = Iy,D2(I) = I(y2 + kxy). Hence the result holds for
n = 1, 2. Now assume that (2.4) holds for some n, where n ≥ 2. Note that
Dn+1(I) = D
I n−1∑
j=0
Nn,j;kx
jyn−j

=
∑
j
Nn,j;kI
(
xjyn−j+1 + kjxjyn−j+1 + k(n− j)xj+1yn−j
)
.
Taking coefficients of xjyn−j+1 on both sides yields
Nn+1,j;k = (1 + kj)Nn,j;k + k(n− j + 1)Nn,j−1;k,
as desired. So the proof follows by induction. 
We can now conclude the first main result of this paper.
Theorem 7. For each k ≥ 1 and n ∈ N, the polynomial Nn;k(x) is bi-γ-positive.
More precisely, we have Nn;k(x) = N
+
n;k(x) + xN
−
n;k(x), where
N+n;k(x) =
⌊(n−1)/2⌋∑
i=0
N+n,i;kx
i(1 + x)n−1−2i,
N−n;k(x) =
⌊(n−2)/2⌋∑
i=0
N−n,i;kx
i(1 + x)n−2−2i.
The γ-coefficients N+n,i;k and N
−
n,i;k satisfy the recurrence system
(2.5)
{
N+n+1,i;k = (1 + ki)N
+
n,i;k + 2k(n− 2i+ 1)N
+
n,i−1;k +N
−
n,i−1;k,
N−n+1,i;k = k(i+ 1)N
−
n,i;k + 2k(n− 2i)N
−
n,i−1;k + (k − 1)N
+
n,i;k,
with the initial conditions N+1,0;k = 1, N
+
1,i;k = 0 for i 6= 0 and N
−
1,i;k = 0 for
any i. For each k ≥ 1, the γ-coefficients N+n,i;k and N
−
n,i;k are nonnegative integers.
Equivalently, the q-Eulerian polynomial An(x; q) is bi-γ-positive for each 0 < q ≤ 1.
Proof. Consider a change of the grammar (2.3). Note that D(I) = Iy, D(Iy) =
Iy(x+y)+(k−1)Ixy, D(x+y) = 2kxy, D(xy) = kxy(x+y). Setting J = Iy, u =
BI-GAMMA-POSITIVITY 9
x+ y and v = xy, we obtain D(I) = J,D(J) = Ju+(k− 1)Iv,D(u) = 2kv,D(v) =
kuv. Consider the grammar
(2.6) G = {I → J, J → Ju+ (k − 1)Iv, u→ 2kv, v → kuv}.
By induction, it is routine to verify that there are nonnegative integers N+n,i;k and
N−n,i;k such that
Dn(I) = J
⌊(n−1)/2⌋∑
i=0
N+n,i;kv
iun−1−2i + Iv
⌊(n−2)/2⌋∑
i=0
N−n,i;kv
iun−2−2i.(2.7)
In particular, we have D(I) = J,D2(I) = Ju+ (k − 1)Iv. Note that
Dn+1(I) = D(Dn(I))
= (Ju+ (k − 1)Iv)
∑
i
N+n,i;kv
iun−1−2i + Jv
∑
i
N−n,i;kv
iun−2−2i
J
∑
i
N+n,i;k
(
kiviun−2i + 2k(n− 1− 2i)vi+1un−2−2i
)
+
I
∑
i
N−n,i;k
(
k(i + 1)vi+1un−1−2i + 2k(n− 2− 2i)vi+2un−3−2i
)
.
Taking coefficients of Jviun−2i and Ivi+1un−1−2i on both sides and simplifying
yields (2.5). When k ≥ 1, it is clear that N+n,i;k and N
−
n,i;k are both nonnegative
integers. Comparing (2.4) and (2.7), we see that Nn;k(x) = N
+
n;k(x) + xN
−
n;k(x),
N+n;k(x) =
⌊(n−1)/2⌋∑
i=0
N+n,i;kx
i(1 + x)n−1−2i,
N−n (x) =
⌊n−2/2⌋∑
i=0
N−n,i;kx
i(1 + x)n−2−2i.
This completes the proof. 
Define
N̂+n;k(x) =
⌊(n−1)/2⌋∑
i=0
N+n,i;kx
i, N̂−n;k(x) =
⌊n−2/2⌋∑
i=0
N−n,i;kx
i.
Then
N+n;k(x) = (1 + x)
n−1N̂+n;k
(
x
(1 + x)2
)
, N−n;k(x) = (1 + x)
n−2N̂−n;k
(
x
(1 + x)2
)
.
Multiplying both sides of (2.5) by xi and summing over all i, we obtain that{
N̂+n+1;k(x) = (1 + 2k(n− 1)x)N̂
+
n;k(x) + kx(1− 4x)
d
dxN̂
+
n;k(x) + xN̂
−
n;k(x),
N̂−n+1;k(x) = k(1 + 2(n− 2)x)N̂
−
n;k(x) + kx(1− 4x)
d
dxN̂
−
n;k(x) + (k − 1)N̂
+
n;k(x).
Substituting x→ x/(1 + x)2 into the above recurrence system and simplifying some
terms gives the following result.
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Corollary 8. For n ≥ 1, we have{
N+n+1;k(x) = (1 + x+ k(n− 1)x)N
+
n;k(x) + kx(1 − x)
d
dxN
+
n;k(x) + xN
−
n;k(x),
N−n+1;k(x) = k(1 + (n− 1)x)N
−
n;k(x) + kx(1 − x)
d
dxN
−
n;k(x) + (k − 1)N
+
n;k(x),
with the initial conditions N+1;k(x) = 1 and N
−
1;k(x) = 0.
3. q-Eulerian polynomials of type B
Let ±[n] = [n] ∪ {−1,−2, . . . ,−n}. Denote by Bn the hyperoctahedral group of
rank n. Elements of Bn are signed permutations of ±[n] with the property that
π(−i) = −π(i) for all i ∈ [n]. The number of Bn-descents of π is defined by
desB(π) = #{i ∈ {0, 1, 2, . . . , n− 1} | π(i) > π(i + 1)},
where π(0) = 0. By considering the type B peak algebra, Petersen [47] showed
that the polynomial P (Bn, x) is γ-positive. By using the theory of hyperplane
arrangements, Stembridge [62, Lemma 9.1] proved a connection among the Eulerian
polynomials of types An, Bn and Dn:
P (Bn, x) = n2
n−1xP (An−1, x) + P (Dn, x).
Let N(π) denote the number of negative entries of π ∈ Bn. In [15], Brenti
introduced a q-analog of P (Bn, x):
Bn(x, q) =
∑
π∈Bn
xdesB(π)qN(π).
He proved that the polynomials Bn(x, q) satisfy the recurrence relation
Bn(x, q) = (1 + (1 + q)nx − x)Bn−1(x, q) + (1 + q)(x − x
2)
∂
∂x
Bn−1(x, q),
with the initial condition B0(x, q) = 1, and Bn(x, q) has only simple real zeros for
each q ≥ 0. The polynomial Bn(x, q) can be also defined by the generating function∑
n≥0
Bn(x, q)
zn
n!
=
(1− x)ez(1−x)
1− xe(1−x)(1+q)
.
In particular, we have B1(x, q) = 1 + qx, B2(x, q) = 1 + (1 + 4q + q
2)x + q2x2.
The polynomials Bn(x, q) has been further studied by Adin .etal [1], Bra¨nden [11],
Savage and Visontai [51], Zhuang [66] and so on. For example, Bra¨nden [11, Corol-
lary 6.9] obtained that the polynomial∑
π∈Bn
N(π)∈S
xdesB(π)
has only real zeros, where S is any subset of [n].
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Very recently, Beck, Jochemko and McCullough [8, Theorem 3.9] discovered that
the polynomial
B(ℓ)n (x) = 2
ℓ−1
n−ℓ∑
j=0
(
n− ℓ
j
)
A(j+ℓ)n (x)
is alternating increasing for all 1 ≤ ℓ ≤ d, where A
(j)
n (x) is defined by (1.2) and
B
(ℓ)
n (x) is so called (B, ℓ)-Eulerian polynomial defined on Bn. Motivated by this
result, we shall prove the alternating increasing property of Bn(x, q).
For a permutation π ∈ Bn, an ascent of π is a position i ∈ {0, 1, . . . , n− 1} such
that π(i) < π(i + 1), where π(0) = 0. Let ascB(π) be the number of ascents of
π ∈ Bn. Following [44], a weight of π ∈ Bn may be given as follows:
w(π) = xy(xz)ascB(π)(yu)desB(π)qN(π).
We now recall a grammatical interpretation of a joint distribution on Bn.
Lemma 9 ([44, Theorem 5]). Let q be a constant. If
(3.1) G = {x→ qxyu, y → xyz, z → yzu, u→ qxzu},
then we have
(3.2) Dn(xy) = xy
∑
π∈Bn
(xz)ascB(π)(yu)desB(π)qN(π).
The second main result of this paper is the following.
Theorem 10. . For each q ≥ 1 and n ∈ N, the polynomial Bn(x, q) is bi-γ-positive.
More precisely, let (B+n (x, q), B
−
n (x, q)) be the symmetric decomposition of Bn(x, q).
Then we have Bn(x, q) = B
+
n (x, q) + xB
−
n (x, q), where
B+n (x, q) =
⌊n/2⌋∑
i=0
ζ+n,i(q)x
i(1 + x)n−2i,
B−n (x, q) =
⌊n−1/2⌋∑
i=0
ζ−n,i(q)x
i(1 + x)n−1−2i.
The γ-coefficients satisfy the following recurrence system{
ζ+n+1,i(q) = (1 + (1 + q)i)ζ
+
n,i(q) + 2(1 + q)(n− 2i+ 2)ζ
+
n,i−1(q) + 2ζ
−
n,i−1(q),
ζ−n+1,i(q) = (i+ q(i + 1))ζ
−
n,i(q) + 2(1 + q)(n− 2i+ 1)ζ
−
n,i−1(q) + (q − 1)ζ
+
n,i(q).
In particular, ζ+1,0(q) = 1 and ζ
−
1,0(q) = q − 1. If q ≥ 1, then the γ-coefficients are
all nonnegative numbers. Therefore, Bn(x, q) is alternatingly increasing if q ≥ 1.
Proof. Consider the grammar (3.1). Note that D(x) = qx(yu), D(y) = y(xz),
D(yu) = (1 + q)(xz)(yu), D(xz) = (1 + q)(xz)(yu).
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Set A = xz,B = yu, U = (xz)(yu), V = xz + yu and L = xy. Then U = AB and
V = A+B. It follows that
D(U) = (1 + q)UV, D(V ) = 2(1 + q)U, D(L) = LA+ qLB = LV + (q − 1)LB.
Setting LB = H , we have D(H) = 2LU + qHV . Consider the grammar
G1 = {L→ LV + (q − 1)H,H → 2LU + qHV,U → (1 + q)UV, V → 2(1 + q)U}.
For n = 1, 2, 3, we have
DG1(L) = V L+ (q − 1)H, D
2
G1(L) = (V
2 + 4qU)L+ (q2 − 1)V H,
D3G1(L) = ((2 + 12q + 6q
2)UV + V 3)L+ (2(q − 1)(1 + 4q + q2)U + (q3 − 1)V 2)H.
By induction, it is routine to verify that
(3.3) DnG1(L) = L
⌊n2 ⌋∑
i=0
ζ+n,i(q)U
iV n−2i +H
⌊n−12 ⌋∑
i=0
ζ−n,i(q)U
iV n−1−2i.
Therefore, applying the operator DG1 to both sides of (3.3) yields
Dn+1G1 (L) = (LV + (q − 1)H)
∑
i
ζ+n,i(q)U
iV n−2i+
(2LU + qHV )
∑
i
ζ−n,i(q)U
iV n−1−2i+
L
∑
i
ζ+n,i(q)
(
(1 + q)iU iV n−2i+1 + 2(1 + q)(n− 2i)U i+1V n−2i−1
)
+
H
∑
i
ζ−n,i(q)
(
(1 + q)iU iV n−2i + 2(1 + q)(n− 1− 2i)U i+1V n−2i−2
)
.
Comparing the coefficients of LU iV n+1−2i and HU iV n−2i on both sides and
simplifying yields the recurrence system of ζ+n,i(q) and ζ
−
n,i(q). Define
ζ+n (x, q) =
⌊n/2⌋∑
i=0
ζ+n,i(q)x
i, ζ−n (x, q) =
⌊n−1/2⌋∑
i=0
ζ−n,i(q)x
i.
Comparing (3.2) and (3.3), we obtain that
Dn(xy) |x=y=z=1=
⌊n2 ⌋∑
i=0
ζ+n,i(q)u
i(1 + u)n−2i + u
⌊n−12 ⌋∑
i=0
ζ−n,i(q)u
i(1 + u)n−1−2i,
which gives the desired γ-expansions. This completes the proof. 
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4. Descent polynomials of multipermutations and signed
multipermutations
4.1. Descent polynomials of multipermutations.
For any n-element multiset M , a descent (resp. ascent, plateau) in a multiset
permutation σ of M is an index i such that σi > σi+1 (resp. σi < σi+1, σi = σi+1),
where i ∈ [n−1]. Let des (σ) (resp. asc (σ), plat (σ)) denote the number of descents
(resp. ascents, plateaus) of σ. Let Cn denote the set of permutations of [n]2. Set
[n]2 = [n]2 ∪ {n+ 1}. Let Dn denote the set of permutations of [n]2. Define
Pn(x) =
∑
σ∈Cn
xdes (σ) =
2n−2∑
k=0
Pn,kx
k,
Qn(x) =
∑
σ∈Dn
xdes (σ) =
2n−1∑
k=0
Qn,kx
k.
The first few Pn(x) and Qn(x) are given as follows:
P1(x) = 1, Q1(x) = 1 + 2x, P2(x) = 1 + 4x+ x
2,
Q2(x) = 1 + 12x+ 15x
2 + 2x3, P3(x) = 1 + 20x+ 48x
2 + 20x3 + x4.
Let s = (1, 1, 3, 2, 5, . . .), where s2i = i, s2i−1 = 2i− 1. By using the identity∑
k≥0
(
k + 2
2
)n
xk =
Pn(x)
(1− x)2n+1
,
Savage and Visontai [51, Theorem 3.23] showed that
Pn(x) = E
(1,1,3,2,5,3,7,...,2n−1,n)
2n (x).
The polynomial xPn(x) has been studied by Carlitz and Hoggatt [17]. They found
that xPn(x) is a symmetric polynomial. And so Pn(x) is symmetric. It follows
from [17, Eq. (2.8)] that the numbers Pn,k satisfy the recurrence relation
(4.1) Pn+1,k =
(
k + 2
2
)
Pn,k + (k + 1)(2n− k + 1)Pn,k−1 +
(
2n− k + 2
2
)
Pn,k−2.
with the initial condition P1,0 = 1 and P1,k = 0 for k 6= 0.
From [50, Theorem 14], we see that∑
t≥0
(t+ 1)n+1
(
t+ 2
2
)n
xt =
E
(1,1,3,2,5,3,7,...,2n−1,n,2n+1)
2n+1 (x)
(1− x)2n+2
.
MacMahon [46, Vol 2, Chapter IV, p. 211] showed that∑
π∈P ({1p1 ,2p2 ,...,npn}) x
des (π)
(1− x)1+
∑
n
i=1pi
=
∑
t≥0
(t+ 1) · · · (t+ p1) · · · (t+ 1) · · · (t+ pn)
p1!p2! · · · pn!
xt.
where P ({1p1, 2p2 , . . . , npn}) denote the set of multipermutations of {1p1 , 2p2 , . . . , npn}.
When p1 = p2 = · · · = pn = 2 and pn+1
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Qn(x) = E
(1,1,3,2,5,3,7,...,2n−1,n,2n+1)
2n+1 (x).
4.2. Descent polynomials of signed multipermutations.
Let C±n be the set of all signed permutations of the multiset [n]2. The elements of
C±n are those of the form ±σ1 ± σ2 · · · ± σ2n, where σ1σ2 · · ·σ2n ∈ Cn. A descent of
σ ∈ C±n is an index i such that σi > σi+1, where i ∈ {0, 1, 2, . . . , 2n−1} and σ0 = 0.
As usual, we write −i by i for each i ∈ [n]. Let s = (1, 4, 3, 8, . . . , 2n− 1, 4n), where
s2i = 4i, s2i−1 = 2i − 1. The following equidistributed result was first conjectured
by Savage and Visontai [51, Conjecture 3.25], and then independently proved by
Chen et al. [20] and Lin [40]:∑
σ∈C±n
xdes (σ) = E
(1,4,3,8,...,2n−1,4n)
2n (x).
Let D±n be the subset of signed permutations of [n]2 consisting of signed per-
mutations such that the element n+ 1 carries a positive sign. In other words, any
element of D±n can be generated from one element of C
±
n by inserting the entry
n+ 1. Hence #D±n = (2n+ 1)#C
±
n . For example, C
±
1 = {11, 11, 11, 1 1} and
D
±
1 = {112, 112, 112, 1 12, 121, 121, 121, 121, 211, 211, 211, 21 1}.
A descent of σ ∈ D±n is an index i such that σi > σi+1, where i ∈ {0, 1, 2, . . . , 2n}
and σ0 = 0. Define
Sn(x) =
∑
σ∈C±n
xdes (σ) =
2n−1∑
k=0
Sn,kx
k,
Tn(x) =
∑
σ∈D±n
xdes (σ) =
2n∑
k=0
Tn,kx
k.
Following [40, Lemma 4], the numbers Sn,k satisfy the recurrence relation
(4.2)
Sn+1,k =
(
2i+ 2
2
)
Sn,i + (2i(4n− 2i+ 3) + 2n+ 1)Sn,i−1 +
(
4n− 2i+ 5
2
)
Sn,i−2,
with the initial conditions S1,0 = 1, S1,1 = 3 and S1,i = 0 for i < 0 or i > 1. The
first few Sn(x) and Tn(x) are S1(x) = 1 + 3x, T1(x) = 1 + 8x+ 3x
2,
S2(x) = 1 + 31x+ 55x
2 + 9x3, T2(x) = 1 + 66x+ 258x
2 + 146x3 + 9x4.
We now recall another interpretation of Tn(x). Let Vn be subset of signed per-
mutations of [n]2 consisting of signed permutations such that the element n + 1
carries a minus sign. For σ ∈ Vn, let des r(σ) = {i ∈ [2n+ 1] | σi > σi+1}, where
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σ2n+2 = 0. Chen et al. [20, Theorem 3.1] proved that∑
σ∈D±n
xdes r(σ) = E
(1,4,3,8,...,2n−1,4n,2n+1)
2n+1 (x).
In fact, via the following bijections
σ = σ1σ2 · · ·σn 7→ σ
′ = σnσn−1 · · ·σ1 7→ (−σn)(−σn−1) · · · (−σ1),
we see that ∑
σ∈D±n
xdes r(σ) =
∑
σ∈D±n
xdes (σ).
Therefore, ∑
σ∈D±n
xdes (σ) = E
(1,4,3,8,...,2n−1,4n,2n+1)
2n+1 (x).
4.3. Main results.
The third main result of this paper can be summarized as follows.
Theorem 11. For any n ≥ 1, the polynomial Pn(x) is γ-positive, and the polyno-
mials Qn(x), Sn(x) and Tn(x) are all bi-γ-positive.
We divide the proof of Theorem 11 into four lemmas. Recall that N(σ) is the
number of negative entries of σ. In the following lemma, we assume that signed
multipermutations are prepended and appended by 0. Define
des ∗(σ) = des (0σ0), asc ∗(σ) = asc (0σ0).
The following lemma is fundamental.
Lemma 12. Let G1 = {x→ w, y → w} and
(4.3) G2 = {x→
(1 + q)2x2y2
2w
, y →
(1 + q)2x2y2
2w
, w → xy(q(x+y)+(1+q2)y)}.
Then we have
(D2D1)
n(x) =
∑
σ∈C±n
xdes
∗(σ)yasc
∗(σ)+plat (σ)qN(σ),
D1(D2D1)
n(x) = w
∑
σ∈D±n
xdes
∗(σ)−1yasc
∗(σ)+plat (σ)−1qN(σ).
Proof. For any negative entry of a signed permutation, we put a subscript label q.
For σ ∈ C±n , we label a descent of σ by x and label an ascent or a plateau by y.
Thus the weight of σ ∈ C±n is given by
W (σ) = xdes
∗(σ)yasc
∗(σ)+plat (σ)qN(σ).
For example, C±1 = {
y1y1x,y 1x1
y
q ,
x 1
y
q1
x,x 1
y
q 1
y
q}. It is clear that the sum of weights
of the elements in C±1 is given by D2D1(x). A grammatical labeling of σ
′ ∈ D±n is
given as follows: If i is a descent and σ′i 6= n+ 1, then put a label x right after σ
′
i.
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If i a plateau or an ascent and σ′i+1 6= n + 1, then put a label y right after σ
′
i. If
σ′i = n+ 1, then put a label w above σ
′
i. Hence the weight of σ
′ ∈ D±n is given by
W (σ′) = wxdes
∗(σ)−1yplat (σ)+asc
∗(σ)−1qN(σ).
For example,
w
21
y
q1
x ∈ D±1 . Note that D2D1(x) = xy(q(x+ y) + (1 + q
2)y and
D1(D2D1(x)) = w(q(x + y)
2 + (1 + q)2xy + y(1 + q2)(x+ y)).
It is easy to verify that the sum of weights of the elements in D±1 is given by
D1(D2D1(x)). Then the result holds for n = 1. We proceed by induction on n.
Now we insert the entry n into σ ∈ C±n−1, where n ≥ 2. Note that the insertion of
n corresponds to one substitution rule in G1, since we always replace x or y by w.
Clearly, the action of D1 on elements of C
±
n−1 generates all the elements in D
±
n−1.
Let σ ∈ D±n−1. Suppose that σi = n. Now we insert n or n into σ. We distinguish
three cases:
(L1) We can insert n or n right after σi, or we can first replace σi by n, and
then insert n or n right after n. In this case, the insertion corresponds to
applying the substitution rule w→ xy(q(x+ y) + (1 + q2)y);
(L2) Suppose that j is a descent, where |i − j| ≥ 2. Then we can insert n or n
right after σj , or we can first replace σi by n, and then insert n or n right
after σj . It should be noted that we can get the same permutation if the
first n in the (j+1)th position of σ. In this case, the insertion corresponds
to applying the substitution rule x→ (1+q)
2x2y2
2w ;
(L3) Suppose that j is an ascent or a plateau, where |i − j| ≥ 2. Then we can
insert n or n right after σj , or we can first replace σi by n, and then insert
n or n right after σj . We can get the same permutation if the first n in the
(j + 1)th position of σ. In this case, the insertion corresponds to applying
the substitution rule y → (1+q)
2x2y2
2w .
Then by induction, it is easy to verify that the action of D2 on elements of D
±
n−1
generates all the elements in C±n . This completes the proof. 
The q = 0 case of Lemma 12 says that
(D2D1)
n(x) = x
∑
σ∈Cn
xdes (σ)y2n−des (σ),
D1(D2D1)
n(x) = w
∑
σ∈Dn
xdes (σ)y2n−des (σ).
Equivalently, we have
(4.4) (D2D1)
n(x) = x
2n−2∑
k=0
Pn,kx
ky2n−k,
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(4.5) D1(D2D1)
n(x) = w
2n−1∑
k=0
Qn,kx
ky2n−k.
Lemma 13. The polynomial Pn(x) is γ-positive. For n ≥ 1, we have
Pn(x) =
n−1∑
k=0
pn,kx
k(1 + x)2n−2−2k,
where the numbers pn,k satisfy the recurrence relation
(4.6) pn+1,k =
(
k + 2
2
)
pn,k+(k+1)(4n− 4k+1)pn,k−1+4
(
2n− 2k + 2
2
)
pn,k−2,
with the initial conditions p1,0 = 1 and p1,k = 0 for k ≥ 1.
Proof. Let G1 = {x → w, y → w} and G2 = {x →
x2y2
2w , y →
x2y2
2w , w → xy
2}.
Note that D1(x) = w,D2D1(x) = xy
2, D1(D2D1(x)) = w(xy + y
2 + xy). By
induction, it is routine to verify that there are nonnegative integers pn,k such that
(4.7) (D2D1)
n(x) = xy2
2n−2∑
k=0
pn,k(xy)
k(x+ y)2n−2−2k,
Note that (D2D1)
n+1(x) = I1 + I2 + I3, where
I1 = xy
2
∑
k
pn,k(x + y)
2n−2−2k(xk+1yk+1 + (k + 1)(2n− 1− 2k)xk+1yk+1)+
xy2
∑
k
pn,k2(2n− 2− 2k)(2n− 3− 2k)x
k+2yk+2(x+ y)2n−4−2k,
I2 = xy
2
∑
k
pn,k(2n− 2− 2k)(2x
k+1yk+2(x+ y)2n−3−2k + xk+2yk+1(x + y)2n−3−2k)+
xy2
∑
k
pn,k(2n− 2− 2k)(x+ y)
2n−3−2k((k + 1)xk+1yk+2 + (k + 2)xk+2yk+1),
I3 = xy
2
∑
k
pn,k(k + 1)x
kyk+1(x+ y)2n−1−2k+
1
2
xy2
∑
k
pn,k((k + 1)
2xk+1yk(x+ y)2n−1−2k + (k + 1)kxkyk+1(x+ y)2n−1−2k)+
1
2
xy2
∑
k
pn,k((k + 1)x
k+2yk(x+ y)2n−2−2k + (k + 1)xk+1yk+1(x+ y)2n−2−2k).
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Combining like terms, we get that
I1 = xy
2
∑
k
pn,k(1 + (k + 1)(2n− 1− 2k))x
k+1yk+1(x + y)2n−2−2k+
xy2
∑
k
pn,k2(2n− 2− 2k)(2n− 3− 2k)x
k+2yk+2(x+ y)2n−4−2k,
I2 = xy
2
∑
k
pn,k(2n− 2− 2k)(k + 3)x
k+1yk+1(x+ y)2n−2−2k,
I3 = xy
2
∑
k
pn,k
(
k + 2
2
)
xkyk(x+ y)2n−2k.
Comparing the coefficients of xy2(xy)k(x+y)2n−2k and simplifying yields (4.6). 
Lemma 14. We have Qn(x) = Rn(x) + xPn(x), where
(4.8) Rn(x) =
⌊(2n−1)/2⌋∑
k=0
rn,kx
k(1 + x)2n−1−2k.
The γ-coefficients rn,k = (k + 1)pn,k + 4(n− k)pn,k−1. Thus (Rn(x), Pn(x)) is the
symmetric decomposition of Qn(x) and Qn(x) is bi-γ-positive.
Proof. It follows from (4.4) that
D1(D2D1)
n(x) = w
2n−1∑
k=0
Pn,kx
ky2n−k−1((k + 1)y + (2n− k − 1)x)+
wx
2n−1∑
k=0
Pn,kx
ky2n−k−1,
If we take Rn,k = (k + 1)Pn,k + (2n− k)Pn,k−1, then we get
D1(D2D1)
n(x) = w
2n−1∑
k=0
Rn,kx
ky2n−k + wx
2n−1∑
k=0
Pn,kx
ky2n−k−1.
Using the symmetry of Pn(x), we getRn,k = Rn,2n−1−k. LetRn(x) =
∑2n−1
k=0 Rn,kx
k.
It follows from (4.5) that Qn(x) = Rn(x) + xPn(x). It is to verify that
Rn(x) = (1 + (2n− 1)x)Pn(x) + x(1 − x)P
′
n(x).
It follows from (4.7) that
D1(D2D1)
n(x)
= w
∑
k
pn,k(x+ y)
2n−3−2k
(
(k + 1)xkyk+1(x+ y)2 + 2(2n− 2− 2k)xk+1yk+2
)
+
w
∑
k
pn,kx
k+1yk+1(x+ y)2n−2−2k.
Comparing the coefficient of xkyk+1(x+ y)2n−1−2k yields
rn,k = (k + 1)pn,k + 4(n− k)pn,k−1.
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This completes the proof. 
Note that
xPn(x) =
∑
σ∈Dn
σ1=n+1
xdes (σ).
By Lemma 14, we immediately get the following result.
Proposition 15. For n ≥ 1, we have
Rn(x) =
∑
σ∈Dn
σ1<n+1
xdes (σ).
In the rest of this subsection, we consider the descent polynomials of signed
multipermutations. The q = 1 case of Lemma 12 says that
(4.9) (D2D1)
n(x) =
∑
σ∈C±n
xdes
∗(σ)yasc
∗(σ)+plat (σ),
(4.10) D1(D2D1)
n(x) = w
∑
σ∈D±n
xdes
∗(σ)−1yasc
∗(σ)+plat (σ)−1.
Recall that
Tn,k = #{des (σ) = k | σ ∈ D
±
n }.
We first give a connection between the numbers Tn,k and Sn,k. There are two ways
that we can get an element σ ∈ D±n with des (σ) = k from a permutation σ
′ ∈ C±n
by inserting the entry n + 1 into σ′. If des (σ′) = k, then we can insert n + 1 at
the end of σ′, or put the entry n+1 between two entries that form a descent. This
gives k+1 choices for the positions of n+1. If des (σ′) = k− 1, then we can insert
the entry n+ 1 into the other 2n− (k − 1) positions. Therefore, we have
(4.11) Tn,k = (k + 1)Sn,k + (2n− k + 1)Sn,k−1.
Lemma 16. Let G1 = {x→ w, y → w} and
G2 = {x→
2x2y2
w
, y →
2x2y2
w
, w → xy(x+ 3y)}.
Then we have
(D2D1)
n(x) = xy
2n−1∑
k=0
Sn,kx
2n−1−kyk,
(4.12) D1(D2D1)
n(x) = w
2n∑
k=0
Tn,kx
2n−kyk.
Furthermore, we have{
Sn(x) =
∑
k η
+
2n,kx
k(1 + x)2n−1−2k + x
∑
k η
−
2n,kx
k(1 + x)2n−2−2k,
Tn(x) =
∑
k η
+
2n+1,kx
k(1 + x)2n−2k + x
∑
k η
−
2n+1,k(xy)
k(1 + x)2n−1−2k,
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where the coefficients of these expansions satisfy following the recurrence system
(4.13)

η+2m+1,k = (1 + k)η
+
2m,k + 2(2m− 2k + 1)η
+
2m,k−1 + η
−
2m,k−1,
η−2m+1,k = (1 + k)η
−
2m,k + 4(m− k)η
−
2m,k−1,
η+2m+2,k = (1 + 2k)η
+
2m+1,k + 8(m− k + 1)η
+
2m+1,k−1,
η−2m+2,k = (3 + 2k)η
−
2m+1,k + 4(2m− 2k + 1)η
−
2m+1,k−1 + 2η
+
2m+1,k,
with the initial conditions η+1,0 = 1, η
−
1,0 = 0, η
+
2,0 = 1 and η
−
2,0 = 2. Since the
γ-coefficients are all nonnegative integers, the polynomials Sn(x) and Tn(x) are
bi-γ-positive.
Proof. For n = 1, we have D1(x) = w,D2D1(x) = xy(x+ 3y). Assume that
(D2D1)
n(x) =
2n−1∑
k=0
S˜n,kx
2n−kyk+1.
Note that D1(D2D1)
n(x) = w
∑
k S˜n,k
(
(2n− k)x2n−k−1yk+1 + (k + 1)x2n−kyk
)
.
Then we have
D2(D1(D2D1)
n(x)) =
∑
k
S˜n,k((2n− k)(4n− 2k + 1)x
2n−kyk+3+
∑
k
S˜n,k((2n− k)(4k + 5) + 3(k + 1))x
2n−k+1yk+2+
∑
k
S˜n,k(1 + k)(1 + 2k)x
2n−k+2yk+1.
Comparing the coefficient of x2n+2−kyk+1, we see that S˜n,k satisfy the same recur-
rence relation and initial conditions as Sn,k, so they agree. Comparing (4.11) and
the following expansion,
D1(D2D1)
n(x) = w
∑
k
S(n, k)
(
(2n− k)x2n−k−1yk+1 + (k + 1)x2n−kyk
)
,
we immediately get (4.12). For n = 1, 2, we have
D1(x) = w, D2D1(x) = xy(x+ y) + 2xy
2,
D1(D2D1)(x) = w((x + y)
2 + 4xy) + 2wy(x+ y),
(D2D1)
2(x) = xy((x+ y)3 + 20xy(x+ y)) + xy2(8(x+ y)2 + 16xy).
Assume that the following expansions hold for n = m, where m ≥ 1.
(D2D1)
n(x) = xy
∑
k
(xy)k(x+ y)2n−2−2k
(
η+2n,k(x+ y) + y
∑
k
η−2n,k
)
,
D1(D2D1)
n(x) = w
∑
k
(xy)k(x+ y)2n−1−2k
(
η+2n+1,k(x+ y) + y
∑
k
η−2n+1,k
)
.
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We proceed by induction. Note that
D1(D2D1)
m
= w
∑
k
η+2m,k(xy)
k(x+ y)2m−2−2k((k + 1)(x+ y)2 + 2(2m− 1− 2k)xy)+
w
∑
k
η−2m,ky(xy)
k(x+ y)2m−3−2k((k + 1)(x+ y)2 + 4(m− 1− k)xy)+
w
∑
k
η−2m,k(xy)
k+1(x+ y)2m−2−2k.
Comparing the coefficients of (xy)k(x+y)2n−2k and y(xy)k(x+y)2n−1−2k, we obtain
the first two recurrence relations in (4.13).
Note that
D2(D1(D2D1)
m(x))
= xy
∑
k
η+2m+1,k(1 + 2k)x
kyk(x+ y)2m+1−2k+
2xy2
∑
k
η+2m+1,kx
kyk(x+ y)2m−2k+
8xy
∑
k
η+2m+1,k(m− k)x
k+1yk+1(x+ y)2m−1−2k+
xy2
∑
k
η−2m+1,k(3 + 2k)x
kyk(x + y)2m−2k+
4xy2
∑
k
η−2m+1,k(2m− 1− 2k)x
k+1yk+1(x+ y)2m−2−2k.
Comparing the coefficients of xy(xy)k(x + y)2m+1−2k and xy2(xy)k(x + y)2m−2k,
we obtain the last two recurrence relations in (4.13). This completes the proof. 
Define
S+n (x) =
∑
k
η+2n,kx
k(1 + x)2n−1−2k, S−n (x) =
∑
k
η−2n,kx
k(1 + x)2n−2−2k,
T+n (x) =
∑
k
η+2n+1,kx
k(1 + x)2n−2k, T−n (x) =
∑
k
η−2n+1,k(xy)
k(1 + x)2n−1−2k.
By Lemma 16, we see that (S+n (x), S
−
n (x)) is the symmetric decomposition of
Sn(x) and (T
+
n (x), T
−
n (x)) is the symmetric decomposition of Tn(x). Combin-
ing (4.9), (4.10) and Lemma 16, we see that
#{σ ∈ C±n | asc
∗(σ) + plat (σ) = k + 1} = #{σ ∈ C±n | des (σ) = k},
#{σ ∈ D±n | asc
∗(σ) + plat (σ) = k + 1} = #{σ ∈ D±n | des (σ) = k},
Hence
Sn(x) =
∑
σ∈C±n
xasc
∗(σ)+plat (σ)−1, Tn(x) =
∑
σ∈D±n
xasc
∗(σ)+plat (σ)−1.
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Equivalently, we have
x2nSn
(
1
x
)
=
∑
σ∈C±n
xdes
∗(σ), x2n+1Tn
(
1
x
)
=
∑
σ∈D±n
xdes
∗(σ).
Therefore, we obtain
S+n (x) =
∑
σ∈C±n
xdes (σ) −
∑
σ∈C±n
xdes
∗(σ)
1− x
=
∑
σ∈C±n
σ2n>0
xdes (σ),
T+n (x) =
∑
σ∈D±n
xdes (σ) −
∑
σ∈D±n
xdes
∗(σ)
1− x
=
∑
σ∈D±n
σ2n>0
xdes (σ).
Therefore, we get the following result.
Corollary 17. For n ≥ 1, we have
S+n (x) =
∑
σ∈C±n
σ2n>0
xdes (σ), S−n (x) =
∑
σ∈C±n
σ2n<0
xdes (σ)−1.
T+n (x) =
∑
σ∈D±n
σ2n>0
xdes (σ), T−n (x) =
∑
σ∈D±n
σ2n<0
xdes (σ)−1.
5. Colored Eulerian and derangement polynomials
5.1. Colored Eulerian polynomials.
For nonnegative integers m and n, let [m,n] = {m,m+ 1, . . . , n}. For integers
n, r ≥ 1, an r-colored permutation can be written as πc, where π ∈ Sn and c =
(c1, c2, . . . , cn) ∈ [0, r − 1]
n. As usual, πc can be denoted as πc11 π
c2
2 · · ·π
cn
n , where
ci can be thought of as the color assigned to πi. Denote by Zr ≀Sn the set of all
r-colored permutations of order n.
Given an element πc ∈ Zr ≀ Sn. We say that an index k ∈ [n] is a descent of
πc if either ck > ck+1, or ck = ck+1 and πk > πk+1, where π(n + 1) := n + 1 and
cn+1 = 0. Let des (π
c) be the number of descents of πc. We say that an entry πcii
is an excedance of πc if πi > i or πi = i and ci > 0. Let exc (π
c) be the number of
excedances of πc. The r-colored Eulerian polynomial is defined as follows:
An,r(x) =
∑
πc∈Zr≀Sn
xexc (π
c).
In [61], Steingr´ımsson showed that
An,r(x) =
∑
πc∈Zr≀Sn
xexc (π
c) =
∑
πc∈Zr≀Sn
xdes (π
c).
The polynomials An,r(x) satisfy the the following recurrence relation
(5.1) An,r(x) = (1 + (rn− 1)x)An−1,r(x) + rx(1 − x)A
′
n,r(x).
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Let An,r(x) =
∑n
k=0 Ar(n, k)x
k. It follows from (5.1) that
Ar(n, k) = (rk + 1)Ar(n− 1, k) + (r(n− k) + r − 1)Ar(n− 1, k − 1),
with Ar(0, 0) = 1. The first few An,r(x) are given as follows:
A0,r(x) = 1, A1,r(x) = 1 + (r − 1)x, A2,r(x) = 1 + (r
2 + 2r − 2)x+ (r − 1)2x2.
Following [51, Lemma 3.5], we have
An,r(x) = E
(r,2r,...,nr)
n (x).
When r = 1 and r = 2, the polynomial An,r(x) reduces to An(x) and type B
Eulerian polynomial P (Bn, x), respectively.
5.2. Colored derangement polynomials.
A fixed point of πc ∈ Zr ≀Sn is an entry π
ck
k such that πk = k and ck = 0. An
element πc ∈ Zr ≀ Sn is called a derangement if it has no fixed points. Let Dn,r
be the set of derangements in Zr ≀ Sn. The r-colored derangement polynomial is
defined as follows:
dn,r(x) =
∑
πc∈Dn,r
xexc (π
c).
Following [25, Theorem 5], we have
(5.2) dn+1,r(x) = rnx(dn,r(x)+dn−1,r(x))+(r−1)xdn,r(x)+rx(1−x)
d
dx
dn,r(x).
The first few dn,r(x) are given as follows:
d0,r(x) = 1, d1,r(x) = (r − 1)x, d2,r(x) = r
2x+ (r − 1)2x2.
By using combinatorial theory of continued fractions, Shin and Zeng [55, Theorem
3] obtained the following expansion:
dn,r(x) =
∑
1≤i+2j≤n
γn,i,jx
i+j(1 + x)n−i−2j(r − 1)irn−i.
When r = 1 and r = 2, the polynomial dn,r(x) reduces to the classical de-
rangement polynomial dn(x) and type B derangement polynomial. It should be
noted that dn(x) is γ-positive (see [54]). In recent years, the type B derangement
polynomial has been extensively studied, see, e.g., [19, 24, 45, 55].
Using results of Shareshian andWachs [53] and Linusson, Shareshian andWachs [42]
on the homology of Rees products of posets, Athanasiadis [2, Theorem 1.3] obtained
the following result.
Proposition 18. We have dn,r(x) = d
+
n,r(x) + d
−
n,r(x), where
d+n,r(x) =
⌊n/2⌋∑
i=0
ξ+n,r,ix
i(1 + x)n−2i, d−n,r(x) =
⌊(n+1)/2⌋∑
i=1
ξ−n,r,ix
i(1 + x)n+1−2i.
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Set Asc (πc) = [n] \ Des (πc). Then ξ+n,r,i is the number of colored permutations
πc ∈ Zr ≀Sn for which Asc (π
c) ⊆ [2, n] has exactly i elements, no two consecutive,
and contains n, ξ−n,r,i is the number of colored permutations π
c ∈ Zr ≀Sn for which
Asc (πc) ⊆ [2, n− 1] has exactly i − 1 elements, no two consecutive.
Local h-polynomials were introduced by Stanley [59] as a fundamental tool in the
theory of face enumeration for subdivisions of simplicial complexes. Athanasiadis [2,
Theorem 1.3] showed that the polynomial d+n,r(x) is equal to the local h-polynomial
of a suitable simplicial subdivision of the (n − 1)-dimensional simplex. By using
the principle of inclusion-exclusion, it is clear that An,r(x) =
∑n
k=0
(
n
k
)
dk,r(x). By
this identity, Athanasiadis [4, Eq. (21)] obtained the following expansion:
An,r(x) =
n∑
k=0
(
n
k
)
d+k,r(x) +
n∑
k=0
(
n
k
)
d−k,r(x).
In this section, we give an elementary proof of the bi-γ-positivity of An,r(x) and
dn,r(x). In the following discussion, we always assume that r ≥ 2.
5.3. Main results.
Lemma 19. If
(5.3) G = {u→ uvr, v → urv},
then we have
(5.4) Dn(ur−1v) = ur−1v
n∑
k=0
Ar(n, k)u
(n−k)rvkr.
Proof. Note that D0(ur−1v) = ur−1v and D(ur−1v) = ur−1v(ur+(r− 1)vr). Thus
the result holds for n = 0, 1. Assume that the result holds for n = m. Then
Dm+1(ur−1v)
= D
(
ur−1v
m∑
k=0
Ar(m, k)u
(m−k)rvkr
)
= ur−1v
∑
k
Ar(m, k)((mr − kr + r − 1)u
(m−k)rv(k+1)r + (kr + 1)u(m−k+1)rvkr).
So we get that Ar(m+1, k) = (rk+1)Ar(m, k)+(r(m+1−k)+r−1)Ar(m, k−1).
Thus the result holds for n = m+ 1. This completes the proof. 
Theorem 20. For each r ≥ 3 and n ∈ N, the polynomial An,r(x) is bi-γ-positive.
More precisely, we have
(5.5) An,r(x) =
⌊n/2⌋∑
k=0
α+n,k;rx
k(1 + x)n−2k + x
⌊(n−1)/2⌋∑
k=0
α−n,k;rx
k(1 + x)n−1−2k,
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where the numbers α+n,k;r and α
−
n,k;r satisfy the recurrence system{
α+n+1,k;r = (1 + rk)α
+
n,k;r + 2r(n− 2k + 2)α
+
n,k−1;r + 2α
−
n,k−1;r,
α−n+1,k;r = (r − 2)α
+
n,k;r + (r − 1 + rk)α
−
n,k;r + 2r(n− 2k + 1)α
−
n,k−1;r,
with the initial conditions α+1,0;r = 1, α
−
1,0;r = r − 2, α
+
1,k;r = α
−
1,k;r = 0 for k 6= 0.
Proof. Consider a change of the grammar (5.3). Note that
D(urvr) = rurvr(ur + vr), D(ur + vr) = 2rurvr,
D(ur−1v) = (r − 1)ur−1vr+1 + u2r−1v
= (r − 2)ur−1vr+1 + ur−1v(ur + vr),
D(ur−1vr+1) = (r − 1)ur−1v2r+1 + (r + 1)u2r−1vr+1
= (r − 1)ur−1vr+1(ur + vr) + 2ur−1v(urvr).
Setting a = urvr, b = ur + vr, c = ur−1vr+1 and I = ur−1v, we obtain
D(a) = rab, D(b) = 2ra, D(c) = (r − 1)bc+ 2Ia, D(I) = (r − 2)c+ Ib.
Clearly, c = Ivr. We now consider the grammar
G1 = {a→ rab, b→ 2ra, c→ (r − 1)bc+ 2Ia, I → (r − 2)c+ Ib}.
Note that DG1(I) = Ib+ (r − 2)c, D
2
G1
(I) = (4(r − 1)a+ b2)I + r(r − 2)bc. Then
by induction, it is a routine to check that there exist nonnegative integers α+n,r,k
and α−n,r,k such that
(5.6) DnG1(I) =
⌊n/2⌋∑
k=0
α+n,k;ra
kbn−2kI +
⌊(n−1)/2⌋∑
k=0
α−n,k;ra
kbn−1−2kc.
We proceed to the inductive step. Note that
Dn+1G1 (I) = DG1(D
n
G1(I))
=
∑
k
α+n,k;rb
n−1−2k((1 + rk)akb2I + 2r(n− 2k)ak+1I + (r − 2)akbc)+
∑
k
α−n,k;rb
n−2−2k((r − 1 + rk)akb2c+ 2r(n− 1− 2k)ak+1c+ 2ak+1bI).
Taking coefficients of akbn+1−2kI and akbn−2kc on both sides and simplifying yields
the desired recurrence system for γ-coefficients. Setting ur = 1 and vr = x, we
have a = x, b = 1 + x and c = Ix. Comparing (5.4) and (5.6), we immediately
get (5.5). 
We say that an entry πcii is an anti-excedance of π
c ∈ Zr ≀ Sn if πi < i. Let
aexc (πc) (resp. fix (πc)) be the number of anti-excedances (resp. fixed points) of
πc. For any πc ∈ Zr ≀Sn, it is clear that exc (π
c) + aexc (πc) + fix (πc) = n.
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Lemma 21. If
(5.7) G = {I → (r − 1)xI + zI, x→ rxy, y → rxy, z → rxy},
then we have
(5.8) Dn(I) = I
∑
πc∈Zr≀Sn
xexc (π
c)yaexc (π
c)zfix (π
c).
Proof. We now introduce a grammatical labeling of πc ∈ Zr ≀Sn as follows:
(L1) If π
ci
i is an excedance, then put a subscript label x right after i;
(L2) If π
ci
i is an anti-excedance, then put a subscript label y right after i;
(L3) If π
ci
i is a fixed point, then put a subscript label z right after π
ci
i ;
(L4) Put a subscript label I right after π
c.
The weight of πc is the product of its labels. Note that the weight of πc is given by
w(πc) = Ixexc (π
c)yaexc (π
c)zfix (π
c).
For n = 1, we have Zr ≀S1 = {(1z)I , (1
1
x)I , (1
2
x)I , . . . , (1
r−1
x )I}. Note that D(I) =
(r−1)xI+zI. Then the sum of weights of the elements in Zr ≀S1 is given by D(I).
Hence the result holds for n = 1. We proceed by induction on n. Suppose we get
all labeled permutations in πc ∈ Zr ≀Sn−1, where n ≥ 2. Let π̂c be obtained from
πc ∈ Zr ≀Sn−1 by inserting n
cj , where 0 ≤ cj ≤ r− 1. When the inserted n
cj forms
a new cycle, the insertion corresponds to the substitution rule I → (r − 1)xI + zI
since we have r choices for cj . For the other cases, the changes of labeling are
illustrated as follows:
· · · (· · ·πcii xπ
ci+1
i+1 · · · ) · · · 7→ · · · (· · ·π
ci
i xn
cj
yπ
ci+1
i+1 · · · ) · · · ;
· · · (· · ·πcii yπ
ci+1
i+1 · · · ) · · · 7→ · · · (· · ·π
ci
i xn
cj
yπ
ci+1
i+1 · · · ) · · · ;
· · · (π0i z) · · · 7→ · · · (π
0
i xn
cj
y) · · · .
In each case, the insertion of ncj corresponds to one substitution rule in G. By
induction, it is routine to check that the action of D on elements of Zr ≀ Sn−1
generates all elements of Zr ≀Sn. This completes the proof. 
Setting z = 0 in (5.8), we see that
(5.9) Dn(I) |z=0= I
∑
πc∈Dn,r
xexc (π
c)yaexc (π
c).
Theorem 22. For each r ≥ 2 and n ∈ N, the polynomial dn,r(x) is bi-γ-positive.
More precisely, for n ≥ 2, we have
dn,r(x) =
⌊n/2⌋∑
k=1
f
(r)
n,kx
k(1 + x)n−2k + x
⌊(n−1)/2⌋∑
k=0
h
(r)
n,kx
k(1 + x)n−1−2k,
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where the γ-coefficients satisfy the recurrence system{
h
(r)
n+1,k = (rk + r − 1)h
(r)
n,k + 2r(n− 2k + 1)h
(r)
n,k−1 + (r − 1)f
(r)
n,k + rnh
(r)
n−1,k−1,
f
(r)
n+1,k = rkf
(r)
n,k + 2r(n− 2k + 2)f
(r)
n,k−1 + rnf
(r)
n−1,k−1 + h
(r)
n,k−1,
with the initial conditions h
(r)
2,0 = (r − 1)
2, h
(r)
2,k = 0 for k 6= 0, f
(r)
2,1 = 2r − 1 and
f
(r)
2,k = 0 for k 6= 1.
Proof. Consider a change of the grammar (5.7). Note that
D(I) = (r − 1)xI + zI, D(xI) = (r − 1)xI(x + y) + xyI + xIz,
D(xy) = rxy(x + y), D(x+ y) = 2rxy, D(z) = rxy.
Setting u = xy, v = x+ y, J = xI, we obtain
D(I) = (r−1)J+zI,D(J) = (r−1)Jv+uI+Jz,D(u) = ruv,D(v) = 2ru,D(z) = ru.
In the following, we consider the grammar
G2 = {I → (r − 1)J + zI, J → (r − 1)Jv + uI + Jz, u→ ruv, v → 2ru, z → ru}.
For n = 1, 2, 3, we have
DG2(I) = (r − 1)J + zI,
D2G2(I) = (r − 1)
2vJ + (2r − 1)uI + 2(r − 1)Jz + Iz2,
D3G2(I) = ((1− 3r + 2r
3)u + (r − 1)3v2)J + (1− 3r + 3r2)uvI+
(3(r − 1)2vJ + 3(2r − 1)uI)z + 3(r − 1)Jz2 + Iz3.
By induction, it is routine to verify that there exist nonnegative integers h
(r)
n,k,i and
f
(r)
n,k,i such that
(5.10)
DnG2(I) =
n∑
i=0
zi
(n−1−i)/2∑
k=0
h
(r)
n,k,iu
kvn−1−2k−iJ +
(n−i)/2∑
k=1
f
(r)
n,k,iu
kvn−2k−iI
 .
Set DnG2(I) = λ1 + λ2, where
λ1 =
1∑
i=0
zi
(n−1−i)/2∑
k=0
h
(r)
n,k,iu
kvn−1−2k−iJ +
(n−i)/2∑
k=1
f
(r)
n,k,iu
kvn−2k−iI
 ,
λ2 =
n∑
i=2
zi
(n−1−i)/2∑
k=0
h
(r)
n,k,iu
kvn−1−2k−iJ +
(n−i)/2∑
k=1
f
(r)
n,k,iu
kvn−2k−iI
 .
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In order to extract the coefficient of z0 in the above expansion, it suffices to consider
λ1. Note that
DG2(λ1) = DG2
(∑
k
h
(r)
n,k,0u
kvn−1−2kJ +
∑
k
f
(r)
n,k,0u
kvn−2kI
)
+
DG2z
(∑
k
h
(r)
n,k,1u
kvn−2−2kJ +
∑
k
f
(r)
n,k,1u
kvn−1−2kI
)
.
It is easy to verify that
f
(r)
n+1,k,0 = h
(r)
n,k−1,0 + rkf
(r)
n,k,0 + 2r(n− 2k + 2)f
(r)
n,k−1,0 + rf
(r)
n,k−1,1,
h
(r)
n+1,k,0 = (rk + r − 1)h
(r)
n,k,0 + 2r(n− 2k + 1)h
(r)
n,k−1,0 + (r − 1)f
(r)
n,k,0 + rh
(r)
n,k−1,1.
Since z marks the statistic fix , we have h
(r)
n,k−1,1 = nh
(r)
n−1,k−1,0, f
(r)
n,k−1,1 = nf
(r)
n−1,k−1,0.
Setting h
(r)
n,k = h
(r)
n,k,0 and f
(r)
n,k = f
(r)
n,k,0, we obtain the desired recurrence system.
Comparing (5.9) and (5.10), we get the symmetric decomposition of dn,r(x). 
It follows from Proposition 18 and Theorem 22 that
ξ+n,r,i = f
(r)
n,i , ξ
−
n,r,i+1 = h
(r)
n,i.
6. Concluding remark
We say that a polynomial f(x) is alternatingly monotone if f(x) or xdf( 1x ) is
alternatingly increasing, where deg f(x) = d and f(0) > 0. Let v = (v1, v2, . . . , vm)
be a sequence of nonnegative integers. Let Nk(v) be the number of permutations of
the multiset Mv = {1
v1, 2v2 , . . . ,mvm} with exactly k descents. Simion [56] proved
that the descent polynomial
∑
k≥0Nk(v)x
k has only real zeros. Based on empirical
evidence, we propose the following.
Conjecture 23. Let Tv(x) =
∑
k≥0Nk(v)x
k. Set Tv(x) = x
µfv(x), where µ is a
nonnegative integer and fv(0) > 0. Then fv(x) is alternatingly monotone.
It is worth mentioning that, as pointed out by Haglund, Ono and Wagner [33],
Simion’s result proves a special case of the Neggers-Stanley conjecture. Let P be
a partial ordering of [n]. The W -polynomial WP (x) is the generating function
counting the linear extensions of P by their descent numbers. The Neggers-Stanley
conjecture asserts that the descent polynomial of the linear extensions of a partially
ordered set on [n] has only real zeros, see, e.g., [32, 63]. Bra¨nden [10] and Stem-
bridge [63] discovered some counterexamples to Neggers-Stanley conjecture. We
note that the counterexamples to real-rootedness given in [63] are all alternatingly
monotone. Set WP (x) = x
δYP (x), where δ is a nonnegative integer and YP (0) > 0.
It is a challenging problem to explore the alternatingly monotone property of YP (x).
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The s-Eulerian polynomials has been extensively studied in recent years, see
e.g., [51, 64]. It would be interesting to explore geometric significance of symmetric
decomposition of the s-Eulerian polynomials considered in this paper.
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