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RESUMEN  
Este proyecto de grado sintetiza el diseño de un controlador PID para un sistema 
multivariable como lo es el cuadricoptero. Se utilizó un modelo estimado y un 
diseño 3D del sistema para el diseño del controlador. 
Se procedió a identificar el modelo a través de un algoritmo de mínimos cuadrados 
fuera de línea para sistemas MIMO, para luego acoplarlo con el diseño del 
controlador por la técnica de estructura clásica de PID. Se realizó la simulación al 
sistema multivariable, con resultados coherentes que llevaron a cumplir los 
objetivos de este proyecto.  
El software implementado para la identificación y posterior control de la planta fue 
Matlab.  
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INTRODUCCIÓN 
 
El objetivo de este trabajo es la aplicación de los conocimientos adquiridos, donde 
nos centramos en el diseño de controladores PID. Para ello elegimos como 
sistema un cuadricoptero. La razón por la cual este problema es interesante desde 
el punto de vista de control es por que ilustra muchas de las dificultades asociadas 
con problemas de control del mundo real, como por ejemplo no linealidades y 
sistemas multivariables. [4] 
 
Actualmente, la Ingeniería de Control ha sido impulsada por la investigación de la 
robótica debido a la necesidad de automatizar todo lo relacionado con procesos 
industriales que involucren el uso de maquinaria y por ende pongan en riesgo la 
salud de las personas, por este motivo es que el desarrollo en simples campos 
como el transporte, la producción y las comunicaciones alcancen un alto grado de 
seguridad y calidad. Por esto es que la ciencia, precisamente el desarrollo de los 
sistemas mecatrónicos que tienen elementos que representan no linealidades, son 
objeto de investigación y un desafío para las técnicas clásicas de control. El 
cuadricoptero permite la aplicación y prueba de algoritmos de control de estructura 
clásica que pueden ser usados en sistemas mecatrónicos más complejos ya 
(posibles aplicaciones en las áreas de robótica, navegación autónoma, sistemas 
de control de posición, etc.) [4] 
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Capítulo 1 
 
1. MODELOS MATEMÀTICOS DE LOS ÀNGULOS DEL CUADRICOPTERO 
En este capítulo se darán unas ecuaciones para observar los comportamientos de 
los ángulos en el cuadricoptero. 
1.1 Fórmula de Haversine (Verseno): Ecuación para determinar la distancia 
ortodrómica entre dos puntos de la tierra: es una ecuación ampliamente utilizada 
en la navegación, se utiliza a partir de las coordenadas en latitud y longitud de los 
dos puntos, la ecuación consiste en: [1] 
      .
  
 
/     (  )     (  )      (
  
 
)                                                          (1.1) 
         (√  √   ))                                                                                    (1.2) 
                                                                                                                     (1.3)  
Donde 
  : Latitud inicial  
  : Latitud final  
λ1: Longitud inicial  
λ2: Longitud final 
        : Diferencia entre latitud final y latitud inicial 
Δλ=λ2−λ1: Diferencia entre longitud final y longitud inicial 
R= 6371 Km: Radio geodésico de la tierra  
1.2 Medición del ángulo entre dos puntos: Para realizar la medición se requiere 
las coordenadas en latitud y longitud de ambos puntos, y se aplica la siguiente 
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fórmula: [1]  
       .
   (  )     (  )
   (  )    (  )    (  )    (  )     (  )
/                                                       (1.4) 
Donde:  
 : Ángulo entre los puntos  
  : Latitud inicial  
  : Latitud final  
λ1: Longitud inicial  
λ2: Longitud final 
        : Diferencia entre latitud final y latitud inicial 
Δλ=λ2−λ1: Diferencia entre longitud final y longitud inicial 
La anterior fórmula permite hallar una aproximación del ángulo inicial entre los dos 
puntos coordenados cuando son distancias cortas, el ángulo inicial será el ángulo 
definitivo entre los dos puntos; cuando son distancias largas, el ángulo va 
cambiando a medida que el dispositivo se acerca al objetivo.  
1.3 Cálculo de una nueva coordenada a partir de un punto inicial, la 
distancia al punto inicial y un ángulo:  
Para hallar una nueva coordenada, se utilizan las siguientes ecuaciones, las 
cuales entregan una latitud y una longitud a una distancia y dirección del punto 
inicial. [1] 
        .   (  )     .
 
 
/     (  )     .
 
 
/      ( )/                                  (1.5) 
          (
   ( )    .
 
 
/     (  )
   .
 
 
/    (  )     (  )
)                                                                  (1.6) 
 
 : Ángulo entre los puntos 
  : Latitud inicial 
  : Latitud nueva 
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λ1: Longitud inicial  
λ2: Longitud nueva 
D: distancia a la cual se desea hallar la nueva coordenada 
R=6371 Km: Radio geodésico de la tierra  
1.4 ÁNGULOS DE NAVEGACIÓN O ÁNGULOS DE EULER  
Los ángulos de navegación o matemáticamente ángulos de Euler, son ángulos 
que a través de coordenadas angulares definen la posición en la que se encuentra 
una aeronave en un sistema de tres ejes fijos sobre esta, a estos se les conoce 
como cabeceo pitch representado por  , alabeo roll representado por   y guiñada 
yaw representada por  . A continuación en la siguiente figura se muestra los 
ángulos de navegación para una aeronave. [1]  
 
Ilustración 1- Ángulos de navegación según convención ZXY. [1] 
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Capítulo 2 
 
2. SISTEMA DE CONTROL 
El control puede ser definido como el proceso de comparación entre un valor de 
salida de un sistema con valor deseado, el cual determina la desviación y produce 
una señal que reduce la desviación a cero. [8] 
2.1 CONTROLADORES  
El controlador constituye el elemento básico de un sistema de control, ya que 
determina su comportamiento, condicionando la acción de los actuadores en 
función de la señal de desviación obtenida.  
Los sistemas de control se consideran eficientes cuando garantizan la estabilidad 
de la señal de salida con error en estado estacionario cero o menor al 2% ante 
perturbaciones en los modelos. [8] 
2.1.1 CONTROL EN LAZO ABIERTO  
En este tipo de controladores, la señal de salida no influye sobre la señal de 
entrada. La exactitud de estos sistemas depende de su programación previa y los 
ajustes que se le realicen al proceso. Se debe prever las relaciones que deben 
darse entre los diferentes componentes del sistema, a fin de tratar de conseguir 
que la salida alcance el valor deseado con la exactitud prevista. El diagrama de 
bloque de un sistema en lazo abierto se muestra a continuación en la ilustración 2.  
 
Ilustración 2 – Diagrama de bloques de un sistema en lazo abierto. [8] 
 Los sistemas de control en lazo abierto son comúnmente utilizados para 
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dispositivos secuenciales y/o cíclicos, donde no se regulan variables sino que se 
realiza un conjunto de operaciones.  
Un sistema en lazo abierto está dado por la función de transferencia:  
  ( )
 ( )
  ( )   ( )                                                                                               (2.1) 
2.1.2 CONTROL EN LAZO CERRADO  
También llamados control con realimentación, tienen la característica de tener un 
dispositivo que censa la señal de salida del proceso constantemente y poder 
realizar una comparación con la señal de referencia obteniendo una desviación, 
para que el controlador pueda ejecutar la corrección y así tener un control más 
estable del proceso en ejecución. El diagrama de bloque de un sistema en lazo 
cerrado se muestra a continuación en la ilustración 3. [8]  
 
Ilustración 3 – Diagrama de bloques de un sistema en lazo cerrado. [8] 
La función de transferencia de un sistema en lazo cerrado es:  
 ( )
 ( )
 
 ( )  ( )
   ( )  ( )
                                                                                                   (2.2) 
2.2 CONTROLADOR PID  
Es un mecanismo de control polinomial por realimentación que calcula la 
desviación o error entre un valor de la señal de salida del proceso y el valor que se 
quiere obtener, y así aplicar una acción correctora que ajuste nuevamente la 
salida del proceso. [8] 
Los controladores PID poseen tres tipos de acciones: proporcional (P), integral (I) 
y derivativa (D). La combinación de estos, reúne las ventajas de las tres acciones 
de control, tal como lo muestra la ilustración 4.   
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Ilustración 4 – Diagrama de bloques de un sistema en lazo cerrado con controlador PID. [8] 
La función de transferencia de un controlador PID es:  
  ( )         
  
 
                                                                                           (2.3) 
2.3 CONTROLADOR MULTIVARIABLE  
Teniendo en cuenta que el cuadricoptero es un dispositivo de naturaleza 
multivariable, el diseño de controladores podrá ser de dos formas las cuales 
dependen de sus acoples internos. [6] 
2.3.1 Sistema de control desacoplado 
En general, este tipo de control es utilizado para sistemas donde el acople de sus 
variables internas son débiles, debido a que no corrige de la mejor manera las 
perturbaciones generadas por los efectos de la entradas. En la ilustración 5 se 
observa el diagrama de bloques de un sistema de control desacoplado para un 
proceso de dos entradas dos salidas. [6] 
 
Ilustración 5 – Control desacoplado de un sistema multivariable. [6] 
Las constantes de los controladores para estos sistemas se diseñan de manera 
independiente, teniendo una función en lazo cerrado para     y     y otra función 
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en lazo cerrado para     y    , pero los controladores diseñados tienen efecto 
sobre todo el sistema acoplado. 
2.3.2 Sistema de control acoplado 
Este control se una para un sistema donde los acoples internos son demasiado 
fuertes, debido a que brinda robustez a la hora de corregir perturbaciones internas 
de los acoples logrando una estabilidad en las salidas del sistema. El acople de 
las funciones de transferencia se realiza mediante una matriz de desacople para 
diseñar un controlador en el cual se tenga en cuenta toda la dinámica del sistema. 
[7] 
 
Ilustración 6 – Sistemas de control acoplado. [7] 
La matriz de desacople está dada de la siguiente forma: 
 ( )  [
  
   
   
 
   
   
 
]                                                                                           (2.4) 
Para el diseño del controlador del todo el sistema acoplado se tiene una matriz de 
transferencia de la forma: 
 ( ) ( )  [
   ( )   ( )     ( )   ( )  
    ( )   ( )     ( )   
]               (2.5) 
 
2.4 CONTROL ADAPTATIVO  
Este tipo de control es aplicado generalmente en sistemas no lineales, donde sus 
comportamientos son bastante complejos, dando más dificultad para ser 
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analizados de una forma matemática y por lo tanto el modelo de estructura fija no 
es bastante robusto. Estos procesos es necesario considerarlos desde diferentes 
puntos de vista, teorías de sistemas no lineales como estabilidad de Lyapunov, 
sistemas de identificación, control óptimo y control estocástico contribuyen al 
entendimiento de los sistemas adaptativos.  
Es un tipo de control en el cual se modifica el comportamiento del sistema durante 
todo el tiempo de funcionamiento obteniendo así la dinámica del sistema y las 
perturbaciones que lo afectan. De esta manera se adaptan los parámetros del 
controlador a todo el rango de operación de la planta, para así mantener el 
funcionamiento deseado del proceso.  
El objetivo del control adaptativo es controlar las variables de entrada al sistema, 
calculadas a partir de los valores anteriores de las variables de entrada y salida de 
la planta, las cuales reflejan el comportamiento del proceso y que deben ser 
monitoreadas en cada instante. [9] 
2.4.1 Controladores adaptativos con modelo de referencia (MRAC) 
Estos controladores intentan alcanzar para una señal de entrada definida, un 
comportamiento en lazo cerrado dado por un modelo de referencia. [9] 
 
Ilustración 7 – Diagrama de bloques de un controlador adaptativo con modelo de referencia. [9] 
En la ilustración 2 se puede apreciar el diagrama de bloques de un MRAC.  Este 
sistema compara el comportamiento del modelo de referencia del mismo orden o 
menor al de la planta, con el comportamiento del sistema ajustable generando un 
error, el cual debe ser reducido por el mecanismo de control elegido y el ajuste de 
los parámetros del sistema. 
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Capítulo 3 
 
3. IDENTIFICACION DEL SISTEMA MIMO 
3.1 REPRESENTACION DEL SISTEMA MIMO 
 
La representación de un sistema discreto multivariable con p salidas y l entradas 
con operador de retardo r puede ser de la forma [2][3] 
  
 (   ) , -   (   ) , -                                                (3.1) 
 
 
Donde A está dado por 
 
 
 (   )       ( 
  )    ( 
  )      ( 
  )                                     (3.2) 
 
 
Y B está dado por  
 
 
 (   )    ( 
  )    ( 
  )      ( 
  )                                     (3.3) 
 
Con n   m y donde     es de dimensión p   p y    de dimensión p l, y donde las 
entradas u corresponden a un vector de dimensión l 1 y las salidas y 
corresponden a un vector de dimensión p 1 de la forma 
 
 
 , -  
[
 
 
 
  , -
  , -
 
  , -]
 
 
 
              , -   
[
 
 
 
  , -
  , -
 
  , -]
 
 
 
         
 
 
Si      con   siendo la matriz identidad, se obtiene 
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,    ( 
  )      ( 
  )-  ,  ( 
  )      ( 
  )- , -                          (3.4) 
 
 , -     ,   -       ,   -     ,   -       ,   -                (3.5) 
 
Donde    y    son de la forma 
 
   
[
 
 
 
 
   
    
     
 
   
    
     
 
    
   
    
     
 ]
 
 
 
 
              
[
 
 
 
 
   
    
     
 
   
    
     
 
    
   
    
     
 
]
 
 
 
 
                              (3.6) 
 
De las ecuaciones (3.6) y (3.4) se puede expresar la salida    en términos de las 
entradas y las salidas anteriores como 
 
       
   ,   -     
   ,   -       
   ,   -
    
   ,   -     
   ,   -       
   ,   -
   
     
   ,   -     
   ,   -       
   ,   -
     
   ,   -     
   ,   -       
   ,   -
     
   ,   -     
   ,   -       
   ,   -
   
     
   ,   -     
   ,   -       
   ,   - 
 
De la ecuación (3.7) se observa que el modelo DARMA de la ecuación (3.1), es 
posible de expresar como: 
 
 ( )      ,   -                                                                 (3.8) 
 
En donde la matriz    denota la transpuesta de,   siendo esta una matriz 
conformada por los parámetros de las matrices  (   ) y  (   ) por lo tanto el 
tamaño de   es de (       )   , esto es: 
 
   
[
 
 
 
 
   
     
     
     
     
      
      
      
 
   
     
     
     
     
      
      
      
 
              
   
     
     
     
     
      
      
      
 
]
 
 
 
 
                      (3.9) 
(3.7) 
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 ,   - Es un vector de dimensión (       )    y contiene los valores de 
las entradas y las salidas anteriores: 
 
 ,   -   
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  ,   -
 
  ,   -
 
  ,   -
 
  ,   -
 
  ,   -
 
  ,   -
 
  ,   -
 
  ,   -]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                     (3.10) 
 
3.2 ESQUEMAS DE ESTIMACION EN LINEA 
 
La finalidad de la identificación en línea es encontrar los parámetros del sistema 
basándose en los valores anteriores de las entradas y salidas, la matriz de 
parámetros estimados  ̇, - también es calculada a partir de la matriz anterior de 
parámetros estimados  ̇,   -, como se muestra en la siguiente ecuación: 
 
 ̇, -    ̇,   -   ,   - ,   - , -                                                          (3.11) 
 
Donde  ,   -denota la ganancia del algoritmo (posiblemente es una matriz) y 
 , - es un vector de los errores de estimación de las salidas, y es de la forma 
 
 , -     , -    ̇ , -                                                                                        (3.12) 
 
 
El vector  ̇, - se calcula a partir de la matriz de parámetros obtenidos en la 
identificación anterior y el vector de entradas y salidas pasadas 
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 ̇, -    ̇,   -  ,   -                                                                                  (3.13) 
La ecuación (3.11) muestra un algoritmo que permite calcular los parámetros del 
sistema en cada nuevo instante de muestreo, es decir, es posible implementarlo 
en línea. 
La ganancia de la ecuación (3.11) puede ser motivada por diferentes funciones 
objetivo, en las siguientes secciones mostraremos varios algoritmos que se 
desprenden de esta ecuación. 
 
3.3 MÍNIMOS CUADRADOS 
 
El método de mínimos cuadrados puede ser aplicado a una gran variedad de 
problemas. Este es particularmente simple si el modelo matemático puede ser 
escrito en la siguiente forma: 
 
  , -     , -  
    , -  
      , -  
     , -                            (3.14) 
 
Donde   es la variable observada    
    
      
 
 son los parámetros del modelo a 
determinar, y             son funciones conocidas que pueden depender de 
otras variables conocidas. 
El modelo es indexado por la variable i, esta denota tiempo o número de la 
muestra. Las variables    son llamadas variables de regresión, y el modelo 
descrito en la ecuación (3.14) es también llamado modelo de regresión. 
Si extendemos este modelo a la representación de sistemas descrito en la sección 
anterior, tenemos: 
 
 , -     , - ,   -      , - ,   -    , - ,   -      , - ,   -  
 ̇  ,   -                                                                                                                        (3.15) 
 
Donde 
 
 ̇, -   ,               - 
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 ,   -    
[
 
 
 
 
 
 
 
  ,   -
  ,   -
 
  ,   -
 ,   -
 ,   -
 
 ,   - ]
 
 
 
 
 
 
 
 
 
Los pares de observaciones y variables de *( , -  ,   -)           + pueden 
ser obtenidos de forma experimental. El problema es entonces determinar los 
parámetros de tal manera que las salidas calculadas a partir del modelo de la 
ecuación (3.15) sean tan iguales como sea posible con respecto a las variables 
medidas  , - en el sentido de los mínimos cuadrados. Es decir, los parámetros   
deben ser elegidos de tal manera que minimice la función de costo 
 
 (   )  
 
 
∑ ( , -     ,   -)                                                          (3.16) 
 
Ya que las medidas de la variable   son lineales en los parámetros   y el criterio 
de los mínimos cuadrados es cuadrático, el problema admite una solución 
analítica. Introduciendo la notación y con     
 
 , -  
[
 
 
 
 ,   - 
 ,   - 
 
 , - ]
 
 
 
              , -   [
 ,   - 
 ,   - 
 
 , - 
]         
 
 
 , -  
[
 
 
 
  ( )   (   )    ( )  ( )  (   )    ( ) 
  ,   -   ( )    ( )  ,   -  ( )    ( ) 
        
  ,   -   ,   -    ,   -  ,   -  ,   -    (   ) ]
 
 
 
        
 , -  
[
 
 
 
 ( ) 
 ,   - 
 
 ,   - ]
 
 
 
      
 
 
 , -  ( , -  , -)    (∑  ,   - ,   -        )
                                        (3.17) 
21 
 
Donde los errores  , - son definidos por  
 
 , -   , -   ̇, -   , -     ,   - 
 
Con estas notaciones la función de costo (3.16) puede ser reescrita como 
 
 (   )  
 
 
∑  , -   
 
 
    
 
 
 
     ‖ ‖
                                                            (3.18) 
 
Donde E puede ser escrito como 
 
     ̇       
 
La solución al problema de mínimos cuadrados está dada por el siguiente 
teorema. 
Teorema 1.3.1  La función de la ecuación (3.16) es mínima para parámetros  ̇  tal 
que 
  
    ̇                                                                                                          (3.19) 
 
Si la matriz     es no singular, el mínimo es único y está dado por 
 
 ̇  (   )                                                                                                    (3.20) 
3.3.1 Forma Recursiva 
 
Cuando se implementa un control adaptativo, las muestras son obtenidas de forma 
secuencial y en tiempo real. En este sentido, con el fin de ahorrar tiempo de 
computación y de realizar implementaciones en línea es necesario tener todos los 
algoritmos en ecuaciones de forma recursiva. La ecuación de estimación de 
mínimos cuadrados puede ser cambiada de tal forma que el resultado obtenido en 
     pueda ser utilizado para obtener la estimación en el tiempo  . Si  ̇,   - 
denota la estimación por mínimos cuadrados basada en     mediciones. 
Asumiendo que la matriz     es no singular para todo  . Se deduce de la 
definición de  , - en la ecuación (3.17) que [4][5] 
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   , -    , - , -  ∑  ,   - ,   - 
 
     
 
 
 ∑  ,   - ,   -   ,   - ,   - 
   
     
 
 
    ,   -   ,   - ,   -         (3.21) 
 
Los parámetros estimados   ̇, -  es dado por la ecuación (3.17) y puede ser 
escrita como 
 ̇, -  (∑  ,   - ,   -       )
  
(∑  ,   - , -       )   , -(∑  ,  
 
     
 - , - )    , -(∑  ,   - , -   ,   - , -         )                                 (3.22) 
 
De las ecuaciones (3.21) y (3.22), tenemos 
 
∑  ,   - , -     ,   -   ̇,   -          
  , - ̇,   -   ,  
 - ,   -  ̇,   -                                                                                           (3.23) 
 
La estimación en el tiempo   es entonces 
 
 ̇, -   ̇,   -   , - ,   - ,   -  ̇,   -   , - ,   - , -  
  ̇,   -   , - ,   - 0 , -   ,   -  ̇,   -1    ̇,   -   , - , -  (3.24) 
 
Donde 
 , -   , - ,   -                , -   , -   ,   -   ̇,   - 
 
Para continuar, es necesario encontrar una ecuación recursiva para , - o más 
bien de su inversa (3.21); para ello se utiliza el siguiente lema. 
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Teorema 1.3.1.1 Sean                matrices cuadradas no singulares. 
Entonces      es invertible, y 
 
(     )            ,         -       
 
Aplicando el lema 1.3.1.1 a  , - y usando la ecuación (3.21), tenemos 
 
 , -  ( ,   -   ,   - ,   - )    ,   -   ,   - ,   -[  
 ,   -  ,   - ,   -]
  
 ,   -  ,   -                                               (3.25) 
 
Lo que implica que  
 
 , -   , - ,   -   ,   - , -[   ,   -  ,   - ,   -]
  
            (3.26) 
 
Y por consiguiente 
 
 ̇, -   ̇,   -   ,   - ,   -[   ,   -  ,   - ,   -]
  
( , -  
 ,   -  ̇,   -)                                                                                             (3.27) 
 
 , -   ,   -   ,   - ,   -[   ,   -  ,   - ,   -]
  
 ,  
 -  ,   -                                                                                                        (3.28) 
 
Las ecuaciones anteriores resultan de asumir que la matriz  , - es de rango 
completo, esto es , -   , - es no singular para todo     . 
Ahora, revisemos el término  ,   -  ,   - ,   -, las dimensiones de 
 ,   - es un vector de (       )   ,  ,   - es una matriz de (      
 )  (       ), por consiguiente el término  ,   -  ,   - ,   - es un 
escalar; lo que implica que las ecuaciones (3.27) y (3.28) pueden ser escritas 
como 
 
 ̇, -    ̇,   -  
 ,   - ,   -
   ,   -  ,   - ,   -
( , -   ,   -  ̇,   -)                 (3.29) 
 , -   ,   -  
 ,   - ,   - ,   -  ,   -
   ,   -  ,   - ,   -
                                                         (3.30) 
24 
 
3.4 MÍNIMOS CUADRADOS CON FACTOR DE OLVIDO 
 
La ecuación final para el algoritmo es 
 
 ̇, -    ̇,   -  
 ,   - ,   -
 ,   -  ,   -  ,   - ,   -
( , -   ,   -  ̇,   -)         (3.31) 
 
Donde 
 
 , -  
 
 ,   -
. ,   -  
 ,   - ,   - ,   -  ,   -
 ,   -  ,   -  ,   - ,   -
/                                           (3.32) 
 
 , -     ,   -                                                                                      (3.33) 
 
Normalmente se escoge            , -        
 
3.5 PROYECCIÓN 
 
El algoritmo de proyección resulta de encontrar  ̇, - a partir de los datos 
conocidos  ̇,   - y  , - que minimizan la función de costo 
 
   
 
 
‖ ̇, -   ̇,   -‖
 
                                                                                    (3.34) 
 
El problema está sujeto a  
 
 , -   ,   -  ̇, -                                                                                       (3.35) 
 
Para encontrar la solución a este problema de optimización se introducen los 
multiplicadores de Lagrange, de la ecuación (3.34) y (3.35) se tiene 
   
 
 
‖ ̇, -   ̇,   -‖
 
  0 , -   ,   -  ̇,   -1                                (3.36) 
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El mínimo se encuentra cuando las derivadas parciales de ecuación (3.36) son 
igualadas a cero, esto es 
 
   
  ̇
                 
   
  
                                                                                (3.37) 
 
De donde se obtiene: 
 
 ̇, -    ̇,   -    ,   -                                                                         (3.38) 
 
 , -    ,   -  ̇, -                                                                                   (3.39) 
 
Reemplazando (3.38) en (3.39) 
 
 , -    ,   - 0 ̇,   -    ,   -1                                                     (3.40) 
 
Resolviendo (3.40) para  , se tiene 
 
  
 , -   ,   -   ̇,   -
 ,   -  ,   -
                                                                            (3.41) 
 
Nuevamente, sustituyendo (3.41) en la ecuación (3.38) podemos encontrar  la 
solución del problema de optimización y con ello una ecuación recurrente 
 
 ̇, -    ̇,   -  
 ,   -
 ,   -  ,   -
0 , -   ,   -   ̇,   -1                             (3.42) 
 
Para evitar una posible división por cero, se adiciona una pequeña cantidad   al 
denominador del algoritmo. 
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3.6 PROYECCIÓN ORTOGONAL  
 
La ecuación final para el algoritmo de proyección ortogonal está dada por 
[goodwin]: 
 
 ̇, -    ̇,   -  
 ,   - ,   -
 ,   -  ,   - ,   -
0 , -   ,   -   ̇,   -1                    (3.43) 
 
Donde   es una matriz con dimensiones (       )  (       ), que se 
actualiza de la forma 
  
 , -   ,   -  
 ,   - ,   - ,   -  ,   -
 ,   -  ,   - ,   -
0 , -   ,   -   ̇,   -1           (3.44) 
 
Con un estimado inicial  ̇ dado y con  ( )    . 
Al igual que con el algoritmo de proyección, para evitar una posible división por 
cero, se le adiciona una pequeña cantidad   al denominador del algoritmo. En 
algunas ocasiones, si el denominador es cero se opta por conservar los valores 
anteriores, es decir,  , -   ,   - y  ̇, -    ̇,   - 
 
 
 
 
 
 
 
 
 
 
27 
 
Capítulo 4 
 
4. Identificación fuera de línea para el sistema MIMO 
Con el fin de identificar el sistema de forma multivariable, se realizará una prueba 
en la cual se volará un Drone, al cual se le instalará los elementos necesarios para 
transmitir a un punto fijo los datos que correspondan a su posición de vuelo. 
Se Diseñó un soporte el cual servirá para la instalación de los dispositivos para la 
transmisión de datos el cual será adaptado al Drone. 
Además, se implementó un sistema SCADA para visualizar en tiempo real el vuelo 
del Drone. 
4.1 Elementos usados para realizar la identificación MIMO 
XBEE: 
De acuerdo a Digi, los módulos XBee son soluciones integradas que brindan un 
medio inalámbrico para la interconexión y comunicación entre dispositivos. Estos 
módulos utilizan el protocolo de red llamado IEEE 802.15.4 para crear redes FAST 
POINT-TO-MULTIPOINT (punto a multipunto); o para redes PEER-TO-PEER 
(punto a punto). Fueron diseñados para aplicaciones que requieren de un alto 
tráfico de datos, baja latencia y una sincronización de comunicación predecible.  
En términos simples, los XBee son módulos inalámbricos fáciles de usar. [10] 
 
Ilustración 8 – Modulo XBEE. [10] 
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Giroscopio-Acelerómetro MPU 6050. 
El sensor MPU-6050 es una pequeña pieza tecnológica de procesamiento de 
movimiento. El cual mediante la combinación de un MEMS (Sistemas 
Microelectromecánicos) giroscopio de 3 ejes y un MEMS acelerómetro de 3 ejes 
en la misma pastilla de silicio junto con un DMP™ (Movimiento Digital 
Processor™), es capaz de procesar los algoritmos de movimientos complejos de 9 
ejes (MotionFusion™) en una placa. 
El MPU-6050 elimina los problemas de alineación del eje transversal que puede 
arrastrarse hacia arriba en porciones discretas. Las piezas integran el algoritmo 
MotionFusion para 9 ejes „pueden incluso acceder a magnetómetros externos u 
otros sensores a través de un bus I2C auxiliar maestro, permitiendo reunir un 
conjunto completo de dispositivos sensores de datos, sin la intervención del 
procesador del sistema. El MPU-6050 es un 6 DOF (grados de libertad = Degrees 
of Freedom) o un sensor IMU de seis ejes, lo que significa que da seis valores de 
salida. [11] 
 
Ilustración 9 – Sensor MPU 6050. [11] 
Arduino Nano. 
Es como el Arduino Mini pero aún más pequeño.  
Es la nueva generación de placas que permite un rápido prototipado sobre una 
protoboard. 
Ésta vez, incorpora un conector mini USB, un chip ATMega328, 2 entradas 
analógicas más que la placa Arduino Diecimila y un conector ICSP para 
programarlo mediante un programador externo si se desea, sin necesidad de 
cablear el conector externamente. 
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Funcionalidades principales: 
 RESET automático al descargar el programa 
 LED azul en la base para indicar el encendido 
 LED verde (TX), Rojo (RX) y Naranja (L) 
 Jumper para +5V conectado a AREF 
 Regulador de tensión integrado 
 Conector mini-B USB para programación y comunicación serie integrado en 
placa 
 Conector ICSP para programación 
 Pines con espaciado de 0.1” DIP para insertarlo directamente sobre una 
protoboard 
 Botón de reset integrado 
 Bootloader integrado que permite programarlo con el entorno de desarrollo 
Arduino sin necesidad de un programador externo. [12] 
 
 
Ilustración 10 – Arduino uno. [12] 
Drone JJRC H20. 
El JJRC H20 es un mini drone hexacóptero de unas prestaciones increibles. Los 
hexacópteros presentan una mayor estabilidad y velocidad que los quadcopters. 
En la categoría de mini drones y drones no profesionales se imponen los 
quadcopters.  
Eso quiere decir que los hexacopteros son los drones de muy alta gama donde se 
imponen ya que, por ejemplo, el fallo de un motor en un hexacóptero en pleno 
vuelo nos va a permitir aterrizar sin problemas, mientras si falla un motor en un 
quadcopter posiblemente se estrelle. Los seis motores nos van a permitir tener 
más estabilidad, más velocidad y más seguridad. 
Pues con el JJRC H20 vamos a tener todas las ventajas de un hexacóptero. 
Especificaciones técnicas del JJRC H20: 
El JJRC H20 cabe en la palma de la mano. Tiene unas dimensiones de 10.5 x 10 x 
2.5 cm y un peso de 21 grs. Pese a su poco peso este drone es muy estable. Con 
su giroscopio de 6 ejes es capaz de estabilizar el drone de forma asombrosa, de 
forma que no vamos a tener que estar constantemente corrigiendo la posición del 
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drone. Esta gran estabilidad es también perfecta en el vuelo en exteriores, donde 
puede volar a la perfección incluso con rachas de viento. Y es que sus seis 
motores hacen de este drone sea uno de los más estables del mercado y el mejor 
de su tipo. El drone viene ya con unos protectores de hélices muy práctico. [13] 
 
Ilustración 11 – Nano Drone JJRCH20. [13] 
 
4.2 Identificación por mínimos cuadrados MIMO fuera de línea 
Se realiza una adecuación del hardware, se toma el control remoto y se identifica 
las señales que este envía, se cablea de tal manera que da allí podamos 
conectarnos a nuestro sistema. Donde se identifican los tres movimientos de 
referencia pitch, rol y yaw para así ser guardados en vectores. 
 
Ilustración 12 – Cableado de control del Drone. Fuente: Autor. 
 
También se construye una base, y de esta manera fijar los dispositivos necesarios 
sobre el Drone y adquirir los datos de vuelo, los cuales serán transmitidos y 
guardados en vectores. 
 
31 
 
 
Ilustración 13 – Unión base y Drone. Fuente: Autor. 
 
Teniendo el sistema adecuado para el vuelo y la captura de los datos, se realiza 
una prueba de vuelo de 2 minutos, donde se obtienen vectores de información del 
sistema los cuales serán llamados vectores de regresión y usados para el 
algoritmo de identificación fuera de línea. El algoritmo que mejor funciono para la 
estimación MIMO de la dinámica del sistema fue el algoritmo de mínimos 
cuadrados. 
Con el programa de Matlab se implementa el algoritmo de identificación, el cual a 
partir de los vectores de regresión entregara una matriz de estimación con los 
valores de los parámetros del sistema. 
 
 
Ilustración 14 – Algoritmo de mínimos cuadrados MIMO fuera de línea. Fuente: Autor. 
 
Para visualizar gráficamente las señales obtenidas del Drone en vuelo, se utiliza el 
programa de LabView. 
Al exportar los datos obtenidos se pueden visualizar en una graficadora, de la cual 
se puede observar todos los datos del radio-control y del sensor. 
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Ilustración 15 – Graficadora de las señales obtenidas. Fuente: Autor. 
 
Como se puede observar en el eje X no hay autoescala y se coloca de 0 a 1000, 
de esta manera se obtienen 1000 datos, en el eje Y no se hacen cambios, con el 
fin de exportar a un archivo de exel los datos tomados. 
En el sistema diseñado se separan las salidas y entradas del sistema, en 
graficadoras individuales. Salidas lado izquierdo y entradas lado derecho.  
El lado izquierdo son las señales del sensor, donde se toman 50 datos para saber 
cual es el estado cero “0” o de reposo de las cordenadas, y para lograr este 
estado y gracias a la variacion constante del sensor se realiza un filtro 
promediador, para de esta manera lograr el estado deseado. 
 
 
Ilustración 16 – Visualización de salidas y entradas del sistema. Fuente: Autor 
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En la programacion del software, se realiza con Maker Hub para conectar con el 
Arduino, lleva el Time Loop con inicio y cierre, lleva lo necesario para la lectura 
analogo de las 3 señales, tambien lleva el cubo del sensor MPU 6050 con inicio y 
cierre tambien. La comunicación se realiza con el protocolo de I2C. 
Para cada salida en X, Y y Z, se realiza filtro por separado para asi promediar la 
posicion de cada una de las señales.  
 
 
Ilustración 17 – Filtros eje X, Y y Z. Fuente: Autor. 
 
Todo el proceso de adquisición de datos se realiza con un tiempo de muestreo de 
20 ms. 
Con lo anteriormente mencionado encontramos que el sistema multivariable, 
corresponde a un sistema de 3 entradas y 3 salidas las cuales son pitch ( ), roll 
( ) y yaw ( ). Los valores estimados del sistema MIMO conforman una matriz de 
transferencia la cual posee toda la dinámica de planta, como se observa a 
continuación: 
*
 
 
 
+  
[
 
 
 
 
 
 
                      
                        
                      
                        
                       
                        
                       
                        
                         
                        
                    
                        
                         
                        
                        
                        
                      
                        ]
 
 
 
 
 
 
*
  
  
  
+ 
Teniendo el sistema identificado se procede a analizar la respuesta al escalón 
unitario aplicado al sistema estimado MIMO representado en la matriz de 
transferencia: 
34 
 
 
Ilustración 18 – Respuesta del sistema MIMO al escalón unitario. Fuente: Autor. 
En la ilustración anterior se puede analizar que el sistema estimado tiene un buen 
comportamiento, debido a que la salida yaw y pitch estabilizan y para el caso de 
roll aunque los valores indican que esta salida tiende a infinito, con una teoría de 
control se puede corregir la salida del sistema. 
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Capítulo 5 
 
5. Análisis y Resultados 
En este capítulo veremos la implementación del controlador sobre el diseño 3D de 
la planta. Donde a partir de una identificación se encuentra el modelo del sistema. 
A continuación observamos el sistema 3D del cuadricoptero, el cual fue en base a 
un cuadricoptero real: 
 
Ilustración 19 – Cuadricoptero 3D. Fuente: Autor. 
 
Podemos observar que el dispositivo tiene 4 motores los cuales logran realizar 
toda la operación de vuelo y el acople interno de dichos motores son los que 
generan una alta perturbación en las salidas del pitch, roll y yaw. 
5.1 Control adaptativo en matlab. 
El diseño 3D es exportado a Simulink propio de Matlab, y en cual observaremos el 
comportamiento de las salidas al realizar una señal de control. La identificación 
encontrada del sistema real serán los valores iniciales del controlador adaptativo 
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del diseño 3D y así de esta forma tener una conexión entre los valores del mundo 
real en un sistema simulado. 
En la siguiente ilustración observamos el diagrama de bloque del controlador en 
lazo cerrado usado en este proyecto: 
 
Ilustración 20 – Diagrama de bloques sistema de control en lazo cerrado en simulink. Fuente: Autor. 
Del diagrama de bloques tenemos el cuadricoptero que fue exportado en modelo 
3D, el controlador adaptativo y sus referencias las cuales son de tipo escalón más 
unas graficadoras para observar el comportamiento de las salidas controladas. 
 
Ilustración 21- Modelo del cuadricoptero en simulink. Fuente: Autor. 
El bloque de controlador adaptativo posee los controladores diseñados de forma 
desacoplada de cada una de las variables de salida del sistema, las cuales son 
pitch, roll y yaw, de la siguiente manera: 
 
Ilustración 22 – Controlador PID adaptativo desacoplado para el sistema MIMO. Fuente: Autor. 
En los bloques tenemos el diseño del PID bajo una estimación SISO por mínimos 
cuadrados recursivo, donde el tiempo de muestreo del sistema sigue siendo 20 ms 
debido a que la identificación sobre el sistema real tuvo este mismo tiempo, y los 
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polos para el polinomio deseado fueron todos en 0.1 logrando una rápida 
respuesta. 
 
Ilustración 23 – Estimación y cálculo del PID. Fuente: Autor. 
En la ilustración 23 tenemos todo el código de mínimos cuadrados y el diseño del 
controlador PID donde a partir de reubicación de polos encontramos los valores de 
las constantes del controlador. 
A continuación observaremos las respuestas del sistema: 
 
Ilustración 24 – Respuesta Pitch. Fuente: Autor. 
La simulación del sistema fue durante 10 segundos y una referencia de 15, en la 
anterior ilustración podemos observar que el controlador logra que la salida pitch 
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llegue a la referencia con un error en estado estacionario de cero y un tiempo de 
respuesta menor a un segundo. 
 
 
Ilustración 25 – Salida Roll. Fuente: Autor. 
Al igual que en el sistema anterior tiene el mismo tiempo de simulación y tiempo 
de muestreo, se observa una referencia de 20 pero el sistema controla con un 
máximo sobre paso muy pequeño y un tiempo de establecimiento bastante rápido. 
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Ilustración 26 – Salida Yaw. Fuente: Autor. 
El sistema en la ilustración 26 posee una referencia de 30 y es la salida más lenta de las 
tres debido a su tiempo de respuesta mayor a 1 pero tiene un error en estado estacionario 
de cero. 
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CONCLUSIONES 
 Para la identificación de señales es necesario el desensamble del control 
remoto y así poder tener acceso a los datos de referencia del sistema. 
 
 Es necesario guardar los datos anteriores cada vez que el sensor esta estático 
ya que resetea. 
 
 El tiempo de muestreo es muy pequeño, para capturar una gran cantidad de 
datos que representen las señales de salidas. 
 
 El algoritmo de identificación entrega un modelo muy aproximado, el cual 
contiene la dinámica del sistema multivariable y por ende se puede construir 
una serie de controladores los cuales pueden ser aplicados sobre el sistema 
real.  
 
 Solidworks es un software que permite un diseño tridimensional de múltiples 
dispositivos, donde a través de la exportación de datos a otro software permite 
la simulación de comportamiento general de un sistema físico, logrando calcular 
así modelos autoajustables sin necesidad de un modelo matemático fijo.  
 
 Un sistema tipo cuadricoptero permite ser controlado por un sistema 
multivariable de estructura clásica, como lo son los controladores PID 
desacoplados. De acuerdo a los resultados obtenidos en el desempeño de los 
controladores se observa que las salidas del sistema logran llegar a su valor de 
referencia y en ocasiones los acoples internos generan perturbaciones que el 
sistema de control es capaz de corregir.  
 
 
 



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