ultrasound (3D-US) has been proposed as a noninvasive method for registering bones to a preoperative computed tomography image or computer-generated bone model during computer-aided orthopedic surgery (CAOS). In this technique, an US probe is tracked by a 3-D position sensor and acts as a percutaneous device for localizing the bone surface. However, variations in the acoustic properties of soft tissue, such as the average speed of sound, can introduce significant errors in the bone depth estimated from US images, which limits registration accuracy. We describe a new self-calibrating approach to US-based bone registration that addresses this problem, and demonstrate its application within a standard registration scheme. Using realistic US image data acquired from 6 femurs and 3 pelves of intact human cadavers, and accurate Gold Standard registration transformations calculated using bone-implanted fiducial markers, we show that self-calibrating registration is significantly more accurate than a standard method, yielding an average root mean squared target registration error of 1.6 mm. We conclude that self-calibrating registration results in significant improvements in registration accuracy for CAOS applications over conventional approaches where calibration parameters of the 3D-US system remain fixed to values determined using a preoperative phantom-based calibration.
research systems now well-established. Such systems assist the surgeon by providing enhanced methods for preoperative surgical planning and simulation, intraoperative navigation, and precise execution of robotic surgery [1] [2] [3] [4] [5] . The principal motivations for CAOS are increased surgical confidence and accuracy-for example, for optimal placement of prosthetic implants-and minimal invasiveness. These benefits are likely to lead to reduced perioperative and postoperative complications, improved postoperative function, shorter recovery time, and a reduction in the likelihood of revision surgery being required [5] , [6] .
To date, CAOS has been applied to a number of orthopedic procedures including total hip replacement (THR) [1] , [2] , [6] [7] [8] [9] [10] , total knee replacement [1] , pedicel screw insertion [11] , [12] , periactetabular osteotomy [13] , tibial osteotomy [14] , distal radius osteotomy [15] , anterior cruciate ligament reconstruction [16] , [17] , osteoid osteoma excision [18] , bone tumor resection [19] , [20] , and fracture surgery [21] [22] [23] . Further clinical applications will doubtless emerge as the demand for common procedures, such as THR, continues to increase [24] , [25] . This increase in demand, combined with raised expectations concerning postoperative quality of life among the patient population, provide strong motivations for realizing the potential benefits of CAOS.
One area that has been the focus of recent attention is the development of more accurate and less invasive methods for registering a 3-D representation of bone anatomy to the patient in the operating theater. Registration is a critical step for any CAOS system that supports surgical navigation, and is widely considered to be the most significant factor which currently limits intraoperative navigation accuracy [1] , [26] .
In conventional computed tomography (CT)-guided CAOS systems, registration is achieved using either point-or surfacebased registration [1] , [4] , [27] [28] [29] [30] [31] [32] [33] . In the former, points on anatomical landmarks, bone-implanted fiducial markers, or an external fixation device, are identified in the operating theater using a tracked digitizer and registered to corresponding points in a preoperative CT image. In the surface-based approach, the surgically exposed bone surface is digitized. The resulting surface (commonly represented by a set of points) is then matched to the corresponding region on a bone surface model extracted from the CT scan. Recently, so-called "CT-free" systems have emerged in which a patient-specific bone model is generated and registered simultaneously by deforming a generic model to fit the digitized bone surface [34] , [35] . Such systems have the ad-vantage that the cost and radiation dose associated with a preoperative CT scan are eliminated.
Although the accuracy of standard registration methods used for CAOS is generally accepted as sufficient for surgical navigation, with published errors between 0.5 to 5 mm [12] , [26] , [27] , [30] , [32] , [36] , these methods are very often highly invasive. There is, therefore, an associated risk of perioperative and postoperative complications, such as blood loss, infection, etc. due to soft tissue trauma [6] , [37] , [38] .
To overcome this problem, ultrasound (US) has been proposed as a noninvasive alternative for localizing bone surfaces [30] , [39] . In this approach, an US transducer is tracked in 3-D by attaching a position sensor. This technique, which is generally known as freehand 3D-US imaging, is a well-established method of generating 3-D diagnostic images. However, in the context of CAOS, the US image can be thought of intuitively as a percutaneous digitizer, which replaces a physical digitizer, and US-derived surface points used as input data for a standard surface-based registration scheme. 3D-US-based registration is attractive because it is safe, noninvasive and relatively inexpensive. Consequently, several research groups have investigated the technique for registering the skull [40] [41] [42] , spine [11] , [12] , [30] , [43] [44] [45] [46] , pelvis [47] [48] [49] [50] , femur [39] , [51] [52] [53] , and tibia [51] . However, very little attention has been given to the problem of errors in the measured bone location that arise as a result of variations in the acoustic properties of soft-tissue. In particular, deviation from the assumed value for the average speed of sound is recognized as a significant source of localization error [34] , [54] [55] [56] . Conventionally, the speed of sound is assumed to be constant in diagnostic US systems with a nominal value of 1540 m/s. However, the actual speed of sound in human soft tissue ranges from approximately 1400 m/s (in fat) to 1650 m/s (in muscle) [57] . Based on a simplistic model of US propagation, which ignores additional effects such as refraction, such speed of sound variations can give rise to systematic errors in locating the depth of the bone surface of up to 5%. Such errors can have a significant and unpredictable effect on registration accuracy, and may be particularly problematic in the obese patient where they can translate into an absolute bone localization error on the order of several millimeters.
Parameters such as the average speed of sound are very difficult to estimate accurately in vivo using direct methods [54] , [56] [57] [58] [59] [60] . We have developed a new approach in which in vivo US data acquired for the purpose of noninvasive bone registration are simultaneously used to update the freehand 3D-US system calibration parameters. Underlying our approach is the notion that localization errors arising in vivo may be partially modeled as an error in these calibration parameters. The standard method for calibrating freehand 3D-US systems is to scan a special-purpose phantom containing one or more objects of known geometry [61] , [62] . However, the ultrasonic properties, such as the speed of sound, within a phantom are generally well-characterized and may differ appreciably from those found in vivo, potentially leading to the phantom-based calibration parameters becoming sub-optimal in the sense that more accurate values may exist for in vivo imaging. In our approach, this is taken into account by intraoperatively updating calibration parameter values, determined using one-off preoperative phantom calibration, at the same time a registering US-derived surface points to a bone surface model. This is achieved by including them as free parameters in the registration optimization. In this method, the bone is effectively used as an in vivo calibration object, and the registration algorithm becomes "self-calibrating." This approach has the advantage of improving the registration accuracy by updating the calibration parameters to better reflect their optimal values based on in vivo image data.
In this paper, we investigate the accuracy and robustness of a self-calibrating, surface-based registration algorithm using data obtained from intact human cadavers, and compare its accuracy with a conventional algorithm where the calibration parameters are fixed.
II. METHODS

A. Cadaver Preparation
Three complete female cadavers with intact tissue, which differed in size and fat composition, were used in this study. These were provided by the Institute of Anatomy at Ludwig-Maximilian University (LMU) in Munich where all experiments involving the cadavers were carried out. For ethical reasons, our requirement for an accurate Gold Standard registration based on bone-implanted fiducial markers precluded the use of patients. Consequently, cadavers were chosen as the best substitute. The cadavers were stored at room temperature and had been preserved using a technique developed by Thiel [63] . This preservation method allowed realistic US images to be acquired and had the advantage that muscle flexibility was maintained, which enabled cadavers to be manipulated in the same manner as an anaesthetized patient undergoing surgery.
With the cadavers lying in the supine position, titanium bone screws (Part no. 80-09051, Stryker-Leibinger UK Ltd., Newbury, Berkshire, UK) with a 2 mm diameter threaded tip were implanted into both femurs and each side of the pelvis. Four bone screws were inserted into each femur, one near to the greater trochanter with the other three distributed along the lateral and anterior sides of the femoral shaft. For each hemi-pelvis, one screw was inserted into the pubis bone, and four distributed along the anterior iliac crest. In all cases, bone screws were implanted at surgically accessible locations with care taken to limit the amount of damage to the surrounding tissue in order to maximize the number of regions in which useful US images could be obtained. The centers of the bone-implanted fiducial markers were defined manually in the CT images using software developed by our research group.
B. CT Imaging
Once bone screws had been implanted, custom-made fiducial markers were attached to the end of each screw. Markers were filled with a radio-opaque contrast agent (Urografin 370, Scherring Healthcare Ltd., West Sussex, U.K.) so that they could be easily identified in a CT image. The cadavers were then transported to the Radiology Department where a high-resolution spiral CT scan of each cadaver was performed using a Siemens SOMATOM Plus 5 CT scanner (Siemens Medical Solutions, Erlangen, Germany). The field-of-view was such that the pelvis and both femurs were included in each scan. CT images were reconstructed with voxel dimensions between 0.7 and 0.8 mm in the transverse plane and a slice thickness of 2 mm. Bone surfaces were segmented in the CT images by using the semi-automatic tools provided by the software package ANALYZE v. 6.0 (Mayo Foundation, Rochester, MN).
C. Gold Standard Registration
Following CT scanning, the cadavers were returned to the anatomy laboratory and the contrast-filled fiducial markers replaced with another type of fiducial marker containing a 3 mm diameter hemi-spherical divot. These markers were machined so that the center of the divot coincided with the centroid of the contrast-filled chamber of the imaging markers. This enabled the 3-D position of the centroid of the chamber to be located accurately in physical space by inserting a 3 mm ball-tip digitizer, tracked by a high-accuracy optical localizer (Optotrak 3020, Northern Digital Inc., Ontario Canada), into the divot and measuring the position of the center of the ball-tip.
The 3-D position of each fiducial marker was recorded relative to a tracked dynamic reference object (DRO) with 6 infrared light emitting diodes (LEDs) shown in Figs. 1 and 2 . The DRO was rigidly fixed to a steel post inserted into the bone using standard surgical adaptors. This object was also tracked by the optical localizer and defined the reference coordinate system for physical space. The use of a DRO is standard practice in conventional CAOS as it enables the patient to be repositioned during surgery without the need for re-registration. The Gold Standard DRO-to-CT registration transformations were computed for each bone by registering together corresponding fiducial pointsets. In addition, the locations of the centers of rotation of the left and right hip joints were estimated by tracking the DRO attached to the distal femur while the leg was moved slowly through approximately 45 of flexion and 30 of abduction and adduction. Two-hundred position measurements were recorded, and the center of rotation was found by calculating the location of the invariant point relative to the DRO coordinate system. In this experiment, the center of rotation was assumed to remain unchanged whilst the leg was moved. Therefore, the pelvis was not simultaneously tracked using a second DRO. This assumption is justified by the low RMS residual error ( 1 mm) calculated for the center of rotation of the hip joint. Fig. 1 shows a schematic of the experimental set-up used for the cadaver study, with the rigid-body transformations that relate the 3-D coordinate systems of the various elements indicated. A diagnostic US scanner (Philips-ATL HDI-5000, Philips Medical Systems, Bothell, WA) with a high-frequency linear-array scan-probe (L12-5 probe; 5-12 MHz broadband transducer) was used to obtain US images for this study. The scan-probe was tracked using a custom-made attachment with an array of 20 LEDs, as shown in Figs. 2 and 3. The optical localizer measured the 3-D position of each LED, which were used to calculate the position and orientation of the attachment relative to the DRO. Custom-designed acquisition software, written in C++ using Visual Studio 6 (Microsoft Corp., USA), was used to synchronize US image capture with tracking measurements. US images were captured using an analogue-to-digital converter (Canopus ADVC-100, Canopus UK, Berkshire, U.K.) connected between the composite video output of the US scanner and the Firewire (IEEE 1394) port of a laptop PC. The rigid-body calibration transformation for the 3D-US system, indicated by in Fig. 3 , was determined using the reference calibration method described in the next section. During US scanning, the scan-probe was covered with a plastic sheath containing a small quantity of US gel to maintain acoustic coupling. In order to minimize motion artefacts and ensure that captured images were closely synchronized with the tracking data, the scan-probe was swept across the skin surface slowly ( 5 mm/s). For each cadaver, tracked US images of the surface of the femurs and pelvis were acquired from many different views: In the case of the femur, images were obtained of the anterior and (by lifting the leg) the posterior femoral shaft, the greater trochanter, the femoral neck, and the epicondyles. For the pelvis, the iliac crest, the pubis, and the inferior and superior ilia were all readily accessible.
D. US Imaging
US images were acquired in two-dimensional compounding mode ('SonoCT' with the level of compounding set to "Survey") with a maximum penetration depth of 6 cm and a single focal zone. Before images were acquired, the level of the focal zone was adjusted to approximately correspond to the average depth of bone surface in order to maximize the image resolution at that depth. In compound mode, a number of images are formed by electronically steering the US beam through several preset angles. These images are then combined to produce a single compounded image. Compounding reduces speckle artefacts, but in this application it also had the useful effect of improving the echo intensity from regions of a curved bone surface not perpendicular to the axial direction of the image.
For the purpose of this study, bone surfaces were segmented manually from the captured US images using custom software written using Matlab. With this software, points lying on the bone surface were selected on the maximum intensity of the edge corresponding to bone-soft-tissue interface. A cubic spline was then fitted to these points to approximate the surface within the image slice so that an arbitrary number of bone surface points could be generated for each image. An average of 10 points were used per image.
E. Reference 3D-US Calibration
The reference 3D-US system calibration procedure used a point-target phantom and method previously described in [64] . Briefly, calibration involved capturing from many different views tracked images of a pinhead immersed in a water-glycerol solution. Seventy-six images were acquired in total, of which 71 were used to calculate a reference calibration transformation. Five images were excluded because either the pinhead was not visible or the tracking data was inaccurate, for example, because the US probe was moved during image capture. Exclusion of images with poor tracking data involved performing a calibration, reconstructing the 3-D positions of the pinhead, and removing points that appeared as gross outliers.
The calibration procedure took approximately 90 min in total. Most this time ( 70 min) was taken up carefully positioning the scan-probe and acquiring single images of the phantom. In the remaining time, the coordinates of the pinhead in each image were identified manually using custom-written software and the pixel scaling determined from electronic calliper measurements provided by the US scanner. The calibration transformation was computed very quickly ( 1 s) using Matlab (The Mathworks Inc., Natick, MA).
The final RMS residual error in locating the pinhead was 1.1 mm. The localization accuracy using this calibration method was found to be 0.6 mm. This was estimated by comparing the 3-D positions, determined using the 3D-US system, of the centers of 1 mm diameter ball-bearings scanned in a water bath with those found using the digitizer with a 1 mm ball-tip attached.
F. Point-to-Surface Registration Algorithm
The algorithm implemented to register US-derived bone surface points to the CT-extracted bone surface is similar to that described by Fitzgibbon [65] in that a generalized nonlinear least-squares optimization scheme is employed to directly find the parameter vector, , that minimizes the cost function, , of the form (1) where is the CT-derived surface and is a (homogeneous) position vector that defines the 3-D coordinates (in pixels) of the th bone surface point derived from the th US image.
returns the Euclidean distance between and the point, . The 4-by-4 homogeneous transformation matrix, , in (1) is defined as (2) where the subscripts "US," "PROBE," "OPT," and "DRO" denote the 3-D coordinate systems of the US image, the position sensor attached to the US scan-probe, the camera head of the optical localizer, and the DRO, respectively (see Fig. 1 ). The parameter vector, , contains 6 rotations, 6 translations, and 2 scaling parameters.
The transformation matrices and are calculated from measurements made by the optical localizer, and specify the 3-D position and orientation of the DRO and US probe relative to the coordinate system of the localizer, respectively. The subscript is used to explicitly denote a dependency on the image index. The matrix in (2) is the rigid-body calibration matrix for the 3D-US system, and is a diagonal scaling matrix defined as (3) where and are scaling factors (in mm/pixel) for the lateral and axial directions of the US image, respectively. As explained in Section I, the calibration parameters (including pixel scaling) are normally determined preoperatively by performing a phantom-based calibration, with the resulting transformation matrices remaining constant during registration. However, here we assume that these parameters can be optimized by including them in . Then, given reasonable estimates of the values of all of the parameters in , a simultaneous registration and calibration can be performed by minimizing as defined in (1) . In this work, was minimized using a trust-region implementation of the iterative Gauss-Newton algorithm provided in the Matlab Optimization Toolbox (v. 3.0). 1 Since the optimized parameters comprise translations and rotations with different units, each parameter was scaled by the inverse of the magnitude of the corresponding column vector of the Jacobian, as described by Prager et al. [62] , in order to ensure a well-conditioned system of equations. On each iteration of the algorithm, US-point-to-CT-surface distances were found efficiently to sub-voxel precision using trilinear interpolation of a precomputed 3-D Euclidean distance transform of the CT bone surface.
To avoid problems with convergence to local minima, the registration algorithm outlined above was adapted to execute as a 3-step algorithm as follows: Firstly, a conventional rigid-body registration was performed with the calibration parameters held constant at their initial (reference) values-i.e. , , where , , and were determined using the phantom calibration described in Section II-E. This step provided an improved initial estimate of the registration parameters, . Secondly, outliers were automatically removed by transforming the US points using the updated registration transformation, defined by , and removing 10% of the points furthest from the bone surface. This method makes no assumptions about the distribution of point-to-surface distances and had the advantage that it was very simple to implement. Once outliers had been removed, a second rigid-body registration was performed using the remaining US points with as the starting registration parameters to yield a second updated set of registration parameters, . Finally, using as starting values, the algorithm was run again, this time including calibration param- 1 It is worth noting that the method adopted here differs fundamentally from the popular iterative closest point algorithm [28] in that a general nonlinear optimization algorithm is used to iteratively reduce C rather than computing an intermediate closed-form solution to register US-derived points to the set of closest points on S. Fig. 4 . Determination of landmark skin points used to calculate starting estimates for the physical-to-image registration transformation: a point, P , on the skin surface near to a palpable bony landmark (in this case the greater trochanter) is identified manually in the CT scan. A nearby point, P , is then selected at random on the shaded region of skin surface, S, which is bounded by a sphere, V , centered at P with radius R = 20 mm. This point is then transformed to physical space using the Gold Standard image-to-physical transformation to produce a digitized skin point corresponding to the CT point, P . Three such skin points were simulated for the femur, and 4 for the pelvis (see text). In the case of the femur, the center of rotation of the femoral head, C, provided a fourth landmark point.
eters as free parameters in the optimization. In order to compare the effect of optimizing just the axial scaling parameter, , (which is directly related to the average speed of sound) with optimizing all 8 calibration parameters, this last step was repeated once using identical starting conditions, first including as a single additional free parameter, and then optimizing all 8 calibrations at the same time as the 6 rigid-body registration parameters.
G. Registration Starting Estimates
Surgically realistic starting estimates for the registration parameters were generated by simulating a simple point-based registration procedure that uses skin points near to palpable bony landmarks and, in the case of the femur, the center of rotation of the femoral head. Since skin points obtained with a physical digitizer were not available, suitable points were simulated using the procedure illustrated in Fig. 4 . Initially, a point, , on the skin surface near to a bony landmark was identified manually in the CT scan. Next, a random point, , on the (CT-extracted) skin surface, within a radius of of , was generated automatically to simulate a digitization error. The point, , was then transformed to physical space (i.e., DRO coordinates) by applying the Gold Standard registration transformation. Three such skin points, , were simulated for the femur, near to the medial and lateral epicondyles, and to the greater trochanter. For the pelvis, 4 points, , were simulated, near to the left and right superior pubic ramus, and the anterior superior iliac spines.
The center of rotation of the femoral head was already available in DRO coordinates, having been determined experimentally by pivoting the leg (see Section II-C). A random offset vector with magnitude 10 mm was added to this point to produce the new point, , simulating the error that might reasonably be expected when determining the center of rotation using the pivot method. The corresponding center of rotation, , in CT coordinates was defined as the geometric center of the femoral head, identified manually. The value of 10 mm was chosen based on our experience from a separate cadaver experiment in which the distance between the center of rotation, determined using TABLE I  PREDICTED TRES FOR THE GOLD STANDARD REGISTRATION BASED ON BONE-IMPLANTED FIDUCIALS AND THE NUMBER OF ULTRASOUND  IMAGES AND POINTS USED FOR REGISTRATION pivoting, and the estimated center, identified manually in the CT image, was found to be 4.8 2.1 mm (mean SD over 10 hip joints) using the same localization system, protocol, and software as the present study. One-hundred random starting estimates of the physical-to-image registration transformation [ in (2)] were generated for each bone by computing the rigid-body transformation relating the simulated and manually identified CT points. Specifically, the transformations relating and , and and , were determined for the femur and pelvis, respectively. The aim here was to produce initial registration parameters that were approximately representative of those that might be encountered using a simple, noninvasive protocol. Although effects such as skin deformation were not explicitly modeled in this procedure, setting the maximum error to 20 mm provided a pessimistic "worst case" upper bound on the error associated with manual digitization of palpated landmarks [66] , for which additional errors introduced by factors such as skin deformation may be considered to be insignificant.
In order to test the robustness of the 3-step point-to-surface registration algorithm, 2 series of experiments were carried out: In the first, 100 registrations were performed using each of the random initial registration estimates, with the initial values for the calibration parameters set to those found using the reference calibration based on 71 images of a point-target phantom as described in Section II-E. In the second set of experiments, 100 "noisy" calibrations were simulated by randomly selecting 35 out of the 71 phantom images and adding uniform random noise 3 mm to the -, -, and -coordinates of the pinhead, determined for each image. Uniformly distributed, random noise of 5% was also added to the value of the two image scaling parameters. Three calibrations were excluded on the grounds of a poor RMS residual error ( 5 mm) in locating the point-target.
The accuracy of the noisy calibrations was estimated by computing the RMS distance between the 3-D positions of US image pixels, calculated using the noisy calibration transformations and the reference calibration based on the original data from 71 calibration images. The pixel positions chosen formed a regularly spaced grid of 5 6 points in each US image acquired on all 9 bones. Using this error metric, the estimated accuracy of the noisy calibration transformations was 2.29-mm RMS . US-to-CT registrations were performed on each femur and each complete pelvis with the assumption that the hemi-pelves were fused and, therefore, sufficiently rigid to be able to register the whole pelvis. This assumption was verified by the low fiducial registration error (FRE) presented later in Table I . As a measure to automatically exclude poor tracking data, bone surface points were only considered from US images for which 10 out of 20 LEDs, and 5 out of 6 LEDs were visible on the US probe tracker and DRO, respectively.
H. Error Analysis
Registration accuracy was evaluated by calculating the target registration error (TRE) for points on the bone surface in the CT scan using the formula (4) where is the homogeneous position vector of the center of a bone surface voxel (with respect to the CT coordinate system), and the subscripts 'US' and 'GOLD' denote transformations computed using US-based and Gold Standard registrations, respectively. (Note: In (4) the magnitude operator ignores the redundant 4th element of the homogeneous vector operand, i.e.
.) For each registration, the RMS TRE was computed over all bone surface voxels as an overall measure of registration accuracy. As a further more clinically relevant measure, the RMS TRE was computed over the subset of voxels lying within a surgical region of interest (SROI). For the femur, the SROI was defined as the region proximal to the lesser trochanter, which included the femoral head and neck; for the pelvis, the SROI was defined as the spherical region enclosing the acetabulum with radius 50 mm, centered at the centroid of the femoral head, manually identified in the CT image. 
III. RESULTS
Between 248 and 576 tracked US images were acquired for each cadaveric femur and pelvis. Two examples are shown in Fig. 5 . The number of images and sample points used for each bone are given in Table I . The mean depth of the bone surface was 18.2 mm for the femur and 16.6 mm for the pelvis. For each bone, the fiducial registration error (FRE) and predicted TREs for the Gold Standard, calculated using bone-implanted fiducials, are summarized in Table I . The predicted TREs were calculated using the following formula described by Fitzpatrick et al. [67] : (5) where is the expected squared TRE for a target point on the bone surface; is the number of bone-implanted fiducials;
is the distance of the target point from the th principal axis of the fiducials; is the RMS distance of the fiducials from the same axis; and is an estimate of the expected fiducial localization error given by [68] (6) where is the total number of bones; is the number of fiducials for the th bone; and is the RMS FRE calculated for the th bone (column 3 in Table I ). Using this equation, the estimated RMS FLE was 0.76 mm.
Inspection of Table I reveals that, in some cases, fewer fiducials were used to calculate the Gold Standard registration than the number originally implanted (4 for each femur and 10 for each pelvis). The reason for this was that some fiducials became loose during the course of the experiments, particularly those implanted in the pelvis where the cortical bone is thin. These fiducials were excluded to maximize the accuracy of the Gold Standard registrations.
In the least-squares optimization used to match US-derived points to the CT surface, scaling the free parameters by the magnitude of the column vectors of the Jacobian resulted in a well-conditioned system of equations, indicated by a condition number, defined as the ratio of the largest and smallest singular values of the Jacobian, 20 in all cases (the recommended limit of 100 is often applied [62] ). The average time for performing a 3-step, self-calibrating registration using Matlab was approximately 100 s on a PC with a 1.3 GHz AMD Athlon XP 1500+ processor and 2 GB RAM. Tables II and III show the initial and final TREs (averaged over 100 registration trials) calculated for each bone using calibration parameters determined using the reference and noisy phantom calibrations, respectively. It can be seen from the results presented that, in most cases, excluding outliers improved the registration accuracy. Moreover, further improvements in the registration accuracy were obtained in nearly all cases by including calibration parameters into the registration optimization, with the largest reduction in TRE occurring when all 8 calibration parameters were optimized. In one case-Cadaver 2, right femur-including the calibration parameters increased the TRE over the whole bone surface, but it should be noted that this bone also had the poorest estimated Gold Standard registration (see Table I ). Applying the Kolmogorov-Smirnov test revealed that the differences between TRE 2 and TREs 3 and 4 in Tables II and III were statistically significant at the 1% significance level.
Overall, the failure rate of the 3-step algorithm was low, with 48 failures occurring from 900 registrations when all calibration parameters were optimized. It can be seen from Tables II and III that 39 of these failures occurred when registering the pelvis of Cadaver 2, which we attribute to the relatively large initial TREs used for this bone. Failure rates were found to be higher when registering the pelves, and this is likely to be largely due to the poorer simulated starting estimates computed for these bones, which is reflected by the higher initial TREs compared with the femurs, combined with relatively noisy US point data.
The results in Table III indicate that the registrations were robust to noisy initial calibration parameters, with a relatively small difference in the overall accuracy and the number of failures compared with using a high-quality preoperative calibration (Table II) .
IV. DISCUSSION
The invasiveness of conventional, anatomy-based methods for registering bones seriously compromises the minimally invasive advantage otherwise offered by CAOS. Furthermore, since registration accuracy increases as the number and spatial distribution of digitized points increases [67] , [69] , the surgeon is presented with a difficult problem, which in practice dictates that a compromise must be reached between the level of invasiveness acceptable and the navigational accuracy that can be expected.
Percutaneous localization of the bone surface using freehand 3D-US is a highly attractive alternative to conventional methods because it overcomes the need for exposing the bone surface or implanting fiducial markers, which are associated with the most accurate methods conventionally used for bone registration. The technique also makes use of 3-D localization devices already utilized by modern surgical navigation systems. It should be noted, however, that implantation of a DRO is still necessary, but this is currently standard practice during CAOS and can be performed using a small incision. One further advantage of US-based registration, particularly when B-mode imaging is employed, is that many more surface TABLE II  TRES FOR ULTRASOUND-BASED BONE REGISTRATION USING INITIAL ESTIMATES OF THE CALIBRATION PARAMETERS DETERMINED BY PERFORMING A  REFERENCE PHANTOM CALIBRATION BASED ON 71 IMAGES OF A POINT-TARGET   TABLE III  TRES FOR ULTRASOUND-BASED BONE REGISTRATION USING RANDOM INITIAL ESTIMATES OF THE CALIBRATION PARAMETERS DETERMINED BY SIMULATING A  NOISY PHANTOM CALIBRATION BASED ON 35 IMAGES OF A POINT-TARGET (SEE TEXT FOR DETAILS) points can be acquired than would be possible with manual digitization by direct contact. Therefore, registration accuracy is also potentially increased and the sample time reduced. A number of researchers have already investigated the accuracy of US-based bone registration using phantoms, with reported errors comparable to, if not better than anatomy-based registration techniques. Importantly, however, very few validation studies are reported in the literature which make use of clinically realistic US data. One exception is Amin et al. [47] who report an average RMS registration error of 1.27 mm in translation and 0.59 in rotation for the pelvis compared with a commercially available technique (the 'HipNav' protocol [2] ). The corresponding values calculated for the data obtained in our study are: 1.90 mm and 0.48 for the pelvis, and 1.15 mm and 0.33 for the femur (based on the data corresponding to Table III , where initial calibration estimates based on low quality data were used). Some caution should be exercised when interpreting these values since the translational and rotational parameters of a rigid-body registration are not independent and, therefore, such error metrics can give a misleading impression of registration accuracy. For this reason, the TRE is a preferable measure of registration accuracy. The data presented from the study by Amin et al. is also limited to the registration of a single patient hemi-pelvis, repeated 10 times, and the accuracy of the Gold Standard registration method was not reported.
To date, no previous studies have adequately addressed the significant localization errors introduced by variations in acoustic properties of soft tissue surrounding bone, in particular, deviations from the assumed average speed of sound of 1540 m/s. The self-calibration approach introduced in this paper allows compensation for such effects by assuming that, for a given set of US images, a significant component of the resulting registration error can be modeled as an unknown error in the 3D-US calibration parameters. This assumption was confirmed by the improvement in registration accuracy observed if calibration parameters are included in the registration optimization. The large amount of sample data used to determine the updated calibration parameters compared with the reference phantom calibration method (Section II-E) is also likely to be a significant factor in the improved accuracy of the these parameters.
In the 3D-US system used in this study, the position sensor and scan-probe attachments were designed so that the sensor could be precisely relocated into a holder permanently attached to the scan probe. This in itself reduces the need for recalibration using a phantom, but, in common with diagnostic US systems, there is an argument that calibration should still be performed regularly as a quality assurance procedure, since the characteristics of system components, such as the position sensor, can change with use over time.
This is not particularly time-consuming if a rapid phantom calibration technique is employed (e.g. [61] , [62] , [70] ); for example, Pagoulatos et al. [70] report a calibration time of approximately 2 min using a Z-shaped wire phantom. However, the robustness of the self-calibrating registration algorithm to initial estimates of calibration parameters, based on low quality, noisy calibration data, suggests that routine highly accurate recalibration of the 3D-US system using a phantom may not be necessary unless the calibration parameters are expected to have changed significantly between scans, for example, if the holder for the position sensor is moved to a new position. Intraoperative adjustments of the US scanning settings for individual patients are also possible by storing estimates of the image scaling parameters corresponding to a number of different depth settings in a lookup table, and updating these values during the registration. Intraoperative adjustment of other parameters, such as the level and number of focal zones, which preserve image size but might have a nonnegligible effect on the calibration parameters (for instance, due to changes in US beam thickness), are also possible using self-calibrating registration. In contrast, such changes to the imaging parameters might warrant a full recalibration using a phantom using the conventional fixed calibration parameter approach.
One important prerequisite for accurate self-calibration is that, in common with phantom-based calibration techniques, US images should be obtained from a wide range of view directions and positions in order to produce a well-conditioned system of equations [61] , [62] . This requirement is also conducive to accurate registration, and, from our experience in this study, we did not find it difficult to obtain hundreds of US images of the femur and pelvis from a large range of positions and orientations. The time taken to acquire images in this study ranged from approximately 5 to 30 min in total. These durations, which are longer than would be acceptable in clinical practice, should be interpreted in the context of the aims of this study. In particular, although a small amount of preliminary work had been carried out using volunteers, an optimal scanning protocol was not available and we had relatively little idea how much bone surface was accessible in the surgical situation. Therefore, a significant amount of time was spent investigating this issue, carefully imaging the bone surface in as many different locations as possible. We anticipate that the time taken to acquire images for registration could be reduced to within 5 min by developing an optimal protocol that ensures images are obtained from a sufficient range of views to ensure accurate registration and self-calibration. This is the subject of future work.
The use of cadavers provided an indication of the regions of bone surface accessible to US during orthopedic procedures. This was potentially problematic because, taking the example of the femur, although the femoral shaft should be easy to image for most patients, it has relatively few unique geometrical features. This implies that points from additional, less easy-toimage regions at the extremities of the bone, should be included to better constrain the translational and rotational components of the registration transformation in and about the long axis of the femur. Around femoral head and neck, which is a surgically important region in THR, the presence of tendons and ligaments, through which US is unable to penetrate, and occlusion by the acetabulum, prevent this region from being well-sampled, especially in the obese patient where the penetration depth of the US probe may be inadequate. In practice, however, our initial experience is that sufficient portion of the surface of both the femur and pelvis can be imaged using US to enable accurate registra-tion of the whole bone and the region of interest most relevant to THR. This is a significant finding in itself, which, to the best of our knowledge, has not been demonstrated previously for the pelvis and femur using a realistic anatomical model and accurate Gold Standard registration transformations.
The simulated intraoperative registration procedure based on skin points provided sufficiently accurate starting estimates in most cases. More accurate starting estimates could be obtained for registering the pelvis by selecting additional landmark points. An obvious extension to the protocol already described would be the inclusion of the center of rotation of the femoral head as an additional point. It should be borne in mind, however, that, in general, estimating the location of this point by pivoting the leg is possible only when a DRO has been implanted into the femur, which may not be justified for procedures where surgical guidance is only required on the pelvis. Conversely, for procedures that require guidance only on the femur, a reasonable estimate of the center of rotation may be obtained by assuming (as in this study) that the pelvis is immobile during pivoting and avoiding extreme leg movements that could compromise this assumption.
The algorithm described in this paper requires prior segmentation of bone surface points from US images. In order to maximize accuracy, manual point extraction was adopted, which would not be practical for a clinical system due to the large time overhead associated with this procedure. Accurate and automatic segmentation of the bone surface from US images is not addressed in this paper, which is concerned with the presentation and rigorous validation of a new self-calibrating approach to bone registration. A number of potential solutions to the segmentation problem have been recently proposed, any of which could provide input data for the algorithm without modification [47] , [71] [72] [73] . It should be noted, however, that the accuracy of the technique described here relies on accurate segmentation of the bone surface, which is dependent on the US scanner and scan-probe used, as well as the segmentation method employed. In this study, we used a state-of-the art scanner and a high frequency transducer in conjunction with realtime compounding to maximize visualization of the bone surface. Currently, this solution is too expensive for dedicated clinical use in this application. Furthermore, a lower frequency probe with greater penetration depth, but lower axial resolution, may be more appropriate to image bone surfaces in a wide range of the patient population. Nevertheless, we anticipate that, given current trends in US transducer technology, electronics and signal processing, it is feasible to manufacture a low-cost, dedicated US device specifically for the purpose of noninvasive bone registration, which provides accuracy sufficient for clinical use.
A further important issue is the treatment of outliers in the US pointset. We used a very simple method in which outliers were defined as the furthest 10% of points from the bone surface. Although this method was very easy to implement, potentially useful, nonoutlying points may be discarded. More sophisticated outlier removal schemes may be more appropriate, especially if the number of US points is reduced, for example, by adopting a clinical protocol where the number of US images is reduced to minimize the intraoperative scan time. One approach, which would be a straightforward extension of the algorithm outlined here, would be to incorporate robust estimation by applying a Lorentzian or Huber function to the distance transform as described by Fitzgibbon [65] .
An alternative approach to the registration problem, which is the subject of recent attention from our research group, is the development of an automatic, image-intensity-based method for bone registration using US data. This approach has the advantage that the bone surface does not need to be explicitly segmented. Future work will investigate methods for incorporating the concept of self-calibration demonstrated in this paper into an intensity-based registration scheme, as well as developing a practical clinical system and protocol for intraoperative use.
V. CONCLUSION
We conclude that bone registration using a self-calibrating 3D-US-based algorithm provides a noninvasive and accurate method for registering bones during image-guided orthopedic procedures. Using realistic US images obtained on cadavers, and under conditions representative of those encountered during THR surgery, we found the self-calibrating algorithm resulted in a reduction in TRE of approximately 30%, compared with a standard point-based algorithm where the calibration parameters for the freehand 3D-US system were fixed to values determined using a preoperative phantom calibration. Therefore, this method provides a promising means of compensating for some of the significant sources of error inherent in conventional US-based registration techniques, which rely exclusively on a phantom-based calibration.
