have been performed manually at specific points of the lake. In addition, three fixed monitoring stations have been installed for permanent monitoring [2] .
Nevertheless, a more general evaluation of the lake is still required. This paper proposes the use of an Autonomous Surface Vehicle (ASV) that travels throughout the lake and takes samples as it moves. Therefore, the movements of the ASV should be selected to intelligently cover the lake. An area of the Ypacarai Lake is said to be covered if the ASV goes through such area and takes a sample of water. Therefore, the monitoring task can be described as a coverage problem. Such coverage problem can be transformed into a path planning optimization since the distance travelled by the ASV will be highly correlated with the area covered as long as redundancy is avoided in the selected routes. The path of the ASV can be modeled as travelling salesman problem (TSP) but including constraints such as invalid routes. To model the cities in the TSP, a number of beacons are placed at the shore of the lake. The TSP is a traditional mathematical combinatorial problem that has already been solved in the literature efficiently by using evolutionary algorithms such as genetic algorithms (GA) [3] . This work goes a step forward to a simple coverage of the lake and seeks an adaptive strategy for locating and monitoring new algae blooms.
Since the prediction of the appearance and dynamics of the Algae bloom is a difficult task [4] , this work considers two aspects for designing an adequate approach to monitor the algae bloom in a lake. First, there are several uncontrolled factors [5] , such as temperature and eutrophicated state that contribute the appearance of it. Therefore, it is difficult to predict the exact moment and place of this occurring. Second, the algae bloom is a dynamic phenomenon that modifies its characteristics (size) in time. Considering these two aspects, the proposed strategy consists of two phases, the exploration phase and the intensification phase. At each phase, an adequate path planning for the ASV is found to achieve the objective of the phase. More precisely, in the exploration phase, the path planning is aimed at finding one or several algae blooms in the lake. Once the bloom is located, the intensification phase aims at a more detailed monitoring in the region. The strat-egy divides the monitoring campaign in time frames, and at each frame a specific phase (exploration or intensification) is selected according to the available information from the conditions of the lake. After finding the path, the ASV travels the selected path to collect new information. After finishing the path, a new frame begins, and the type of phase is selected according to the updated information. This process is repeated until the final user stops it. The important idea behind this strategy is that the ASV adjusts their operation by learning the variations that occur in the environment.
The paper is structured as follows. Section 2 presents some relevant related works about using genetic algorithms as a path planning technique for robots. Section 3, describes in more details the proposed strategy. Section 4 presents the simulation experiments and the obtained results. Finally, Section 5 concludes this study.
II. Related Work
In this section, the latest research about the application of ASV for environmental purposes is evaluated. Later, an overview about the use of genetic algorithm in path planning is given. At the end, a comparison is made between the contributions of previous work and the work which is presented here.
ASVs have been used in different applications in aquatic environments [6] , [7] . For example, Dunbabin and Grindham [6] have used two types of robot-based boats for monitoring greenhouse gas emission, like methane, from lakes, reservoirs and wetlands. The first one is a catamaran based type used as a standalone ASV and the second one a customdesigned ASV for cooperative tasks of robot teams. Idris et al. [7] have developed a catamaran type ASV to perform automatic bathymetry measurements in a lake and data telemetry. Perhaps one of the most similar works to the one presented in this paper is from Pradalier et al. [8] , which developed an ASV for monitoring cyanobacteria in Lake Zurich. This lake is similar in size to Ypakarai Lake (66.8 km 2 ), but with a larger depth (136 m maximum and a mean of 49.9 m). Because of this depth the ASV includes a winch to submerge a sensor probe for vertical sampling. The monitored cyanobacteria are the Planktothrix rubescens; a different type from the Microsystis Aeroginusa found at Ypakarai Lake. But both cyanobacteria produce the same hepatoxin called microsystin. Another approach for detecting cyanobacteria with the phyaconin sensor is the use of image recognition, as shown in Romero-Vivas [9] . They propose a method to detect Anabaena sp (another type of cyanobacteria), in the sea floor in shallow waters (less than 1 m). The detection is performed from video recorded attached to an ASV with an image stabilization mechanism. The advantage of this technique is that this is a non-invasive method.
Autonomous navigation consists of four essential requirements: perception, localization, cognition and path planning, and motion control. Heuristics have been increasingly used in the research domain of path planning [10] . In general, a path planning algorithm determines an obstacle free route that a robot should travel from a starting point to a destination point. The navigation is composed of two levels, a global planner that calculates a first path between origin and destination, and a local planner, which is used to adapt to the dynamic conditions of the environment [11] . Using heuristics in path planning has its advantages, such as finding a relatively good solution in a reasonably time period. Some techniques belonging to this group are the Artificial Neural Networks (ANN), Fuzzy Logic (FL) and Natured Inspired Methods (NIM). Genetic Algorithms (GA) belongs to this last category, together with other popular techniques such as Particle Swarm Optimization (PSO) or Ant Colony Optimization (ACO). The GA is a well-studied technique since the 1960's that has been applied in a variety of scenarios. The main idea behind this technique is that it mimics the evolution behavior in nature, which is the "survival of the fittest". This expression means that from an initial population of individuals, representing solutions to a given problem, a population evolves through generations producing better individuals or with much higher quality than individuals in the initial population (fittest).
Recent work attempts to improve the performance of GA in path planning by proposing new types of approaches (e.g., solution representation, initial population selection) or operators (parent selection, crossover and mutation). In Alnasser et al. [12] , the authors propose an adequate representation of the solution in a grid map environment, together with a smart crossover operator and a fitness function that considers different criteria for robot motion. For example, the minimization of the number of turns is considered because it can reduce the energy consumption of the robot. Also, GA parameter adjustment is proposed to avoid premature convergence, as shown in the work of Karami et Hasanzadeh [13] , in which they adapt the selective pressure of the selection operator for 2 D robot planning. The selective pressure is adjusted according to the standard deviation of the fitness function of the latest population. GA parameter adjustment is surveyed in [14] , and it is stated that considering these algorithms are applied to a variety of problems, and the performance depends much of these parameters. They present a classification according to a new conceptual model that subdivides the process of adapting parameter values into four steps. Among the conclusions it can be mentioned that the number of works using adjustment in mutation, crossover and population has increased linearly, while other adjustments as parent selection, replacement representation still receive little attention.
The previous works has considered static environments. However, a more realistic approach is to consider a dynamic environment. A dynamic environment takes into consideration that new information about the environment is updated as the robot moves. In [15] , the authors use the concept of visible space to find the path between two positions in a grid map with obstacles. Visible space means that the next waypoint in a path is selected from a set of feasible points, excluding the obstacles. To do this, first they create an initial feasible population and later they propose novel mutation operators that correct infeasible paths. The proposed approach can cope with obstacles that have not been considered initially.
Other scenario where GAs has been applied is with the classical TSP. For example, in [16] , a GA algorithm is used to find a sequence of charging stations for a fleet of electrical vehicles (EV). A combination of TSP with path planning is shown in [17] where it is studied for the case of an Unmanned Air Vehicle that attempts to visit certain points in the map while avoiding certain forbidden zones, which represent for example, an enemy's radar.
In this work the same combination of TSP and path planning for autonomous vehicle is applied. But differently from [17] , instead of forbidden zones there are regions of interest (ROI) where there are places that the ASV should traverse. An additional difference is that here there is an adjustment of the objective of the mission that it is reflected in the adjustment of the GA parameters. Table I summarizes a comparison between some characteristics of this work and the related work.
III. Problem Statement and Proposed Approach
This section has been divided into two parts. First the lake environment is described as well as the TSP modeling with constraints. Also, a description of the ASV and its operation to locate algae bloom in the lake is included. Second, the proposed two-phase strategy is described in detail.
A. Covered Problem
Ypakarai Lake is located approximately between latitudes 25° 15' and 25° 22' (14 kilometers) south; and between longitudes 57° 17' and 57° 23' west (10 kilometers). The largest distance between two points at the shore is about 14 kilometers. The area that should be covered is around 70 square kilometers. Its average depth is about 1.31 meters with a maximum value of 3 meters. Being a relatively shallow lake facilitates the task of characterizing its conditions, because it can be considered a homogenous mass of water Around the lake, a network of beacons is to be deployed at the shore as data collecting points from the ASV, as shown in Fig. 3 (a) . For achieving the covered task with a single drone, the network of n beacons will serve as waypoints to be visited by the ASV at least once and it is defined as eq. (1) and shown in Fig. 3 
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The distance between two consecutive beacons is less than 1 kilometer. This distance is the expected wireless transmission range of the transceiver installed at the beacons. Notice that this is a normal transmission range for wireless devices based on Zigbee technology in a line-ofsight (LOS) scenario [18] .
This covered problem is clearly analogous to the TSP and the number of possible solutions is very large, since ( )!/ n 1 2 -combinations are possible. Therefore, this number of combinations is prohibitive for a brute force algorithm that evaluates all possible solutions. It is important to point out that the TSP belongs to a class of combinatorial problems known as NP-hard problems [19] .
There are different ways to represent it mathematically but looking at it as a permutation problem, considering Pn as the collection of all permutations of the set { , , , } n 1 2 f and , n 60 = the TSP is the searching of , ( , , ( ) ( ( ) ) ) n 1 2 f r r r r = in Pn such that the the function in eq. (2) is minimized, where c is the cost or distance between two cities, which are beacons in the proposed approach.
This is known as the tour length [20] . The conventional TSP problem looks for the minimization of the distance travelled, but in this case the maximization of the distance travelled is searched instead. Particularly, the target is to maximize the sampling area, which is directly related to the distance travelled, but also to minimize redundant data (route intersections of the path). Furthermore, this is a constrained case because due to the shape of the lake there are some routes between two beacons that are unfeasible, which are the routes that at some point travel outside the lake. This route will be called invalid route from now on.
In our problem, the beacons are not for reference only but also for data exchange between the beacons and the ASV. This data exchange might be the collection of the measurements of the ASV (e.g. phycocianin, dissolved oxygen, PH, water temperature, etc.), which will be forwarded through a multi-hop route to the gateway or base station and vice versa. A candidate for the base station is beacon b48 (W 57 22' 21" and S 25 18' 9"), which is located at the town of Aregua (green square in Fig. 3(b) ) where a better infrastructure is available to set up a control center. Another possible alternative is beacon b18 (W 57 17' 51" and S 25 18' 45"), which is located at the town of San Bernardino.
In order to identify each beacon, they are assigned a number between 0 and 59. Fig. 3 (b) shows a numbering convention that will be used throughout the paper. In Fig. 2 (b) , the coordinates are translated from degrees, minutes and seconds to meters, considering 1 second = 30 meters. One unit in both axes of Fig. 2 (b) is equivalent to 1 meter. The origin of this graph is conventional and taken at point 25° 22' 21" S and 57° 22' 57" W, as shown as a red pin in Fig. 3 (a) .
As the ASV travels visiting the beacons, it will take measurements of the quality of water and detect the presence of Algae Bloom. The blue-green algae can be detected by evaluating the levels of phycocianin, which is a pigment contained in the cyanobacteria. This pigment absorbs the light at 620 nm (red-orange) and fluorescence at 650 nm. There are many commercially available sensors for this purpose offered by different manufacturers, and basically they measure the number of cells/mL (cells per milliliter). The World Health Organization (WHO) has defined three levels of health threat due to exposure of cyanobacteria. Above 20,000 cells/mL is considered a moderate probability of adverse health effects, and over 100,000 cells/mL the probability is high [21] .
In addition to the phycocianin sensors, the ASV can be equipped with other sensors for water quality evaluation such as temperature, PH, dissolved oxygen, turbidity conductivity and oxidation reduction potential. The data from these sensors can be used in future studies to find any relationship pattern with the algae bloom. 
B. The Proposed Approach: Intelligent Online Learning Strategy Based on Reconfigurable GA Parameters
This section presents the details of the proposed strategy.
The main objective of the strategy is to determine the path of the ASV according to different situations encountered during the monitoring of the lake. The main tool used for this is a Genetic Algorithm (GA) [22] . The problem is modeled as a Travelling Salesmen Problem (TSP) adjusting it according to different conditions in the different phases of the strategy. A diagram of the proposed strategy is shown in Fig. 4 . It consists of two phases such as exploration and intensification phases. Phase 1 is the exploration phase, in which the ASV movement is chosen to maximize the cov-erage of the lake. Notice that at this point, no algae bloom has been detected. If an area with a presence of the algae bloom is detected, the strategy moves to the phase 2, in which the ASV movement focuses more on the region with the blooms presence. The ASV stays in this phase until it is noticed that the appearance of the algae bloom is stabilized (not growing or static). If so, the ASV returns to the phase 1, to start exploring again other areas that have been left out during the intensification phase. The basic block diagram of Fig. 4 is expanded in Fig. 5 with more level of detail. An important feature of the proposed strategy is that it learns from the dynamic environment and modifies the GA objective according to the purpose of the current phase of the approach (exploration or intensification). During the first phase the ASV collects the data from the lake to learn and infer its state. Then, it retunes the GA objective (fitness function) to collect more data from the polluted region and learn about the environment and its dynamic features. When the ASV detects a loss of knowledge such as the size of the detected event (algae bloom detection indicated by the ASV onboard sensors) has decreased, the ASV adapts again its movements to gather more information about the lake. Notice that this strategy presents a continuous intelligent online learning approach.
The strategy begins without any knowledge about the conditions of the lake. Phase 1 will calculate a full exploratory trajectory for the ASV. Since the path planning is modeled as a TSP problem, the ASV visits a set of data collection beacons ( ) n 60 beacons = distributed uniformly at the shore of the lake. To apply a genetic algorithm to the problem two elements must be defined: a representation of a possible solution or individual and its quality level or fitness function.
1) Solution Representation
A solution of the problem is the sequence of beacons that the ASV will visit. Fig. 6 illustrates the representation of an individual, being bx the beacon identification. This representation has been used since it is the classical encoding for TSP problem. The only condition for the individual creation is that there cannot be repeated beacons in the list. Consequently, each beacon can only be visited once. Notice that this solution representation is valid for the two phases of the proposed approach.
2) Exploration Phase
The quality of the solution during the exploration phase (sampling area) is represented by the following equation: 
where ninv_routes term refers to the number of invalid routes, i.e., the routes that do not travel entirely in the lake; SASV is the sampling distance, i.e. the radius of the area around a sampling point that is being represented by that sampled measurement; db b i j is the distance from beacon i to beacon ; j nintersec is the number of route intersections in the solution and Alake is the lake area.
The first term in the numerator is a penalizing factor that decreases the fitness value of the individuals that include invalid routes; the second terms indicates a subtraction between the total area sampled and the redundant data at the route intersection points. This value is divided by the Lake area to obtain a relative covered area. In [23] , several fitness functions are evaluated to measure the coverage of the ASV in Ypacarai Lake. The results in [23] show that (3) is suitable for the present coverage problem. Also in [23] , it is shown that the GA outperforms other approaches such as random and greedy techniques.
In the detailed diagram ( Fig. 5) , first an initial population of valid individuals is created, and the fitness function is calculated. Then, it enters to the sub-routine of the Genetic Algorithm (GA), which is shown in Fig. 7 . The output of this algorithm is the path with the highest fitness function.
To represent the conditions of the lake, after a path has been defined, the map of the lake is divided in a grid with ngrid squares of size ssquare (Fig. 8) bloom is detected then its location is recorded (square in the grid). An algae bloom is detected if the levels exceed the values defined by the end user; for example, if the levels of cells are above 20.000 or 100.000, according to the risk levels.
After visiting all the beacons, a map of the lake it is obtained with all the approximate locations where the evidence of the algae bloom's presence has been collected. It is important to notice that the ASV can pass through the same grid square more than once. Whenever a signifi-cant presence of the algae bloom is detected, then the ASV moves to the next phase. Otherwise, the ASV performs the same routes as before. As a result of phase 1, the lake map is obtained, which includes the grid squares where the algae bloom was detected and the number of times that this event happened.
3) Transition Between Exploration and Intensification Phases
The transition to phase 2 is performed if there is one or several areas with a significant presence of the algae bloom. For each one of these events its size and location are stored. With all this information, a bounding box is created around the event (see Fig. 9 ). Considering that the event is a grid square and given the characteristics of the lake, the bounding box will be delimited by a horizontal stripe defined by the upper and lower side of the event grid square More formally, if there is an estimated square algae blooming (AB) with side sAB and center coordinates ( , ), x y AB AB the bounding box is the set of grid squares inside the lake with coordinates ( , ), x y grid_sq g rid_sq that satisfies the condition
As a result, the bounding box is an area that covers the width of the lake and its height is three times the size of the estimated AB size.
4) Intensification Phase
Once the bounding boxes are defined, a sub-set of beacons ( ) Bl inside the bounding boxes are selected to intensify the evaluation of the blooms. The beacons are selected from B if xi from beacon bi ( { , , , , }) i n 1 2 3 f = satisfies eq. (4)
Therefore, the TSP is reduced since a lower number of beacons is selected allowing a faster intensification of the detected areas. After selecting the sub-set of beacons, a new trajectory is calculated using the GA so that the number of times that the ASV passes over the squares that registered the presence of algae bloom is maximized. A new fitness function is defined as where lg n a _ , i i 1 + is the number of squares with algae that the ASV has detected when moving from beacon i to beacon . i 1 + As a result of the phase 2, a more precise evaluation of the area with the algae will be obtained. Next, the size of the algae bloom regions is recalculated again from the results obtained. If the size of any of the algae regions has increased, then the strategy remains at this phase. However, if all the regions have remained the same size or decreased, then the strategy moves again to the phase 1.
IV. Simulations
This section includes the simulation results obtained. The section has been divided into two parts. First, we describe the simulation environment used to evaluate the proposed approach. Second, we show the simulation results obtained.
A. Simulation Environment
This section presents the parameters used for the conducted simulations. Table II contains the parameters used for modeling the lake environment and the characteristics of the events An event refers to an occurrence of Algae Bloom (AB) area that appears in the lake because of it eutrophication state. For the simulations, it is assumed that the bloom has a square shape, and its size consists of a multiple number of grid squares defined as:
where nAB is the number of grid squares and Ssquare is the defined size of the square. Two algae bloom areas will be considered in the simulations, Algae Bloom 1 (AB1) and Algae Bloom 2 (AB2). Algae Bloom 2 will remain static during the simulations, while Algae Bloom 1 will vary its size. The variations will occur uniformly around the center of the bloom, i.e. it will increase or decrease uniformly. Fig. 10 shows the locations of AB1 and AB2, as well as its variation through time. AB1 is located to the upper left side of the lake.
The second group of parameters is shown in Table III and is related to the genetic algorithms used for finding the solution of the path planning. The population size selected is big enough to ensure a high initial exploration. The number of generations used is sufficient for the convergence of the genetic algorithm. A roulette wheel mechanism is used for the selection of the parents. The roulette wheel means that individuals with higher fitness have higher slots in the roulette than individuals with lower fitness, so that their probabilities for reproduction are increased [24] . Then the ordered crossover exploits a property of the path representation, which is that the order of cities (not their positions) is important [20] . As it was mentioned in Section III, the ordered crossover constructs a sub-tour of one parent while preserving the relative order of cities of the other parent. The mutation operator shuffles the attributes (genes) of an individual. Each element is exchanged with another element randomly according to an independent probability inpb (0.05) [25] . Lastly, the elitism rate is the amount of the best individuals that will be preserved for the new generation. This mechanism is used to guarantee that the best individuals are not lost during the evolution procedure due to the probabilistic selection. The 20% of best individuals passes directly to the next generation.
The problem was simulated in a Debian 7.9 server with the following specifications, an Intel Xeon v3 E5-2603 1.6 GHz CPU and 64 GB RAM memory. The model was implemented in Python version 2.7.13, where the genetic algorithm was implemented with the module Distributed Evolutionary Algorithm for Python (DEAP) version 1.0.2 [25] . The code of the simulator has been made online available in [26] .
B. Simulation Results
This section presents the performance of the proposed methodology considering the dynamic on the evolution of the algae bloom regions shown in Fig. 10 .
The whole simulation scenario was divided in six-time frames (Table IV) . Each time frame is the period that it takes to the ASV to travel one complete path obtained from our algorithm. The periods can differ considerably because the exploration phase has a broader area to cover than the intensification phase. They were calculated using an estimated average speed of the ASV of 10 km/h, giving a total time of 170 hours to perform the six frames. Table V shows the behavior of the methodology as it tries to adapt to the dynamic of the bloom regions. At the end of each frame, the ASV has travelled the planned path and the sensed data results are available. First, the strategy starts in full exploratory mode and it finds a path that maximizes coverage (Frame 1, Table VII ). After travelling this path, the two blooms are located, and the strategy moves to the intensification phase, where a new path with a subset of selected beacons is calculated. The resulting path with its corresponding sampled results is shown in the column Frame 2 of Table VII . Then, the same path is travelled again to continue monitoring these two regions, but at this point a variation is included (Frame 3, Table VII ). The top bloom increases its size, and the resulting sample shows that there is a variation in the size of the AB. The strategy locates these new conditions and the GA is adapted to the new objective. The resulting path will provide also a new sampled set of results (Frame 4, Table VII ). In the next step (Frame 5, Table VII) , the same path is travelled again, but the top AB reduces its size. Because of this event, the strategy assumes that the AB starts to disappear, and it is possible to evaluate again other areas in the lake, switching to the exploration mode. The GA is executed at this point considering again all the beacons around the lake and the results are shown in the last step (Frame 6, Table VII ). Conditions of the lake (see Fig. 10 )
Phase (see Fig. 4 ) The numerical results of the simulations are shown in Table V and Table VI . Table V contains values obtained at the end of each frame. The first row shows the conditions of the lake during the frame, according to the conditions defined in Fig. 10 . Then, the second row details the phase of the strategy used during the frame. The third row indicates if the GA was executed in this frame. Finally, the next three rows show the performance of the ASV. The fourth row is the distance, the fifth the percentage of AB that has been covered at least once, and the sixth the percentage of AB that has been covered more than once. It is important to notice that these percentages are evaluated considering the estimated size of the bloom. Table VI presents the statistics related to the best individual after running the simulation multiple times. In Table VI , the first row is the total coverage (first + redundant coverage in Table V ) of the simulation with the best solution. Then, the average and the standard deviation are shown in the following rows. Note that in Frame 1, the coverage of the bloom is already high. However, by applying the intensification phase, a better first coverage is achieved but with less distance travelled and less redundant samples. This percentage falls in Frame 3 because the size of the bloom increased. The strategy applied makes the GA to increase again this coverage (Frame 4). In Frame 5 and using the same calculated path planning, the coverage increases because the size of the bloom was reduced. Finally, at Frame 6 the ASV returns to the exploratory phase, increasing the coverage, but at the expense of increasing the distance travelled. However, this requirement is accepted considering that the strategy is covering a wider area.
Previous results showed the solutions of the path planning found by the proposed algorithm and how well the solutions achieve the objective of discovering and evaluating the presence of AB in the lake. Next, a closer look about the performance of the GA regarding its capability of finding solutions in the proposed problem is shown. More precisely, the evolution of the GA through the generations is shown in Fig. 11 (a)-(d) . These correspond to frames 1, 2, 4 and 6, respectively (phase 1 or 2, depending on the frame). The yellow line represents the best solution of all simulations, the blue line is the average of best solutions of the different simulations and the blue shaded area is the standard deviation.
In the previous simulations, the GA was executed four times for frames 1, 2, 4 and 6. In frames 1 and 6 the fitness functions correspond to equation 3, and it gives the coverage of the lake in the exploratory phase. It is seen in Fig 11 (a) and (d) the best coverage of the lake is near 15% and that in average the best solution starts to converge around the generation 1,000. It is important to mention that the standard deviation remains similar throughout all the generations.
In frames 2 and 4 ( Fig. 12 (b) and (c) ), the fitness function is given by equation 2 divided by the total estimated sizes of the blooms. That is, the percentage of the estimated AB covered. In this case, the values are the ones shown in Table VI (Best total coverage). This is also the same as the sum of the first coverage plus the redundant coverage values of Table V . The intensification phase results in a 219% total coverage in frame 2, while in frame 4 in a 198% total coverage. Comparing with the exploration phase, the average converges earlier, since the number of beacons in the solution is smaller. However, the standard deviation is larger, leading to think that there is a greater variance of the best solution from simulation to simulation. In order to balance the computational effort of the algorithms in both cases, it could be run less times in the exploration phase while increasing the number of the generations. On the other hand, in the intensification phase, the number of generations could be reduced and increase the number of simulations. Another way of interpreting this result is that the initial population has greater impact in the intensification phase than in the exploration phase. This is because in the exploration phase the number of constrains is higher than in the intensification phase, meaning that the search space of this last phase is much wider.
V. Conclusion
An online learning approach to determine the path planning of an ASV for locating and monitoring outbreaks of algae blooms in the Ypacarai Lake in Paraguay is proposed. Considering the unpredictability of the phenomenon and the temporal dynamic behavior, a strategy with an exploratory phase and an intensification phase is proposed. If no algae bloom is located, or the monitored ones have reduced their size, the path is calculated considering an exploratory phase. On the other hand, if new bloom is detected, or the monitored ones have increased their size, the path is calculated using the intensification phase. The proposed approach models the problem as a constrained Travelling Salesman Problem (TSP) in a real scenario (Ypacarai Lake) and it uses a genetic algorithm (GA) that adapts its parameters (solution representation and fitness function) according to the collected data from the lake to find its solution.
The main conclusions of the simulation results are: 1) After locating the algae bloom in the exploratory phase, the intensification phase achieves similar levels of the coverage while reducing the distance travelled and consequently the time to perform the task. 2) If there is a variation of the size, the strategy adapts to the new conditions. At the end the strategy returns to the exploration phase to search new algae bloom, if the monitored ones show signs of vanishing (size reduction). 3) Overall, the strategy keeps levels of at least 85% of the algae bloom, as it is seen in the row First coverage % of Table V . 4) The intensification phase reduces the time of monitoring a region with algae bloom (around 15 hours), however the exploratory phase time is still much larger (55 hours). The proposed online strategy can be applied to other complex scenarios with unpredictable factors where the use of autonomous vehicles is suitable, such as relief actions in disaster scenarios [27] - [29] , and vehicular ad hoc networks [30] , among others. As future work, a feasible improvement of the proposed strategy is to apply the well-known extension of the TSP called Vehicle Routing Problem. In this case, a fleet of vehicles are used to complete the task. Besides the work on developing large autonomous surface vehicles, there are also other works towards the implementation of smaller vehicles with lower cost that would allow the practical implementation of the approach. This field known as Swarm Robotics, [31] takes inspiration mainly from swarms found in nature like ants, bees, etc. Still there is plenty of room for research until reaching a decentralized system which is robust, versatile and scalable. He is a fellow of HEA, BCS and a senior member of IEEE. His research is on social graphs for network and big data analytics as well as developing data push and resource provisioning services in IoT, FI and inter-clouds for a number of settings including disaster management. He is involved in a number of funded research and commercial projects in these areas. Prof Bessis has published over 270 works and won 4 best papers awards.
