In theory, growing wage inequality within gender should cause women to invest more in their market productivity and should differentially pull able women into the workforce. Our paper uses Heckman's two-step estimator and identification at infinity on repeated Current Population Survey cross sections to calculate relative wage series for women since 1970 that hold constant the composition of skills. We find that selection into the female full-time full-year workforce shifted from negative in the 1970s to positive in the 1990s, and that the majority of the apparent narrowing of the gender wage gap reflects changes in female workforce composition. We find the same types of composition changes by measuring husbands' wages and National Longitudinal Survey IQ data as proxies for unobserved skills. Our findings help to explain why growing wage equality between genders coincided with growing inequality within gender.
I. INTRODUCTION
The changing time allocation of women has been one of the most dramatic economic and social transformations of the past thirty years. Women work more in the marketplace and less at home than they once did (Aguiar and Hurst 2007) . Their time in the marketplace has also been transformed, with growing fractions working in once primarily male occupations. Women's professional achievements and pay have grown substantially, although they have not yet fully caught up with men's. At the same time, within-gender wage inequality has increased (Levy and Murnane 1992; Katz and Autor 1999) . Inequality grew over this period not only from an increase in the Mincerian returns to education but also because of growing inequality within groups of workers of similar age and education (Katz and Murphy 1992) . Growth of inequality during the 1970s, the 1980s, and the 1990s, appears to have occurred throughout the wage distribution as well as over the
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life cycle (Juhn, Murphy, and Pierce 1993; Gottschalk and Moffitt 1994) . Is it possible that inequality within gender, women's professional achievements, and women's time allocation have a unified economic explanation?
Our paper does not attempt to provide a complete explanation of the aggregate increase in women's labor supply, but it does suggest that at least some women's changing time allocations are responses to growing wage inequality within gender and explain a large part of the measured increase in women's relative wages. In particular, we suppose that growing wage inequality within gender indicates a shift in the demand for human capital in favor of those with relatively large amounts of it. In response, women with less human capital may drop out of the workforce, and those with more human capital may enter. Women, especially the more able ones, may also increase their human capital investment. These responses are observed as an increase in various skill proxiessuch as schooling and IQ-of the female workforce relative to the female population as a whole, because it becomes more expensive (in terms of opportunity cost) for high-skill women to remain out of the workforce. To the extent that human capital is unmeasured, this response is also observed as an increase in women's measured wages conditional on their observed characteristics. In summary, wage inequality affects the composition of the female workforce. Working women's relative wage growth reflects in part a changing composition of the female workforce.
The evolution of wage inequality within and between genders is consistent with the proposed economic mechanisms. Figure I shows gender equality over the years, measured as the log of the median hourly earnings of women working full time full year (FTFY) as a ratio of the median hourly earnings of men working FTFY. Figure I also graphs the evolution of inequality within gender, measured as the log of the 90th percentile divided by the 10th percentile in the cross-sectional wage distribution of men working FTFY. We see that both series were flat until about 1977.
1 Both rose-most rapidly at first-from the late 1970s until the mid1990s. Afterward, both series grew less than they did in the 1980s. Are the series linked by the composition of the female workforce? Or do their comovements have other explanations? This study presents evidence that women's measured relative wages might 1. See also O'Neill (1985) on the apparent constancy of the gender wage gap prior to 1977. The figure graphs time series of (a) the log of the ratio of the wage of the median working woman to that of the median working man (left scale, no markers), and (b) the log of the ratio of the wage of a man at the 90th percentile of the male wage distribution to that of a man at the 10th percentile (right scale, square markers). The calculations use our CPS wage sample of white persons aged 25-54, without trimming of outliers or adjusting topcodes.
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not have grown significantly if the female workforce's composition had been held constant. We also explain how the choice of empirical methods for measuring the effect of composition changes on wages is influenced by the possibility that growing wage inequality was the driving force behind these changes.
Various observers have noted that wage inequality within gender and wage equality between genders have been curiously coincidental, if not paradoxical (Blau and Kahn 1997, p. 2; Card and DiNardo 2002, p. 742) . Blau and Kahn (2000, p. 96 [italics added]) suggest that "growing inequality . . . [is] a major factor retarding convergence in the gender gap". Becker (1985a) , Katz and Murphy (1992) , and others suggest that the effects of gender discrimination have, perhaps coincidentally, been reduced over time.
Other explanations suggest that an increase in the demand for "brains" relative to "brawn" or soft skills relative to hard skills, has increased both male inequality and women's relative wages because women and high-earnings men have in common their relatively intensive possession of brains and soft skills (Galor and Weil 1996; Weinberg 2000; Welch 2000; Borghans, ter Weel, and Weinberg 2006) . 2 In contrast, our paper highlights women's changing behavior, suggesting that apparent gender equality is a consequence of inequality within gender, which stimulates female investment and labor supply behavior. Even if the amount and distribution of female employment were driven (entirely or in part) by something other than growing wage inequality within gender (see Goldin and Katz [2002] and Greenwood, Seshadri, and Yorukoglu [2005] for some likely possibilities), a calculation of the effect of workforce composition on women's measured wages is still important for evaluating the alternative explanations for the comovements shown in Figure I . (The alternative explanations of Figure I imply that women's relative wages would have increased even if the composition of the workforce had been constant.)
Section II uses the Gronau-Heckman-Roy (GHR) model to illustrate how growing inequality within gender can increase measured wages via a changing selection bias-even if the aggregate female employment rate is held constant-by changing the relative importance of market and nonmarket factors for explaining
2. An alternative explanation is that a relative increase in the demand for women increased their labor supply and relative wages, which in turn depressed the wages of low-skill men (e.g., Topel 1994; Juhn and Kim 1999; Fortin and Lemieux 2000) . However, these authors suggest that women are not plausibly better substitutes for low-skill men than for middle-and high-skill men.
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which women are employed. Section III shows how the Heckman two-step estimator applied to repeated Current Population Survey (CPS) cross sections suggests that selection into the female workforce shifted from negative in the 1970s to positive in the 1990s, and that the majority of the apparent narrowing of the gender wage gap reflects changes in female workforce composition. Comparisons of various demographic groups also suggest that the selection rule has changed, because demographic groups with high and stable female employment rates have little measured relative wage growth for women, as compared with the significant wage growth measured for other demographic groups. Section IV explains how each of the two selection-correction methods has its own assumptions and data requirements, but nonetheless both come to a common conclusion: although women's wages have grown somewhat-especially when compared with those of men in the left half of the wage distribution-much of the relative wage growth for women shown in Figure I is due to the increased attachment of the most able women to the labor force. Section V explains how "selection" and "investment" have many common economic implications, and how some of our gender-gap selection corrections might be interpreted as adjustments for women's relative human capital investment, but in either case are consistent with the broader conclusion that much of women's relative wage growth is due to their increased supply of human capital to the labor market. Section VI uses husbands' wages from the CPS and IQ data taken from the National Longitudinal Survey (NLS) as proxies for women's unobserved skills to provide nonwage evidence that female workforce selection has shifted from negative to positive, or at least has become less negative over time. Section VII concludes.
II. A FRAMEWORK FOR RELATING INEQUALITY WITHIN GENDER TO EQUALITY BETWEEN GENDERS
We follow much of the previous literature and begin our formal analysis with a log wage equation of the form
where w it represents person i's potential log wage in year t, and g i represents his or her gender (women have g = 1, men have g = 0). For the moment, we treat µ w t as a constant representing determinants of wages that are common to all workers, such as the general levels of supply and demand for human capital. 3 The determinants of wages common to women but not (proportionally) applicable to men, γ t , may reflect a gap between the human capital of the average woman and the average man, and/or differential market valuation of the average woman's and the average man's human capital.
4 Person i's year t deviation from the average of persons of his or her gender and observed characteristics is σ w t ε w it . Following Juhn, Murphy, and Pierce (1991), we have normalized ε w it so that its standard deviation is 1 and mean 0 for each gender at each point in time.
It follows that γ t is the average potential log wage for women minus the average potential log wage for men. Estimating time series for {γ t } is a necessary component of our argument because, as we show below, it is an indicator of women's wages even when the female workforce composition is held constant. If we could measure potential wages for all men and women regardless of their employment status, the average gender gap measured for each cross section would be sufficient to calculate {γ t }, because the cross-sectional average for women would be γ t + µ w t and the cross-sectional average for men would be µ w t . The potential wage of a person employed FTFY can be measured as her average hourly earnings during the year. For the moment, we interpret the potential wage of a person not employed FTFY as the hourly earnings she would enjoy if she had worked FTFY, but otherwise had the same characteristics. It is well recognized in labor economics that the average wage of working women might not accurately measure the wage of all women, because a number of women do not work and they may not be a random sample of the female population. The gender wage gap G t among employed persons is calculated by aggregating equation (1) by gender and then subtracting the male average from the female average:
3. Later we treat µ w t as a common function of demographic characteristics, in which case µ w t represents wage determinants for a particular demographic group. 4. Forms of wage discrimination common to women are modeled in equation (1) as part of γ t (Oaxaca 1973) . Blau and Kahn (1997) argue that working women have less skill than men, and that the price of skill (regardless of gender) has increased, thereby tending to decrease women's wages relative to men's. If so, this would tend to decrease γ t (make it more negative) over time. Welch (2000) and Weinberg (2000) argue that men and women have different types of human capital, and the relative price of the two types shifted in favor of women, in effect increasing γ t over time.
where, for the sake of illustration, equation (2) and subsequent equations ignore the fact that some prime-age white men are also non-employed. Let L it be an indicator for whether person i is employed in year t. The expectation of the idiosyncratic component of wages for employed women is b t ≡ E(ε w it | g i = 1, L it = 1). It differs from zero (its average for the female population) to the extent that non-employed women have different potential wages than employed women. For this reason, b t is often referred to as a selection bias; it depends on women's behavior in the sense that it is a function of which, and how many, women are employed.
The change in the measured gender gap over time can be represented as
Equation (3) has three terms. The first term is the change in the gender-specific component of net labor demand, which may reflect changes in gender wage discrimination, changes in the market valuation of women's skill endowment (relative to men's), or more rapid accumulation of women's human capital. 5 The second term can also change with the relative market valuation of skill, but in this case the comparison is between the average working woman and the average woman. It does not involve a change in women's behavior in terms of who works and how many work.
The last term is the focus of our paper: it is the change in the standardized selection bias, which, by definition, changes only because women's behavior has changed in terms of the relationship between standardized wages and employment status. Especially during an era when wage inequality has grown significantly (recall Figure I) , economic theory makes some suggestions as to the types of behavioral change that might contribute to b t , and thereby the econometric methods that might be appropriate for measuring it. To illustrate this point, we use Roy's (1951) twosector model as applied by Gronau (1974) and Heckman (1974) to the allocation of women between market and nonmarket sectors.
II.A. The GHR Model for Repeated Cross Sections
The GHR model adds to the potential market wage equation (1) a second "reservation wage," or nonmarket wage equation, in 5. As a measure of net labor demand, the first term would include wage effects of relative supplies occurring because men and women were imperfect substitutes in production.
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order to predict which women are employed. Woman i's date t log reservation wage is denoted r it .
Woman i works at time t if and only if w it > r it , which means
The left-hand side of inequality (5) is person-year specific, whereas the right-hand side is common to all women in a given year. Thus, changes in labor supply have two sources: (i) changes in the parameters affecting only the right-hand side and thereby affecting every woman's employment threshold uniformly, and (ii) changes in (σ w /σ r ) that affect the selection rule for each woman in a way that depends on her own characteristics.
These two sources of behavioral change have different implications for the validity of various methods for measuring selection bias. Some of these implications are most easily recognized when the error terms ε w and ε r follow a standard bivariate normal distribution:
where ρ is the cross-sectional correlation between log reservation and potential market wages, assumed to be constant over time. As before, the year t gender gap is a linear function of the bias b t , but bivariate normality implies a closed-form formula for the bias:
6. Gronau (1974) , Heckman (1979) , Keane, Moffit, and Runkle (1988) , and Borjas (1994) are among previous studies using the bivariate normality assumption. Heckman and Sedlacek (1985) find a close fit of their extended Roy model (with a joint normality assumption and an instrumental variable) to the U.S. labor market. Moffit (1999) discusses the advantages and disadvantages of the assumption. For our purposes, an important criterion is whether our results can be confirmed by methods without the normality assumptions, or by methods without an instrumental variable.
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where φ and denote the density and cumulative distribution function, respectively, for the standard normal distribution.
7 Comparing formulas (5) and (9) shows that changes in the employment threshold common to all women affects selection bias b in a particular way, through the λ term. The λ term is known as the inverse Mill's ratio, and is a nonnegative and declining function of ζ , which is the common component of the employment threshold transformed to a z-score. In contrast, (σ w /σ r ) affects the selection rule, and therefore both λ and equation (8)'s square bracket term.
II.B. Inequality Affects the Selection Rule
Equation (8)'s square bracket term is the correlation between log market wage w and the net gain w -r from employment (as distinct from the correlation ρ between log market and reservation wages), and is therefore in the [-1,1] interval. If ρ were positive and σ w were small enough (σ w < σ r ρ), then the selection bias would be negative, despite the fact that the inverse Mills ratio is a nonnegative function. In this case, it is said that "selection into the workforce is negative" because the average market wage of employed women is less than the average (potential) market wage of non-employed women. As σ w increases, the square bracket term becomes positive and approaches 1. This means that an increase in σ w might cause a fundamental behavioral change, reversing an initial situation in which low-wage women are employed to a situation in which high-wage women are employed, even without 7. To derive equation (8), first substitute the inequality (5) into the definition of b:
Bivariate normality implies that ε w can be decomposed into a linear projection of ε w on (ε r − ε w σ w /σ r ) plus an orthogonal mean zero error term:
where the term in square brackets is the coefficient from a regression of ε w on (ε r − ε w σ w /σ r ), which is a correlation because ε w has variance 1. The conditional expectation part of the formula is, by definition, the inverse Mills ratio times −1. any change in the total amount of female employment. Intuitively, nonwage factors r dominate female employment decisions when σ w is small, but if σ w increases enough, market wages can become unequal enough that they dominate nonwage factors as employment determinants, so that nonworking women tend to be the ones with less wage potential. Figure II illustrates this implication of the GHR model for the special case that productivity in the market and nonmarket sectors is perfectly correlated (i.e., the ρ = 1 version of the GHR model). The horizontal axis measures nonmarket productivity r, and the vertical axis measures market productivity w. Any person above (below) the 45-degree line is employed (non-employed). For illustration, r and w are perfectly correlated in the female population, and so all members of the population at a point in time are represented by points on a single straight line whose slope is σ w /σ r . If σ w < σ r , then the population line crosses the 45-degree line from above and the less-skilled persons work, as shown in Figure II as a dashed line. The measured average wage is the average among working persons, namely those along the dense part of the dashed line. If σ w > σ r , then the population line crosses the 45-degree line from below and the more-skilled persons work, as illustrated by the solid line in the figure. In this case, the measured average wage is the average along the dense part of the solid line. The figure shows a dramatic change in measured market wages merely from an increase in σ w relative to σ r .
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Market wages
8
The comparative static formulas with respect σ w /σ r and λ are simple in the bivariate normal case:
In words, the first comparative static says that changing the selection rule by putting more weight on a woman's rank in the market wage distribution increases the standardized selection bias. If the selection bias is negative, it becomes less negative. If it is positive, it becomes more positive.
The second comparative static can be positive or negative, depending on whether σ w is greater or less, respectively, than σ r ρ. As noted in Section II, σ w has increased significantly since the 1970s; σ r also may have increased over time, but if σ w increased (proportionally) more than σ r and ρ were constant, then a positive effect of λ on the selection bias is more likely to have occurred in the 1990s than in the 1970s.
If σ w increased over time enough to change the sign of σ w -σ r ρ, then Figure II 's dashed line could represent the 1970s' female labor market, and its solid line the 1990s' market. Even if the secular increase in σ w did not change the sign of the selectionbias formula (8), the square bracket term should be closer to 1 in the 1990s than in the 1970s as long as the effects of increases 8. If the median person is assumed to be in the middle of Figure II horizontally, then median market wage can be calculated geometrically as the vertical position of the (horizontal middle) of the population line, as shown by the circle in the figure. To focus on the σ w comparative static, in drawing the figure we have held the median market wage constant by having both population lines pass through the circle. As we have drawn it, the circle is below the 45-degree line, and so the majority of persons are not employed in either case. Figure II could have been drawn with alternative assumptions, but, as the algebra below proves, our main conclusion is robust: the composition of the workforce is quite different when σ w > ρσ r rather than σ w < ρσ r .
in σ w are not offset by shifts in other parameters. In any case, the fact that any of the parameters are shifting over time means that the selection rule has changed, and ideal empirical methods would be consistent with those changes.
II.C. The Employment Rate and Selection Rule as Separate Determinants of Selection Bias
Equation (9) shows how the inverse Mills ratio λ t is calculated as (ζ t )/ (ζ t ), where ζ t depends on the mean net return to work. Notice that (ζ t ) is the fraction P t of persons who work (i.e., satisfy the inequality (5)). Thus, the inverse Mills ratio λ t varies over time only to the extent that the employment rate P t varies. The standardized selection bias can therefore be written as
where θ (σ (Heckman 2001) . Economically, the conditional expectation b is related to the employment rate P because the average worker has a different market wage than the marginal worker, where the marginal worker is added to the workforce by a change in the mean net benefit from working γ t + µ w t -µ r t . The gap between the marginal and average worker becomes less relevant as P approaches 1, which is why λ < 0 and λ(1) = 0.
II.D. Empirical Methods Used in Our Paper
The change over time in the behavioral component b t of the bias in the measured gender gap can be represented as
The first bracketed term is a change in the selection bias due to a change in the mean net benefit from working, holding fixed the selection rule. The last bracketed term is a change in the selection rule. Either term, or both terms, might explain the changing selection bias in any particular application. We expect that the last bracketed term will be positive because λ is positive (for P < 1) and wage inequality has grown over time. Smith and Ward (1989) suggest that selection bias on the measurement of women's wages had become smaller (less positive) over time during the 1980s as more women entered the labor force. As equation (12) shows, one way to obtain this result is to assume that the selection rule was stable over time and that female workers were "positively selected" (i.e., that b > 0 in each year). In this case, all female wages in each year lie on the same downward-sloping control function, with the more recent years having the higher employment rates and less selection bias. However, to the extent that women workers are negatively selected, the first bracketed term actually has the same sign (positive) as the change in labor supply, which means that the selection-bias change (the sum of the two terms) is positive. Even if women workers are positively selected, the last term in equation (12) cannot be neglected because the selection rule in recent years may be different from the rule in earlier years, and the sum of equation (12)'s two terms may well be positive. Furthermore, even in the positive selection case, equation (11) shows that the theory is unambiguous about the change over time in b t /λ(P t ), given the fact that σ w has increased over time. Olivetti and Petrongolo (2007) find that countries with higher female employment rates have lower female relative wages. Like Smith and Ward (1989) , they interpret their findings as movements along a control function such as the λ(P) featured in our model: female wages in countries with higher female employment rates are measured with less selection bias. They also show how the assumption of a fixed selection rule-one that selects the more productive women first-helps to justify quantile approaches to measuring selection bias: with a fixed and positive selection rule, it can be assumed that the nonworking women are always the less productive ones. The number of women not working is known (even though precise values for their productivity are not), and so inferences can be made about higher quantiles of the female wage distribution. However, Olivetti and Petrongolo's quantile methods would not be valid for our purposes if the selection rule were changing over time, so that the fraction of nonworkers who are in the left tail of the wage distribution is also changing.
9 Our Figure  II illustrates one (admittedly extreme) situation in which the median potential wage of women is closest to the maximum wage of working women in the 1970s, but closest to the minimum wage of working women in the 1990s.
Given the background of growing wage inequality within gender, the purpose of our paper is to measure the year effects on the gender wage gap, correcting for selection bias with methods that are consistent with control functions that shift over time. One of those methods, the Heckman (1979) two-step estimator, derives exactly from the GHR model with a bivariate normal distribution. However, alternative methods of measuring selection bias have been proposed in the literature, are consistent with control functions that shift over time, do not rely on a normality assumption, and can be applied here. One alternative is the "identification at infinity" method. Section III applies these methods to repeated cross sections from the CPS.
III. ESTIMATES OF WOMEN'S RELATIVE WAGES FROM THE CPS
III.A. Description of Our CPS Samples
Our work with the Census Bureau's CPS uses the March Annual Demographic Survey files. Our main sample from the surveys is typical of those in the literature: white non-Hispanic adults between the ages of 25 and 54, excluding persons living in group quarters or with missing data on relevant demographics. We classify all persons as either working or not working according to whether they work FTFY (35+ hours per week paid at least 50 weeks during the year). The FTFY part of our main sample is the starting point for our wage sample, which further excludes the self-employed; persons in the military, agricultural, or private household sectors; persons with inconsistent reports on earnings and employment status; and persons with allocated earnings (see Appendix I for additional details, including our treatment of wage topcodes and outliers). We trim wage outliers when calculating mean wages, and keep them when calculating quantiles (as in Figure I ). 10 We classify the adult population into six educational categories. Wages are measured as annual earnings divided by 10 . Figure I 's unmarked solid series is essentially identical to the gender wage gaps reported in the literature. It shows a median log wage gap of -0.47 in the early 1970s, which corresponds to a value of 0.62 for the ratio of median female wage to median male wage and coincides with the longstanding wage ratio of 0.60 discussed by Fuchs (1971, p. 9) . Blau and Kahn (2000, Figure 1 ) report a value of about 0.62 prior to 1975 for the ratio of (arithmetic) average female weekly wage to average male weekly wage (average and median gender gaps are quite similar-compare our results below with Figure I ). By the late 1990s, our Figure I shows how the raw gender wage gap closed by 0.18 log points, which corresponds to an increase in the female-male wage ratio by a factor of 1.20. Blau and Kahn (2000, Figure 1 ), Welch (2000, Figure 3 ), and many others have calculated time annual hours. The details of our hours and education coding are also described in Appendix I. We weight all CPS calculations using the March supplement weight.
III.B. Estimates Using Heckman's Two-Step Estimator
In the Heckman two-step model, demographic characteristics are assumed to linearly affect µ w t and µ r t , but not affect ρ, σ w t , or σ r t . In particular, X is a row vector of demographic characteristics affecting market wages (and polynomials thereof), and Z is the row vector X plus a vector of additional demographic characteristics affecting only reservation wages. In addition, we assume that selection bias is zero for men. For the purposes of estimation, these assumptions imply that inequality (5) becomes a probit equation (13) for the female employment rate P t (Z) by demographic group and year and a log market wage equation (14) for employed persons:
The vector X includes educational attainment dummies, marital status, a potential work experience quartic interacted with education dummies, and region. The vector Z has the same elements, plus the number of children aged 0-6 interacted with marital status; β and δ are coefficient vectors. The error term u it is the unobserved component of wages σ w t ε w it from equation (1) minus the inverse Mills ratio term θ t λ.
12
Following Gronau (1974) and Heckman (1979) , our estimation proceeds in two steps (hereafter, the Heckman two-step series of female-male wage ratios that increased by a factor of 1.2 or 1.25 over that period.
Our calculation of wage inequality among men ( Figure I 's square-marked series) also accords with calculations in the literature. Our log 90-10 wage differential rises from 1.05 in 1967 to 1.34 in 2002, with most of the increase occurring fairly linearly during the years 1976-1994. Autor, Katz, and Kearney (2005) report a log 90-10 wage differential of 1.10 in 1967 (see also Katz and Autor [1999] ), as compared to a value of 1.60 for 2002, with most of the increase occurring fairly linearly between 1975 and 1993. Our calculations would coincide more exactly with theirs if we had used the 18-65 age range, as they did.
11. The inequality (5) describing employed persons is
The bivariate normality assumption implies that the left-hand side is normally distributed. Linearity of µ w t and µ r t in Z implies that the probit index is a linear function of Z. Thus the employment rate is P t (Z) = (Zδ). See also Moffitt (1999) .
12. By definition, the expected value of u among workers is zero if the model parameters are consistently estimated. Notes. Each table entry summarizes regression results (reported in full in Appendix II). The entries are female minus male log wages, which differ from each other in terms of (a) rows, i.e., time period used for estimation (1975-1979 vs. 1995-1999) ; (b) columns, i.e., whether the regression includes the inverse Mills ratio (OLS does not include it, two-step does); and (c) panels, i.e., the weighting used to average the regression results across demographic groups (variable vs. fixed weights). The "Bias" column is the difference between the OLS and two-step columns. The "change" row is the difference between the 1995-1999 and 1975-1979 rows. Weights are factions of working women in each demographic group and are time-specific (variable) or pool both time periods (fixed).
The regressions control for demographics interacted with gender and use our CPS wage sample of white persons aged 25-54, trimming outliers and adjusting topcodes as described in Appendix I.
Bootstrap standard errors are in parentheses.
estimator), separately for every cross section. First, we estimate P t (Z) as the fitted values from the probit equation above, estimated on a CPS sample of all prime-age white women. The dependent variable for the probit is working FTFY. P t (Z) is set to 1 for men. Second, for a sample of persons employed FTFY, the log wage equation (14) is estimated using least squares, with a value for the inverse Mill's ratio assigned to each person according to estimates from the probit equation.
13 Tables I and II display the results from the CPS data (information about data processing and the samples used in the CPS regressions is provided in Appendix I). The tables are based on four wage regressions, which differ according to the years sampled (1975-1979 vs. 1995-1999) and whether the inverse Mills ratio is included as a regressor.
13. Standard errors are calculated with the nonparametric pairwise bootstrap method (1,000 replications), and thereby account for the facts that estimation occurs in two stages and that the regression equation error terms are heteroscedastic. Notes. Each table entry summarizes regression results (reported in full in Appendix II). The entries are female minus male log wages and differ from each other in terms of (a) rows, that is, demographic groups; (b) columns, that is, time period used for estimation and whether the regression includes the inverse Mills ratio (OLS does not include it, two-step does); and (c) panels, i.e., the types of demographic groups summarized. Time-invariant female workforce weights are used to average the regression results across demographic subgroups. The "Bias" column is the difference between the OLS and two-step columns.
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The regressions control for demographics (which include marital status unless indicated otherwise) interacted with gender, and use our CPS wage sample of white persons aged 25-54, trimming outliers and adjusting topcodes as described in Appendix I.
For reference, the column or columns of the tables display OLS estimates of the gender gap (the inverse Mills ratio is not a regressor). Consistent with Figure I and the results of previous studies, Table I 's first entry (Panel A) shows the 1970s' gender wage gap of −0.414 log point. By the 1990s (second row), this gap had closed to −0.254. The amount closed (third row) was 0.160 log points. The second column of Table I has the same format as the first but reports two-step estimates, namely, results from wage regressions with the same specification as in the OLS section of the table, except that the inverse Mills ratio is included as a regressor. Table I shows that, controlling for selection bias (i.e., adding the inverse Mills ratio as a regressor), the gender wage gap is −0.337 in the 1970s and −0.339 in the 1990s. Controlling for the inverse Mills ratio, the gender wage gap widened slightly (0.002 log points).
14 The third column of Table I is calculated from the first two columns as the difference between OLS and two-step estimates. According to the GHR model, it is the selection bias included in OLS estimates that by definition does not control for selection because the inverse Mills ratio is not among the regressors. The estimated selection bias is negative in the 1970s, and positive in the 1990s, which suggests that the selection rule was substantially different during the two time periods.
Because Table I is based on regressions in which gender interacts with all other characteristics in the wage equation, 15 the results of any one particular wage regression imply a different gender wage gap for each demographic group. Panel A of the table reports an average gap for all demographic groups, weighted by the fraction of the female FTFY workforce in each demographic group. In principle, the average gender wage gap reported in the top "variable weight" panel-it uses one set of weights for [1975] [1976] [1977] [1978] [1979] and another set of weights for 1995-1999-can change over time because the average group has a closing gap, or because the population weights shift over time from high-gap groups to lowgap groups. Panel B, the "fixed weight" panel, uses a common set of weights to calculate all entries: the fractions of FTFY women in each demographic group for the ten pooled years 1975-1979 and 1995-1999 . The fact that the variable-weighted OLS gender gap closes more than the fixed-weighted gap (0.160 vs. 0.140) means 14. Maximum likelihood estimates (not shown in Table I ) suggest about 0.03 log points less selection-corrected relative wage growth for women, mainly because a more negative coefficient on the inverse Mills ratio is estimated for 1975-1979. 15. Recall that we estimate the probit with female data only. We interact X with female in the second-step wage regression in order to ensure that we identify the coefficient on the inverse Mills ratio using the children variable rather than functional-form assumptions (i.e., an assumption that the first stage has gender interactions but the second stage does not). In effect, we estimate the wage regressions separately by gender.
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that demographic groups with small OLS gender gaps (such as never-married and advanced degrees) have increased their relative size. This is also true for the Heckman two-step estimates (OLS and two-step average gaps are calculated with a common set of weights).
Measuring wages for prime-age white males may also be subject to selection bias, because their FTFY employment rate is significantly less than 100% (e.g., 76% in 1975-1979 and 79% in 1995-1999 in our sample). Growing wage inequality should increase the importance of market wages, rather than nonwage factors, for selecting men into the workforce, and so the amount of selection bias could have changed for them too, thereby offsetting some of the selection-bias growth for women. Ideally, our estimates based on the Heckman two-step estimator would include a shifter of male labor supply. In the absence of such a variable, we have attempted two ad hoc corrections for male selection-bias growth (not reported in Tables I or II or Figure III based on our benchmark specification) in the Heckman framework. 16 These findings suggest that our benchmark two-step estimates of the gender-gap change might, by failing to correct for male selection bias, understate women's relative wage growth by about 0.01 log points, if at all. The identification-at-infinity method shown in Section III.D adjusts for male selection bias in a more rigorous way. Table II shows some relationships between gender-gap changes, marital status, and schooling. Panel A displays results for the average female FTFY worker. The first row is a condensed version of Table I's Panel B in which the wage and probit regressions include marital status among the regressors. Because marital status has changed over time and may itself react to the wage structure, it is interesting to see results without marital status regressors, as in Panel A's second row. Both rows show a selection-bias change of 0.16-0.17 log points. 16 . One correction finds a male selection-bias change of −0.05 (i.e., in the opposite direction as women's bias change) by adding the inverse Mills ratio to our male wage equations, where the inverse Mills ratio is derived from male probit equations with the same explanatory variables as the wage equation. The second compares Table I 's calculations (variable weights) with a version of Table I that gives zero weight to demographic groups in which the male FTFY rate is less than 80% (as a result, about half of women receive zero weight, and the male FTFY employment rate is 84% in 1975-1979 and 87% in 1995-1999) . With this version, the gender gap widens 0.01 log points more than in Table I , which suggests that either male selection bias increased 0.01 log points (i.e., in the same direction as women's bias change) or that demographic groups with high male FTFY rates are not representative of all demographic groups in terms of gender wage gap changes. 1970-1974 1975-1979 1980-1984 1985-1989 1990-1994 1995-1999 Log(female/male) Time period
FIGURE III
Correcting the Gender Wage Gap: The Heckman Two-step Estimator
The figure graphs two time series of women's log wages relative to men's (unmarked and square-marked), plus a 95% confidence interval for one of them (dashed). Both relative wage series are net of measured demographic characteristics and averaged across demographic groups using time-specific female workforce weights. Only the two-step series (square-marked) is net of the inverse Mills ratio. The calculations use our CPS sample of white persons aged 25-54, trimming outliers and adjusting topcodes as described in Appendix I.
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In comparison with Panel A's first row, Table II 's Panels B and C report the partial "effects" of marital status and schooling, respectively, on the gender wage gap. For example, the "nevermarried" row is the gender wage gap implied by the regression coefficients for the hypothetical case that all FTFY women were never married, holding constant all other demographic characteristics and the employment rate. Never-married status is associated with a gender gap that is 0.225 smaller (0.225 = -0.179 + 0.404) than average in the 1970s. Conditional on never-married status, the OLS gender gap closed much less than did the average OLS gender gap. The selection-corrected gap closed about the same for the various marital groups, ranging from -0.066 to +0.019. Overall, Table II suggests that selection bias increased the least for the never-married group-the group for which the OLS gender wage gap closed the least. Similarly, among the schooling groups, selection bias increased the least for those with advanced degrees, which is the group with the highest employment rate and a relatively small change in the OLS gap.
Figure III displays uncorrected estimates, two-step estimates, and a 95% confidence interval for the uncorrected, for all of the five-year intervals between 1970 and 1999, using variable weights. According to the two-step estimates (marked with squares), the gender wage gap has been essentially constant within groups during these years, even though the uncorrected gaps (solid line without markers) have closed within groups. The difference between the two series suggests that part of the measured gender-gap closure comes from changes in the composition of the female workforce (relative to the male workforce) within demographic group. The 95% confidence intervals for the uncorrected gap do not overlap two-step estimates in the 1970s or in the 1990s.
III.C. Some Basic Patterns in the Wage Data Suggesting That the Selection Rule Has Changed
The gap between the marginal and average worker becomes less relevant as the employment rate L approaches 1, which is why λ < 0 and λ(1) = 0. If much of the measured wage change for women is due to changing selection bias, then measured wage changes should be less for demographic groups with high and stable employment rates as compared to groups with low employment rates, because selection bias is close to zero (and therefore cannot change significantly) when the employment rate is high.
Recall from the inequality (5) that, even without the normality assumption, the GHR model features two kinds of changes in the composition of the workforce. One is a uniform change in the employment threshold for all workers (the right-hand side of (5)) that, assuming selection is "positive," moves the employment rate and measured average log wage in opposite directions because the marginal worker has lower wages than the average worker. 17 The second reason the workforce composition can change is through the selection rule. An increase over time in the return to skill, for example, can pull more skilled women into the workforce and push less skilled women out. In this case, we do not expect a negative relationship between measured wages and employment rates. Instead, we expect measured wages to grow for womeneven though their employment rates may be increasing. This is especially true for those groups of women with low initial employment rates, because λ(1) is always 0, even though the selection rule is shifting over time.
Figure IV explores the relationship between the level of the employment rate and the change in the gender gap, across demographic groups defined in the same way as in our regression analysis.
18 Each marker in the figure represents a demographic group, with the never-married (ever-married) groups indicated by squares (circles). The labels distinguish the groups by education and years of potential experience (midpoint of the year range 5-14, etc.). Figure IV shows a negative relationship. The female groups with the highest initial employment rates (experienced ever-married women with advanced degrees and various groups of never-married women) had hardly any relative wage growth. Less experienced women with advanced degrees had employment rates in the middle of the range, and had relative wage growth of about 0.11 log points. Ever-married women without advanced degrees had the lowest initial employment rates, and the highest relative wage growth. Together with the 17. Olivetti's and Petrongolo's (2007) recent paper features this comparative static and finds that countries with higher female employment rates have lower female relative wages.
18. To make Figure IV legible, we combine some of the categories from the regression, namely, one less-than-high-school-degree category (rather than distinguishing high school dropout from no high school attendance), two marital categories (never-married and ever-married) and three potential experience categories (5-14 years, 15-24 years, and 25-34 years). In addition, we drop demographic groups for which our CPS wage sample includes fewer than forty female observations per year during the 1975-1979 period. Potential experience is measured as Age -Schooling -7. 
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Heckman two-step estimates, these results suggest to us that selection bias is potentially important, and should be measured with methods that are consistent with a time-varying selection rule.
III.D. Identification at Infinity
The GHR model implies that the selection bias disappears for groups with characteristics X such that practically all of them work, even if the joint distribution of error terms is not normal. On the basis of this principle, Chamberlin (1986) and Heckman (1990) have suggested an identification-at-infinity method (hereafter, Method II): estimating some of the wage equation parameters using a sample selected on observed characteristics X such that nearly all of the sample works. The closer the sample is to 100% employment, the smaller the selection bias. This implies a trade-off between sample size and the amount of selection bias, because the higher is the employment-rate threshold, the fewer are the demographic groups that can surpass it and thereby be included in the estimation. To the extent that the parameters of interest {γ t } vary across demographic groups, Method II does not provide information about the values of the parameters for several demographic groups, namely, those excluded from the estimation.
To its advantage, Method II does not require an exclusion restriction; namely, it does not require a variable that affects labor supply without affecting wages (i.e., is absent from the X vector). Instead, Method II designates particular demographic groupsparticular values of the X vector-with high FTFY employment rates. In a sense, Figure IV could be used as a heuristic version of this method, by focusing on never-married women or married women with advanced degrees because these groups have fairly high FTFY rates. Here we implement a more rigorous version (Heckman [1990, p. 317] describes the procedure; Schafgans and Zinde−Walsh [2002] work out some of the distribution theory) by estimating a probit equation P(Xδ g ) separately by gender using CPS observations from the 1975-1979 cross sections, where X are variables from the wage equation and δ g is a vector of coefficients for gender g. The dependent variable is working FTFY. This probit equation serves only the purpose of selecting demographic groups to be included in a wage equation: we select only CPS men and women who are employed and have demographic characteristics
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such that predicted probability exceeds α, for α close to 1.
19 A selection-bias-corrected gender wage gap time series is then calculated as the conditional gender gap for these observations only. Specifically, the regression equation for a cross section t is
. By construction, the restriction L it = 1 by itself has little impact on the sample used to calculate the conditional gender gap, because most of the persons in the demographic groups satisfying the threshold are also employed themselves. To calculate the dependent variable for the regression (15), estimates of the coefficients on the other demographic variables are needed (Heckman 1990 ; Schafgans and Andrews 1998). Since our paper has not given much attention to the selection bias (if any) of the other coefficients, the results displayed here take the coefficients from the OLS regression (which does not include the inverse Mills ratio or any other result from the probit equation) on the full sample of persons working FTFY.
20
Figure V's square-marked series displays estimates of {γ t } using (as in Figure III ), cross sections formed by pooling five adjacent waves of the CPS, but keeping only observations with P(Xδ g ) ≥ 0.80 and L it = 1. It shows a gender gap of about -0.20 log points that does not trend over time. Recall that the uncorrected gender gap closes more than 0.15 log points (shown in the figure as a solid series with no markers).
If the assumptions of Method II are correct, the amount of selection bias falls as the employment rate threshold (used to exclude demographic groups from the wage regression) rises. Figure V illustrates this point with the circle-marked, trianglemarked, and unmarked series, which use 0.70, 0.60, and 0 employment rate thresholds, respectively. Of the series shown, the square-marked and circle-marked series (80% and 70%, respectively) trend the least, the triangle-marked (60%) trends upward second most, and the unmarked series trends upward the most. One interpretation of these results is that the upward trend is 19. For α = 0.80, 0.5%, 0.7%, and 1.2% of the white female FTFY CPS observations aged 25-54 satisfy these criteria in the 1970s, 1980s, and 1990s, respectively, for a total of about 300 female observations per five-year cross section. Because of this relatively large number of observations, we are able to consider thresholds closer to 1 than does Schafgans' (1998) wage gap study.
20. We have also tried taking the other coefficients from our two-step estimates or, most ambitiously, to also estimate them with the infinity method. These alternative approaches give very similar estimates of selection-bias changes.
1086
QUARTERLY JOURNAL OF ECONOMICS
-0.20 -0.10 -0.50 -0. 40 -0.30 1970-1974 1975-1979 1980-1984 1985-1989 1990-1994 1995-1999 Log(female/male)
Time period
Groups w/predicted rate 80%
Groups w/predicted rate 70% Groups w/predicted rate 60% Nonmarital groups w/ rate 50% All groups
FIGURE V Gender Wage Gaps Among Strongly Attached Groups, Various Thresholds
The figure graphs five times series of women's log wages relative to men's, net of demographic characteristics. The series differ according to the demographic groups (defined according to gender, schooling, marital status, and potential experience, except for the x-marked series that does not use marital status) included in the estimation. The unmarked series includes all demographic groups. For the other series, demographic groups are selected based on their FTFY employment rate for the years [1975] [1976] [1977] [1978] [1979] . The calculations use our CPS sample of white persons aged 25-54, trimming outliers and adjusting topcodes as described in Appendix I.
the result of changeable selection bias, which can be mitigated by using Method II with a high threshold. Because marital status and the age at first marriage have changed over time and may themselves react to the wage structure, it is possible that the presence of marital-status regressors biases our results. To explore this possibility, we prepare Method II results without any marital-status regressors, although doing so requires reducing the threshold.
21 Figure V 's x-marked series is based only on the schooling, region, and potential experience regressors and a 50% FTFY rate threshold. With a threshold so far below 100%, we expect that part of the x-marked series' increase is due to changing selection bias, but nonetheless it increases only 0.062 from 1970-1974 to 1995-1999. 22 Thus, our Method II conclusion that the selection bias has been a major factor in the narrowing of the gender wage gap does not depend on the use of marital status as a regressor.
IV. POSSIBLE IMPLICATIONS OF THE WAGE EVIDENCE FOR MEASURING THE EFFECTS OF LABOR DEMAND FACTORS
The economic literature has proposed two repeated crosssectional methods for measuring the change in selection bias over time in an environment in which the selection rule changes over time: control function methods and Method II. 23 On the basis of results from the two methods, we can help to answer some broader questions about the factors influencing women's relative wages. First, we acknowledge and interpret each method's limitations. Second, we explain how the average man may not be the appropriate benchmark for the purpose of measuring gender-specific differences in labor demand.
The Heckman two-step and identification-at-infinity methods are based on different assumptions and data requirements. When implementing the Heckman two-step method, it is desirable to 21. Recall from Figure IV that the highest FTFY demographic groups are never-married.
22. The x-marked series may be best compared with the circle-marked series (70% threshold), because both include 3-6% of the female FTFY workforce and both have an average female log wage of 2.7 in [1975] [1976] [1977] [1978] [1979] . The circle-marked series also increases 0.062 from 1970-1974 to 1995-1999. 23. A panel data method for measuring the change in composition over time has been proposed in the business-cycle literature (Bils 1985; Solon, Barsky, and Parker 1994) . This method is also consistent with a changing selection rule; future work may adapt it to the question of long-term changes in the gender wage gap (see Wellington [1993] for such a study of nine-year changes).
have an "instrumental" variable that affects selection but not wages. 24 Method II does not use an instrumental variable (and permits selection corrections for both women and men), but assumes that the parameters to be estimated (in our case, gender differences γ in labor demand) do not vary across demographic groups. It requires large samples. Given that we have applied both methods to repeated cross-sectional data, one common weakness for our purposes is that they do not include measures of historical work experience that have been shown to be important for explaining the level of the gender gap (Mincer and Polachek 1974; O'Neill and Polachek 1993) . 25 Method II results are probably less vulnerable to this criticism because they are based on comparisons of men and women with similar degrees of labor force attachment, although the comparisons are limited to those with very strong attachment.
Figure VI compares results from the two methods, displaying indices for women's relative wages using 1975-1979 as a base period. For example, a value of 110 means that, according to one of the methods, the female-male wage ratio was 10% greater than it was in [1975] [1976] [1977] [1978] [1979] . The unmarked series uses no selection correction, showing significant relative gains for women. The other series are based on selection corrections-one series for each of the methods-and show very little relative gains for women. Although each of the methods is based on its own debatable assumption-an exclusion restriction or assumption of uniform gender gaps across groups-the methods deliver similar estimates of selection-bias changes since the 1970s. This finding suggests, but does not prove, that our results about changes over time are not driven by any particular one of the methods' selection-correction assumptions.
24. Following the previous literature, we have taken (for women) the instrumental variable to the number of young children in the household. See Mulligan and Rubinstein (2005) for a discussion of how possible endogeneity of children might affect estimates of selection-bias change. One disadvantage of instrumental variable approaches is that a good instrumental variable for men's labor supply may be even harder to find.
For an exploration of the robustness of selection-bias change estimates to alternative instrumental variable specifications, see Mulligan and Rubinstein (2004) . In some cases, the Heckman model can be estimated without an instrumental variable by exploiting the nonlinearity of the inverse Mills function.
25. Blau and Kahn (2006) show that a narrowing of the gender gap in historical work experience explains some of the gender-gap closure in the 1980s and 1990s, but leaves a large majority of it unexplained. O'Neill and Polachek (1993) have a similar finding for the years 1976-1987. Regardless of how much gender wage-gap closure might be attributed to narrowing of the gender experience gap, our results still support the broader conclusion that much of the gender wage-gap closure should be attributed to supply factors. 1089   105  110  115  120  125  80  85  90  95  100 1975-1979 1980-1984 1985-1989 1990-1994 1995-1999 Women's relative wage index (1975-1979 = 100)
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FIGURE VI
Gender Relative Wage Indices with and without Selection Corrections
The figure graphs three time series of indices of women's wages as a ratio to men 's (1975-1979 = 100), net of demographic characteristics. The series differ according to the method for correcting selection bias. The calculations use our CPS sample of white persons aged 25-54, trimming outliers and adjusting topcodes as described in Appendix I.
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The gender wage gap, and therefore its changes, reflects a combination of factors including different amounts and types of skills possessed by men and women (supply factors), different market valuations of those skills, and discrimination (demand factors). The selection-corrected series in Figure VI indicates that the combined result of the demand factors was for women to have wages that changed much less relative to the average man's than suggested by the uncorrected series. This implies, of course, that if some of the demand factors tended to decrease women's relative wages, then the net effect of the remaining factors was to increase women's wages relative to the average man's so that the combined result is as shown in Figure VI . For example, Blau and Kahn (1997) have suggested that general increases in the price of skill should have favored men more than women and have suggested a procedure for removing this effect from the relative wage series. 26 Put simply, Blau and Kahn suggest that the average woman should be compared with a man from the left half of the male wage distribution, rather than the average man, because (they argue) the former man has skill more similar to that of the average woman. To construct a precise estimate of women's wages relative to those of a man with comparable skill, one must calculate exactly which quantile of the male wage distribution corresponds to a general skill level equal to the average woman's. The calculation can be done in two parts: a calculation of the level of gap between the average woman's and the average man's wage and a calculation of what fraction of that gap is due to a general skill gap rather than some other factor such as gender discrimination. On the first point, our estimate of the gender wage gap varies by method so that our estimate of the percentile of the 1975-1979 male wage residual distribution with the same wage residual as the average woman's varies from 13 (OLS) to 27 (Method II). If 100% of the gender wage gap were due to general skill difference, then perhaps the 20th percentile would be the appropriate comparison. Figure VII adjusts each of the series in Figure VI by changing the basis of comparison from the average male to the male at the 20th percentile of the residual wage distribution. For example, the two-step estimate of the gender wage gap was -0.337 in 1975 -1979 and -0.339 in 1995 -1999 , which makes a 1995 -1999 index 26. Juhn, Murphy, and Pierce (1991 used the same procedure to show that black men gained rank in the white male wage distribution during the 1980s, even though black men's relative wages were fairly constant. 1091   105  110  115  120  125  80  85  90  95  100 1975-1979 1980-1984 1985-1989 1990-1994 1995-1999 of 99.8 in Figure VI for the average woman relative to the average man. However, the 20th-percentile man in the CPS wage residual distribution lost 0.051 log points of wages relative to the average man, and so Figure VII 's 1995-1999 index is 105.0, or 99.8 divided by 0.95. 27 Because methods disagree about the level of the gender gap and because some of the gap is not due to general skill differences, percentiles higher than 20 might be more appropriate comparisons for the purpose of removing the effect of general skill price changes on women's relative wages. Although not shown in Figure VII , the 1995-1999 adjustment factor would be 0.96 for the 27th percentile and 0.97 for the 35th, rather than the 0.95 we calculated for the 20th percentile. In summary, women's relative wages would have increased 0-0.05 log points if composition of the female workforce and the level of general skill prices had been constant. This slight increase suggests that other factors may have shifted labor demand somewhat in women's favor and were offset by general skill price increases.
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V. INVESTMENT INTERPRETATIONS OF SELECTION CORRECTIONS
Both observation and economic theory (e.g., Becker [1985b] ; Goldin and Katz [2002] ) suggest that women's growing attachment to the workforce should have induced them to invest more in skills rewarded in the marketplace, because the return-to-skill investment increases with the number of hours during which the skills are utilized. 28 Our results are fully consistent with this possibility, because "selection" and "investment" have many common economic implications.
To discuss this issue more precisely, first notice that the possibilities of both selection and investment create two potentially interesting counterfactuals. What would women earn if all women worked, but continued to invest (or not invest) as they do now? What would women earn if all women worked, and invested accordingly? For example, Method II answers the second counterfactual better than it answers the first. The method focuses on demographic groups (such as never-married women with advanced 27. The adjustment factor varies by year according to the gap between the 20th percentile and the average. Most of the widening of that gap occurred prior to 1985 (see also Autor, Katz, and Kearney [2005] ).
28. Some of their investment would go unmeasured in the CPS (e.g., the subjects that women study in school-see Grogger and Eide [1995] -or their commitment to advancing their careers), and thereby result in the closure of measured conditional gender wage gaps. degrees) in which almost all women work. If these women expected to be working, then we expect them to have invested accordingly. In this sense, Method II "corrects" for both selection and (lack of) investment by calculating wages for groups of women within which labor force selection is less important (essentially all of them work) and for whom investment rates are more like men's.
29
Because human capital investment is complementary to labor force attachment, investment may respond to a changing selection rule, and the selection rule might change in response to a general increase in the returns to investment to the extent that returns to investment vary across women. Suppose, for example, that it has always been true that, for a given attachment to the labor force, high-IQ women have a greater return to human capital investment than low-IQ women. In the 1970s, low-IQ women intended to work and high-IQ women did not. As a result, investment was zero for high-IQ women and positive, but (because of their low returns) small, for low-IQ women. Both because of the direct effect of IQ on wages and because of the indirect effect via investment, the gender gap among workers was quite large in the 1970s. By the 1990s, high-IQ women intended to work as much as the low-IQ women did (and did in the 1970s), but they invested more because of their high returns. The gender gap shrank between the 1970s and 1990s both because high-IQ women entered the workforce and because high-investment women entered the workforce. Method II (as we have implemented it by following the same demographic groups over time) would not measure much of this source of women's measured wage growth.
Complementarity between human capital and labor force attachment also implies that a general increase in the returns to investment might differentially pull high-IQ women into the labor force. For our purposes, the lesson is that women's wages may have grown because their labor market behavior increasingly resembles male behavior, and that selection-correction methods consistent with time-varying control functions can help measure wages for a counterfactual world in which women work and invest as men do. We leave it to future research to carefully and quantitatively contrast investment and unobserved selection. The wage evidence presented in this paper suggests that women's measured relative wages have grown in large part because they behave differently than they used to in terms of labor supply, labor force attachment, human capital investment, or some combination of these factors, even if the evidence does not yet show the relative quantitative importance of various behavioral changes.
VI. NONWAGE EVIDENCE OF THE CHANGING COMPOSITION OF THE FEMALE WORKFORCE
The basic economic logic of the GHR model applies just as well to observed human capital proxies as to unobserved human capital. For our purposes, one important conclusion from the GHR model is that selection could be negative: the female workforce could have less skill than the female population. The second conclusion is that an increase in the return to human capital may affect the supply of skilled women proportionally more than it does the supply of unskilled women. 30 If so, then the skill composition of the female workforce will be greater than it used to be even if skill were a fixed factor at the individual level. Here we cite two examples of possible negative selection, which over time became less negative (or became positive). Figure VIII displays the FTFY employment rates of married women as a function of their husband's position in the wage distribution. The first step in making the calculation is to estimate a probit equation in our CPS sample of currently married women whom we can match with husbands aged 25-54. The regressors are a quartic in the wife's potential experience, the wife's schooling dummies, the wife's schooling interacted with the potential experience quartic, region, and dummies indicating the husband's quartile in the hourly wage distribution for husbands his age in the year in which we measure his hourly wage. For the average values of the wives' regressors, we calculated a fitted value from the probit for each husband's quartile. To determine whether a quartile's employment rate increased in a greater or lesser proportion than the rate for the general population, this predicted employment rate is divided by the predicted employment rate for the 30. According to the GHR model, an increased return may increase the skill intensity of the labor force. As a counterexample, consider that an increased return to advanced degrees might not increase the fraction of working women with advanced degrees because the employment rate of women with advanced degrees was very high in the first place.
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FIGURE VIII
Relative Employment Rates by Husband's Wage Quartile
The figure graphs four time series of a group's FTFY employment rate as a ratio of the FTFY employment rate of all currently married women. The groups differ according to the husband's position in the distribution of wages of husbands aged 25-54. The calculations use our CPS sample of white persons aged 25-54, trimming outliers and adjusting topcodes as described in Appendix I, and limited to persons currently married.
same average regressors from a probit equation that does not include the husband-quartile dummies. We see that women with husbands earning low wages have higher employment rates than the average married woman in each year (see the square-marked and triangle-marked series at the top of the figure) and women with husbands earning high wages have lower employment rates (circle-marked and unmarked series toward the bottom). If husbands and wives are positively assortatively matched on earnings potential, this suggests that negative selection of women into the labor force may be a real possibility (see also Blundell et al. [2007, p. 331] ). The fact that the lower lines slope up, and the higher lines slope down, is consistent with the hypothesis that selection has become less negative over time, so that women with relatively high earnings potential have increased their workforce representation over time.
Other studies have found that married-female employment rates have increased somewhat more among the more educated and among women with high-earnings husbands. Aguiar and Hurst (2007) show how hours per week of market work increased significantly more during the period 1965-2003 among moreeducated women than among less-educated women. Juhn and Kim (1999, pp. 30-31) explain that "[d]uring the 1980s . . . increases in female employment rates have occurred almost exclusively among high school and college women." Juhn and Murphy (1997) and Juhn and Kim (1999) stratify married women by their husband's position in the married-male wage distribution. In 1970, the employment rate of married women with husbands at the bottom of the male wage distribution was 0.44, compared to 0.31 for married women with husbands at the top. By 1990, the wives' employment rate was essentially independent of the husband's position, for example, 0.60 at the bottom and 0.61 at the top. Our Figure VIII complements their results by calculating relative employment rates, which are more relevant for questions of composition than are absolute employment rates.
Work with other data sets (Grogger and Eide 1995; Goldin, Katz, and Kuziemko 2006) shows that women have increased the market orientation of their high school and college studies (with more emphasis on math, business, etc.) relative to men. Assuming that the reorientation of female schooling has been rewarded in the labor market and has occurred in greater proportion among women who ultimately work FTFY than among women who do not, these changes would be detected in our analyses as changes Notes. The table reports some of the coefficients from a linear regression (column (1)) and a probit equation (columns (2) and (3)), each with binary dependent variable equal to 1 for those reporting working 35 hours per week and at least 50 weeks of the year. IQ is a composite of various test scores measured by the Census Bureau's school survey (see Appendix I). In addition to the three regressors shown in the table (by row), the equations include demographic variables interacted with decade. Column (3) reports the marginal effects for the column (2) probit, evaluated at the sample mean.
Person-years are the unit of observation. The calculations use our NLSW sample of white women aged 25-54, for the calendar years 1969-2000 (all of these women were 14-24 years of age in 1968).
Robust standard errors are in parentheses. * significant at 5% for two-sided hypothesis.
in selection bias on unobservables, because the degree of market orientation of a person's schooling is unobserved in the CPS. Table III reports results from the NLSW on yet another characteristic unobserved in a CPS study: test scores. The microdata we use are from the young-women sample, 14 to 24 years of age in 1968, that covers the years 1968 to 2003. Our sample includes white women of ages 25 to 54 during the working year, which means that our subsample covers the working years 1969-2000. We exclude individuals enrolled in school in the given year and observations with missing report on hours or weeks worked. We further exclude observations with missing test score data or labor market outcomes (see details in Appendix I). The test score data were collected by the Census Bureau via a separate school survey, transformed to a composite score, and referred to as the "IQ Score" (see Appendix I).
One approach to measuring the change in selection on cognitive skills, unobserved by the econometrician in larger representative data sets, is to estimate the correlation between IQ test score and work status in the 1970s, the 1980s, and the 1990s. We group respondents by education, marital status, and region of residency as we do with the CPS. As in our log hourly wage specifications, we allow labor supply to vary also by potential experience (quartic) and differently over education groups. Our labor-supply regressions pool all years together, allowing the regression functions to vary by decades. Table III presents the estimates of the effect of IQ on the likelihood of working FTFY for the 1970s, 1980s, and 1990s. 31 The various columns report results from two models of the probability that a woman works FTFY (one linear, the other probit). The probit coefficients are reported in two formats: as coefficients on the probit index (middle column) and as marginal probability effects (last column). Column (1)'s linear regression and column (2)'s probit regression both show that high-IQ women were somewhat less likely in the 1970s to work FTFY, although the effect is statistically insignificant. The relationship between IQ and FTFY status is economically and statistically significantly different in the 1990s than in the 1970s. For example, the probit model suggests that FTFY employment rates increased 6.5 percentage points more over time among high-IQ women than among low-IQ women. 32 The OLS column shows a similar pattern.
VII. CONCLUSIONS
After years of a fairly constant gender wage gap, women's measured hourly wages grew almost 0.20 log points relative to men's from the late 1970s through the late 1990s. Although previous studies have found it coincidental-even paradoxical-that wages have become more equal between genders at the same time that they have become so much less equal within gender, we suggest that growing inequality within gender, through its effect on women's selection into the labor force, their labor force attachment, and their human capital investment, is a major reason why the wages of the female workforce have grown relative to men's.
We use three different empirical approaches to attempt to measure the existence and importance of these effects: additional measurements of female workforce characteristics, Heckman's two-step estimator, and identification at infinity. Each of these 31. Our specification has IQ measured as a dichotomous variable (greater or less than 100) because of the likely significant measurement error (i.e., our specification is the reduced form of a Wald estimator; see Greene (2000) for further discussion).
32. The coefficient on the interaction term is 0.065, and so it adjusts for the fact that time changes in FTFY rates are expected to be different for the two groups merely because they began at different FTFY rates and the labor supply function is nonlinear (Ai and Norton 2003). approaches is consistent with, but does not assume, the possibility that the composition of women's labor supply has fundamentally changed over the years. Relative to those of non-employed women, the IQ and husband's wages of employed women have risen, suggesting that female workforce selection has shifted from negative to positive, or at least has become less negative, over time. As shown in Figures VI and VII , the two other methods permit numerical adjustments for changes in selection (and some changes in investment) among women, as well as for changes in schooling and experience for the two genders. The results suggest that the majority of measured women's relative wage growth would not have occurred if it weren't for the change in the composition of the female workforce. If our adjustments are correct, they imply that women's wages grew between 0.05 and 0.06 log points relative to the 20th percentile man's, and even less relative to the average man's, from the late 1970s to late 1990s.
33
The GHR model suggests an explanation of why wages might become more equal between genders at the same time that they became less equal within gender, namely, that inequality within gender ought to affect the selection rule and the distribution of human capital investment among women and thereby the composition of the female workforce. This changing composition of the female workforce is at least partly responsible for the closing of the gender gap. More technically, the model says that inequality affects the coefficient on the inverse Mills ratio in a log female wage regression, and that the selection bias is the combination of this coefficient and the inverse Mills ratio itself (which has declined over time due to rising female employment ratessee our equation (12)). Figure IX graphs the inverse Mills ratio coefficient-estimated once for each annual cross section using the same Heckman two-step specification as in Table I -as a circlemarked series. Because the coefficient on the inverse Mills ratio has increased over time and the increase is an estimate of what would have happened to selection bias if the inverse Mills ratio had been held constant, the circle-marked series is inconsistent with the hypothesis that the selection rule for unobserved characteristics has been constant over time.
The Heckman two-step estimator conditions on observable characteristics. Identification at infinity is also designed to The figure graphs time series of (a) the selection-rule coefficient for unobserved characteristics (left scale), (b) the selection-rule coefficient for all characteristics (left scale), and (c) the log of the ratio of the wage of a man at the 90th percentile of the male wage distribution to that of a man at the 10th percentile (right scale). The former selection-rule coefficient is the coefficient on the inverse Mills ratio in a cross-sectional log female wage equation. The latter selection-rule coefficient is the gap between predicted wages for FTFY employed and all women, divided by the average inverse Mills ratio for FTFY women.
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correct for selection on unobserved characteristics. Nevertheless, the economic logic of the GHR model applies equally well to observed as to unobserved characteristics. Thus, it is important to know whether and how the selection rule has changed for all characteristics combined and not just the unobserved ones. The triangle-marked series in Figure IX graphs the overall analogue to the conditional selection rule displayed as the circle-marked series. Specifically, each value of the triangle-marked series is the gap between working women's log wages and all women's log wages predicted by the Heckman two-step model for that cross section, divided by the average inverse Mills ratio for working women. 34 The triangle-marked series is always slightly above the circle-marked series, which means that overall selection bias is always slightly more positive (or slightly less negative) than selection bias for unobserved characteristics. More important, the overall selection rule follows essentially the same time trend as the selection rule of the unobservables, if not changing a bit more over time.
Figure IX also reproduces the within-gender inequality measure from Figure I , now as a square-marked series. Like the selection rule indicators (circle-and triangle-marked series), wage inequality increased less during the 1970s, more during the 1980s, and has had little (if any) upward trend since the early 1990s. As compared to the time series for male wage inequality, the timing for the selection-rule changes shown in Figure IX is suggestive of a possible causal link, but much more work needs to be done to link inequality within gender to the composition of the female workforce. If the link is important, our results suggest that the measured gender wage gap will remain as small as it currently is only as long as inequality remains at its currently high levels.
Although we attribute the majority of women's relative wage growth to the changing composition of the female workforce, there are a couple of reasons to suspect that changing discrimination and increases in the relative price of skills possessed relatively intensely by women may have pushed in the direction of raising women's relative wages. First, a finding that women's wages have grown like the average man's is consistent with women's gaining rank in the male wage distribution because, if their rank had been constant, then their wages might have fallen relative to the average man's. Blau and Kahn (1997) explain that working women in the 1970s were typically earning less than the median man, and that persons (even male persons) earning less than the median man had their wages fall over time relative to the median man's. 35 Second, other forces may have pushed toward relative reductions in women's wages, thereby counteracting any gains they might have enjoyed from changing discrimination or increases in the relative price of women's skills. For example, male and female labor may be imperfect substitutes in production, so that women's relative wages were (other things constant) reduced by the growing size of the female workforce. In summary, even if we are correct in our finding that women's relative wages would have risen modestly absent changes in the composition of the female workforce, it is possible that other factors are needed to explain why women's relative wages rose modestly rather than fell.
APPENDIX I: FORMATION OF, AND SUMMARY STATISTICS FOR,
THE MICRODATA SAMPLES Our CPS observations are white non-Hispanic adults between the ages of 25 and 54, excluding persons living in group quarters or with missing data on relevant demographics. Our estimates of wage equations further limit the sample to persons working FTFY, excluding the self-employed; persons in the military, agricultural, or private household sectors; persons with inconsistent reports on earnings and employment status; and persons with allocated earnings. We trim wage outliers when calculating mean wages, and keep them when calculating quantiles (as in Figure I ). The purpose of this appendix is to give more detail about these samples and their variable definitions.
About 15 percent of CPS respondents refuse to answer the earnings questions in the March CPS supplement. Therefore, the Census Bureau uses a matching-on-observables method-a "hot deck" procedure-to impute or allocate earnings for the nonrespondents, based on the response for a sample person with similar demographic characteristics. Our wage samples exclude these respondents. When calculating means, or mean regressions, we trim outliers according to the measure of hourly wages: excluding observations with measured hourly wage below $2.80 per hour 35. We calculated this effect between 1975 35. We calculated this effect between -1979 35. We calculated this effect between and 1995 35. We calculated this effect between -1999 to be 0-0.05 log points.
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(year-2000 dollars, as deflated by the Consumer Price Index) and below the 1st-percentile value of the FTFY male hourly wage distribution (this distribution includes wages for nonwhite never-married men aged 18-65) or above the 98th-percentile value of the same distribution. 36 The trimming almost completely eliminates persons who had their annual earnings topcoded by the Census Bureau. 37 The first six columns of Table A .1 report summary statistics for the female members of the main sample and by gender for members of the wage samples. The next two columns of Table A .1 display average characteristics for female and male members of our identification-at-infinity sample: FTFY workers who are members of a demographic group with FTFY predicted employment rate at least 80% for the years 1975-1979 (below, we explain how the employment rates were predicted).
CPS measures of education and annual hours are not standardized over time. Beginning with the March 1992 CPS, education was no longer classified according to years of school, but according to the highest degree received classified into categories. Therefore, we classify the adult population into six educational categories: (i) persons with 0-8 years of schooling completed; (ii) high school dropouts; (iii) high school graduates, 12 years of schooling (including GEDs); (iv) some college, which prior to the 1992 survey refers to 13-15 years of completed schooling and since then "some college" but no degree, or associate's degree; (v) college graduate, which prior to the 1992 survey refers to 16 years of schooling completed and since then bachelor's degree; and (vi) advanced degree, which prior to the 1992 survey means at least 18 years of schooling and since then a master's, professional, or Ph.D. degree. Potential work experience is constructed as the max between zero and age (in year of survey) minus years of schooling completed minus 7, where years of schooling completed 36. The first and 98th percentiles vary from year to year, but are typically 3-4 year-2000 dollars per hour (first) or 45-60 dollars per hour (98th).
37. Total annual earnings were censored by the Census Bureau at $50,000 for the years 1967-1980, at $75,000 for the years 1981-1983, and at $99,999 for the years 1984-1986. Topcoding of annual earnings for the years 1987 and following is more complicated because earnings from an individual's main job and all other jobs are censored separately, and beginning with 1995 earnings a new topcoding algorithm in the March CPS was adopted. Our trimmed sample excludes almost all of them: a few of them remain in the years circa 1979, but amount to no more than a few tenths of one percent of their cross sections. The few that remain have their earnings imputed as described by Autor, Katz, and Kearney (2005) through survey year 1995; thereafter the Census Bureau already codes the earnings for persons with censored earnings according to the average earnings for the group of CPS respondents that are censored. 
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are imputed for survey years 1992-2003 following Autor, Katz, and Kearney (2005). 38 Prior to the 1976 survey, the March CPS surveys did not ask about usual weekly hours worked for the prior year, and reported weeks paid in broad intervals. Following Katz and Autor (1999) , we impute annual weeks paid (prior year) to respondents to the 1968-1975 surveys using the 1976-1978 survey average weeks paid (prior year) within weeks paid-gender-race categories. We impute usual weekly hours worked (prior year) to respondents to the 1968-1975 surveys using the 1976-1978 survey average usual weekly hours worked (prior year) within weeks paid-genderrace-full−time categories.
Our NLSW sample derives from the National Longitudinal Survey of Young Women, which was selected to represent all women 14 to 24 years of age and living in the United States in 1968. We use the years 1968-2003, and exclude blacks and other non-white individuals. We further exclude observations with missing data on educational attainments or measures of labor supply.
The Census Bureau, via a separate school survey, collected information on NLSW participants' performances on various aptitude and intelligence tests, as well as their absenteeism and school disciplinary records. Using results from the Otis/Beta/Gamma, the California Test of Mental Maturity, and the Lorge-Thorndike Intelligence Test, as well as the PSAT, SAT, and ACT college entrance examinations, composite "IQ scores" were constructed.
39
CPS and NLSW respondents are all classified in six educational categories: (i) 0-8 years of schooling, (ii) high school dropouts, (iii) high school graduates, (iv) some college, (v) college graduate, and (vi) advanced degree.
APPENDIX II: EMPLOYMENT AND WAGE FUNCTIONS FROM REPEATED CROSS SECTIONS Table A .2 displays estimates of reduced-form female labor supply functions-one for the late 1970s (column (1)) and another 38. For survey years 1992-2003, years of schooling completed are imputed from the reported education category, gender, and race based on the sample average from prior surveys.
39. There may be psychometric problems in constructing an IQ measure from a variety of test forms. According to the NLS guide "these constructed variables were designed to keep the user who wishes to construct a unified score from having to repeat the work involved in pooling scores" (Bureau of Labor Statistics 2001, p. 58). 
(8)
Gender female female female   male   male  female female   male  female female   Years 1975 -79 1995 -99 1975 -79 1975 -79 1975 -79 1975 -79 1975 -79 1995 -99 1995 -99 1995 Effects on probability (evaluated at sample means) or regression coefficients FTFY probit log wage regression
(8) for the late 1990s (column (2)). These functions are the first stage of the Heckman two-step estimates displayed in Tables I and II. Columns (3) and (4) of Table A .2 display the probit equations used to select demographic groups for inclusion in the identification-atinfinity samples. Table A .2 also displays the second-stage wage equation estimates by gender and time period. For women, second-stage estimates are shown both with and without the inverse Mills ratio as a regressor. To construct entries in Table I and the Panel A entries in Table II , we first calculate the average values of the regressors for women employed FTFY in the relevant time period (variable weights) or in the pooled years 1975-1979, 1995-1999 (fixed weights) . Using these average values, we then calculate fitted values corresponding to the six wage regressions shown in Table A .2's columns (5)-(10). The OLS entries are the difference between (a) the fitted value for the female wage regression (without the inverse Mills ratio) for the relevant time period and (b) the fitted value for the male wage regression for the relevant time period. The two-step entries are the difference between (a) the fitted value for the female wage regression (with the inverse Mills ratio) for the relevant time period and (b) the fitted value for the male wage regression for the relevant time period. The standard errors for the table entries are calculated according to the formula for the standard error of the difference between the two relevant fitted values, assuming zero correlation between them.
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