Abstract-In this work, a practical nonlinear predictive control (PNMPC) of a wind turbine is studied and implemented on a medium-fidelity model developed by NREL called FAST. This controller approach uses a nonlinear differential equation as the prediction model. The design was made focusing on energy generation, thus aiming to obtain a steadier electric power. Comparisons between the baseline PI controller and the PNMPC show that this technique is promising for wind turbines in the future, as it does not demand physical changes to the turbine, only logical ones.
I. INTRODUCTION
The energy provided by the wind is captured by a device called Wind Turbine. It is responsible for converting the wind speed into rotational speed of its blades causing the generator to produce electric energy. This system, although not very complex in its purpose, needs to be highly efficient to lower the cost of electric energy generation, showing that studying and developing control methods is relevant [1] .
In a global context, the wind energy corresponds to the second highest source of renewable energy for electricity, only behind hydroelectric with 3.7% and 16.6% in 2015, respectively. The advantage in terms of projection comes to the fact that in the same year the world's installed capacity has expanded 22%, being considered the energy source that most grew between 2014 and 2015. This growth happened mostly due to its undergoing cheapening because, among other factors, efficiency increased in converting the wind speed into electricity [2] .
Being clear the importance of wind energy, several efforts has been conducted in the development of new and better controllers. In particular model predictive control (MPC) strategies have been recently studied. Wind turbine is a multivariable system that has nonlinear dynamics and its operation is subject to constraints that demand the use of advanced control techniques to obtain an adequate performance. In this context, model predictive control shows itself as a viable option with growing prospects in search of higher efficiency with less wear by fatigue of the wind turbine. [3] [4] [5] [6] [7] The two main advantages of MPC are [8] :
• The MPC algorithm takes into account the system's constraints;
• MPC enables a systematic design for multi-variable problems;
It calls for attention in some articles, as example [5] , the use of a more precise wind speed sensor that is mounted on top of the wind turbine: the LIDAR (LIght Detection and Ranging). This approach got 4% in efficiency gain and 30% lower tower fatigue. Unfortunately, the sensor costs around £80.000 -£100.000 [9] . Since the objective of this article is to propose only logical changes to the control algorithm, no wind measurement sensor is used, however, performance is improved by using a better control system. The present article, in light of the number of model predictive controllers being tested nowadays, aims to design a controller using the Practical Nonlinear Model Predictive Control (PNMPC) technique to control a 5 MW wind turbine. PNMPC combines linear and nonlinear responses of the system to obtain a more accurate prediction with respect to linear MPC and less computationally heavy than nonlinear MPC. The present work searches for a control law with two operational regions based on wind speed. The main focus of the developed controller is, for now, to maximize power generation while avoiding too much variation, as it is negative to the connected grid [10] .
The rest of this paper is organized as follows. Section II presents the types of wind turbines and modeling for simulations. Section III demonstrates the baseline and PNMPC controller design. Section IV addresses the implementation used. Section V shows the results obtained by the PNMPC compared to the baseline controller. To finish, Section VI raps the conclusions obtained and describes future work to be done.
II. WIND TURBINE MODELING
This article focus on upwind horizontal wind turbines with three blades due to its higher efficiency, reliability and because they are the most used [11] .
A. Horizontal wind turbine components
The wind energy generation works when the wind hits the blades making the rotor shaft turn. This motion generally passes through a gear box increasing the rotational speed into the generator producing electric energy. The blades can turn along its on axis, this movement is called pitch. The current 978-1-5386-0998-9/18/$31.00 c 2018 IEEE being applied to the generator can be translated into a torque that works like a break to the rotational speed allowing the creation of electric power. In addition, the wind turbine must align itself to the incoming wind, this movement is called yaw. Fig.1 summarizes all components. 
B. Aeroelastic model
The model being controlled is a 5 MW wind turbine developed by the National Renewable Energy Laboratory (NREL) [13] and implemented in their simulator FAST(Fatigue, Aerodynamics, Structures, and Turbulence) [14] linked with MATLAB/Simulink R .
FAST is a CAE (Computed Aided Engineering) with several degrees of freedom to design a horizontal wind turbine of any type. The main degrees of freedom that are enabled in FAST for this article are: drive train rotational flexibility, generator and first fore-aft tower bending (tower bending with the wind direction, detailed in Fig.3 ). There are more degrees enabled, but for simplicity will be omitted. The values used by the simulation are in TABLE I 
C. Reduced nonlinear model
The PNMPC algorithm relies on a nonlinear internal model of the wind turbine to compute the controller action. Therefore, it is interesting to develop a reduced model which can be used for control purposes avoiding high computational costs. The reduced model [15] considers the turbine as stiff, meaning that there is no modeled torsion of the shaft nor tower and blade bending. The rotor dynamics is described in (1)
J is the sum of moments of inertia as in (2), T a is the aerodynamic torque that is a function of pitch value (θ), wind speed (v 0 ) and rotor speed (ω r ) seen in (3) , T g is the torque applied to the generator and N g is the gear box ratio.
J H is the hub inertia, J B the blade inertia and J g the generator inertia.
The torque transmitted by the wind is given by (3)
ρ is the air density, R m is the rotor radius, C q is the torque coefficient, obtained from a table that is a function of tipspeed-ratio (λ) in (4) and pitch angle (θ).
The torque coefficient C q can be derived by the power coefficient C p in (5).
C q and C p varies between wind turbines and are experimentally obtained by the manufacturer. For this article the NREL 5 MW wind turbine was simulated using FAST to obtain these values for a wide range of tip-speed-ratios and pitch angles and then interpolated for higher sensitivity. C p is used to calculate the wind power based on wind speed as in (6) and shown in Fig.2 , while C q translates the wind directly to torque.
The wind causes an unmodeled bending of the turbine tower depicted in Fig.3 as x T . Its called tower fore-aft bending. This creates a difference between the real wind and the relative wind that is actually influencing the turbine. The difference is modeled as v rel = v 0 −ẋ T by modifying the real wind with the tower fore-aft bending speed (ẋ T ).
Since the reduced model only has the rotor speed dynamic, a simple gear box ratio multiplication gives the generator speed, thus, allowing the calculation of electric power (P e ) in (7) taking into consideration the generator efficiency (η).
The internal model also has the two actuator dynamics and their time constants (τ θ and τ T ) for the pitch and torque in (8) and (9) . θ r and T gr are the references provided to the actuators by the controller.θ
Both actuators are first order approximations and are considered sufficient for control purposes [1] .
D. Model comparison
The reduced model must be validated as a reasonably good approximation to the aeroelastic model in FAST. Tower motion degrees of freedom were turned off. In the simulations the same inputs -pitch angle, wind speed and torque -are used in both models and took the rotor speed as only output variable as can be seen in Fig.4 . The input values were chosen in a way that the simulation would be close to the operational regime of the 5 MW wind turbine.
Fig. 4: Model comparison
The mean error from FAST with respect to the reduced model was of 1.18% with a standard deviation of 0.56%. This means that the proposed reduced model can be used in the controller as it is a good representation of the process (simulated here with the complete model).
III. CONTROLLER DESIGN
This section presents the baseline controller used nowadays in wind turbines and the proposed PNMPC. Both controllers consider the yaw control as optimum, that is, the wind turbine is always perfectly aligned to the incoming wind.
Wind turbine control is usually divided between operational regions. Region I the wind is to weak to start generating. Region II has a bellow rated energy production. Region III the turbine must keep rated power output and region IV the wind is too strong to safely operate. Fig.5 ilustrates these regions. 
A. Baseline controller
The baseline controller for wind turbines decouples the torque and pitch controllers based on the regions seen in Fig.5 . For region I the torque and pitch angle must be kept zeroed until there is enough wind. In region II the pitch angle is kept as zero and the torque is responsible for keeping maximum power generation, this is called Optimum Torque (OT) controller. When the wind is strong enough the turbine enters in region III where the torque is kept constant and a gain scheduled based PI pitch controller with anti-windup keeps the rotor speed constant to achieve rated power. In Region IV the emergency breaks must be used to completely stop de turbine.
The measurable variable in the baseline controller is the generator speed (or rotor speed depending on the implementation) filtered by a low-pass filter [13] .
B. Control problem
The output variables of the system are rotor speed and electric power:
To control then the pitch angle and generator torque inputs are used:
The wind speed is a disturbance to the system and it is estimated in every control loop. A simplification of the control scheme can be seen in Fig.6 . 
C. Practical Nonlinear predictive control
MPC is used to name a family of control algorithms that consider the minimization of a cost function in a future horizon typically of the form:
whereỸ is a vector of p future predictions of the process output for m changes in the incremental control action Δu in (11) , W the reference trajectory, Q the weight of reference tracking and R the control weight. p is the prediction horizon and m is the control horizon.
When the model is linear the relationship betweenỸ and Δu can be written asỸ
G contains the coefficients of the system response to a step in the inputs while F is the output of the system when Δu = 0, called free response.
This has as advantage that a simple quadratic programming (QP) problem is solved at each sampling time to find the control action.
PNMPC is a MPC strategy proposed in [16] and further developed in [17] to control nonlinear processes. It uses the cost function (10) and approximates the prediction using equation (11) .
For that, the free response F is computed using the nonlinear model and G = G P NMP C is obtained at each sample time using the Jacobian of ∂ỹ ∂Δu (12) calculated at the present operating point of the system.
. . .
Using model (11) with (12) in (10) and considering a set of constraints (13), (14) and (15) 
the control action Δu is obtained solving the QP problem [18] [17]:
D. Wind speed estimation
The wind speed measurement is not typically available on MW-scale wind turbines and the proposed PNMPC algorithm needs this information. To acquire it an estimator is used based on (1). To find the effective wind speed v rel it is only necessary to solve f w (v rel ) = 0 in (16) [19] .
Another advantage of this approach is that the wind estimated is the effective one, there is no need to modify it byẋ T . Fig.7 demonstrates the estimator accuracy for three different and constant wind speeds. The overall error in relation to the real wind for the same simulation as in Fig.4 is of 0.50% with a standard deviation of 0.59%. Usually the electric machine used in variable speed wind turbines is a Doubly-Fed induction generator (DFIG) [20] , but in this work the electric part was not modeled as it was considered to be much faster than the mechanical one presented in the rotor model.
First the chosen sampling time (T s ) for the wind turbine is of 0.5s. This value is fairly high when compared to other works, as example the 0.2s used in [5] and the 0.025s in [3] , being an advantage of the proposed controller. The value picked took in consideration the computational effort needed by the algorithm and the expected settling time of the system as 10s. The prediction (p) and control horizon (m) is of 10s as well.
Instead of computing each column of G P NMP C a less computational heavy technique was used. Only the first column of G is calculated and displaced until a lower tringular matrix is obtained. This approach can be used if the nonlinearities of the system are weak [17] .
To obtain the prediction an ODE model is solved using ode23 from MATLAB R because of its reliability and computational efficiency.
The ODE model (1) and the wind estimation (16) require a torque coefficient lookup table. To add it into the algorithm the table must be interpolated within every time-step used by the ODE solver to find the best matching point of the curve. This approach is rather computationally heavy, but the time per iteration kept always around 0.2s allowing the use of this technique because its accuracy.
To finalize, the rotor reference speed must change according to the wind speed in search of the best power coefficient to achieve maximum generation in below rated winds. According to Fig.2 this value happens at pitch angle of 0
• and tipspeed-ratio of λ opt = 7.4. TABLE II shows the references and weighting matrices. The electric power reference is adjusted according to the generator efficiency. This is a fairly simple scheduling for simplification. In wind speeds bellow rated the pitch is forced to zero and the torque controller seeks the optimum tip-speed-ratio while in above rated wind speeds both pitch and torque are responsible for the rotor speed and electric power.
V. RESULTS
The usual approach to analyze control performance in wind turbines is to compare region II and III performances separately. Fig.8 and 9 show both performances with TABLE III summarizing their differences. The wind used for the simulations was a 9 and 18 m/s mean speed, respectively, with type "C" IEC 61400-1 turbulence category for 30 minutes.
The experiments presented in this work have been obtained by simulation, using FAST linked with MATLAB/Simulink R and the proposed controller.
For region II the PNMPC controller obtained the same electric power output as the baseline, but with higher standard deviation for electric power, rotor speed and torque with, In region III the PNMPC controller performed with less standard deviation in all variables than the baseline one with virtually the same electric power output. The standard deviation of electric power, rotor speed, pitch angle and torque was, respectively, 29%, 52%, 2.5% and 51% smaller than the baseline controller. These results show a great advantage of the PNMPC: less varying output and inputs for the same reference tracking performance.
VI. CONCLUSION AND FUTURE WORK
The PNMPC had better results for higher than rated wind speeds when compared to the baseline controller. For slower wind speeds the results were similar to the baseline. One must take into account the higher sampling time used and the fact that the baseline controller was simulated without the actuator dynamics as this was how it was designed in [13] .
Another advantage of advanced controllers, like the PN-MPC, is that adding more outputs to be controlled is relatively trivial, allowing for more objectives to be obtained at the same time by the controller. A common approach is to add the tower fore-aft bending moment to the internal model and minimize its influence in the form of tower fatigue, finding a compromise between electric power and maximizing the lifespan of the turbine.
Future works intent to add the tower fore-aft into the internal model with the use of a Luenberger observer to estimate unmeasured states.
