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Figure 1.2-1 This figure depicts the value of using FIM to statistically cluster channels of 
IEEG with high incidences of epileptic events.  As an example, the figure illustrates 
the single (top) and cumulative (bottom) number of combinations in a set of 
thirty-two channels.  The FIM essentially filters through all possible combinations—
ranging from tens to nearly billions, returning the most frequently occurring subset 
of channels. ................................................................................................................. 7 
Figure 1.3-1   This figure illustrates the two-stage methodology for pinpointing 
considerably dysfunctional sites of brain based upon detecting concentrations of 
epileptic oscillations.  Each of the two major stages, detection (blue) and analysis 
(orange) possesses three modules.  In the first stage, pathological oscillations within 
intracranial EEG recordings (input) across several channels and intervals of time is 
processed by filtering, extracting feature values, and classifying the extracted values 
to yield the instances in time and location of an oscillation.  For the second stage, 
measurements of all the detected abnormal activity are made and compiled across 
space and time that may be mined to reveal any frequently occurring patterns (if 
they exist) that can be mapped as the principal areas of dysfunctional brain (output).  
The final output serves to support the decisions made by a physician. .................... 10 
Figure 2.1-1 This figure illustrates the taxonomy of a seizure.  The bold italic text 
denotes they type of seizures under study in this research.  The red, bold-edged 
boxes and yellow, dashed-edged boxes indicate more and less common seizures, 
respectively.  The dashed arrow between the partial complex seizure category and 
the generalized seizure class represents the possibility of a partial seizure 
degenerating to a generalized seizure. ...................................................................... 15 
Figure 2.1-2 This figure illustrates the suitability of conventional treatment for 
individuals with epilepsy.  Of considerable note is that the most dominant therapies 
fail to help approximately one-fourth of those who have epilepsy........................... 17 
Figure 2.2-1 This figure illustrates the ideas of synchrony during a seizure (red trace 
after solid arrow) and asynchrony in the baseline activity (blue trace before solid 
arrow) that typically precedes a seizure.  Often, epileptologists use the earliest 
electrographic change (EEC) and the unequivocal EEG onset (UEO), both 
distinguishing events from baseline activity, as key moments in time to study 
ictogenesis................................................................................................................. 19 
Figure 2.3-1 This figure displays a few of the signals observed in IEEG recordings.  
Some of the IEEG events are rhythmic while other signatures are arrhythmic and 
even seem “seizure-like” or pathological in character.............................................. 21 
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Figure 3.2-1 This figure shows the effectiveness of the techniques for emphasizing the 
activity of an EHFO within the EEG (top) of a selected patient.  The 2nd and 3rd 
panels plot the band-pass filtered and whitened EEG, respectively.  The final two 
plots accordingly represent the final and an alternative means for enhancement of 
the IEEG. A dot indicates an EHFO. ........................................................................ 32 
Figure 3.3-1 An illustration of the procedure for feature-extraction, where the equation 
for a feature operates on the EEG values within a window of length W (shaded 
rectangle) as the window is displaced (dotted rectangle) in intervals of length D. . 34 
Figure 3.3-2 This figure illustrates the use of bootstrapping to compute a confidence 
interval for the expected duration of a specific epileptic oscillation in two subjects.  
This analysis was used to guide the selection of a value for the sliding window in 
extracting and creating features for a binary detector for each subject.   Juxtaposing 
the left and right panels of the figure suggests that the sliding window is 
subject-specific.......................................................................................................... 35 
Figure 3.3-3 Feature extraction results for a four-second interval of EEG (top panel) that 
was enhanced (second panel) before computing the compressed series (third panel) 
and uncompressed series (bottom panel) using the feature mean energy.  The red 
dots signify epileptic oscillations.............................................................................. 39 
Figure 3.3-4 This figure illustrates the computational burden of extracting the feature 
mean energy by a malleable (red) and non-malleable (blue) implementation.  The 
feature-vector (feature-series) is computed with a 200-millisecond-sliding window 
(W) and two different values for the displacement of the sliding window: D = W/4 
(top panel) and  D = W/20 (bottom panel).   For either value of D, the malleable 
implementation is more efficient, especially in the second case where D is very 
small and the cost of classical (non-malleable) feature extraction increases extremely 
with the size of the data. ........................................................................................... 40 
Figure 3.5-1 This figure illustrates the type of feature, 0Φ , that the evolutionary 
algorithms will not create (a) due to the chosen fitness—the product of the k-factor 
and the overlap between the prior probability distributions of the two classes in the 
detection problem—and a feature, eΦ , that the algorithms could create (b) to be 
equivalent to 0Φ . ...................................................................................................... 45 
Figure 3.5-2 This figure illustrates for a subject the class-separation achieved by the 
presently accepted classical feature (top left), genetically programmed artificial 
features (bottom right, bottom left), and a swarmed neural network artificial feature 
(top right) for detecting epileptic high frequency oscillations as represented by 
probability distributions.  In this example, an artificial feature via GP-CF appears to 
exhibit the best separation as evinced visually and quantitatively with the metric 
k-factor, and all artificial features proved better than the RMS................................ 46 
Figure 3.5-3 This figure illustrates for a subject the class-separation achieved by the 
presently accepted classical feature (top left), genetically programmed artificial 
features (bottom right, bottom left), and a swarmed neural network artificial feature 
(top right) for detecting epileptic high frequency oscillations as represented by the 
feature-space.  In this example, an artificial feature via GP-CF exhibited the best 
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separation as evinced visually, corresponding with the results of comparing 
probability distributions but merely from another perspective................................. 47 
Figure 3.5-4 This figure is the confusion matrix for the detector.  A true positive (TP) is 
a correctly detected event, a false positive (FP) is an incorrectly detected event, a 
false negative is a missed detection, and a true negative (TN) is a correct decision in 
classifying a “non-event.” ......................................................................................... 49 
Figure 3.5-5 This figure illustrates for a subject the ROC curves achieved by the 
presently accepted classical feature (red circles), genetically programmed artificial 
features (green diamonds, blue squares), and a swarmed neural network artificial 
feature (purple pentagons) for detecting epileptic high frequency oscillations.  In 
this example, an artificial feature via PSO-NN exhibited the best, projected 
performance for a binary detector as evinced visually when an ideal ROC curve was 
recalled and quantitatively with the area below the ROC......................................... 50 
Figure 3.5-6 This figure illustrates that a complicated decision-boundary due to 
over-fitting (a) can lead to the misclassification of novel testing points (red square) 
from class A; whereas a simpler boundary (b) that considers the optimal trade-offs in 
performance of classification on a training sample may not while sacrificing better 
sensitivity for specificity or vice versa. .................................................................... 53 
Figure 3.5-7 This figure depicts an a-feature with over-fitting (a) and an a-feature 
without over-fitting (b).  The upper feature boasts higher separation between classes 
than the lower feature, but could lead to misclassification of testing points in class A 
that present novel feature-values (e.g., 2.8, 3.1) due to noise in the original signal 
from which the feature would be extracted............................................................... 54 
Figure 3.6-1 This figure illustrates how a detector based on a threshold (bottom left) or a 
fuzzy clustering method (bottom right) for a classifier will produce spurious outputs 
given the inputted feature values (top right) extracted from a homogeneous data 
segment (top left).  The fuzzy clustering method was fuzzy c-means (FCM). ......... 56 
Figure 3.6-2 This figure illustrates for a two-class feature space the nonlinear, 
nonparametric classification of a k-nearest-neighbor (k-NN) rule with k = 5.  The 
class of a test point (black circle) is simply determined by majority vote on the class 
labels corresponding to the five smallest Euclidean distances from the test point. .. 57 
Figure 3.7-1 This figure portrays the result of the detector (arrows and dots) after 
classification (black solid line).  More specifically, the arrows and dots represent the 
recorded beginning and ending times, respectively, of a detected event as recognized 
by the k-NN classifier.  Essentially no detection delay is apparent. ......................... 58 
Figure 3.7-2 This figure illustrates the how automatic marks and events were categorized 
and tallied to compute metrics of performance for the binary detectors applied to 
records with known epileptic oscillations and background activity in this work.  A 
true-positive (a and b) was counted when at least one mark (arrow) occurred within 
a tolerance (t) of a ground-truth event (red dot), otherwise a false-negative (c) was 
registered.  A false-positive (d and e) denoted a mark without a ground-truth event 
within the tolerance, while a true-negative signified a period of tolerance without 
marks or events. ........................................................................................................ 61 
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Figure 3.8-1 This figure illustrates the application of frequent itemset mining (FIM) to 
continuous, long-duration multi-channel IEEG with epileptic oscillations preceding 
seizure onsets but distributed across electrodes.  The results of a binary detector 
(upper left) are transformed to a matrix of measures given a specific feature.  This 
matrix becomes the input to a procedure that computes subsets of interesting 
channels over time.  Finally, APRIORI mines the time-varying subsets to output the 
most frequently occurring subset, which may be of clinical significance upon 
review.  In this example, the threshold (λ) of support (minimum rate of occurrence) 
for a frequent itemset (reproducible subset of channels) equals 2/9, and the maximal 
λ-frequent itemset, or most reproducible subset of channels at the level of support, is 
{1,3,5}....................................................................................................................... 63 
Figure 4.1-1 This figure illustrates the ROC curves (sensitivity versus specificity) for 
three of the seven subjects.  For each subject, artificially created features by GP-CF 
(green diamonds), GP-DD (blue squares), PSO-NN (purple stars) were 
benchmarked against a standard feature, RMS, (red circles) to determine the best 
feature to detect epileptic oscillations.  Subject EMRY03 (bottom right) aside, 
artificial features proved considerably better than RMS because characteristic curves 
approached an ideal ROC. ........................................................................................ 66 
Figure 4.1-2 This figure illustrates the ROC curves (sensitivity versus specificity) for  
four of the seven subjects.  For each subject, artificially created features by GP-CF 
(green diamonds), GP-DD (blue squares), PSO-NN (purple stars) were 
benchmarked against a standard feature, RMS, (red circles) to determine the best 
feature to detect epileptic oscillations.  Artificial features proved considerably better 
than RMS because characteristic curves approached an ideal ROC......................... 67 
Figure 4.1-3 This figure illustrates that the expected AUC versus k-factor for the 
artificial features (top panel) and the overlap versus the k-factor of probability 
density curves for the classifier (bottom panel) were basically both monotonic 
relationships, while the currently accepted feature approximately possessed 
parabolic relationships for each plot.  In short, this suggested a sense of 
inconsistency with standard feature in describing performance in terms of 
class-separation. ........................................................................................................ 69 
Figure 4.1-4 This figure illustrates the trend (top panel) and reliability (bottom panel) in 
creating a quality a-feature via GP-CF.  The top panel epitomizes the fact that 
subjects with low (high) SNR, such as EMRY09 (EMRY03), yield a-features with 
low (high) k-factors and consequently low (high) quality.  The bottom panel 
supports the idea that future, high-quality a-features can be produced with GP-CF.  
That is, the 95% interval for predicting new quality features by GP-CF surpasses 
values of AUC above .9 for k-factors greater than 3 and easily reaches the maximum 
of 1.0.  For k-factors less than 2, marginal quality (between .7 and .85) can be 
achieved. ................................................................................................................... 71 
Figure 4.1-5 This figure illustrates the trend (top panel) and reliability (bottom panel) in 
creating a quality a-feature via GP-DD.  The top panel epitomizes the fact that 
subjects with low (high) SNR, such as EMRY09 (EMRY03), yield a-features with 
low (high) k-factors and consequently low (high) quality.  The bottom panel 
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supports the idea that future, quality a-features can be produced with GP-DD.  That 
is, the 95% interval for predicting new quality features by GP-DD surpasses values 
of AUC above .85 for k-factors greater than 2 but never reaches the maximum of 
1.0.  For k-factors less than 2, marginal quality (between .6 and .85) can be 
achieved.  Because all k-factors are relatively low (less than 3), future creation 
should increase the number of generations and/or the size of the initial population 
before running the GP to improve quality. ............................................................... 72 
Figure 4.1-6 This figure illustrates the trend (top panel) and reliability (bottom panel) in 
creating a quality a-feature via PSO-NN.  The top panel epitomizes the fact that 
subjects with low (high) SNR, such as EMRY09 (EMRY03), yield a-features with 
low (high) k-factors and consequently low (high) quality.  The bottom panel 
supports the idea that future, high-quality a-features can be produced with PSO-NN.  
That is, the two possible 95% intervals for predicting new quality features by 
PSO-NN both surpass values of AUC above .9 for all k-factors and easily reaches 
the maximum of 1.0.   The surprising finding that new high-quality features can be 
crafted despite cases of poor SNR further evinces the effectiveness of PSO-NN in 
classifying and detecting events................................................................................ 73 
Figure 4.2-1 This figure captures the statistically significant differences in terms of 
sensitivity between four binary detectors (left to right, M1 = RMS feature with 
arbitrary threshold, M2c = RMS feature with tuned threshold, M2d = artificial 
feature with arbitrary threshold, M3 = artificial feature with a k-NN rule) tested on 
data with ground-truth markings for six subjects (left to right, C07, E02, E03, E05, 
E07, E09), where the artificial feature was created using PSO-NN (top panels) or 
GP-CF (bottom panels).  With the exception of C07 and E02 for PSO-NN and C07 
for GP-CF, M3 proved the best detector.  In the latter case, M2d was the best, 
demonstrating that a-features were still improved detection.  The notch in each box 
demarcates the interval of confidence in the true median metric of performance at 
the 95% level............................................................................................................. 77 
Figure 4.2-2 This figure captures the statistically significant differences in terms of 
specificity between four binary detectors (left to right, M1 = RMS feature with 
arbitrary threshold, M2c = RMS feature with tuned threshold, M2d = artificial 
feature with arbitrary threshold, M3 = artificial feature with a k-NN rule) tested on 
data with ground-truth markings for six subjects (left to right, C07, E02, E03, E05, 
E07, E09), where the artificial feature was created using PSO-NN (top panels) or 
GP-CF (bottom panels).  Not triggering on many events—exceedingly low 
sensitivity—contributed to the high specificity exhibited by M1.  The remaining 
methods demonstrated the expected trade-off between sensitivity and specificity in 
detection.  The approach M2d, which relied on an artificial feature, achieved at least 
80% specificity except in one case (star in d), while the other detector using an 
a-feature performed less well (arrows).  The notch in each box demarcates the 
interval of confidence in the true median metric of performance at the 95% level. . 78 
Figure 4.3-1 This figure illustrates the SOZ for E03, which typically began in RT1-6 
(arrows) before rapidly spreading to RIT1-4 and possibly RIH5-6 (broken arrow).80 
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The objective of this research is to develop an automated methodology that maps 
epileptic networks in patients with epileptic seizures.  Epilepsy afflicts over 60 million 
people worldwide with limited options for treatment, one-third of who have seizures that 
cannot be controlled by antiepileptic drugs (AED's).  For 7% of patients with epilepsy, 
surgery is an option because their seizures reliably begin in one discrete region.  
However, effective surgical procedures typically require removing a significant volume 
of brain tissue due to the lack of a reliable method for pinpointing the exact location of 
seizure onset and the pathways through which seizures are generated and spread.  
Consequently, medical or surgical treatment cannot control or remedy epilepsy in over 15 
million individuals with the disorder, partly due to poorly localized or multi-focal seizure 
onsets.  Although new technologies based upon pre-emptive electrical stimulation, the 
infusion of drugs, or focal cooling may be viable alternatives to surgical resection for 
patients with intractable seizures, these approaches still require a reliable means to map 
epileptic networks and determine the best sites for therapeutic intervention.   
It has been suggested that certain epileptic high frequency oscillations within the 
intracranial electroencephalogram (IEEG) both between seizures (interictal) and 
preceding a seizure (pre-ictal) may localize regions important to seizure generation on the 
IEEG.  The work below aims to map epileptogenic tissue by detecting epileptic 
oscillations in the IEEG and statistically identifying regions of brain in which the 
oscillations are concentrated.  The methodology to accomplish this aim incorporates two 
primary components: 1) a module that detects the oscillations using an feature via 
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evolutionary algorithms; and 2) a module that statistically filters the output of the first 
module using frequent itemset mining (FIM), which discovers chronic patterns across 
electrodes.  Together, these components provide decision-support for an expert to map 
networks in the brain that generate seizures and guide a suitable therapy for patients.   
Prior attempts to accurately detect similar electrophysiological events in the IEEG 
have exhibited marginal performance.  This may be because the methods lack robust 
choices for the selection, extraction, and combination of features that effectively 
distinguish epileptic events from non-epileptic events.  This research successfully 
implements evolutionary algorithms (i.e., genetic programming, particle swarm 
optimization) to detect epileptic oscillations in data with very poor signal-to-noise ratio 
(SNR)—even after filtering—and a low bandwidth up to 100 Hz.   
The presented detector achieves median values near and above 80% sensitivity 
and 85% specificity over a sample of testing records consisting of 10-16 records with at 
least 30 epileptic oscillations per record across six subjects. An analysis of variance 
(ANOVA) reveals that the presented method outperforms (in terms of sensitivity and 
specificity) a naïve method, which represents a “standard,” to detect epileptic oscillations 
using an energy feature and a threshold.  Permutation testing demonstrates that the 
method incorporating features returned by an evolutionary algorithm (EA) does not 
perform equal to random chance at P-values near zero.  The FIM clusters electrodes with 
high concentrations of epileptic oscillations, where most couplings overlap with areas of 
ictal (seizure) onset and epileptogenic zones defined by clinically by expert physicians.    
These findings and results are significant, considering that this particular field of 
study in epilepsy is not established, meaning that this research represents some of the first 
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efforts to investigate that epileptic high frequency oscillations and that no definitive 
benchmarks have been established.  Optimistically, this work provides a benchmark for 
detecting and analyzing epileptic oscillations.  This research contributes an efficient 
means to create and fuse quality features, techniques to evaluate the quality of a feature, 
and an improved method to detect abnormal physiological events key to reliably mapping 
regions of dysfunctional brain that constitute epileptic networks.  The ultimate goal is to 
use this new knowledge to understand the generation of seizures in these individuals and 
disrupt the mechanism.  Hopefully, this research will lead to a better control of seizures 
and an improved quality of life for the millions of persons affected by epilepsy. 
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Chapter 1: Introduction 
 
1.1 Motivation 
Over 60 million people have epilepsy, a neurological disorder characterized by 
recurrent seizures that occur without a clear warning [2].  For approximately 66% of the 
persons affected by this disorder, anti-epileptic drugs (AED’s) can control seizures, but 
side effects are common [2].  Some people with partial (focal) onset seizures, which 
originate in an unambiguous portion of the brain that is often coincident with lesions, 
may be candidates for surgery to remove the dysfunctional tissue.  More commonly, 
however, persons have seizures that do not arise from visible lesions, erupt throughout 
the entire brain at once, and may be poorly localized.  For these people with medically 
refractory seizures, surgery may not be feasible because the disorder manifests in 
multiple locations or is too complex to be localized. 
 New therapies, such as implantable medical devices based upon focal cooling, 
drug-infusion or electrical stimulation, possess strong potential for treating patients with 
medically refractory seizures and may become a viable option in cases where surgery or 
other conventional therapies are not apt.  However, the efficacy of these and currently 
available treatments depends upon a reliable means to localize key region(s) of brain that 
are involved in ictogenesis, or the generation of seizures.  That is, key regions must be 
localized to exactly determine where to treat damaged tissue.  Though a very daunting 
dilemma that challenges current technological limits and existing knowledge of 
neuroscience, the ability to define and characterize epileptic networks that are involved in 
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ictogenesis is of increasing interest to researchers, clinicians, and the medical device 
industry.  Study of the electroencephalogram (EEG) is one means to achieve this goal. 
In analyzing brain activity from intracranial electrodes, investigators have defined 
normal and abnormal oscillations.  The epilepsy literature focuses on abnormal 
oscillations that are separated by their dominant frequencies and reportedly generated by 
epileptic networks.  For instance, Bragin and Engle [105-109] refer to ripples (200 Hz) 
and fast ripples (500 Hz) from microelectrode recordings; Worrell et al. [53, 127] identify 
lower frequency pathological oscillations (60-100 Hz), referred to as high frequency 
epileptiform oscillations (HFEO’s), in epileptic patients; and Jirsch et al. [163] discover 
distinct epileptic oscillations localized to areas of seizure onset and spread in depth 
macro-electrode recordings.  These investigations represent converging evidence [53, 
105-109, 127, 136, 158, 163] that links a particular pathological oscillation, herein called 
an epileptic high frequency oscillation (EHFO), within the intracranial 
electroencephalogram (IEEG) to the localization, generation, and propagation of epileptic 
seizures.   
Consequently, a growing hypothesis in the literature on epilepsy suggests that 
further investigation of EHFO’s can improve our understanding of the dynamics of 
epilepsy.  This improvement in knowledge includes understanding the formation of 
epileptic networks, which can facilitate better approaches to treat seizures.  Developing 
automated algorithms for mapping these pathological events would contribute 
significantly to research in epilepsy, given the scientific interest in and potential clinical 
utility of modulating activity in regions of brain that the algorithms pinpoint.  For that 
purpose, this work focuses on providing a sound, general framework for automatically 
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mapping epileptic networks according to the occurrence of EHFO’s within multiple 
IEEG recordings. 
 
1.2 Problem Definition 
The objective of this research is to develop a comprehensive framework to reliably 
recognize recurrent locations that generate interictal or preictal epileptic high frequency 
oscillations in multi-channel recordings of IEEG from patients with epileptic seizures, 
who are implanted with IEEG electrodes during their evaluation for surgery.  Literature 
strongly suggests that EHFO’s may mark dysfunctional areas of brain that constitute 
epileptic networks, also known as the epileptogenic zone (EZ), or the area of the cortex 
that is indispensable for the generation of epileptic seizures.  This work focuses on the 
development of a statistically reliable tool for identifying dysfunctional regions and 
serving as decision-support for a clinician in discerning the epileptogenic zone (EZ). 
This problem is approached in two major phases: 1) design a detector of epileptic 
high frequency oscillations; and 2) implement a subsequent statistical analysis to cluster 
concentrations of detected epileptic oscillations.  Current approaches to detect epileptic 
oscillations fail to provide a thorough approach for selecting (and combining) features 
that distinguish the abnormal oscillations from normal oscillations and classifying the 
feature(s).  That is, existing methods typically select a single physics-driven feature—
after visual review or mere assumption—that correlates to the energy or amplitude of the 
event to be detected for feature-extraction, and use a threshold but with an arbitrary 
setting (e.g. three standard deviations above the mean signal amplitude) for classification.  
The apparent assumption that “energy features” and a threshold can achieve the best 
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design for detection holds obvious intuitive and computationally inexpensive appeal.  
However, to provide a doctor with a reliable tool to help in understanding ictogenesis and 
treating patients, a more rigorous approach to choosing a feature to extract and the 
decision in classification is required.  Meanwhile, research on the second stage of signal 
processing is in early development [158], where the below work represents the first 
attempts to cluster detectable EHFO’s for possibly identifying epileptic networks. 
Regarding the detector, this work chooses an architecture that fits the traditional 
modules of pattern classification: signal enhancement, feature extraction, and 
classification [166].  Moreover, feature extraction is emphasized as the most critical stage 
in designing a detector [166, 183] for the following reasons: 
• If an extracted feature, which serves as input to the classifier, possesses low 
performance, or low separation between an event of interest and complementary 
events, then the classifier may poorly discriminate the events.   
• Since the computational burden of the classifier depends upon the size and 
performance of a feature that it processes, it makes more sense to beforehand 
choose a quality feature up front rather than pass avoidable, complex processing 
to the classifier. 
 
In particular, genetic programming (GP) and particle swarm optimization (PSO) 
are useful techniques for feature selection (and combination) in this category of tasks.  
The GP and the PSO are automated routines in the family of evolutionary algorithms 
(EA) that can be used to compute an optimal, artificial feature for extraction.  The feature 
is optimal in the sense that the heuristics of the EA maximizes an objective function, 
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which measures the performance of a feature in distinguishing epileptic oscillations from 
non-epileptic (baseline) activity.  The feature is termed artificial because the EA returns a 
computer-crafted result that might not have a physical meaning, as perhaps expected (or 
desired) by the user of the algorithm. 
For instance, the work below elects the application of a GP that permits the 
computation of a single feature in two possible manners: 1) choosing and combining 
physics-based features, also referred to as classical features, or conventional features; 
and 2) creating a data-driven feature, or a feature created directly from delays of the data 
after enhancement of the signals.  Additionally, the algorithm for PSO (when coupled 
with a structure such as a neural network) is used to produce a single data-driven feature.  
Ultimately, each application of an evolutionary algorithm built subject-specific, artificial 
features to circumvent the arduous but commonly undertaken tasks of visual review, 
intuitive derivation, or manual combination of quantities based on understanding the 
physics of the problem to determine the best physics-based feature(s). 
Addressing the second phase of this problem, frequent itemset mining (FIM), 
which is often referred to as data mining, is used to complement the detector.  To 
objectively discover a pattern (if any) involving the occurrence of a particular paroxysmal 
waveform (e.g., HFEO’s, fast ripples, sharp waves) within the recordings of 
long-duration (tens of minutes to hours) multi-channel (nearly 30 to 130 electrodes) 
IEEG is an impractical task for humans.  In fact, this task is even more complex since the 
waveforms are very brief (milliseconds to a few seconds) in duration and statistical rigor 
and reliability is required.  Frequent itemset mining provides a computationally efficient 
solution for such a difficult problem.  Figure 1.2-1 illustrates the powerful utility of FIM 
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in clustering electrodes with frequent concentrations of epileptic waveforms.  The figure 
reflects the burden of finding the most informative grouping of channels from many 
possible combinations—a total of  in the case of thirty-two 













The presented methodology decisively combines techniques in pattern detection 
and statistical clustering to form an overall pattern recognition system that searches for 
reproducible patterns among detected occurrences of epileptic waveforms.  It is important 
to note that this methodology does not eliminate human participation.  Instead, building a 
detector using PSO or GP and mining the detections with FIM greatly simplify the 
problem of studying large volumes of data for possible patterns by a human reviewer.  
Thus, this project is intended to serve as an exploratory tool for investigators and a 
decision-support tool for physicians and clinicians.  Hopefully, the method can lead 
experts to make more effective decisions about localizing seizures, describing epileptic 



















































































Figure 1.2-1 This figure depicts the value of using FIM to statistically cluster channels of 
IEEG with high incidences of epileptic events.  As an example, the figure illustrates the 
single (top) and cumulative (bottom) number of combinations in a set of thirty-two 
channels.  The FIM essentially filters through all possible combinations—ranging from 
tens to nearly billions, returning the most frequently occurring subset of channels. 
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1.3 Method Overview 
Figure 1.3-1 illustrates the methodology for mapping a putative epileptic network 
in a brain with seizures according to frequently occurring concentrations of epileptic 
oscillations.  The method incorporated two major stages: 1) the detection of pathological 
waveforms, and 2) the statistical clustering of the detected waveforms.   
As illustrated in the below figure, raw IEEG data is fed into the algorithm for the 
binary detector, which ultimately returns the beginning and ending times and locations 
(electrodes) of a detected event.  The detector includes modules for enhancement to 
highlight the oscillations that may be obscured within the typical activity of the IEEG 
data; extraction of a feature—computed off-line with an evolutionary algorithm—to 
transform the data into a quantifiable series that best distinguishes epileptic and 
non-epileptic interictal activity; and classification of the feature-series to determine the 
locations and time intervals containing an epileptic oscillation. 
For each detected interictal event, a physics-based feature of interest, or a 
measurement (e.g., energy, entropy, duration), can be computed and compiled in a 
spatial-temporal matrix.  It is hoped that the measure is an apt quantity to correlate the 
concentration of epileptic oscillations and location of epileptic networks involving 
seizures.  In the measurement matrix, the columns and the rows represent the reference 
channel numbers in the raw IEEG data and the intervals of time (e.g., seconds, minutes) 
over which the measures are compiled, respectively.  More specifically, every interval 
from the beginning until the end of the IEEG data record, a one-minute window slides 
over the detected events in the record and computes a statistic (e.g., the average energy, 
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total entropy) of the detected events per channel.  For each interval and channel, a value 
is stored in the corresponding row and column of the measurement matrix.   
Finally, the matrix of measurements is fused along the column direction per row 
according to a condition, such as “pick the top 10 percent of all energy measurements,” to 
create a special set of channel numbers that over time are candidates for an epileptic 
network of dysfunctional brain.  The time-varying set of channels from the previous 
stage, are the input to the mining algorithm, which discovers patterns involving select 
channels during the IEEG record.  For this task APRIORI, a popular algorithm for mining 
data, is implemented with permission from Bodon [153].  Although APRIORI will be 
treated as a “black-box” in this research, the details of the operation of this module can be 
found in several sources [153, 155-157].  A brief summary of APRIORI is provided in 
Appendix E.  In short, the mining algorithm outputs the most frequent patterns involving 
certain channels according to a thresholded minimum likelihood of occurrence.  That is, 
APRIORI can be used to discover patterns that happen within the IEEG 35%, 80%, or 
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Figure 1.3-1  This figure illustrates the two-stage methodology for pinpointing 
considerably dysfunctional sites of brain based upon detecting concentrations of epileptic 
oscillations.  Each of the two major stages, detection (blue) and analysis (orange) 
possesses three modules.  In the first stage, pathological oscillations within intracranial 
EEG recordings (input) across several channels and intervals of time is processed by 
filtering, extracting feature values, and classifying the extracted values to yield the 
instances in time and location of an oscillation.  For the second stage, measurements of 
all the detected abnormal activity are made and compiled across space and time that may 
be mined to reveal any frequently occurring patterns (if they exist) that can be mapped as 
the principal areas of dysfunctional brain (output).  The final output serves to support the 
decisions made by a physician. 
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1.4 Solution Uniqueness 
The epilepsy literature does not present an application that uses both FIM and an 
EA to localize epileptic networks.  In fact, the same literature does not apply techniques 
in pattern recognition to the particular EHFO that this work examines.  Moreover, the 
existing epilepsy literature does not reveal the application of PSO for optimally 
distinguishing between abnormal and normal events in multi-electrode IEEG, but does 
discuss two primary efforts to apply GP to biological signals and one effort in to apply 
FIM for discovering patterns in depth electrodes.   
In 1997, Marchesi et al. propose a method using GP for the automatic detection of 
spike-and-slow-wave complexes that occurred during the discharges of absence 
(petit-mal) seizures.  The method, which inputs a small set of classical (conventional) 
features, or c-features, achieved a sensitivity of 73%, specificity of 97%, and selectivity 
of 96% on a small database (80 lone events) of testing patterns.  The following points 
distinguish their work from this research: 
• The event of interest is essentially an ictal event, since the spike-and-slow-wave 
complexes transpire along with seizures, rather than an interictal event. 
• The library of features is limited to only seven measures from only the 
time-domain (i.e., mean absolute value, average value, number of zero-crossings, 
number of sign changes, upward slope, downward slope, duration) with obvious 
correlations among the manually selected c-features, which introduces 
computational redundancy, rather than a larger set of features from different 
domains (Appendix B). 
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In 2005, Firpi, Goodman and Echauz develop algorithms for the detection and 
prediction of medial temporal lobe seizures relying on genetic programming.  In each 
case, their algorithm outperforms a benchmark that uses the feature, curve length, which 
presupposes the physics of the events within the data.  The following points distinguish 
their work from this research: 
• The patients possess medial temporal lobe but not neocortical seizures. 
• The event of interest is either an ictal event (seizure) or a preictal event 
(pre-seizure interval) of an arbitrary duration (~20 minutes). 
• A subject-specific artificial feature is computed only from raw data but not using 
a library of features (Appendix B). 
 
To date, the epilepsy literature reveals that only Bourien et al. apply frequent 
itemset mining to detectable interictal abnormal waveforms in the IEEG, although a few 
sources have used FIM for feature extraction and classification [151, 152, 159].  
However, the following points distinguish their efforts from the current research: 
• The patients possess medial temporal lobe but not neocortical seizures. 
• The events of interest are spikes-and-sharp waves (>20 Hz) and “fast activity” 
(30-50 Hz), which are not necessarily EHFO, rather than HFEO’s (>60 Hz). 
• A single feature, mean absolute value, was assumed the best feature for a binary 
detector without comparison or proof against other features. 
• The performance of the suggested detector is unreported or unverified. 
• Only one hour of data over two hours removed from the time of ictal onset per 
seizure record is analyzed but not the interictal time immediately prior to onset. 
12  
1.5 Contributions 
Overall, this research provides architecture for the automatic detection and clustering 
of epileptic oscillations in multi-electrode IEEG over long durations to ultimately benefit 
persons with epilepsy by guiding physicians and therapeutic techniques.   The following 
items outline the contributions of this research: 
• Evolutionary algorithms to select and fuse a set of classical (physics-based) 
features for a detector of epileptic oscillations. 
• Evolutionary algorithms to create features derived directly from data (data-driven 
features) for a detector of epileptic oscillations. 
• Demonstration that a detector using features created via evolutionary algorithms 
outperforms a detector relying on a standard feature according to sensitivity and 
specificity. 
• Frequent itemset mining to cluster electrodes concentrated with a particular 
epileptic oscillation.  Development of this framework may prove to localize the 
epileptogenic zone (EZ) in pre-surgical evaluation for the effective treatment of 
epilepsy and essentially mapping networks of epileptic neurons. 
Furthermore, the following tools result from the characterization of a certain epileptic 
oscillation: 
• Hidden Markov modeling to simulate interictal IEEG including the event. 
• Brownian motion as an analogue to describe how degenerative neurons produce 
an action potential for the event during synaptic transmission. 
• Frequent itemset mining to demonstrate that the best set of features to distinguish 
the event is subject-specific, thus likely not universal. 
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Chapter 2: Origin and History of the Problem 
 
2.1 Epilepsy, Seizures, and Treatment 
2.1.1 Epilepsy 
  Although the first documented case of epilepsy dates back to 2000 B.C., it is not 
until the 19th century that epilepsy is widely accepted as a disorder [2].  Today, the 
magnitude of epilepsy as a disorder is clearly understood.   Epilepsy is second to only 
strokes as the most widespread neurological dysfunction, yet is still suffered by 
approximately 1% of the world population [1].  In fact, about 2,500,000 Americans—of 
whom 30% are people under the age of eighteen—possess some kind of epilepsy [3].  
Epilepsy can be engendered by several causes and is characterized by the occurrence of 
repeated seizures, which can manifest in various pathological forms and as a range of 
physical symptoms.  Identified causes of epilepsy include genetic disorders, cortical 
malformations (dysplasia), metabolic disturbances, traumatic injury, stroke, tumors, 
infection, alcohol abuse, and drug abuse [4]. 
 
2.1.2 Epileptic Seizures 
Despite years of extensive investigation by doctors and researchers, little has been 
discovered on the underlying mechanisms of seizures, making epilepsy appear to be a 
huge puzzle requiring more pieces to aptly envision.  What is known about epilepsy is 
that a seizure is a disturbance of the neuronal electrochemical activity such that a set of 
neurons suddenly produces a repetitive, synchronous discharge.  Factors such as the 
manner of inception in the brain, the level of awareness during an onset, and the extent of 
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affliction categorize the seizures [5].  The category of a seizure influences its duration 
(usually a few seconds to several minutes) and the symptoms (e.g., involuntary 
movements, an altered state of awareness, convulsions, impaired consciousness, unusual 
or repetitive behaviors, abnormal sensations) endured by a patient [5].  The various 














Figure 2.1-1 This figure illustrates the taxonomy of a seizure.  The bold italic text 
denotes they type of seizures under study in this research.  The red, bold-edged boxes and 
yellow, dashed-edged boxes indicate more and less common seizures, respectively.  The 
dashed arrow between the partial complex seizure category and the generalized seizure 
class represents the possibility of a partial seizure degenerating to a generalized seizure. 
   
As shown in the above figure, there exist two major types of seizures: partial and 
generalized.  Partial seizures affect only a portion of the brain, originating from a focal 
region of brain.  However, it is possible for a partial seizure to initiate in a focal region 
and disperse to other areas of tissue, making them resemble generalized seizures.  
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Patients with complex partial seizures experience no or impaired consciousness during a 
disturbance, while consciousness is preserved for patients with simple partial seizures.   
In contrast, generalized seizures involve the entire brain, erupting throughout the 
cerebral cortex at one time and more often than not impairing consciousness [5, 6].  
Generalized seizures can be further cataloged according to their clinical and electrical 
characteristics.  Absence (petit mal) seizures are characterized by an immediate cessation 
of conscious activity often accompanied by a blank stare and eyelid fluttering without 
loss of posture.  Tonic seizures are evident by an increase in tone, also referred to as tonic 
stiffening.  Clonic seizures are distinguished by rhythmic muscle contractions or jerking.  
Myoclonic seizures are involuntary clonic movements affecting one body member or 
more.  Finally, tonic-clonic (grand mal) seizures combine the effects of tonic and clonic 
seizures, in that order [9, 10]. 
 
2.1.3 Epilepsy Therapy 
The complex taxonomy of seizures indicates the challenge in providing treatment 
for individuals with epilepsy.  Although surgery is a highly successful treatment for 
epilepsy patients, only about eight percent of those persons—individuals with strictly 
partial seizures—undergo surgery.  Furthermore, the lack of a reliable method for 
pinpointing the exact location(s) and spread of the pathology usually necessitates the 
removal of a significantly large volume of brain tissue.  Additionally, surgery is a risky 
procedure, despite a highly selective patient population, boding a 10% chance of 
morbidity [11].  Another conventional recourse is anti-epileptic drugs, but risks adverse 
side effects in up to half of these patients [5, 38].  Unfortunately, the remaining 25% of 
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the persons with epilepsy cannot be treated with either medicinal or surgical care.   The 
known limitations in providing therapy to this group include pathology that is poorly 
localized or exists in multiple focal regions, seizures that begin in vital irremovable brain 
matter, and the available drugs ineffectively quell seizures yet yield side effects.  Figure 













Figure 2.1-2 This figure illustrates the suitability of conventional treatment for 
individuals with epilepsy.  Of considerable note is that the most dominant therapies fail to 
help approximately one-fourth of those who have epilepsy. 
 
 
Attempting to create alternatives for previous treatment options, researchers of epilepsy 
therapy have concentrated on developing devices that supply local therapy in the brain to 
abort seizures.  A number of these devices involve electrical stimulation [12-28], drug 
delivery [29, 30], focal cooling [39-42], or electric and magnetic fields [43-47].  Though 
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work in the area of epilepsy treatment has presented very promising techniques, the 
efforts still bear an essential difficulty in administering effective treatment: the ability to 
precisely localize the best brain region before application.  Therefore, to resolve this 
fundamental concern and advance the field of epilepsy study, clinicians and researchers 
must thoroughly examine electrographic recordings, searching for relevant information 
that assists in localizing epileptic networks.  Predominantly, this goal entails pinpointing 
the epileptogenic zone (EZ), or area of the brain that is compulsory in engendering 
epileptic seizures and overlaps with the seizure onset zone (SOZ), or area from which 
clinical seizures are actually generated.   
 
2.2 The EEG and the IEEG 
Recorded electrical activity of the brain, or the electroencephalogram (EEG), was 
first acquired from humans in 1929 [48], and since then the EEG has become the primary 
tool of epilepsy diagnosis and seizure analysis.  The EEG voltage can be considered a 
random process, grossly equivalent to a superposition of the extra-cellular potentials of 
neurons near the EEG electrode, while the neuron potentials are sample functions 
(realizations) contributing to the EEG voltage.  It is believed that in a brain without 
epilepsy, neurons are constantly interacting—conducting, transmitting, and receiving 
electrochemical signals—in a disorganized manner [7].  Furthermore, it is believed that 
when a seizure begins in an epileptic brain, neurons interact more frequently and in a 
synchronous fashion.  In the latter case, as the number of interactions increase, an 
accumulation of neuronal responses culminates in an abnormal discharge, which 
neurologists regard as seizures [7].  Figure 2.2-1 illustrates this apparent synchrony. 
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In the below figure, which represents a segment of actual IEEG, the blue plot 
lasting about nine seconds prior to the time mark at 0 seconds is baseline (background) 
activity, and the red plot is ictal (seizure) activity.  Notice that the background activity 
appears to be white noise while the ictal activity is somewhat sinusoidal—and organized 































Seizure 1, Channel G3, EMRY3
UEOEEC
Figure 2.2-1 This figure illustrates the ideas of synchrony during a seizure (red trace 
after solid arrow) and asynchrony in the baseline activity (blue trace before solid arrow) 
that typically precedes a seizure.  Often, epileptologists use the earliest electrographic 
change (EEC) and the unequivocal EEG onset (UEO), both distinguishing events from 
baseline activity, as key moments in time to study ictogenesis. 
   
19  
There are several ways in which the EEG is recorded, all differing primarily by 
the location of the measurement electrodes.  The most common orientations of electrodes 
are surface placement and intracranial placement.  Surface (or scalp) electrodes are 
affixed to the scalp of the epilepsy patient, recording electrical activity from the brain at a 
depth of about 1 cm below the surface of the brain.  The attachment to the scalp makes 
surface electrodes a noninvasive recoding approach but also presents drawbacks that 
constrain their use for many EEG studies.  First, the scalp recordings filter out much of 
the high-frequency signal content and distort amplitude measures because scalp EEG 
does not penetrate the skull, meninges, and subarachnoid space.  Second, scalp EEG 
recordings are susceptible to motion, muscular, and recording artifacts.   Third, and most 
importantly, scalp EEG cannot provide precise localization of primary pathological 
regions of the epileptic brain. 
Intracranial electroencephalogram (IEEG) electrodes are surgically implanted 
within the brain tissue of epilepsy patients.  From a research viewpoint, the depth to 
which the IEEG electrodes can be inserted depends upon the anatomical structure (e.g., 
hippocampus, amygdala, cingulate cortex) within the brain to be studied.  However, 
ethical and safety considerations ultimately direct the use of the IEEG, reserving 
intracranial electrographic measurement for pre-surgical evaluation according to stringent 
standard protocols [49-52].  For instance, potential risks of damaging or infecting the 
brain curtail spatial sampling (number of electrode placements), and in turn the amount of 
information that can be gained from electrical activity in the brain.  Nonetheless, the 
IEEG provides much better spatial resolution than surface electrodes, is nearly artifact 
free and has a high signal-to-noise ratio.  Moreover, studying the IEEG has lead to the 
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discovery of electrographic waveforms that epileptologists speculate can localize or 
predict the onset of epileptic seizures. 
 
2.3 Electrographic Waveforms 
Since the ethical approval of using intracranial electrodes, clinicians have visually 
recognized interesting waveforms within the IEEG.  Figure 2.3-1 contains representations 
of some of the events that have been monitored from the IEEG.  While the majority of the 
observed signals seem rhythmic in shape and indicate normal activity of the brain, 
























Figure 2.3-1 This figure displays a few of the signals observed in IEEG recordings.  
Some of the IEEG events are rhythmic while other signatures are arrhythmic and even 
seem “seizure-like” or pathological in character. 
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These irregular waveforms have been of great interest to neurologists who 
hypothesize that they are related to ictogenesis, localize seizures, and can forecast ictal 
onsets [53, 86, 95, 105-109, 120].  Although researchers have primarily considered sharp 
waves, spikes, and spike-and-waves for studying epileptic seizures, those investigations 
have achieved marginal success in automated detection of the abnormal waveforms 
[130-132, 137, 138, 141, 144, 145] and analysis of detections to understand epileptic 
mechanisms [113].  On the contrary, more recent findings suggest two types of abnormal 
waveforms, fast ripples and high frequency epileptiform oscillations, as substantial clues 
to aid diagnostic (and maybe even prognostic) tools for epilepsy research and treatment 
[53, 105-109, 136]. 
Like most abnormal waveforms in the IEEG, fast ripples and HFEO’s may be 
characterized as a brief burst, lasting milliseconds to a few seconds, with low 
signal-to-noise ratio and electrographic activity that is similar in appearance to polyspikes 
and polyspike-and-wave signatures in the IEEG.  More importantly, fast ripples and 
HFEO’s may be key to spatially localizing the EZ and revealing the mechanisms of 
ictogenesis.  Studying the 80-500 Hz frequency band from the hippocampal and 
entorhinal cortical areas of rodents and humans, Staba and collaborators suggest that fast 
ripples possess a strong association with regions of brain involved in ictogenesis 
[105-109].  Similarly, Worrell and researchers [53] find that high-frequency epileptiform 
oscillations appear to localize the seizure onset zone (SOZ), a sub-region of the EZ, in six 
patients with neocortical epilepsy.  Thus, each irregular event appears to be pathological 
and possess great potential in advancing epilepsy research. 
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2.4 Detection of Abnormal Waveforms 
This section provides context on the role of detecting abnormal electrographic 
waveforms that may track or map epileptic networks in epilepsy research.  In addition, 
this section summarizes some previous research in detecting certain abnormal waveforms 
in the EEG or IEEG.  This research is closely associated with research to detect or predict 
epileptic seizures.  More details on the detection [54-74] and prediction [75-96] of 
seizures can be found in several sources. 
Essentially, designing a method to detect and analyze abnormal waveforms 
conceptually parallels designing a method to detect seizures, where the event of interest is 
the primary disparity in the framework of each problem.  That is, both problems are 
pattern detection problems but the abnormal waveform in the former problem is a 
relatively brief interictal or preictal event (e.g. HFEO’s, fast ripples, spikes) and the 
abnormal waveform of the latter problem is an ictal event (a seizure).  Initially, the 
epilepsy research community shared the notion that seizures are highly random 
phenomena without any prior indication of spatial or temporal occurrence.  But over 
time, many research groups have observed clinical symptoms and quantitative measures 
of irregular electrographic activity that appear to foreshadow seizure onsets [97-129].  
These findings have invoked interesting discussions and methods for seizure prediction 
and the predictability of epileptic seizures, intending to foster an effective proactive 
therapy for epileptic seizures.  Thus, some laboratories have concentrated on the 
detection and analysis of abnormal interictal (or preictal) waveforms in IEEG to 
investigate if a clear connection exists between the occurrence of the irregular activity 
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and the onset of a seizure, hoping to design prognostic and diagnostic tools based upon 
such information. 
To date, schemes to detect irregular waveforms have been focused on spikes, 
sharp waves, or combinations of spikes and sharp waves as an event of interest.  In 1991, 
Wilson et al. develop a spike-detection process that yields performance measures of 74% 
sensitivity, 84% specificity, and 54% selectivity (positive predictive value) across a 
database of eight patients [130].  In 1996, Jones et al. outline a real-time system for 
automated detection of spikes and sharp waves, claiming 95% sensitivity and 72% 
selectivity [145]; however the computation of the system performance measures appears 
inconsistent with the complete statistics cited within the work.  Also, the construction of a 
testing data set with sufficient epileptiform and non-epileptiform signal seems 
inadequate.   
In 1998, Van Hoey et al. investigated the localization of epileptogenic brain 
(source analysis) using EEG spikes, which are detected with two features that are derived 
from periodic mathematical computations [131].  Visual inspection reveals that the 
features share good utility for spike detection; but verification on a sparse testing set, 
consisting of seven spikes in a 20-minute record for one patient during rest, leaves room 
for more extensive work.  In the same year, Ko et al. presented an EEG spike detection 
algorithm using three features (i.e., peak angle, amplitude, velocity) as input to an 
artificial neural network (ANN) with radial basis functions in the hidden layer [132], 
while Tarassenko et al. use a time-domain and frequency-domain measures (e.g., slope, 
sharpness, autoregressive model coefficients) as inputs to a multi-layer perceptron (MLP) 
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neural network [133].  Despite an educated consideration of the features that enter each 
classifier, each method suffers very high false positive rates.   
The following year, Zhang et al. proposes an approach for detecting epileptiform 
waves in EEG that incorporates the continuous wavelet transform (CWT) as a 
preprocessing stage, feature extraction using conventional spike measures, and a fuzzy 
neural network [144].  Compiling over 300 four-minute records from 17 patients, the 
authors state a sensitivity of 94% and selectivity of 88% [144]; however the approach 
combines multiple detections across channels and time samples into a single decision, 
masking the true values of the performance measures.  Moreover, the method is not 
automated because visual inspection is needed to determine the appropriate scales for the 
CWT.   
In the new millennium, most researchers remain with the old problem of spike 
detection.  For instance, Calvagno et al. studied sub-band decomposition principles and 
the nonlinear energy measure; Pon et al. applied mathematical morphology and the 
wavelet transform; Ossadtchi et al. propose independent component analysis (ICA), the 
Recursively Applied and Projected MUltiple SIgnal Classification (RAP-MUSIC) 
algorithm, and nearest-neighbor clustering [146]; Van Hese et al. add features based on 
singular value decomposition (SVD) to earlier work on source analysis [141]; 
Hassanpour et al. study Fourier analysis in the time-frequency domain along with SVD 
and the nonlinear energy feature [138]; and Adjouadi et al. introduce the Walsh transform 
as a preprocessing module [137].  Although larger ranges of signal-processing techniques 
are explored, no convergence to a reliable prototype for spike detection is evident.  In 
fact, many of the suggested methods for spike detection are not thoroughly tested (e.g., 
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little to no cross-validation results, highly selective patient sets), making the approaches 
interesting but preliminary.  The contemporary course of spike detection may aid in 
manually screening the EEG by a clinician or epileptologist but likely may not facilitate 
an apt analysis of the EEG to map epileptic networks with abnormal waveforms.  This 
warrants a truly new direction in the detection of abnormal electrographic events that 
only a few groups have undertaken, namely the detection of epileptic high frequency 
oscillations. 
In 2002, Staba and colleagues detect and analyze interictal epileptic oscillations 
between 80-500 Hz within the hippocampus and entorhinal cortex of humans with focal 
epilepsy.  Though only reporting a sensitivity of 84% for their detector, their work 
demonstrates an association between the oscillations and epileptogenic regions and a 
statistical characterization of the signatures [136].  In 2003, Niederhauser et al. detect 
synchronous bursts of activity (20-40 Hz) in humans with focal epilepsy in the medial 
temporal lobe.  While reliable detection is achieved in five patients with unilateral seizure 
onsets, the method does not recognize the event of interest in five other patients with 
more generalized onsets; and the events are not noticeable beyond two minutes prior to 
electrical onset time [139].  In 2004, Fischer and Tetzlaff propose a universal pattern 
detection procedure for oscillations based upon a template of 512 patterns drawn from 
one week of EEG recordings.  Their approach requires an obviously impractical phase of 
screening days of data to construct an essentially exhaustive set of EEG patterns, some of 
which may last milliseconds in duration.  In 2004 and 2005, Smart et al. investigate 
epileptiform oscillations between 60-100 Hz before generalized seizure onsets in humans.  
The group reports that the oscillations localize regions and moments before the earliest 
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electrographic change in depth recordings for 77% and 61% of the observed ictal onsets, 
respectively; however, the recommended detector is only 68% selective [142, 143]. 
In summary, there is still much room to advance the “state of the art” in the 
detection of oscillations, primarily by discovering better features for extraction and input 
to a classifier.   This research presents evolutionary algorithms as a plausible solution to 
the abovementioned problem.  The details of two evolutionary algorithms may be found 
in Appendix C and Appendix D. 
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Chapter 3: Methodology 
 
This chapter discusses in detail a general methodology for the detection of abnormal 
electrographic waveforms that is applied to a specific type of waveform: an epileptic high 
frequency oscillation termed a high frequency epileptiform oscillation (HFEO).  In short, 
the detector included four major modules: 1) a stage for signal enhancement, typically 
called pre-processing, to accentuate potential EHFO’s within the time-series that was 
input to the detector; 2) a stage to extract feature values from the input; 3) a stage to 
classify the feature values as points in a probability distribution for either a class of an 
EHFO or a class non-EHFO (background activity); and 4) a stage to simply note and 
catalogue the beginning and ending times of a detected event.  Furthermore, this chapter 
includes the framework of a proven frequent itemset mining algorithm, APRIORI, to 
statistically cluster concentrations of epileptic activity having processed long-duration, 
multi-channel interictal records containing events of interest, in this case HFEO’s, 
detected with the established methodology for robust detection.   
All work toward designing, testing and validating the automated detector of HFEO’s 
is done using MATLAB version 7.0.4.365 (R14) software on a Dell Dimension 8300 
desktop that is equipped with an Intel Pentium 4 processor (3.2 GHz) and 1 GB of RAM, 
while the algorithm, APRIORI, is freeware that executes in C.   
 
3.1 Data Collection 
Seven patients who underwent long-term continuous video and intracranial EEG 
monitoring at Emory University and University of Pennsylvania as part of their 
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evaluation for epilepsy surgery were studied.  Each patient gave their informed consent 
for participation in this investigation under the approval of the respective Internal Review 
Boards of the universities.  The IEEG data were de-identified before analyses. 
The data for each patient were collected using a digital, 64-channel, 12-bit, Nicolet 
BMS-5000 (Nicolet Biomedical Inc., Madison, WI) epilepsy monitoring system.  Each 
Emory University (i.e., Emory Hospital) and the University of Pennsylvania (i.e., the 
Children’s Hospital of Philadelphia) housed an epilepsy-monitoring unit (EMU) to 
collect hours of data while a clinician monitored patients.  Referentially recorded EEG 
was band-passed filtered from 0.1-100 Hz and digitized at 200 Hz before archiving to 
CD-ROM for later processing.  Bipolar electrode montages were used to reduce common 
mode artifact, and a digital 60 Hz notch filter was implemented to eliminate line noise.   
Marking the times that seizures and epileptic oscillations preceding seizures 
happened was important for reviewing the results of the methodology to map abnormal 
activity, compute artificial features using the evolutionary algorithms, and validate the 
binary detector.  Seizure onsets for the entire archive of data were marked by two 
board-certified epileptologists (G.A.W. and B.L.).  The doctors determined the onset 
times for each seizure by looking backwards in the record for the times of the EEC and 
UEO.  The doctors defined the seizure onset zone (SOZ) as the set of electrodes proximal 
to the electrode exhibiting the EEC.   On the other hand, registering all interictal HFEO’s 
across sixty-four channels of EEG in several patients was an impractical task, especially 
since the duration of the oscillations was on the order of milliseconds.  Therefore, two 
epileptologists (G.A.W. and E.M.) annotated a subset of records with HFEO’s with short 
duration (at most 3.5 minutes) per patient. 
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Three subsets of data were apportioned from the above collection of data.  A set of 
training data that supported the creation of artificial features via evolutionary algorithms 
and the classification of new values from a reference of values.  The training data per 
subject consisted of randomly selected clippings from continuous EEG to compile a 
single record with at least 40 epileptic oscillations complemented by one minute of 
continuous background activity.  One set of testing data aided in validating that the 
method could work well given data that are not known a priori.  This set consisted of 
randomly constructed records of IEEG containing epileptic oscillations surrounded by 
(before and after) one second of electrographic background in a single channel.  Finally, a 
second set of testing data with each record spanning several minutes to a couple of hours 
before the onset of a seizure over multiple channels of IEEG provided a means to study 
the ability of the method to pinpoint specific regions of dysfunctional brain that could 
lead to a better understanding of ictogenesis, electrode placement, and treating epilepsy 









Figure 3.1-1 This figure depicts the collection of intracranial EEG recordings from 
patients with neocortical epilepsy.  Neocortical epilepsy affects the neocortex, which 
transmits and receives electrochemical signals from neurons at the surface tissue of brain. 
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3.2 Signal Enhancement 
Worrell et al. remarked that the frequency band of an HFEO was between 60 Hz 
and 100 Hz in adult patients with neocortical epilepsy [53].  In addition, Marsh has 
noticed that similar epileptic waveforms in pediatric patients oscillate within 50 to 85 Hz 
[150].  Thus band-pass filtering the IEEG to improve the signal-to-noise ratio between 
the activity of an epileptic slow ripple and the activity of typical electrographic 
background was employed.  The best options for simple filter design included a 
Chebychev filter with a small pass-band ripple and narrow transition bands (sharp cut-off 
frequencies) and a Butterworth filter with no ripple in the pass-band but relatively broad 
transition bands (blunt cut-off frequencies).  Because the best contrast between 
background activity and epileptic activity implied that some low frequency content was 
needed and a filter with constant magnitude maintained the amplitude of each oscillation 
for stable detection, the Butterworth filter with tolerable transition bands and even gain fit 
the needs of the detector.  Phase distortion—which can introduce time-delay—from the 
filter was eliminated by filtering the data, filtering the reverse of the filtered data, then 
reversing and rescaling the output of the last operation of filtering.   
Another consideration for enhancement was that band-pass filtering would 
augment some broadband, physiological clatter that could be mistaken for a pathological 
fluctuation.  With the morphology of most HFEO’s resembling an approximate sinusoid, 
time-differentiation, also referred to as whitening or equalization, of the IEEG was 
anticipated to aid in discerning an HFEO from background activity.  Of course, whitening 
could also enlarge ordinary, undesired oscillations or broadband spiking transients within 
the IEEG.  Therefore, band-pass filtering and whitening were cascaded to exploit the 
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benefits of each technique for enhancement.  Figure 3.2-1 shows that this enhancement 
produced by whitening then band-pass filtering successfully highlighted EHFO’s in the 


































































Figure 3.2-1 This figure shows the effectiveness of the techniques for emphasizing the 
activity of an EHFO within the EEG (top) of a selected patient.  The 2nd and 3rd panels 
plot the band-pass filtered and whitened EEG, respectively.  The final two plots 
accordingly represent the final and an alternative means for enhancement of the IEEG. A 
dot indicates an EHFO. 
 
 
The above figure illustrates in a single observation that band-pass filtering of a whitened 
series of EEG was sufficient for signal enhancement, a result that held strongly for 
several other cases, when reviewing the contrast between the expert markings and 
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background.  Interestingly, scaling the product of the whitened signal and the filtered 
signal appeared to greatly improve the signal-to-noise ratio of the original EEG as 
demonstrated by juxtaposing the time interval between 200 and 400 milliseconds in all 
time-series of figure 3.2-1.  More specifically, the first event (left-most dot from the top 
plot) of the EEG stood out the most using the enhancement of the last panel.  
Nonetheless, band-pass filtering a whitened time-series was preferred over scaling a 
band-pass filtered signal multiplied by a whitened signal because the latter approach for 
signal enhancement modulates the spectrum of the original time-series, thereby obscuring 
the interpretation of features in the frequency-domain. 
 
3.3 Feature Extraction 
Figure 3.3-1 illustrates the operation of extracting a feature, which was typically 
performed in a causal moving window fashion.  A sliding window of length W defined 
the number of values—the current and previous W-1 points in time—from a discrete-time 
input, [ ]x n , to evaluate with a function, Φ , that describes the feature to extract.  As the 
window was shifted D points in time, the feature processes a new block of data.  If the 
length of [ ]x n  was P points, then feature extraction yielded 1 P W
D




 points in a 
vector with  points remaining unprocessed from the original 
discrete time-series, presuming that 1
( ( 1)R P D K W= − ⋅ − +






































































Figure 3.3-1 An illustration of the procedure for feature-extraction, where the equation 
for a feature operates on the EEG values within a window of length W (shaded rectangle) 
as the window is displaced (dotted rectangle) in intervals of length D. 
 
Typically in literature for detecting epileptic oscillations, the length of the sliding 
window was arbitrarily set given knowledge about the duration of the event of interest 
and presumed stationarity in the original time-series.  This arbitrary setting was 
surprising considering the importance of the correct window in extracting a feature.  In 
this work, a statistical approach was employed to estimate the proper value for W.  That 
was, the expected value of the duration of an epileptic oscillation per subject was 
estimated by bootstrapping the average of a sample of measured durations, and W 
equaled a value below—but close in value to—the mean.  Figure 3.3-2 and Table 3.3-1 






















Bootstrapped Mean Duration of Epileptic Oscillations: Subject EMRY11

























Figure 3.3-2 This figure illustrates the use of bootstrapping to compute a confidence 
interval for the expected duration of a specific epileptic oscillation in two subjects.  This 
analysis was used to guide the selection of a value for the sliding window in extracting 
and creating features for a binary detector for each subject.   Juxtaposing the left and right 
panels of the figure suggests that the sliding window is subject-specific. 
 
 
For instance, sliding windows of 160 and 500 milliseconds—the lower bounds of the 
histograms—for the left and right panels of Figure 3.3-3 were chosen to extract features 
for events expected to last about 190 and 760 milliseconds, respectively.  The minimum 
value of a histogram was taken as an appropriate size for the window in understanding 
that a window larger than the true duration of an oscillation would always blur the 
contrast between events and non-events in the feature-series and quash a major purpose 
of extracting a feature.  Thus, choosing a window much smaller than the mean duration 
of an event was a reasonable precaution. 
The histograms per subject were computed by bootstrapping (or sampling with 
replacement) a sample of durations (N≥40).  From the bootstrapped sample, a confidence 
interval (CI) in the expected value of an epileptic oscillation with 5% error was 
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calculated.  Generally speaking, bootstrapping was a robust technique to estimate the 
parameters (statistics) of a sample when the distribution of the population from which the 
sample was drawn is unknown [178, 179].  An alternative estimate for the 95% CI used 
the original sample of durations [177-179] as described in the following equation: 
 
95% 2 sCI x
n
= ± ⋅                                           (3.3-1) 
 
where x  was the mean, s was the standard deviation, and n was the size of the sample.  
Table 3.3-1 contains values of the CI using bootstrapping and Equation 3.3-1. 
 
Table 3.3-1 This table holds estimates for the 95% CI for the mean duration of an 
epileptic oscillation for each patient using bootstrapping (CI1) and Equation 3.3-1 (CI2) as 
well as an appropriate window (W) for extracting a subject-specific feature.  The units of 










1 2                      95%               95%  
    0.1576    0.1914 0.0201    0.1913 0.0204
    0.4135    0.4745 0.0355    0.4746 0.0357
    0.1602    0.1970 0.0246    0.1971 0.0249





.3425 0.1086    0.3427 0.1104
    0.1797    0.2477 0.0424    0.2478 0.0431
    0.3048    0.5383 0.1058    0.5377 0.1067









The displacement, D, which generally was a more subjective parameter of feature 
extraction than W, controlled the compression of the data by (and the resolution of) the 
feature.  Setting this parameter was important for time and memory constraints of 
processing, but did not necessitate a rigorous analysis.  Strictly speaking, the major 
guiding consideration in setting the shift of the window was that 1 .  This 
interval for D allowed the sliding window to move (lower bound of 1) without ignoring 
information from 
D W≤ ≤
[ ]x n  (upper bound of W).  In this research, the displacement equaled 
one-fourth of the subject-specific window size, or 
4
WD ⎢ ⎥= ⎢ ⎥⎣ ⎦
, for extraction.   
As an aside, when D = 1, canonical feature extraction took a considerable amount 
of time to compute a series of feature values, or feature series, since the original 
time-series was minimally compressed to 2 P WΚ = + − points.  On the other hand, in the 
case where the kth point in a feature series, y[k], was computed in the following manner: 
 
[ ] ( )
( )





y k x n
W
φ
= − + −
= −
= ∑                            (3.3-2) 
 
where φ  was a memoryless function, or system in which the output of φ  depended only 
on the original time-series, x[n], at the same point in time, n, the feature extraction was 
malleable (or the feature being extracted is a malleable feature), meaning that feature 
extraction was achieved by filtering ( )[ ]x nφ  with a finite impulse response (FIR) 
W-point averaging filter.  For instance, the malleable feature mean energy, produced a 
feature series with the following equation: 
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y k x n
W
= − + −
= −
= ∑                            (3.3-3) 
 
where, 2( )  ( [ ])x x nφ = , or the square of the corresponding values of the input series.  A 
smoother series, y[n], similar to the series in Equation 3.3-3 can be obtained by 













= −∑                             (3.3-4)           
 
The convolution [ ] [ ] [ ]y n v n h n= ∗ , however, resulted in W-1 additional points at 
the end of y[n] that was truncated because the sliding window “slid off” the data (which 
would have been the  points in canonical extraction) and W-1 
transitional points at the beginning of y[n] that were considered a delay (as with canonical 
extraction) because the computation involved fewer than W points as the sliding window 
“slid onto” the data.  In addition, non-causal implementation of the causal FIR filter in 
Equation 3.3-4 was used to remove the phase-distortion of the filter that introduced 
undesired time-delay in computing the feature series.  That was, v[n] was filtered in 
forward and in reverse using h[n] to cancel phase-delay.  It must be noted that the 
time-reversal of v[n] ultimately made the filtering non-causal—although h[n] was still 
causal, which would have been a practical limitation if x[n] could not have been buffered. 
( ( 1)R P D K W= − ⋅ − + )
In summary, a malleable feature provided a computationally inexpensive 
alternative to executing feature extraction that was implemented simply through filtering.  
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But a trade-off of using the filtering technique to extract a feature was the added burden 




⎥  points.  
Nonetheless, malleable features were advantageous and can be contrived in some 
applications of evolutionary algorithms.  Figure 3.3-3 shows the results of extracting the 
mean energy feature from an enhanced EEG time-series with epileptic oscillations.  In the 
3rd panel of Figure 3.3-3, the feature series was computed according to Equation 3.3-2.  
In the 4th panel of Figure 3.3-3, the smooth feature series with zero delay was computed 
using the non-causal implementation of the causal FIR filter in Equation 3.3-4. 
 
  















































































Figure 3.3-3 Feature extraction results for a four-second interval of EEG (top panel) that 
was enhanced (second panel) before computing the compressed series (third panel) and 











Figure 3.3-4 This figure illustrates the computational burden of extracting the feature 
mean energy by a malleable (red) and non-malleable (blue) implementation.  The 
feature-vector (feature-series) is computed with a 200-millisecond-sliding window (W) 
and two different values for the displacement of the sliding window: D = W/4 (top panel) 
and  D = W/20 (bottom panel).   For either value of D, the malleable implementation is 
more efficient, especially in the second case where D is very small and the cost of 
classical (non-malleable) feature extraction increases extremely with the size of the data. 
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3.4 Feature Selection 
Appendix B lists a set of features that were considered for feature extraction.  
These specific features were chosen because they were relatively simple to compute, 
computationally inexpensive to evaluate, and quantified some information that 
discriminated epileptic oscillations from non-epileptic oscillations.  Next, feature 
selection was implemented to determine only those features in Appendix B with the best 
measurable information to detect epileptic oscillations.   
The main purpose of feature selection was to choose the smallest subset of 
features to be used in classification while demonstrating an acceptable performance in 
classification [62, 184].  In Appendix F, a few approaches to feature selection were 
considered, including the application of a genetic program, because the epilepsy literature 
on feature extraction to detect epileptic oscillations does not present a benchmark.  The 
GP proved to be a good technique for choosing (and combining) features. 
 
3.5 Feature Creation 
Feature extraction was considered the most important module of the detector.  
The effectiveness of the pattern classification in each subject relied on the use of an 
evolutionary algorithm to compute a high quality feature, meaning that the feature 
adequately quantified the difference between epileptic high frequency oscillations and 
background activity. 
Each the genetic programming (GP) algorithm and the particle swarm 
optimization (PSO) algorithm described in Appendix C and Appendix D, respectively, 
was used to craft a highly discriminatory, artificial feature from the same training data, 
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which were enhanced EEG time-series obtained from seven subjects with neocortical 
epilepsy and interictal epileptic oscillations.  Given the enhanced time-series for each 
patient, the GP operated on a matrix of values computed from either the classical features 
listed in Appendix B and the protected functions listed in Appendix A, so called GP-CF, 
or on a convolution matrix with five embedded delays, so called GP-DD, with parameters 
set to 35 generations, 350 individuals.   Meanwhile, the PSO conveniently incorporated a 
neural network (NN) with two hidden layers (6x7 and 8x7 matrices of weights) and one 
output layer of sigmoid activation functions, yielding a PSO-NN algorithm.  The 
implementation of GP-DD or PSO-NN provided a means to create a malleable feature for 
the detector. 
Equation 3.5-1 was the chosen objective function, or fitness, that each 
evolutionary algorithm optimized to return a quality feature for extraction. 
 
                                            (1 ) ( )fitness overlap K factor= − ⋅                                   (3.5-1) 
                                            1 0







                                             (3.5-2) 
                                  min(  ( | 0),  ( | 1)  ) overlap p p dy= = =∫ y c y c                        (3.5-3) 
 
Equation 3.5-1 combined values from two metrics: the k-factor, which was a measure of 
separation between the prior probability distributions for the two classes of this problem, 
or essentially the Fisher’s discriminant ratio (FDR) in one dimension; and the overlap 
between the prior probability distributions.  In the equation for the k-factor, Equation 
3.5-2, the mean (µc) and standard deviation (σc) of the probability distribution function 
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(PDF) for a group, c, with a label equal to 0 or 1 denoted the location and, spread of that 
group, respectively.  The values of the k-factor range between 0 and infinity such that a 
high value represented great separation of classes.  However, this metric alone was 
misguiding in cases where a multi-modal probability distribution for either group existed.  
In the equation for the overlap, Equation 3.5-3, the term ( | )p c=y c  was the PDF of the 
feature y given that y belongs to a particular class c.  The values of the overlap range 
between zero and one such that a low value represented good separation of classes.  Thus, 
the fitness combined both metrics through multiplication to exploit the individual 
advantages of each measure.   
There were two important points to make about the fitness in Equation 3.5-1.  
Firstly, conventional objective functions for evolutionary algorithms were 
classifier-dependent, or rely on the choice of a classifier through which the feature was 
passed to calculate a metric such as accuracy (or error) as the fitness, taking more time 
iteratively to create a feature that may not work well for any other classifier.  On the other 
hand, Equation 3.5-1 describes a classifier-independent objective function that took less 
computational time to evaluate and was useful with any type of classifier.  Secondly, the 
product of the overlap and k-factor prevented solutions with multimodal prior 
distributions exemplified in Figure 3.5-1a, although such a feature, , was technically 
good.  The cause of the omission the features in Figure 3.5-1a was the common mean 
feature value of 8 for the distributions of each class, which would result in a fitness of 
zero due to a k-factor of approximately zero.  But, the evolutionary algorithm could have 
created an equivalent feature, 
0Φ
eΦ , represented in Figure 3.5-1b, where Equation 3.5-4 
43  
expressed the transformation of the values for 0Φ , , that are centered at 0v 0µ  to the 
values for , . eΦ ev
 
 0ev v 0µ= −                              (3.5-4) 
 
Regardless of whether a classical feature (c-feature), such as mean energy or 
kurtosis, or an artificial feature (a-feature) derived via an evolutionary algorithm, such as 
GP, was considered for the detector of epileptic oscillations, the quality of the feature 
required an assessment.  By computing a probability mass function (PMF) for a certain 
feature—or feature-space from which the mass function could be projected—and 
anticipating the performance in classification, the quality of the feature was readily 
determined.  Figures 3.5-2, 3.5-3, and 3.5-5 portray the utility of an artificial feature 
against a classical feature in terms of estimated probability mass functions, orientation in 
the feature-space, and projected performance in classification respectively, for a single 






Figure 3.5-1 This figure illustrates the type of feature, 0Φ , that the evolutionary 
algorithms will not create (a) due to the chosen fitness—the product of the k-factor and 
the overlap between the prior probability distributions of the two classes in the detection 


































































































Figure 3.5-2 This figure illustrates for a subject the class-separation achieved by the 
presently accepted classical feature (top left), genetically programmed artificial features 
(bottom right, bottom left), and a swarmed neural network artificial feature (top right) for 
detecting epileptic high frequency oscillations as represented by probability distributions.  
In this example, an artificial feature via GP-CF appears to exhibit the best separation as 
evinced visually and quantitatively with the metric k-factor, and all artificial features 
proved better than the RMS. 
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Figure 3.5-3 This figure illustrates for a subject the class-separation achieved by the 
presently accepted classical feature (top left), genetically programmed artificial features 
(bottom right, bottom left), and a swarmed neural network artificial feature (top right) for 
detecting epileptic high frequency oscillations as represented by the feature-space.  In this 
example, an artificial feature via GP-CF exhibited the best separation as evinced visually, 







In Figure 3.5-2, a subjective survey of the probability distributions illustrated the 
challenge in discerning an event as either an epileptic high frequency oscillation (EHFO) 
or background activity (nEHFO), while calculating the overlap and the k-factor of each 
distribution objectively quantified the difficulty in classification.  In an alternative, but 
less preferred perspective of class-separation by this work, the distributions of Figure 
3.5-2 essentially resembled profiles of the corresponding feature-spaces represented by 
Figure 3.5-3.  Sharing the same x-axis of feature values, both figures revealed the 
generally nonlinear separation due to overlapping between observations in the binary 
classes (i.e., EHFO, nEHFO).   
Meanwhile, Figure 3.5-5 illustrates the value of using receiver operating 
characteristic (ROC) curves to compare features for detecting epileptic oscillations.  
Although a traditional ROC curve, which stems from radar applications and terminology, 
would plot the probability of a correct detection against the probability of false detection 
to observe how each metric varies together with changes in the decision rule (e.g., 
threshold) of a detector, a small variant was used.  That was, an ROC curve for a 
particular feature was generated by plotting the sensitivity (equal to the probability of a 
correct detection) versus the specificity (equal to one minus probability of a false 
detection) of a detector with a specified threshold for values of the threshold sampled 
over the domain of the two distributions (c.f. Figure 3.5-2) for that feature.  
Consequently, the characteristic curve of an ideal detector in this work coincided with a 
curve tracing y = 1 and x = 1 on an x-y plane.  Computing the area underneath the ROC 
curve for each feature aptly served as an objective measure of anticipated performance to 
complement visual review while boding the quality for the feature. 
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Counting the number of correct (incorrect) detections, or true (false) positives, 
and the number of correct (incorrect) non-detections, or true (false) negatives permitted 
the computation of the sensitivity and specificity of the binary detector as described by 
the following expressions: ,TP TNsensitivity specificity
TP FN TN FP
= =
+ +
.  These metrics, 
which were the abscissae and ordinates of the ROC curves, also were used in Chapter 4 
to validate the performance of the detector on testing sets with EHFO and baseline 
activity.    The confusion matrix in Figure 3.5-4 illustrates the space of correct and 
incorrect decisions for the binary classifier of the detector as well as clarifies the typical 


































Figure 3.5-4 This figure is the confusion matrix for the detector.  A true positive (TP) is 
a correctly detected event, a false positive (FP) is an incorrectly detected event, a false 
negative is a missed detection, and a true negative (TN) is a correct decision in 






































Figure 3.5-5 This figure illustrates for a subject the ROC curves achieved by the 
presently accepted classical feature (red circles), genetically programmed artificial 
features (green diamonds, blue squares), and a swarmed neural network artificial feature 
(purple pentagons) for detecting epileptic high frequency oscillations.  In this example, 
an artificial feature via PSO-NN exhibited the best, projected performance for a binary 
detector as evinced visually when an ideal ROC curve was recalled and quantitatively 
with the area below the ROC. 
 
 
Briefly, revisiting the notion of quality features, the above figure shows that an 
artificial feature from a PSO-NN proved best considering the trade-off between 
sensitivity and selectivity of the detector for EMRY11.  More specifically, the ROC for 
the feature from the PSO-NN was closest to an ideal characteristic curve, clearly yielding 
the largest area between its ROC and the x-y axis.  This finding was consistent with the 
plots of the probability mass functions in Figure 3.5-2 and feature-spaces in Figure 3.5-3, 
considering both the k-factor and overlap for the a-feature. 
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Finally, a subtle point must be discussed regarding the creation of features: 
over-fitting.  Traditionally, the term “over-fitting” refers to the consequence of a classifier 
that becomes tuned to a specific training sample rather than the underlying characteristics 
of the events represented by the training sample; and the classifier learns a complicated 
decision-boundary with “perfect” classification for the training sample but poor 
performance in making decisions for a novel testing sample [166].  However, by 
considering the optimal trade-off between performance on the training sample and the 
complexity of the classifier, over-fitting may be avoided with a simpler decision-rule.  
This notion of over-fitting in classification is illustrated in Figure 3.5-6a and Figure 
3.5-6b.   
Similarly, an evolutionary algorithm that was applied to creating artificial features 
must avoid over-fitting, or producing an a-feature that was appropriate for the training 
sample, but not future data as illustrated by contrasting Figure 3.5-7a and Figure 3.5-7b.  
For instance, the feature in Figure 3.5-7a, exhibited a high k-factor and zero overlap for 
the training sample, yet risked misclassification of a new testing point with a value near 
2.83 that belongs to class A.  More specifically, the feature in Figure 3.5-7a represented 
class A with a very narrow range of values, [2.85 3.00], near the outliers, [1.5 2.85], of 
class B and essential reflects no likelihood of the testing point being a member of class A, 
despite a minute difference in value of .02.  This issue paralleled the tuning of a highly 
selective band-pass filter about its center frequency.  For example, a filter the very 
narrow bandwidth of .1 Hz about a “perfectly” centered frequency of 426 Hz would 
eliminate a signal at 426.1 Hz that is practically the same as a signal at 426 Hz but 
slightly corrupted with frequency-modulating noise.  Broadening the bandwidth of the 
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filter to perhaps 2 Hz—depending on the application—reasonably accommodates the 
error in the frequency due to the noise.  Likewise, broadening the range of values over 
which the feature in Figure 3.5-7a characterizes class A can accommodate a reasonable 
variation in the true values of class A, yet still highly discriminate the two classes.  Figure 
3.5-7b portrays a feature that was crafted with high quality while an EA avoided 
over-fitting. 
Two possible techniques to circumvent over-fitting in applying an EA included the 
incorporation of a term in the fitness that penalized complex solutions (e.g. GP trees with 
high depth and number of nodes) and the regulation of the stopping condition for the 
algorithm [166].  The latter approach was taken in this work in the following manner: 1) 
the structure for the PSO-NN was fixed according to [175, 182], 2) the complexity of a 
GP-tree was limited to a depth of eleven layers, and 3) the maximum number of 

















   
 
Figure 3.5-6 This figure illustrates that a complicated decision-boundary due to 
over-fitting (a) can lead to the misclassification of novel testing points (red square) from 
class A; whereas a simpler boundary (b) that considers the optimal trade-offs in 
performance of classification on a training sample may not while sacrificing better 









Figure 3.5-7 This figure depicts an a-feature with over-fitting (a) and an a-feature 
without over-fitting (b).  The upper feature boasts higher separation between classes than 
the lower feature, but could lead to misclassification of testing points in class A that 
present novel feature-values (e.g., 2.8, 3.1) due to noise in the original signal from which 





Although there is no standard in detecting epileptic oscillations, popular studies 
have relied on assumptions about the class-separation between the prior probability 
distributions for the event of interest and the background activity [136, 142, 143].  For 
instance, detectors based upon a threshold presume that the probability density of feature 
values for an EHFO are always a certain distance away from the probability density of 
feature values for a non-EHFO [136], while more unsupervised detectors [142, 143] 
assumed that classes of events cluster in definite regions of the feature space.   However, 
either parametric premise erroneously precludes the cases for homogeneous data 
segments, or segments with feature values from the same class pending classification.  
Figure 3.6-1 elucidates the flaw in a detector with a threshold or a clustering technique as 
a classifier. 
Therefore, this work chose a classifier that made no assumptions about the 
underlying probability density functions or the decision-boundary between classes of the 
extracted feature values, presented relatively low computational burden during training, 
speed in classification—considering the hours of multi-channel data over which the 
detector would be run, and favored the least complicated approach necessary to properly 
define the decision-boundary [166].  Consequently, a k-nearest-neighbor (k-NN) rule was 
the preferred nonparametric architecture for classification.  Classifiers with comparable 
performance using the same artificial feature, such as a probabilistic neural network 
(PNN) and a support vector machine (SVM), were also considered (Appendix F), but 
each the PNN and the SVM possessed disadvantages to a k-NN in computational 
complexity involving classification (Appendix F) and parameters for tuning the classifier 
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[62, 74].  Conversely, testing a k-NN classifier was executed through a distance metric 
(e.g., Euclidean, correlation) and majority rule, training simply required storing the 
feature values in memory, and the only parameter was the value of k, which controlled 
the error rate of the k-nearest-neighbor rule.  In general, as k approached infinity, the 
k-NN rule became optimal in the sense that the error rate of the k-NN rule equals the 
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Figure 3.6-1 This figure illustrates how a detector based on a threshold (bottom left) or a 
fuzzy clustering method (bottom right) for a classifier will produce spurious outputs 
given the inputted feature values (top right) extracted from a homogeneous data segment 
























Figure 3.6-2 This figure illustrates for a two-class feature space the nonlinear, 
nonparametric classification of a k-nearest-neighbor (k-NN) rule with k = 5.  The class of 
a test point (black circle) is simply determined by majority vote on the class labels 
corresponding to the five smallest Euclidean distances from the test point.  
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3.7 Detection and Validation 
3.7.1 Detection 
A detected event was the transition from a zero to a one (beginning time) and one 
to zero (ending time) at the output of the binary classifier as indicated in Figure 3.7-1.  
The marked times permitted measures of events for the pending FIM.  The below figure 









































Figure 3.7-1 This figure portrays the result of the detector (arrows and dots) after 
classification (black solid line).  More specifically, the arrows and dots represent the 
recorded beginning and ending times, respectively, of a detected event as recognized by 
the k-NN classifier.  Essentially no detection delay is apparent because a malleable 





The testing data for the experiment to validate the detector included fifteen, 
single-channel records per subject, none of which were used to craft the artificial features 
or train the classifier. After the detector processed each record in the set of data, an 
algorithm calculated the observed sensitivity and specificity by contrasting the inventory 
of ground-truth markings—manually labeled by the trainer but referenced by the 
experienced epileptologists—against the automatic markings of the binary detector.  Two 
aims directed the work in validating the methodology presented earlier: 1) contrast the 
performance of the method against a naïve detector that relied on a single physics-based 
feature and a threshold and served as a benchmark to investigate if the new approach to 
detecting epileptic oscillation improved conventional detection; 2) assess the 
performance of the new method relative to statistical chance.   
The former aim was achieved using a two-factor analysis of variance (ANOVA) 
with a random effects model followed by a Tukey’s multiple comparisons, when 
necessary, to examine evidence for a statistically significant difference between 
methodologies and across subjects and suggest that the performance for the new approach 
was better.  As benchmarks to juxtapose the presented detector, this work implemented 
two versions of the current most successful methodology for detecting epileptic 
oscillations [136]: the original scheme and a variation of the original scheme that merely 
substitutes an optimal artificial feature for the existing classical feature, root mean 
square.  The latter aim was achieved by computing the probability of the type I error, or 
decision to reject the hypothesis that the performance of the presented method was 
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equivalent to the performance a detector by random chance, after concatenating all 
testing records and performing a permutation test. 
As a final note, it was important to establish the basis for estimating the metrics 
for the performance of the methods on the testing data.  Anticipating human error in the 
precision of the manual markings and a possible, slight delay in triggering due to feature 
extraction in the detector, the value of the sliding window in feature extraction—the 
minimum expected duration of an epileptic oscillation—set a tolerance for any 
discrepancies in exact timing between the ground-truth and experimental markers.  For 
instance, for the two patients mentioned in Section 3.3, tolerances of 160 and 500 
milliseconds determined how to categorize an automatic marking as a true-positive (TP) 
or false-positive (FP) and an event in a testing record as a true-negative (TN) or 
false-negative (FN) given the manual markings.  Thus, for the first (second) subject, an 
automatic mark beyond 160 (500) milliseconds of a manual mark was declared a FP, a 
manual without an automatic mark within 160 (500) milliseconds was declared a FN, a 
TP denoted an automatic mark within 160 (500) milliseconds of at least one manual 
mark, and the remaining duration of unmarked classified data consisted of TN’s.  Having 
counted the catalogued markings and events, the equations in Section 3.4 returned the 
sensitivity and specificity of the binary detector.  Figure 3.7-2 exemplifies the 



















































Figure 3.7-2 This figure illustrates the how automatic marks and events were categorized 
and tallied to compute metrics of performance for the binary detectors applied to records 
with known epileptic oscillations and background activity in this work.  A true-positive 
(a and b) was counted when at least one mark (arrow) occurred within a tolerance (t) of a 
ground-truth event (red dot), otherwise a false-negative (c) was registered.  A 
false-positive (d and e) denoted a mark without a ground-truth event within the tolerance, 




3.8 Mining Frequent Itemsets 
To investigate if epileptic oscillations possessed any potential for pinpointing 
epileptogenic regions, an algorithm for FIM processed long-duration, multi-channel 
IEEG records prior to ictal onset after executing the detector described in the previous 
sections.  The records were continuous IEEG with known times and locations of seizure 
onsets.  Figure 3.8-2 illustrates the approach to reliably cluster electrodes with common 
concentrations of epileptic oscillations. 
Using the structure and terminology for FIM from Appendix E.3, each record was 
segmented into one-minute intervals, where  varied between 20 and 120 minutes.   All 
detected events within each interval per item contributed to a statistical sample of 
EHFO’s that was transformed into a statistical sample of measurements according to a 
chosen feature (i.e., energy).  For all items and all intervals, a statistic (e.g. mean, 
median) of each sample of measures produced a “point-measure,” which represented the 
spatial-temporal item.   Each interval of items was converted to an n-itemset by retaining 
items with a point-measure exceeding the 90
T
th percentile of all point-measures in the 
interval, yielding a database for each record.  The threshold simultaneously served two 
purposes: 1) to account for any false alarms from the detector and 2) to only focus on rare 
items in connection with the feature. 
Subsequently, the FIM mined each database to discover a maximal λ-frequent 
itemset at a given threshold of support between 0 and 1, exclusively.  In this application, 
the support was a very subjective value, indicating the number of occurrences of a 
grouping of electrodes per minute.  Unless otherwise stated, the support was .25, or one 
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Figure 3.8-1 This figure illustrates the application of frequent itemset mining (FIM) to 
continuous, long-duration multi-channel IEEG with epileptic oscillations preceding 
seizure onsets but distributed across electrodes.  The results of a binary detector (upper 
left) are transformed to a matrix of measures given a specific feature.  This matrix 
becomes the input to a procedure that computes subsets of interesting channels over time.  
Finally, APRIORI mines the time-varying subsets to output the most frequently occurring 
subset, which may be of clinical significance upon review.  In this example, the threshold 
(λ) of support (minimum rate of occurrence) for a frequent itemset (reproducible subset 
of channels) equals 2/9, and the maximal λ-frequent itemset, or most reproducible subset 
of channels at the level of support, is {1,3,5}. 
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Chapter 4: Experimental Results 
 
The following four major experimental questions surfaced in contributing a 
comprehensive methodology to detect and analyze epileptic high frequency oscillations, 
which were hypothesized as critical events in mapping pathological networks to 
understand and counteract mechanisms in an epileptic brain: 
1. How can the quality of a feature (classical or artificial) be reliably assessed, and 
how do artificial features compare against the standard classical feature for 
detecting EHFO’s in terms of quality? 
2. What is the performance of a detector framed in Chapter 4 with a quality feature? 
3. Having a reliable detector of a particular epileptic oscillation, are reproducible 
spatial clusters evident in interictal records with long-duration, multi-channel 
recordings of EEG?   
4. What are the characteristics of the epileptic oscillations, and can a model 
duplicate and explain those attributes? 
 
This chapter provides details on the results of experiments that were framed to answer the 
above questions. 
 
4.1 Evaluation of Feature Quality 
 
Section 3.5 presents a means to evaluate the quality of a feature using ROC curves 
to complement probability mass functions or scatter-plots of the feature-space for a single 
subject.  This section applies this technique to the remaining six patients of this work to 
demonstrate that an artificial feature created via an evolutionary algorithm as a more 
suitable feature over root mean square for detecting an epileptic oscillation.  In addition, 
this section furthers the evaluation of features by incorporating measures of 
class-separation (e.g. k-factor) and non-linear regression analysis to estimate—with a 
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certain level of confidence—the quality of a future a-feature.  That is, regression is used 
to project the trade-off between the sensitivity and specificity of a binary detector using 
an a-feature that is created with a certain k-factor.  For all ensuing procedures, only the 
training data described in Section 3.1 is used. 
For seven subjects, three artificial features that were crafted using evolutionary 
algorithms (i.e., GP-CF, GP-DD, PSO-NN) and the RMS were selected for a hypothetical 
binary classifier that declared a decision given a certain threshold and the pair (one per 
class) of a priori probability mass functions per feature.  For each subject-specific 
feature, a threshold slid across the mass functions of the training set to produce the ROC 
curves in Figure 4.1-1 and Figure 4.1-2, permitting the computation of the area 
underneath the receiver-operating characteristic (AUROC) curve, also referred to as the 
area underneath the curve (AUC).  To establish confidence in the values for the AUC at 
the level of 95%, the above steps were repeated after jackknifing the original training set 
for creating the features 10 times, yielding ten values that were bootstrapped to construct 
a confidence interval.  Table 4.1-1 summarizes the values of AUC for each particular 
feature across the seven subjects. 
 
Table 4.1-1 This table holds the values of the AUC as a percentage for each pair of 
feature and subject.  The numbers in bold italics indicate the highest values per subject 
across features.  Overall, artificial features boasted better quality (higher AUC) than the 
classical feature, RMS despite difficult cases (yellow highlighting, last three subjects) in 
discerning classes. 
 
CHOP07 EMRY02 EMRY03 EMRY05 EMRY07 EMRY09 EMRY11
RMS 98.32% 95.74% 99.58% 65.70% 83.45%93.38% 92.92%
GPCF 98.54% 97.81% 99.63% 98.91% 96.21% 98.05% 98.26%
GPDD 98.52% 95.13% 99.61% 99.03% 95.93% 97.10% 98.06%

























































































Figure 4.1-1 This figure illustrates the ROC curves (sensitivity versus specificity) for 
three of the seven subjects.  For each subject, artificially created features by GP-CF 
(green diamonds), GP-DD (blue squares), PSO-NN (purple stars) were benchmarked 
against a standard feature, RMS, (red circles) to determine the best feature to detect 
epileptic oscillations.  Subject EMRY03 (bottom right) aside, artificial features proved 














































































































Figure 4.1-2 This figure illustrates the ROC curves (sensitivity versus specificity) for  
four of the seven subjects.  For each subject, artificially created features by GP-CF (green 
diamonds), GP-DD (blue squares), PSO-NN (purple stars) were benchmarked against a 
standard feature, RMS, (red circles) to determine the best feature to detect epileptic 
oscillations.  Artificial features proved considerably better than RMS because 
characteristic curves approached an ideal ROC. 
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Table 4.1-1 suggests that all artificial features outperformed RMS in terms of 
AUC for a binary detector of epileptic high frequency oscillations using each feature, 
demonstrating overall that features were crafted with better quality than simply selecting 
a feature based upon assumptions about physics or statistics of the events to detect.   In 
particular, features crafted by GP-CF (i.e., EMRY02, EMRY03, EMRY09) or PSO-NN 
(i.e., CHOP07, EMRY03, EMRY05, EMRY07, EMRY11) relatively closely, while 
besting the other features.  Recalling the advantages of a malleable feature noted in 
Section 4.4, the finding that the best feature was obtained using PSO-NN (or a high 
quality feature via GP-DD) was very valuable. 
Figure 4.1-3 depicts another advantage of artificial features over the 
acknowledged classical feature to detect an EHFO: consistency in the relationship 
between separation of classes and anticipated performance of a binary detector and the 
relationship between two similar measures of class-separation.  The below figure, 
captured an observation that artificial features across subjects consistently reflected a 
direct relation between the AUC of the detector and the k-factor of the density curves 
provided to the classifier of the detector and an inverse relation between the k-factor and 
the overlap—both general principles in describing performance in terms of 
class-separation.  On the other hand, the feature RMS presented some contradiction in 
understanding metrics for performance and separation of classes because some subjects 
with low k-factor possessed high AUC and low overlap and vice versa.  In sum, when 
creating an artificial feature, it was accurate to presume that a feature with a high k-factor 



































































Figure 4.1-3 This figure illustrates that the expected AUC versus k-factor for the 
artificial features (top panel) and the overlap versus the k-factor of probability density 
curves for the classifier (bottom panel) were basically both monotonic relationships, 
while the currently accepted feature approximately possessed parabolic relationships for 
each plot.  In short, this suggested a sense of inconsistency with standard feature in 
describing performance in terms of class-separation. 
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Having established a firm means to evaluate the quality of a feature and strongly 
supported the creation of artificial features rather than classical features for binary 
classification, additional work defined an apt analysis to project the quality of a different 
artificial feature crafted from the same training set or a new training set.  In short, the 
following question required answering: “If a future patient-specific, artificial feature will 
be created, what will be the predictable quality of the feature?”  Applying the theory of 
statistical regression to coordinates generated by computing the AUC and the k-factor of 
a few artificial features proved to be an adequate solution for this objective.  More 
specifically, for each subject and evolutionary algorithm, the following steps were taken 
in order to answer the above question: 
1. Create a feature, Φg, per generation, g, for several generations, G, forming a 
set of features . 1 2{ , }GΑ = Φ Φ Φ
2. Choose a subset of features each with relatively dissimilar k-factors, ki, 
providing a spectrum (low to high) of class-separation.  Or in more formal 
notation, choose 1: { : , 0}i i i ik k k iκ ε ε+Β ⊆ Α = Φ ∈Β ∈ + < ∀ > . 
3. Compute the AUC for each selected feature, vi, producing a set of ordered 
pairs, , with a k-factor and an AUC per pair. {( , ) : }k v k vκ υ κ υ× = ∈ ∧ ∈
4. Scatter-plot and regress the coordinates in κ υ× , computing intervals of 
confidence and prediction for the quality of an a-feature. 
 
Figures 4.1-4 through 4.1-6 capture the results of this procedure, which demonstrated that 
evolutionary algorithms created features projecting—with 95% confidence—high 
performance for a binary detector. 
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Correlation between Feature Quality and Projected Detector Performance
f(x) = 1.008*exp(-.0007461*x) + -.7369*exp(-.8569*x)




















































Figure 4.1-4 This figure illustrates the trend (top panel) and reliability (bottom panel) in 
creating a quality a-feature via GP-CF.  The top panel epitomizes the fact that subjects 
with low (high) SNR, such as EMRY09 (EMRY03), yield a-features with low (high) 
k-factors and consequently low (high) quality.  The bottom panel supports the idea that 
future, high-quality a-features can be produced with GP-CF.  That is, the 95% interval for 
predicting new quality features by GP-CF surpasses values of AUC above .9 for k-factors 
greater than 3 and easily reaches the maximum of 1.0.  For k-factors less than 2, marginal 
quality (between .7 and .85) can be achieved. 
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f(x) = 9.202*exp(-0.2447*x) + -8.815*exp(-8.815*x)













































Figure 4.1-5 This figure illustrates the trend (top panel) and reliability (bottom panel) in 
creating a quality a-feature via GP-DD.  The top panel epitomizes the fact that subjects 
with low (high) SNR, such as EMRY09 (EMRY03), yield a-features with low (high) 
k-factors and consequently low (high) quality.  The bottom panel supports the idea that 
future, quality a-features can be produced with GP-DD.  That is, the 95% interval for 
predicting new quality features by GP-DD surpasses values of AUC above .85 for 
k-factors greater than 2 but never reaches the maximum of 1.0.  For k-factors less than 2, 
marginal quality (between .6 and .85) can be achieved.  Because all k-factors are 
relatively low (less than 3), future creation should increase the number of generations 
and/or the size of the initial population before running the GP to improve quality. 
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R = .9166, R2 = 0.8401
f(x) = 1-.5372*exp(-.2821*x2)
R =.9333, R2 = 0.871





























Figure 4.1-6 This figure illustrates the trend (top panel) and reliability (bottom panel) in 
creating a quality a-feature via PSO-NN.  The top panel epitomizes the fact that subjects 
with low (high) SNR, such as EMRY09 (EMRY03), yield a-features with low (high) 
k-factors and consequently low (high) quality.  The bottom panel supports the idea that 
future, high-quality a-features can be produced with PSO-NN.  That is, the two possible 
95% intervals for predicting new quality features by PSO-NN both surpass values of 
AUC above .9 for all k-factors and easily reaches the maximum of 1.0.   
The surprising finding that new high-quality features can be crafted despite cases of poor 
SNR further evinces the effectiveness of PSO-NN in classifying and detecting events. 
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4.2 Validation of the Detector 
In this section, the following three methodologies were statistically tested for 
similarities in performance across six of the seven subjects using an ANOVA-2 and a 
Tukey’s test for multiple comparisons:    
• M1 - the “standard” methodology for detecting epileptic oscillations [136], 
which was based upon an unsupervised threshold of the values of a 
feature-series using root mean square (RMS).  The threshold presumed 
that epileptic oscillations were statistical outliers with values in a 
feature-series always greater than an arbitrary number of standard 
deviations (e.g. 2, 5) of the mean value of the feature-series.   
• M2 – a variation of M1 that addressed key concerns with the approach 
M1.  More specifically, this method substituted an artificial feature created 
via PSO-NN or GP-CF for the RMS and set the threshold for the classifier 
as the threshold corresponding to the optimal point of an ROC curve for 
the a-feature.  The idea of essentially of the latter modification was 
supported by Neyman-Pearson theory [166].  For curiosity, an additional 
modification of M1 keeping the RMS as the feature, but the threshold set 
using an ROC curve was also examined. 
• M3 – the scheme that was presented in Chapter 4 using differentiation and 
band-pass filtering to enhance the time-series, an a-feature via PSO-NN or 
GP-CF and a k-nearest-neighbor rule for classification. 
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One subject was omitted due to difficulty in clipping a sufficient amount of 
baseline data for the testing set.  In the ANOVA-2, the subject served as the first factor (5 
degrees of freedom) and the method (3 degrees of freedom) served as the second factor, a 
total of 23 degrees of freedom (or the number of subjects times the number of methods 
minus one).  The null hypothesis for each factor was that all methods to detect epileptic 
oscillations performed equally in terms of sensitivity and specificity.  Considering each 
the sensitivity and the specificity as test-statistics, the ANOVA-2 returned P-values equal 
to zero after testing statistical similarities in performance for each factor as well as 
potential interactions between the two.  In other words, evidence substantiated the null 
hypothesis as false.  Since all P-values were less than 5%, a Tukey’s test examined how 
at least one method differed from the others (the alternative hypothesis) as illustrated 
through the comparative box-plots in Figure 4.2-1 and Figure 4.2-2.   In short, the 
approaches using an artificial feature improved the sensitivity of detection at the expense 
of lower specificity.  Of the two methods using an a-feature, the one with a tuned 
threshold proved less taxing on specificity than the detector using a nearest-neighbor rule.   
One explanation for this issue is that the less specific detectors could actually 
have been triggering on events missed by the human reviewers because of poor SNR and 
low amplitude in the EEG or events that appear physiological but are pathological.  
Regarding the cases of poorer than expected sensitivity in detection, such as with 
approach M3 with GP-CF on subject E02, it was possible that a missed event was 
surrounded by activity perceived by the reviewer as background though in the same band 
as the event—and possibly tough to discern as an event, resulting in a feature-series that 
rises well beyond the tolerance for the annotated time of each incorrectly detected event 
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and ultimately a very early trigger.  If this case were true, it would necessitate better 
enhancement techniques than that presented, but the techniques would rely on a better 
understanding of the epileptic and physiological oscillations, which is unclear at the 
moment.  In addition, from an engineering standpoint, the a-features could be improved 
by using an alternative metric, such as one based on the AUC perhaps, to create features 
more robust against the trade-off of sensitivity and specificity in a binary detector. 
Table 4.1-2 captures the results of assessing the performance of a binary detector 
using an a-feature relative to chance after applying permutation testing through Monte 
Carlo simulations.  Because the AUC for all binary detectors exceeded 50 percent—the 
value for a random detector—Table 4.1-2 merely evinced the expected outcome that no 
binary detector would perform less than or equal to chance.  Nonetheless, for 
completeness in statistically validating the suggested approach to detecting epileptic 
oscillations, the Monte Carlo testing confirmed expectations with P-values less than 1% 
for specificity and practically zero for sensitivity. 
 
Table 4.2-1 This table holds the values of the type I error per subject for rejecting the 
null hypothesis that M3 using an a-feature via PSO-NN (a) and GP-CF (b) performs 
equal to chance in terms of sensitivity (SENS) and specificity (SPEC).  All values are 
below the significance level of 5%, meaning the results are unlikely to be a statistical 
fluke, which was expected upon recalling the ROC curves in Figure 4.1-1 and Figure 
4.1-2. 
 
 CHOP07 EMRY02 EMRY03 EMRY05 EMRY07 EMRY09
SENS 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
SPEC 0.00% 0.11% 0.00% 0.00% 0.01% 0.29%
CHOP07 EMRY02 EMRY03 EMRY05 EMRY07 EMRY09
SENS 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%















































































































































































Figure 4.2-1 This figure captures the statistically significant differences in terms of 
sensitivity between four binary detectors (left to right, M1 = RMS feature with arbitrary 
threshold, M2c = RMS feature with tuned threshold, M2d = artificial feature with 
arbitrary threshold, M3 = artificial feature with a k-NN rule) tested on data with 
ground-truth markings for six subjects (left to right, C07, E02, E03, E05, E07, E09), 
where the artificial feature was created using PSO-NN (top panels) or GP-CF (bottom 
panels).  With the exception of C07 and E02 for PSO-NN and C07 for GP-CF, M3 
proved the best detector.  In the latter case, M2d was the best, demonstrating that 
a-features were still improved detection.  The notch in each box demarcates the interval 














































































































































Figure 4.2-2 This figure captures the statistically
specificity between four binary detectors (left to rig
threshold, M2c = RMS feature with tuned thres
arbitrary threshold, M3 = artificial feature with 
ground-truth markings for six subjects (left to rig
where the artificial feature was created using PSO
panels).  Not triggering on many events—exceeding
high specificity exhibited by M1.  The remaining 
trade-off between sensitivity and specificity in de
relied on an artificial feature, achieved at least 80% 
d), while the other detector using an a-feature perfor
each box demarcates the interval of confidence in th
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ht, C07, E02, E03, E05, E07, E09), 
-NN (top panels) or GP-CF (bottom 
ly low sensitivity—contributed to the 
methods demonstrated the expected 
tection.  The approach M2d, which 
specificity except in one case (star in 
med less well (arrows).  The notch in 
e true median metric of performance 
4.3 Recognition of Putative Epileptic Networks 
This section discusses the results of applying FIM to testing data of interictal 
records from patients with neocortical epilepsy consisting of multiple IEEG electrodes 
over interictal intervals ranging from several minutes to two hours after detecting a 
particular EHFO in the same recordings.   The goal of this experiment was to investigate 
if the EHFO’s clustered in particular regions of the brain and if any of those regions 
coincided with epileptic networks (e.g., the EZ, the SOZ) in each subject. 
Considering the results in Section 4.2, the detector using the subject-specific 
a-features crafted by GP-CF and a k-nearest-neighbor rule as a classifier was chosen to 
detect the epileptic oscillations.  For each subject, the k-NN rule relied on five neighbors, 
the sliding window for extracting the feature was computed according to Section 4.3, and 
the displacement of the sliding window was arbitrarily set to one quarter the size of the 
sliding window.  Typically, the support for the FIM was 25%—one cluster of epileptic 
activity every four minutes—but differed depending upon the actual prevalence of 
EHFO’s within each record.  More specifically, if the record was sparse (dense), then the 
support was decreased (increased).  The spatial-temporal matrix contained the mean 
energy of the detected signatures because Worrell and others demonstrated that the 
average high-frequency energy from epileptic brain was significantly greater (p-value 
<0.05) than in the normal control  brain [53].  Only measures greater than the 90th 
percentile of all measures were retained as a database inputted to the FIM. 
The following subsections (one per patient) present the results of this analysis.  
Section 4.3.1 provides more detailed results than the other divisions to further illustrate 
the utility of the FIM.  Section 4.3.8 summarizes results of all subsections. 
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4.3.1 EMRY03 (E03) 
Eight interictal records were processed for this patient.  Definite seizure onsets 
were visible most often in electrodes RT1-6, RIT1-4, and at times in RIF1-4.  
Interestingly, LIT3-4 sometimes demonstrated epileptic high frequency oscillations 
during ictal onset.  The epileptologists marking this record indicated that the epileptic 
focus appeared to be RT4-6.  Epileptic oscillations were detected across channels over 
time in each record but clustered in a few sites.  Moreover, the clusters were primarily 
located within the SOZ, supporting hypotheses that EHFO’s might be useful in 




Figure 4.3-1 This figure illustrates the SOZ for E03, which typically began in RT1-6 








Figure 4.3-2 This figure exemplifies the input to the module that statistically clusters the 
spatial-temporal distribution of EHFO’s using FIM for subject E03. Already it can be 
observed from the two different interictal records that certain channels (e.g., RT5, RT6, 




































Figure 4.3-3 This figure illustrates the output to the module that statistically clusters the 
spatial-temporal distribution of the energy of EHFO’s for E03 using FIM with four 
different sizes of clusters at a support of 40%.  The single most frequent channel (bottom 
right panel) was RIT1, which coupled with two other channels (RT5, RT6) in the SOZ 
























Figure 4.3-4 This figure illustrates the output to the module that statistically clusters the 
spatial-temporal distribution of the energy of EHFO’s for E03 using FIM with four 
different values of support: 25% (top left), 30% (top right), 40% (bottom left), and 50% 
(bottom right).  The support determines the coupling of frequent channels with higher 








4.3.2 CHOP07 (C07) 
Fourteen interictal records were processed for this patient.  Seizure onsets were 
clearly discernible in electrodes 65, 66, 67, 68, 74, 81, 82, 91, and 92 with channels such 
as 34, 35, and 119 sporadically exhibiting seizures but always high frequency energy 
mainly before the ictal onsets in the other channels.  In each record, epileptic oscillations 
were detected only in certain channels over time and clustered in even fewer sites that 
were located either within or near the SOZ, supporting hypotheses that EHFO’s might be 




Figure 4.3-5 This figure illustrates the SOZ for C07, which typically consisted of 














Figure 4.3-6 This figure exemplifies the input to the module that statistically clusters the 
spatial-temporal distribution of EHFO’s using FIM for subject C07.  It is the measure 











































Figure 4.3-7 This figure illustrates the clustered electrodes for four different records 
from C07 at a support of 30%.  Often the coupled channels coincided with or were near 













4.3.3 EMRY02 (E02) 
Six interictal records were processed for this patient.  Ictal onsets were most often 
visible in electrodes LIF1-2 and RIT4-6, while at times in LIT2-4.  The epileptologists 
who reviewed this record suggested RIT4-5 as the epileptic focus.  The detection of 
epileptic oscillations varied each record affecting the overall results of the FIM, 
necessitating different thresholds across records and resulting at times in clusters outside 




Figure 4.3-8 This figure illustrates the SOZ for E02, which typically consisted of 












Figure 4.3-9 This figure exemplifies the input to the module that statistically clusters the 
spatial-temporal distribution of EHFO’s using FIM for subject E02.  It is the measure 



























Figure 4.3-10 This figure illustrates the clustered electrodes for four different records 
from E02 at a four levels of support: 17% (top left), 65% (top right), 50% (bottom left), 
and 35% (bottom right).  In some records, the coupled channels included electrodes in 





4.3.4 EMRY05 (E05) 
Four interictal records were processed for this patient.  Ictal onsets were most 
often visible in electrodes RT2-5, RIT1-4, and RIF1-4.  The epileptologists who reviewed 
this record selected RT2-3 and RIT1-2 as the epileptic focus.  Interestingly, applying FIM 
to the epileptic oscillations detected across each record most consistently yielded clusters 




Figure 4.3-11 This figure illustrates the SOZ for E05, which typically consisted of 












Figure 4.3-12 This figure exemplifies the input to the module that statistically clusters 
the spatial-temporal distribution of EHFO’s using FIM for subject E05.  It is the measure 



























Figure 4.3-13 This figure illustrates the clustered electrodes for four different records 
from E05 at a support of 25%.  The EHFO’s were most consistently concentrated in 







4.3.5 EMRY07 (E07) 
Ten interictal records were processed for this patient.  Seizure onsets were 
apparent in electrodes LT1-4, LIT1-3, LIF1-2, and RIF1-4.  The epileptologists who 
reviewed this record noted that the epileptic focus varied depending on the record (i.e., 
RIF, LIT, LT), making it difficult to localize.  Epileptic oscillations were detected in 
several electrodes per record, however the overall results of applying FIM to the records 




Figure 4.3-14 This figure illustrates the SOZ for E07, which variably included of 












Figure 4.3-15 This figure exemplifies the input to the module that statistically clusters 
the spatial-temporal distribution of EHFO’s using FIM for subject E07.  It is the measure 























Figure 4.3-16 This figure illustrates the clustered electrodes for four different records 
from E07 at a support of 25%.  Despite difficulty in localizing the epileptic focus by an 
epileptologist, the FIM consistently pinpointed electrodes in the LT area as an 





4.3.6 EMRY09 (E09) 
Ten interictal records were processed for this patient. The epileptologists who 
reviewed this record observed a broad epileptic focus in the right area of the brain 
encompassing the regions RIF, RIT, and RT.  However, seizure onsets transpired in 
nearly all the electrodes—left and right regions of the brain—after surveying all records.  
Epileptic oscillations were detected in several electrodes per record, and the overall 
results of applying FIM to the records returned consistent combinations of the electrodes 




Figure 4.3-17 This figure illustrates the very broad SOZ for E09, where a seizure 












Figure 4.3-18 This figure exemplifies the input to the module that statistically clusters 
the spatial-temporal distribution of EHFO’s using FIM for subject E09.  It is the measure 



























Figure 4.3-19 This figure illustrates the clustered electrodes for four different records 
from E09 at a level of support equal to 10%.  In most records, the coupled channels 






4.3.7 EMRY11 (E11) 
Five records were available for this subject with the SOZ apparently localized to 
the right side of the brain in areas RIT, RT, and RIF.  As displayed in Figure 4.3.7-1, 
measuring the putative epileptic events collected by the binary detector lead to 
comparable values of energy throughout nearly all the intervals and channels in each 
record.  Because of this low discrimination in the measure matrices, mining the epileptic 
oscillations with such input would not reliably cluster electrodes.  Figure 4.3-22 





Figure 4.3-20 This figure illustrates the SOZ for E11, which included electrodes RIT2-4, 








Figure 4.3-21 This figure exemplifies the input to the module that statistically clusters 
the spatial-temporal distribution of EHFO’s using FIM for subject E11.  The measure 









Figure 4.3-22 This figure illustrates the results of FIM applied to a measure matrix with 
poor discrimination of energy in detected interictal epileptic oscillations throughout the 
intervals and channels of a record from E11.  The FIM was applied at a level of support 
equal to 69%.  The apparent SOZ for this subject according to a physician was RIT, RT, 
and RIF.  In most records for this patient, FIM could not putatively identify (couple) 




In six of the seven subjects, applying FIM to multi-channel, long-duration 
interictal records in which epileptic high frequency oscillations were detected 
consistently yielded clusters of electrodes that typically formed regions near or within the 
seizure onset zone.  Thus for a total of 52 out of 57 interictal records, FIM coupled 
electrodes that were primarily located within the SOZ, supporting hypotheses that 
EHFO’s might be useful in pinpointing the SOZ.  Furthermore, in the occasions when 
interictal oscillations were clustered in channels outside of the SOZ, the FIM likely 
identified neurodegenerative tissue in the epileptogenic zone since the events were often 
associated with ictal activity in the SOZ. 
Reviewing the IEEG of the only patient for which using FIM would not have been 
successful, the following sources of error were considered: 1) the patient possessed 
training data with high SNR but the testing data exhibited poor SNR, resulting in the 
creation of a feature with high quality (separation between epileptic and non-epileptic 
interictal oscillation) that was ill-conditioned for proper detection; and 2) the a-feature 
was correct while the   detections appearing spurious were true epileptic oscillations that 
were extremely minute and indistinct.   If the former case were true, a set of training data 
that included the noise from the testing data—providing a more adequate sample for 
crafting the artificial feature and classifying the testing data—would have helped. 
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4.4 Characterization of Epileptic High Frequency Oscillations 
Having designed a means to accurately detect and mine the epileptic high 
frequency oscillations, this section was dedicated to characterizing the events.  The 
following techniques of analysis were considered: 
• Regression of normalized histograms for specific measures (i.e., amplitude, 
frequency, phase, duration) of the aberrant oscillations. 
• Hidden Markov Modeling using regressed probability mass functions for 
measurements of the epileptic events.  
• Reproducibility of the selected genetically programmed c-features.  That is 
observing whether or not the GP consistently selected certain classical features 
that were input for the stochastic global search algorithm.  
 
4.4.1 Regression of Normalized Histograms 
The seemingly sinusoidal behavior of the epileptiforms lead to the presumption 
that the oscillations could be described as a random process with the equation 
( ) cos(2 ) ( ), 0ehfo t t t tα πϕ θ ε τ= ⋅ + + ≤ ≤ , where the random variables , , , ,and ( )tα ϕ θ τ ε  
were parameters for the amplitude, frequency, phase, duration, and additive noise for the 
signal.  The aim was to potentially make sense of the epileptic oscillations by regressing 
the probability mass functions for , , ,andα ϕ θ τ  since probability functions convey 
important information about a variable—or the process yielding a variable—in the theory 
or application of a physical problem.   In addition, the events could be modeled (Section 
4.4.2) using statistics of the regressed probability density functions. 
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The probability distribution function for ( )tε  was assumed to be a standard 
normal distribution.  Figure 4.4-1 illustrates the probability mass functions that 
characterize each measure of the abnormal electrographic activity.  For each sample of 
measures, several distributions (e.g., Normal, Log-Normal, Weibull, Rician) were 
regressed and the log-likelihood ratio in Equation 4.4-1 was computed for each 
regression. 
 
                                               0sup{ ( | ) : }( )
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In Equation 4.4-1, considering a single distribution that was regressed on a sample of 
measures, x, the numerator of the likelihood-ratio was the maximum of the likelihood 
function, ( | )L xη , under the null hypothesis that parameters of the distribution, η, equal 
specific values, , and the denominator was the maximum likelihood when the 
parameters can take on many values in the parameter space, 
0Η
Η .  The distribution with the 
highest log-likelihood ratio, Λ , determined the best regression.  Alternatively, the 
distribution with the lowest magnitude of the log-likelihood ratio, Λ , determined the 
best fitting curve for the observed sample. 
Interestingly, the best regression for , , and α ϕ τ resulted in the same probability 
curve, or sum of such distributions in the case of the frequency of the events: an inverse 

















 for the random variable x.  In contrast, the best fitting distribution for the phase of the 
measured epileptic oscillations was the uniform distribution, which was expected 
recalling typical problems to define wide sense stationary random processes in the theory 
and literature for communications systems.   
Figure 4.4-2 captures the trend in log-likelihood across all feasible distributions 
and all the measures excluding the phase-angle.  Meanwhile, Figures 4.4.1-3 through 
4.4.1-5 are the results from bootstrapping the mean measures of the epileptic oscillations 
and computing the mean for each bootstrapped sample to provide perspective on how the 
mean and spread for each measure of an EHFO under the inverse Gaussian distribution 
varied per subject.  For each subject, bootstrapping the mean value of the phase yielded 
coincident probability distributions centered at 
2
π  as represented in Figure 4.4-6. 
Considering that results of the stochastic regression lead to an inverse Gaussian 
distribution in characterizing parameters of an abnormal action potential preceding 
seizures and that an inverse Gaussian distribution describes the distribution of the time 
taken by a particle in Brownian motion to reach a fixed distance [172, 173], a classical 
model for the firing behavior of a simple network of neurons came to mind [170, 171] as 
a plausible perspective on the epileptic high frequency oscillations in the EEG.  More 
specifically, the work of Gerstein and Mandelbrot [170] proposed the following 
paradigm, which satisfactorily suited observed data and simulations via Monte Carlo 
methods: if the electrical potential of a neuron could be quantified while excitatory 
(inhibitory) inputs increase (decrease) the membrane to (from) an action potential, or 
firing potential, then the time the membrane fires can be approximated by the first hitting 
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time of a certain threshold of electrical and chemical synapses for a Brownian motion 
with drift.  The first hitting time, or hitting time, is simply the first time in which a 
random process reaches an inevitable stopping condition before the process is renewed. 
Briefly, Brownian motion refers to the physical phenomenon of the random 
movement of particles suspended in a fluid due to the instantaneous imbalance in the 
force exerted by the small liquid molecules on the particle.  An analogy that can help 
understand this concept is the movement of a large balloon—suppose 10 meters in 
diameter—through an area widely crowded with people who hit the balloon at different 
times and in different directions with the motions being completely random [172] after an 
initial period of rest.  At a certain time, depending on the number of persons hitting the 
balloon, the force (direction and magnitude) at which they hit the balloon, the balloon 
may move due to an imbalance forces (the sum of the forces is not zero).  If such 
imbalance exists at all times, the people generate random motion for the balloon.  
Similarly, since a water molecule is about 1 nm and the pollen particle is roughly 1 µm in 
diameter—approximately 1000 times larger than a water molecule—the pollen particle 
can be considered as an extremely large balloon that is constantly being pushed by water 
molecules [172].   
Combining the abovementioned notions, this research supposed that the action 
potential for an epileptic oscillation resulted after a network of dysfunctional neurons in 
synaptic transmission (movement) until a cluster of degenerate neurons (Brownian 
particles) fired, having reached the firing threshold (hitting time) for the network, before 
repeating the process.   Moreover, this work hypothesized that the inverse Gaussian 
probability density function aptly described the three measurable parameters directly 
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related to how the neuronal cluster attained sufficient electro-chemical potential (through 
superposition) to yield an action potential—essentially a noisy sinusoid: amplitude, 
frequency, and duration.  Furthermore, the voltage recorded by an IEEG electrode (the 
balloon) during an epileptic oscillation perhaps measures the action potential (total force) 
of many dysfunctional neurons (particles) rapidly firing (force of hitting the balloon) for 
a period of time (force duration) near the electrode at different times (force frequency) 
with different amplitudes (force magnitudes). 
 
igure 4.4-1 This figure illustrates the results of regressing the histograms for the 
amplitude and peak-to-peak-amplitude (top left), frequency (top right), phase (bottom 
 
F
left), and duration (bottom right) for a sample of epileptic oscillations.   The Inverse 
Gaussian distribution best fit all measures except the phase, for which a uniform 
distribution on the interval 0 to pi was apt. 
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Figure 4.4-2 This figure represents the finding that the Inverse Gaussian distribution 
) best fit all measures, excluding the phase, according to the magnitude of the 




stratified by subject and aggregated for all subjects (EMRY00), revealing a unique 
circumstance in which the Inverse Gaussian distribution exhibited the lowest values of 
































igure 4.4-3 This figure captures the mean and the standard deviation of the Inverse 
Gaussian distribution characterizing the peak-to-peak amplitude of an epileptic 






































































Figure 4.4-4 This figure captures the mean and the standard deviation of the Inverse 
Gaussian distribution characterizing the frequency of an epileptic oscillation for each of 











Figure 4.4-5 This figure captures the mean and the standard deviation of the Inverse 




























































Figure 4.4-6 This figure captures the mean and the standard deviation of the Uniform 
distribution characterizing the phase of an epileptic oscillation for each of the seven 
subjects.  A single PDF is illustrated to point out that each was practically the same and 






4.4.2 Hidden Markov Modeling 
Regressing the histograms not only provided a possible analogue as for 
understanding the physics of the epileptic oscillations preceding seizures but also 
supported a simple model to simulate an EEG signal with the pathological events 
examined in this research.  Although it was not intended to develop a system that 
rigorously reproduced interictal EEG, expanding such a model to incorporate other 
normal and abnormal electrographic waveforms (e.g., seizures, theta rhythms, spikes) 
could be useful in optimizing certain techniques (e.g., electrical stimulation) to 
effectively treat epilepsy, especially when obtaining actual data from humans for that 
purpose is sparse or unethical.  In addition, the model could readily facilitate a proof of 
concept for proposed methods to analyze EEG from subjects with epilepsy.  Furthermore, 
the model could eliminate the burden to mark epileptic oscillations for training classifiers 
and algorithms to produce optimal features. 
A discrete time hidden Markov model (HMM) proved an adequate framework to 
replicate electroencephalograms from a patient with epilepsy.  In a discrete time HMM, a 
sequence of unobservable states at successive times transpires in which each state emits a 
visible symbol.  A transition probability matrix, or transition matrix, contains likelihoods 
of leaving one state for another, while an emission probability matrix or emission matrix, 
contains likelihoods of returning an output in the current state.  A HMM matched the 
application of generating synthetic data because one should observe a particular type of 
electrographic activity but not the state of the model that dictated the artificial output.  In 
fact the HMM was apt considering the review of actual EEG.  References [166-168] can 
be reviewed for more detailed information on HMM. 
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The simple HMM in Figure 4.4.2-1 controlled the addition to a filtered, random 
white-noise process of an epileptic event (state 3) according to 
( ) cos(2 ), 0ehfo t t tα πϕ θ τ= ⋅ + ≤ ≤ , an oscillation epitomizing the mixture of an alpha 
rhythm and a beta rhythm (state 2) according to 
1 1 1 2 2 2( ) cos(2 ) cos(2 ), 0 abv t t t tα πϕ θ α πϕ θ τ= ⋅ + + ⋅ + ≤ ≤ , or no event for a duration of 
one second (state 1), thereby modifying the efforts of Penny and Roberts [169].   The 
parameters , , ,andα ϕ θ τ  in  were determined by the regressed probability density 
functions and corresponding statistics in Section 4.4.1, while the parameters for the 
amplitude (µV/mm), frequency (Hz) and phase of the mixture of rhythms, v(t), were 
presumed to possess the following probability density functions in that order: 
( )ehfo t
• Uniform (a=0, b=1) for abτ , 1 2andα α . 
• Uniform (a=8, b=12) for 1ϕ  and Uniform (a=12, b=20) for 2ϕ . 
• Uniform (a= π− , b=π ) for 1 2andθ θ . 
 
Observing the real interictal IEEG, arbitrary values for the time-independent probabilities 
of the transition matrix (A) were set.  Figure 4.4.2-1 and Figure 4.4.2-2 demonstrate the 
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.  The emission matrix 
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 since the emissions were considered two 



































Figure 4.4-7 This figure juxtaposes data from a real EEG signal (top) and a synthetic 
EEG signal (bottom) that was produced via a hidden Markov model with arbitrarily 
defined parameters.  The signals are very similar in content, including the epileptic events 
(dots).  Improvements to the simulated data can include states that generate the slow 
























Figure 4.4-8 This figure illustrates the success of the model to make an artificial EEG 
signal (top).  When the synthetic data was processed with a genetically programmed 
feature (middle) created from the epileptic high frequency oscillations and normal 
activity in actual electrographic recordings, the resulting feature-series highlighted 
(arrows) the epileptic events (dots) that the HMM generated according to the 







4.4.3 Reproducibility of the C-Features Selected by the Genetic Programming 
When the GP initializes, a random population of solutions for feature-fusion 
(selection and transformation of c-features) is generated.  This first population certainly 
affects the final population of possible solutions from which the optimal function for 
fusion is chosen, but is the effect significant; and more importantly, does the final 
function consistently choose a set of features or feature-domains?  If so then certain 
features and/or feature domains clearly distinguish an abnormal event, such as an EHFO, 
from normal baseline activity thus characterizing that event. 
This question was investigated by setting up the query as a frequent itemset mining 
problem, where the item was a feature, making all itemsets a subset of features from the 
complete list of features given to the GP.  The GP was run 100 times, at varying number 
of generations (i.e. 5, 10, 20, 30, 35) per trial for each subject.  Once the 100 solutions 
per subject were obtained, each solution was parsed to extract the subset of features 
chosen by the GP to create an optimal feature.  Consider now the 100 trials for a specific 
number of generations for a particular subject.  The 100 subsets of features resulting from 
the trials were input to the frequent itemset mining algorithm, which with statistical rigor 
returned the most frequent subset of features contributing to a genetically programmed 
feature.  Thus, if the FIM returned set A containing, for instance, the features curve 
length, entropy, and kurtosis as the maximally frequent itemset for 53 occurrences, then 
more than half of the time that the GP is run it will likely produce an optimal artificial 
feature relying on at least those three features.  Such a result would not only demonstrate 
some consistency in the heuristics of the GP to pick features but also suggest something 
interesting and important about the few features that were selected. 
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 Below Table 4.4.3-1 and Table 4.4.3-2 portray the propensity of the genetic 
programming algorithm to pick the same subset of features.  Table 4.4.3-1 contains the 
subsets represented by a row of indices (e.g., 6 5 10 1, 8 6 1) taken from the complete set 
of features—taken from Appendix B—listed in Table 4.4.3-2 with the number of 
occurrences for a particular subset in parentheses and the most frequent item in the 
itemset (subset of features) as the last index in the row.  It was interesting to note that the 
GP consistently never returned a set with only one feature, although curve length often 
appeared in the majority of subsets.  Furthermore, the root mean square did not appear as 
frequently in subsets as did curve length or peak frequency, meaning that optimal features 
to distinguish epileptic and non-epileptic oscillations were routinely achieved without any 
needed contribution from RMS.   
In most subjects, the number of generations of the GP affected the subset that 
FIM returned.  For patients E02 and E11, however, this was not the case because the FIM 
always clustered the features peak frequency, mean periodogram magnitude, kurtosis, 
and curve length for E02 and the features peak frequency, mean periodogram magnitude, 
and curve length for E11.  For the remaining subjects, the at least one of the features in 
the maximally frequent itemset for a specific number of generations of the GP remained 
in the maximally frequent itemset for each of the other number of generations, again 
implying worth in the particular feature over others because of its recurrence.  For 
example, the max frequent itemset for patient E09 varied in size and items across, yet 
consistently the GP selected peak frequency, which was mined in every itemset.  A 
similar finding held for subject C07 and curve length.  In sum, these results evince the 




Table 4.4-1 List of classical features inputted to the GP for the experiment to evaluate the 






Table 4.4-2 List of classical features inputted to the GP for the experiment to evaluate the 






Subject 5 10 20 30 35
C07 4 1 (18) 3 1 (25) 3 1 (25) 3 1 (26) 2 3 1 (10)
E02 6 5 10 1 (17) 6 5 10 1 (24) 6 10 5 1 (26) 6 5 10 1 (33) 6 5 10 1 (30)
E03 11 1 (15) 6 1 (18) 6 1 (15) 11 1 (10) 11 1 (17)
E05 1 2 (15) 1 4 (15) 4 1 (20) 6 10 2 (10) 10 2 (16)
E07 1 4 (17) 8 4 (16) 2 4 (15) 10 4 (16) 1 2 (16)
E09 4 6 2 (10); 6 2 1 (10) 4 2 6 (13); 2 6 1 (13) 8 6 1 (13) 8 6 4 2 (11) 2 6 1 (13)
E11 6 5 1 (17) 6 5 1 (19) 6 5 1 (14) 6 5 1 (16) 6 5 1 (22)
01                     CurveLength
02                  RootMeanSquare
03              MeanRectifiedValue
04                       Crossings
05                     MeanPeriodo
06                        PeakFreq
07                             Iqr
08                             Std
09                        Skewness
10                        Kurtosis
11                  ShannonEntropy
12                    RenyiEntropy
13                      Complexity
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Chapter 5: Conclusion & Future Research 
 
5.1 Conclusion 
This work advances the state of the art in research on epilepsy by providing a 
sound, general framework for the automatic detection and analysis of epileptic 
oscillations given multi-electrode, intracranial electroencephalograms recorded for long 
durations prior to ictal onset.  Appropriately, this framework answers a substantial need 
demanded by convergent literature, scientific meetings, and medical discussion: a 
diagnostic tool to reliably map an epileptic network of dysfunctional brain represented by 
clusters of intracranial electrodes with frequent bursts of epileptic interictal activity.  
More importantly, this work provides decision-support for epileptologists to more 
effectively study and the treat millions of persons worldwide who are afflicted with 
epilepsy. 
The presented approach to detect interictal epileptiforms bests a naïve 
“benchmark,” achieving measures of performance with statistically significant 
differences between the benchmark and new methods over testing data from six subjects 
according to a two-factor ANOVA.  The application of an evolutionary algorithm, chiefly 
genetic programming, to create an artificial feature that optimally distinguishes between 
epileptic and non-epileptic events classes is the essential reason for the improvement over 
the benchmark.  The use of evolutionary algorithms readily resolves recurrent issues in 
previous work to develop an adequate detector of interictal epileptiforms, namely the 
scaling of features to prevent misclassification due to dominant (with larger variance) 
features, the selection of primary features for the best class-separation, and the fusion of 
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primary features considering the curse of dimensionality, which implies that 
high-dimensional feature-spaces have the potential to be very complex relative to 
low-dimensional feature-spaces.   
Moreover, this work introduces the computation of an ROC curve to evaluate the 
quality of a feature for the detection of interictal epileptic oscillations, showing that high 
quality features exhibit high values for the area beneath the ROC and that evolutionary 
algorithms could produce a-features with higher quality than c-features.  In fact, 
scatter-plots of AUC (projected performance) versus k-factor (class-separation) and 
regression of nonlinear curves within the plots revealed that evolutionary algorithms 
produce high-quality features, especially if the heuristics converge to high k-factors, a 
result that depends upon the SNR of the training data for each subject.  Additionally, a 
detector using a k-nearest-neighbor rule for classification rather than the conventional 
choice of a threshold typically performs better the benchmark across subjects because the 
k-NN rule better classifies the nonlinear feature-space dictated by the data in this 
problem.  Therefore, for a binary detector of epileptic oscillations, this work 
demonstrates that an evolutionary algorithm is an excellent technique to provide a feature 
and nonlinear classifiers, such as a k-NN, were more appropriate than simple thresholds. 
Identifying epileptogenic regions, for instance the seizure onset zone, as a subset 
of electrodes among many intracranial electrodes is delineated as a mining problem.  
Applying a frequent itemset mining algorithm to multi-electrode, long-duration interictal 
data from six subjects after detecting epileptiforms within the records demonstrates that 
FIM can reliably map epileptic networks because the algorithm routinely outputs certain 
clusters of intracranial electrodes with high concentration of interictal epileptic energy, 
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which coincided with the seizure onset zone in each record.   Because the epileptic 
interictal oscillations are primarily concentrated within the SOZ, this work not only 
supports hypotheses that epileptic oscillations might be useful in pinpointing the SOZ but 
also suggests that the FIM isolates sites of dysfunctional tissue when the events clustered 
in channels near (outside of) the SOZ. 
Calculating histograms and regressing probability density functions for selected 
features of the epileptic oscillations in the training data of this study helps to characterize 
the epileptiforms as a multivariate random process, facilitate the use of a simple hidden 
Markov model to simulate interictal IEEG for the first time in literature, and explain the 
occurrence of the oscillations from damaged neurons with Brownian motion as a 
plausible physical analogue.  Building upon this analysis by applying it to other 
waveforms in the IEEG may provide more depth or breadth in understanding the 
mechanisms of epilepsy and improve the HMM to generate data nearly identical to actual 
IEEG. 
Overall the above analyses comprises the first application of evolutionary 
algorithms, frequent itemset mining, receiver operating characteristic curves, regression 
of probability density curves, Markov modeling, and multifactor analysis of variance in 
validation to establish a methodical solution for electrographically isolating, analyzing, 
and synthesizing appreciably epileptic brain. 
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5.2 Future Research 
The following subsections briefly discuss the projected design of some future work 
stemming from the presented research. 
 
5.2.1 Alternative Evolutionary Algorithms for Creating A-Features 
Although this work strongly emphasizes the role of evolutionary algorithms to 
create and combine features, only two algorithms were considered among many other 
similar heuristics (e.g., grammatical evolution, shuffled frog leaping, ant colony 
optimization).  A survey of these procedures applied to the data of this research to 
produce high-quality features would be interesting to compare results, trade-offs, and 
properties of each technique, considering the differences between each in stochastically 
traversing the fitness landscape.  
 
5.2.2 Improving the HMM that Simulates Interictal IEEG 
Improvements could be made to the presented HMM in order to generate data 
nearly identical to actual interictal IEEG by incorporating supplementary normal and 
abnormal electrographic waveforms (e.g., seizures, theta rhythms, spikes, sharp waves) 
and parameters to control the apparent SNR. 
 
5.2.3 Dynamic Spatial Frequent Itemset Mining 
This work presents the application of FIM to map putative epileptic networks in a 
static diagnostic mode, where an entire long-duration, multi-electrode record of interictal 
activity was processed to yield one cluster of considerably epileptogenic electrodes.  Now 
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implement the same methodology in a dynamic diagnostic mode.  That is, repeatedly run 
the FIM algorithm in small windows of time (several minutes) still over long durations 
and multiple electrodes with epileptiforms presumably bursting in a subset of sites, 
observing the results at each increment of executing the algorithm.  Does this result 
converge (in a sense) to the result of applying the static diagnostic approach? 
 
5.2.4 Frequent Itemsequence Mining 
The work is only concerned with mining itemsets, but not the associations 
between items within an itemset.  For instance, if a maximally frequent itemset for a 
particular subject equaled {2, 6, 7, 1, 4, 3}, with each number representing a channel in 
the cluster, perhaps the following was the sequence in which the cluster formed, which 
may hold some significance in understating the mechanisms of the epilepsy for the 
subject: { .  Thus, in this problem, mining 
itemsequences and their connections becomes important. 
2, 7}, {2, 7, 4}, {2, 6, 7, 4} , {2, 6, 7, 1, 4, 3}
 
5.2.5 Correlation Analyses 
Foremost, it is important to contrast an analysis of electrographic recordings in 
epileptic tissue using the presented methodology before resective surgery with clinical 
outcomes after treatment to investigate the following: 1) change the severity of seizures, 
if any transpire; 2) change in epileptogenic regions, if applicable; and 3) efficacy of 
therapy.   This study would probe the existence of a relation between the chosen area for 
treatment and clustered electrodes in the analysis according to the abovementioned 
factors.  The most favorable result of this study would demonstrate that resection of the 
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epileptic network as identified by the cluster made a patient seizure-free, proving the 
analysis key in completely pinpointing the epileptogenic zone.   
Secondly, if the technical difficulties of simultaneously recording fMRI and EEG 
data with high quality can be resolved, then inspecting the moments in time when an 
epileptic oscillation changes the electrographic activity in the EEG and possibly the 
functional measures of the MRI would be an interesting examination to explain epileptic 
oscillations from a new viewpoint if any correlations exist between the two types of data.   
Lastly, video recordings along with EEG may be helpful to observe if the patient 
experienced any auras or physical responses when an interictal epileptic event occurred, 
providing yet another standpoint on the epileptiforms.  Perhaps a correlation between the 
magnitude of the response and a key parameter of the interictal event holds that can aid 
therapeutic means to control epilepsy. 
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Appendix A: List of Protected Functions 
 
 
Table A-1 List of the protected functions, corresponding symbols and protection (if 





Function Symbol Protection 
Addition + N/A 
Subtraction – N/A 
Multiplication × N/A 
Division ÷ Output 0 when denominator input is zero 
Square ( )2 ( )2
Cube ( )3 ( )3
Square root  Apply an absolute value operator before radical 
Natural logarithm ln 
Output zero for an argument of zero; and  
Apply an absolute value operator to 
negative arguments 
Absolute value |  | N/A 
Sine sin N/A 
Cosine cos N/A 
Arctangent atan N/A 
Maximum max N/A 
Minimum min N/A 
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Appendix B: Library of Classical Features 
 
 
This appendix contains a list of conventional, or classical features (c-features) that 
were considered as input to the genetic programming (GP) procedure for the creation of 
artificial features that optimally discern specific epileptic oscillations from background 
activity in an EEG time-series.  The measures in the ensuing library are based upon 
literature concerning seizure detection, previous work on detecting abnormal 
electrographic waveforms, and presumptions about the general physics of the waveforms 
to be detected.  Though the below list is not an exhaustive list of quantities, new features 
can be added.  The following notation is helpful to understand some of the listed features, 
which included four major analysis domains (i.e., time, frequency, statistics, information 
theory). 
Let  be a set of time indices in samples and 
 be a set of frequency values in Hertz indices, where N is the 
number of elements in n, M is the number of elements in f, and Fs is the sampling rate for 
the EEG data.  In addition, denote the IEEG sequence over a certain time interval i as 
x(n), where , the Fast Fourier Transform (FFT) of 
x(n) as X(f), and the normalized FFT of x(n) as 
n { : ( 1)N 1 N, }v v i v i i= ≥ − + ∧ ≤ ∈
f { : 0 Fs / 2v v v= ≥ ∧ ≤ }
x { : ( ) ,1 N }jv v x j j j= = ∀ ≤ ≤
X(f) .  Finally, let xord(n) define the 
ordered values of x(n), where 1 2 N{ , , ,
ord ord ord ord }x x x x= , and ( (n)) (x)pdf x pdf= , 
where pdf is the probability density function (PDF) of a set of values. 
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Change in amplitude and frequency











































Maximum value of the estimated power spectral density
Mean value of the estimated power spectral density
Frequency corresponding to the maximum value of the 
estimated power spectral density
Frequency that is the centroid of power spectral density
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Arithmetic mean or average of amplitude 
values
Unbiased standard deviation of amplitude 
values
Asymmetry about the mean amplitude 
value
Affinity to outliers in distribution of 
amplitude values
Middle value when amplitude values are 
ordered from smallest to largest
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(x) log ( (x))pdf pdf− ⋅∑
2
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| X(f)| log ( | X(f)|)− ⋅∑
2
x
(x) log ( (x) )p ppdf pdf− ⋅∑




Level of disorder, uncertainty, or randomness
Level of disorder, uncertainty, or randomness 
Level of disorder, uncertainty, or randomness 
Level of sequence complexity given by the number of unique 
subsequences within the sequence
*Note: The Complexity feature cannot be represented  by a simple equation.  In lieu of this difficulty, the algorithm 
SequenceComplexity(x(n)) was written but the code is omitted.  For more details, see Zhang et al,"Detecting Ventricular Tachycardia
and Fibrillation by Complexity Measure" IEEE 1999.
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Appendix C: Genetic Programming Algorithm 
 
 
C.1 Overview of the Algorithm 
Genetic programming (GP), which was established by Koza [147-149], is a 
general-purpose, global search optimization procedure that computes an optimal 
solution—in the sense of an objective function—by imitating four processes of natural 
evolution described by Darwin: selection, crossover, mutation, and survival.  More 
specifically, the algorithm initializes a set (population) of solutions (individuals) of size P 
with each element representing a mathematical operation on the input of the GP in the 
form of a tree structure; computes per individual a measure of fitness to an ideal solution, 
or a value for the objective function; and executes the genetic operations (i.e., selection, 
crossover, mutation, survival) to create new populations while either maximizing or 
minimizing the fitness of the best individual (final solution), depending on the 
formulation of the problem. 
Although many variations of the genetic operations in GP exist, the basic concept 
of each process is constant.  In the selection stage, a subset of the current population 
(intermediate population) is chosen based upon the fitness of the individual; in the 
crossover stage, the GP creates new individuals (children) using combinations of a pair of 
individuals (parents) from the intermediate population that will belong to a new 
population; the mutation stage introduces diversity into the new population by randomly 
altering the makeup of a subset of individuals in the new population; and the survival 
stage simply selects the fittest individuals from the new population, creating a new initial 
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population of size P for subsequent iterations of the GP.  The GP algorithm terminates 
upon reaching a predefined number of iterations (generations) or a level of fitness among 
the present population.  The following figures elucidate the operation and application of a 
GP.  Figure 3.1-1 depicts the overall genetic programming procedure; Figure 3.1-2 is an 
example of a result from a GP program for a particular problem; and Figures 3.1-3 and 















Figure C.1-1 This figure illustrates the steps of a canonical genetic programming (GP) 
algorithm. The variable g denotes the number of generations, or iterations of the 
procedure, while the constant G is the desired number of generations.  The result of the 
GP is a function—typically nonlinear—of the input data.  The fitness measure depends 
upon the GP application. 
 
g ← g + 1
g = G?
YesNo




























Figure C.1-2 This figure exemplifies a solution from a particular GP procedure.  The tree 
































Figure C.1-3 This figure demonstrates a typical crossover operator in a GP procedure: a) 
the parents swap sub-trees at randomly selected nodes from each parent tree; and b) the 
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Figure C.1-4 This figure demonstrates a typical mutation operator in a GP procedure: a) 
a sub tree is randomly selected from the node of a parent tree; and b) altering the sub tree 













Each individual in any population is a tree structure, similar to the output of the 
GP illustrated in Figure 1.3.1-2, that contains two types of nodes: functions that receive a 
number of arguments on which they operate and terminals, which are values selected 
from the input. The functions are simple mathematical operations (e.g., addition, 
multiplication, logarithm, sine) that have been protected to avoid returning undefined 
values.  In the framework of feature creation, the terminals are some transformation of an 
original or enhanced time-series such as an n-point delay or computation of classical or 
physics-based features (e.g., mean energy, mean entropy, kurtosis). 
 
C.2 Application to Creating Artificial Features 
A genetic program can be applied for the creation of an artificial feature that 
discriminates between epileptic events and background activity (non-epileptic events) 
within IEEG.  Consider the two-class problem of this work.  The input to the GP is a 
matrix, X, containing either delays in the IEEG time-series in which each column is a 
delayed time-series or feature-series in which each column is a series from an extracted 
c-feature; and a column-vector of labels, c, with the same number of rows as X in which 
each label from the set {0, 1} signifies the class—one for an epileptic event and zero 
otherwise—to which a corresponding row-vector of X belongs.   
When X is a matrix of delayed time-series, or essentially a convolution matrix, 
the implementation is referred to as GP-DD.  In GP-DD, 0 1 2 -1[ , , , ]N N=X x x x x x , where 
N is the number of embedded delays in the original time-series, , and 0[ ]x n = x
[ ], 0i x n i i N= − ≤ ≤x  describes the i
th column-vector of X.  In GP-CF, 
, where F is the number of c-features to extract from in the original 1 2 -1[ , , ]F F=X x x x x
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time-series, [ ]x n , and { [ ]}, 0j j x n i= Φ ≤ ≤x F  describes the j
th column-vector of X with 
each feature, , sharing the same values for the sliding window, W, and shift in the 
sliding window, D. 
jΦ
In either case, the GP finds an optimal tree, or a-feature, that consists of two 
components: 1) a multiple-input, single-output transformation, f, using the functions in 
Appendix A; and 2) terminals equal to column-vectors selected from X.  In this 
application, where Equation C.2-2 represents the objective function, optimality means 
that the GP returns a transformation and set of terminals to maximally distinguish 
between epileptic and non-epileptic events.  Equation C.2-1 conveys the input-output 
transformation that results in creating an artificial feature; where y is a column vector 
with the same number of rows as X and the values of the artificial feature, and X  is a 
matrix with the selected columns from X. 
 
 ( )f=y X  (C.2-1) 
 1 0(1 min( ( | 0), ( | 1)) )
2 2( )1 0
y




= − = = ⋅
+




In Equation C.2-2, ( | )p k=y c  is the prior distribution of an a-feature in class {0,1}k ∈  
with mean kµ  and standard deviation kσ . 
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Appendix D: Particle Swarm Optimization Algorithm 
 
 
D.1 Overview of the Algorithm  
Akin to genetic programming and genetic algorithms, particle swarm 
optimization (PSO) is a global search algorithm on the family-tree of evolutionary 
algorithms that computes an optimal solution according to a fitness (objective) function 
by emulating a naturally occurring process.  Devised by Kennedy and Eberhart [161, 
162] in the mid-1990’s, PSO is inspired by the social behavior of a flock of birds 
searching a landscape for the best location to eat: each member of the flock 
communicating good locations to the other birds while quickly adapting their position 
and speed to reach the best location according a leader.  For the PSO algorithm, a swarm 
(flock) of particles (birds) traverses a fitness landscape (landscape) for an optimal 
solution (location) according to the particle with the best fitness of the entire swarm and a 
few particles, each with the highest fitness among a subset of the swarm.   
Let the vectors  and  respectively represent the position and 
velocity, or rate of position change, of the i
m
i ∈x  
m
i ∈v  
th particle in a swarm of n particles.  
Furthermore, let the vectors mi ∈y   and 
m∈g   respectively represent the best position 
by an individual (ith) particle (local best fitness) and the best position associated with the 
leader of the swarm (global best fitness).  The following formulae express how each 
particle updates its position and velocity after each iteration of the algorithm, k. 
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                                                       ( 1) ( ) ( )i i ik k k+ +x = x v                                       (D.1-1) 
              1 1 2 2( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( )i i i ik w k c k k k c k k k+ ⋅ • •v = v  + r ( iy - x ) + r (g - x )          (D.1-2) 
 
Equation D.1-1 is referred to as the position update equation and Equation D.1-2 is 
known as the velocity update equation.  On the kth iteration of PSO, after a new position 
and velocity are calculated for each particle, the fitness due to the new position is 
compared against the global best fitness and local best fitness of the (k-1)th iteration.  If 
there is an improvement on the global (local) fitness at the new position, then ( )iy g  is 
also updated.  The PSO procedure continues until a stop condition is met, denoting 
convergence to an optimal solution.   
Commonly, the PSO algorithm is initialized with the following conditions: 
 and ,  and 1[ , ]ij j jU a b∈x i =v 0 , 1i i∀ ≤ ≤ n j m≤ ≤ , where a  and bj j are the limits of the 
search space in the jth dimension [180].  Moreover, in the kth iteration of the PSO,  
is clamped [180] to the range [-V
( )ij kv
max, Vmax] to keep the values of  within the range 
.  The inertia weight, w, is a factor used to control the balance of the search 
algorithm between global and local exploration of the swarm due to the impact of the 
previous velocities on the current velocities [13, 165, 176].  The coefficients c
( )ij kx
[ , ]j ja b
1 and c2 are 
the acceleration coefficients, where the first coefficient moderates the maximum step size 
of the swarm towards a good local position and the second coefficient moderates the step 
size of the swarm toward a good global position. Both coefficients are bounded by the 
inequality 0 < c1, c2 < 2.  The random variables r1(t) and r2(t), each of which is uniformly 
distributed over the range from zero to one, make the PSO algorithm stochastic so that 
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each particle possesses a level of randomness in its movement (representing the 
explorative capability of a single bird in the flock) while the swarm shares the influences 
of the individual. 
 
D.2 Application to Creating Artificial Features 
Unlike the genetic programming algorithm, which manipulates a tree-like 
structure with heuristics, the particle swarmed optimization algorithm lacks a definite 
structure on which to operate its heuristics.   A very complementary structure with which 
to combine the PSO is a neural network (NN), which can effectively approximate an 
input-output relationship by iteratively adjusting the connections (weights) between 
elements (summations and activation functions) within layers of the network.  In fact, the 
universal approximation theorem for neural networks states that every continuous 
function that maps intervals of real numbers from some input to an output can be closely 
approximated by a multiple layer NN with only a single hidden layer for certain classes 
of activation functions (e.g., sigmoidal) [175, 182].  Consequently, this work uses two 
hidden layers of sigmoidal activation functions.  The composite process of the NN and 
the PSO is referred to as PSO-NN and is illustrated in Figure D.2-1. 
The input to the PSO-NN is a matrix, X, containing embedded delays in the IEEG 
time-series, x[n], in which each column is a delayed time-series.  Essentially, X is a 
convolution matrix, , where N is the number of embedded 
delays in the original time-series, 
0 1 2 -1[ , , , ]N N=X x x x x x
0[ ]x n = x , and [ ], 0i x n i i N= − ≤ ≤x  describes the i
th 
column-vector of X.  Recalling the terminology of PSO in the previous section, each 
weight is the position, and the change in the value of a weight is the velocity; the 
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collection of weights is the particle, and the set of particles is the swarm.  The PSO finds 
an optimal solution, or an a-feature, that consists of two components: 1) the matrix of 
weights for the neural network, φ; and 2) selected column-vectors from X.  In this 
application, where Equation D.2-2 represents the objective function, optimality means 
that the PSO returns a neural network and set of delays in x[n] to maximally distinguish 
between epileptic and non-epileptic events.  Equation D.2-1 conveys the input-output 
transformation that results in creating the jth value in the feature-series of an artificial 
feature, y. 
 
                 ( ) ( )( )( )( )1j j L L l jg g g gφ −= = ⋅⋅⋅ ⋅⋅⋅y x w w w w x1                  (D.2-1) 
 
In Equation D.2-1,  is a function representing the neural network,  is the 
matrix of weights for the l
: mφ → lw
th layer of the NN, g is an activation function, and the vector  
represents the j
jx
th row of X along with a bias term of one for the NN, or 
[1, [( 1) 0], [( 1) 1], [( 1) ( 1)], [( 1) ]]j x j x j x j N x j= − − − − − − − − −x N .  The artificial 
feature, y, is a column vector with the same number of rows as X.   The PSO is driven by 
the objective function, or fitness, described in Equation D.2-2. 
   1 0(1 min( ( | 0), ( | 1)) )
2 2( )1 0
y











In Equation D.2-2, ( | )p ky  is the prior distribution of an a-feature, ( )φ=y x , in class 






Figure D.2-1 This figure illustrates the training of a neural network via supervised 
learning.  Given an a priori input and corresponding target, a learning algorithm adjusts 
the weights of the NN until a stopping condition is met after comparing the output of the 




Appendix E: Frequent Itemset Mining Algorithm 
 
 
E.1 Overview of the Algorithm  
Although there are many applications of data-mining, frequent itemset mining 
(FIM) is the problem most relevant to this work.  Agrawal and colleagues first present the 
topic of FIM about a decade ago, developing perhaps the most established procedure for 
FIM, APRIORI [155, 158].  Since the seminal efforts of Agrawal et al., much work has 
been done to improve the efficiency and reduce the consumption of memory for FIM 
algorithms.  However, the most noteworthy research that has advanced the 
implementation of APRIORI belongs to Ferenc Bodon, who describes an implementation 
of APRIORI that outperforms other implementations, including the original algorithm 
[153, 155]. 
Bodon’s scheme is based upon a data structure known as a trie, which was 
originally introduced by de la Briandais and Fredkin [156], to efficiently store and 
retrieve words of a dictionary and is essentially similar to a tree structure.  That is, the 
trie has depth such that a node at the top of the tree (depth 0) is the root and nodes at 
other depths are connected by edges (links).  If a node at a higher depth points to a node 
at a lower depth, the higher node is referenced as the parent of the lower node and the 
lower node is referenced as the child of the higher node.  A child at the lowest depth in 
the trie is a leaf.  Before the usefulness of this structure for FIM is explained, a few terms 
will be discussed.  These terms are consistent with those introduced by Agrawal et al. 
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E.2 Definitions for the Framework of FIM 
1) An item  refers to an integer k, ka [1, ]k N∈ , corresponding to some physical 
factor (variable) of the problem to which an FIM is applied. 
2) An n-itemset is a set of n items. 
3) An n-itemsequence is an ordered set of items (or an ordered itemset). 
4) An m-itemset (m-itemsequence) { }1, mb b…  is contained in another n-itemset 
(n-itemsequence) { }1, na a…  if [1, ], [1, ], , jj ji n j m m n b ai j∃ ∈ ∈ ≤ ∋ =… … ∀ . 
5) A database is a list of n-itemsets (n-itemsequences) with possibly different values 
for n per itemset (itemsequence) within the list. 
6) The count of an itemset (itemsequence), which is noted as , is the 
number of itemsets (itemsequences) in a database Σ containing the itemset 
(itemsequence) I. 
( )count IΣ
7) The support of an itemset (itemsequence), which is noted as , is the 
fraction of itemsets (itemsequences) in a database Σ containing the itemset 




count Isupport I ΣΣ = Σ
, where | |Σ  is the length of the database (or 
equivalently, the total number of itemsets in the database) and 
. ( ) 10 support IΣ≤ ≤
8) A λ-frequent itemset or itemsequence I possesses a support such that 
( ), 1support I 0λ λΣ≤ ≤ ≤ .  When I is a maximal λ-frequent n-itemset 
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(n-itemsequence), all (n+1)-itemsets (itemsequences) containing it are not 
λ-frequent. 
 
Returning to the role of the trie structure in the new APRIORI implementation by Bodon, 
each node of the trie is a λ-frequent itemset, which represents a path from the root to the 
corresponding leaf.   In addition to the itemset, a node stores the length n and support of 
the itemset.  The links associating parent and child store the λ-frequent item in the 
itemset of the new child that is added to the itemset of the child’s parent.  Hence, the trie 
grows as APRIORI iteratively returns a new n-itemset that is built from a λ-frequent 
itemset, and the new itemset is retained to update the trie node if the itemset is 
λ-frequent.  The procedure continues until a maximal λ-frequent n-itemset is discovered. 
 
E.3 Application to Mining Epileptic Oscillations 
Frequent itemset mining scheme is apt for investigating whether interictal/preictal 
epileptic oscillations throughout many IEEG electrodes can identify key electrodes that 
represent considerably dysfunctional parts of an epileptic brain and, in turn, map a 
network of epileptic activity that may be involved in ictogenesis.  In the framework of 
FIM, given a record with multiple channels (electrodes) over a long period of time in 
which many interictal/preictal epileptic oscillations occur, an item is merely a number 
representing an electrode site in which the epileptic events during a predetermined 
interval of time have been detected and quantified (e.g., the total energy, average 
frequency), and an n-itemset is then a set of n channels.  The database, , is simply a 
temporal log of sets of channels.  The length of the database, 
Σ
| |T = Σ , is the number of 
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intervals of time with corresponding n-itemsets in the record.  Finally, a maximal 
λ-frequent n-itemset at the output of the algorithm for FIM signifies a group of 
channels—each channel exhibiting a high concentration of events—that occurs 






Figure E.3-1 This figure illustrates the application of frequent itemset mining for 





Appendix F: Additional Experimental Results 
 
 This appendix contains the results or comments regarding a few experiments that 
were performed to support the application of evolutionary algorithms for feature 
extraction features, the chosen parameters for classification, and alternative features for 
the spatial-temporal matrix of measures in frequent itemset mining. 
 
F.1 Evolutionary Algorithms for Extracting Features 
This section briefly provides answers to the following questions concerning the 
application of an evolutionary algorithm (EA), in particular a genetic program (GP) 
because of the success presented in Section 4.2, for yielding subject-specific features in 
the presented detector of epileptic oscillations: 
• How does the GP compare with a few other techniques for automatically selecting 
features relative to performance (i.e., sensitivity, specificity)? 
• What trade-offs exist in choosing a classifier-independent or classifier-dependent 
fitness for the GP? 
 
F.1.1 Comparing Techniques for Selecting Features 
 This experiment compares the performance of selecting and combining features 
via a genetic program, referred to as GP-CF, against four other approaches.  The 
literature for detecting epileptic oscillations does not present a benchmark for 
automatically selecting features—as visual inspection is the standard, however the 
following techniques are considered adequate candidates for comparison: 
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• M1 – sequential forward selection (SFS).  Sequential forward selection is 
a greedy search algorithm that determines an optimal subset of features for 
extraction by starting from an empty and sequentially adding a single 
feature in the superset to the subset if it improves an objective function. 
• M2 – sequential backward selection (SBS).   Sequential backward 
selection is similar to SFS.  Instead, the search initializes with the full 
superset of features and removes a single feature that improves (or 
minimally worsens) an objective function to obtain the final optimal 
subset of features. 
• M3 – principal component analysis (PCA).  Typically, PCA is used to 
project multidimensional data in a smaller dimensional space by 
constructing an orthogonal basis with principal components.  Making an 
assumption that the components hold some information useful for 
discriminating the data in different classes—which is not guaranteed 
[166], the coefficients of the principal component with the most 
information for representing the data determines the ranking of the 
features. 
• M4 – genetic programming (GP).  After a GP is executed to create an 
a-feature, only the terminals (selected features) are considered, ignoring 
the corresponding tree (nonlinear transformation) for the features. 
• M5 – genetic programming of conventional features (GP-CF).  The 
corresponding transformation of the features selected in M4 is performed. 
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The above five techniques are statistically tested for similarities in performance 
(i.e. sensitivity, specificity) across six subjects using an ANOVA-2 and a Tukey’s test for 
multiple comparisons.  In the ANOVA-2, the subject serves as the first factor (5 degrees 
of freedom) and the method (3 degrees of freedom) serves as the second factor, a total of 
23 degrees of freedom (or the number of subjects times the number of methods minus 
one).  The null hypothesis for each factor is that all methods to detect epileptic 
oscillations performed equally in terms of sensitivity and specificity.  Considering each 
the sensitivity and the specificity as test-statistics, the ANOVA-2 returns P-values equal 
to zero, substantiating evidence that the null hypothesis is false.  The Tukey’s test, as 
illustrated in Figure F.1-1 and Figure F.1-2, reveal that the sensitivity of the methods 
differed statistically in a few cases (i.e., E02, E05, E09) and the specificity of GP-CF 
proves considerably better across patients. 
Because of the great disparity in specificity between approaches and the moderate 
differences in sensitivity, selecting features using a genetic program is the final chosen 
technique. However, the results in the below figures seem to suggest that a No Free 
Lunch Theorem [166] across subjects.  That is, that one scheme to select features given 










Figure F.1-1 This figure shows that the approaches to select features differed statistically 
in a few subjects (i.e., E02, E05, and E09), where either SFS (M1) or SBS (M2) exhibited 














Figure F.1-2 This figure shows that the approaches to select features differed statistically 
across all subjects in terms of specificity.  In fact, in five of the six cases, GP-CF (M5) or 




F.1.2 Choosing a Fitness Function for Creating Features 
 Evolutionary algorithms are implemented to create subject-specific artificial 
features that highly discriminate two classes of events.  For this application, the EA must 
rely on a fitness function, or an objective function, that measures the ability to discern the 
binary classes.  A traditional choice for a fitness function in this problem is the accuracy 
(or error) of classification using the feature as input to a classifier.  However, this 
approach can be computationally expensive, considering that the EA searches a 
population (solution-space) of hundreds to thousands of individuals (potential solutions) 
for several iterations.  As an alternative, the classifier-independent fitness defined by 
Equation F.1-1 is used.  It is recognized that with such an objective function, the EA will 
search for a solution that slightly differs from the manner in which the a-feature is used, 
namely as input to a specific classifier, but the EA could also find a solution that is 
equivalent (or a close approximation) to one if a classifier-based fitness function is used.  
This notion is illustrated in Figure F.1-3, in which the receiver operating characteristic 
(ROC) curves of a system using three a-features: two are computed with a 
classifier-independent objective function and one is computed with a classifier-based 
objective function. 
 
   1 0(1 min( ( | 0), ( | 1)) )
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In the above expression, ( | )p ky  is the prior distribution of the created a-feature in class 







Figure F.1-3 This figure shows the ROC curves for artificial features that are created 
with a GP using classifier-independent (ROC, PDF) and classifier-dependent fitness 
functions for two subjects.  In both cases, the “classifier-independent features” appear to 






F.2 Classification via k-Nearest Neighbor Rule 
This section briefly provides answers to the following questions concerning the 
choice of a k-nearest neighbor (k-NN) rule for the classifier in the presented detector of 
epileptic oscillations: 
• How does the k-NN rule compare with benchmarks relative to performance (i.e., 
sensitivity, specificity) and computational burden? 
• How is the number of neighbors, k, determined and what value for each subject? 
• How does the implementation of the k-NN classifier account for potential 
mismatches between the training and testing samples in terms of the proportion of 
points stratified by class in each sample?  For instance, if the k-NN is “trained” 
with a sample possessing 50% of the points from the class for the epileptic 
oscillations and the remaining half of the sample for the complementary class but 
is tested on a sample possessing 80% (20%) of the points from the class for the 
epileptic oscillations (complementary class), what adjustments—if any—to the 
classifier is made? 
 
F.2.1 Comparing the k-Nearest Neighbor Rule with Benchmarks 
 This experiment compares the performance and computational burden of five 
approaches to classifying epileptic oscillations (Class 1) and background activity (Class 
0) using an artificial feature and chooses one that is apt for the detector: a k-NN, a fuzzy 
c-means (FCM) classifier, a probabilistic neural network (PNN), a support vector 
machine (SVM), and a threshold (tau).  Literature demonstrates that the SVM and PNN 
are popular and successful architectures for classifying biomedical signals [62, 74].  An 
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FCM classifier represents the classical unsupervised techniques for classification, while 
the threshold represents the “standard” for detecting epileptic oscillations. 
An analysis of variance (ANOVA) and Tukey’s test compare the performance of 
the classifiers.  First, a single feature-vector is extracted from an IEEG signal with values 
corresponding to Class 0 and Class 1.  Second, a total of 15 Monte Carlo simulations of 
tuning and testing the classifiers is executed in which each simulation randomly draws 
two distinct random samples from the feature-vector—a training sample of 318 values 
and a testing sample of 1978 values—and records the sensitivity and specificity of each 
classifier.  Third, the fifteen measures of sensitivity and specificity serve as statistical 
samples for the ANOVA.  Figure F.2-1 and Figure F.2-2 illustrate the results of the 
ANOVA.  This analysis demonstrates that the k-NN and threshold performs as well as the 
PNN and SVM in terms of specificity but occasionally greater than the two alternatives in 
terms of sensitivity. 
To evaluate the computational burden, four trials of 15 Monte Carlo simulations 
of tuning and testing the classifiers is executed in which each simulation randomly 
generates two samples and each trial increases the sizes of the samples and registers the 
mean time of training and testing.  Figure F.2-3a and Figure F.2-3b capture the average 
time needed to tune and test each classifier, respectively.  Excluding the results of FCM 
because of poor performance, this analysis demonstrates that the k-NN, which merely 
stores the training samples, possesses the least burden for tuning and practically equals 









Figure F.2-1 This figure shows that in terms of the metric sensitivity across subjects, the 
k-NN and the threshold performed as well as and occasionally better than the SVM or 













Figure F.2-2 This figure shows that in terms of the metric specificity across subjects, the 
k-NN and the threshold performed as well as the SVM or PNN, E09 notwithstanding for 











Figure F.2-3 This figure shows that the computational burden of training (a) and testing 
(b) four types of classifiers (bars from left to right): k-NN, FCM, PNN, SVM, and TAU.  
The unsupervised technique, FCM, and the k-NN required no time to train and relatively 
low time to classify.  The expected computational burden of the PNN nearly equaled that 
of the k-NN, which possessed the edge in training time.  The threshold essentially took no 
time to classify a feature-series, despite its duration, while the SVM took the longest 






F.2.2 Setting k in the k-Nearest Neighbor Rule 
 This experiment examines the performance of the k-NN rule in classifying the 
data of this research under varying values of the parameter k.  The objective is to 
determine the most appropriate value of k for the classifier according to the metrics 
sensitivity and specificity.   
Ten trials of 15 Monte Carlo simulations of tuning and testing a k-NN classifier 
are executed in which each simulation randomly generates a balanced training sample 
(50% of the values from the class for the epileptic oscillations and the remaining half of 
the sample for the complementary class) and an unbalanced testing sample in which 80% 
(20%) of the points represented the class for the epileptic oscillations (complementary 
class).  In each trial, the number of neighbors is increased in odd numbered increments 
(e.g. k = 1, 3, 15).  Odd numbers are used to avoid ties in the decision of the k-NN.  In 
summary, k = 5 is deemed appropriate for the nearest neighbor rule for each subject 
because the sensitivity peaked at that value, while the specificity does not vary 
considerably for  in each subject.  Figure F.2-4 illustrates the results of the 
abovementioned analysis. 
5k ≥
The subsequent section further discusses the implications of a mismatch between 
the proportions of classes in the training and testing samples.  The reason for the chosen 
proportions and disparity between random samples is to more closely simulate the 
problem of classifying rare events (epileptic oscillations) in a testing set.  The 80%-20% 
division for the testing sample reflects the testing data that is constructed according to 
Section 3.1.  A correction factor, which also is discussed in the next section, is assessed 







Figure F.2-4 This figure shows that five n
not significantly sacrificing the specificity (
bottom plot signify potential peaks in the 





161eighbors maximized the sensitivity (a) while 
b) of the k-NN classifier.   The arrows in the 
curve for the specificity that correspond to 
han the value at k = 5. 
  
F.2.3 Mismatched Class Proportions in Training and Testing Samples 
 In general, training a classifier with one proportion of points in a sample and 
testing on data that actually exhibits a different proportion may lead to misleading or 
suboptimal metrics of performance if no correction to account for the mismatch is 
implemented [181].  The cause of this issue is that the apparent a priori probability 
distributions that are estimated from the proportion of distinct classes in the training 
sample usually will not reflect the distributions that should have been estimated from the 
true occurrence of the classes as observed during classification of the testing data.  
However, the report [181] devised a solution to this problem: train a classifier using 
balanced classes and adjust the classifier during testing according to Equation F.2-1, 
where  is the true proportion of the i( )true iP C
th class, in the testing sample and  is 
the known proportion of the i
( )tune iP C
th class in the training sample, C is the number of distinct 
classes, and the v is a row vector representing the scores of the classifier before entering 
its competitive layer.  In the case of dichotomous classes, as with this research, Equation 
F.2-1 becomes Equation F.2-2.  For experiments such as Section F.2.2, Equation F.2-3 
was applied, where v contained the votes for each binary class among the k nearest 
neighbors before a majority vote decided the class of each point in the testing sample. 
 
                                     ( ) ( 1) ( )[ , ,
( ) ( 1) ( )
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F.3 Frequent Itemset Mining using Other Physics-based Features 
This section briefly illustrates the results of using a few c-features other than the 
mean energy for the spatial-temporal matrix of measures in the frequent itemset mining 
problem.  Specifically, the feature mean energy is chosen because Worrell et al. 
demonstrates that the average high-frequency energy from epileptic brain (in the SOZ) 
was significantly greater (p <0.05) than in the normal control region (brain outside of the 
SOZ) [53]; but the presented methodology accommodates alternative features.  The 
results in the following figures illustrate that mean energy most consistently reveals 
clusters of channels coincident with epileptic networks within and across patients.   The 
mean curve length, which is a feature that is correlated to mean energy, does exhibit 
some results similar to that of mining based upon a matrix of mean energy measures; but 
the remaining features (e.g., mean entropy, mean phase) demonstrates conflicting results. 
As a final note, the problem of choosing a feature for the spatial-temporal matrix 
resembles the problem of choosing (creating) features for the detector of high frequency 
epileptiform oscillations.  The latter task is readily implemented with an evolutionary 
algorithm because an appropriate objective function (separation of classes) can be 
defined; however, the former task is not resolved in the same manner because an apt 
objective function (e.g., separation of regions of epileptic networks from regions without 
epileptic networks) could not be defined until evidence is presented that reliably 
demonstrates the occurrence of concentrated HFEO’s as indispensable for epileptic 
networks along with corresponding regions of those networks—which is the overall 
problem of this research.   
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Figure F.3-1 This figure shows the results of FIM with a spatial-temporal matrix of 
measures using the following features as measures for subject C07: mean energy (a), 
mean curve length (b), mean entropy (c), mean frequency (d), and mean phase (e).  The 
choice in feature does not appear to make a difference in the output of the FIM because 
the input reflects considerably great separation between regions with (dashed ovals) and 









                                               
     
                                                
 
 
Figure F.3-2 This figure shows the results of FIM with a spatial-temporal matrix of 
measures using the following features as measures for subject E03: mean energy (a), 
mean curve length (b), mean entropy (c), mean frequency (d), and mean phase (e).  The 
features mean energy and mean curve length coincide more with regions related to 







                                                
     
                                                
 
 
Figure F.3-3 This figure shows the results of FIM with a spatial-temporal matrix of 
measures using the following features as measures for subject E05: mean energy (a), 
mean curve length (b), mean entropy (c), mean frequency (d), and mean phase (e).  The 
features mean energy and mean curve length coincide more with regions related to 
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