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Resumen El trabajo del administrador de IT, espec´ıficamente en su rol
de gestor de la red y de los equipos que configuran la infraestructura, se ve
afectado por diversos factores que reducen el tiempo disponible para, por
un lado, implementar pol´ıticas consistentes y con procedimientos predefi-
nidos y, por el otro, para realizar los controles y verificaciones perio´dicas
indispensables. En este contexto, el presente trabajo presenta una po-
sible herramienta para mejorar la calidad de trabajo, la productividad
y reducir los costos asociados, denominada Sistema de Descubrimiento
y Control de Equipamiento (SIDECOE). A trave´s de una arquitectura
modular, utilizando una base de datos, mecanismos de monitoreo y de
validacio´n, este sistema permite ejecutar un conjunto de controles prede-
finidos y posibilita la identificacio´n de errores y/o fallas de configuracio´n
de los equipos de una red y alerta a los administradores sobre los riesgos
que de estas circunstancias se derivan.
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1. Introduccio´n
En la actualidad, las funciones del administrador IT (Tecnolog´ıa de la Informacio´n)
son muy variadas y se percibe una importante sobrecarga de actividades relacionadas
con la cantidad de elementos, aspectos y configuraciones que debe tener en cuenta
durante la actividad laboral diaria. Si se consideran espec´ıficamente las tareas rela-
cionadas a la administracio´n de los equipos que conforman la infraestructura de una
red, puede verificarse que en muchas organizaciones se producen situaciones en las
que la implementacio´n de las configuraciones resulta incompleta debido a los acota-
dos tiempos disponibles para llevar a cabo las tareas. Es habitual que dichas tareas
se programen en forma ad hoc, esto es, de manera poco precisa o que no se analicen
adecuadamente, adema´s de que con frecuencia no se verifican los trabajos realizados.
Tambie´n resulta un feno´meno comu´n la inexistencia de procedimientos predefinidos
para seguir, por ejemplo, en el caso de la inclusio´n de nuevos equipos en la red o bien
frente a la necesidad de proceder a la actualizacio´n de equipos y a la posible rotacio´n
de los mismos.
La ampliacio´n del equipamiento puede deberse a la incorporacio´n de nuevo perso-
nal o a la implementacio´n de nuevas funcionalidades a nivel de los servidores. En el
caso de las incorporaciones de personal, se producen situaciones en las que los equi-
pos reemplazados son asignados, a su vez, a otras personas dentro de la organizacio´n,
quienes tambie´n pueden requerir al menos una pequen˜a mejora en sus equipos. Esto
provoca la rotacio´n de los equipos, proceso en el que pueden verse involucradas has-
ta 3 o 4 reasignaciones. Estas reasignaciones pueden (o no) provocar cambios en la
configuracio´n de servicios tales como DNS [10,11], DHCP [5,6] o RADIUS [13,9,2,1,4].
Asimismo, tambie´n es posible que los cambios ocurran en los servidores de VPN o en el
equipamiento espec´ıfico de la infraestructura de red, por ejemplo, en los conmutadores
(switches), donde hay reglas de seguridad asociadas a sus diferentes bocas.
En el presente trabajo, se presenta el sistema SIDECOE (Sistema de Descubrimiento
y Control de Equipamiento), una propuesta disen˜ada para mejorar la calidad de los tra-
bajos y servicios asociados que los administradores de red de una organizacio´n prestan
en diversas a´reas o ubicaciones a sus usuarios finales, es decir, al personal en general.
Sinte´ticamente, esta propuesta consiste en brindar a los administradores informacio´n
sobre los equipos de la red, informacio´n que sera´ registrada y estara´ disponible —para
el caso de ser requerida— desde el preciso momento en que los equipos son conectados
en la red de la organizacio´n, realizando una serie de chequeos prefijados que posibilitan
descubrir errores o fallos en la configuracio´n asignada a cada uno de ellos.
Los ejemplos siguientes permiten ilustrar, de manera sinte´tica, el contexto en el
que se inserta la propuesta desarrollada. Como primer caso, si un nuevo equipo fue
configurado en la red, habiendo hecho el administrador de red una reserva de IP para
la direccio´n MAC asociada a la tarjeta Ethernet pero no para la direccio´n MAC del
dispositivo Wifi, SIDECOE avisa a los administradores de la situacio´n detallando la
siguiente informacio´n: que la direccio´n MAC del dispositivo Wifi no se encuentra con
una reserva esta´tica en el DHCP; que el equipo no cuenta con gestio´n centralizada del
antivirus y, por u´ltimo, que la entrada de DNS asociada al IP asignado no respeta las
normativas de asignacio´n de nombres de la organizacio´n.
Otro ejemplo es el de una organizacio´n que cuenta con un rango de reserva dina´mico
en el servidor DHCP para los equipos catalogados como visitantes. En este caso, el
sistema notifica la existencia de equipos visitantes y el administrador puede corroborar,
en cada momento de la jornada, que´ equipos asociados a personal de visita esta´n activos
en la red. Con este tipo de informacio´n, el personal dedicado a la administracio´n de la
red y de la seguridad de la misma puede verificar si hay configuraciones no adecuadas,
por ejemplo, de equipos para los cuales se hicieron reservas en el DHCP pero a los
que no se les instalo´ el antivirus de la organizacio´n (con gestio´n centralizada). En este
mismo escenario, tambie´n es posible verificar si se registran equipos con definiciones
de nombres en el DNS que no se corresponden con su nombre actual, ya que la reserva
del nu´mero de IP se pudo haber modificado en cuanto a la direccio´n MAC registrada
y, en consecuencia, se asocia a una nueva sin haber asignado un nuevo registro A en el
DNS y su correspondiente registro PTR.
La presentacio´n de una propuesta capaz de dar estas y otras respuestas se organiza
en este trabajo en cuatro secciones principales. En primer lugar, se mencionara´n algunos
antecedentes mientras que el nu´cleo central del trabajo lo constituye la seccio´n dedicada
a la descripcio´n de la arquitectura seleccionada para el SIDECOE y los detalles de su
implementacio´n. Por u´ltimo, en las conclusiones se apuntan algunas perspectivas para
su desarrollo futuro.
2. Antecedentes
En la actualidad existen numerosos estudios, te´cnicas y propuestas asociadas a los
diversos aspectos relacionados con la seguridad de las transmisiones en la red, que
podemos resumir en las siguientes categor´ıas:
deteccio´n y/o prevencio´n de problemas de ARP spoofing ;
deteccio´n y/o prevencio´n de te´cnicas de envenenamiento ARP asociadas a ataques
de tipo Man-in-the-Middle (MITM) ;
mecanismos de control de acceso a la red;
Por otra parte, tambie´n existen productos comerciales que, en mayor o menor
medida, proveen informacio´n recopilada a partir del ana´lisis de los datos obtenidos
a trave´s de sensores en la red, los cuales mediante el monitoreo del protocolo ARP
permiten descubrir y catalogar equipos. Entre estos productos podemos mencionar, a
modo de ejemplo, el McAfee Policy Orchestator, una aplicacio´n que permite no solo
definir pol´ıticas sobre diversos tipos de software presentes en los equipos de la red, sino
que tambie´n posibilita crear una infraestructura administrable en forma centralizada
para controlar el despliegue de sensores y agentes de antivirus y HIDS, entre otros.
A diferencia de estos aportes, la propuesta formulada en este trabajo involucra
otros aspectos que hacen a los objetivos planteados en la introduccio´n, por lo que no
podemos mostrar propuestas similares con las cuales contrastar caracter´ısticas, ventajas
o desventajas.
3. Arquitectura para SIDECOE
La arquitectura del sistema SIDECOE presenta mo´dulos que se comunican entre
s´ı, posibilitando el almacenamiento de datos surgidos de la inspeccio´n continua de
una red IP. Los mo´dulos que componen el sistema intercambian informacio´n entre s´ı,
para poder brindar informacio´n relevante a sus usuarios mediante diversos mecanismos
configurables de alerta.
A continuacio´n se enumeran los principales mo´dulos, para los que se detallan sus
funciones principales:
Mo´dulo de descubrimiento
Mo´dulo de consultas
Mo´dulo de gestio´n
Mo´dulo de alertas
En primer lugar, el mo´dulo de descubrimiento se encarga de gestionar la deteccio´n
de los equipos que se conectan a la red, en tanto el me´todo para dicha bu´squeda consiste
en el ana´lisis de los mensajes del protocolo ARP. Cada equipo detectado recibe un
identificador u´nico que se le asocia y que esta´ basado en la direccio´n MAC obtenida
del ana´lisis. Los datos del momento de la deteccio´n (fecha y hora), de la direccio´n MAC
y del nu´mero de IP conforman los campos de los registros almacenados en una base de
datos relacional, que permite posteriores consultas para el procesamiento y ana´lisis de
la informacio´n, tal como quedara´ ilustrado al describir el mo´dulo de gestio´n. Por medio
de agentes de instalacio´n, este mo´dulo, entonces, permite desplegar mu´ltiples sensores
de monitoreo en diversos equipos de la red, preferentemente en aquellos con el rol de
servidores, para poder mejorar la deteccio´n de equipos.
Otra caracter´ıstica relevante de este mo´dulo es que permite la deteccio´n de cambios
tipo flip-flop sobre un par de direcciones MAC asociadas a una sola direccio´n IP.
En muchas oportunidades, este dato no llega como informacio´n a los administradores
de red, y es el principal aspecto a tener en cuenta cuando direcciones IP iguales se
encuentran en diferentes adaptadores. En otras palabras, este dato por s´ı solo puede
indicar fallos de la configuracio´n o problemas en la seguridad interna.
Por su parte, el mo´dulo de consultas provee diferentes interfaces para efectuar con-
sultas en base a los datos asociados a los equipos detectados. Dichas interfaces permiten
efectuar consultas a los servidores DHCP y DNS disponibles en la infraestructura de
red de la organizacio´n. En el caso de la interface de consulta a un servidor DHCP
(puede existir ma´s de uno), esta permite verificar el tipo de concesio´n de direccio´n
IP asignada al adaptador asociado a la direccio´n MAC descubierta. Estas concesiones
pueden ser: dina´micas con tiempo de expiracio´n, o bien esta´ticas, por reserva previa
para la MAC involucrada.
Por otro lado, la interface de consulta sobre un servidor de DNS hace posible
una doble verificacio´n. En primer lugar, permite verificar los nombre(s) asociado(s)
a una direccio´n de IP, esto es, reversa o registro PTR. Como contrapartida, una vez
determinado(s) dicho(s) nombre(s), el sistema puede verificar la direccio´n IP asociada,
es decir, la(s) inversa(s) respectiva(s), en este caso, registro(s) A. Esta doble verificacio´n
posibilita la identificacio´n de potenciales discrepancias en la relacio´n nombre-IP, que
pueden deberse a la falta de mantenimiento y actualizacio´n de los datos del DNS,
circunstancias que, a su vez y segu´n ya se ha sen˜alado, pueden haberse originado por
reasignacio´n de equipos entre el personal de la organizacio´n.
Sobre la base de su direccio´n IP, por u´ltimo, el mo´dulo de consultas tambie´n pro-
porciona un servicio para determinar si en un determinado equipo se esta´ ejecutando
el agente del servicio centralizado de antivirus de la organizacio´n (por ejemplo, agentes
de McAfee ePolicy Orchestator).
El tercer mo´dulo, el mo´dulo de gestio´n, constituye el elemento principal de la ar-
quitectura, pues tras consultar a otros servidores de la infraestructura, instrumenta el
procesamiento de esta informacio´n y la obtenida por el mo´dulo de descubrimiento y
toma las decisiones finales de la informacio´n que debe ser remitida a los usuarios del
sistema a trave´s de notificaciones que env´ıa al mo´dulo de alertas.
Este u´ltimo mo´dulo, el mo´dulo de alertas, permite definir diferentes mecanismos
de notificacio´n a los usuarios del sistema. En funcio´n de las necesidades operativas, se
puede configurar cua´les de dichos usuarios deben o no recibir notificaciones por correo
electro´nico, pudiendo especificar los diversos tipos de periodicidad (las posibilidades
son: inmediata, diaria, semanal o mensual).
Adema´s, las alertas se registran por defecto como sucesos del sistema y todas ellas
pueden observarse a trave´s de una interface web que provee el sistema lo que, mediante
avisos visuales, permite al usuario identificar la informacio´n relevante referida a los
eventos recientes, a los eventos sin atender (es decir, sin aceptacio´n y rechazo) as´ı como
a otras alertas en general.
En la figura 1, pueden apreciarse las relaciones jera´rquicas entre los componentes
lo´gicos del sistema. Como medio de almacenamiento permanente se utiliza una base
de datos (BD) de tipo relacional, donde se almacenan los datos obtenidos y algunos
para´metros de configuracio´n. Entre los datos almacenables pueden mencionarse, en
primer lugar, todos aquellos obtenidos por el mo´dulo de descubrimiento, pero tambie´n
otros que el sistema genera durante su funcionamiento, como por ejemplo:
relaciones establecidas entre direcciones MAC y direcciones IP,
Figura 1. Componentes lo´gicos del sistema
entre direcciones IP y nombres de equipos,
datos de configuracio´n de alertas,
alertas emitidas.
4. Implementacio´n
La implementacio´n e instalacio´n principal de SIDECOE se realiza sobre sistema
operativo GNU/Linux. Los mo´dulos de gestio´n y de alertas esta´n programados en len-
guaje C. Sobre la base de los equipos descubiertos, el mo´dulo de gestio´n lleva a cabo
consultas a los servidores de DNS y DHCP, para as´ı poder ejecutar chequeos predefini-
dos en busca de errores o fallos en las configuraciones realizadas por el administrador
de la red. Por otra parte, el mo´dulo de gestio´n tambie´n puede invocar programas auxi-
liares, por ejemplo, para verificar si en un determinado equipo se encuentra instalado el
agente del antivirus con gestio´n centralizada de la organizacio´n. En particular, se uti-
liza Nmap Scripting Engine para verificar la presencia del agente del producto ePolicy
Orchestator de McAfee/Intel Security [7,8].
El mo´dulo de alertas lleva a cabo las consultas SQL sobre una base de datos MySQL,
en la que el mo´dulo de descubrimiento almacena informacio´n en forma centralizada so-
bre la base de la informacio´n que recibe de los diversos sensores. Como puede observarse,
en la arquitectura planteada se define una u´nica BD pero los sensores esta´n distribui-
dos en diferentes equipos (preferentemente servidores) para incrementar y mejorar las
detecciones.
El mo´dulo de descubrimiento esta´ conformado por un conjunto de scripts (en len-
guaje PHP) y programas (binarios). Entre ellos, el ma´s importante es el agente de
instalacio´n de los sensores, que segu´n el sistema operativo despliega monitores de ARP
compilados para ejecutarse en distribuciones GNU/Linux, o bien en sistemas operati-
vos Microsoft Windows. El despliegue se realiza autenticando en el sistema operativo
remoto y luego, segu´n el caso, copiando los archivos necesarios. Actualmente, como
monitor ARP se utiliza el programa arpwatch en entornos GNU/Linux, que mediante
scripts complementarios permite almacenar los datos obtenidos en una base de datos,
ma´s alla´ de su funcionamiento normal de registro de sucesos v´ıa syslog y notificaciones
por correo electro´nico.
5. Conclusiones
En la realidad cotidiana del trabajo de administracio´n de redes, el personal se ve
superado con frecuencia por la falta de definicio´n de uno o varios de los siguientes as-
pectos: pol´ıticas, planes, instrucciones y verificaciones. A ellos se suman otros factores
preponderantes como la falta de tiempo, la cantidad suficiente de personal y el escaso
presupuesto para poder realizar trabajos ma´s prolijos y adecuados. Ante este tipo de
escenarios, la propuesta descripta del SIDECOE se plantea como objetivo formular una
intervencio´n pra´ctica para mejorar la calidad de los servicios que los administradores
de red prestan a los usuarios. Esta intervencio´n se basa en la comunicacio´n de situa-
ciones que se identifican a partir de la ejecucio´n de procesos de chequeo prefijados, que
posibilitan descubrir errores o fallos en la configuracio´n de los equipos de la red de
trabajo en una organizacio´n.
La arquitectura planteada en este trabajo constituye una solucio´n pra´ctica que per-
mite sen˜alar a los administradores aquellas incongruencias o errores en la configuracio´n
de servicios vinculadas a la infraestructura de soporte de la red que pueden conducir a
la deteccio´n de problemas o al hallazgo de incongruencias que hagan necesarias tanto
correcciones posteriores como revisiones y reinstalaciones generales, tanto del equipa-
miento en la red como de sus servicios. Es evidente que estas circunstancias no solo
pueden provocar reclamos posteriores por parte de los usuarios sino tambie´n la dis-
minucio´n de la productividad de la organizacio´n un incremento considerable de sus
costos.
Como futuros desarrollos de esta propuesta se preve´ realizar extensiones para incluir
el despliegue de sensores de monitoreo en sistemas operativos Microsoft Windows,
mediante el mecanismo cla´sico de autenticacio´n con credenciales adecuadas y despliegue
del software relacionado, que debera´ ejecutarse como un servicio.
Asimismo, se analiza hacer las ampliaciones de la arquitectura que permitan rea-
lizar chequeos de los equipos detectados en la red y su presencia o no en servidores
RADIUS (Remote Authentication Dial In User Service), ya que en la actualidad mu-
chas organizaciones poseen conmutadores (switches) donde se chequean los permisos
para conectarse por parte de los equipos utilizando la norma esta´ndar IEEE 802.1x
con EAP. De esta manera, estos conmutadores pueden detectar equipos no previstos
que pueden pertenecer a personal no autorizado y que esta´n tratando de conectarse,
pudiendo derivar situaciones de este tipo en ataques desde la red interna. En este sen-
tido, la intencio´n futura es confeccionar, en cambio, un mecanismo gene´rico de alertas,
a partir de la deteccio´n y chequeo de la base de datos asociada al servidor RADIUS,
ma´s alla´ de que muchos equipos poseen sus propios mecanismos de registro de sucesos
internos o externos (en este u´ltimo caso, a trave´s del almacenamiento de los detalles
de conexiones en servidores syslog).
Una u´ltima posibilidad de desarrollo posterior consiste en la inclusio´n de meca-
nismos de deteccio´n de spoofing [3,14,15,12], para lo que se cuenta con abundante
literatura, de tal manera que resulta factible implementar alguno de ellos a corto pla-
zo para complementar aspectos que hacen a la seguridad informa´tica interna de la
organizacio´n.
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