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Abstract. The work concerns the superposition between the Zakai equations and the
Fokker-Planck equations on measure spaces. First, we prove a superposition principle
for the Fokker-Planck equations on RN under the integrable condition. And then by
means of it, we show two superposition principles for the weak solutions of the Zakai
equations from the nonlinear filtering problems and the weak solutions of the Fokker-
Planck equations on measure spaces. As a by-product, we give some weak conditions
under which the Fokker-Planck equations can be solved in the weak sense.
1. Introduction
Nonlinear filtering problems are to extract information about the signal processes from
the observation processes and then estimate and predict the signal processes. And nonlin-
ear filtering problems have been widely applied to various fields, such as physics, biology,
the control theory and the weather forecast. Moreover, more and more researchers are
paying attention to nonlinear filtering problems.
Nonlinear filtering problems are closely related with two types of measure-valued equations-
the Zakai equations and the Kushner-Stratonovich equations. Furthermore, the Zakai
equations are linear, and the Kushner-Stratonovich equations are not linear. Hence, in
order to solve nonlinear filtering problems, many researchers usually deduce and study
the Zakai equations. Let us mention some results related with our work. In [15], Szpirglas
took the Zakai equations as stochastic differential equations and studied the uniqueness of
weak solutions for the Zakai equations. There the signal processes are Markov processes
independent of the Wiener processes in the observation processes. In [6] Lucic-Heunis also
investigated the uniqueness problem of weak solutions for the Zakai equations when the
signal processes depend on the Wiener process in the observation processes. Later, the
author proved the uniqueness of weak solutions to the Zakai equations for non-Gaussian
signal-observation systems with independent noises in [10] and with correlated noises in
[9], respectively.
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In the paper, we still view the Zakai equations as stochastic differential equations and
set up a correspondence between the weak solutions of the Zakai equations and the weak
solutions of the Fokker-Planck equations on some measure space. Concretely speaking,
fix T > 0 and consider the following signal-observation system (Xt, Yt) on R
n × Rm:{
dXt = b1(t, Xt)dt+ σ0(t, Xt)dBt + σ1(t, Xt)dWt,
dYt = b2(t, Xt)dt + σ2(t)dWt, 0 6 t 6 T,
(1)
where B,W are d-dimensional and m-dimensional Brownian motions defined on a com-
plete filtered probability space (Ω,F , {Ft}t∈[0,T ],P), respectively. Moreover, W·, B· are
mutually independent. The mappings b1 : [0, T ] × R
n 7→ Rn, σ0 : [0, T ] × R
n 7→ Rn×d,
σ1 : [0, T ] × R
n 7→ Rn×m and b2 : [0, T ] × R
n 7→ Rm, σ2 : [0, T ] 7→ R
m×m are all Borel
measurable. The initial value X0 is assumed to be a square integrable random variable
independent of Y0, B·,W·. The nonlinear filtering problem related with the system (1)
is usually called as the nonlinear filtering problem with correlated noises. And then we
deduce the Zakai equation (16) (c.f. Section 4) associated with the system (1) and define
its weak solution. After this, we construct the Fokker-Planck equation (23) (c.f. Section
5) related with (16) and prove a superposition principle between Eq.(16) and Eq.(23).
Moreover, we also consider the other signal-observation system (Xˇt, Yˇt) on R
n × Rm:{
dXˇt = bˇ1(t, Xˇt)dt + σˇ1(t, Xˇt)dWt,
dYˇt = bˇ2(t, Xˇt)dt+ σˇ2dWt + σˇ3dBt, 0 6 t 6 T,
(2)
where W,B are the same to ones in the system (1). The initial value Xˇ0 is assumed
to be a square integrable random variable independent of Yˇ0,W·, B·. The mappings bˇ1 :
[0, T ] × Rn 7→ Rn, σˇ1 : [0, T ] × R
n 7→ Rn×m and bˇ2 : [0, T ] × R
n 7→ Rm are all Borel
measurable. σˇ2, σˇ3 are m × m and m × d real matrices, respectively. The nonlinear
filtering problem related with the system (2) is usually called as the nonlinear filtering
problem with correlated sensor noises. We also give the Zakai equation (19) (c.f. Section
4) associated with the system (2) and the Fokker-Planck equation (26) (c.f. Section 5)
related with (19) and show a superposition principle between Eq.(19) and Eq.(26). It is
worthwhile to mentioning that if σ1 = 0 in the system (1) and σˇ2 = 0 in the system (2),
both the systems (1) and (2) are just the usual signal-observation systems. That is, the
systems (1) and (2) cover a lot of signal-observation systems.
Here is a summary of our results. First, we prove a superposition principle for the
Fokker-Planck equations on RN under the integrable condition (See Theorem 3.3). The-
orem 3.3 generalizes [1, Theorem 7.1] for the continuity equations, [16, Theorem 7.1] for
the p-order integrable condition and [17, Theorem 2.5] for the finite dimensional space.
Second, we show two superposition principles for the weak solutions of the Zakai equations
from the nonlinear filtering problems and the weak solutions of the Fokker-Planck equa-
tions on some measure space (See Theorem 6.4 and 6.5). As far as we know, this is the
first time to set up a correspondence between the Zakai equations and the Fokker-Planck
equations on measure spaces. Moreover, due to the speciality of the Zakai equations,
by the way some complicated Fokker-Planck equations can be solved. Therefore, these
results are useful for application of Fokker-Planck equations. It is interesting to study
the correspondence between the Zakai equations from nonlinear filtering problems of non-
Gaussian systems and the nonlocal Fokker-Planck equations on measure spaces as [8].
This is our forthcoming work.
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In Section 2, we introduce some notation and define L-derivatives for functions on
P2(R
n). And then we prove a superposition principle for Fokker-Planck equations on RN
in Section 3. In Section 4, two types of Zakai equations from nonlinear filtering problems
are deduced. And then, we give two types of Fokker-Planck equations onM(Rn). Finally,
we prove two superposition principles for the Zakai equations and Fokker-Plank equations
on M(Rn) in Section 6.
The following convention will be used throughout the paper: C with or without indices
will denote different positive constants whose values may change from one place to another.
2. Preliminary
In the section, we introduce some notation and define L-derivatives for functions on
P2(R
n).
2.1. Notation. In this subsection, we introduce some notation used in the sequel.
For convenience, we shall use | · | and ‖ · ‖ for norms of vectors and matrices, respec-
tively. Let A∗ denote the transpose of the matrix A.
Let B(Rn) be the Borel σ-field on Rn. Let Bb(R
n) denote the set of all real-valued
uniformly bounded B(Rn)-measurable functions on Rn. C2(Rn) stands for the space of
continuous functions on Rn which have continuous partial derivatives of order up to 2, and
C2b (R
n) stands for the subspace of C2(Rn), consisting of functions whose derivatives up
to order 2 are bounded. C2c (R
n) is the collection of all functions in C2(Rn) with compact
support and C∞c (R
n) denotes the collection of all real-valued C∞ functions of compact
support.
Let M(Rn) be the set of bounded Borel measures on B(Rn). And then we endow
M(Rn) with the weak convergence topology. Let P(Rn) be the space of all probability
measures in M(Rn). P2(R
n) denotes the subspace of P(Rn) with finite second moments.
And the distance of µ, ν ∈ P2(R
n) is defined as
W22(µ, ν) := inf
pi∈C (µ1,µ2)
∫
Rn×Rn
|x− y|2pi(dx, dy),
where C (µ1, µ2) denotes the set of all the probability measures whose marginal distribu-
tions are µ1, µ2, respectively. Thus, (P2(R
n),W2) is a Polish space.
2.2. L-derivatives for functions on P2(R
n). In the subsection we recall the definition
of L-derivatives for functions on P2(R
n).
The definition of L-derivatives was first introduced by Lions [2]. Moreover, he used
some abstract probability spaces to describe the L-derivatives. Here, for the convenience
to understand the definition, we apply a straight way to state it ([12]). Let I be the
identity mapping on Rn. For µ ∈ P2(R
n) and ϕ ∈ L2(Rn,B(Rn), µ;Rn), by simple
calculation, it holds that µ ◦ (I + ϕ)−1 ∈ P2(R
n). < µ, ϕ >:=
∫
Rn
ϕ(x)µ(dx).
Definition 2.1. (i) A function H : P2(R
n) 7→ R is called L-differentiable at µ ∈ P2(R
n),
if the functional
L2(Rn,B(Rn), µ;Rn) ∋ ϕ 7→ H(µ ◦ (I + ϕ)−1)
is Fre´chet differentiable at 0 ∈ L2(Rn,B(Rn), µ;Rn); that is, there exists a unique γ ∈
L2(Rn,B(Rn), µ;Rn) such that
lim
<µ,|ϕ|2>→0
H(µ ◦ (I + ϕ)−1)−H(µ)− µ(γ · ϕ)√
< µ, |ϕ|2 >
= 0.
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In the case, we denote ∂µH(µ) := γ and call it the L-derivative of H at µ.
(ii) A function H : P2(R
n) 7→ R is called L-differentiable on P2(R
n) if the L-derivative
∂µH(µ) exists for all µ ∈ P2(R
n).
(iii) By the same way, ∂2µH(µ)(y, y
′) for y, y′ ∈ Rn can be defined.
Next, we give an example to explain how to compute the L-derivatives for cylindrical
functions on P2(R
n). For example, H(µ) := g(< µ, ϕ1 >,< µ, ϕ2 >, · · · , < µ, ϕk >), k ∈
N, g ∈ C2b (R
k), µ ∈ P2(R
n), ϕ1, · · · , ϕk ∈ C
2
c (R
n). And then by simple calculation, we
know that for y, y′ ∈ Rn
∂µH(µ)(y) = ∂ig(< µ, ϕ1 >,< µ, ϕ2 >, · · · , < µ, ϕk >)∂yϕi(y),
∂y∂µH(µ)(y) = ∂ig(< µ, ϕ1 >,< µ, ϕ2 >, · · · , < µ, ϕk >)∂
2
yϕi(y),
∂2µH(µ)(y, y
′) = ∂ijg(< µ, ϕ1 >,< µ, ϕ2 >, · · · , < µ, ϕk >)∂yϕi(y)∂y′ϕj(y
′). (3)
Here and hereafter, we use the convention that repeated indices imply summation.
3. A superposition principle for the Fokker-Planck equations on RN
In the section, we prove a superposition principle for Fokker-Planck equations (FPEs
in short) on RN.
Firstly, we write RN as R∞ and endow R∞ with the product topology. And then for
x,y ∈ R∞, define
dR∞(x,y) :=
∞∑
k=1
2−kmin{1, |xk − yk|}.
So, (R∞, dR∞) is a complete and separable metric space. Accordingly, we consider the
space C([0, T ],R∞) endowed with the distance
dC([0,T ],R∞)(w, w˜) :=
∞∑
k=1
2−k max
t∈[0,T ]
min{1, |wkt − w˜
k
t |}.
Thus, (C([0, T ],R∞), dC([0,T ],R∞)) also becomes a complete and separable metric space.
A compact set K ⊂ C([0, T ],R∞) means that the set {xk ◦ w : w ∈ K} is compact in
C([0, T ],R) for k ∈ N. Hence, if Ψk : C([0, T ],R) → [0,∞] is a coercive functional for
k ∈ N (i.e. {Ψk 6 C} is compact for every C > 0), we say that Ψ : C([0, T ],R∞)→ [0,∞]
defined by
Ψ(w) :=
∞∑
k=1
Ψk(xk ◦ w), w ∈ C([0, T ],R∞)
is coercive. Let C∞T := C([0, T ],R
∞). And w stands for a generic element in C∞T . For
any t ∈ [0, T ], set
et : C
∞
T → R
∞, et(w) = wt, w ∈ C
∞
T .
Let Bt := σ{ws : s ∈ [0, t]}, B¯t := ∩s>tBs, and B := BT .
Secondly, we define the function class C2f (R
∞) as follows: for any Φ ∈ C2f (R
∞), there
exist a k ∈ N and a function φ ∈ C2b (R
k) such that Φ(x) = φ(x1, · · · ,xk) for any
x ∈ R∞. That is, the functions in C2f (R
∞) only depend on the finite components of x.
Given Φ(x) = φ(x1, · · · ,xk) ∈ C2f (R
∞), we define ∂iΦ(x), ∂ijΦ(x), i, j > 1 by
∂iΦ(x) :=
{
∂iφ(x
1, · · · ,xk), i 6 k,
0, i > k,
∂ijΦ(x) :=
{
∂ijφ(x
1, · · · ,xk), i, j 6 k,
0, i, j > k.
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Fix two Borel measurable mappings
α : [0, T ]× R∞ 7→ S+(R
∞), β : [0, T ]× R∞ 7→ R∞,
where S+(R
∞) denotes the set of double sequences (αij) satisfying
k∑
i,j=1
αijξiξj > 0, ∀k > 1, ∀ξ ∈ R∞.
And then we define the operator L(α, β) on C2f (R
∞):
L(α, β)Φ(x) :=
1
2
αij(t,x)∂ijΦ(x) + β
i(t,x)∂iΦ(x), Φ ∈ C
2
f (R
∞).
In the following we give out the definition of solutions to the martingale problem associated
with L(α, β).
Definition 3.1. For µ ∈ P(R∞). A probability measure η on (C∞T ,B) is called a solution
to the martingale problem associated with L(α, β) with the initial law µ at time 0, if
(i) η ◦ e−10 = µ,
(ii) ∫ T
0
∫
R∞
(
|αij(s,x)|+ |βi(s,x)|
)
η ◦ e−1s (dx)ds <∞, i, j > 1,
(iii) For any Φ ∈ C2f (R
∞),
MΦt := Φ(wt)− Φ(w0)−
∫ t
0
L(α, β)Φ(ws)ds (4)
is a B¯t-adapted martingale under the probability measure η. The uniqueness of solutions
to the martingale problem associated with L(α, β) with the initial law µ at time 0 means
that, if η, η˜ are two solutions to the martingale problem associated with L(α, β) with the
initial law µ at time 0, then η ◦ e−1t = η˜ ◦ e
−1
t for any t ∈ [0, T ].
Consider the FPE associated with the operator L(α, β):
∂tQt = (L(α, β))
∗Qt, (5)
where (L(α, β))∗ is the adjoint operator of L(α, β), and (Qt)t∈[0,T ] is a family of probability
measures on B(R∞). Weak solutions of Eq.(5) are defined as follows.
Definition 3.2. A measurable family (Qt)t∈[0,T ] of probability measures on B(R
∞) is
called a weak solution of the FPE (5) if∫ T
0
∫
R∞
(
|αij(s,x)|+ |βi(s,x)|
)
Qs(dx)ds <∞, i, j > 1, (6)
and for all Φ ∈ C2f (R
∞) and t ∈ [0, T ],
< Qt,Φ >=< Q0,Φ > +
∫ t
0
< Qs,L(α, β)Φ > ds. (7)
The uniqueness of the weak solutions to Eq.(5) means that, if (Qt)t∈[0,T ] and (Q˜t)t∈[0,T ]
are two weak solutions to Eq.(5) with Q0 = Q˜0, then Qt = Q˜t for any t ∈ [0, T ].
Next, we describe the relationship between the solutions of the martingale problem
associated with L(α, β) and weak solutions of the FPE (5).
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Theorem 3.3. (The superposition principle on R∞) For µ ∈ P(R∞).
(i) The existence of solutions η to the martingale problem associated with L(α, β) with
the initial law µ at time 0 is equivalent to the existence of weak solutions (Qt)t∈[0,T ] of the
FPE (5) with the initial value µ. Moreover, ηt := η ◦ e
−1
t = Qt for any t ∈ [0, T ].
(ii) The uniqueness of solutions η to the martingale problem associated with L(α, β)
with the initial law µ at time 0 is equivalent to the uniqueness of weak solutions (Qt)t∈[0,T ]
of the FPE (5) with the initial value µ.
Proof. For (i), if η is a solution to the martingale problem associated with L(α, β) with
the initial law µ at time 0, by (4) in Definition 3.1 it is direct to obtain that (ηt)t∈[0,T ] is a
weak solution of the FPE (5) with the initial value µ. Conversely, if (Qt)t∈[0,T ] is a weak
solution of the FPE (5) with the initial value µ, we show that there exists a solution η to
the martingale problem associated with L(α, β) with the initial law µ at time 0 satisfying
ηt = Qt for any t ∈ [0, T ]. The proof is divided into three following steps.
Step 1. We reduce the problem in R∞ to a sequence of problems in Rk for any k ∈ N.
First of all, set for any k ∈ N
pik : R∞ → Rk, pik(x) = (x1,x2, · · · ,xk), x ∈ R∞,
and then Q˜kt := Qt ◦ (pi
k)−1 ∈ P(Rk) for t ∈ [0, T ]. Put
(α˜k)ij(t, x) :=
d(αij(t, ·)Qt) ◦ (pi
k)−1
dQt ◦ (pik)−1
(x),
(β˜k)i(t, x) :=
d(βi(t, ·)Qt) ◦ (pi
k)−1
dQt ◦ (pik)−1
(x), i, j = 1, 2, · · · , k, x ∈ Rk.
Note that ∫ T
0
∫
Rk
(
|(α˜k)ij(s, x)|+ |(β˜k)i(s, x)|
)
Q˜ks(dx)ds
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∫ T
0
∫
R∞
(
|αij(s,x)|+ |βi(s,x)|
)
Qs(dx)ds <∞, (8)
and for any φ ∈ C2b (R
k) with Φ(x) := φ(pik(x)) ∈ C2f (R
∞),
< Q˜kt , φ > = < Qt,Φ >=< Q0,Φ > +
∫ t
0
< Qs,L(α, β)Φ > ds
= < Q˜k0 , φ > +
∫ t
0
< Q˜ks ,L(α˜
k, β˜k)φ > ds,
where L(α˜k, β˜k) denotes the operator associated with α˜k, β˜k. So, by [17, Definition 2.2],
it holds that (Q˜kt )t∈[0,T ] is a weak solution of the FPE associated with L(α˜
k, β˜k). And
then by [17, Theorem 2.5], we obtain that there exists a solution η˜k ∈ P(C([0, T ],Rk)) to
the martingale problem associated with L(α˜k, β˜k) such that η˜kt = Q˜
k
t .
Step 2. Set
p¯ik : Rk → R∞, p¯ik(x) = (x1, x2, · · · , xk, 0, 0, · · · ), x ∈ Rk,
Jk : C([0, T ],Rk)→ C([0, T ],R∞), Jk(ζ) = (ζ1, ζ2, · · · , ζk, 0, 0, · · · ), ζ ∈ C([0, T ],Rk),
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and then Qkt := Q˜
k
t ◦ (p¯i
k)−1 ∈ P(R∞) and ηk := η˜k ◦ (Jk)−1 ∈ P(C([0, T ],R∞)). Let
(αk)ij(t,x) :=
{
(α˜k)ij(t, x), i, j 6 k,
0, i, j > k,
(βk)i(t,x) :=
{
(β˜k)i(t, x), i 6 k,
0, i > k,
and L(αk, βk) be the operator associated with αk, βk. Thus, the statement in Step 1.
yields that ηk is a solution to the martingale problem associated with L(αk, βk) and
satisfies ηkt = Q
k
t for any t ∈ [0, T ].
In the following, we prove that {ηk} is tight. By (6) and the de la Valle´e Poussin
criterion, it holds that for i > 1∫ T
0
∫
R∞
[
Θi1(|β
i(t,x)|) + Θi2(|α
ii(t,x)|)
]
Qt(dx)dt < 2
−i,
where Θi1 : [0,+∞)→ [0,+∞), Θ
i
2 : [0,+∞)→ [0,+∞) are convex, lower semicontinuous
and satisfy
lim
x→+∞
Θi1(x)
x
= lim
x→+∞
Θi2(x)
x
= +∞,
and for some constant C > 0, Θi2(2x) 6 Θ
i
2(x) for any x > 0. Besides, we choose coercive
functions θi : [0,+∞]→ [0,+∞] with lim
x→+∞
θi(x) = +∞ such that∫
R∞
θi(|xi|)µ(dx) < 2−i.
Thus, from [17, Corollary A5], it follows that there exist coercive functionals Ψi : C([0, T ],R)→
[0,∞) associated with θi,Θi1,Θ
i
2 such that∫
C∞
T
Ψi(xi ◦ w)dηk(w)
6
∫
R∞
θi(|xi|)dηk0(x) +
∫ T
0
∫
R∞
[
Θi1(|(β
k)i(t,x)|) + Θi2(|(α
k)ii(t,x)|)
]
dηkt (x)dt
=
∫
R∞
θi(|xi|)dQk0(x) +
∫ T
0
∫
R∞
[
Θi1(|(β
k)i(t,x)|) + Θi2(|(α
k)ii(t,x)|)
]
dQkt (x)dt
6
∫
R∞
θi(|xi|)dµ(x) +
∫ T
0
∫
R∞
[
Θi1(|β
i(t,x)|) + Θi2(|α
ii(t,x)|)
]
dQt(x)dt
6 2 · 2−i, (9)
where the second last inequality is baed on the Jensen inequality and (8). For w ∈ C∞T ,
set
Ψ(w) :=
∞∑
i=1
Ψi(xi ◦ w),
and then the functional Ψ is coercive and
sup
k∈N
∫
C∞
T
Ψ(w)ηk(dw)
(9)
< ∞.
From this, it follows that {ηk} is tight.
Step 3. We prove that the limit point η of {ηk} is a solution of the martingale problem
associated with L(α, β) with the initial law µ at time 0 such that ηt = Qt for any t ∈ [0, T ].
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First of all, note that ηkt ◦ (pi
l)−1 = Qkt ◦ (pi
l)−1 for any l ∈ N. So, as k → ∞, based
on the continuity of two mpppings et, pi
l, it holds that ηt ◦ (pi
l)−1 = Qt ◦ (pi
l)−1. Since
B(R∞) is generated by the finite dimensional cylindrical sets, we know that ηt = Qt for
any t ∈ [0, T ].
Next, we show that η is a solution of the martingale problem associated with L(α, β)
with the initial law µ at time 0. That is, it is sufficient to check that for 0 6 s < t 6 T
and a bounded continuous B¯s-measurable functional χs : C
∞
T 7→ R,∫
C∞
T
[
Φ(wt)− Φ(ws)−
∫ t
s
(L(α, β)Φ)(wr)dr
]
χs(w)η(dw) = 0, ∀Φ ∈ C
2
f (R
∞). (10)
To prove (10), we arbitrarily take Φ ∈ C2f (R
∞) with Φ(x) = φ(piu(x)) for u ∈ N and
φ ∈ C2b (R
u). Besides, note that
{ζ ∈ L1(Qt(dx)dt) : ζ(t, ·) ∈ C
2
f (R
∞) for all t ∈ (0, T )}
is dense in L1(Qt(dx)dt), and then
∞⋃
i=1
{ζ ∈ L1(Qt(dx)dt) : ζ(t, ·) ∈ C
2
f (R
∞), ∃i ∈ N, ζ(t,x) only depends on the front
i components of x, for all t ∈ (0, T )}
is also dense in L1(Qt(dx)dt). Thus by (6), we know that for any ε > 0 and the coefficients
β, α, there exist β¯ : [0, T ]× R∞ 7→ R∞, α¯ : [0, T ]× R∞ 7→ S+(R
∞) such that
(i) β¯(t, ·), α¯(t, ·) ∈ C2f (R
∞) for all t ∈ (0, T );
(ii) ∫ T
0
∫
R∞
(
u∑
i=1
|βi(t,x)− β¯i(t,x)|+
u∑
i,j=1
|αij(t,x)− α¯ij(t,x)|
)
Qt(dx)dt < ε.
And then the operators with respect to β¯, α¯ are denoted as L(α¯, β¯).
Now, we treat (10). Inserting L(α¯, β¯), one can estimate (10) to get∣∣∣∣∣
∫
C∞
T
[
Φ(wt)− Φ(ws)−
∫ t
s
(L(α, β)Φ)(wr)dr
]
χs(w)η(dw)
∣∣∣∣∣
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∣∣∣∣∣
∫
C∞
T
[
Φ(wt)− Φ(ws)−
∫ t
s
(L(α¯, β¯)Φ)(wr)dr
]
χs(w)η(dw)
∣∣∣∣∣
+
∣∣∣∣∣
∫
C∞
T
[∫ t
s
(
(L(α¯, β¯)Φ)(wr)− (L(α, β)Φ)(wr)
)
dr
]
χs(w)η(dw)
∣∣∣∣∣
=: I1 + I2. (11)
To deal with I1, we recall that η
k is a solution to the martingale problem associated with
L(αk, βk), which means that∫
C∞
T
[
Φ(wt)− Φ(ws)−
∫ t
s
(L(αk, βk)Φ)(wr)dr
]
χs(w)η
k(dw) = 0.
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So, by some simple calculation it holds that∫
C∞
T
[
Φ(wt)− Φ(ws)−
∫ t
s
(L(α¯, β¯)Φ)(wr)dr
]
χs(w)η
k(dw)
=
∫
C∞
T
[∫ t
s
(
(L(αk, βk)Φ)(wr)− (L(α¯, β¯)Φ)(wr)
)
dr
]
χs(w)η
k(dw),
and furthermore∣∣∣∣∣
∫
C∞
T
[
Φ(wt)− Φ(ws)−
∫ t
s
(L(α¯, β¯)Φ)(wr)dr
]
χs(w)η
k(dw)
∣∣∣∣∣
=
∣∣∣∣∣
∫
C∞
T
[∫ t
s
(
(L(αk, βk)Φ)(wr)− (L(α¯, β¯)Φ)(wr)
)
dr
]
χs(w)η
k(dw)
∣∣∣∣∣
6 C
∫
C∞
T
∫ t
s
∣∣(L(αk, βk)Φ)(wr)− (L(α¯, β¯)Φ)(wr)∣∣ drηk(dw)
= C
∫ t
s
∫
R∞
∣∣(L(αk, βk)Φ)(x)− (L(α¯, β¯)Φ)(x)∣∣Qkr(dx)dr
6 C
∫ t
s
∫
R∞
[ ∣∣((βk)i(r,x)− β¯i(r,x))∂iΦ(x)∣∣
+
∣∣((αk)ij(r,x)− α¯ij(r,x))∂ijΦ(x)∣∣
]
Qkr(dx)dr. (12)
As k →∞, based on (i), ηk
w.
→ η and the fact that pik → I, p¯ik → I, where I : R∞ → R∞
is an identity mapping, we take the limit on two sides of the inequality (12) and have that
I1 6 C
∫ t
s
∫
R∞
[
|(βi(r,x)− β¯i(r,x))∂iΦ(x)|+
∣∣(αij(r,x)− α¯ij(r,x))∂ijΦ(x)∣∣
]
Qr(dx)dr
6 C
∫ T
0
∫
R∞
(
u∑
i=1
|βi(r,x)− β¯i(r,x)|+
u∑
i,j=1
|αij(r,x)− α¯ij(r,x)|
)
Qr(dx)dr
(ii)
< Cε. (13)
In the following, we treat I2. By the similar deduction to that for I1, one can obtain
that
I2 6 C
∫
C∞
T
∫ t
s
∣∣(L(α¯, β¯)Φ)(wr)− (L(α, β)Φ)(wr)∣∣ drη(dw)
= C
∫ t
s
∫
R∞
[∣∣∣(βi(r,x)− β¯i(r,x))∂iΦ(x)∣∣∣+ ∣∣∣(αij(r,x)− α¯ij(r,x))∂ijΦ(x)∣∣∣
]
Qr(dx)dr
6 C
∫ T
0
∫
R∞
(
u∑
i=1
|βi(r,x)− β¯i(r,x)|+
u∑
i,j=1
|αij(r,x)− α¯ij(r,x)|
)
Qr(dx)dr
(ii)
< Cε. (14)
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Combining (13) (14) with (11), we get that∣∣∣∣∣
∫
C∞
T
[
Φ(wt)− Φ(ws)−
∫ t
s
(L(α, β)Φ)(wr)dr
]
χs(w)η(dw)
∣∣∣∣∣ < Cε.
Letting ε→ 0, we finally have (10).
Since the proof of (ii) heavily depends on (i) and is also straight, we omit it. The proof
is complete. 
Remark 3.4. Theorem 3.3 generalizes [1, Theorem 7.1], [16, Theorem 7.1] and [17,
Theorem 2.5].
4. The Zakai equations from nonlinear filtering problems
In this section, we introduce two types of Zakai equations from nonlinear filtering
problems. And then we take all of them as stochastic differential equations (SDEs in
short) and define their weak solutions.
4.1. The Zakai equations from nonlinear filtering problems with correlated
noises. In this section, we introduce the Zakai equations from nonlinear filtering problems
with correlated noises and then define their weak solutions.
Assumption:
(H1b1,σ0,σ1) For t ∈ [0, T ] and x1, x2 ∈ R
n,
|b1(t, x1)− b1(t, x2)| 6 L1(t)|x1 − x2|κ1(|x1 − x2|),
‖σ0(t, x1)− σ0(t, x2)‖
2 6 L1(t)|x1 − x2|
2κ2(|x1 − x2|),
‖σ1(t, x1)− σ1(t, x2)‖
2 6 L1(t)|x1 − x2|
2κ3(|x1 − x2|),
where | · | and ‖ · ‖ denote the Hilbert-Schmidt norms of a vector and a matrix,
respectively. Here L1(t) > 0 is an increasing function and κi is a positive
continuous function, bounded on [1,∞) and satisfies
lim
x↓0
κi(x)
log x−1
<∞, i = 1, 2, 3.
(H2b1,σ0,σ1) For t ∈ [0, T ] and x ∈ R
n,
|b1(t, x)|
2 + ‖σ0(t, x)‖
2 + ‖σ1(t, x)‖
2 6 K1(t)(1 + |x|)
2,
where K1(t) > 0 is an increasing function.
(H1b2,σ2) For t ∈ [0, T ], σ2(t) is invertible, and
|σ−12 (t)b2(t, x)| 6 K2, for all t ∈ [0, T ], x ∈ R
n,
where K2 > 0 is a constant.
By Theorem 1.2 in [7], the system (1) has a pathwise unique strong solution denoted
as (Xt, Yt). Set
h(t, Xt) := σ
−1
2 (t)b2(t, Xt),
Γ−1t := exp
{
−
∫ t
0
hi(s,Xs)dW
i
s −
1
2
∫ t
0
|h(s,Xs)|
2 ds
}
.
And then by (H1b2,σ2), we know that
E
(∫ T
0
|h(s,Xs)|
2 ds
)
<∞,
and then Γ−1t is an exponential martingale. Define a measure P˜ via
dP˜
dP
= Γ−1T .
By the Girsanov theorem for Brownian motions(e.g.Theorem 3.17 in [3]), one can obtain
that under the measure P˜,
W˜t := Wt +
∫ t
0
h(s,Xs)ds (15)
is an (Ft)-adapted Brownian motion. Set
< P˜t, ϕ >:= E˜[ϕ(Xt)Γt|F
Y
t ], ϕ ∈ Bb(R
n),
where E˜ denotes the expectation under the measure P˜ and F Yt is the σ-field generated
by {Ys, 0 6 s 6 t}. And then P˜t is called as the unnormalized filtering of Xt with respect
to F Yt , and the equation satisfied by P˜t is called as the Zakai equation. Moreover, by [9,
Theorem 2.8], we can obtain the following Zakai equation:
< P˜t, ϕ > = < P˜0, ϕ > +
∫ t
0
< P˜s,Lsϕ > ds+
∫ t
0
< P˜s, ϕh
l(s, ·) + ∂iϕσ
il
1 (s, ·) > dW˜
l
s,
ϕ ∈ C∞c (R
n), t ∈ [0, T ], (16)
where the operater Ls is defined as
Ls := b
i
1(s, ·)∂i +
1
2
(
σ0σ
∗
0(s, ·)
)ij
∂ij +
1
2
(
σ1σ
∗
1(s, ·)
)ij
∂ij . (17)
Next, we view the Zakai equation (16) as a stochastic differential equation and define
its weak solution.
Definition 4.1. {(Ωˆ, Fˆ , {Fˆt}t∈[0,T ], Pˆ), (µˆt, Wˆt)} is called a weak solution of the Zakai
equation (16), if the following holds:
(i) (Ωˆ, Fˆ , {Fˆt}t∈[0,T ], Pˆ) is a complete filtered probability space;
(ii) µˆt is a M(R
n)-valued (Fˆt)-adapted continuous process and µˆ0 ∈ P(R
n);
(iii) Wˆt is an m-dimensional (Fˆt)-adapted Brownian motion;
(iv) For any t ∈ [0, T ],
Pˆ
(∫ t
0
∫
Rn
(
|b1(r, z)| + |h(r, z)|
2 + ‖σ1(r, z)‖
2 + ‖σ0σ
∗
0(r, z)‖
)
µˆr(dz)dr <∞
)
= 1;
(v) (µˆt, Wˆt) satisfies the following equation
< µˆt, ϕ > = < µˆ0, ϕ > +
∫ t
0
< µˆs,Lsϕ > ds +
∫ t
0
< µˆs, ∂iϕσ
il
1 (s, ·) > dWˆ
l
s
+
∫ t
0
< µˆs, ϕh
l(s, ·) > dWˆ ls, ϕ ∈ C
∞
c (R
n), t ∈ [0, T ]. (18)
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Remark 4.2. We remind that by the above deduction, {(Ω,F , {Ft}t∈[0,T ], P˜), (P˜t, W˜t)}
is a weak solution of the Zakai equation (16) with the initial value P˜0.
Definition 4.3. The uniqueness of weak solutions for the Zakai equation (16) means that
if there exist two weak solutions {(Ωˆ1, Fˆ 1, {Fˆ 1t }t∈[0,T ], Pˆ
1), (µˆ1t , Wˆ
1
t )} and {(Ωˆ
2, Fˆ 2, {Fˆ 2t }t∈[0,T ],
Pˆ2), (µˆ2t , Wˆ
2
t )} with Pˆ
1◦(µˆ10)
−1 = Pˆ2◦(µˆ20)
−1, then Pˆ1◦(µˆ1t )
−1 = Pˆ2◦(µˆ2t )
−1 for any t ∈ [0, T ].
4.2. The Zakai equations from nonlinear filtering problems with correlated sen-
sor noises. In this subsection, we introduce the Zakai equations from nonlinear filtering
problems with correlated sensor noises and define their weak solutions.
We make the following hypotheses:
(i) bˇ1, σˇ1 satisfy (H
1
b1,σ0,σ1
)-(H2b1,σ0,σ1), where bˇ1, σˇ1 replace b1, σ1;
(ii) bˇ2(t, x) is bounded for all t ∈ [0, T ], x ∈ R
n;
(iii) σˇ2σˇ
∗
2 + σˇ3σˇ
∗
3 = Im, where Im is the m-order unit matrix.
Under the above assumptions, by [7, Theorem 1.2] there exists a unique strong solution
of the system (2) denoted as (Xˇt, Yˇt). Put
Vt := σˇ2Wt + σˇ3Bt,
Ξ−1t := exp
{
−
∫ t
0
bˇi2(s, Xˇs)dV
i
s −
1
2
∫ t
0
∣∣bˇ2(s, Xˇs)∣∣2 ds
}
,
and then we know that Ξ−1t is an exponential martingale. In addition, define the proba-
bility measure
d˜ˇP
dP
:= Ξ−1T ,
and set
< ˜ˇPt, ϕ >:=
˜ˇ
E[ϕ(Xˇt)Ξt|F
Yˇ
t ], ϕ ∈ Bb(R
n),
where ˜ˇE stands for the expectation under the probability measure ˜ˇP. Thus, by [9, Corol-
lary 5.2], the Zakai equation of the system (2) is given by
< ˜ˇPt, ϕ > = <
˜ˇ
P0, ϕ > +
∫ t
0
< ˜ˇPs, Lˇsϕ > ds+
∫ t
0
< ˜ˇPs, ϕbˇ
l
2(s, ·) + ∂iϕ
(
σˇ1(s, ·)σˇ
∗
2
)il
> dV˜ ls ,
ϕ ∈ C∞c (R
n), t ∈ [0, T ], (19)
where V˜t := Vt +
∫ t
0
bˇ2(s, Xˇs)ds and Lˇs := bˇ
i
1(s, ·)∂i +
1
2
(
σˇ1σˇ
∗
1(s, ·)
)ij
∂ij .
Remark 4.4. If σ1 = 0 in Eq.(16) and σˇ2 = 0 in Eq.(19), both Eq.(16) and Eq.(19)
become the usual Zakai equations (c.f. [11, Theorem 3.3], [13, 14]). That is, both Eq.(16)
and Eq.(19) can include a lot of the Zakai equations.
In the following, we take the Zakai equation (19) as a stochastic differential equation
and define its weak solution.
Definition 4.5. {( ˆˇΩ, ˆˇF , { ˆˇFt}t∈[0,T ],
ˆˇ
P), (ˆˇµt,
ˆˇVt)} is called a weak solution of the Zakai
equation (19), if the following holds:
(i) ( ˆˇΩ, ˆˇF , { ˆˇFt}t∈[0,T ],
ˆˇ
P) is a complete filtered probability space;
(ii) ˆˇµt is a M(R
n)-valued ( ˆˇFt)-adapted continuous process and ˆˇµ0 ∈ P(R
n);
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(iii) ( ˆˇVt) is an m-dimensional (
ˆˇ
Ft)-adapted Brownian motion;
(iv) For any t ∈ [0, T ],
ˆˇ
P
(∫ t
0
∫
Rn
(
|bˇ1(r, z)|+ ‖σˇ1(r, z)‖
2 + |bˇ2(r, z)|
2
)
ˆˇµr(dz)dr <∞
)
= 1;
(v) (ˆˇµt,
ˆˇVt) satisfies the following equation
< ˆˇµt, ϕ > = < ˆˇµt, ϕ > +
∫ t
0
< ˆˇµs, Lˇsϕ > ds +
∫ t
0
< ˆˇµs, ϕbˇ
l
2(s, ·) + ∂iϕσˇ
ik
1 (s, ·)σˇ
lk
2 > d
ˆˇV ls ,
ϕ ∈ C∞c (R
n), t ∈ [0, T ]. (20)
Remark 4.6. By the above deduction, we have that {(Ω,F , {Ft}t∈[0,T ],
˜ˇ
P), (˜ˇPt, V˜t)} is a
weak solution of the Zakai equation (19) with the initial value ˜ˇP0.
Definition 4.7. The uniqueness of weak solutions for the Zakai equation (19) means that
if there exist two weak solutions {( ˆˇΩ1, ˆˇF 1, { ˆˇF 1t }t∈[0,T ],
ˆˇ
P1), (ˆˇµ1t ,
ˆˇW 1t )} and {(
ˆˇΩ2, ˆˇF 2, { ˆˇF 2t }t∈[0,T ],
ˆˇ
P2), (ˆˇµ2t ,
ˆˇW 2t )} with
ˆˇ
P1◦(ˆˇµ10)
−1 = ˆˇP2◦(ˆˇµ20)
−1, then ˆˇP1◦(ˆˇµ1t )
−1 = ˆˇP2◦(ˆˇµ2t )
−1 for any t ∈ [0, T ].
5. The Fokker-Planck equations on M(Rn)
In the section, we introduce two types of Fokker-Planck equations associated with the
Zakai equations (16) and (19).
5.1. A type of Fokker-Planck equations associated with the Zakai equations
(16). In the subsection, we introduce a type of Fokker-Planck equations associated with
the Zakai equations (16) and define their weak solutions.
To do this, we introduce the following function class S on M(Rn):
S :=
{
µ 7→ g (< µ, ϕ1 >, · · · , < µ, ϕk >) : k ∈ N, g ∈ C
2
b (R
k), ϕ1, · · · , ϕk ∈ C
∞
c (R
n)
}
.
And then for any G(µ) = g (< µ, ϕ1 >, · · · , < µ, ϕk >) =: g(< µ,ϕ >) ∈ S , we define an
operator Lt on S as follows:
LtG(µ) =
1
2
∂uvg(< µ,ϕ >) < µ, ϕuh
l(t, ·) + ∂iϕuσ
il
1 (t, ·) >< µ, ϕvh
l(t, ·) + ∂iϕvσ
il
1 (t, ·) >
+∂ug(< µ,ϕ >) < µ,Ltϕu >
(17)
=
1
2
∂uvg(< µ,ϕ >) < µ, ϕuh
l(t, ·) + ∂iϕuσ
il
1 (t, ·) >< µ, ϕvh
l(t, ·) + ∂iϕvσ
il
1 (t, ·) >
+∂ug(< µ,ϕ >) < µ, ∂iϕub
i
1(t, ·) > +
1
2
∂ug(< µ,ϕ >) < µ, ∂ijϕu (σ0σ
∗
0(t, ·))
ij
>
+
1
2
∂ug(< µ,ϕ >) < µ, ∂ijϕu (σ1σ
∗
1(t, ·))
ij
> .
Remark 5.1. To understand the operator Lt, we explain it by a special case. Set b2(t, x) =
0, and then h(t, x) = 0 and Lt becomes
LtG(µ) =
1
2
∂uvg(< µ,ϕ >) < µ, ∂iϕuσ
il
1 (t, ·) >< µ, ∂iϕvσ
il
1 (t, ·) >
+
1
2
∂ug(< µ,ϕ >) < µ, ∂ijϕu (σ0(t, ·)σ
∗
0(t, ·))
ij
>
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+
1
2
∂ug(< µ,ϕ >) < µ, ∂ijϕu (σ1(t, ·)σ
∗
1(t, ·))
ij
>
+∂ug(< µ,ϕ >) < µ, ∂iϕub
i
1(t, ·) > . (21)
For µ ∈ P2(R
n), based on the definition of L-derivatives in Subsection 2.2, (21) goes into
LtG(µ)
(3)
=
1
2
∫
Rn
∫
Rn
tr
(
∂2µG(µ)(y, y
′)σ1(t, y)σ
∗
1(t, y
′)
)
µ(dy)µ(dy′)
+
1
2
∫
Rn
tr
(
∂y∂µG(µ)(y)σ0(t, y)σ
∗
0(t, y)
)
µ(dy)
+
1
2
∫
Rn
tr
(
∂y∂µG(µ)(y)σ1(t, y)σ
∗
1(t, y)
)
µ(dy)
+
∫
Rn
∂µG(µ)(y)b1(t, y)µ(dy). (22)
Thus, the operator Lt is just right the integral of the L-differential operators.
Consider the following FPE:
∂tΛt = L
∗
tΛt, (23)
where (Λt)t∈[0,T ] is a family of probability measures on B(M(R
n)). And then weak
solutions of the FPE (23) are defined as follows.
Definition 5.2. A measurable family (Λt)t∈[0,T ] of probability measures on B(M(R
n)) is
called a weak solution of the FPE (23) if∫ T
0
∫
M(Rn)
∫
Rn
(
|b1(r, z)| + |h(r, z)|
2 + ‖σ1(r, z)‖
2 + ‖σ0σ
∗
0(r, z)‖
)
µ(dz)Λr(dµ)dr <∞,(24)
and for any G ∈ S and 0 6 t 6 T ,∫
M(Rn)
G(µ)Λt(dµ) =
∫
M(Rn)
G(µ)Λ0(dµ) +
∫ t
0
∫
M(Rn)
LrG(µ)Λr(dµ)dr. (25)
The uniqueness of the weak solutions to Eq.(23) means that, if (Λt)t∈[0,T ] and (Λ˜t)t∈[0,T ]
are two weak solutions to Eq.(23) with Λ0 = Λ˜0, then Λt = Λ˜t for any t ∈ [0, T ].
It is easy to see that under the condition (24), the integral in the right side of Eq.(25)
is well defined.
5.2. A type of Fokker-Planck equations associated with the Zakai equations
(19). In the subsection, we introduce the other type of Fokker-Planck equations associ-
ated with the Zakai equations (19) and their weak solutions.
First of all, we define an operator Lˇt on S as follows: for G(µ) = g(< µ,ϕ >) ∈ S
LˇtG(µ) =
1
2
∂uvg(< µ,ϕ >) < µ, ϕubˇ
l
2(t, ·) + ∂iϕuσˇ
ik
1 (t, ·)σˇ
lk
2 >
× < µ, ϕvbˇ
l
2(t, ·) + ∂iϕvσˇ
ik
1 (t, ·)σˇ
lk
2 > +∂ug(< µ,ϕ >) < µ, Lˇtϕu >
=
1
2
∂uvg(< µ,ϕ >) < µ, ϕubˇ
l
2(t, ·) + ∂iϕuσˇ
ik
1 (t, ·)σˇ
lk
2 >
× < µ, ϕvbˇ
l
2(t, ·) + ∂iϕvσˇ
ik
1 (t, ·)σˇ
lk
2 > +∂ug(< µ,ϕ >) < µ, ∂iϕubˇ
i
1(t, ·) >
14
+
1
2
∂ug(< µ,ϕ >) < µ, ∂ijϕu (σˇ1σˇ
∗
1(t, ·))
ij
> .
Specially, if bˇ2(t, x) = 0, by the definition of L-derivatives in Subsection 2.2 it holds that
for µ ∈ P2(R
n)
LˇtG(µ) =
1
2
∂uvg(< µ,ϕ >) < µ, ∂iϕuσˇ
ik
1 (t, ·)σˇ
lk
2 >< µ, ∂iϕvσˇ
ik
1 (t, ·)σˇ
lk
2 >
+∂ug(< µ,ϕ >) < µ, ∂iϕubˇ
i
1(t, ·) > +
1
2
∂ug(< µ,ϕ >) < µ, ∂ijϕu (σˇ1σˇ
∗
1(t, ·))
ij
>
=
1
2
∫
Rn
∫
Rn
tr
(
∂2µG(µ)(y, y
′)σˇ1(t, y)σˇ2σˇ
∗
2σ
∗
1(t, y
′)
)
µ(dy)µ(dy′)
+
∫
Rn
∂µG(µ)(y)bˇ1(t, y)µ(dy) +
1
2
∫
Rn
tr
(
∂y∂µG(µ)(y)σˇ1(t, y)σˇ
∗
1(t, y)
)
µ(dy).
That is, the operator Lˇt is also the integral of the L-differential operators.
Next, consider the following FPE:
∂tΛˇt = Lˇ
∗
t Λˇt, (26)
where (Λˇt)t∈[0,T ] is a family of probability measures on B(M(R
n)). And then weak
solutions of the FPE (26) are defined as follows.
Definition 5.3. A measurable family (Λˇt)t∈[0,T ] of probability measures on B(M(R
n)) is
called a weak solution of the FPE (26) if∫ T
0
∫
M(Rn)
∫
Rn
(
|bˇ1(r, z)| + ‖σˇ1(r, z)‖
2 + |bˇ2(r, z)|
2
)
µ(dz)Λˇr(dµ)dr <∞, (27)
and for any G ∈ S and 0 6 t 6 T ,∫
M(Rn)
G(µ)Λˇt(dµ) =
∫
M(Rn)
G(µ)Λˇ0(dµ) +
∫ t
0
∫
M(Rn)
LˇrG(µ)Λˇr(dµ)dr. (28)
The uniqueness of the weak solutions to Eq.(23) means that, if (Λˇt)t∈[0,T ] and (
˜ˇΛt)t∈[0,T ]
are two weak solutions to Eq.(23) with Λˇ0 =
˜ˇΛ0, then Λˇt =
˜ˇΛt for any t ∈ [0, T ].
It is easy to see that under the condition (27), the integral in the right side of Eq.(28)
is well defined.
Remark 5.4. If σ1 = 0 in Eq.(23) and σˇ2 = 0 in Eq.(26), both Eq.(23) and Eq.(26) are
just those FPEs associated with the usual Zakai equations.
6. The superposition principles for the Zakai equations and
Fokker-Plank equations on M(Rn)
In the section, we state and prove two superposition principles for the Zakai equations
and Fokker-Plank equations on M(Rn).
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6.1. The superposition principle between Eq.(16) and Eq.(23). In the subsection,
we show the superposition between Eq.(16) and Eq.(23). Let us begin with Eq.(16).
Proposition 6.1. Assume that {(Ωˆ, Fˆ , {Fˆt}t∈[0,T ], Pˆ), (µˆt, Wˆt)} is a weak solution of the
Zakai equation (16). Then (Lµˆt)t∈[0,T ] is a weak solution of Eq.(23), where Lµˆt stands
for the distribution of µˆt.
Proof. First of all, we justify that the condition (24) holds for Λt = Lµˆt . Since {(Ωˆ, Fˆ ,
{Fˆt}t∈[0,T ], Pˆ), (µˆt, Wˆt)} is a weak solution of the Zakai equation (16), it holds by (iv) in
Definition 4.1 that∫ T
0
∫
M(Rn)
∫
Rn
(
|b1(r, z)|+ |h(r, z)|
2 + ‖σ1(r, z)‖
2 + ‖σ0σ
∗
0(r, z)‖
)
µ(dz)Λr(dµ)dr
=
∫ T
0
Eˆ
∫
Rn
(
|b1(r, z)| + |h(r, z)|
2 + ‖σ1(r, z)‖
2 + ‖σ0σ
∗
0(r, z)‖
)
µˆr(dz)dr
= Eˆ
∫ T
0
∫
Rn
(
|b1(r, z)| + |h(r, z)|
2 + ‖σ1(r, z)‖
2 + ‖σ0σ
∗
0(r, z)‖
)
µˆr(dz)dr
< ∞,
where Eˆ denotes the expectation under the probability measure Pˆ.
Next, we deal with the verification of Eq.(25). By (18) in Definition 4.1, we know that
µˆt satisfies the following equation
< µˆt, ϕu > = < µˆ0, ϕu > +
∫ t
0
< µˆs,Lsϕu > ds +
∫ t
0
< µˆs, ∂iϕuσ
il
1 (s, ·) > dWˆ
l
s
+
∫ t
0
< µˆs, ϕuh
l(s, ·) > dWˆ ls, ϕu ∈ C
∞
c (R
n), u = 1, 2, · · · , k.
Thus, for any G(µ) = g(< µ,ϕ >) ∈ S , applying the Itoˆ formula to the process G(µˆt)
and taking the expectation on two sides under the probability measure Pˆ, one can obtain
that
EˆG(µˆt) = EˆG(µˆ0) +
∫ t
0
Eˆ∂ug(< µˆs,ϕ >) < µˆs,Lsϕu > ds
+
1
2
∫ t
0
Eˆ∂uvg(< µˆs,ϕ >) < µˆs, ϕuh
l(s, ·) + ∂iϕuσ
il
1 (s, ·) >
× < µˆs, ϕvh
l(s, ·) + ∂iϕvσ
il
1 (s, ·) > ds,
and furthermore∫
M(Rn)
G(µ)Λt(dµ) =
∫
M(Rn)
G(µ)Λ0(dµ) +
∫ t
0
∫
M(Rn)
LrG(µ)Λr(dµ)dr.
Thus, Λt satisfies Eq.(25). The proof is complete. 
By Remark 4.2 and Proposition 6.1, we obtain the following conclusion.
Corollary 6.2. Assuem that (H1b1,σ0,σ1) (H
2
b1,σ0,σ1
) (H1b2,σ2) hold. Then Eq.(23) has a
weak solution.
Proposition 6.3. Suppose that (Λt)t∈[0,T ] is a weak solution of Eq.(23). Then there exists
a weak solution {(Ωˆ, Fˆ , {Fˆt}t∈[0,T ], Pˆ), (µˆt, Wˆt)} of Eq.(16) such that Λt = Lµˆt.
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Proof. Step 1. We project Eq.(23) to a corresponding equation on R∞ and prove that
Eq.(16) has a weak solution on R∞.
First of all, for any {ϕu, u ∈ N} ⊂ C
∞
c (R
n), set
T :M(Rn)→ R∞, T (µ) = (< µ, ϕ1 >, · · · , < µ, ϕu >, · · · ),
and then it holds that for any Φ(x) = φ(pik(x)) ∈ C2f (R
∞) and µ ∈M(Rn),
Φ(T (µ)) = Φ(< µ, ϕ1 >, · · · , < µ, ϕu >, · · · ) = φ(< µ, ϕ1 >, · · · , < µ, ϕk >),
and Φ ◦ T ∈ S . Since (Λt)t∈[0,T ] is a weak solution of Eq.(23), it follows from Eq.(25)
that for Φ ◦ T ∈ S∫
M(Rn)
(Φ ◦ T )(µ)Λt(dµ) =
∫
M(Rn)
(Φ ◦ T )(µ)Λ0(dµ) +
∫ t
0
∫
M(Rn)
Lr(Φ ◦ T )(µ)Λr(dµ)dr,
that is,∫
R∞
Φ(x)Qt(dx) =
∫
R∞
Φ(x)Q0(dx) +
∫ t
0
∫
R∞
∞∑
u=1
∂uΦ(x) < T
−1(x),Lrϕu > Qr(dx)dr
+
1
2
∫ t
0
∫
R∞
∞∑
u=1
∞∑
v=1
∂uvΦ(x) < T
−1(x), ϕuh
l(r, ·) + ∂iϕuσ
il
1 (r, ·) >
× < T −1(x), ϕvh
l(r, ·) + ∂iϕvσ
il
1 (r, ·) > Qr(dx)dr,
where Qt := Λt ◦ T
−1. Here we remind that since Φ(x) only depends on the finite
components of x, the infinite summations in the right side of the above equation are in
fact finite ones.
Next, set for u, v ∈ N
βu(r,x) :=< T −1(x),Lrϕu >,
αuv(r,x) :=< T −1(x), ϕuh
l(r, ·) + ∂iϕuσ
il
1 (r, ·) >
× < T −1(x), ϕvh
l(r, ·) + ∂iϕvσ
il
1 (r, ·) >,
and then it holds that∫ T
0
∫
R∞
|βu(r,x)|Qr(dx)dr
=
∫ T
0
∫
R∞
| < T −1(x),Lrϕu > |Qr(dx)dr =
∫ T
0
∫
M(Rn)
| < µ,Lrϕu > |Λr(dµ)dr
6
∫ T
0
∫
M(Rn)
∫
Rn
[ ∣∣∂iϕ(x)bi1(r, x)∣∣+ 12
∣∣∂ijϕ(x)(σ0σ∗0)ij(r, x)∣∣
+
1
2
∣∣∂ijϕ(x)(σ1σ∗1)ij(r, x)∣∣
]
µ(dx)Λr(dµ)dr
6 C
∫ T
0
∫
M(Rn)
∫
Rn
(
|b1(r, x)|+ ‖σ0σ
∗
0(r, x)‖+ ‖σ1(r, x)‖
2
)
µ(dx)Λr(dµ)dr
(24)
< ∞,
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and ∫ T
0
∫
R∞
|αuv(r,x)|Qr(dx)dr
=
∫ T
0
∫
R∞
| < T −1(x), ϕuh
l(r, ·) + ∂iϕuσ
il
1 (r, ·) > |
×| < T −1(x), ϕvh
l(r, ·) + ∂iϕvσ
il
1 (r, ·) > |Qr(dx)dr
=
∫ T
0
∫
M(Rn)
| < µ, ϕuh
l(r, ·) + ∂iϕuσ
il
1 (r, ·) > |
×| < µ, ϕvh
l(r, ·) + ∂iϕvσ
il
1 (r, ·) > |Λr(dµ)dr
6
∫ T
0
∫
M(Rn)
∫
Rn
(|ϕu(x)h
l(r, x)|+ |∂iϕu(x)σ
il
1 (r, x)|)µ(dx)
×
∫
Rn
(|ϕv(x)h
l(r, x)|+ |∂iϕv(x)σ
il
1 (r, x)|)µ(dx)Λr(dµ)dr
6 C
∫ T
0
∫
M(Rn)
(∫
Rn
(|h(r, x)|+ ‖σ1(r, x)‖)µ(dx)
)2
Λr(dµ)dr
6 C
∫ T
0
∫
M(Rn)
∫
Rn
(|h(r, x)|2 + ‖σ1(r, x)‖
2)µ(dx)Λr(dµ)dr
(24)
< ∞.
Thus, by Theorem 3.3, we know that there exists a solution η to the martingale problem
associated with L(α, β) with the initial law Q0 at time 0 such that ηt = Qt for any
t ∈ [0, T ]. By the similar deduction to that in [4, Proposition 4.6], it holds that there is
an m-dimensional Brownian motion Wˆ defined on an extension (Ωˆ, Fˆ , {Fˆt}t∈[0,T ], Pˆ) of
(C∞T ,B, {B¯t}t∈[0,T ],η) such that {(Ωˆ, Fˆ , {Fˆt}t∈[0,T ], Pˆ), (Zt = wt, Wˆt)} is a weak solution
of the following stochastic differential equation on R∞: for u ∈ N
dZut =< T
−1(Zt),Ltϕu > dt+ < T
−1(Zt), ϕuh
l(t, ·) + ∂iϕuσ
il
1 (t, ·) > dWˆ
l
t , 0 6 t 6 T.(29)
Step 2. We show that Eq.(16) has a weak solution on M(Rn).
Put µˆt := T
−1(Zt), and then Lµˆt = Λt and (29) becomes
< µˆt, ϕu > = < µˆ0, ϕu > +
∫ t
0
< µˆs,Lsϕu > ds
+
∫ t
0
< µˆs, ϕuh
l(s, ·) + ∂iϕuσ
il
1 (s, ·) > dWˆ
l
s. (30)
Thus, we prove that (µˆt) is a weak solution of Eq.(16).
Now, we specialize the sequence {ϕu, u ∈ N} as the dense subset of C
∞
c (R
n) (See [5,
Lemma 6.1]). And then for any ϕ ∈ C∞c (R
n), there exists a subsequence {ϕuk , k ∈ N}
such that (ϕuk , ∂iϕuk , ∂ijϕuk) converges unformly to (ϕ, ∂iϕ, ∂ijϕ) as k →∞. Accordingly,
< µˆt, ϕuk >→< µˆt, ϕ > as k →∞. Also note that
Eˆ
∣∣∣∣
∫ t
0
< µˆs,Lsϕuk > ds−
∫ t
0
< µˆs,Lsϕ > ds
∣∣∣∣
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6 Eˆ
∫ t
0
|< µˆs,Ls(ϕuk − ϕ) >| ds 6 Eˆ
∫ t
0
∫
Rn
|Ls(ϕuk − ϕ)(x)|µˆs(dx)ds
6 Eˆ
∫ t
0
∫
Rn
[ ∣∣∂i(ϕuk − ϕ)(x)bi1(s, x)∣∣+ 12
∣∣∂ij(ϕuk − ϕ)(x)(σ0σ∗0)ij(s, x)∣∣
+
1
2
∣∣∂ij(ϕuk − ϕ)(x)(σ1σ∗1)ij(s, x)∣∣
]
µˆs(dx)ds
6 C‖ϕuk − ϕ‖C2c Eˆ
∫ T
0
∫
Rn
(
|b1(s, x)|+ ‖σ0σ
∗
0(s, x)‖+ ‖σ1(s, x)‖
2
)
µˆs(dx)ds
→ 0, k →∞,
where
‖ϕ‖C2c := sup
x∈Rn
|ϕ(x)|+ sup
i
sup
x∈Rn
|∂iϕ(x)|+ sup
i,j
sup
x∈Rn
|∂ijϕ(x)|,
and
Eˆ
∣∣∣∣
∫ t
0
< µˆs, ϕukh
l(s, ·) + ∂iϕukσ
il
1 (s, ·) > dWˆ
l
s −
∫ t
0
< µˆs, ϕh
l(s, ·) + ∂iϕσ
il
1 (s, ·) > dWˆ
l
s
∣∣∣∣
2
=
m∑
l=1
Eˆ
∫ t
0
| < µˆs, (ϕuk − ϕ)h
l(s, ·) + ∂i(ϕuk − ϕ)σ
il
1 (s, ·) > |
2ds
6
m∑
l=1
CEˆ
∫ t
0
∫
Rn
[
|(ϕuk − ϕ)(x)h
l(s, x)|2 + |∂i(ϕuk − ϕ)(x)σ
il
1 (s, x)|
2
]
µˆs(dx)ds
6 C‖ϕuk − ϕ‖
2
C2c
Eˆ
∫ T
0
∫
Rn
(
|h(s, x)|2 + ‖σ1(s, x)‖
2
)
µˆs(dx)ds
→ 0, k →∞.
Thus, replacing ϕu in (30) by ϕuk and then taking the limit on two sides of (30), we get
(18). The proof is complete. 
Combing Proposition 6.1 and Proposition 6.3, we have the following superposition
principle between Eq.(16) and Eq.(23).
Theorem 6.4. (One superposition principle on M(Rn))
(i) The existence of weak solutions {(Ωˆ, Fˆ , {Fˆt}t∈[0,T ], Pˆ), (µˆt, Wˆt)} for Eq.(16) is equiv-
alent to the existence of weak solutions (Λt)t∈[0,T ] for Eq.(23). Moreover, Λt = Lµˆt for
any t ∈ [0, T ].
(ii) The uniqueness of weak solutions for the Zakai equation (16) is equivalent to the
uniqueness of weak solutions for Eq.(23).
6.2. A superposition principle between Eq.(19) and Eq.(26). In the subsection,
we state the superposition between Eq.(19) and Eq.(26).
Theorem 6.5. (The other superposition principle on M(Rn))
(i) The existence of weak solutions (ˆˇµt)t∈[0,T ] for Eq.(19) is equivalent to the existence
of weak solutions (Λˇt)t∈[0,T ] for Eq.(26). Moreover, Λˇt = L ˆˇµt for any t ∈ [0, T ].
(ii) The uniqueness of weak solutions for the Zakai equation (19) is equivalent to the
uniqueness of weak solutions for Eq.(26).
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Since the proof of the above theorem is similar to that in Theorem 6.4, we omit it.
Finally, by Remark 4.6 and Theorem 6.5, we have the following result.
Corollary 6.6. Suppose that (i)− (iii) hold. Then Eq.(26) has a unique weak solution.
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