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INVERSE MOMENT PROBLEM FOR NON-ABELIAN COXETER
DOUBLE BRUHAT CELLS
MICHAEL GEKHTMAN
Dedicated to my teacher Yuri Makarovich Berezanskii on his 90th birthday
Abstract. We solve the inverse problem for non-Abelian Coxeter double Bruhat
cells in terms of the matrix Weyl functions. This result can be used to establish
complete integrability of the non-Abelian version of nonlinear Coxeter-Toda lattices
in GLn.
1. Introduction
A fruitful interaction between the operator theory, inverse spectral problems in par-
ticular, and the theory of completely integrable systems is, by now, well documented.
Beyond just linearizing Hamiltonian equations of interest in mathematical physics, this
interaction led to greater insight into geometric properties of underlying objects as well
as revealed deep connections with representation theory and algebraic combinatorics.
In one of the first and most famous instances of an interplay between the spectral
theory and integrability questions, Moser [32] used a map from finite Jacobi matrices
to the space rational functions of fixed degree to linearize the celebrated Toda lattice in
the finite non-periodic case. This map associates with a Jacobi matrix a certain matrix
element of its resolvent, called the Weyl function. On the other hand, the Atiyah-Hitchin
Poisson structure [2] on rational functions initially discovered in the theory of magnetic
monopoles, provides a convenient description for the (linear) Hamiltonian structure of
the Toda lattice.
In [15]–[17], it was shown that the Atiyah-Hitchin structure belongs to a family of
compatible Poisson structures that can be used to establish a multi-Hamiltonian nature
of the entire class of ”Toda-like” integrable lattices. In the context of the linear Poisson
structure, these lattices are associated with minimal irreducible co-adjoint orbits of the
Borel subgroup in gln, while, from the point of view of the quadratic Poisson structure,
they are naturally associated with certain class of double Bruhat cells in GLn and belong
to the family of so-called Coxeter-Toda lattices. The latter perspective recently led to
establishing of a cluster algebra structure in the space of rational functions [26]. Along
with Poisson brackets from [16], the key ingredient of this construction was a solution of
the inverse problem, that allows to restore the Lax operator of a Coxeter-Toda lattice
from its Weyl function in terms of a certain collection of Hankel determinant built from
coefficients of the Laurent expansion of the Weyl function. These determinantal formulae
generalize the classical ones in the theory of orthogonal polynomials on the real line and
on the unit circle.
In this paper, we present an overview of a non-Abelian version of some of the results
of [15]–[17] and [26]. Although we will concentrate on finite non-Abelian lattices, it
should be pointed out that infinite non-Abelian lattices of Toda type have also attracted
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a lot of interest of the years. The have been studied in a variety of contexts and via a
variety of approaches, using inverse spectral problems in the semi-infinite case [6], [7],
inverse scattering in the double-infinite case [9] and methods of algebraic geometry in
the periodic case [31].
In the earlier paper [23], we introduce a matrix-valued version of Coxeter-Toda lattices
on certain classes of block Hessenberg matrices. These nonlinear lattices generalize both
the nonlinear lattices in [15] and the finite non-periodic non-Abelian Toda lattice. We
established that a matrix analogue of the Weyl function provides a convenient tool for
a study of these non-Abelian Coxeter-Toda lattices. In the case of the non-Abelian
Toda lattice, this point of view was advocated in [24]. The lattices of [23] ”live” on
noncommutative analogues of elementary Toda orbits – minimal irreducible co-adjoint
orbits of the Borel subgroup in GLn. In contrast, here we will be more concerned with
a noncommutative version of Coxeter double Bruhat cells, whose scalar counterparts are
minimal irreducible Poisson submanifolds of GLn equipped with the standard Poisson-Lie
structure.
In section 3, we define non-Abelian Coxeter double Bruhat cells, introduce some re-
lated combinatorial objects and describe how the elements of non-Abelian Coxeter double
Bruhat cells can be parametrized using factorization into elementary factors or, alter-
natively, using planar directed weighted networks with noncommutative weights. In
section 4, the main section of the paper, we presents a solution of the inverse moment
problem for non-Abelian Coxeter double Bruhat cells. Here the key role is played by
the matrix Weyl function. The main theorem, Theorem 4.2, extends both the results
in the commutative case [26] and the partial results obtained in [23]. The factorization
parameters are restored as noncommutative monomial expressions in term of Schur com-
plements (quasideterminants) associated with a family of block Hankel matrices built
from the coefficients of the Laurent expansion of the matrix Weyl functions. These
quasideterminants replace ratios of Hankel determinants needed to express the solution
of the inverse problem in the commutative case.
In section 5, we show how this inverse problem combined with the Poisson structure on
matrix-valued rational functions introduced earlier in [24] lead to a completely integrable
system on every non-Abelian Coxeter double Bruhat cell. We call this system a non-
Abelian Coxeter-Toda lattice. The obtained family of integrable lattices incorporates as
particular cases all the lattices from [15, 26, 23].
2. Preliminaries
We start by introducing notations and terms to be used throughout the paper. In
what follows we will be dealing with block vectors and block matrices whose entries are
m×m matrices. For an n1×n2 block matrix A = (aij), the notation AT will be reserved
for its n2 × n1 block transpose : AT = (aji).
Denote by 1r the r×r identity matrix. Sometimes, when the dimension of the identity
matrix is clear from context, we will drop the subscript and use 1 instead.
Define elementary block vectors ej = (δij1m)
n
i=1, (j = 1, . . . , n) and elementary block
matrices eij ⊗ 1m = (δiαδjβ1m)
n
α,β=1.
If P (λ) =
∑
α λ
απα is a Laurent polynomial with m×m matrix coefficients, X is an
n× n block matrix and f is a block column vector, we denote by P (X)f the expression∑
αX
αfπα and by f
TP (X) the expression
∑
α παf
TXα.
In what follows, when we deal with an inverse of a block matrix A = (aij), the notation
A−1ij is used for an (i, j)-block of A
−1, while a−1ij or (Aij)
−1 will denote the inverse of the
(i, j)-block of A.
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Recall that if A = (aij)
2
i,j=1 is a 2×2 block matrix (not necessarily with square blocks)
and if a block Aij is square, then its Schur complement is defined as
A3−i,3−j = A3−i,3−j −A3−i,i(Aij)
−1Aj,3−j .
Below, we will use the following well-known
Lemma 2.1. Let G =
[
A B
C D
]
be an invertible block matrix, whose block A (resp.
B,C,D) is square and has an invertible Schur complement. Then G−1 is given by the
formula
(2.1) G−1 =
[
A−1 +A−1B(D)−1CA−1 −A−1B(D)−1
−(D)−1CA−1 (D)−1
]
,
resp.
(2.2) G−1 =
[
−C−1D(B)−1 C−1 + C−1D(B)−1AC−1
(B)−1 −(B)−1AC−1
]
,
(2.3) G−1 =
[
(A)−1 −(A)−1BD−1
−D−1C(A)−1 D−1 +D−1C(A)−1BD−1
]
,
(2.4) G−1 =
[
−(C)−1DB−1 (C)−1
B−1 +B−1A(C)−1DB−1 −B−1A(C)−1
]
.
Remark 2.2. It is easy to see that if the second row of a block matrix G =
[
A B
C D
]
with an invertible square A is a left multiple of the first row, then the Schur complement
of A in G is zero.
For r ∈ N, denote by [r] the set {1, . . . , r}. Given an n1 × n2 block matrix A = (aij)
with m×m blocks and index sets I ⊂ [n1], J ⊂ [n2] we denote by AJI its block submatrix
formed by block rows and columns indexed by i and J resp. For i ∈ [n1], j ∈ [n2], we
denote by iˆ, jˆ their complements in [n1], [n2].
Following [21], we denote by aij the Schur complement of A
jˆ
iˆ
in A (called a quaside-
terminant in terminology of [13, 21]) :
(2.5) Aij = aij −A
jˆ
i (A
jˆ
iˆ
)−1Aj
iˆ
.
3. Non-Abelian Coxeter double Bruhat cells
3.1. In this section, we describe combinatorial notions and parameterizations associated
with Coxeter double Bruhat cells adapted to the non-Abelian situation. The discussion
here follows that in sect. 3 of [26]. Most of the auxiliary combinatorial statements from
that paper can be used without any modifications.
Recall [19] that a double Bruhat cell Gu,v in GLn associated with a pair of elements
u, v of the permutation group Sn is defined as an intersection
(3.1) Gu,v =
(
B+uB+
)
∩
(
B−vB−
)
,
where B± denote subgroups of upper and lower triangular invertible matrices in GLn
and where u, v are identified with the corresponding permutation matrices u¯, v¯. Double
Bruhat cells in simple and reductive Lie groups where comprehensively studied in [19]
in connection with the notion of total positivity. They also served as a chief motivation
for defining the notion of cluster algebras, as well as an important example of a class of
algebraic varieties supporting a cluster algebra structure [3, 25].
A non-Abelian version of double Bruhat cells was studied in [4]. For our purposes,
they can be defined by (3.1) in which B± now denote groups of invertible n × n upper
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and lower block triangular matrices with m×m blocks and u, v are now identified with
block permutation matrices u¯⊗ 1m, v¯ ⊗ 1m.
Factorization of generic elements of Gu,v into a product of elementary factors plays
an important role in the study of double Bruhat cells in both commutative and noncom-
mutative contexts. For an m×m matrix a and i ∈ [n], define elementary block-matrices
E+i (a), E
−
i (a) by
(3.2) E+i (a) = 1n ⊗ 1m + ei,i+1 ⊗ a, E
−
i (a) = 1n ⊗ 1m + ei+1,i ⊗ a .
In other words, E+i (A) (resp. E
−
i (A)) is a block bidiagonal matrix with 1m on the
diagonal and the only nonzero off-diagonal block A in a position (i, i+1) (resp. (i+1, i)).
As in the scalar case (see, e.g. [18, 19, 20, 26]), it will be convenient to represent
block matrices that can be realized as products of elementary ones by planar weighted
directed diagrams. In our case, all the weights will be invertible m×m matrices assigned
to edges of the network. Any network N in question can be drawn in a rectangle, with n
sources located on the left side and n sinks on the right side. Both sources and sinks are
labeled 1 to n going from the bottom to the top. All internal vertices are trivalent and
are either colored white if it has exactly one incoming edge or black if there are exactly
two incoming edges. There are three kinds of edges: horizontal, directed left-to-right
and two kinds of inclined edges, directed southwest or northwest. For a directed path P
joining ith source with the jth sink we define its weight w(P) as a left-to-right ordered
product of egde weights in w(P). A block matrix A = A(N ) = (aij)ni,j=1 associated with
N is defined by
(3.3) aij =
∑
P:i j
w(P) .
For example, a n×n block diagonal matrix diag(d1, . . . , dn) and elementary block bidia-
gonal matrices E−i (l) and E
+
j (u) correspond to planar networks shown in Figure 1 a), b)
and c), respectively; all weights not shown explicitly are equal to 1.
c)b)
d nn
d 22
n
2
d 11 1
n
j
1 1
j
n
ul
n
i
1 1
i
n
i−1 i−1 j−1 j−1
a)
Figure 1. Elementary networks
Two networks of the kind described above can be concatenated by gluing the sinks of
the former to the sources of the latter. If A1, A2 are matrices associated with the two
networks, then it is clear that the matrix associated with their concatenation is A1A2.
3.2. Recall that a Coxeter element of Sn is any element of length n − 1 or, in other
words, a of all n− 1 distinct elementary transpositions si (i = 1, . . . , n− 1) taken in an
arbitrary order. We are only interested in non-Abelian double Bruhat cells associated
with a pair of Coxeter elements u, v, Coxeter double Bruhat cells for short.
Denote s[p,q] = spsp+1 . . . sq−1 for 1 ≤ p < q ≤ n and recall that every Coxeter element
v ∈ Sn can be written in the form
(3.4) v = s[ik−1,ik] · · · s[i1,i2]s[1,i1]
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for some subset I = {1 = i0 < i1 < · · · < ik = n} ⊆ [1, n]. Besides, define L = {1 = l0 <
l1 < · · · < ln−k = n} by {l1 < · · · < ln−k−1} = [1, n] \ I.
Lemma 3.1. Let v be given by (3.4), then
v−1 = s[ln−k−1,ln−k] · · · s[l1,l2]s[1,l1] .
Let (u, v) be a pair of Coxeter elements and
(3.5)
I+ = {1 = i+0 < i
+
1 < · · · < i
+
k+
= n},
I− = {1 = i−0 < i
−
1 < · · · < i
−
k−
= n},
L+ = {1 = l+0 < l
+
1 < · · · < l
+
n−k+−1 < l
+
n−k+
= n},
L− = {1 = l−0 < l
−
1 < · · · < l
−
n−k−−1 < l
−
n−k−
= n}
be subsets of [1, n] that correspond to v and u−1 in the way just described.
Certain additional combinatorial data that was utilized in the commutative case [26]
can also be employed in a non-Abelian situation. Namely, given a pair (u, v) of Coxeter
elements or, equivalently, the sets I± given by (3.5), we define, for any i ∈ [1, n] integers
ε±i and ζ
±
i :
(3.6) ε±i =
{
0, if i = i±j for some 0 < j ≤ k± ,
1, otherwise
and
(3.7) ζ±i = i(1− ε
±
i )−
i−1∑
β=1
ε±β ;
note that by definition, ε±1 = 1, ζ
±
1 = 0. Further, put
(3.8) M±i = {ζ
±
α : α = 1, . . . , i}
and
(3.9) k±i = max{j : i
±
j ≤ i}.
Finally, define
(3.10) εi = ε
+
i + ε
−
i
and
(3.11) κi = i+ 1−
i∑
β=1
εβ .
Lemma 3.2. (i) The n-tuples ε± = (ε±i ) and ζ
± = (ζ±i ) uniquely determine each other.
(ii) For any i ∈ [1, n],
ζ±i =
{
j, if i = i±j for some 0 < j ≤ k± ,
−
∑i−1
β=1 ε
±
β , otherwise.
(iii) For any i ∈ [1, n],
k±i = i−
i∑
β=1
ε±β , κi = k
+
i + k
−
i − i+ 1 .
(iv) For any i ∈ [1, n],
M±i = [k
±
i − i+ 1, k
±
i ] =
[
1−
i∑
β=1
ε±β , i−
i∑
β=1
ε±β
]
.
122 MICHAEL GEKHTMAN
A set of m×m complex matrices c−1 , . . . , c
−
n−1; c
+
1 , . . . , c
+
n−1; d1, . . . , dn will play a role
of noncommutative parameters for generic elements in Gu,v. We will call c−i lower, c
+
i
upper, and di diagonal factorization parameters.
Define matrices D = diag(d1, . . . , dn),
(3.12) C+j =
i
+
j
−1∑
α=i+
j−1
eα,α+1 ⊗ c
+
α , j ∈ [1, k
+], C−j =
i
−
j
−1∑
α=i−
j−1
eα+1,α ⊗ c
−
α , j ∈ [1, k
−],
and
C¯+j =
l
+
j
−1∑
α=l+
j−1
eα,α+1 ⊗ c
+
α , j ∈ [1, n− k
+], C¯−j =
l
−
j
−1∑
α=l−
j−1
eα+1,α ⊗ c
+
α , j ∈ [1, n− k
−].
Lemma 3.3. A generic element X ∈ Gu,vm can be written as
(3.13) X = (1− C−1 )
−1 · · · (1− C−
k−
)−1D(1− C+
k+
)−1 · · · (1− C+1 )
−1,
and its inverse can be factored as
(3.14) X−1 = (1+ C¯+
n−k+
)−1 · · · (1+ C¯+1 )
−1D−1(1+ C¯−1 )
−1 · · · (1+ C¯−
k−
)−1.
The network Nu,v that corresponds to factorization (3.13) is obtained by the concate-
nation (left to right) of 2n− 1 building blocks (as depicted in Fig. 1) that correspond to
elementary matrices
E−
i
−
2
−1
(c−
i
−
2
−1
), . . . , E−1 (c
−
1 ), E
−
i
−
3
−1
(c−
i
−
3
−1
), . . . , E−
i
−
2
(c−
i
−
2
), . . . ,
E−n−1(c
−
n−1), . . . , E
−
i−
k−−1
(c−
i−
k−−1
), D,E+
i+
k+−1
(c+
i+
k+−1
), . . . , E+n−1(c
+
n−1),
. . . , E+
i
+
2
(c+
i
+
2
), . . . E+
i
+
3
−1
(c+
i
+
3
−1
), E+1 (c
+
1 ) · · ·E
+
i
+
2
−1
(c+
i
+
2
−1
) .
This network has 4(n− 1) internal vertices and 5n− 4 horizontal edges.
Similarly, the network N¯u,v that corresponds to factorization (3.14) is obtained by the
concatenation (left to right) of building blocks that correspond to elementary matrices
E+
i
+
2
−1
(−c+
i
+
2
−1
), . . . , E+1 (−c
+
1 ), E
+
i
+
3
−1
(−c+
i
+
3
−1
), . . . , E+
i
+
2
(−c+
i
+
2
), . . . ,
E+n−1(−c
+
n−1), . . . , E
+
i
+
k+−1
(−c+
i
+
k+−1
), D−1, E−
i
−
k−−1
(−c−
i
−
k−−1
), . . . , E−n−1(−c
−
n−1),
. . . , E−
i
−
2
(−c−
i
−
2
), . . . , E−
i
−
3
−1
(−c−
i
−
3
−1
), E−1 (−c
−
1 ), . . . , E
−
i
−
2
−1
(−c−
i
−
2
−1
) .
Remark 3.4. (i) If v = sn−1 · · · s1, then X is a block lower Hessenberg matrix, and if
u = s1 · · · sn−1, then X is a block upper Hessenberg matrix.
(ii) If v = sn−1 · · · s1 and u = s1 · · · sn−1, then Gu,v consists of block tri-diagonal
matrices with non-zero off-diagonal entries (block Jacobi matrices). In this case I+ =
I− = [1, n], ε±1 = 1 and ε
±
i = 0 for i = 2, . . . , n.
(iii) If u = v = sn−1 · · · s1 (which leads to I+ = [1, n], I− = {1, n}), then, in the scalar
case, elements of Gu,v have a structure of recursion operators arising in the theory of
orthogonal polynomials on the unit circle.
(iv) The choice u = v = (s1s3 · · · )(s2s4 · · · ) (the so-called bipartite Coxeter element)
gives rise to a special kind of pentadiagonal block matrices X . In the scalar case, they
are called CMV matrices) and serve as an alternative version of recursion operators for
orthogonal polynomials on the unit circle [10] and in the complex plane [8].
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Figure 2. Network representation for elements in Gs3s2s1s4,s4s3s1s2
3.3. Example. Let n = 5, v = s4s3s1s2 and u = s3s2s1s4. The network Nu,v that
corresponds to factorization (3.13) is shown in Figure 2.
A generic element X ∈ Gu,v has a form
X = (xij)
5
i,j=1 =


d1 x11c
+
1 x12c
+
2 0 0
c−1 x11 d2 + c
−
1 x12 x22c
+
2 0 0
c−2 x21 c
−
2 x22 d3 + c
−
2 x23 d3c
+
3 0
c−3 x31 c
−
3 x32 c
−
3 x33 d4 + c
−
3 x34 d4c
+
4
0 0 0 c−4 d4 d5 + c
−
4 x45

 .
One finds by a direct observation that k+ = 3 and I+ = {i+0 , i
+
1 , i
+
2 , i
+
3 } = {1, 3, 4, 5},
and hence L+ = {l+0 , l
+
1 , l
+
2 } = {1, 2, 5}. Next, u
−1 = s4s1s2s3, therefore, k
− = 2 and
I− = {i−0 , i
−
1 , i
−
2 } = {1, 4, 5}, and hence L
− = {l−0 , l
−
1 , l
−
2 , l
−
3 } = {1, 2, 3, 5}. Further,
ε+ = (1, 1, 0, 0, 0), ε− = (1, 1, 1, 0, 0),
and hence
ζ+ = (0,−1, 1, 2, 3), ζ− = (0,−1,−2, 1, 2).
Therefore,
(k+i )
5
i=1 = (0, 0, 1, 2, 3), (k
−
i )
5
i=1 = (0, 0, 0, 1, 2),
and hence
(M+i )
5
i=1 = ([0, 0], [−1, 0], [−1, 1], [−1, 2], [−1, 3]),
(M−i )
5
i=1 = ([0, 0], [−1, 0], [−2, 0], [−2, 1], [−2, 2]).
Finally, ε = (2, 2, 1, 0, 0) and κ = (0,−1,−1, 0, 1).
The network N¯u−1,v−1 that corresponds to factorization (3.14) is shown in Figure 3.
−c
−c
−c
−c
−c
−c
−c
−c
1
3
2
4
5
3
1
2
4
5
+
3
4
+
2
+
1
+
1
−
2
−
3
−
4
−
d 3
d 5
d 4
d 1
d 2
−1
−1
−1
−1
−1
Figure 3. Network N¯u−1,v−1 for the double Bruhat cell G
s3s2s1s4,s4s3s1s2
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4. Inverse problem
4.1. With each X ∈ Gu,v one associates a matrix Weyl function
(4.1) M(λ) = M(λ,X) = eT1 (λ −X)
−1e1 =
∞∑
k=0
1
λk+1
hk,
where
(4.2) hk = e
T
1X
ke1
are the moments of X .
Our goal is to show how a generic element X of a non-Abelian Coxeter double Bruhat
cell Gu,v that admits factorization (3.13) can be restored from its Weyl function (4.1)
up to a block-diagonal conjugation preserving the Weyl function. We denote by Gu,v/T
the space of orbits of this action on Gu,v. Here T denotes the group of invertible block
diagonal matrices of the form T = diag (1m, T1, Tn−1)).
If X ∈ Gu,v has factorization parameters c±i , di and A is a block diagonal matrix
T = diag
(
1m, c
−
1 , . . . , (c
−
n−1 · · · c
−
1 )
)
, then X ′ := T−1XT has all lower parameters equal
to 1m and its upper and diagonal parameters are given by
(4.3) ci = (c
−
i−1 · · · c
−
1 )
−1c+i c
−
i (c
−
i−1 · · · c
−
1 ), di = (c
−
i−1 · · · c
−
1 )
−1di(c
−
i−1 · · · c
−
1 ) .
Clearly, the Weyl function of X ′ coincides with that of X and we can view (4.3) as
parameterizing a generic element of Gu,v/T. In other words, the inverse problem we are
interested in solving can be restated as follows: given an element in X ∈ Gu,v with all
lower parameters equal to 1, restore the remaining factorization parameters ci,di from
the Weyl function M(λ,X).
To solve the inverse problem, we combine the approach employed in the commutative
situation [17, 26] with the one used in a non-Abelian setting in the block Jacobi case
[30, 5] (see also [22, 33]) and block Hessenberg (v = sn−1 · · · s1) case [23]. The main idea
stems from the classical moments problem [1]: in the commutative case, one considers the
space C[λ, λ−1]/ det(λ−X) equipped with the so-called moment functional - a bi-linear
functional 〈 , 〉 on Laurent polynomials in one variable, uniquely defined by the property
(4.4) 〈λi, λj〉 = hi+j .
X is then realized as a matrix of the operator of multiplication by λ relative to appropri-
ately selected bases {p+i (λ)}
n−1
i=0 , {p
−
i (λ)}
n−1
i=0 bi-orthogonal with respect to the moment
functional:
(4.5) 〈p−i (λ), p
+
j (λ)〉 = δij .
For example, the classical tridiagonal case corresponds to the orthogonalization of the se-
quence 1, λ, . . . , λn−1. Elements of Gsn−1···s1,sn−1···s1 (cf. Remark 3.4(iii)) result from the
bi-orthogonalization of sequences 1, λ, . . . , λn−1 and λ−1, . . . , λ1−n, while CMV matrices
(Remark 3.4(iv)) correspond to the bi-orthogonalization of sequences 1, λ, λ−1, λ2, . . . and
1, λ−1, λ, λ−2, . . . The non-Abelian case was first treated in pioneering works by M. G.
Krein [30] and Yu. M. Berezanskii [5, chapter VII.2] on Jacobi matrices with matrix
(operator) valued coefficients. In this case, the moment functional defined by (4.4) be-
comes a matrix-valued functional that acts on pairs of matrix-valued Laurent polynomials
a(λ) =
∑
i λ
iai, b(λ) =
∑N
j λ
ibj by
〈a(λ), b(λ〉 =
∑
i,j
aihi+jbj
and, in the tri-diagonal case, coefficients of X are obtained via so-called pseudo-orthogo-
nalization [5] applied to the sequence 1, λ1, . . . We will generalize this strategy to the
case of arbitrary Coxeter u, v.
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For any l ∈ Z, i ∈ N define block Hankel matrices
(4.6) H
(l)
i = (hα+β+l−i−1)
i
α,β=1 .
Matrices H
(l)
i play the key role in the solution of the inverse problem. Before describing
its solution, let us recall the situation in the scalar case which can be summarized in the
following theorem quoted from [26].
Theorem 4.1. Let ∆
(l)
i = detH
(l)
i . If X ∈ G
u,v admits factorization (3.13), then
(4.7)
di = di =
∆
(κi+1)
i ∆
(κi−1)
i−1
∆
(κi)
i ∆
(κi−1+1)
i−1
,
ci = c
+
i c
−
i =
∆
(κi−1)
i−1 ∆
(κi+1)
i+1(
∆
(κi+1)
i
)2
(
∆
(κi+1+1)
i+1
∆
(κi+1)
i+1
)εi+1 (
∆
(κi−1+1)
i−1
∆
(κi−1)
i−1
)2−εi
for any i ∈ [1, n].
The rest of this section is devoted to the proof of the noncommutative analogue of
Theorem 4.1 that can be formulated as
Theorem 4.2. If X is a generic element of Gu,v admitting factorization (3.13) then
corresponding noncommutative factorization parameters ci,di can be restored as non-
commutative monomial expressions in terms of quasideterminants associated with corner
block entries of matrices H
(l)
i .
4.2. The following short-hand notations will be convenient for us below: for any integers
r < s introduce block column vectors h[r,s] = col[hr, hr+1, . . . , hs] and a block row vectors
h[r,s] = [hr, hr+1, . . . , hs]. For example, we can partition H
(l)
i+1 as
(4.8)
H
(l)
i+1 =
[
H
(l−1)
i h
[l,l+i−1]
h[l,l+i−1] hl+i
]
=
[
hl−i h[l−i+1,l]
h[l−i+1,l] H
(l+1)
i
]
=
[
h[l−i,l−1] H
(l)
i
hl h[l+1,l+i]
]
=
[
h[l−i,l−1] hl
H
(l)
i h
[l+1,l+i]
]
.
Using (2.5), (4.8) and Lemma 2.1, we can express ”corner” block entries of the inverse
of H
(l)
i+1 using quasideterminants:
(4.9)
(H
(l)
i+1)
−1
11 =
(
(H
(l)
i+1)

11
)−1
=
(
hl−i − h[l−i+1,l](H
(l+1)
i )
−1h[l−i+1,l]
)−1
,
(H
(l)
i+1)
−1
1,i+1 =
(
(H
(l)
i+1)

1,i+1
)−1
=
(
hl − h[l−i,l−1](H
(l)
i )
−1h[l+1,l+i]
)−1
,
(H
(l)
i+1)
−1
i+1,1 =
(
(H
(l)
i+1)

i+1,1
)−1
=
(
hl − h[l+1,l+i](H
(l)
i )
−1h[l−i,l−1]
)−1
,
(H
(l)
i+1)
−1
i+1,i+1 =
(
(H
(l)
i+1)

i+1,i+1
)−1
=
(
hl+i − h[l,l+i−1](H
(l−1)
i )
−1h[l,l+i−1]
)−1
.
Note that in the scalar case all expressions above are ratios of Hankel determinants.
This is precisely the reason why Theorem 4.2 serves as an noncommutative analogue of
Theorem 4.1. Although we are not going to use them below, we should mention the
following identities that were proved in [23].
Proposition 4.3. For k ≥ 1
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(H
(l)
k+1)
−1
k+1,k+1 = −(H
(l)
k+1)
−1
k+1,1
(
(H
(l−1)
k )
−1
k,1
)−1
(H
(l)
k )
−1
k,k ,(4.10)
(H
(l)
k+1)
−1
11 = −(H
(l)
k )
−1
11
(
(H
(l+1)
k )
−1
k1
)−1
(H
(l)
k+1)
−1
k+1,1 ,(4.11)
(H
(l)
k+1)
−1
k+1,k+1
(
(H
(l)
k+1)
−1
1,k+1
)−1
= −(H
(l)
k )
−1
kk
(
(H
(l−1)
k )
−1
1k
)−1
.(4.12)
Next, we will use relations between moments (4.2) to define a matrix analogue of the
characteristic polynomial for X .
Lemma 4.4. For a generic X ∈ H, the Weyl function can be factored as
(4.13) M(λ) = Q(λ)P−1(λ) ,
where P (λ), Q(λ) are monic matrix polynomials with n×n matrix coefficients of degrees
n, n− 1 resp. In particular,
P (λ) = λn1− λn−1Fn−1 − · · · − F0 .
Proof. Equation (4.13) is equivalent to relations
(4.14) hk+n =
n−1∑
j=0
hk+jFj (k = 0, 1, . . .) ,
which, in turn, can be re-written as
(4.15) H(l+1)n = H
(l)
n


0 · · · F0
1
. . .
...
. . .
1 Fn−1


for all l ∈ Z. The latter follows from (4.6) and the fact that, for a generic X , block
column Xne1 is a linear combination over glm of block columns e1, Xe1, . . . , X
n−1e1:
Xne1 = e1F0 + · · ·+X
n−1e1Fn−1. 
Remark 4.5. It is a corollary of the proof above that X is similar to the block companion
matrix that appears in the right hand side of (4.15). This means, in particular that the
characteristic polynomial of X coincides with detP (λ).
If u, v, . . . are block row or column vectors, we will denote by spanglm{u, v, . . .} the
space of all combinations of Auu+Avv + · · · with m×m matrix coefficients Au, Av, . . .
For any i ∈ [n] define subspaces
L+i = spanglm{e
T
1 , . . . , e
T
i }, L
−
i = spanglm{e1, . . . , ei}.
Let
(4.16) γ+i =


~∏j−1
β=0
(
di+
β
ci+
β
· · · ci+
β+1
−1
)
, if i = i+j ,
(−1)l
+
α−1 ~
∏α−1
β=0
(
cl+
β
· · · cl+
β+1
−1d
−1
l
+
β
+1
)
, if i = l+α ,
(4.17) γ−i =


di−
j−1
· · ·di−
0
, if i = i−j ,
(−1)l
−
α−1d−1
l
−
α
· · ·d−1
l
−
1
, if i = l−α , i < n ,
where i±j , l
±
α are defined in (3.5) and γ
±
1 = 1 .
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Remark 4.6. Note an expression for γ+i has a form γ
+
i = µ ci−1 if ε
+
i = 0 or γ
+
i =
µ ci−1d
−1
i if ε
+
i = 1, where in both cases µ is a noncommutative monomial in cα (α <
i − 1) and d±1β (β < i). This means, in particular, that all weights c1, . . . , cn−1 can be
uniquely restored from d1, . . . ,dn and γ
+
1 , . . . , γ
+
n as noncommutative monomial expres-
sions.
Lemma 4.7. For any i ∈ [1, n] one has
(4.18) eT1X
ζ
+
i = γ+i e
T
i mod L
+
i−1
and
(4.19) Xζ
−
i e1 = eiγ
−
i mod L
−
i−1.
In particular,
L+i = spanglm{e
T
1X
ζ
+
1 , . . . , eT1X
ζ
+
i }, L−i = spanglm{X
ζ
−
1 e1, . . . , X
ζ
−
i e1}.
In addition,
(4.20) Xζ
−
n−ne1 = (−1)
n−1en
(
d−1n d
−1
l
−
n−k−−1
· · ·d−1
l
−
1
)
:= (−1)n−1enγ˜n mod L
−
n−1.
Proof. The proof given in [26] relies only on the combinatorics of networks associated
with X,X−1 and thus can be applied to the noncommutative case as well. The idea is
that to analyze Xke1 (resp. e
T
1X
k) for some k ∈ Z , one can consider a network obtained
by concatenation of |k| copies of the network that corresponds to Xsignk and find what
is the highest horizontal level that can be reached by a path starting at the lowest level
on the right (resp. on the left). The upshot is that if k = ζ−i (resp. k = ζ
+
i ) then the
level is given by i and the corresponding path is unique. The weight of this path is equal
to γ−i (resp. γ
+
i ). 
Example 4.8. We illustrate (4.18) using Example 3.3 and Fig. 2. If j > 0 then to find
i such that eT1X
j = γ+i e
T
i mod L
+
i−1 it is enough to find the highest sink that can be
reached by a path starting from the source 1 in the network obtained by concatenation
of j copies of Nu,v. Thus, we conclude from Fig. 2, that
eT1X = d1c
+
1 c
+
2 e
T
3 mod L
+
2 , e
T
1X
2 = d1c
+
1 c
+
2 d3c
+
3 e
T
4 mod L
+
3 ,
eT1X
3 = d1c
+
1 c
+
2 d3c
+
3 d4c
+
4 e
T
5 mod L
+
4 .
Similarly, using the network N¯u−1,v−1 shown in Fig. 3, one observes that e
T
1X
−1 =
−c+1 d
−1
2 e
T
2 mod L
+
1 . These relations are in agreement with (4.18).
Lemma 4.9. The matrix F0 in (4.14) has an expression
F0 = (−1)
n−1dl−
1
· · ·dl−
n−k−−1
dndi−
k−−1
· · ·di−
1
d1 .
Proof. Multiplying the equation Xne1 = e1F0+ · · ·+Xn−1e1Fn−1 on the left by Xζ
−
n−n
we obtain
Xζ
−
n e1 = X
ζ−n−ne1F0 + · · ·+X
ζ−n−1e1Fn−1 .
From definitions (3.6)–(3.11) and Lemma 3.2 we conclude that M−n−1 = {ζ
−
α : α =
1, . . . , n − 1} = [ζ−n − n+ 1, ζ
−
n − 1]. By Lemma 4.7, this means that in the equality
above only the left hand side and the first term in the right hand side have non-zero last
block entries, equal to γ−n and (−1)
n−1γ˜−n F0, resp. Therefore, F0 = (−1)
n−1 (γ˜−n )
−1
γ−n ,
which proves the claim. 
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Lemma 4.10. Let k ∈ [1, n−1] and Xi be the k×k block submatrix of X ∈ Gu,v obtained
by deleting n− k last block rows and columns. Then
(4.21) hα(Xk) = hα(X)
for α ∈ [κk − k + 1,κk + k].
Proof. The proof in the scalar case was given in [26]. It depends only on combinatorics
of networks Nu,v and N¯u−1,v−1 and thus translates to the non-Abelian case without any
changes. 
4.3. The solution of the inverse problem relies on properties of matrix polynomials of
the form
P
(l)
i (λ) =


hl−i+1 hl−i+2 · · · hl+1
· · · · · · · · · · · ·
hl hl+1 · · · hl+i
1 λ1 · · · λi1



i+1,i+1
(4.22)
= λi −
[
1 λ1 · · ·λi−11
] (
H
(l)
i
)−1
h[l+1,l+i].
Lemma 4.11. Expand P
(l)
i (λ) as P
(l)
i (λ) =
∑i
α=0 λ
iπα. Then
(4.23)
eT1X
βP
(l)
i (X)e1 =
i∑
α=0
hα+βπα = 0 for β ∈ [l − i, l− 1],
eT1X
l+1P
(l)
i (X)e1 =
i∑
α=0
hα+l+1πα =
(
H
(l+1)
i+1
)
i+1,i+1
,
eT1X
l−iP
(l)
i (X)e1 =
i∑
α=0
hα+l−iπα =
(
H
(l)
i+1
)
1,i+1
.
Proof. The first equality in all three lines follows from (4.22) and (4.2). It is easy to see
that, for β ∈ [l− i, l− 1],
∑i
α=0 hα+βπα is equal to the (i+1, i+1)-quasideterminant of
the block matrix obtained from H
(l+1)
i+1 by replacing the last block row with the block row
number β+ i− l. By Remark 2.2, this quasideterminant is equal to zero. This prove the
first equality in this Lemma. The other two follow from (4.22) combined with (4.9). 
Corollary 4.12. Let P(λ) be the matrix polynomial defined in Lemma 4.4. Then, for
any l ∈ Z,
P(λ) = P(l)n (λ) .
Proof. The claim follows from comparing (4.14) with the first equation in Lemma 4.23.

Lemma 4.13.
P
(l)
i (0) = −(H
(l)
i )
−1
11
(
(H
(l+1)
i )
−1
1i
)−1
= −
(
(H
(l)
i )

11
)−1
(H
(l+1)
i )

1i .
Proof. By (4.22), P
(l)
i (0) = − [1 0 · · · 0]
(
H
(l)
i
)−1
h[l+1,l+i]. Using (2.3), the latter
expression can be rewritten as −(H
(l)
i )
−1
11
(
hl+1 − h[l−i+1,l](H
(l+1)
i−1 )
−1h[l+2,l+i]
)
, which
proves the claim when one takes into consideration the second equality in (4.9). 
Lemma 4.14. For k ∈ [1, n],
P
(κk)
k (0) = (−1)
k−1
(−→∏
1<l−α<k
dl−α
)
dk
(←−∏
1≤i−
β
<kdi−
β
)
.
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Proof. Consider the matrix Xk as defined in Lemma 4.21. Since hα(Xk) = hα(X) for
α ∈ [κk − k + 1,κk + k], k × k block Hankel matrices H
(κk)
k and H
(κk+1)
k can be chosen
to play the same role for Xk that n × n block Hankel matrices H
(l)
n and H
(l+1)
n play in
the equation (4.15) for X . By Corollay 4.12 this implies, in turn, that matrix polynomial
P
(κk)
k (λ) plays the same role for Xk that P
(l)
n (λ) does for X . In particular, we can apply
Lemma 4.9 to express P
(κk)
k (0) using diagonal weights of Xk which coincide with the
first k diagonal weights of X . The claim then follows from Lemma 4.9. 
Proposition 4.15. Define matrix Laurent polynomials
pi(λ) = (−1)
(i−1)ε−
i λk
−
i
−i+1P
(κi−1−ε
−
i
)
i−1 (λ)
(
P
(κi−1−ε
−
i
)
i−1 (0)
)−ε−i
(γ−i )
−1, i ∈ [1, n].
Then
pi(X)e1 = ei, i ∈ [1, n].
Proof. Expand P
(κi−1−ε
−
i
)
i−1 (λ) as P
(κi−1−ε
−
i
)
i−1 (λ) =
∑i−1
α=0 λ
απα. Then Lemma 4.23 im-
plies that
(4.24)
i−1∑
α=0
hα+βπα = 0
for β ∈ [κi−1 − ε
−
i − i+ 1,κi−1 − ε
−
i − 1].
It follows from Lemma 4.7 that
eiγ
−
i = X
ζ
−
i e1 +
i−1∑
α=1
Xζ
−
α e1ζα
for some m×m coefficients ζα. By Lemma 3.2(iv), this can be re-written as
(4.25) eiγ
−
i = X
k
−
i
−i+1
i−1∑
α=0
Xα−1e1π˜α,
where either π˜i−1 = 1 (if ε
−
i = 0), or π˜0 = 1 (if ε
−
i = 1). Define a matrix polynomial
p(λ) =
∑i−1
α=0 λ
απ˜α. By Lemma 4.7, block vectors e
T
1X
β , β ∈M+i−1, span L
+
i−1 over glm.
Therefore, by Lemma 3.2(iv),
(4.26) 0 = eT1X
βXk
−
i
−i+1p(X)e1 =
i−1∑
α=0
hα+β+k−
i
−i+1π˜α
for β ∈ [k+i−1 − i+ 2, k
+
i−1]. Using Lemma 3.2 (iii), we conclude that k
−
i = k
−
i−1 + 1− ε
−
i
and that in the equation (4.25) (β + k−i − i+ 1) ranges through the interval β ∈ [κi−1 −
ε−i − i+ 1,κi−1 − ε
−
i − 1].
Comparing with (4.26), we see that coefficients of polynomials p(λ) and P
(κi−1−ε
−
i
)
i−1 (λ)
satisfy the same system of linear equations. The genericity assumption guarantees that
this system has a unique solution if one requires that either the leading or degree zero
coefficient of the resulting polynomial is equal to 1. Indeed, the unique solvability of
the system in this case relies on invertibility of the block Hankel matrices H
(l−1)
i−1 , H
(l)
i−1
resp., where l = κi−1 − ε
−
i . This means that p(λ) = P
(κi−1−ε
−
i
)
i−1 (λ) if ε
−
i = 0 and
p(λ) = P
(κi−1−ε
−
i
)
i−1 (λ)π
−1
0 otherwise. Then it drops out from (4.25) that
ei = X
k
−
i
−i+1P
(κi−1−ε
−
i
)
i−1 (X)e1π
−ε
−
i
0 (γ
−
i )
−1 ,
which proves the claim. 
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4.4. Finally, we can complete the proof of Theorem 4.2. Lemma 4.13 and Lemma 4.14
imply the equation
dk = (−1)
k
(−→∏
1<l−α<k
dl−α
)−1 (
(H
(κk)
k )

11
)−1
(H
(κk+1)
k )

1k
(←−∏
1≤i−
β
<kdi−
β
)−1
,
which allows to recursively restore d1, . . . , dn as noncommutative monomials in terms of
corner quasideterminants of block Hankel matrices H
(κk)
k ,H
(κk+1)
k .
Next, observe that by Lemma 4.7 and Corollary 4.15,
γ+i = e
T
1X
ζ
+
i pi(X)e1
= (−1)(i−1)ε
−
i
(
eT1X
ζ
+
i
+k−
i
−i+1P
(κi−1−ε
−
i
)
i−1 (X)e1
)(
P
(κi−1−ε
−
i
)
i−1 (0)
)−ε−
i
(γ−i )
−1.
Since by (3.7), (3.10), (3.11) and Lemma 3.2(iii),
ζ+i + k
−
i − i+ 1 = κi − (i− 1)ε
+
i =
{
κi−1 − ε
−
i + 1, if ε
+
i = 0 ,
κi−1 − ε
−
i − i+ 1, if ε
+
i = 1 ,
we can apply the second (if ε+i = 0) or the third (if ε
+
i = 1) equality in Lemma 4.23 with
i replaced with i− 1 and l = κi − 1 to conclude that
eT1X
ζ
+
i
+k−
i
−i+1P
(κi−1−ε
−
i
)
i−1 (X)e1 =


(
H
(κi)
i
)
ii
, if ε+i = 0 ,
(
H
(κi)
i
)
1i
, if ε+i = 1 .
Thus
γ+i γ
−
i = −(−1)
(i−1)ε−
i
(
H
(κi)
i
)
i−(i−1)ε+
i
,i
((
(H
(κi−1−ε
−
i
)
i )

11
)−1
(H
(κi−1−ε
−
i
+1)
i )

1i
)−ε−
i
.
This relation, together with Remark 4.6, completes the proof of Theorem 4.2.
5. Non-Abelian Coxeter-Toda lattices
5.1. We start this section by reviewing basic facts about Toda flows on GLn. These are
commuting Hamiltonian flows generated by conjugation-invariant functions on GLn with
respect to the standard Poisson–Lie structure. Toda flows (also known as characteris-
tic Hamiltonian systems) are defined for an arbitrary standard semi-simple Poisson–Lie
group, but we will concentrate on the GLn case, where as a maximal algebraically in-
dependent family of conjugation-invariant functions one can choose Fk : GLn ∋ X 7→
1
k
trXk, k = 1, . . . , n− 1. The equation of motion generated by Fk has a Lax form
(5.1) dX/dt =
[
X, −
1
2
(
π+(X
k)− π−(X
k)
)]
,
where π+(A) and π−(A) denote strictly upper and lower parts of a matrix A.
Any double Bruhat cell Gu,v, u, v ∈ Sn, is a regular Poisson submanifold in GLn
invariant under the right and left multiplication by elements of the maximal torus (the
subgroup of diagonal matrices) T ⊂ GLn. In particular, Gu,v is invariant under the
conjugation by elements of T . The standard Poisson–Lie structure is also invariant
under the conjugation action of T on GLn. This means that Toda flows defined by (5.1)
induce commuting Hamiltonian flows on Gu,v/T where T acts on Gu,v by conjugation.
In the case when v = u−1 = (n 1 2 . . . n − 1), Gu,v consists of tridiagonal matrices
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with nonzero off-diagonal entries, Gu,v/H can be conveniently described as the set Jac
of Jacobi matrices of the form
L =


b1 a1 0 · · · 0
1 b2 a2 · · · 0
. . .
. . .
. . .
bn−1 an−1
0 1 bn

 , a1 · · ·an−1 6= 0, detL 6= 0.
Lax equations (5.1) then become the equations of the finite nonperiodic Toda hierarchy
dL/dt = [L,−π+(L
k)],
the first of which, corresponding to k = 1, is the celebrated Toda lattice
daj/dt = aj(bj+1 − bj), j = 1, . . . , n− 1,
dbj/dt = (aj − aj−1), j = 1, . . . , n,
with the boundary conditions a0 = an = 0. Recall that detL is a Casimir function for
the standard Poisson–Lie bracket. The level sets of the function detL foliate Jac into
2(n− 1)-dimensional symplectic manifolds, and the Toda hierarchy defines a completely
integrable system on every symplectic leaf. Note that although Toda flows on an arbitrary
double Bruhat cell Gu,v can be exactly solved via the so-called factorization method , in
most cases the dimension of symplectic leaves in Gu,v/T exceeds 2(n− 1), which means
that conjugation-invariant functions do not form a Poisson commuting family rich enough
to ensure Liouville complete integrability.
An important role in the study of Toda flows played by the Weyl function
(5.2) m(λ) = m(λ;X) = ((λ1−X)−1e1, e1) =
q(λ)
p(λ)
,
in the scalar case is well-known. Here p(λ) is the characteristic polynomial of x and q(λ)
is the characteristic polynomial of the (n−1)× (n−1) submatrix of x formed by deleting
the first row and column. Differential equations that describe the evolution of m(λ;X)
induced by Toda flows do not depend on the initial value x(0) and are easy to solve:
though nonlinear, they are also induced by linear differential equations with constant
coefficients on the space
(5.3)
{
m˜(λ) =
q˜(λ)
p(λ)
: degp = degq˜ + 1 = n, p, q˜ are coprime, p(0) 6= 0
}
by the map m˜(λ) 7→ m(λ) = − 1
h0
m˜(−λ), where H0 = limλ→∞ λm˜(λ) 6= 0.
Since m(λ;X) is invariant under the action of T on Gu,v by conjugation, we have a
map from Gu,v/T into the space
Wn =
{
m(λ) =
q(λ)
p(λ)
: deg p = deg q + 1 = n, p, q monic and coprime, p(0) 6= 0
}
.
In the tridiagonal case, this map is sometimes called the Moser map. Its inverse is
computed via solving the classical moment problem. In [26], we have shown that for any
Coxeter double Bruhat cell
(i) the Toda hierarchy defines a completely integrable system on level sets of the
determinant in Gu,v/T , and
(ii) the Moser map mu,v : G
u,v/T → Wn defined in the same way as in the tridiagonal
case is invertible.
Integrable equation induced on Gu,v/T by Toda flows are called Coxeter–Toda lattices.
Since Coxeter–Toda flows associated with different choices of (u, v) lead to the same
evolution of the Weyl function, and the corresponding Moser maps are invertible, one
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can construct transformations between different Gu,v/T that preserve the correspond-
ing Coxeter–Toda flows and thus serve as generalized Ba¨cklund–Darboux transformations
between them. The main goal of [26] was to describe these transformations from the clus-
ter algebra point of view. We plan to pursue this line of inquiry in the noncommutative
situation. A study of non-Abelian Coxeter–Toda lattices serves as the first step in this
direction.
5.2. Non-Abelian Toda lattice. We now return to the non-Abelian case. As we men-
tioned in Remark 3.4 (ii), if v = u−1 = sn−1 · · · s1, then Gu,v consists of block Jacobi
matrices. Using conjugation by block diagonal matrices preserving the matrix Weyl func-
tion, we can ensure that elements of Gu,v/T are represented by block Jacobi matrices
with all subdiagonal blocks equal to 1. These form a subset we denote by Jac in the set
Hess of block upper Hessenberg matrices of the form
X =


b1 a1 Λ
(0)
1 Λ
(1)
1 · · · Λ
(n−3)
1
1 b2 a2 Λ
(0)
2
. . .
...
1 b3 a3
. . . Λ
(1)
n−3
1 b4
. . . Λ
(0)
n−2
. . .
. . . an−1
1 bn


.(5.4)
Let b>0, b≤0 be Lie algebras of block-strictly upper triangular and block lower trian-
gular N ×N matrices respectively. We can represent any n× n block marix A as
A = A≤0 +A>0
using a decompositions
glmn = b≤0 + b>0 .
Following the Adler-Kostant-Symes construction [29, 34], one identifies b∗≤0, the dual
of b≤0, with Hess via the trace form 〈X,Y 〉 := Tr(XY ) and endow Hess with a linear
Poisson structure obtained as a pull-back of the Lie-Poisson (Kirillov-Kostant) structure
on b∗≤0. Then a Poisson bracket of two scalar-valued functions f1, f2 on Hess is
(5.5) {f1, f2}(X) = Tr(X, [(∇f1(X))≤0, (∇f2(X))≤0])
where gradients are computed with respect to the trace form.
Symplectic leaves of this bracket are orbits of the co-adjoint action of the group B−
of block lower triangular invertible matrices:
OJ+X0 = {Ad
∗
n(J +X0), n ∈ B−} = {J + πb+ (Adn(X0)) ; n ∈ B−, b+
∼= g⊥+},
where J the n× n block matrix with 1s on the block sub-diagonal and zeros everywhere
else.
The hierachy of nonabelian Kostant-Toda flows onH is generated by the Hamiltonians
Hk(X) =
1
k + 1
Tr(Xk+1), k = 1, . . . , n.
Each flow has a Lax form
(5.6) X˙ = [X, (Xk)≤0] .
The first Hamiltonian in the family above does not depend on blocks ∆
(j)
i in X
(5.7) H1 =
1
2
Tr(X2) = Tr
( n−1∑
j=1
aj +
1
2
n∑
j=1
b2j
)
.
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On the subspace Jac of Hess defined by vanishing of all Λ
(j)
i , it induces the following
evolution equations on blocks aj , bj:
(5.8) a˙j = ajbj+1 − bjaj , b˙j = aj − aj−1 (j = 1, . . . , n, a0 = an = 0) .
These are the equations of the non-Abelian Toda lattice. This exactly solvable system
was first introduced by A. Polyakov as a discretization of the principal chiral field equa-
tion. In the doubly-infinite case for a suitable class of initial data it was solved via the
inverse scattering method in [9]. In [31], the solution in theta-functions was found for
the periodic non-Abelian Toda lattice. Semi-infinite and finite non-periodic non-Abelian
Toda equations were integrated in [22]. Another approach, based on a theory of quaside-
terminants, was applied in [13] to integrate both the finite non-Abelian Toda lattice and
its two-dimensional generalization.
5.3. Non-AbelianMoser map and complete integrability. As we mentioned above,
In the scalar case, and for X tridiagonal, the map from X to its Weyl was used by Moser
[32] to linearize the finite non-periodic lattice. In [15, 16, 26], the Moser map was utilized
to study the multi-Hamiltonian structure for Coxeter-Toda lattices and to construct a
cluster algebra structure in a space of rational functions of given degree. In the block
tridiagonal case, the matrix Weyl function was used in [22, 24] to linearize the non-
Abelian Toda lattice and establish its complete integrability. Many of the results of [24]
remain valid in the situation we are considering here and are reviewed below.
For a generic X ∈ Gu,v, recall the factorization (4.4) of its the Weyl function:
M(λ,X) = Q(λ)P−1(λ).
Denote by P the permutation operator in Cm×Cm : P(x⊗y) = y⊗x.We summarize
properties of the non-Abelian Moser map in the following
Proposition 5.1. ([24]).
(i) The Poisson bracket induced by the pushforward of the Lie-Poisson structure
(5.5) under the non-abelian Moser map satisfies
(5.9)
{M(λ) ⊗, M(µ)} =−
1
λ− µ
(
M(λ)−M(µ)
)
⊗
(
M(λ)−M(µ)
)
P
+
(
M(λ)M(µ)⊗M(λ)−M(µ)⊗M(µ)M(λ)
)
P .
(ii) Polynomial P (λ) = λn1 − λn−1Fn−1 − · · · − F0 is conserved by the flows (5.6)
and the Poisson brackets between the matrix entries of P (λ) are given by
(5.10) {P (λ) ⊗, P (µ)} =
[ 1
λ− µ
P , P (λ)⊗ P (µ)
]
.
(iii) If Z is a fixed invertible matrix with distinct eigenvalues then coefficients of the
polynomial det(ZP (λ) + z1m) form a maximal family of Poisson commuting
functions.
(iv) Evolution equations induced on moments hk by the first flow in (5.6) can be
solved explicitly: for k = 0, . . . , 2n − 2, hk = h˜
−1
0 h˜k, where h˜k are entries of a
block Hankel matrix H˜ = (h˜i+j)
n−1
i,j=0 that solves a linear equation with constant
coefficients
˙˜H = H˜


0 · · · F0
1
. . .
...
. . .
1 Fn


and initial conditions h˜k(0) = hk(0). For k ≥ 2n − 1, hk are determined by
(4.14).
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In (5.9), (5.10) above we used tensor (St. Petersburg) notations for Poisson brackets of
matrix elements of matrix-valued functions
{A ⊗, B}i
′j′
i j = {Aii′ , Bjj′}
(see, e.g. [14]).
Although Proposition 5.1 was originally proved in [24] for non-Abelian Toda lattice, it
can be used to define a completely integrable system on Gu,v/T for an arbitrary pair of
Coxeter permutations u, v. Indeed, on can endow the spaceM of matrix-valued rational
functions admitting factorization (4.4) with a Poisson structure given by (5.9). Part (iii)
of Proposition 5.1 guarantees that coefficients of the bivariate polynomial det(ZP (λ) +
z1m) generate a completely integrable system on M. The inverse problem we solved in
section 4 allows us to induce a Poisson structure and completely integrable Hamiltonian
flows on Gu,v/T. Note that coefficients of detP (λ) belong to the maximal family of
involutive functions we constructed. By Remark 4.5 they generate the algebra of spectral
invariants of a generic element X ∈ Gu,v/T. In particular, H1 =
1
2Tr(X
2) = 12Tr(Fn−1+
F 2n) generates a completely integrable nonlinear Hamiltonian flow on G
u,v/T that can
be linearized using part (iv) of Proposition 5.1 and the inverse problem of section 4. We
call this flow a non-Abelian Coxeter-Toda lattice on Gu,v/T.
5.4. Examples. We conclude with some examples of non-Abelian Coxeter-Toda lattices
that correspond to the case when v = sn−1 · · · s1 and thus X is a block upper Hessenberg
matrix. These were studied in [23]. In this situation, it is convenient to slightly modify a
parametrization of Gu,v/T by requiring that subdiagonal block entries of X rather than
lower weights c−i are equal to 1m. This can be achieved via block diagonal conjugation.
Indeed, for v = sn−1 · · · s1, all lower c
−
i equal to 1m and diagonal and upper weights
given by di and ci resp. (cf. (4.3)), the subdiagonal entries of X ∈ Gu,v/T can be found
from (3.13) to be equal to Xi+1,i = di. The conjugation of X by the block diagonal
matrix T = diag (1m,d1, . . . , (dn−1 · · ·d1)) will reduce X to the form we seek. In order
not to overload the notations, we retain symbol X for the resulting matrix and symbols
di and ci for its diagonal and upper weights. Note that Theorem 4.2 still remains valid
under this conditions.
Recall that for v = sn−1 · · · s1, ε
−
i = 0 (i = 2, . . . n). Specializing Lemma 3.3 to this
case, one obtains
X =


d1 d1c1 ε2d1c1c2 · · · ε2ε3 · · · εn−1d1c1c2 · · · cn−1
1 c1 + d2 (d2 + ε2c1)c2 · · · (d2 + ε2c1)ε3 · · · εn−1c2 · · · cn−1
1 c2 + d3 · · · (d3 + ε3c2)ε4 · · · εn−1c3 · · · cn−1
. . .
. . .
...
1 cn−1 + dn


.
Proposition 5.2. ([23]). The non-Abelian Coxeter-Toda lattice on Gu,v/T with v =
sn−1 · · · s1 is equivalent to the following system of equations:
d˙i = dici − ci−1di,
c˙i = cidi+1 − dici − εici−1ci + εi+1cici+1.
(5.11)
Since in the scalar case each system (5.11) belongs to a class of Coxeter-Toda lattices
that were studied in [27, 15, 16, 26], we will call the system (5.11) a non-Abelian Coxeter-
Toda lattice.
Example 5.3. If I = {n} from Proposition (5.2) we obtain a non-abelian version of the
relativistic Toda lattice (cf. [28] for the scalar case).
d˙i = dici − ci−1di,
c˙i = cidi+1 − dici − ci−1ci + cici+1.
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If I = {2, . . . , n}, the standard non-Abelian Toda lattice (5.8) becomes
d˙i = dici − ci−1di, c˙i = cidi+1 − dici
and after renaming U2i−1 = di, U2i = ci, one obtains the non-Abelian Volterra lattice
U˙i = UiUi+1 − Ui−1Ui .
6. Conclusion
Using the noncommutative version of the inverse moment problem, we established
that the matrix Weyl function encodes all the information on non-Abelian Coxeter-Toda
lattices. Still, there are some questions that we have not addressed and that deserve
a further investigation. First, in the scalar case, the Hamiltonian structure naturally
associated with double Bruhat cells is the Poisson-Lie bracket on the group GLn which,
when restricted to tri-diagonal matrices, induces the quadratic Poisson structure for the
Toda lattice. However, the Poisson bracket (5.5) that leads to the bracket (5.9) on
rational matrix functions is an analogue of the linear Poisson structure for the Toda
lattice. From this perspective, one expects a linear Poisson structure (5.5) to be replaced
by a compatible quadratic one which, in turn, would induce another Poisson bracket on
the Weyl function compatible with the one in (5.9). More generally, one would like to
obtain an analogue of the whole family of compatible Poisson brackets on the space of
rational functions considered in [16]. We hope to address this problem in the future.
In addition, it would be interesting to generalize an approach used in [26] to build a
noncommutative cluster algebra structure in the space of rational matrix functions. This
should be done in parallel with a transition from a scalar to a noncommutative case in
recent works on Q-systems by Di Francesco and Kedem [11, 12].
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