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Abstract
Financial forecasting is an example of a signal processing problem which is challenging due
to small sample sizes, high noise, non-stationarity, and non-linearity. Neural networks have been
very successful in a number of signal processing applications. We discuss fundamental limita-
tions and inherent difﬁculties when using neural networks for the processing of high noise, small
sample size signals. We introduce a new intelligent signal processing method which addresses
the difﬁculties. The method uses conversioninto a symbolic representation with a self-organizing
map, and grammatical inference with recurrent neural networks. We apply the method to the pre-
diction of daily foreign exchange rates, addressing difﬁculties with non-stationarity, overﬁtting,
and unequal a priori class probabilities, and we ﬁnd signiﬁcant predictability in comprehensive
experiments covering 5 different foreign exchange rates. The method correctly predicts the direc-
tion of change for the next day with an error rate of 47.1%. The error rate reduces to around 40%
when rejecting examples where the system has low conﬁdence in its prediction. The symbolic
representation aids the extraction of symbolic knowledge from the recurrent neural networks in
the form of deterministic ﬁnite state automata. These automata explain the operation of the sys-
tem and are often relatively simple. Rules related to well known behavior such as trend following
and mean reversal are extracted.
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1 Introduction
1.1 Predicting Noisy Time Series Data
The prediction of future events from noisy time series data is commonly done using various forms
of statistical models [20]. Typical neural network models are closely related to statistical models,
and estimate Bayesian a posteriori probabilities when given an appropriately formulated problem
[38]. Neural networks have been very successful in a number of pattern recognition applications. For
noisy time series prediction, neural networks typically take a delay embedding of previous inputs1
which is mapped into a prediction. However, high noise, high non-stationarity time series prediction
is fundamentally difﬁcult for these models:
1. The problem of learning from examples is fundamentally ill-posed, i.e. there are inﬁnitely
many models which ﬁt the training data well, but few of these generalize well. In order to form
a more accurate model, it is desirable to use as large a training set as possible. However, for the
case of highly non-stationary data, increasing the size of the training set results in more data
with statistics that are less relevant to the task at hand being used in the creation of the model.
2. The high noise and small datasets make the models prone to overﬁtting. Random correlations
between the inputs and outputs can present great difﬁculty. The models typically do not explic-
itly address the temporal relationship of the inputs – e.g. they do not distinguish between those
correlations which occur in temporal order, and those which do not.
Ourﬁrst step isto userecurrent neuralnetworks (RNNs). Recurrentneural networks employ feedback
connections and have the potential to represent certain computational structures in a more parsimo-
nious fashion [10]. RNNs address the temporal relationship of their inputs by maintaining an internal
state. RNNs are biased towards learning patterns which occur in temporal order – i.e. they are less
prone to learning random correlations which do not occur in temporal order.
However training RNNs tends to be difﬁcult with high noise data, with a tendency for long-term
dependencies to be neglected (experiments reported in [6] found a tendency for recurrent networks
to take into account short-term dependencies but not long-term dependencies), and for the network
to fall into a naive solution such as always predicting the most common output. We address this
problem by converting the time series into a sequence of symbols using a self-organizing map (SOM).
The problem then becomes one of grammatical inference – the prediction of a given quantity from
a sequence of symbols. It is then possible to take advantage of the known capabilities of recurrent
neural networks to learn grammars [50] in order to capture any predictability in the evolution of the
series.
1For example,
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The use of a recurrent neural network is signiﬁcant for two reasons: ﬁrstly, the temporal relationship
of the series is explicitly modeled via internal states, and secondly, it is possible to extract rules
from the trained recurrent networks in the form of deterministic ﬁnite state automata [17]2. The
symbolic conversion is signiﬁcant for a number of reasons: the quantization effectively ﬁlters the data
or reduces the noise, the RNN training becomes more effective, and the symbolic input facilitates the
extraction of rules from the trained networks.
Financial time series data typically contains high noise and signiﬁcant non-stationarity. In this paper,
the noisy times series prediction problem considered is the prediction of foreign exchange rates. A
brief overview of foreign exchange rates is presented in the next section.
1.2 Foreign Exchange Rates
The foreign exchange market is the world’s largest market, with more than $US 1.3 trillion changing
hands every day (
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are the US dollar (which acts as a reference currency), the Japanese Yen, the British Pound, the Ger-
man Mark, and the Swiss Franc [32]. Foreign exchange rates exhibit very high noise, and signiﬁcant
non-stationarity. Many ﬁnancial institutions evaluate prediction algorithms using the percentage of
times that the algorithm predicts the right trend from today until some time in the future [32]. Hence,
this paper considers the prediction of the direction of change in foreign exchange rates for the next
business day.
The remainder of this paper is organized as follows: section 2 describes the data set we have used,
section 3 discusses fundamental issues such as ill-posed problems, the curse of dimensionality, and
vector space assumptions, and section 4 discusses the efﬁcient market hypothesis and prediction mod-
els. Section 5detailsthesystemwehave usedforprediction. Comprehensive testresultsarecontained
in section 6, and section 7 considers the extraction of symbolic data. Section 8 provides concluding
remarks, and Appendix A provides full simulation details.
2 Exchange Rate Data
The data we have used is publically available (
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￿ ) and was ﬁrst used by Weigend et al. [48]. The
data consists of daily closing bids for ﬁve currencies (German Mark (DM), Japanese Yen, Swiss
Franc, British Pound, and Canadian Dollar) with respect to the US Dollar and is from the Monetary
Yearbook of the Chicago Mercantile Exchange. There are 3645 data points for each exchange rate
covering the period September 3, 1973 to May 18, 1987. In contrast to Weigend et al., this work
2Rules can also be extracted from feedforward networks [21, 35, 44, 2, 39, 25], however the recurrent network approach
and deterministic ﬁnite state automata extraction seem particularly suitable for a time series problem.
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considers the prediction of all ﬁve exchange rates in the data and prediction for all days of the week
instead of just Mondays.
3 Fundamental Issues
This section brieﬂy discusses fundamental issues related to learning by example using techniques
such as multi-layer perceptrons (MLPs): ill-posed problems, the curse of dimensionality, and vector
space assumptions. These help form the motivation for our new method.
The problem of inferring an underlying probability distribution from a ﬁnite set of data is fundamen-
tally an ill-posed problem because there are inﬁnitely many solutions [26], i.e. there are inﬁnitely
many functions which ﬁt the training data exactly but differ in other regions of the input space. The
problem becomes well-posed only when additional constraints are used. For example, the constraint
that a limited size MLP will be used might be imposed. In this case, there may be a unique solution
which best ﬁts the data from the range of solutions which the model can represent. The implicit
assumption behind this constraint is that the underlying target function is “smooth”. Smoothness
constraints are commonly used by learning algorithms [14]. Without smoothness or some other con-
straint, there is no reason to expect a model to perform well on unseen inputs (i.e. generalize well).
Learning by example often operates in a vector space, i.e. a function mapping
￿
d
￿ to
￿
g
￿ is ap-
proximated. However, a problem with vector spaces is that the representation does not reﬂect any
additional structure within the data. Measurements that are related (e.g. from neighboring pixels in
an image or neighboring time steps in a time series) and measurements that do not have such a rela-
tionship are treated equally. These relationships can only be inferred in a statistical manner from the
training examples.
The use of a recurrent neural network instead of an MLP with a window of time delayed inputs
introduces another assumption by explicitly addressing the temporal relationship of the inputs via the
maintenance of an internal state. This can be seen as similar to the use of hints [1] and should help to
make the problem less ill-posed.
The curse of dimensionality refers to the exponential growth of hypervolume as a function of dimen-
sionality [5]. Consider
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arbitrarily complex and unknown then dense samples are required to approximate the function ac-
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curately. However, it is hard to obtain dense samples in high dimensions3. This is the “curse of
dimensionality” [5, 14, 15]. The relationship between the sampling density and the number of points
required is
¡
£
¢
¥
⁄
ƒ [15] where
§ is the dimensionality of theinput space and
¢ is the number of points.
Thus, if
¢
￿ is the number of points for a given sampling density in 1 dimension, then in order to keep
the same density as the dimensionality is increased, the number of points must increase according to
¢
￿
￿ .
It has been suggested that MLPs do not suffer from the curse of dimensionality [13, 4]. However, this
is not true in general (although MLPs may cope better than other models). The apparent avoidance
of the curse of dimensionality in [4] is due to the fact that the function spaces considered are more
and more constrained as the input dimension increases [29]. Similarly, smoothness conditions must
be satisﬁed for the results of [13].
The use of a recurrent neural network is important from the viewpoint of the curse of dimensionality
because the RNN can take into account greater history of the input. Trying to take into account
greater history with an MLP by increasing the number of delayed inputs results in an increase in the
input dimension. This is problematic, given the small number of data points available. The use of
a self-organizing map for the symbolic conversion is also important from the viewpoint of the curse
of dimensionality. As will be seen later, the topographical order of the SOM allows encoding a one
dimensional SOM into a single input for the RNN.
4 The Efﬁcient Market Hypothesis
The Efﬁcient Market Hypothesis (EMH) was developed in 1965 by E. Fama [11, 12] and found broad
acceptance in the ﬁnancial community [33, 45, 3]. The EMH, in its weak form, asserts that the
price of an asset reﬂects all of the information that can be obtained from past prices of the asset, i.e.
the movement of the price is unpredictable. The best prediction for a price is the current price and
the actual prices follow what is called a random walk. The EMH is based on the assumption that
all news is promptly incorporated in prices; since news is unpredictable (by deﬁnition), prices are
3Kolmogorov’s theorem shows that any continuous function of
¤ dimensions can be completely characterized by a
one dimensional continuous function. Speciﬁcally, Kolmogorov’s theorem [28, 29, 30, 15] states that for any continuous
function:
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highly non-smooth). In other words, for any continuous function of
¤ arguments, there is a one dimensional continuous
function that completely characterizes the original function. As such, it can be seen that the problem is not so much
the dimensionality, but the complexity of the function [15], i.e. the curse of dimensionality essentially says that in high
dimensions, as fewer data points are available, the target function has to be simpler in order to learn it accurately from the
given data.
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unpredictable. Much effort has been expended trying to prove or disprove the EMH. Current opinion
is that the theory has been disproved [42, 24], and much evidence suggests that the capital markets
are not efﬁcient [34].
If the EMH was true, then a ﬁnancial series could be modeled as the addition of a noise component
at each step:
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In other words, if the series is truly a random walk, then the best estimate for the next time period is
equal to the current estimate. Now, if it is assumed that there is a predictable component of the series
then it is possible to use:
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Prediction using this model is problematic as the series often contains a trend. For example, a neural
network trained on section A in ﬁgure 1 has little chance of generalizing to the test data in section B,
because the model was not trained with data in the range covered by that section.
Figure 1. An example of the difﬁculty in using a model trained on a raw price series. Generalization to section
B from the training data in section A is difﬁcult because the model has not been trained with inputs in the range
covered by section B.
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A common solution to this is to use a model which is based on the ﬁrst order differences (equation 7)
instead of the raw time series [20]:
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This typically has the effect of reducing the non-stationarity of the series.
5 System Details
Figure 2. A high-level block diagram of the system used.
A high-level block diagram of the system used is shown in ﬁgure 2. The raw time series values are
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where
ª
￿ is the delay embedding dimension and is equal to 1 or 2 for the experiments reported here.
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￿ is a state vector. This delay embedding forms the input to the SOM. Hence, the SOM input
is a vector of the last
ª
￿ values of the log transformed differenced time series. The output of the SOM
is the topographical location of the winning node. Each node represents one symbol in the resulting
grammatical inference problem. A brief description of the self-organizing map is contained in the
next section.
The SOM can be represented by the following equation:
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￿ is the number of symbols (nodes) for the SOM. Each node in
the SOM has been assigned an integer index ranging from 1 to the number of nodes.
An Elman recurrent neural network is then used4 which is trained on the sequence of outputs from the
SOM. The Elman network was chosen because it is suitable for the problem (a grammatical inference
style problem) [10], and because it has been shown to perform well in comparison to other recurrent
architectures (e.g. see [31]). For the Elman network:
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where
æ is a
§
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§
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￿ vector representing the weights from the hidden layer to the output nodes,
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is the number of hidden nodes,
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￿ vector as follows,
where
ª
￿ is the embedding dimension used for the input window of symbols that is presented to the
SOM:
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œ and
￿ are matrices of appropriate dimensions which represent the feedback weights from the
hidden nodesto thehidden nodes andthe weightsfrom theinputlayer to thehidden layer respectively.
ł
￿
ø is a
§
￿
￿
￿
￿
˚
￿ vector containing the sigmoid functions.
￿ is an
§
￿
￿
￿
￿
˚
￿ vector, denoting the bias
of each hidden layer neuron.
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K
»
￿
￿ is a
§
￿
￿
￿
￿
Ł
￿ vector containing the outputs of the network.
§
￿
￿ is 2
throughout this paper. The ﬁrst output is trained to predict the probability of a positive change, the
second output is trained to predict the probability of a negative change.
4Elman refers to the topology of the network – full backpropagation through time was used as opposed to the truncated
version used by Elman.
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Thus, for the complete system:
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which can be considered in terms of the original series:
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The following sections describe the self-organizing map, recurrent network grammatical inference,
dealing with non-stationarity, controlling overﬁtting, a priori class probabilities, and a method for
comparison with a random walk.
5.1 The Self-Organizing Map
5.1.1 Introduction
The self-organizing map, or SOM [27] is an unsupervised learning process which learns the distribu-
tion of a set of patterns without any class information. A pattern is projected from a possibly high
dimensional input space
￿ to a position in the map, a low dimensional display space
￿ . The display
space
￿ is often divided into a grid and each intersection of the grid is represented in the network
by a neuron. The information is encoded as the location of an activated neuron. The SOM is unlike
most classiﬁcation or clustering techniques in that it attempts to preserve the topological ordering
of the classes in the input space
￿ in the resulting display space
￿ . In other words, for similarity
as measured using a metric in the input space
￿ , the SOM attempts to preserve the similarity in the
display space
￿ .
5.1.2 Algorithm
We give a brief description of the SOM algorithm, for more details see [27]. The SOM deﬁnes
a mapping from an input space
￿
￿ onto a topologically ordered set of nodes, usually in a lower
dimensional space
￿ . A reference vector,
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input point is mapped to this location in the SOM. Nodes in the SOM are updated according to:
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where
) is the time during learning and
,
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￿ is the neighborhood function, a smoothing kernel which
is maximum at
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4
￿ and
1
￿ represent the locations of nodes
in the SOM output space
￿ .
1
2
￿ is the node with the closest weight vector to the input sample and
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where
6
￿
￿
*
)
Q
￿ is a scalar valued learning rate and
￿
˛
￿
*
)
￿
￿ deﬁnes the width of the kernel. They are generally
both monotonically decreasing with time [27]. The use of the neighborhood function means that
nodes which are topographically close in the SOM structure are moved towards the input pattern
along with the winning node. This creates a smoothing effect which leads to a global ordering of
the map. Note that
￿
˛
￿
*
)
Q
￿ should not be reduced too far as the map will lose its topographical order if
neighboring nodes are not updated along with the closest node. The SOM can be considered a non-
linear projection of the probability density,
B
~
￿
”
￿ , of the input patterns
”
onto a (typically) smaller
output space [27].
5.1.3 Remarks
The nodes in the display space
￿ encode the information contained in the input space
￿
g
￿ . Since
there are
￿ nodes in
￿ , this implies that the input pattern vectors
”
￿
i
￿
￿ are transformed to a set
of
￿ symbols, while preserving their original topological ordering in
￿
d
￿ . Thus, if the original input
patterns are highly noisy, the quantization into the set of
￿ symbols while preserving the original
topological ordering can be understood as a form of ﬁltering. The amount of ﬁltering is controlled by
￿ . If
￿ is large, this implies there is little reduction in the noise content of the resulting symbols.
On the other hand, if
￿ is small, this implies that there is a “heavy” ﬁltering effect, resulting in only
a small number of symbols.
5.2 Recurrent Network Prediction
In the past few years several recurrent neural network architectures have emerged which have been
used for grammatical inference [7, 19, 16]. The induction of relatively simple grammars has been
addressed often – e.g. [46, 47, 16] on learning Tomita grammars [43] . It has been shown that a
particular class of recurrent networks are Turing equivalent [40].
The Elman neural network has feedback from each of the hidden nodes to all of the hidden nodes,
as shown in ﬁgure 3. The set of
￿ symbols from the output of the SOM are linearly encoded into a
single input for the Elman network (e.g. if
￿
￿
¥
￿ , the single input is either -1, 0, or 1). The linear
encoding is important and is justiﬁed by the topographical order of the symbols. If no order was
deﬁned over the symbols then a separate input should be used for each symbol, resulting in a system
with more dimensions and increased difﬁculty due to the curse of dimensionality. In order to facilitate
the training of the recurrent network, an input window of 3 was used, i.e. the last three symbols are
presented to 3 input neurons of the recurrent neural network.
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Figure 3. The pre-processed, delay embedded series is convertedinto symbols using a self-organizing map. An
Elman neural network is trained on the sequence of symbols.
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5.3 Dealing with Non-stationarity
The approach used to deal with the non-stationarity of the signal in this work is to build models based
on a short time period only. This is an intuitively appealing approach because one would expect that
any inefﬁciencies found in the market would typically not last for a long time. The difﬁculty with
this approach is the reduction in the already small number of training data points. The size of the
training set controls a noise vs. non-stationarity tradeoff [36]. If the training set is too small, the
noise makes it harder to estimate the appropriate mapping. If the training set is too large, the non-
stationarity of the data will mean more data with statistics that are less relevant for the task at hand
will be used for creating the estimator. We ran tests on a segment of data separate from the main tests,
from which we chose to use models trained on 100 days of data (see appendix A for more details).
After training, each model is tested on the next 30 days of data. The entire training/test set window
is moved forward 30 days and the process is repeated, as depicted in ﬁgure 4. In a real-life situation
it would be desirable to test only for the next day, and advance the windows by steps of one day.
However, 30 days is used here in order to reduce the amount of computation by a factor of 30, and
enable a much larger number of tests to be performed (i.e. 30 times as many predictions are made
from the same number of training runs), thereby increasing conﬁdence in the results.
Figure 4. A depiction of the training and test sets used.
5.4 Controlling Overﬁtting
Highly noisy data has often been addressed using techniques such as weight decay, weight elimina-
tion and early stopping to control overﬁtting [48]. For this problem we use early stopping with a
difference: the stopping point is chosen using multiple tests on a separate segment of data, rather than
using a validation set in the normal manner. Tests showed that using a validation set in the normal
manner seriously affected performance. This is not very surprising because there is a dilemma when
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choosing the validation set. If the validation set is chosen before the training data (in terms of the
temporal order of the series), then the non-stationarity of the series means the validation set may be
of little use for predicting performance on the test set. If the validation set is chosen after the train-
ing data, a problem occurs again with the non-stationarity – it is desirable to make the validation set
as small as possible to alleviate this problem, however the set cannot be made too small because it
needs to be a certain size in order to make the results statistically valid. Hence, we chose to control
overﬁtting by setting the training time for an appropriate stopping point a priori. Simulations with a
separate segment of data not contained in the main data (see appendix A for more details) were used
to select the training time of 500 epochs.
We note that our use of a separate segment of data to select training set size and training time are not
expected to be ideal solutions, e.g. the best choice for these parameters may change signiﬁcantly over
time due to the non-stationarity of the series.
5.5 A Priori Data Probabilities
For some ﬁnancial data sets, it is possible to obtain good results by simply predicting the most com-
mon change in the training data (e.g. noticing that the change in prices is positive more often than it
is negative in the training set and always predicting positive for the test set). Although predictability
due to such data bias may be worthwhile, it can prevent the discovery of a better solution. Figure 5
shows a simpliﬁed depiction of the problem – if the naive solution, A, has a better mean squared error
than a random solution then it may be hard to ﬁnd a better solution, e.g. B. This may be particularly
problematic for high noisedata although the true nature of the error surface is not yet well understood.
Figure 5. A depiction of a simpliﬁed error surface if a naive solution, A, performs well. A better solution, e.g.
B, may be difﬁcult to ﬁnd.
Hence, in all results reported here the models have been prevented from acting on any such bias by
ensuringthatthenumberof trainingexamplesforthepositive andnegative casesisequal. Thetraining
set actually remains unchanged so that the temporal order is not disturbed but there is no training
signal for the appropriate number of positive or negative examples starting from the beginning of the
series. The number of positive and negative examples is typically approximately equal to begin with,
therefore the use of this simple technique did not result in the loss of many data points.
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5.6 Comparison with a Random Walk
Thepredictioncorrespondingtotherandomwalkmodelisequalto thecurrent price, i.e. nochange. A
percentage of times the model predicts the correct change (apart from no change) cannot be obtained
for the random walk model. However, it is possible to use models with data that corresponds to
a random walk and compare the results to those obtained with the real data. If equal performance
is obtained on the random walk data as compared to the real data then no signiﬁcant predictability
has been found. These tests were performed by randomizing the classiﬁcation of the test set. For
each original test set ﬁve randomized versions were created. The randomized versions were created
by repeatedly selecting two random positions in time and swapping the two classiﬁcation values
(the input values remain unchanged). An additional beneﬁt of this technique is that if the model is
showing predictability based on any data bias (as discussed in the previous section) then the results
on the randomized test sets will also show this predictability, i.e. always predicting a positive change
will result in the same performance on the original and the randomized test sets.
6 Experimental Results
We present results using the previously described system and alternative systems for comparison. In
all cases, the Elman networks contained 5 hidden units and the SOM had one dimension. Further
details of the individual simulations can be found in appendix A. Figure 6 and table 1 shows the
average error rate as the number of nodes in the self-organizing map (SOM) was increased from
￿ to
C
. Results are shown for SOM embedding dimensions of 1 and 2. Results are shown using both the
original data and the randomized data for comparison with a random walk. The results are averaged
over the 5 exchange rates with 30 simulations per exchange rate and 30 test points per simulation,
for a total of 4500 test points. The best performance was obtained with a SOM size of 7 nodes and
an embedding dimension of 2 where the error rate was 47.1%. A
) -test indicates that this result is
signiﬁcantly different from the null hypothesis of the randomized test sets at
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) indicating that the result is signiﬁcant. We also considered a null hypothesis corresponding
to a model which makes completelyrandom predictions(corresponding to a random walk)– the result
is signiﬁcantly different from this null hypothesis at
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D ). Figure 7 and
table 2 shows the average results for the SOM size of 7 on the individual exchange rates.
In order to gauge the effectiveness of the symbolic encoding and recurrent neural network, we inves-
tigated the following two systems:
1. The system as presented here without the symbolic encoding, i.e. the preprocessed data is
entered directly into the recurrent neural network without the SOM stage.
2. The system as presented here with the recurrent network replaced by a standard MLP network.
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Figure 6. The error rate as the number of nodes in the SOM is increased for SOM embedding dimensions of 1
and 2. Each of the results represents the average over the 5 individual series and the 30 simulations per series,
i.e. over 150 simulations which tested 30 points each, or 4500 individual classiﬁcations. The results for the
randomized series are averaged over the same values with the 5 randomized series per simulation, for a total of
22500 classiﬁcations per result (all of the data available was not used due to limited computational resources).
SOM embedding dimension: 1
SOM size 2 3 4 5 6 7
Error 48.5 47.5 48.3 48.3 48.5 47.6
Randomized error 50.1 50.5 50.4 50.2 49.8 50.3
SOM embedding dimension: 2
SOM size 2 3 4 5 6 7
Error 48.8 47.8 47.9 47.7 47.6 47.1
Randomized error 49.8 50.4 50.4 50.1 49.7 50.2
Table 1. The results as shown in ﬁgure 6.
Exchange British Canadian German Japanese Swiss
Rate Pound Dollar Mark Yen Frank
Embedding dimension 1 48.5 46.9 46 47.7 48.9
Embedding dimension 2 48.1 46.8 46.9 46.3 47.4
Randomized embedding dimension 1 50.1 50.5 50.4 49.8 50.7
Randomized embedding dimension 2 50.2 50.6 50.5 49.7 49.8
Table 2. Results as shown in ﬁgure 7.
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Figure 7. Average results for the ﬁve exchange rates using the real test data and the randomized test data. The
SOM size is 7 and the results for SOM embedding dimensions of 1 and 2 are shown.
Tables 3 and 4 show the results for systems 1 and 2 above. The performance of these systems can be
seen to be in-between the performance of the null hypothesis of a random walk and the performance
of the hybrid system, indicating that the hybrid system can result in signiﬁcant improvement.
Error 49.5
Randomized error 50.1
Table 3. The results for the system without the symbolic encoding, i.e. the preprocessed data is entered directly
into the recurrent neural network without the SOM stage.
SOM embedding dimension: 1
SOM size 2 3 4 5 6 7
Error 49.1 49.4 49.3 49.7 49.9 49.8
Randomized error 49.7 50.1 49.9 50.3 50.0 49.9
Table 4. The results for the system using an MLP instead of the RNN.
6.1 Reject Performance
We used the following equation in order to calculate a conﬁdence measure for every prediction:
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‘
￿ are the
original outputs,
￿
￿ are the transformed outputs, and
» is the number of outputs). The conﬁdence
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measure
N gives an indication of how conﬁdent the network model is for each classiﬁcation. Thus,
for a ﬁxed value of
N , the prediction obtained by a particular algorithm can be divided into two sets,
one set
a for those below the threshold, and another set
b for those above the threshold. We can then
reject those points which are in set
a , i.e. they are not used in the computation of the classiﬁcation
accuracy.
Figure 8 shows the classiﬁcation performance of the system (percentage of correct sign predictions)
as the conﬁdence threshold is increased and more examples are rejected for classiﬁcation. Figure
9 shows the same graph for the randomized test sets. It can be seen that a signiﬁcant increase in
performance (down to approximately 40% error) can be obtained by only considering the 5-15% of
examples with the highest conﬁdence. This beneﬁt can not be seen for the randomized test sets. It
should be noted that by the time 95% of test points are rejected, the total number of remaining test
points is only 225.
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Figure 8. Classiﬁcation performance as the conﬁdence threshold is increased. This graph is the average of the
150 individual results.
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Figure 9. Classiﬁcation performance as the conﬁdence threshold is increased for the randomized test sets. This
graph is the average of the individual randomized test sets.
7 Automata Extraction
A common complaint with neural networks is that the models are difﬁcult to interpret – i.e. it is not
clear how the models arrive at the prediction or classiﬁcation of a given input pattern [39]. A number
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ofpeoplehave consideredtheextractionof symbolicknowledge from trainedneuralnetworks forboth
feedforward and recurrent neural networks [9, 18, 37]. For recurrent networks, the ordered triple of a
discrete Markov process (
$ state; input
c next state
’ ) can be extracted and used to form an equivalent
deterministic ﬁnite state automata (DFA). This can be done by clustering the activation values of the
recurrent state neurons [37]. The automata extracted with this process can only recognize regular
grammars5.
The algorithm used for automata extraction is the same as that described in [16]. The algorithm is
based on the observation that the activations of the recurrent state neurons in a trained network tend to
cluster. The output of each of the
¢ state neurons is divided into
d intervals of equal size, yielding
d
G
e
partitions in the space of outputs of the state neurons. Starting from an initial state, the input symbols
are considered in order. If an input symbol causes a transition to a new partition in the activation
space then a new DFA state is created with a corresponding transition on the appropriate symbol. In
the event that different activation state vectors belong to the same partition, the state vector which ﬁrst
reached the partition is chosen as the new initial state for subsequent symbols. The extraction would
be computationally infeasible if all
d
e partitions had to be visited, but the clusters corresponding to
DFA states often cover a small percentage of the input space.
Sample deterministic ﬁnite state automata (DFA) extracted from trained ﬁnancial prediction networks
usingaquantizationlevel of5canbeseeninﬁgure10. TheDFAshave beenminimizedusingstandard
minimization techniques [23]. The DFAs were extracted from networks where the SOM embedding
dimension was 1 and the SOM size was 2. As expected, the DFAs extracted in this case are relatively
simple. In all cases, the SOM symbols end up representing positive and negative changes in the series
– transitions marked with a solid line correspond to positive changes and transitions marked with a
dotted line correspond to negative changes. For all DFAs, state 1 is the starting state. Double circled
states correspond to prediction of a positive change, and states without the double circle correspond
to prediction of a negative change. (a) can be seen as corresponding to mean-reverting behavior –
i.e. if the last change in the series was negative then the DFA predicts that the next change will be
positive and vice versa. (b) and (c) can be seen as variations on (a) where there are exceptions to
the simple rules of (a), e.g. in (b) a negative change corresponds to a positive prediction, however
after the input changes from negative to positive, the prediction alternates with successive positive
changes. In contrast with (a)-(c), (d)-(f) exhibit behavior related to trend following algorithms, e.g.
in (d) a positive change corresponds to a positive prediction, and a negative change corresponds to
a negative prediction except for the ﬁrst negative change after a positive change. Figure 11 shows a
sample DFA for a SOM size of 3 – more complex behavior can be seen in this case.
5A regular grammar
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Figure 10. Sample deterministic ﬁnite state automata (DFA) extracted from trained ﬁnancial prediction net-
works using a quantization level of 5.
1
2
3
4 5
6
Figure 11. A sample DFA extracted from a network where the SOM size was 3 (and the SOM embedding
dimension was 1). The SOM symbols represent a positive (solid lines) or negative (dotted lines) change, or a
change close to zero (gray line). In this case, the rules are more complex than the simple rules in the previous
ﬁgure.
19December 16, 1997, 13:36
8 Conclusions
Traditional statistical methods have difﬁculty with high noise, high non-stationarity time series pre-
diction. The intelligent signal processing method presented here uses a combination of symbolic
processing and recurrent neural networks to deal with fundamental difﬁculties. The use of a recurrent
neural network is signiﬁcant for two reasons: ﬁrstly, the temporal relationship of the series is explic-
itly modeled via internal states, and secondly, it is possible to extract rules from the trained recurrent
networks in the form of deterministic ﬁnite state automata. The symbolic conversion is signiﬁcant
for a number of reasons: the quantization effectively ﬁlters the data or reduces the noise, the RNN
training becomes more effective, and the symbolic input facilitates the extraction of rules from the
trained networks. Considering foreign exchange rate prediction, we performed a comprehensive set
of simulations covering 5 different foreign exchange rates, which showed that signiﬁcant predictabil-
ity does exist with a 47.1% error rate in the prediction of the direction of the change. Additionally, the
error rate reduced to around 40% when rejecting examples where the system had low conﬁdence in its
prediction. The method facilitates the extraction of rules which explain the operation of the system.
Results for the problem considered here are positive and show that symbolic knowledge which has
meaning to humans can be extracted from noisy time series data. Such information can be very useful
and important to the user of the technique.
Appendix A: Simulation Details
For the experiments reported in this paper,
§
￿
￿
￿
￿
v
￿ and
§
￿
￿
￿
￿ . The RNN learning rate was linearly
reduced over the training period (see [8] regarding learning rate schedules) from an initial value of
0.5. All inputs were normalized to zero mean and unit variance. All nodes included a bias input
which was part of the optimization process. Weights were initialized as shown in Haykin [22]. Target
outputs were -0.8 and 0.8 using the
w
￿
x
G
"
/
y output activation function and we used the quadratic cost
function. In order to initialize the delays in the network, the RNN was run without training for 50
time steps prior to the start of the datasets. The number of training examples for the positive and
negative cases was made equal by not training on the appropriate number of positive or negative
examples starting from the beginning of the training set (i.e. the temporal order of the series is
not disturbed but there is no training signal for either a number of positive or a number of negative
examples starting at the beginning of the series). The SOM was trained for 10,000 iterations using the
following learning rate schedule
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￿ is the current iteration number and
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is the total number of iterations (10,000). The neighborhood size was altered during training using
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￿ . The ﬁrst differenced data was split as follows: Points 1210
to 1959 (plus the size of the validation set in the validation set experiments) in each of the exchange
rates were used for the selection of the training dataset size, the training time, and experimentation
with the use of a validation set. Points 10 to 1059 in each of the exchange rates were used for the
main tests. The data for each successive simulation was offset by the size of the test set, 30 points, as
shown in ﬁgure 4. The number of points in the main tests from each exchange rate is equal to 1,050
which is 50 (used to initialize delays) + 100 (training set size) + 30
￿ 30 (30 test sets of size 30). For
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the selection of the training dataset size and the training time the number of points was 750 for each
exchange rate (50 + 100 + 20 test sets of size 30). For the experiments using a validation set in each
simulation, the number of points was 750 + the size of the validation set for each of the exchange
rates.
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