Big data and its analysis have become a widespread practice in recent times, applicable to multiple industries. Data mining is a technique that is based on statistical applications. is method extracts previously undetermined data items from large quantities of data. e banking and insurance industries use data mining analysis to detect fraud, offer the appropriate credit or insurance solutions to customers, and better understand customer demands. is study aims to identify data mining classification algorithms and use them to predict default risks, avoid possible payment difficulties, and reduce potential problems in extending credit. e data for this study, which contains demographic and socioeconomic characteristics of individuals, were obtained from the Turkish Statistical Institute 2015 survey. Six classification algorithms-Naive Bayes, Bayesian networks, J48, random forest, multilayer perceptron, and logistic regression-were applied to the dataset using WEKA 3.9 data mining software. ese algorithms were compared considering the root mean error squares, receiver operating characteristic area, accuracy, precision, F-measure, and recall statistical criteria. e best algorithm-logistic regression-was obtained and applied to the real dataset to determine the attributes causing the default risk by using odds ratios. e socioeconomic and demographic characteristics of the individuals were examined, and based on the odds ratio values, the results of which individuals and characteristics were more likely to default, were reached. ese results are not only beneficial to the literature but also have a significant influence in the financial industry in terms of the ability to predict customers' default risk.
Introduction
e rapid and inevitable development of technology is causing a substantial global increase in the volume of data. Such data mean better information, and information is wealth. is is because information makes it possible for mankind to have a safer and better future, which is the primary goal of scientists and researchers. Due to this incredible amount of information that can be obtained from Big Data, humanity is able to make considerable progress in diverse fields ranging from health and safety to education and economy.
Obtaining information from big data utilizing the appropriate methods is similar to extracting the maximum possible ore from a newly discovered mine. e necessity of coming to scientifically accurate conclusions highlights the need for big data analysis. Big data analysis can reduce information loss and save time, giving rise to the term data mining (DM) [1, 2] . DM is a data analysis technique based on statistical application; it aims to extract information that could previously not be determined, from massive quantities of data [3] .
Big data is not only a subject of interest for researchers but has also become an essential tool in business. Processing big data effectively is crucial for companies aiming for a leading role in their field. e need for big data analysis has especially increased in the banking and insurance industries. Even the small amount of information that has brought companies to the forefront of the competitive market, thanks to DM analysis, has increased the importance of DM.
e analysis and modeling of big data are not new subjects for actuaries, bankers, and insurers; DM helps them overcome many difficulties in their aim to manage money more effectively, control the system, reduce or transfer potential risks, understand client requirements, improve funds management, increase market share, and reduce or transfer potential risks [4] . Specifically, DM can be used in the banking and insurance industries to determine default risks and risk groups, specify the correct insurance options for individual customers, increase customer satisfaction, and identify credit card fraud.
ere are many DM methods to detect problems faced by bankers and insurers, for example, clustering, classification, and association. Classification is a widely used DM method that is applied in various fields [5] . Hence, the classification algorithms are widely used, and successful results obtained from the algorithms are also used for determining credit risks. Which classification algorithm to choose is a very important decision.
ere is no specific classification algorithm to solve the current problem. In other words, the best algorithm does not solve every problem in the best way. ere are classification algorithms that give different results for different datasets or different problems. A classification algorithm that is considered to be the best solution to solve a problem may not work in another problem or dataset. For this reason, different classification algorithms for the given dataset must be compared before problem solving. e algorithm that best solves the problem is the algorithm obtained by comparison with the specific statistical criterions.
us, the algorithm to be used in problem solving is determined. In this study, for determining best algorithms for current dataset, all data mining classification algorithms were compared with respect to the suitability of data and accuracy rates (accuracy threshold was taken as 80%). With this comparison, all algorithms were reduced to six classification algorithms (Naive Bayes, Bayes network, J48, random forest, multilayer perceptron, and logistic regression) that have almost the same accuracy threshold rate. Reduced algorithms-Naive Bayes, Bayesian networks, J48, random forest, multilayer perceptron, and logistic regression-are frequently seen algorithms in the literature. e six classification algorithms have almost the same accuracy rates and data availability. So, in order to determine the algorithm that will operate at the maximum level with the data, the comparison under various criteria was repeated using WEKA (Waikato Environment for Knowledge Analysis) 3.9 data-mining software.
e algorithms that have similar accuracy rates were compared again with different statistical criteria such as ROC (receiver operating characteristic), precision, recall, F-measure, and the root mean squared error (RMSE) to achieve the best results. As a result, the most appropriate algorithm for this dataset is found as the logistic regression algorithm.
e aim of this study is to use DM classification algorithms to investigate the effects of certain demographic and socioeconomic characteristics on the probability of individuals' default risk, as well as to predict their future payment challenges by determining individual attributes using a logistic regression classification algorithm.
e data for this study, which contain the demographic and socioeconomic characteristics of individuals, were obtained from the 2015 TUIK (Turkish Statistical Institution) survey.
e raw data contained 59,663 observations, of which only 20,275 observations and 12 attributes belonging to heads of households were used. e data include the demographic features of households from various regions, as well as their total income and debts paid on a regular basis over the last 12 months.
When choosing an algorithm, using the algorithm which is known as giving good results without comparing its performance to different algorithms or comparing different algorithms by adhering to a single statistical criterion may give misleading results. Using an algorithm that is considered to only give good results without considering its suitability in data may lead to inaccurate results. Likewise, when determining the best algorithm, comparing under a single criterion may cause a wrong selection. erefore, in this study, Naive Bayes, Bayes network, J48, logistic regression, multilayer perceptron, random forest and classification algorithms were determined with pre-elimination and then, determined algorithms were compared again with accuracy, F-measure, Roc area, recall, precision, and RMSE criterions. As a result of the analysis, the logistic regression classification algorithm was determined as the best algorithm. In conclusion, the logistic regression algorithm was used in the analysis of default risk.
Moreover, by applying the best algorithm (logistic regression) to the dataset, we determined which characteristics increase the default risk most.
Materials and Methods
e concept of extending credit goes back 5000 years and is still a primary research topic in the finance sector [6] . e role of banks and banking activities are expanding daily, which increases the necessity to manage loan issues appropriately. Currently, credit score models and credit ratings are used to determine an individual's default risk. Credit scores are mathematical models that determine the likelihood of a default risk by observing the characteristics of the customers applying for the loan [7] .
In a loan society or company, crediting refers to the risk of balance at a certain time [8] . Credit institutions face many risks such as delays in payment or client defaults, the volatility of interest rates, and the depreciation of investments and securities. Credit risk management provides the opportunity to determine and measure these potential risks [9, 10] .
Financial institutions design models using certain customer characteristics (age, gender, area of residence, income, marital status, previous credit payments, etc.) to predict and identify possible credit risks [11, 12] . Fisher proposed discriminant and classification analysis in 1936 as the basis of credit scoring models. Lately, decision trees, logistic regression, K-nearest neighbor, neural networks, and support vector machine algorithms are frequently used for credit scoring [13] .
Financial institutions and analysts are always aiming to increase credit volume while reducing default risks.
erefore, credit scoring analyses are crucial to aid faster decision making, reduce the costs of loan analysis, monitor existing accounts more closely, predict default risks, and ensure that institutions can detect possible risks while 2 Scientific Programming developing their competitiveness [14] .
erefore, DM techniques using big data should be applied for credit scoring [11] .
In the last decade, there has been a significant increase in loan applicants and credit card users, which in turn has increased the risks for credit institutions. It is therefore necessary for banks and financial institutions to determine the probability of default risk by using the demographic and socioeconomic characteristics of customers. is allows financial institutions to take precautions against client default and identify risk groups. Identifying risk groups can also prevent potential customer losses and aid banks in avoiding potential risks. For this reason, DM using WEKA software is implemented to identify risk groups and ensure that financial institutions extend credit to clients not at risk of default.
e first part of our study compares the classification algorithms to select the most suitable algorithm according to selected criteria. In the second part, the best algorithm-the logistic regression-is used to research the attributes that may cause default risk. For this analysis, odds ratios were used as a criterion.
WEKA.
e WEKA data-mining implementation software was developed by the University of New Zealand. It is an open source software program written in Java under General Public License. It contains several supervised and unsupervised methods such as classification, clustering, association, and data visualization. For this study, the WEKA 3.9 implementation and its experimenter user interface were used for the classification of the algorithms as well as to specify risk attributes using the logistic regression algorithm.
Dataset.
e data for this study were obtained from the TUIK survey for 2015. Only heads of households over the age of 15 were selected from the 59,663 units of survey data.
e data used to support the findings of this study are restricted by TUIK in order to protect privacy. e author(s) can supply the data upon request to researchers who meet the criteria for access to confidential data. e data contains the demographic and socioeconomic characteristics of individuals. A WEKA preprocessing application was used to obtain 20,275 units of data containing 12 variables, one of which is a class variable. Incidents of payment and nonpayment of past credit card debts are treated as class variables. e dataset structure is shown in Table 1 .
Classification of Algorithms.
Each object in the dataset is classified according to its similarities. Classification is the best-known and most used method of DM. e aim of the classification method is to predict accurately the target class of objects of which the class label is unknown [15] . In the WEKA implementation, classification algorithms are provided in nine groups. For the purposes of this study, the following algorithms were chosen: under the Bayesian file, Bayes networks (BayesNet) and Naive Bayes algorithms; under the Functions file, logistic regression (Logistic) and multilayer perceptron; under the Trees file, J48 and random forest algorithms.
Bayesian Classifiers.
Bayesian network: the Bayesian network-also known as the belief network-is a probabilistic graphical model that represents knowledge concerning a set of random variables [16] . In this model, each node in the graph represents a random variable, and the edges between the variables represent the conditional dependencies [17] .
e conditional dependencies are calculated by statistical probabilistic theories and computational methods. In WEKA software, the BayesNet algorithm is part of the Bayesian file. In order to implement the BayesNet algorithm, the dataset being studied should not have any missing data and all variables must be discrete. In cases where the dataset being studied contains continuous variables as well as discrete variables, discretization can be applied by using the preprocessing tab in the WEKA program. After the discretization is applied to the continuous variables (income and age), the dataset is ready to be studied.
Naive Bayes: the Naive Bayes algorithm is based on the Bayesian theorem and operates on conditional probability. Despite its simplicity, it is a powerful algorithm for predictive modeling. Additionally, the Naive Bayes classifier works quite well concerning real-world situations. An example is spam filtering, which is a well-known problem for which the Naive Bayes classifier is suitable. As with the BayesNet algorithm, there should be no missing data in this algorithm and the variables must be discrete. Since there are no missing data in this dataset, the Naive Bayes algorithm can be applied after discretization of the continuous variables (income and age). [18] . Logistic regression classifies an observation into one of two classes [19] , and this algorithm analysis can be used when the variables are nominal or binary. e data are analyzed after the discretization process for the continuous variables, similar to the Bayesian group.
Multilayer perceptron: the multilayer perceptron algorithm is an artificial neural network algorithm. Artificial neural networks gather information from a training set by minimizing the error iteratively and then applying this information to a new dataset.
Decision
Trees. J48 algorithm: this algorithm's name is derived from its tree-like structure and is based on supervised learning techniques. It is a frequently used algorithm due to its ease of implementation, low cost, and reliability. Decision trees' roots consist of decision nodes, branches, and leaves [20] . In the WEKA software, the J48 algorithm uses the rules of the C4.5 algorithm. erefore, in WEKA, the J48 algorithm is considered a C4.5 algorithm. e C4.5 algorithm can manage numerical values, large data quantities, and datasets with missing values. e C4.5 algorithm uses a threshold value to divide the data into two ranges. e threshold value is selected to provide the most information from the raw data and is determined by sorting the attributes and selecting the average value of the attributes.
Random forest: in this algorithm, the classification process uses more than one "tree" [21] . Each tree produces a classifier, and these classifiers vote to determine the algorithm that gets the most votes [22] . is classification algorithm is then used to classify the dataset.
Analysis of Classification Algorithms.
In DM, it is crucial to use a comparison to determine the best classifier [23] . e classifier's performance is evaluated according to the following criteria [24] : (i) Classification accuracy: the ability of the model to correctly predict the label of class which is expressed as a percentage (ii) Speed: the speed refers to the time taken to set up the model (iii) Robustness: the ability to predict the model correctly even though the data has noisy observations and missing values (iv) Scalability: the ability of a model to be accurate and productive while handling an increasing amount of data (v) Interpretability: the level of understanding provided by the model (vi) Rule Structure: the understandability of the algorithms' rule structure e WEKA 3.9 software utilizes approximately 100 classification algorithms, and a pre-elimination was carried out by testing the planned data for suitability under various conditions (the algorithms chosen are those that can function in categorical, numerical, binary, or mixed systems). Next, a second screening was carried out that considered criteria such as kappa statistics, the speed of generating the model, usage frequency of the algorithm in the literature, and intelligibility. ese eliminations determined that the Bayesian networks, Naive Bayes, J48, random forest, logistic regression, and multilayer perceptron classification algorithms are the most suitable algorithms for our dataset. e next step was comparing the six classification algorithms according to the six statistical criteria (accuracy rate, RMSE, precision, recall, ROC area, and F-measure). e six statistical criteria are explained as follows:
e values of the statistical criteria that are compared to classification algorithms are calculated by using a confusion matrix. e confusion matrix is shown in Table 2 .
Accuracy rate (AC): the percentage of correct predictions. According to the confusion matrix, it can be calculated as
where TN is the true negative, TP is the true positive, FP is the false positive, and FN: false negative. Precision (P): the fraction of correctly predicted positive observations among the total predicted positive observations.
where TP is the true positive and FP: false positive. Recall (R): the fraction of correctly predicted positive observations among all the observations in the class.
where TP is the true positive and FN: false negative. F-measure: e Precision and Recall criteria can be interpreted together rather than individually. To accomplish this, we consider the F-Measure values generated by the harmonic mean of the Precision and Recall columns, as the harmonic mean provides the average of two separate factors produced per unit.
erefore, F provides both the level of accuracy of the classification and how robust (less data loss) it is:
where P is the precision and R is the recall. ROC area: the ROC field curve determines the predictive performance of the different classification algorithms. e area under the ROC curve is one of the essential evaluation criteria used to select the best classification algorithm. When the area under the curve is approaching 1, it indicates that the classification was carried out correctly.
RMSE: the root mean squared error deviation is obtained by determining the square root of the mean squared error (MSE). Normally, the RMSE is used as a measure of the difference between the actual values and the estimated values of a model or estimator. In other words, the RMSE shows the standard deviation of the difference between the estimated 4 Scientific Programming values and the observed values. It is preferable that the RMSE value is small.
After the analysis using the WEKA data-mining implementation, the classification algorithms were summarized under the selected statistical criteria, as shown in Table 3 .
Observing the accuracy percentage in the table, it is clear that the logistic regression algorithm has the highest accuracy rate, while the multilayer perceptron algorithm has the lowest accuracy rate. Similarly, comparing the RMSEs, logistic regression is the best algorithm and multilayer perceptron is the worst with a value of 0.383. e ROC area shows that the logistic regression algorithm's value is the highest, making it the best algorithm. Comparing the values in F-measure according to the recall criterion, the logistic regression algorithm, along with Naive Bayes and BayesNet, all show a good value of 0.824. e algorithms that yielded the best results for the precision criterion are Naive Bayes and BayesNet. In summary, logistic regression is the best algorithm, referring to the columns RMSE, ROC area, accuracy, F-measure, and recall statistical criterions. e only exception is the precision value.
Considering the value of precision, it is clear that the logistic regression algorithm has the closest precision value with the best result of 0.002, which-in the case of this study-does not dramatically affect the results.
Determination of the Variables Causing Default Risk.
e above analysis determined that logistic regression is the best classification algorithm. According to this result, we applied the logistic regression algorithm again to determine the variables that could cause default risk.
e chi-square analysis was applied via the WEKA Select Attribute panel to determine the variables that explain the model the best. Chi-square is an analysis that shows the value of the selected variable depending on the class variable used when the variables are nominal. e analysis recommends subtracting the lowest rank variant from the model. However, since WEKA cannot apply the chi-square analysis based on the algorithm, it is preferable to exclude variables from the model. e rank results of applying the chi-square analysis to the variables are shown in Table 4 .
Studying this analysis, we observe that the age variable is numerically ranked the lowest. erefore, this variable must either be omitted or converted to a nominal value if it is to be included in the analysis. We therefore transformed the age variable into a categorical variable (one of 3 categories), and the logistic regression analysis and the chi-square analysis for variable selection were repeated.
e results of the logistic regression analysis with the nominal age variable are shown in Table 5 .
e chi-square analysis with the nominal age variable is shown in Table 6 . e results show that even though the age variable was made nominal, it still ranked the lowest.
e logistic regression analysis results with the age variable excluded is shown in Table 7 .
Since it is clear from these results that the classification of the data is improved when the age variable is removed, the variable will be removed and the analysis continued.
Results and Discussion (Age Variable Excluded)
A logistic regression analysis was performed using 20275 observations and 12 variables (gender, work, marital status, education, health, region, house, home loan, bills, individual revenue, class) as a dataset. e class subcategory was interpreted according to the non-default status, and a 10-fold cross validation was applied in analysis.
e lowest and highest odds ratios are shown in Table 8 .
ese ratios were interpreted and attributed to different classes without going into default sub groups. According to Table 8 , the model predicts that the odds of not going into default risk are 1.1174 times higher for women than they are for men. is result therefore predicts that women pay their debts on time and tend to default on debt less frequently than men [25] . Concerning the marital status attribute, the model predicts that the odds of not going into default risk are 1.0274 times higher for unmarried individuals than for married individuals.
is result therefore predicts that married individuals tend to default on paying their loans more frequently. e model predicts that the odds of not going into default risk are 1.2381 times higher for a retired person than for people of other work groups. Additionally, people from the "looking for a job" group are 0.7632 times more at risk of going into default than other working groups.
e model further illustrates that the odds of illiterate persons not going into default risk are 1.0453 time higher than that of other education levels. Individuals that have a secondary school degree are most at risk of going into default.
e odds of not going into the default risk are 1.0533 times higher for people in good health than individuals not of good health.
e odds of not going into default risk for people living in the Mediterranean Region are 1.1063 times greater than that of people from other regions. Additionally, those from the Southeastern Anatolia Region are at greater risk of going into default.
e odds for people that are not renting a house to not go into default risk is 1.1008 times higher than that of people renting a house.
e model predicts that the odds of not going into the default risk are 0.3449 for individuals not paying house rent.
is means that individuals who do not pay their house rent are more likely to not go into default.
e model predicts that the odds of not going into the default risk are 0.0838 for the nonpayment of bills. is means that individuals who do not pay their bills fully and on time are likely to not pay their other creditors either.
Lastly, the model predicts that the odds of not going into default risk are 1.0316 times higher for people with a lower income level than for others. is indicates that banks should extend lower credit amounts to persons of lower income.
Conclusion
Big data analysis cannot be carried out by traditional methods, so data mining is used to extract information from massive amounts of data. DM applications are used intensively in the financial industry for predicting the likelihood of customer default risk.
Our study used an analysis to discover the most suitable classification algorithm to identify credit risks and estimate the likelihood of default. is analysis was carried out using WEKA software and by applying 12 variables such as demographic characteristics of heads of household, total income, debt payment status, and regional information. Six classification algorithms were used (Bayes network, Naive Bayes, J48, random forest, multilayer perceptron, and logistic regression). e performances of the algorithms were compared according to accuracy, root mean squared error, ROC area, F-measure, precision, and recall criteria, and the logistic regression classification algorithm was found to be the best algorithm.
Logistic regression was then applied again to raw data from TUIK by using WEKA 3.9 software to investigate the factors affecting the default risk of individuals using 6 Scientific Programming socioeconomic and demographic variables. Next, a chisquared analysis was used for attribute selection, which demonstrated that the age attribute needed to be omitted from data. After both these analyses were run, the odds ratio values were used to determine the probability with which individuals with certain characteristics may default on paying loans. ese results are not only beneficial to the literature, but they could also have a significant influence in financial institutions to predict the customer default risks. According to the results, it is observed that women are more likely to honor their payments than men. In the light of the results was obtained, Cigsar and Unal [25] examined the gender variable and investigated the reasons why women were more likely to honor their payments than men. Besides, further research of these findings will be made in the future study.
Regarding the marital status attribute, the results showed that unmarried people have a lower risk of default. e reason for this may be related to the responsibility of married individuals and their possible difficulties in paying their debts on time.
e results for working status show that retirees regularly pay their debts compared to the job-seeking and other inactive groups, which makes the likelihood of defaulting lower. Furthermore, the results for noneducated individuals indicate that their risk of default is lower than that of other education levels. is shows that an increase in the level of education also increases the likelihood of default.
e health status of the individual is also influential in the case of a default, with the results confirming that people in good health are less likely to default than other groups. When considering the region attribute, we see that people from the Mediterranean region are less likely to default. It was also observed that individuals who do not pay house rent were more successful in paying their debts than the ones who do. In this case, we can surmise that the extra responsibility of the rent that the individuals pay makes debt payments difficult. Finally, it was also observed that individuals who do not pay their other debt are likely to default on their loans.
Considering these results and the fact that credit institutions should consider the characteristics of their customers and their circumstances, which will in turn affect their defaults, the risk of default could be reduced by using DM. e risks that could be detected using this method can be eliminated by taking precautionary measures, which could indirectly increase the national income.
is study contributes to existing literature by suggesting classification algorithms that can be used to determine credit risks. Additionally, we identified the variables that can be used in determining the default risk, which will assist future researchers in this field. e study is also valuable in terms of illustrating that DM can be used in the determination of credit risk within the framework of the development of academic studies both in Turkey and globally. Because there are a limited number of studies on the subject of default risk being analyzed using DM applications and WEKA software, this study will contribute to filling the gap in the field.
Lastly, this study proposes a solution for financial institutions and companies in related fields who want to determine credit risks. Future technological development may produce new software and new algorithms for the process.
ese new algorithms will eliminate the imperfections of existing algorithms and introduce new approaches.
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