Abstract-The purpose of this paper is to evaluate the results of various Independent Component Analysis (ICA) algorithms used for facial feature extraction. Face recognition algorithms results are mainly based on feature extractions from facial images. We have done various experimentations for facial feature extraction using ICA with global and local features from facial images. We have explored FastICA and KICA algorithms with variation in facial pose, changes in illumination and facial expressions.
I. INTRODUCTION
Face recognition using ICA is the area of interest for many researchers in current decade. There are many ways by which the face recognition has been achieved by these researchers; still there is much scope with different feature extraction methods. The feature extraction is the most important step in pattern recognition, object recognition and face recognition. The combination of different feature extraction methods with ICA needs to be explored with various ICA algorithms. Facial color image pixel has three values i.e red, green and blue instead one value in gray scale image. The ICA model can be successfully extended to extract features from colour images. Similarly features can be extracted from stereo images using ICA model and are experimented by Patrik O. Hoyer et al [1] . The features learned by ICA could be straightforwardly applied in denoising, compression, or pattern recognition of colour or stereo data. In each of these tasks it is important to model the statistical structure of the data; ICA has been successfully used to model this structure is the outcome of experimentations done by researchers in this work.
Shotaro Akaho [2] presents conditionally independent component analysis of supervised feature extraction which extends the framework of ICA to supervised learning. The key idea is to find a conditionally independent representation of input variables for a target variable by linear transformation. The representation can be considered as independent components of observation from which explanatory parts for a target variable are removed, and it is directly useful for naive Bayes learning which has been reported to perform as well as more sophisticated methods for prediction. Naive Bayes learning solves this problem by assuming the conditional independence of xi's for given y. Under this assumption, p(y | x) can be factorized as Eq. (1).
Accordingly the estimation of p(y | x) is reduced to the estimation of individual functions p(x i | y) and p(y), which makes the problem much easier. The learning algorithm is derived under a similar but different criterion to ICA. The algorithm attempts to maximize the independence among extracted features as well as the mutual information between extracted features and a target variable. In this work it has been shown that the cost function is reduced to maximizing the independence of extracted features as well as the sum of the mutual information between extracted features and a target variable. The framework provides a novel method of extracting independent factors embedded in the input variables by removing explanatory parts. The global feature and local feature extraction and its independent component features are extracted in this research work and presented in this paper.
II. FEATURE EXTRACTION
Feature selection in the independent component subspace for face recognition presented by H. K. Ekenel et al. [3] . This work addressed problem of feature selection for face recognition in the independent component subspace. While there exists, at least, energy principle to guide the selection of the principle components, the independent components (ICs) are devoid of any energy ranking, and must therefore selected based on their discriminatory power. In addition the independent component features can be selected starting from a much larger pool, or from a combination pool of ICA and PCA features. Four feature selection schemes have been comparatively assessed, and feature subsets are tested on a face database constructed from CMU PIE [4] and FERET [5] databases. The discriminatory features from larger pools are observed to be concentrated around fiduciary spatial details of the nose, the eyes and facial contour. The study was carried out on a face database that contains both facial expression and illumination variations. Four different feature selection techniques were used comparatively and the sequential floating forward selection method was observed to be uniformly superior in all cases, in that the maximum correct classification rate was obtained with its feature subset. The major conclusion from this study was that the feature selection applied on ICA features definitely improves the recognition performance by 8.17%. Furthermore, if the features are selected from the augmented pool of both ICA and PCA features, the performance improvement becomes Facial Feature Extraction using Independent Component Analysis 11.21%. Overall, face recognition benefits from the feature selection by the combination of ICA and PCA feature pools. Face recognition benefits from different feature extraction techniques is the outcome presented from above feature extraction methods. Here the feature extraction with local facial components gives better recognition under variation of pose and illumination. The fusion of ICA spatial, temporal and localized feature extraction also supports for face recognition with improved recognition rates. Overall feature selection in Independent component subspace helps for face recognition.
The comparative study of face recognition using various ICA algorithms with different feature selection methods are reported in Table 1 . The database used for experimentations are FERET, YALE, AR, MIT, ORL and AcSYs FRS. It seems that sufficient numbers of sample images are used for all experimentations by researchers. The ICA algorithms used by various experiments are FastICA, KICA and LSICA. The average recognition accuracy with database and feature selection method used by researchers is presented in Table 1 . There may be two broad methods for feature extraction i.e global feature extraction and local feature extraction. Face recognition using ICA, based on information theory concepts, seek a computational model that best describes face, by extracting most relevant information contained in that face. ICA approach used by researchers [17] to extract global features seems to be an adequate method due to its simplicity, speed and learning capability. The preprocessing is done by Principle Component Analysis (PCA) [25] before applying the ICA algorithm for training of images. The independent components obtained by ICA algorithm are used as feature vectors for classification. The Euclidian distance classifier is used for testing of the images. The variation in illumination and facial poses up to 1800 rotation angle is used by the proposed method and result shows that the recognition improved significantly. Independent components extracted by FastICA algorithm as global features are shown by Figure 1 . 
III. LOCAL FEATURE EXTRACTION
Edge information plays vital role in many applications of image processing area. To the best of our knowledge, there is hardly any reported research work on face recognition using edge information as features for face recognition with ICA algorithms. With this approach researchers [18] have used edge detection as a feature extraction method to extract edges information from facial images. The independent components are extracted from edge information. These independent components are used with classifiers to match the facial images for recognition purpose. In this study researchers have explored Canny and LOG edge detectors as standard edge detection methods [22] . Oriented Laplacian of Gaussian (OLOG) [24] method is explored to extract the edge information with different orientations of Laplacian pyramid. Multiscale Wavelet model for edge detection is also proposed in this study to extract edge information and achieved very good recognition accuracy. The original face images, its edge detected images and independent components of edge detected images are presented by Figure. In modular PCA and ICA approach researchers have considered whole facial image (combination of background and face area) for division in to smaller face sub-images. The background information is also considered in this modular approach. The number of sub-images are denoted N, if the image is divided in to four sub-images then N=4. If the divisions will be done with N=9, N=16, or even with more number of partitions or divisions then there may be few sub divisions of images which does not contain the facial information. To overcome the drawback of existing modular ICA approach, new modified approach proposed by researchers [19] , where facial information extracted from entire input image so as to remove background information. The segmentation of input face image based on skin color information is done by researchers [20] .
Here segmentation means automatic cropping of skin area of facial images. Due to segmentation the unwanted background information is removed from the face images before applying the modular ICA approach. After segmentation and cropping of required face image then next stage of the algorithm is used for partition of face image to get sub images for modular ICA approach [21] [23] . Before finding the independent components using ICA algorithm the data matrix is preprocessed by using PCA. In first part researchers have divided the face image in four partitions, in second the face image is divided in nine partitions and in third the face image is divided in 16 partitions as shown in Figure 3 (a, b, c) and Independent components obtained with modular ICA approach is shown in Figure 3 This research may be extended with Localized components extracted from segmented facial images with modular and spatiotemporal approach to improve recognition accuracy for face recognition.
IV. CONCLUSION
This paper describes the feature extraction techniques from facial images using Independent Component Analysis. The ICA is one of the advanced techniques used in the face recognition algorithms for feature extraction. Here we have used global as well as local feature extraction methods and the results presented in this paper will be very useful in the field of face recognition. The global feature also based on edge information is presented here. The local features based on modular ICA is discussed and presented in the results. The work presented in this paper will give future direction for the research in Biometrics field.
