We consider an ill-posed problem-fractional numerical differentiation with a new method. We propose Fourier truncation method to compute fractional numerical derivatives. A Hölder-type stability estimate is obtained. A numerical implementation is described. Numerical examples show that the proposed method is effective and stable.
Introduction
In this paper we shall consider the problem of stably calculating the fractional derivative of a function f given in , That is very important in various areas of mechanics, spectroscopy, computerized tomography [2] . The process of numerical fractional differentiation is well known to be an ill-posed problem [1] [2] [3] , and it has been discussed by many authors, and a large number of different solution methods have been proposed. For references we refer the reader to [1-5] and references therein. Finite difference approaches for numerical differentiation have been used, for example, in [6] [7] [8] [9] . However, these approaches require knowledge of a bound of the second or third derivatives of the function under consideration that are not always available. Furthermore, there exist infinitely many functions that do not have bounded second derivatives at all. The same situation occurs also in numerical fractional differentiation [2] ; one requires a high smoothness of the functions under consideration that does not always exist. In the present paper, as an alternative way of dealing with fractional numerical differentiation, we introduce a new regularization method, i.e., Fourier truncation. We simply analyze the cause of illposedness of fractional numerical differentiation and then propose the method. The idea of Fourier truncation method is very simple and natural: since the ill-posedness of fractional numerical differentiation is caused by the high frequency components, we cut off them. Actually, such a similar idea of solving numerical differentiation has occurred in [10, 11] . We can easily find this fact by studying [10, 11] in frequency space. However, Fourier truncation method is more direct, natural and simple.
Regularization in the Fourier Domain
In this section we simply analyze the ill-posedness of fractional numerical differentiation and discuss how to stabilize the numerical derivaties. We set a function
Now we consider the  -th order derivative of function f . Taking the Fourier transform, we have
From the right hand side of (2.2) 
 
can only be measured and never be exact. We assume, say that, the measured data function
where  denotes -norm, the constant
represents a noise level. Thus, if we try to obtain fractional numerical derivatives, high frequency components in the error are magnified and can destroy the solution. In this sense it is impossible to solve the problem using classical numerical methods and requires special techniques to be employed. In the following, we will propose our regularization strategy to deal with the ill-posed problem. However, before doing that, we impose a priori bound on the input data (this is necessary in solving ill-posed problems), i.e.,
where is a constant, 0
Note that (2.2) or (2.3), since the ill-posedness of the problem is caused by the high frequency components, a natural way to stabilize the problem is to eliminate all high frequencies and instead consider ( 1, , 0,
In the following sections we will derive an error estimate for the approximate derivative (2.7) and discuss how to compute it numerically.
Error Estimate
In this section, we derive a bound on the difference between the derivatives (2.3) and (2.7). We assume that we have an a priori bound on the exact input data. .
Proof. From the Parseval relation we get
From Lemma 3.1 we see that the derivative defined by (2.7) depends continuously on the input data f . Next, we will investigate the difference between the derivatives (2.3) and (2.7) with the same exact f . 
Proof. As in Lemma 3.1 we start with the Parseval relation, and using the fact that the derivatives coincide for 
where j  an are defined as in (4.1). The product of L and a vector c be computed using the Fast Fourier Transform (FFT) which leads to an efficient way to compute the derivative (2.7). When using the FFT algorithm we implicitly assume that the vector F  represents a periodic function. This is not realistic in our application, and thus we need to modify the algorithm. A discussion on how to make the function "periodic" can be found in [12] .
Numerical Examples
For verifying the effect of the proposed algorithm, a smooth function and a non-smooth function will be tested in various cases. In the numerical experiment, we always fix 0 1 x   . For an exact data function   The function "
