Abstract A stochastic analytical model of the Atlantic meridional overturning circulation (AMOC) is presented and tested against climate model data. AMOC stability is characterised by an underlying deterministic differential equation describing the evolution of the central state variable of the system, the average Atlantic salinity. Stability of an equilibrium implies that infinitesimal salinity perturbations are damped, and violation of this requirement yields a range of unoccupied salinity states. The range of states is accurately predicted by the analytical model for a coupled climate model of intermediate complexity. The introduction of climatic noise yields an equation describing the evolution of the probability density function of the state variable, and therefore the AMOC. Given the hysteresis behaviour of the steady AMOC versus surface freshwater forcing, the statistical model is able to describe the variability of the AMOC based on knowledge of the variability in the forcing. The method accurately describes the wandering between AMOC-On and AMOC-Off states in the climate model. The framework presented is a first step in relating the stability of the AMOC to more observable aspects of its behaviour, such as its transient response to variable forcing.
Introduction
The North Atlantic Deep Water (NADW) cell plays a significant role in warming high-latitude climate. The possible collapse of this circulation could bring significant climatic changes to the North Atlantic area (e.g. Stouffer 1988, 1999; Broecker 1991; Vellinga and Wood 2002) . Uncertainty remains about the possibility of an Atlantic meridional overturning circulation (AMOC) shutdown as a result of human induced global warming (Rahmstorf 1995 (Rahmstorf , 1996 Gregory et al. 2007) .
Some climate models exhibit ''bistability'', wherein the AMOC may cease under certain transient perturbations and not emerge again, leading to a so-called stable AMOC-Off state (Rahmstorf 1995; Saenko and Weaver 2003) . This bistability has also been examined in the context of simplified box models with few degrees of freedom, serving as simplified analogues of the real ocean to shed light on the salt feedbacks responsible for this behaviour (Stommel 1961; Rooth 1982; Rahmstorf 1996) . The addition of a slowly varying artificial freshwater flux to the AMOC sinking regions in so-called ''hysteresis'' experiments, employing numerical climate models leads to a diagram displaying the AMOC strength as a function of the applied freshwater flux, typically with a range of values permitting two steady AMOC states.
Variations in NADW formation strength and bistability have been used to explain the abrupt climate transitions recorded in paleo proxies McManus et al. (2004) , Dansgaard et al. (1993) , Heinrich (1988) . Heinrich events are associated with surging ice sheets (Heinrich 1988; Hemming 2004) , and are characterised by abrupt shifts between relatively cold and warm states (Rahmstorf 2002) . The AMOC, depicted in Fig. 1 , is thought to be involved in this type of variability (Zahn et al. 1997; Hu et al. 2012) . McManus et al. (2004) find AMOC cessation during the coldest deglacial interval and a cool North Atlantic when the AMOC was weak. Recently Hu et al. (2012) found an absence of the AMOC-Off state in coupled climate model experiments when the Bering Strait is open; contrasting the bistability obtained when the Bering Strait is closed. They conclude that AMOC bistability must be a glacial feature, and explain the near-absence of abrupt climate transitions in the Holocene by a lack of AMOC hysteresis behaviour during interglacial times. Weaver and Hughes (1994) conduct ocean general circulation model experiments with idealised basin geometry and forced with an additional stochastic component in the surface freshwater flux. They find rapid transitions between three oceanic overturning circulation states for sufficiently strong climatic noise, and conclude that this may explain the greater climate variability of the Eemian interglacial.
Based on earlier work by Gregory et al. (2003) and Rahmstorf (1996) , Sijp (2012) developed a simple nonlinear analytical model that links key variables such as overturning strength, average Atlantic salinity (north of 32°S) and the Atlantic salt convergence in a numerical Earth system model to accurately describe their dynamical behaviour in response to changes in the net air-sea exchange of moisture at the Atlantic surface. He shows that local Atlantic salinities are linearly related to S and that Southern Ocean salinity remains relatively constant under changes in the external FW flux H, allowing a simplified description of the AMOC system in their numerical Earth system model using an evolution equation depending on the average Atlantic salinity, the central state variable. This leads to an AMOC stability condition that predicts the range of stable model equilibria with high accuracy and also yields a possibility for a description of the AMOC as a dynamical system. The analytical model of Sijp (2012) is deterministic, whereas the real system, and many climate models, exhibit significant variability, warranting a stochastic description. A dynamical systems description of the AMOC based on the deterministic model would yield the basis for a corresponding stochastic analytical model upon the incorporation of stochastic perturbations. Validation of the statistics predicted by this stochastic analytical model against a stochastically perturbed numerical climate model may provide a valuable test of Sijp (2012) s simplified model. This is the goal of the present study.
In addition to the main goal of this paper, which is to study the underlying stability structure of climate models, we will also attempt to find a stochastic description of AMOC bistability as a first step in relating the stability of the observed AMOC to more observable aspects of its behaviour, such as longer-term North Atlantic climate variability. The glacial temperature proxies from the North Greenland Ice Core Project (NGRIP) Oxygen Isotope Data (North Greenland Ice Core Project members 2004) show significant variability, exhibiting a propensity for glacial temperatures in Greenland to occupy two states (Monahan et al. 2008 ). This temperature variability could serve as one starting point for such a study, and we will point out how AMOC bistability could be encoded in these time series.
In this paper, we will develop Sijp (2012) s deterministic analytical model further and also formulate a stochastic version by solving a stochastic differential equation. We will test the stochastic analytical model against stochastic experiments conducted with the UVic model, a coupled climate model of intermediate complexity. Although similar to the experiments conducted in the idealised model of Weaver and Hughes (1994) , our aim is very different as we examine whether the underlying bistable structure initially described by Sijp (2012) accurately captures the system. We find that the analytical model accurately describes the behaviour of the full climate model. This furthers our understanding of the mechanisms responsible for AMOC bistability in climate models, and possibly the real system. This paper is outlined as follows. In Sect. 2, we describe the numerical climate model and the steady state experiments. In Sect. 3, we describe the AMOC as a deterministic dynamical system with basic state variable S and present a method to obtain a phase ''portrait'' of the AMOC in a coupled climate model. In Sect. 4 we present the stochastic analytical model based on the deterministic analytical model described in Sect. 3, verify it against stochastic Fig. 1 Conceptual diagram of the Atlantic salt budget: the total airsea freshwater (or equivalent salt) flux consists of evaporationprecipitation-runoff-H (E -P -R -H), and is balanced by the oceanic circulation-induced salt transport F ocn that depends on the average Atlantic salinity S. F atm = -E ? P ? R signifies the atmospheric freshwater flux into the ocean. H is the anomalous fresh water flux applied to the numerical model, and is also referred to as the control parameter. A positive term in the budget signifies a positive contribution to ocean salinity. Flux units are in equivalent Sverdrups of (extracted) fresh water flux in the rigid lid model simulations performed with the numerical climate model and give examples of different configurations of the analytical model and how the state variable S can be translated into climatic variables such as North Atlantic sea surface temperature (SST). Section 5 illustrates how different climates can be interpreted in terms of a single control parameter H. Section 6, Discussion and Conclusions, includes a possible connection to observations, where glacial temperature proxy time series are interpreted within our framework. We conclude with a summary in Sect. 7, followed by two appendices.
The model and experimental design
Numerical experiments are run using Version 2.8 of the UVic Earth System Model, described in detail in Weaver et al. (2001) , where an ocean general circulation model (GFDL MOM Version 2.2, Pacanowski 1995) is coupled to a simplified freely evolving one-layer energy-moisture balance model for the atmosphere and a dynamic-thermodynamic sea-ice model of global domain. The atmospheric moisture diffusivity is constant.
Fully coupled climate models and models of intermediate complexity may not represent all atmospheric and oceanic processes accurately, and the Atlantic salt budget of our numerical model may diverge from that in the real system. For instance, Pardaens et al. (2003) estimate a net fresh water loss at the surface of the Atlantic at a rate of around 0.25 Sv, whereas in our particular standard configuration this value is 0.13 Sv of fresh water loss. A way to bridge this discrepancy can be to uniformly apply a constant correction flux term (further explained in Sect. 3) to the entire Atlantic yielding a total value H 0 , including the Arctic and bounded at the latitudes of the Cape of Good Hope. Therefore, to obtain a standard reference configuration, we apply this correction as a constant flux of value H 0 = -0.12 Sv (where the sign signifies a fresh water loss from the Atlantic) applied to the Atlantic to bring the total surface flux in agreement with the estimate. This procedure yields a monostable model as our reference case. This automatically means that the oceanic salt divergence is also in agreement with the observational estimate of Pardaens et al. (2003) as, by continuity, it must remain very close to the net air sea flux. We will see in Sect. 5 that H 0 can also be interpreted as a constant correction term to the total budget of oceanic and air-sea fluxes interpreted as a function of the average Atlantic salinity.
Of course we can choose other values of the surface flux correction term than the one stated above, and we can use a similar procedure with different magnitudes to elucidate salient model properties. Therefore, we follow an identical procedure to that described in Sijp (2012) , where the numerical model is equilibrated under a range of values for a constant anomalous freshwater flux H to obtain sets of steady AMOC-On and AMOC-Off states. Initial conditions are AMOC-On and an AMOC-Off states. We apply the anomalous freshwater flux H to the entire Atlantic basin (rather than the North Atlantic alone) while compensating everywhere else, and integrate the model for different constant values of H for around 20,000 model years. We refer to this set of simulations as the standard Holocene simulations, and will later introduce a glacial version of this set as well.
The UVic coupled climate model is of intermediate complexity, allowing an efficient computation while maintaining a fully resolved ocean component comparable in complexity to full IPCC class coupled climate models. The very long timescale of our experiments, well in excess of 100 kyr (described below), necessitates this model choice, as no fully coupled model could deliver the computational efficiency needed in this study, even under massive parallelisation. Nonetheless, on the time scale relevant to our study, we expect our ocean-atmosphere-ice model to exhibit many of the relevant feedbacks to be also present in the more complex models.
3 Stability of the AMOC: a dynamical systems analysis
The AMOC as a dynamical system
The state of a dynamical system can be characterised by a state variable S and a control parameter H. H is a fixed model parameter that controls qualitative features of the model dynamics. In the example of a simple pendulum, S may be the position and velocity of the pendulum and H friction. The appropriate value of H may be uncertain, and model uncertainties could be examined using H. Sijp (2012) developed a concise analytical model of AMOC stability using the basin-wide spatially averaged Atlantic salinity north of 32°S, hereafter S, as the state variable. In the real system, S is influenced by an oceanic flux of salt F ocn into the Atlantic and an air-sea flux of freshwater F atm , with F atm = P -E ? R, where P signifies precipitation, E evaporation and R runoff (Fig. 1) . In a numerical climate model these terms adjust interactively. In practise however, the atmospheric flux of freshwater into the North Atlantic is dependent on a large range of processes, which are uncertain (especially in past climates), and may be poorly represented in climate models. For these reason we can use an additional correction flux H as our control parameter. This could, for instance, be implemented in a model as an explicit atmospheric freshwater flux into the entire Atlantic Ocean (sometimes referred to as ''hosing'', although the term can attain both positive and negative values).
We will see in Sect. 5 that H can also be interpreted as a constant correction term to the total budget of oceanic and air-sea fluxes interpreted as a function of the average Atlantic salinity. As such, it can re-align the associations between F ocn and F atm and S, effectively changing these fluxes as functions of S. In our specific numerical model, the Bering Strait is closed. Hu et al. (2012) indicates the importance of this gateway to AMOC bistability. This illustrates the possibility for the need of an associated correction term in (Holocene) models where this gateway is closed. The most immediate example of the use of H is in the description of our baseline simulation described in Sect. 2, where H = -0.12 Sv is chosen to bring the net surface fresh water exchange of the simulation in line with the corresponding observational estimate by Pardaens et al. (2003) . However, we can choose different values for H in order to elucidate the system properties that we are interested in.
Including the correction term or control parameter H, the deterministic evolution of S is described by
where V is the volume of the Atlantic Ocean and the minus sign appears for H and F atm as they signify freshwater fluxes (although units are chosen to be identical for all terms). Salt flux units are in equivalent Sverdrups of (extracted) freshwater in the rigid lid model. Each choice of freshwater flux H sets a different model climate. In our case, the hysteresis diagram for S eq and H will inform us not only about the possible stable states of the AMOC but also the variability of the AMOC in response to perturbations in H. Sijp (2012) showed that in practice, the oceanic salt flux F ocn and atmospheric freshwater flux F atm (see Eq. 1) can be approximated by a mathematical function of S (average salinity) simply by determining the value of these fluxes that corresponds to each equilibrium S eq (H). Then, the deterministic evolution under a fixed control parameter H 0 is a dynamical system with one degree of freedom described by Eq. 1, or more precisely:
For arbitrary H, naturally, equilibrium implies F H (S eq (H)) = 0. Using Eq. 2 we can find F H 0 ðSÞ via
These considerations suggest that the graph of the Holocene H -H 0 as a function of S eq shown in Fig. 2 provides a practical way of determining F H 0 from the numerical model by interpreting the curves of H -H 0 versus S as F H 0 ðSÞ; yielding a phase diagram describing evolution of S. Evolution can be deduced from the graph by realising that positive values of the net salt flux F H 0 lead to an increasing salinity state S, which is movement toward the right on the graph (and vice versa to the left for negative forcing). As such, we refer to F H as the ''disequilibrium flux''. Namely, F H (S) corresponds to the anomalous salt flux into the Atlantic as a function of S that we can expect under a certain fixed H if S were to deviate from its equilibrium value. As this is done under the assumption of slow evolution through quasi steady states, it is only an approximation of dynamical behaviour. Finally, evolution under an arbitrary fixed H is found from
No persistent steady states (AMOC-On, AMOC-Off or otherwise) were found in the interval between S = 34.71 and S = 34.83 g/kg in our numerical model experiments, reflected by the absence of data points there in the shaded area in Fig. 2 . Crucially, we have thus found an interval of ''unoccupied'' average salinity states that are never realised as steady states in the climate model. Stable equilibria S require F H (S) to have a negative slope. Also, climate model equilibria occur very near the point where the slope of the fitted curve vanishes upon approaching the unstable regime, so the interval of unoccupied states coincides quite well with the unstable domain where F H is expected to have positive slope (particularly for the Holocene experiments). Although states may exist here where salt fluxes balance, infinitesimal perturbations in S are reinforced by the ocean circulation, and so render the state transient in practice (see Sijp 2012) . The prediction of the interval of unoccupied salinity states by the analytical model is not a result of curve fitting. Instead, it shows that the numerical model accurately reflects the theoretical stability condition on F H 0 ; providing support for this approach.
4 Stability of the AMOC: a statistical approach
The stochastic analytical model
The above description of equilibria and system evolution under V dS dt ¼ F H ðSÞ assumes negligible interference from other intermittent processes, e.g. meltwater discharge, fluctuations in the hydrological cycle, natural variability, and so on, whereas in reality the AMOC is a system with strong variability (for instance on the sub-annual time scale Cunningham et al. 2007 ). Interactions of AMOC variability across time scales may also be important (Monahan et al. 2008) . Lucarini et al. (2012) investigates AMOC behaviour in stochastically forced box models using a Langevin equation. Here, statistical noise can represent natural processes such as ice melt discharges, natural variability arising from for instance the Atlantic Multidecadal Oscillation and remote forcing from the Southern Ocean (Wei et al. 2012 ). Schmittner et al. (2002) show the importance of interactions with the cryosphere.
Here, to elucidate the underlying bistable structure of our numerical model, we incorporate external and internal factors affecting this variability by adding a random component H rnd with expected value 0 to the control flux H to represent this variability. H rnd is updated by drawing a random value that is uniformly distributed such that -L \ H rnd \ L for a certain limit L every 10 years, and remains constant over the 10 year intervals. In the absence of other forcing, this leads to a random walk in the state variable S with uniformly distributed (varying) step sizes and with steps taken at 10 year time intervals. The flux H rnd is added uniformly in time and space over each entire period of 10 years and over the entire Atlantic surface. This is to cause minimal disruption to the ocean model, allow smooth numerical integration and to keep calculation times low in our long model integrations (see below). Before we present the specific simulations we have conducted using this approach, we will first outline the theoretical consequences of this approach. In our numerical model, H rnd occurs in conjunction with the natural model fluxes (e.g. gyre salt transport) that do change over the 10 year periods over which the stochastic flux is held constant. Of course, on decadal time scales, the stochastic flux is autocorrelated (over the 10 year intervals where H rnd is constant) and non-stationary (the values jump). However, the effect of these noise features is mitigated by the fact that the stochastic forcing transition time scale is much shorter than the (millennial) scale of the dynamics of S studied in this paper. By the Central Limit Theorem, the stochastic forcing, as a fast variable, can approximated by a Gaussian forcing (e.g. Monahan and Culina 2011) . Sura and Penland (2002) provide a detailed demonstration of how details in the nature of the stochastic forcing can result in fundamentally different behaviour than that produced by Gaussian white noise. We have chosen L = 34.0 9 10 -8 kg/m 2 /s in the numerical model, so that the fluctuations are strong enough to allow AMOC state transitions, yet retain distinguishable peaks for the two states.
There are possible limitations in this approach arising from the fact that the processes represented by this noise are not entirely random. In particular, in the context of the Atlantic Ocean on long (glacial) time scales, complex correlations between events on different time scales may exist. For example, the build up of land ice in response to particularly conducive conditions arising from transient processes taking place on shorter time scales could lead to an eventual localised discharge of fresh water into the deep water formation regions, reducing the AMOC and further feeding back into the system. This kind of complexity created by combining different types of effects taking place on different time scales and affecting sensitive points at different locations is not captured by our H rnd . We are now no longer dealing with a deterministic system, and the state is instead described by a probability density function w(S) that describes the likelihood of finding the AMOC near a particular (deterministic) state S. If we represent the tendency of S to perform a random walk at 10 year time steps, induced by the random variable H rnd added to H, by a simple diffusive process in S-space acting on w(S), the evolution equation for w(S) corresponding to the underlying deterministic process V dS dt ¼ F H ðSÞ is a Fokker-Planck equation:
Statistically steady state solutions take the form wðSÞ ¼
where A is a constant such that R 1 À1 wðSÞdS ¼ 1 and the exponential contains the primitive integral of V -1 F H (S) with the integration constant absorbed in A. (The probability of finding S in a certain salinity state interval is then obtained by integration of w(S) over that interval). The control parameter H of the deterministic model can now be interpreted as the expected value of the total additional fresh water flux H ? H rnd (where the expected value of H rnd is 0), including the stochastically varying component. This approximation models processes with time scales up to around the decadal scale with a random walk tendency in S, forced under the processes encapsulated in F(S). To provide a simple calculation of the effective diffusivity in S-space, j, we neglect the effects of the above outlined shortcomings related to autocorrelated non-stationary noise. This leads to a value of j = 4.7 9 10 -13 (kg/ m 3 ) 2 /s, calculated in ''Appendix 1'' where the diffusive effect of the noise on w(S) is examined. We next examine how well the resulting value of j associated with the employed noise amplitude and the other elements our theoretical considerations capture the numerical model behaviour.
Prediction of climate model behaviour using the stochastic analytical model
Here we apply the theoretical stochastic approach to predict behaviour of a numerical model forced with the anomalous random component (H rnd ) (described above) added to the Atlantic surface flux. We will examine two cases, each forced with a different average additional flux. The approach is highlighted by the 1,000 year sample of timeseries of the net Atlantic air-sea fresh water flux for the WET and DRY case shown in Fig. 3 . Clearly, the perturbations are of much greater magnitude than the average values. It should be kept in mind that these are idealised experiments intended to excite AMOC state transitions. We will see that despite the smaller magnitudes of change involved, the value of the long-term average of the air-sea flux strongly determines the AMOC statistics in the model, showing it to be an important quantity in the study of the AMOC. In response to these perturbations, the climate model exhibits abrupt and spontaneous transitions between the AMOC-On and AMOC-Off states that are completed on the order of decades. An example of time series for S is shown in Fig. 4 .
According to the analytical model, we should simply be able to compute F H (S) from F H 0 ðSÞ for cases WET and DRY by adding the appropriate constants to H 0 . In the following, to test the theory, we will examine whether this procedure indeed yields the correct statistics for S in cases WET and DRY. To do this, we first construct F H DRY and then F H WET by subtracting H WET -H DRY = 0.0125 Sv from F H DRY : This corresponds to downward shifting of the F H curve in Fig. 5c , where a higher curve generally corresponds to a more evaporative Atlantic (recall that H appears with a minus sign in the evolution equation 1) and a greater likelihood of finding the system in the AMOC-On state. Note that this could also indicate a less ''efficient'' oceanic salt export from the Atlantic, but that here, the difference in Atlantic fresh water budget between cases DRY and WET arises predominantly from the difference in air-sea fresh water flux H we programmed into the climate model (i.e. orbital and greenhouse forcing remain the same), where DRY is effectively more evaporative than WET.
A histogram of the combined S time series starting after the first 10,000 years of all runs is shown in Fig. 5a for case DRY and Fig. 5b for case WET, along with the associated theoretically predicted probability density function, calculated using Eq. 4 and based on the disequilibrium flux F H of the deterministic dynamical model (Eq. 2) shown in Fig. 5c . Note that the stable zero points of F H correspond to the two peaks in w. The values of F H (S) on the unoccupied interval of S between the AMOCOn and AMOC-Off branches are unknown as this interval contains no stable model equilibria. Therefore, these values have been calculated using spline interpolation, and correspond to possible unstable equilibria (where dF H dS ! 0). The ''middle point'' of this spline interpolation is determined from the numerical model as follows. We choose the zero of the interpolated section at the location of the local minimum between the two peaks in w(S) in case DRY (but not case WET) in Fig. 5a . Once this zero point has been selected, the histogram and the theoretical curve match well. The two peaks correspond to the AMOC-Off (left) and AMOC-On (right) states. This yields confidence in both the theory and the calculated value of j.
According to Eq. 2 of the theory, the F H curve in case WET can be obtained simply by (downward) shifting of the curve used in case DRY. This warrants a second set of experiments to check whether this is consistent with the results from the numerical model. Namely, whether the complete function F H (S) thus obtained has predictive power (via Eq. 2) in stochastic experiments conducted under a different constant H. This provides the rationale for the experiments of case WET. Indeed, when the Atlantic is less evaporative and the F H (S) curve is shifted downwards (case WET, Fig. 5c ), the associated w(S) changes to a shape with a slightly higher peak at the AMOC-Off state (Fig. 5b) . Importantly, in case WET, the probability distributions of the numerical model and the analytical model still agree well. This agreement did not involve a further choice for the middle zero point in the unstable regime of the new F H (S), indicating that once the F H (S) curve is known, the additive constant H (and therefore the vertical position of F H with respect to zero on the diagram) alone describes the numerical climate model well for at least this new value of H, and therefore likely most other values too. The local minimum between the two peaks in w(S) in case WET appears to be slightly offset between the numerical model and the theoretical calculation. This suggests that the corresponding zero point of F H in WET is slightly inaccurate, and that the shifting of the phase diagram F H for case DRY to obtain the phase diagram for case WET yields only an approximation of the true phase diagram in case WET. This is also evident in a slight offset of the two peaks in w(S) between the theory and the numerical model.
Another measure of the accuracy of the theory consists of estimating the average, or expected, time T(S 0 ) that the state S remains within a specified interval (i.e. continuous range or domain) of values, given that the system is in state S 0 when measurement of this time period begins. For instance, this S interval can be chosen to comprise a vicinity around the AMOC-On or AMOC-Off states such that the system may escape the interval once a state transition occurs and the system crosses one boundary or, often less likely, once the other interval boundary (with S value higher or lower than both the steady AMOC-On and AMOC-Off states) is crossed. We have chosen two such intervals that contain only one AMOC state: one comprising 34.3-34.75 kg/m 3 (containing the AMOC-Off state) and the other 34.65-35.17 kg/m 3 (containing the AMOC-On state). We will refer to the times T(S) associated with these intervals as T off (S) and T on (S), referring to the AMOC state contained in the intervals associated with these functions.
We have calculated T on (S) and T off (S) by taking the time series of the experiments constituting the WET and DRY cases, and determining for each value of S encountered in our data (and contained within the bounds of the interval) the time taken to the first system exit from that interval (i.e. where the state is ''absorbed'' at either boundary, performing a ''first passage''). We then produced a histogram of these results, shown in Fig. 6 , along with sample size densities where we computed the total number of times we recorded an S value contained within each bin-interval of the histogram. In addition to this, and based on w(S) and Eq. 4, it is possible to theoretically compute T on (S) and T off (S). We have followed the procedure outlined in the discussion of ''first passage times'' in Chapter 5 of Gardiner (1996) , and Fig. 6 shows the results for T off (S) (left) and T on (S) (right).
The sample size density (Fig. 6c, d ) depends on the number of times a small interval around each S value is occupied, which in turn depends on the dynamics of the system (affecting the shape of the sample density distribution) and the overall number and length of the simulations (affecting the total sample size over the S interval). More simulations of the DRY case were performed than the WET case, resulting in a larger overall sample density in the former case (Fig. 6c, d) .
States starting inside the interval containing the AMOCOff state remain there for a short period of time if they are located close to the upper boundary (Fig. 6a) . T off (S) values of up to around 5.2 kyr are attained in the WET simulations, whereas the system lingers for shorter periods of time in the DRY case, around 4 kyr. Conversely, as expected, the system spends greater continuous time periods in the interval around the AMOC-On state (Fig. 6b) in the DRY case (up to 8.9 kyr) than in the WET case (up to 5.1 kyr). In both S intervals, times drop towards the boundary closest to the AMOC state outside the interval, indicating the proximity of the boundary.
The numerical model and the theory agree very well in shape and magnitude on the sloped parts of the curve closest to the other attractor (towards the right boundary of the interval for T off (S) and left for T on (S)). This agreement remains very good at the summit of the T off (S) and T on (S) curves of the numerical model in the DRY case, where most of the states S occur in the numerical model output (Fig. 6c, d) . Here, the agreement is also very good for T on (S) in WET, and reasonably good for T off (S). There are large deviations between the numerical model and the theory near the left interval boundary for T off (S) (Fig. 6a) and right interval boundary for T on (S) (Fig. 6b) . However, particularly for the DRY case, the large deviations in T off (S) and T on (S) between numerical model and theory occur at S values that are very rarely attained in our numerical model simulations (Fig. 6c, d ). We have observed rare events of anomalously large and short timescale disturbances, not predicted by the stochastic theory. Here, S attains anomalously high and low values, crossing both intervals and so having short transition times. These rare events could help explain the lower values of T off (S) at the rare low values of S and of T on (S) at the rare high values. We note that here sample sizes become smaller for less frequent S values. This indicates that a total sample size much larger than is used in this study might be required to obtain more certainty about the curves in this S-range.
The mean error in T off (S) and T on (S), weighted by sample size density, is a simple indicator of the degree of agreement between theory and numerical model taking into account the unevenly distributed sample size density. For T off (S), this mean (dimensionless) error is 0.07 in the DRY case and 0.17 in the WET case. For T on (S), it is 0.12 in the DRY case and 0.19 in the WET case. The general agreement is very good in the DRY case (0.07 and 0.12) and better than in the WET case (0.17 and 0.19). This could be because we have obtained w(S) in the WET case by shifting the F H (S) curve of the DRY case by a change in H required by the theory, thus accumulating errors.
A somewhat better agreement in mean error, particularly in the WET case, can be obtained by using a slightly different value of j from the value we have calculated (0.47 9 10 -13 (kg/m 3 ) 2 /s), namely j = 0.48 9 10 -13 (kg/ m 3 ) 2 /s. This yields an error of 0.07 and 0.10 in the DRY case and 0.18 and 0.14 in the WET case for T off (S) and T on (S), respectively. This value of j also yields a small improvement in the agreement between the theory and the numerical model of the AMOC-On peaks of the function w(S) in the DRY case (figure not shown, but recall Fig. 5 for w(S) using the calculated value). Errors increase for values of j higher than 0.48 9 10 -13 (kg/m 3 ) 2 /s or below the calculated value, indicating an optimal fit for j = 0.48 9 10 -13 (kg/m 3 ) 2 /s (with respect to T off (S) and T on (S)). This suggests that the calculated value of j is accurate up to around a 2 % error relative to the optimal value to fit our data (0.48 9 10 -13 (kg/m 3 ) 2 /s). Future work should address the application of the stochastic averaging method of Monahan and Culina (2011) in this context, and perhaps also the use of a j that varies with S. Fig. 2 . The purpose of these experiments is not to precisely reproduce a glacial climate but merely to obtain an alternative set of experiments to illustrate how different climates can be described within our framework.
The glacial experiments exhibit lower values for the relative added fresh water flux H -H 0 (the glacial curve lies below the Holocene curve in Fig. 2) . Equivalently, the glacial model climates require a lower added fresh water flux H to maintain the same average Atlantic salinity compared to their Holocene counterparts. This is because the Atlantic in the glacial experiments is less evaporative (particularly in the AMOC-Off states), due to cooler glacial conditions. Also, the different interaction between the AMOC and the spatial salinity distribution yields a reduced AMOC-related net influx of salt. As a result, a lower additional fresh water flux H is required in these experiments to yield the same average salinity. This is examined in more detail in ''Appendix 2''. Note that, even though the real glacial ocean was more saline than the Holocene, we chose the average global oceanic salinity to be the same in both sets of experiments so that changes in S arise solely from changes in the composition and nature of the Atlantic salt budget. As such, S should be tacitly interpreted as relative to the SO or global salinity.
We could define a correcting fresh water flux function H corr (S) of S from the difference of the natural Atlantic salt divergence (F ocn (S) -F atm (S)), i.e. excluding H, between the glacial and Holocene to obtain the glacial flux terms from the Holocene: 
Here, the superscripts ''glac'' and ''Hol'' respectively indicate the fluxes in the glacial and Holocene experiments. The shape of the curves in Fig. 2 changes less than the overall vertical position of the curve in the graph. This implies that H corr (S) is relatively constant in S, say mostly close to a certain value H glac . We will identify this constant H glac with the abstract control parameter H in the analytical model. Note that H glac should not be confused with the above described additional fresh water fluxes used to obtain the functions F atm glac (S) and F ocn glac (S). As a result, the salient AMOC dynamics of the glacial climate could be characterised by F H=H_glac (S). As this function lies below its Holocene equivalent in the graph, the glacial model climate lies closer to the bistable regime. This approach is not perfectly accurate, as can be seen for instance from the slight difference between glacial and Holocene in the boundaries of the range of S that accommodates unoccupied states corresponding to unstable equilibria. Also, we note that, unlike the real system, Bering Strait is closed in both our Holocene and glacial simulation. In the case of an open Bering Strait, F H (S) would signify the total Atlantic salt divergence, including salt transport via Bering Strait. In this case, the effect of closure of this gateway would be incorporated in H. The modelling study of Hu et al. (2012) suggests that this could lead to monostability of the Holocene climate.
We thus see that underlying the application of the deterministic evolution equation 1 to different climates, interpreting the control parameter H as characterising these climates, is the approximation of H corr (S), the difference in F ocn (S) -F atm (S) between two climates, by a value that is constant in S. The validity of this approximation is equivalent to the responsiveness of the ocean-atmosphere system to salinity perturbations, oF H oS ðSÞ; being a central invariant for all these climates. Then, oF H oS ðSÞ determines the statistics, equilibria and AMOC responses to changes in conditions for a range of climates (including the glacial and Holocene climates in our numerical model), and describes the potential for bistability and ''unoccupied states''. In particular, stability requires oF H oS ðSÞ\0: Climate systems where this approach would clearly be invalid are those situated against the background of fundamentally different paleo geography, for instance the Paleocene and Eocene (approximately 65-35 million years ago), where Southern Ocean gateways were not fully developed, precursors to the AMOC were absent (e.g. Via and Thomas 2006; Nunes and Norris 2006) and ocean circulation was likely dominated by a strong Southern cell (e.g. Sijp and England 2004; Sijp et al. 2011; Yang et al. 2013) .
In summary, the glacial example serves to illustrate how, once the F H 0 ðSÞ portrait has been obtained for a reference climate, in this case the Holocene, the salient AMOC dynamics of another model climate, in this case a simulation involving glacial boundary conditions, could be captured by a portrait F H glac ðSÞ corresponding to a different value of H. Note that the relationship between the glacial and Holocene curves are likely to differ among climate models, and the results shown here are mainly used to illustrate the significance of the control parameter.
6 Discussion and conclusions Figure 7a shows F H (S) for a certain choice of H, mainly for illustrative purposes that will become clear soon, yielding a typical bistable example. (This choice of H should not be confused with the WET and DRY experiments discussed above.) We now wish to translate the probability function w(S) into climatic terms and so be able to compare the results to past climate data contained in ice core records. We can use a relationship between the state variable S and the average SST, at for instance the AMOC sinking regions. The range of numerical model equilibria (used in Fig. 2 ) allow the construction of a function SST(S) for the stable AMOC-On and AMOC-Off branches, excluding the S interval where F H is unstable (dashed, positive slope, Fig. 7a ). The result is shown for SST(S) at the AMOC sinking sites in glacial versions of the experiments (details in Sect. 5), along with the numerical model values (crosses): the slope is smaller for the AMOCOff branch than for AMOC-On, indicating the more passive nature of that state. SST(S) is an invertible function, so that we can determine the state S as a function of SST. This qualifies SST as an alternative state variable. Using the probability function w(S) from the bistable example in Fig. 7a and noting that the probability wðSSTÞ ¼ oS oSST wðSÞ ð 6Þ
(with S interpreted as a function of SST), the transformation from S to SST of the data shown in Fig. 7 yields w(SST), shown in Fig. 8 . In contrast to w(S), the peak for the AMOC-On and AMOC-Off states are of more equal height. This illustrates how the statistical theoretical probability function for S can be translated into other climatic variables, which also exhibit a bimodal structure. Dansgaard-Oeschger (D/O) cycles are abrupt climate transitions with a strong temperature signal in Greenland (Dansgaard et al. 1993) . They occurred frequently between 80,000 and 11,000 years before present. The AMOC transports heat poleward and warms the high-latitude Atlantic climate (Vellinga and Wood 2002) , and variations in overturning intensity could be expected to lead to variations in North Atlantic temperature. Intriguingly, the probability histogram for the 85-20 kyr BP period of the NGRIP Oxygen Isotope Data (North Greenland Ice Core Project members 2004), shown in Fig. 9 , appears to show a propensity for glacial temperatures in Greenland to occupy two states, reflected in two distinct peaks. Indeed, this bimodality in Greenland ice core data was noticed by Fuhrer (1999) and has been associated with the cool and warm states of the D/O cycles (Monahan et al. 2008) . Furthermore, Livina et al. (2010) developed an algorithm based on the Langevin equation to show that glacial Greenland paleotemperature proxy time series correspond to an abstract process of noise-induced transitions between two potential wells of an unspecified physical nature for large parts of the glacial period (see also Lucarini et al. 2012) .
The similarity between the glacial Greenland temperature proxy histogram (Fig. 9b) and our SST probability density (Fig. 8) SST (° C) (c) Average NADW site SST vs. S Fig. 7 a Phase diagram of the disequilibrium salt flux F H for a particular choice of H, leading to a bistable example, b corresponding probability density w(S) (satisfying R 1 À1 wðSÞdS ¼ 1) and c Sea Surface Temperature (SST) at AMOC sinking sites as a function of the basin-average Atlantic salinity S in the numerical model (cross) with a fitted curve overlaid. These examples should not be confused with the two cases shown in the previous figure. Note also the interval of unoccupied S states corresponding to unstable equilibria (dashed in a) bistability for the temperature pattern seen in the ice cores. Indeed, we very roughly chose H (see Fig. 7a ) so as to yield this similarity. Here, the coldest periods during the glacial interval would correspond to an AMOC-Off state, and the system would vacillate between the two states in response to climatic fluctuations and perhaps ice melt. The AMOC ''portrait'' in the real system could be similar to the bistable example in Fig. 7a (that yields a similar w(SST) ). Again, H is roughly chosen for illustrative purposes: we will not attempt to work backwards to infer the ''right'' H for the NGRIP series. Indeed, it is not clear whether the coldest periods during the glacial correspond to true AMOC-Off states characterised by an AAIW reverse circulation (as in the UVic model), and we leave this possible correspondence as a future research question.
In an altered climate relative to some reference climate, the Atlantic may be less evaporative and there may be a reduced AMOC-related net influx of salt, leading to an altered Atlantic salt budget. This altered climate is then represented in our analytical model by a single control parameter (H) such that the natural Atlantic salt divergence corresponding to each S is found from its counterpart in the reference climate corresponding to the same S by subtracting H, as in Eq. 5. This allows a simple description of system evolution and statistics in a range of climates, allowing the capture of the key stability properties of the model.
Natural climatic noise provides a continuous source of disturbances, leading to a random walk tendency in the average Atlantic salinity. Unrealistically, a pure random walk would likely see the system move away from its initial state indefinitely, yielding an ever (spatially) spreading probability density function of salinity states. However, if the salinity state strays too far from the equilibrium, the oceanic response will act more strongly to restore equilibrium, reflected by a greater magnitude of the disequilibrium salt flux (F H (S)). This curtails random walks in S, yielding a steady probability density function that is constant in time and of finite value near the equilibria. In the presence of two equilibria under the same control parameter, the AMOC-On and AMOC-Off states, sufficiently strong climatic noise may allow the system to wander into the basin of attraction of the other state, lifting the system across the ''potential barrier'' associated with the interval of unoccupied states between the two.
In addition to the use of our framework in understanding the bistable and stochastic AMOC behaviour in numerical climate models, if the colder phases of the glacial climate variability in Greenland correspond to AMOC-Off states, our approach could also serve as a basis for a description of the statistical properties of these climate records based on AMOC bistability. However, the correspondence between the AMOC equilibria and the peaks in the probability density function may not be straightforward in practice. For instance, peaks not associated with deterministic fixed points can arise from red-noise forcing (Monahan 2002) or from multiplicative noise forcing (e.g. Sura et al. 2005) . Also, further investigation into the cold phases recorded in the ice cores is required to determine whether they correspond to true AMOC-Off states, instead of only a reduction in deep North Atlantic sinking.
Further research is required to test this approach in other models. The UVic model allows close quadratic fitting for the F H (S) curves, and the stable regimes are clearly delineated by the negative slope condition. Sijp (2012) provides theoretical support for a quadratic fit, as F H contains the overturning term (F m ), which can be expressed as a product of two linear terms in S, and the other components are linear. Furthermore, Southern Ocean salinity remains constant. In other models, it is possible that a central state variable other than the average Atlantic salinity, for instance, the difference between the average Atlantic and Southern Ocean salinity, may prove to be more advantageous. Also, even if some other models do not accommodate a quadratic fitting, the generality of the concept of a disequilibrium flux function F H suggests that a more general form of spline fitting can be usefully employed in a wider variety of climate models.
Summary
We have presented an analytical deterministic model of AMOC bistability behaviour and an associated stochastic analytical model of the AMOC statistics in terms of the basic state variable S, the average Atlantic salinity north of 32°S. This description applies with accuracy to our numerical climate model and required little or no tuning. For a fixed additional term -H in the Atlantic salt divergence, for instance programmed as a fixed additional fresh water air-sea flux in the numerical model (''hosing'') or representing general uncertainty in the model fluxes, the deterministic system is described by the equation V dS dt ¼ F H ðSÞ: The function F H 0 is found by obtaining a range of model equilibria for a range of additional fresh water fluxes programmed into the climate model, including AMOC-Off states. Then, F H for other values of H is easily obtained by subtracting H, and describes the evolution of other possible climates. The responsiveness of the climate system to salinity perturbations, oF H oS ðSÞ; is then an invariant uniting all these climates, determining their statistics, equilibria and AMOC responses to changes in conditions. The statistics of the average Atlantic salinity S under the stochastic forcing we applied is adequately captured by a Fokker Planck equation, Eq. 4, where the diffusivity on w(S) is calculated from the amplitude of the noise, and deviates by around 2 % from the optimal value to fit the theory to the numerical model results. Both the stochastic approach and its underlying deterministic theory of the AMOC could be useful in the development of simplified yet accurate components of more complex models comprising many aspects of the Earth system. The stochastic theory yields a description of a bistable overturning system that wanders between AMOC-On and AMOC-Off states under the perpetual influence of climatic noise. Whether both underlying overturning states are realised in the real system, either present or past, and whether these spontaneous state transitions occur, remains an open question.
In Sect. 4 we add a stochastic salt flux H rnd to the surface salt flux of the numerical model and developed a stochastic version of the deterministic theory, involving a Fokker Planck equation, Eq. 4, described in Sect. 3 to determine the validity of that theory. The equation requires an estimate of the effective diffusivity associated with the spreading effect of H rnd on the state S. Here, we present an attempt at calculating this value based on the magnitude of H rnd by considering the smearing effect of the stochastic salt flux H rnd on S. We note that Monahan and Culina (2011) offer a systematic method of stochastic averaging, not used here, to mathematically express the effect of the fast variables on the evolution of the longer time scale variables and that works also with non-Gaussian and autocorrelated noise.
The random values employed in H rnd have a uniform distribution between limits -L \ H rnd \ L, where we have chosen L = 34.0 9 10 -8 kg/m 2 /s in the numerical model (all model salt fluxes are in units of kg of salt per m 2 per s). This choice is to allow AMOC state transitions but retain distinguishable peaks for the two states. H rnd is updated every 10 years by drawing a new random number, and is added uniformly in time and space over each entire period of 10 years and over the entire Atlantic surface. This is to cause minimal disruption to the ocean model, allow smooth numerical integration and to keep calculation times low in our long model integrations.
To consider the problem of associating a diffusivity j in S-space with H rnd , we will consider the immediate net effect of the application of H rnd on the change in S in isolation from the long time scale responsive forcing encapsulated in F(S) that comes into play after S has changed more significantly after successive 10 year intervals where H rnd is updated. We use the resulting j value as the diffusivity in the Fokker-Planck equation, Eq. 4 in the main text.
Recall that we consider the Atlantic basin to include the Arctic and bounded only at approximately 30°south, as Bering Strait is closed in our model. The cumulative change DS i in S due to H rnd alone from the beginning to the end of each 10 year interval, labelled with index i, is DS i ¼ A V ðH rnd Þ Â 10 Â 365 Â 24 Â 3; 600 kg=m 3 : Here, A = 7.765 9 10 13 m 2 is the Atlantic surface area and V = 2.492 9 10 17 m 3 is the Atlantic volume in the numerical model. However, during the 10 year period only a portion 0 \ a \ 1 of the anomaly DS i remains in the Atlantic as some of it has leaked out of the basin. The net combined effect is an effective change in S of aDS i :
To associate a diffusivity j with the stochastic perturbations in the numerical model, we examine the discrete time development of S at 10 year time steps t i for i 2 Z: These new time steps greatly exceed the numerical model time step but are small compared to the millennial time scale of the AMOC processes under investigation (see Sect. 4) They coincide with each time the stochastic perturbation value is updated with a new random number and the state S has attained the value S i . With this interpretation and choice of step sizes, the isolated system exhibits a random walk of S i taking steps of varying sizes aDS i : Approximating the fraction a by a constant value (see below), the step sizes aDS i are uniformly distributed between AE aAL V Â 10 Â 365 Â 24 Â 3; 600 kg=m 3 : The standard deviation r of the distribution of each DS i is r ¼ 3
V Â 10Â 365 Â 24 Â 3; 600 kg=m 3 =10 year: We can calculate an effective diffusivity j to help approximate the average squared displacement during the random walk at 10 year step intervals and with varying step sizes in S i . It is related to the expected displacement of S after i steps (assuming no displacement at i = 0 where we choose S 0 = 0) via \S i 2 [ = 2j t i . Here, j has units (kg/m 3 ) 2 /10 year as it represents diffusion in S-space and we model the system at 10 year time steps. However, as the values of H rnd are uncorrelated at the 10 year steps, \S i 2 [ also equals r 2 t i as it is the sum of the variances of the independent changes in S at each step. Therefore, j = r 2 /2 with units (kg/m 3 ) 2 /10 year. In units of (kg/m 3 ) 2 /s, diffusion j in S space arising from H rnd is 1 2 10 Â 365 Â 24 Â 3; 600 r 2 ¼ 5:9 Â 10 À13 a 2 :
In order to roughly estimate the fraction a of a typical anomaly that remains in the Atlantic for all simulations, we have performed a 10 year experiment where a passive tracer is added uniformly at the Atlantic surface in an identical manner and magnitude to a typical addition of H in the DRY configuration of our numerical model only (and without stochastic forcing). Here, we examine the fraction of the time rate of change in average Atlantic passive tracer concentration due to the passive tracer surface flux over its total rate of change (Fig. 10) . The cumulative fraction of passive tracer that remains in the Atlantic in our numerical model simulation is a = 0.89, yielding an effective S change of 0:89DS i : Therefore, the effective diffusivity j for the non-isolated case must be j = 0.89 2 9 5.9 9 10 -13 (kg/m 3 ) 2 /s = 0.47 9 10 -13 (kg/ m 3 ) 2 /s. This is the value we have used for j to generate the figures in the main text.
In the absence of the longer timescale dynamics encapsulated by F H (S), the application of H rnd would yield a diffusive process acting on w(S) with the diffusion coefficient j calculated above, where S becomes increasingly delocalised and no steady w(S) is attained. Incorporating longer time scale oceanic adjustments that act on larger salinity changes, attempting to maintain S near its equilibrium values in the face of the above described random walk tendency (e.g. an AMOC adjustment responding to a net excursion in S arising from the cumulative effect of H rnd ), yields the evolution equation for w(S) (Eq. 4) and elucidates how the state S remains in the vicinity of the attractors (AMOC-On and AMOC-Off).
Appendix 2: The glacial change in the disequilibrium flux
The glacial experiments require the application of a lower constant additional fresh water flux H to the climate model to maintain the same salinity states S compared to their Holocene counterparts (Fig. 2) . This is equivalent to a lower disequilibrium salt flux F H 0 ðSÞ in the glacial experiments. To briefly examine this further, we will compare the Atlantic budget in the glacial to the Holocene. We shall decompose the Atlantic salt divergence minus the anomalous salt flux associated with H. First, the overturning salt transport component flux F m (e.g. see Rahmstorf 1996) Fig. 10 Time series of the rate of (time) change of the average Atlantic passive tracer concentration divided by the rate of change expected from the passive tracer surface flux alone. This is used to estimate the fraction of tracer remaining inside the basin after a 10 year period associated with the AMOC, sometimes referred to as the zonal component, is the vertical integral of the zonally integrated velocity times the zonally averaged salinity, evaluated at 32°S. In addition, the subtropical gyre in the South Atlantic is responsible for a certain salt transport F g across 32°S, the azonal component. This is simply calculated by subtracting F m from the total ocean salt import, F ocn (a term that is easily diagnosed from models). The total oceanic salt divergence (salt flux into the Atlantic) is then F ocn = F g ? F m . Finally, the Atlantic salt budget contains a term associated with fresh water exchange at the air-sea interface, -F atm . These components are thoroughly described in Sijp (2012) , and are shown for our experiments in Fig. 11 .
The glacial F m is reduced with respect to the Holocene in the AMOC-On states (branch on the right), whereas the descrepancy in this term is smaller and reversed in sign for the AMOC-Off states (left branch). In contrast, the glacial NADW outflow as a function of S is greater than in the Holocene in the AMOC-On states (figure not shown). This should not be confused with the outflow for a given H (i.e. the glacial and Holocene outflow in experiments with the same value of H), where the glacial rate is less. In contrast to what we find, the increased glacial outflow for a given S would suggest an increased F m . But this holds only if the weighted vertical salinity gradient at 32°S remains unchanged (Sijp 2012) . Therefore, it is the interaction between the spatial distribution of Atlantic salinity and the AMOC that differs between the glacial and Holocene experiments so as to reduce F m in the glacial.
In addition to the glacial AMOC having a more freshening influence on the Atlantic for a given S, the glacial Atlantic is less evaporative than the Holocene, particularly for the AMOC-Off states, as -F atm is positive in both experiments and greater in the Holocene. This may be due to the cooler Atlantic conditions that prevail in the glacial experiments (figures not shown). The gyre term remains relatively similar for the glacial and Holocene climates in the AMOC-On states. In the AMOC-Off states this term is somewhat greater in the glacial. As a result, F atm glac (S) \ F ocn Hol (S) and F atm glac (S) [ F atm Hol (S) (where the superscript ''glac'' indicates the glacial and ''Hol'' the holocene flux). Using F ocn (S) -F atm (S) = H (Eq. 1), we find that a lower fresh water flux H for S in equilibrium with H is required to to maintain the same glacial average salinity S as in the Holocene experiments. As a result, the glacial curve lies below the Holocene curve. This is indeed what we see in Fig. 2 . In summary, smaller values of the fresh water flux H are required to maintain identical salinity states S in the glacial. This is because the Atlantic in the glacial experiments is less evaporative, particularly in the AMOC-Off states, and the different interaction between the AMOC and the spatial salinity distribution yields a reduced net influx of salt. Fig. 11 Decomposition of the Atlantic salt divergence minus the anomalous salt flux associated with H into components related to the gyre, F g (dots), the AMOC, F m (crosses) and the air-sea interface, -F atm (triangles). Note that F atm appears with a minus sign, as F atm denotes a fresh water flux into the ocean. Glacial climate model equilibria are indicated in blue, and the Holocene in red
