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Abstract 
Hein, J., Completions of perpetual logic programs, Theoretical Computer Science 99 (1992) 65-78. 
For logic programs that compute infinite atoms, SLD-resolution is not complete with respect to 
a natural Herbrand based semantics. The paper discusses two aspects of this problem: Characterize 
those programs that are complete (i.e. for which SLD-resolution is complete); if a program is not 
complete, then construct a complete extension of the program so that the two programs have the 
same finite and infinite semantics. Partial results are obtained for both problems. 
1. Introduction 
For a logic program P there is a Herbrand based model S, containing infinite 
ground atoms, which is a natural candidate for the intended semantics of P whenever 
the executions of P are perpetual (do not terminate). There is also a natural way 
to define the set of infinite ground atoms that can be computed by P via infinite 
fair derivations. For these natural choices SLD-resolution is sound but not complete. 
In other words, all computed atoms are in the set SP, but there might be atoms in 
S, that are not computable. The purpose of this paper is to study two related 
problems. One problem is to characterize those logic programs for which SLD- 
resolution is complete. On the other hand, if SLD-resolution is not complete for P, 
then solve the completion problem for P, which can be stated as follows: Construct 
a logic program Q that contains P, such that S, is the set of infinite ground atoms 
computed by Q. 
The paper discusses the basic notions of completion, including variations that 
include further restrictions on Q. The main result of the paper is the solution to the 
unit clause completion problem: Construct an extension Q of a logic program P 
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such that (1) Q computes all the infinite atoms of S,, that are generated by the unit 
clauses of P; (2) Q and P have the same finite semantics; (3) Q and P have the 
same infinite semantics; (4) Q and P infer the same set of negative atoms under 
the negation as failure rule. This completion result is used to characterize a class 
of programs for which SLD-resolution is complete. 
2. Background and notation 
The paper uses standard terminology of logic programming as found for example 
in [ 1, 4, 71. For the sake of readability we include some of the basic definitions and 
results. We will always identify a term or an atom with its representation as an 
ordered tree. For example, if 1 is the term .f(s,, . . . , s,), then f is the root of t, and 
the subtrees of t are s,, . . , s,,. Similarly, if A is the atom p( t,, . . . , t,,), then p is 
the root of A, and the subtrees of A are t, , . . , t,,. A term or atom is jinite (injinire) 
if its tree has finite (infinite) depth. For convenience we will let the symbol f y 
denote the infinite term solution to the equation x =.f(x). A clause C has the form 
A + B,, . . , B,, where A, B, , . . . , B,, are atoms. The atom A is the head of C and 
is denoted by head(C). The set of atoms {B,, . . . , B,} is the body of C and is 
denoted by body(C). A clause with no body is called a unit clause. A logic program 
is a finite set of clauses, where the atoms in each clause are finite. 
If P is a logic program then B,, is the Herbrand base of finite ground atoms 
constructed from the predicates, functions, and constants of P. MP denotes the least 
Herbrand model for P, which is the intersection of all Herbrand models for P. MP 
equals the set of ground atoms in I?, that are logical consequences of P. TP is the 
function with domain and codomain the power set of B,,, defined by T,(I) = 
{AE&\A+B,,..., B,, is a ground instance of a clause in P and {B, , . . . , B,,} c f}. 
Let w denote the set of natural numbers (0, 1, . .}. For each k E w the symbol 
7’,Tk is defined inductively by TptO==@, and if k > 0 then T,,Tk = Tp( T,Tk- 1). 
These sets are ordered by inclusion and form the sequence 
The union of this sequence over k E w is denoted by Tptw. The definition continues 
for other ordinal numbers. For example, T,To + 1 = T,( TPTw), etc. The least 
Herbrand model MP has two characterizations in terms of Tp: M,, = T,,tw = Ifp( T,.), 
the least fixed point of T,. 
Similarly, we define T’,sO = B,, and if k > 0 then T,,Jk = T,,( T,>Jk - 1). These sets 
form the sequence 
The intersection of this sequence over k E w is denoted by TPJw. The set of ground 
atoms in B, whose negations are inferred by P is characterized by the set BP - TpJw. 
Finally, SLD-resolution is sound and complete when M, is the intended semantics. 
We call M, the jnite semantics for P. 
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If P is a logic program then B’p is the complete Herbrand base consisting of all 
finite and infinite ground atoms constructed from the predicates, functions, and 
constants of P The function T’p with domain and codomain the power set of B’p 
is defined just like Tp, as are the sets T’,Tk and TLJk, etc. ML denotes the least 
complete Herbrand model for P, which has the characterizations Mb = TlpTw = 
lfp( Tb). The operator TL also satisfies the property T’,Jw = gfp( T>), the greatest 
fixed point of Tb. The set gfp( Tip), which is a model for P, is the intended semantics 
of P whenever the executions of P do not terminate. 
The notation C E P means that C is a clause of P. The notation var(E) means 
the set of variables that occur in E. A binding that replaces the variable x by the 
term t is denoted by x/t. The notation E(x/t) means the result of replacing all 
occurrences of x in E by the term t. Greek letters are used to denote substitutions, 
which are finite sets of bindings. The feast leftmost variable in the tree representation 
of an atom or term is the variable with the least depth and is the leftmost variable 
on that level of the tree. When unification takes place between two atoms, we always 
assume that they have disjoint sets of variables (after any necessary renaming). An 
infinite derivation is denoted by {(Gi, C,,, , O,+,)l i E w}, where the 3-tuple 
(G,, C,+, , fl,,,) means that 13,+, is a most general unifier of head( C,,,) with an atom 
selected from the goal G,. If a clause DE P is chosen as C, then all the variables 
of D are subscripted with i. 
An atom A E B> - BP is computable at infinity if there is a finite atom B and an 
infinite fair derivation {(G;, C;+,, &+,)I in w} with initial goal G,= +B, such that 
for every n 2 0 there exists i> n such that the tree representations for the atoms 
Be,. . .Oj and A coincide down to level n. C, denotes the set of atoms that are 
computable at infinity. The soundness result for SLD-resolution states that C, is a 
subset of gfp( Tb) - B, [4]. Completeness does not follow because the two sets are 
not equal in general. For example, the program with the single clause p(x) *p(f(x)) 
does not compute any infinite ground atoms. But gfp( T’,) - BP = {p(f”)}. 
From a computational point of view, we want the ability to actually compute 
objects, even if it takes forever. So we will always assume that each infinite derivation 
has an algorithm for the computation rule and an algorithm for the search rule. It 
follows that an infinite derivation is recursively enumerable [6]. Therefore CP is a 
countable set, and there is an algorithm to compute each atom in CP. But now there 
is another reason that completeness does not follow. For example, let P be the 
program with two clauses p(f(x)) +p(x) and p(g(x)) +-p(x). Then 
gfp( 7%) - BP = {p(rdr,(rA. . . )))I 1 r, E ifi g> for all i E ~1 
Therefore gfp( T’,) -BP is an uncountable set, since it has the same cardinality as 
the set of infinite binary sequences. So we will restrict our attention to the atoms 
in gfp( T&) that are recursively enumerable in the following sense: An atom A is 
recursively enumerable if there is an algorithm that computes for each n E w the tree 
representation of A to depth n. So there is a recursively enumerable sequence of 
finite trees (A,,, A,, . . . , A,, . . .) where A,, is the depth n representation of A for 
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each n E w. The infinite semantics for P, denoted SP, is the set of recursively 
enumerable atoms in gfp( Tip) - BP. It follows that S,, is a countable set. The 
soundness of SLD-resolution in the infinite case can now be stated in terms of 
countable sets of recursively enumerable atoms as C, c SF. 
Other approaches to the problem of defining semantics for perpetual logic pro- 
grams are studied in the papers [2, 3, 5, 81. 
3. Completions 
Let P and Q be logic programs. Q is called an extension of P if for every clause 
C E P, either C or a variant of C is a clause of Q. The following elementary properties 
hold whenever Q is an extension of P: 
(1) BPc B, and Bbc Bb. 
(2) MP = M,. 
(3) If I c BP then TP( I) c To(I). 
(4) If 1 c B’p then T’,Jl)c T\>(l). 
We say a logic program P is complete if C,, = S,,. For example, let P be the 
program with the single clause ~(,f(x)) + p(x). Then P is complete because C, = S,, = 
{p(f”)}. On the other hand, the program P with single clause p(x) +p(f(x)) is not 
complete, since C,. = fl and S,, = { p(f ‘)}. 
A completion of the program P is an extension Q that satisfies the property 
C, = S,. Notice that the definition does not include the requirement that Q be 
complete, although it is often the case. Our use of the words complete and completion 
have no intended relationship to other definitions, such as the Clark completion 
used to justify negation as failure. 
Example. Let P be the program with the single clause p(x,f(x))+p(x, x). Then 
SP = {p(f”, f’)} and C, =(i?. Therefore P is not complete. Let Q be the program 
obtained by adding to P the clause p(.f(x), f(.f(x)))*p(x,f(x)). Then Co= 
{p(f”, f”)} = S,,, which says Q is a completion of P. In addition we have Co = So, 
which says Q is complete. 
A logic program has many extensions. In order to narrow the selection, we can 
place some natural restrictions on these extensions. If Q is an extension of P, then 
Q is perfect if the following three restrictions hold: 
(1) M,=M, (identical finite semantics), 
(2) SP = So (identical infinite semantics), 
(3) B, = B, and T,,Jw = Tolw (identical negation as failure). 
A goal of the theory is to find ways to construct perfect completions for logic 
programs. If Q is a perfect completion of P, then Q is complete by property (2) 
together with the fact that Co = S,. The program Q in the previous example is a 
perfect completion because M, = M, = c?, Sp = S, = { p(f”, f”)}, BP = B,, and 
T&w = T&J = 8. 
Some heuristics can be found for constructing completions by examining the 
structure of the clauses. For example, if Q is an extension of P, Q-P has only 
nonunit clauses, and the body atoms of clauses in Q - P do not unify with the heads 
of clauses in P, then M, = M,. 
For another example, suppose that P is the program with two cluases p(x, j(x))+ 
p(x, x) and p(a, a) +. Construct Q from P by adding the clause p(f(x),f(f(x))) + 
p(x, f(x)). Then Q is a completion of P since Co = SP = {p(f”, f”)}. But MP = 
Ip(a, a), p(a, f(a))1 and MQ = {p(a, a)1 u {p(f”(a), f”+‘(a)) 1 k E ~1. Therefore Q 
is not a perfect completion of l? Instead we construct Q from P by adding the 
clause &M(x)), f(x)) + p(f(xL XL Th’ IS new Q is still a completion of l? By 
switching the order of the powers of f; we insure that MP = M, = {~(a, a), 
p(u, f(u))}. The infinite semantics and negation as failure are also maintained by 
Q. Therefore Q is a perfect completion of f? From this example we can derive a 
simple heuristic to maintain M,, = MO: If p(f*, f”) E S,, - Cp, and p(f”‘m’(x), 
f”-‘(x)) does not unify with the head of any clause in P, then add to Q the clause 
Pu-“(xL f”(x)) +pw+‘(x), f”-‘(x)). 
It appears that a completion can only be discovered after an analysis of the set 
S, - CP and an analysis of the structure of the clauses in l? Then new clauses can 
be constructed to compute the needed atoms, while at the same time trying to keep 
the semantics in check. It may be possible to build a completion incrementally as 
a sequence of partial completions. A partial completion of the logic program P is 
an extension Q that satisfies the property Co c S,,. The rest of the paper is devoted 
to the problem of unit clause completion. The task is to construct, for any logic 
program P, a perfect extension Q of P that is a partial completion with the following 
property: Co contains all ground atoms of SP that arise from the unit clauses of I? 
As a corollary we obtain a decomposition result (Corollary 5.4) for a class of 
complete programs. 
4. Unit clause completion 
If A + is a unit clause in the logic program P, then the completion of A, denoted 
C(A), is the set consisting of the unit clause A+ together with all clauses of types 
I, II, and III defined below. 
Type I: For each variable x in A and function symbol .f in P, there is a type I 
clause for A having the form 
A(xlf(y,, . . . , Y,)) + A(x/YI), MxdyA . . , A(x,,ly,,). 
The notation A, stands for A with all variables i-subscripted. The type I clauses 
are used by a derivation to construct terms that contain function symbols. The first 
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body atom A(x/y,) acts to continue not only the variable JJ,, but also the variables 
in A other than x. The body atom Ai(x,/y,) acts only to continue the variable y;. 
Note that if C is a type I clause then the body atoms of C have disjoint sets of 
variables and var(head( C)) c var(body( C)). 
Type II: If P contains a function symbol with arity two or more, then for each 
variable x in A and constant c in P (introduce a single constant if P has none), 
there is a type II clause for A having the form 
A(x/c)+. 
The type II clauses are used by a derivation to ground a variable occurring in a 
goal atom created by a body atom A,(x,/y,) in a type I clause, where the other 
variables in the atom are irrelevant to the computation. 
Type III: If P contains a function symbol with arity two or more and A has two 
or more distinct variables, then for each variable x in A and constant c in P 
(introduce a single constant if P has none), there is a type III clause for A having 
the form 
A(x/c)+A(x/c). 
The type III clauses are used by a derivation to ground one variable and continue 
all other variables in a goal atom created by the body atom A(x/y,) in a type I clause. 
The following examples of completion show how the added clauses can be used 
to construct derivations of infinite atoms in SP - CP. We use distinct variable names, 
instead of subscripts, to distinguish variables. 
Example. Let P be the program with clauses p(x, y)+ and s(f(a))+. Then the 
completion of the unit clause p(x, J) + is constructed by adding the type I clauses 
JO(x), L’)+Jr(x, J’) (I), 
p(x, J”(Y)) +p(x, .v) (I). 
These clauses are used to compute the infinite atoms p(f”, a) and p(a, f”). 
Example. Let P be the program with two clauses p(g(x))+p(x) and p(f(x))+. 
Then the completion of the unit clause p(.f(x))+- is constructed by adding the 
type I clauses 
Pul,f(Y)))+Pcf(Y)) (11, 
PcfMY))) +pub)) (1). 
These clauses are used to compute infinite atoms of the form p(t) where t is a 
solution to one of the equations x =f(g(x)), x =f(x), or x = g(f(x)). 
Example. Let P be the program with two clauses q(f(a, a))+ and p(x)+. Then 
the completion of p(x) + is constructed by adding a type 1 and a type II clause, 
P(J’(x,Y))+P(x), PCY) (11, 
p(a)+ (II). 
Completions of perpetual logic programs 71 
These clauses are used to compute the infinite atom p(t) where t solves the equation 
x =j-(a, x). 
Example. Let P be the program with one clause p(f(x, y)) +. Then the completion 
of the unit clause p(f(x, y)) + is constructed by adding the following clauses: 
P(fCf(% v), z)) +0(x, z)), PMY, w)) (0, 
df(x, f(Y, z)))+Jm”(x, Y)L La-(w z)) (11, 
Pu-(% Y)) + (II), 
P(f(X, a)) c- (II), 
P(f(% Y)) +p(f(a, Y)) (III), 
P(f(X, a)) +df(x, a)) (III). 
These clauses are used to compute the infinite atom p(f(s, t)), where s and t are 
the respective solutions to the equations x =f(x, a) and JJ =f(u, y). 
The following theorem shows that the extension obtained from P by adding the 
clauses of C(A) for a unit clause A+ in P, is a perfect extension. In other words, 
the extension maintains the same finite semantics, infinite semantics, and atoms 
inferred by negation as failure. 
Theorem 4.1. Zf A + is a unit clause in P and Q = Pu C(A), then Q is a perfect 
extension of P. 
Proof. Since Q is an extension of P we have MP c M,. For the other direction, let 
M be a Herbrand model for P. Since A+ is a unit clause in P, it follows that VA 
is true in M. Each atom occurring in a clause of C(A) has the form Aa for some 
substitution K Therefore the clauses in C(A) are true in M. Thus M is a model for 
Q. Therefore M, c Mp and it follows that M, = MI,. 
If Q = P u C(A), then it is clear that BP = B,. The following induction argument 
shows that Tp&w = T&W: Tp10 = T&O since B, = Bp. Now assume that k > 0 and 
Tp&k - 1 = TQJk - 1. Suppose that BE TQJ k. Then there is a clause C E Q and a 
ground substitution (Y such that B = head( C)cw, and body( C)a = T&k - 1. If C E P, 
then BE T,Jk, since T,Jk- 1 = T&k- 1. On the other hand, if CE C(A), then 
B = Aa. Since A is the head of a unit clause in P, it follows that BE TpJw, and thus 
also BE T,Jk. Therefore T,Jk c T,Jk. It follows from elementary property (3) that 
TpJk c T&k. Therefore T&k = T,Jk for each k E o. Thus T,,J,w = T,Lw. Similarly, 
it is clear that Bb = Bb. The same argument can be used to show that TlpJu = T;Jw. 
Therefore SP = So. 0 
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For any clause C let IG(head(C)) denote the set of infinite ground atoms in Sp 
that unify with head(C). If A + is a unit clause in P and ACE IG(A), then it is 
possible to construct an infinite fair derivation over Pu C(A) that computes Au. 
The next algorithm gives a procedure to compute Au. The algorithm is followed by 
a series of lemmas and a correctness theorem. Thus the atoms in IG(A) are 
computable at infinity by the program Pu C(A). 
Algorithm 4.2 (Unit clause completion). 
Given: A logic program P containing the unit clause A +, the completion C(A), 
and an atom Aa E IG( A). 
Result: An infinite fair derivation over Pu C(A) that computes Ap. 
Notes: The derivation uses only clauses from the set C(A). The computation rule 
selects the leftmost atom to the right of the atoms introduced by the previous 
derivation step. If there is no such atom, then select the leftmost atom in the goal. 
Srep 0. Factor o = cyp where 1y = {x/t E u ( t is finite} (a might be empty) and 
p = {xl t E (T 1 t is infinite}. Let N() be the O-subscripted version of (Y. Choose + AnaO 
as the initial goal G,, and let x,, be the least leftmost variable of A,,a,,. Let y0 be 
the O-subscripted version of p. Then there is a binding x,)/f( s, , . , s,,) E yo. Choose 
C, to be the type I clause 
A,(x,I.Kr,, , . . . , Y,,,))+ A,(x,l~,,), A,,(~,,/Y,,), . , A,,(x,I/Y~,). 
Let 0, be the mgu of A,,cq, and A,(.x,/,f‘(y,, , . . . , y,,,)) obtained from the unification 
algorithm, but with the restriction that every variable renaming replaces the variable 
in the goal atom by the variable in the clause head. Build the companion substitution 
y, (such that Au= A,,a,,H,y,) as follows: Put _rl,/s,, . . ,F,~,/s,,E y,. For each 
variable renaming w,J W, E 8, there is a binding w,J t E yo. Put w,/ r E y, . 
Step i (i > 0). Let B be the atom selected from goal G, according to the computa- 
tion rule, and let .x,,~ be the least leftmost variable of A,,a,,B,. . . 8, that also occurs 
in B. Then there is a binding in y, having one of the two forms: x,,,,/g( t,, . . , I,) 
or .x,~~,,/c for some constant c. Choose C,,, as follows: 
(I) If x,,Jg(r,, . . . . r,,)~y,, then C,+, is the i+ l-subscripted version of the 
type I clause 
A(xlg(y,, . . , y,,)) + A(.xly,), Mx,ly,L . . . , A,(x,,/Y,,). 
(11) Ifx,“,lc~ Y, andx,,,h is the only variable common to both B and A,,a,,B, . . O,, 
then C,,, is the type II clause 
4+,(.x,+,/c) +. 
(III) If X,“h/CE Y, and some variable other than x,,,, occurs in both B and 
A,+,,O,. . .O,, then C,,, is the type III clause 
A,+,(x,+ I/c) + 4+,(x,+ I/c). 
Let B,+, be the mgu of B and head(C,+,), but with the restriction that every 
variable renaming replaces the variable in B by the variable in head( C,,,). Construct 
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the companion substitution yi+, (such that Au = A,a,B,. . . O,+,y,+,) as follows: For 
each binding v/t E y,, 
(a) if v&vat(B), then put v/t E y,+, , 
(b) if v E var(B) and there is a variable renaming v/w,+, E O,+, then put wi+,/ t E 
Yi+l~ 
(c) if v = x,,~ and C,,, is a type I clause, then put y, ,.;+, / t, E y,+, for all j, 1 d j G m. 
End of Algorithm. 
For the algorithm to work, each step must have a nonempty goal, a goal atom 
with a variable that eventually binds with an infinite ground term, a variable common 
to the selected goal atom and the partially constructed atom AOaOB,. . . Oi, a clause 
whose head unifies with the selected goal atom, and a companion substitution for 
the mgu. The next two lemmas show that these properties hold at each step of the 
algorithm. 
Lemma 4.3. Step 0 qf the algorithm can be executed. 
Proof. Since yO # (d it follows that var(A,cz,) # 8. Therefore A,a,, has a least leftmost 
variable x0, and there is a binding of the form x,,/f(s,, . . , s,) E yo. Thus Aooo and 
A,(x,lf(~,, >. . . , y,,,)) are unifiable by the mgu 
6 = a1 ” {&df(Yl I, . . 9 Y, I 11 u {wd wl 1 wl/ t E xl and w. f xJ, 
where LYE is the l-subscripted version of (Y. The algorithm constructs the companion 
Yl = ~Ylll~l, ‘. . 9 ~nII~nIu{wlltjwolt~ y. and ~,~fx~I. 
Since Aoa, has no l-subscripted variables, it follows that 
A,+M, Y]= Aoao{xo/f(~, , . .,al)}u{w”ltlwolfEYoand wofxoJ 
= Aoa,y, = (A~x/?)~ = Aa. 0 
Lemma 4.4. For every i 2 0, step i of the algorithm can be executed. That is, the four 
properties listed below hold for every i 2 0. 
(1) There is an atom B in goal Gi, a variable x E var( B) n var(A,,q,O, . . O,), and 
an infinite term t such that x/t E y,. 
(2) For each atom B in goal G,, var(B) n var(A,,q,O,. . .O,) # 0. (This insures that 
x,,~ can be chosen in step i.) 
(3) The sleeted goal atom in G, unifies with head(C,+,). 
(4) Aoaot3,. . . Bi+,yi+, = Au. 
Proof. We will prove the lemma as follows: The base case i = 0 for each part is true 
by Lemma 4.3. Assume each part is true for i. To prove part k, we will assume the 
previous parts have been proven for i + 1. Then we prove part k is true for i + 1. 
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Parr 1. If B is not the selected goal atom from G;, then 0,+, has no effect on B 
and x. Therefore B is also an atom in G,,, such that x E var( B) n var(A,,a,8, . . O,+,) 
and x/tg y,+,. If B is the selected goal atom from G,, then clause C,,, must be 
either type I or type 111. In either case, a new goal atom B’ is created for G,,, with 
a variable u E var( B’) n var( A,,cr,,O, . 0, + ,) and an infinite term s such that v/s E yt+, . 
Parr 2. Let B be an atom in goal G,,, . B exists because part 1 is true for i + 1. 
If BE G, then the induction assumption implies that var( B) n var(A,,cq,B,. . .O,) f (4. 
Otherwise if BE G,,, - G, then BE body(C,+,)0,+, . So C,,, is either a type I or type 
III clause. In the type 111 case, there is a variable ZI in B (v f x,,,,) that also occurs 
in A+r,,O,. . .O,. Thus there is a variable renaming v/w,+, in 0,+, . Therefore w,+, E 
var(B) n var(A,,a,,e,. . O,,,). In the type I case, B contains one of the variables 
y, ;,,+,, that also occur in A,,cu,,O, . . . 0;. Since B,,, has no effect on these variables it 
follows that y, j,8+, , rvar(B)nvar(A,,q,0 ,... 13,+,). 
Part 3. Let B be the selected goal atom in G,,, . Then B is created from a body 
atom occurring in a type I or type 111 clause. Therefore B must have one of the 
following three forms: B is a variant of A (from a body atom indexed 2 through n 
in a type I clause); B is a varaint of Aa (from the leftmost body atom in a type I 
clause); B is a varaint of AcuG, where S is a set of constant bindings created by one 
or more uses of type III clauses. Since parts 1 and 2 are true for i+ 1, it follows, 
for each form of B, that C,,? is chosen so that head( C,,,) unifies with B. 
Part 4. Assume A,,a,,O, . . O,+, y,+, = ACT. Since parts 1, 2, and 3 are true for i+ 1, 
the algorithm executes step if 1 and creates the mgu 0,+?. The construction of yliz 
in the algorithm insures that y, + , is the restriction of 19,,~y,+~ to the bindings that 
do not contain i+2-subscripted variables in the numerator or denominator. If the 
algorithm puts a variable renaming v/u’,+~ in 0,+:, then vE var(A,,cY,,H,. . O,,,). 
Therefore A,,a,,O ,... B,+Iy,Tr=A,,cu,,O ,... O,+,y,,,. Thus Aocr,,B,...e1+7y,+2=A~. 
The lemma follows by induction. 0 
For the algorithm to be correct (to compute Aa), each variable in A,,a,,O,. . .8, 
must eventually be chosen as a least leftmost variable that also occurs in the selected 
goal atom. The following lemma insures that this happens. 
Lemma 4.5. For ever), i 2 0, var( Aocu,,O, . 0,) c var( G,). 
Proof. The statement holds for i = 0 becasue A,,cu,, is the single atom in Go. Assume 
the statement is true for i, and let v E var(A,,cu,,o,. . . O,,,). If v is i-t I-subscripted, 
then v occurs in the denominator of a binding in 0>+, and v also occurs in a body 
atom B of C,,,. Since BO,, , is an atom in G,, , it follows that v E var( G,,,). Next, 
suppose that u is j-subscripted for j < i + 1. Then v cannot occur in the denominator 
of any binding in 0,+, . Thus v E var(A,,cr,,t), . . .O,). It follows by induction that 
u E var(G,). Let B be the atom in G, containing v. Since v E var(A,,a,,0,. . . Or+,), it 
follows that B is not the selected atom from G,. For if B is the selected atom, then 
the unification algorithm would put a binding of the form v/t in 8,+, , and contradict 
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the fact that v E var(A,cr,B,. . . O,,,). Thus B is an atom in G,,, , and it follows that 
ZI E var( G,,,). 0 
Now we can prove the algorithm is correct. If T is a tree and n E w let trun,( T) 
denote the tree obtained from T by pruning all subtrees rooted at level n + 1 nodes. 
The following theorem shows the unit clause completion algorithm is correct. 
Theorem 4.6. For every n E w there exists i> n such that trun,(A,cu,B,. . .I!$) = 
trun,(Aa). 
Proof. The statement is true for n = 0 because trunO(A,,cYOOi) = trun,(Aa) is the 
predicate name of A. Assume the statement is true for n. Then there exists i > n 
such that trun,(A”a,,8,. . . 0;) = trun,(Aia). So every variable in AOa,,8,. . . 0; must 
occur at level n + 1 or greater. If there are no variables at level n+ 1, then 
trun,+,(AO~,,BI.. . 13,) = trun,+,(Acr). Otherwise let v be the leftmost level n+ 1 
variable of A,,cq,O, . . 0,. Lemma 4.5 implies that v E var( G;). Let B be the unique 
atom in Gi that contains v. Then there exists j (j 2 i) such that B is the goal atom 
selected from G,. The unification of B with head( C,,,) creates a binding v/t E f3,+, , 
where t is either a constant or a function. Thus the tree A,,a,,O,. . . O,,, contains a 
nonvariable symbol at the node where v occurs in the tree A,+q,O,. . .Oi. So 
A,@, . . . e,+, has less variables at level n + 1. Repeat this process for each of the 
finite number of M+ 1 level variables in AOaOO,. . .t9,. Let k be the largest of the 
indices corresponding to j+ 1 for these variables. It follows that 
trun,+,(AOcu,O,. . .O,) = trun,+,(Au). 0 
The following theorem states the main result of the unit clause completion 
algorithm. 
Theorem 4.7. If A+ is a unit clause in P and Q = Pu C(A), then IG(A) c C,. 
Proof. If AWE IG(A), then the unit clause completion algorithm constructs, using 
clauses from Q, an infinite fair derivation whose result is Aa. Therefore Aa E C,. 0 
5. Complete logic programs 
The unit clause completion algorithm can be used as a starting point for charac- 
terizing classes of complete logic programs. We present some of the consequences. 
The first result shows that the completion of a unit clause is also a complete logic 
program. 
Corollary 5.1. Zf A + is a unit clause in P, then C(A) is a complete logic program. 
Proof. Let Ao E S,,,, . Then AVE IG(A). The unit clasuse completion algorithm 
uses only clauses from C(A) to construct the derivation that comptes AK Thus 
Aa E C,.,,, , and it follows that C,-,,, = SC-,,,. Therefore C(A) is complete. 0 
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The next corollary gives the first decomposition result: Any logic program that 
can be decomposed into a union of unit clause completions is complete. 
Corollary 5.2. IfA,, . . , A,, are the heads of unit clauses in the logic program P such 
that P has the form P = C(A,) u . . . u C(A,,), then P is complete. 
Proof. If B E Sr, then B = head( C)a for some clause C E l? Therefore B = Au for 
some atom A E {A,, . . . , A,}. Since C(A) is complete by Corollary 5.1, it follows 
that B=AuE Cc.(A,. Since Cc.,I\jc C,,, it follows that BE C,>. Therefore P is com- 
plete. 0 
If P contains only unit clauses, then P has a perfect completion. For suppose 
A,, . . , A,, are the heads of the clauses in P. An induction argument using Theorem 
4.1, Corollary 5.1, and Corollary 5.2 shows that C(A,)u. . . u C(A,) is a perfect 
completion of l? The next result is a less restrictive version of Corollary 5.1. If A +- 
is a unit clause in the logic program P, let C’(A) denote the subprogram obtained 
from C(A) by removing the unit clause A + from C(A). That is, C’(A) = 
C(A)-{A+}. 
Corollary 5.3. If A + is a unit clause in P, then C’(A) is a complete logic program. 
Proof. Let Aa E S,.,,,, . Then AUE ICI(A). The unit clause completion algorithm 
uses only clauses from C’(A) to construct the derivation that computes Ao. Thus 
Au E Ccca, and it follows that Cc.,,,A, = S, .(A,. Therefore C’(A) is complete. 0 
Corollaries 5.1 and 5.3 combine to give &.,A)= S(.,(,,, = C,.,,,= Cc.,(Aj. In other 
words, C(A) and C’(A) are both complete and they both have the same semantics. 
The next decomposition result generalizes Corollary 5.2 because it does not require 
the program to contain the unit clauses. 
Corollary 5.4. Let A,, . . , A,, be heads of unit clauses such that the logic program P 
has the form P= K(A,)u’ .u K(A,,), where for each i either K(A,) = C(A,) or 
K(A,) = C’(A,). Then P is complete. 
Proof. The proof is similar to that of Corollary 5.2, except Corollary 5.3 should be 
used whenever K(A) = C’(A). 0 
Corollary 5.4 can be used to show completeness of some programs without 
analyzing the sets C,, and S,,. For example the programs below are complete by 
Corollary 5.4. 
(1) Let P be the one clause program p(f(x)) +p(x). Then P= C’(p(x)). 
(2) Let P be the two clause program p(f(x))+p(x) and q(f(x))+ q(x). Then 
p = C’( P(X)) u C’(q(x)). 
(3) Let P be the two clause program p(f(x))+p(x) and p(g(x))+p(x). Then 
P = C’( p(x)). 
(4) Let P be the one clause program p(f(x, y)) +p(.x), p(y). Then P = C’( p(x)). 
A union of arbitrary complete programs may not be complete. For example, let 
Q and R be the two programs defined below. 
s(a) + Pk(Q)) + 
Q ~(f(-“)) + P(X), R ddx)) + q(x). 
P(X) * q(x) q(x) +Pk(x)) 
Both Q and R are complete since C o = S, = {p(f”‘)} and C, = S, = {q(g”)}. But 
if we let P = Q u R, then p(f(g(f”))) E S, - C,. So the union of complete programs 
need not be complete. However, if P = Q u R where Q and R are complete and 
So u SR = SP, then P is complete. 
Remarks 
Many problems regarding completion still need solutions. Does a logic program 
P have a completion, or a perfect completion ? Should a perfect completion have 
to be complete? Should the definition of perfect drop the requirement that MP = Mo? 
The completions constructed from unit clauses are building blocks for some complete 
programs. Are there some other building blocks for completions that can be construc- 
ted from one or more special clauses in a program? Are there other classification 
results? It appears that the completion problem and the characterization of complete 
logic programs are related. So any result for one of the problems should bring a 
corresponding result for the other problem. 
Lastly, we remark on two other approaches to infinite semantics. In [2], certain 
unit clauses are added to a program to allow the partial construction of an infinite 
term. The resulting program is assigned a meaning that can be used to decide when 
certain infinite terms are computable. In [3], restrictions are placed on the clauses 
in a program. Then a greatest fixed point semantics is given for certain minimal 
infinite objects computed by the program. It might be possible to discover some 
relationships between these approaches and the ideas of completion presented in 
this paper. 
These questions are currently under investigation. 
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