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COMPONENTWISE DIFFERENT TAIL SOLUTIONS FOR BIVARIATE
STOCHASTIC RECURRENCE EQUATIONS
– WITH APPLICATION TO GARCH(1, 1) PROCESSES –
EWA DAMEK∗, MUNEYA MATSUI†, AND WITOLD S´WIA֒TKOWSKI∗
UNIVERSITY OF WROCLAW∗ AND NANZAN UNIVERSITY†
Abstract. We study bivariate stochastic recurrence equations (SREs) motivated by applications to
GARCH(1, 1) processes. If coefficient matrices of SREs have strictly positive entries, then the
Kesten result applies and it gives solutions with regularly varying tails. Moreover, the tail indices are
the same for all coordinates. However, for applications, this framework is too restrictive. We study
SREs when coefficients are triangular matrices and prove that the coordinates of the solution may
exhibit regularly varying tails with different indices. We also specify each tail index together with its
constant. The results are used to characterize regular variations of bivariate stationary GARCH(1, 1)
processes.
Key words. Regular variation, bivariate GARCH(1, 1), Kesten’s theorem, stochastic recurrence
equation.
1. Introduction
We consider the stochastic recurrence equation (SRE)
(1.1) Wt = AtWt−1 + Bt, t ∈ N,
where (At,Bt) is an i.i.d. sequence, At are d × d matrices, Bt are vectors and W0 is an initial distri-
bution independent of the sequence (At,Bt). Iterations (1.1) generate a Markov chain (Wt)t≥0 that
is not necessarily stationary. Under mild contractivity hypotheses (see e.g. [8, 10]) the sequence
Wt converges in law to a random variable W that is the unique solution of the equation
(1.2) W
d
= AW + B,
where W is independent of (A,B) and the equation is meant in law. Here (A,B) is a generic
element of the sequence (At,Bt). If we put W0 = W then the chain Wt becomes stationary.
Moreover, extending the set of indices to Z and taking an i.i.d. sequence (At,Bt)t∈Z we can have a
strictly stationary causal solution Wt to the equation
(1.3) Wt = AtWt−1 + Bt, t ∈ Z.
It is given by
Wt =
t∑
i=−∞
At · · ·AiBi−1 + Bi
d
= W.
There is considerable interest in studying various aspects of the iteration (1.1) and, in particular,
the tail behaviour of W. The story started with Kesten [25] who obtained fundamental results about
tails of Wt in the case of matrices At having non-negative entries.
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Given y = (y1, . . . yd) in the unit sphere S
d−1, let
y′W =
d∑
j=1
y jW j, W = (W1, . . .Wd).
Under appropriate assumptions Kesten [25] proved that there is α > 0 and a function eα on S
d−1
such that
(1.4) lim
x→∞
xαP(y′W > x) = eα(y), y ∈ S
d−1
and eα(y) > 0 for y ∈ S
d−1 ∩ [0,∞)d. Later on an analogous result was proved by Alsmeyer and
Mentemeier [1] for invertible matrices A with some irreducibility and density conditions.
The density assumption was removed by Guivarc’h and Le Page [23] who developed the most
general approach to (1.1) with signed A having possibly a singular law. Moreover, their conclusion
was stronger i.e. they obtained existence of a measure µ on Rd being the week limit of
(1.5) xαP(x−1W ∈ ·) when x → ∞.
The latter means regular variation of W. 1 and it was also proved also for (1.1) with A being simi-
larities [13]2 i.e. when neither assumptions of [23] nor [1] are satisfied. See [14] for an elementary
explanation of Kesten’s result and other results mentioned above.
For all the matrices considered above we have the same tail behavior in all directions, one of
the reasons being a certain irreducibility or homogeneity of the action of the group generated
by the support of the law of A. But it does not always have to be like that. We may imagine
A = diag(A11, . . .Add) being diagonal such that EA
αi
ii
= 1 and α1, . . . αd are different (see e.g.
[12], [13] and [14, Appendix D]). Then W1, . . .Wd are regularly varying with different exponents
α1, . . . αd. In such a case, if we want to say that W is regularly varying we need to modify the
notion. For more detailed explanation we refer to [14, Chapter 4] as well as the book by Resnick
[30, p. 203], where non-standard regular variation appears in various contexts.
Triangular matrices A do not fit into any of the frameworks mentioned above and therefore
considering them is a natural next step. However the existing methods cannot be applied and a
new approach is needed. This is what we do here. We study 2 × 2 upper triangular matrices
A = [Ai j] with positive entries (i.e. A21 is the only one being zero) such that EA
αi
ii
= 1 and α1 , α2.
We prove that
• if α1 > α2 then W = (W1,W2) is regularly varying with index α2.
• if α2 > α1 then W1 and W2 are regularly varying with indices α1 and α2 respectively.
This is the content of Theorem 3.2. Then we study regular variation of Wt as a time series. In the
first case we describe the spectral process Yt in the sense of [4] corresponding to Wt. It is of the
form
(1.6) Yt = At · · ·A1Y0,
where Y0 = ‖Y0‖Θ0, P(‖Y0‖ > u) = u
−α, u ≥ 1 and the law of Θ0 is the spectral measure of W,
see Proposition 3.4. In the second case we considerW1,t and W2,t separately (Lemma 3.3).
Our results are interesting from the point of view of financial analysis and they apply to the
squared volatility sequence Wt = (σ
2
1,t
, σ2
2,t
) of the bivariate GARCH(1,1) financial model, see
1If α < N then (1.4) implies regular variation of W. If α ∈ N, the same holds with some additional conditions (see
[14, Appendix C]). For more on regular variation, we refer to Bingham et al. [5] and Resnick [29, 30] in the univariate
and multivariate cases, respectively.
2A is a similarity if for every x ∈ Rd, |Ax| = ‖A‖ |x|.
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Section 4. Then Wt satisfies (1.1) with matrices At having non-negative entries. If all the entries
of At are strictly positive then the theorem of Kesten applies and both σ
2
1,t and σ
2
2,t are regularly
varying with the same index, see [26], [27]. But if this is not the case then we have to go beyond
Kesten’s result and Theorem 3.2 below enters into the picture. From the point of view of applica-
tions it is reasonable to relax the assumptions on At because it allows us to capture a larger class
of financial models.
When matrices At are upper triangular we may apply the above results to obtain regular variation
of σ2
1,t
and σ2
2,t
. Namely if α1 < α2 then σ
2
1,t
and σ2
2,t
are regularly varying with indices α1 and α2
respectively. If α1 > α2 then (σ
2
1,t
, σ2
2,t
) is regularly varying with the index α2 and we have a nice
description of its spectral process. Finally, in Propositions 4.2 and 4.3 we study regular variation
of the bivariate GARCH(1,1) itself Xt = (σ1,tZ1,t, σ2,tZ2,t).
It turns out that the appearance of triangular matrices in (1.1) generates a lot of technical com-
plications, it is challenging and it is far from being solved in arbitrary dimension. Even for 2 × 2
matrices, the case when α1 = α2 is, in our opinion, out of reach in full generality at the moment.
There is a preprint [15] on that case with an extra assumption that A11 = A22.
2. Bivariate stochastic recurrence equations
We start with the description of the model as well as conditions for stationarity of the related
time series.
2.1. The model. We consider the bivariate SRE;
Wt = AtWt−1 + Bt, t ∈ Z,(2.1)
where
Wt =
(
W1,t
W2,t
)
, At =
(
A1,t A2,t
0 A4,t
)
and Bt =
(
B1,t
B2,t
)
,(2.2)
and an i.i.d. matrix sequence (At) and an i.i.d. vector sequence (Bt). We assume Ai,t > 0 a.s.
i = 1, 2, 4 and Bi,t > 0 a.s. i = 1, 2. For our purpose, it is convenient to write the SRE in a
coordinate-wise form;
W1,t = A1,tW1,t−1 + Dt,(2.3)
W2,t = A4,tW2,t−1 + B2,t,(2.4)
where Dt := B1,t + A2,tW2,t−1. We sometimes omit the subscript 0 in Ai,0, Bi,0 and Wi,0, etc. and just
write Ai, Bi and Wi if they are stationary. For further convenience we denote for t ∈ Z
Πt,s = At · · ·As, t ≥ s, Πt,s = I, t < s and Πt = Πt,1,
Π
(i)
t,s =
t∏
j=s
Ai, j, t ≥ s, i = 1, 2, 4 and Π
(i)
t,s = 1, t < s and Π
(i)
t = Π
(i)
t,1
,
where I is the bivariate identity matrix. For a vector x ∈ Rd, |x| denotes its Euclidean norm and for
a d × d matrix A we use the matrix norm;
||A|| = sup
x∈Rd , |x|=1
|Ax|.
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2.2. Stationarity. Starting from Kesten [25] there is a series of results [10, 8] for the existence of
stationary solution for SRE (see also [14]). The notion of the “so called ” top Lyapunov exponent
γ = inf
n≥1
n−1E log ‖Πn‖
associated with the sequence (At) is always essential. If γ is negative and some logarithmic mo-
ment conditions are satisfied, then SRE (2.1) has a unique strictly stationary solution ([8] or [14,
Theorem 4.1.4]).
In our setting, γ < 0 if there is ε > 0 such that
EAε1 < 1, EA
ε
4 < 1 and EA
ε
2 < ∞.(2.5)
We are going to show this. Without loss of generality we may assume that ε < 1.
First observe that by the Jensen’s inequality
γ = inf
n≥1
(nε)−1E log ‖Πn‖
ε ≤ inf
n≥1
(nε)−1 logE‖Πn‖
ε.(2.6)
Secondly, we decompose the matrix At = St + Nt into the sum of a diagonal and a nilpotent one,
where
St =
(
A1,t 0
0 A4,t
)
and Nt =
(
0 A2,t
0 0
)
,
so that SiS j is diagonal and SiN j, NiS j are nilpotent. Then we write
Πn = An . . .A1 = (Sn + Nn) · · · (S1 + N1)
as the sum of 2n products. Moreover, observe that the product of bivariate matrices vanishes if the
matrices have only zero entries except in the top right corner, and therefore only terms including
at most one Ni are nonzero. Hence we have
‖Πn‖
ε = ‖
n∑
i=0
Sn . . .Si+1NiSi−1 . . .S1‖
ε ≤
n∑
i=0
‖Sn . . .Si+1NiSi−1 . . .S1‖
ε,
where N0 = S0 = S−1 = I. Notice that Sn . . .Si+1NiSi−1 . . .S1, i , 0 is a nilpotent matrix and its
only nonzero entry is Π
(4)
n,i+1
A2,iΠ
(1)
i−1,1
. Moreover, all terms in the product are independent, so we
may write
E‖Πn‖
ε ≤ E
n∑
i=1
(
Π
(4)
n,i+1
A2,iΠ
(1)
i−1,1
)ε
=
n∑
i=1
(
EAε4
)n−i
EAε2
(
EAε1
)i−1
≤ ncρn,
where ρ = max(EAε
1
,EAε
4
) < 1 and c = ρ−1EAε
2
< ∞.
Eventually, we can estimate the top Lyapunov exponent,
γ ≤ inf
n≥1
(nε)−1 log ncρn = ε−1 inf
n≥1
(
log nc
n
+ log ρ
)
= ε−1 log ρ < 0
which is what we needed. If we assume additionally that
(2.7) E log+ |B| < ∞,
then we may conclude that there exists an a.s. unique causal strictly stationary ergodic solution to
SRE (2.1) given by the infinite series,
Wt =
t∑
i=−∞
Πt,i+1Bi.(2.8)
Moreover (2.3) and (2.4) are in agreement with (2.8).
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Due to Theorem 1 of [10] (see also [14, Section 2.1]), a strictly stationary positive solution for
(2.4) exists if
E logA4 < 0 and E log
+ B2 < ∞.
Notice that from stationarity condition of bivariate case, those for component wise SREs are auto-
matically satisfied, i.e. E logA1 and E logA4 are smaller than 0, which ensures strictly stationary
solution
W2,t =
∞∑
i=1
Π
(4)
t,t+2−i
B2,t+1−i.
Now consider this stationary version (W2,k) for (Dt) of SRE (2.3). Since W2,k is independent of
elements (A2,ℓ, B1,ℓ), ℓ > k of i.i.d. sequence (A2,t, B1,t), we observe that
Dt = B1,t + A2,tW2,t−1(2.9)
is stationary and ergodic, so is the sequence (A1,t,Dt). Then from Theorem 1 of [10] the series
(W1,t) has the stationary solution given by
W1,t =
∞∑
i=0
Π
(1)
t,t+1−i
Dt−i =
∞∑
i=1
Π
(1)
t,t+2−i
Dt+1−i.(2.10)
Since (W1,t,W2,t) satisfies SRE (2.1), then by the uniqueness of the solution, we have
Lemma 2.1. Suppose that (2.5) and (2.7) are satisfied and let W1,t, W2,t be stationary solutions to
(2.3) and (2.4) respectively. Then (W1,t,W2,t) is the stationary solution to (2.1).
Therefore, in the sequel if the stationarity condition, i.e. (2.5) and (2.7), is satisfied, we may
work on these component-wise solutions.
3. Main results
3.1. Component-wise tail behavior. Our aim of this section is to describe the tail behavior of
W1,t and W2,t. This is the content of Theorem 3.2 below. We are going to use a fundamental result
for one-dimensional SRE formulated below as Theorem 3.1. The statement appeared first in [25]
as a corollary of a more general result, but the “right” proof for the one-dimensional case was given
later on by Goldie [22] with the constants in the tails specified for the first time. Consider the SRE;
Xt = QtXt−1 + Rt, t ∈ Z,
where ((Qt,Rt))t∈Z is an R
2-valued i.i.d. sequence. The generic random variable (r.v.) of the se-
quence ((Qt,Rt)) is denoted by (Q,R).
Theorem 3.1. Assume that the following conditions hold.
1. Q > 0 a.s. and logQ is non-arithmetic.
2. There is α > 0 such that EQα = 1, E|R|α < ∞ and EQα log+ Q < ∞.
3. P(Rx + Q = x) < 1 for every x ∈ R.
Then the equation X
d
= QX + R has a solution X which is independent of (Q,R) and there exist
constants c+, c− such that c+ + c− > 0 and
P(X > x) ∼ c+x
−α and P(X ≤ −x) ∼ c−x
−α, x → ∞.
The constants c+, c− are given by
c+ =
1
αmα
E[(QX + R)α+ − (QX)
α
+] and c− =
1
αmα
E[(QX + R)α− − (QX)
α
−],
where mα = EQ
α logQ > 0.
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Due to stationarity it is enough to considerW1,0 andW2,0. The above result is directly applicable
to W2,0 but not toW1,0. The estimate of the tail ofW1,0 is more delicate. Due to non-negativity, we
may write the stationary solution (2.10) as
W1,0 =
∞∑
i=1
Π
(1)
0,2−i
D1−i =
∞∑
i=1
Π
(1)
0,2−i
A2,1−iW2,−i +
∞∑
i=1
Π
(1)
0,2−i
B1,1−i,(3.1)
and analyze these infinite sums separately. Consider one more SRE;
W˜1,t = B1,t + A1,tW˜1,t−1.(3.2)
Its stationary solution is
W˜1,0 =
∞∑
i=1
Π
(1)
0,2−i
B1,1−i.
This corresponds to the second term in (3.1).
Assume that there exist α1 and α2 such that
EA
α1
1
= 1, EAα1
1
log+ A1 < ∞ and EB
α1
1
< ∞,
EA
α2
4
= 1, EAα2
4
log+ A4 < ∞ and EB
α2
2
< ∞,
(3.3)
then due to Theorem 3.1, we have
P(W˜1,0 > x) ∼ c1x
−α1 ,
P(W2,0 > x) ∼ c2x
−α2 ,(3.4)
where positive constants c1 and c2 are given by
c1 =
1
α1EA
α1
1
logA1
E[(A1W˜1,0 + B1)
α1 − (A1W˜1,0)
α1],
c2 =
1
α2EA
α2
4
logA4
E[(A4W2,0 + B2)
α2 − (A4W2,0)
α2].
Now we are ready to describe the tail behavior ofW1,0. Its tail index is equal to min (α1, α2).
Theorem 3.2. Consider the bivariate SRE (2.1) such that logA1 and logA4 are non-arithmetic.
Assume that (3.3) holds and EA
min (α1,α2)
2
< ∞. Then the stationary solution Wt satisfies
P(W1,0 > x) ∼
{
c1x
−α1 if α1 < α2
c˜1x
−α2 if α1 > α2,
where
c1 =
2
α1
E
[
(D0 + A1,0W1,−1)
α1 − (A1,0W1,−1)
α1
]
,(3.5)
c˜1 = c2 E
(
lim
s→∞
s∑
i=1
Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
)α2
.(3.6)
Note that the limit in (3.6) has a somewhat strange form, and it seems difficult to write it as just
an infinite sum. However, its convergence is guaranteed in the proof.
SOLUTIONS TO BIVARIATE STOCHASTIC RECURRENCE EQUATIONS WITH DIFFERENT TAIL INDICES 7
Proof. Stationarity condition (2.5) follows from (3.3). Indeed, the functions gi(h) = EA
h
i
, i = 1, 4
are convex and so there exist α < min (α1, α2) such that EA
α
i
< 1. Hence we may work on the
stationary version.
Suppose α1 > α2. Observe that in (3.1), each term of the first infinite sum includes W2,
EA
α2
1
, EA
α2
2
< ∞, and the second sum equals in distribution to W˜1,0. Then since
P(W˜1,0 > x)
P(W2,0 > x)
∼
c1,+
c2,+
xα2−α1 → 0, as x → ∞,
it suffices to consider the sum
X˜ =
∞∑
i=1
Π
(1)
0,2−i
A2,1−iW2,−i =
s∑
i=1
Π
(1)
0,2−i
A2,1−iW2,−i +
∞∑
i=s+1
Π
(1)
0,2−i
A2,1−iW2,−i =: X˜s + X˜
s.(3.7)
Indeed, X˜ ≥ A2,0W2,−1 and so
(3.8) P(X˜ > x) ≥ cx−α2
for a strictly positive c. Therefore, we can invoke the property of dependent summands of regularly
varying r.v.’s ( Lemma B.6.1 of [14]) in order to obtain
P(W1,0 > x) = P(X˜ + W˜1,0 > x) ∼ P(X˜ > x) + P(W˜1,0 > x) ∼ P(X˜ > x).
We start with X˜s and apply the induction to W2,−i in X˜s. Since
W2,t = A4,tW2,t−1 + B2,t
= A4,tA4,t−1W2,t−2 + A4,tB2,t−1 + B2,t
= A4,tA4,t−1 · · ·A4,t− j+1W2,t− j +
j−1∑
k=1
A4,t · · ·A4,t−k+1B2,t−k + B2,t
= Π
(4)
t,t− j+1
W2,t− j +
j−1∑
k=0
Π
(4)
t,t−k+1
B2,t−k,
we change indices (t, j) → (i, s) such that t = −i and s = j − t to obtain
W2,−i = Π
(4)
−i,1−s
W2,−s +
s−i−1∑
k=0
Π
(4)
−i,1−i−k
B2,−i−k.(3.9)
Substitution of the above into X˜s yields
X˜s =
s∑
i=1
Π
(1)
0,2−i
A2,1−i
(
Π
(4)
−i,1−s
W2,−s +
s−i−1∑
k=0
Π
(4)
−i,1−i−k
B2,−i−k
)
(3.10)
=
s∑
i=1
Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
W2,−s +
s∑
i=1
Π
(1)
0,2−i
A2,1−i
s−i−1∑
k=0
Π
(4)
−i,1−i−k
B2,−i−k
= X˜s,1 + X˜s,2.
Now we are going to prove that EX˜α2
s,2
< ∞. Recall that (At,Bt) are i.i.d. and hence Π
(1)
0,2−i
A2,1−i and∑s−i−1
k=0 Π
(4)
−i,1−i−k
B2,−i−k, i = 1, 2, . . . , s are independent. Moreover, EA
α2
4
= 1, EAα2
1
< 1, EAα2
2
< ∞
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and EB
αi
i
< ∞. By the Minkowski inequality
EX˜
α2
s,2
= E
( s∑
i=1
Π
(1)
0,2−i
A2,1−i
s−i−1∑
k=0
Π
(4)
−i,1−i−k
B2,−i−k
)α2
≤
[ s∑
i=1
{
(EAα2
1
)i−1EAα2
2
EB
α2
2
(s − i)α2
}1/α2]α2
< ∞
for α2 > 1 and for α2 ≤ 1 by the triangle inequality
EX˜
α2
s,2
=
s∑
i=1
E(Π
(1)
0,2−i
)α2EAα2
2,1−i
E
( s−i−1∑
k=0
Π
(4)
−i,1−i−k
B2,−i−k
)α2
≤ EA
α2
2
EB
α2
2
s∑
i=1
(EAα2
1
)i−1(s − i) < ∞.
Hence we have
lim sup
x→∞
P(X˜s,2 > x)
P(W2,0 > x)
= 0
for fixed s. Since all the terms are positive
P(X˜s,1 > (1 + ε)x) ≤ P(X˜ > x) ≤ P(X˜s,1 > (1 − ε)x) + P(X˜s,2 >
ε
2
x) + P(X˜s >
ε
2
x)
for some ε ∈ (0, 1), it follows from regular variation ofW2,0 that for s ≥ 1,
(1 + ε)−α2ws ≤ lim inf
x→∞
P(X˜ > x)
P(W2,0 > x)
≤ lim sup
x→∞
P(X˜ > x)
P(W2,0 > x)
≤ (1 − ε)−α2ws
+ lim sup
x→∞
P(X˜s,2 >
ε
2
x)
P(W2,0 > x)
+ lim sup
x→∞
P(X˜s > ε
2
x)
P(W2,0 > x)
,
(3.11)
where
ws := E
( s∑
i=1
Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
)α2 .
Hence, in order to obtain the result, it suffices to show that
lim
s→∞
lim sup
x→∞
P(X˜s > x)
P(W2,0 > x)
= 0.(3.12)
However, by Markov inequality together with conditioning, it follows that
P(X˜s > x)
P(W2,0 > x)
=
P(
∑∞
i=s+1 Π
(1)
0,2−i
A2,1−iW2,−i > x)
P(W2,0 > x)
≤
∞∑
i=1
P
(
Π
(1)
0,2−(s+i)
A2,1−iW2,−(s+i) > xi
−µ/ζ(µ)
)
P(W2,0 > x)
=
∞∑
i=1
E
[P(GiW2,−(i+s) > x | Gi)
P(W2,0 > x)
]
,
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where Gi = ζ(µ)i
µΠ
(1)
0,2−(s+i)
A2,1−(s+i) with µ > 1 and ζ(µ) is the zeta function. Then
lim sup
x→∞
P(X˜s > x)
P(W2,0 > x)
=
∞∑
i=1
E
[
lim sup
x→∞
P(GiW2,−(i+s) > x | Gi)
P(W2,0 > x)
]
≤ c
∞∑
i=1
EG
α2
i
= c
∞∑
i=1
E(Π
(1)
0,2−(s+i)
)α2EAα2
2,1−(s+i+1)
ζ(µ)iα2µ
≤ c′(EAα2
1
)s
∞∑
i=1
(EAα2
1
)iiαµ,
where c and c′ are some positive constants. Since EAα2
1
< 1 so that
∑∞
i=1(EA
α2
1
)iiαµ < ∞, we take
s → ∞ and obtain (3.12). Now, as before, if α2 ≤ 1 then
ws ≤
∞∑
i=1
(EAα2
1
)i−1EAα2
2
< ∞
and if α2 > 1 then
w1/α2s ≤
∞∑
i=1
(EAα2
1
)(i−1)/α2 (EAα2
2
)1/α2 < ∞.
Moreover, in view of (3.8) and (3.11) there is c′′ > 0 such that for every s, ws ≥ c
′′. Hence taking
a converging subsequence wsk of ws we obtain
(3.13) lim
x→∞
P(X˜ > x)
P(W2,0 > x)
= lim
k→∞
wsk =: w > 0,
which, in particular, proves that lims→∞ ws = w because we have the same limit for any converging
subsequence. Finally, we obtain
P(W1,0 > x) ∼ lim
s→∞
E
( s∑
i=1
Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
)α2
P(W2,0 > x).
Suppose now that α1 < α2. Observe that
W1,0 = D0 +
∞∑
i=1
A1,0 · · ·A1,1−iD−i
= D0 + A1,0D−1 +
∞∑
i=2
A1,0 · · ·A1,1−iD−i
= D0 + A1,0
(
D−1 +
∞∑
i=1
A1,−1 · · ·A1,−iD−i−1
)
= D0 + A1,0W1,−1,
Then W1,−1 has the same law as W1,0 and is independent of A1,0. We are going to use Theorem 2.3
of Goldie [22]. We will have to prove that
I =
∫ ∞
0
|P(W1,−1 > x) − P(A1,0W1,−1 > x)|x
α1−1dx < ∞.
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Then Theorem 2.3 of [22] implies that
lim
t→∞
P(W1,−1 > x) x
α1 = C+
with
C+ =
1
EA
α1
1
logA1
∫ ∞
0
(P(W1,−1 > x) − P(A1,0W1,−1 > x))x
α1−1dx.
In view of Lemma 9.4 in [22],
I =
∫ ∞
0
|P(W1,−1 > x) − P(A1,0W1,−1 > x)| x
α1−1dx
=
∫ ∞
0
|P(D0 + A1,0W1,−1 > x) − P(A1,0W1,−1 > x)| x
α1−1dx
=
1
α1
E
[
(D0 + A1,0W1,−1)
α1 − (A1,0W1,−1)
α1
]
= EA
α1
1
logA1 · C+.
We have to prove that 0 < I < ∞. The first inequality is obvious, since all the variables are positive
and D0 + A1,0W1,−1 > A1,0W1,−1 with positive probability. If α1 ≤ 1, then
I ≤
1
α1
EDα1 < ∞.
If α1 > 1, then
I ≤ E
[
(D0 + A1,0W1,−1)
α1−1D0
]
,
where we have used the fact that bκ − aκ =
∫ b
a
κrκ−1dr ≤ κbκ−1(b − a) for any κ > 1 and b ≥ a ≥ 0.
Further we have
I ≤ max(2α1−2, 1) {EDα1
0
+ E(A1,0W1,−1)
α1−1D0},
where we use the Minkowski’s inequality and subadditivity of concave functions depending on
whether α1 > 2 or α1 ≤ 2, and we need to prove that
E(A1,0W1,−1)
α1−1D0
= E(A1,0W1,−1)
α1−1(B1,0 + A2,0W2,−1)
= E(A1,0W1,−1)
α1−1B1,0 + E(A1,0W1,−1)
α1−1A2,0W2,−1 < ∞.
Since (A1,0, B1,0) and W1,−1 are independent and since A
α1−1
1,0
A2,0 and (W1,−1)
α1−1W2,−1 are indepen-
dent, what we need to show is
E[Aα1−1
1,0
B1,0]EW
α1−1
1,0
+ E[Aα1−1
1,0
A2,0]E[(W1,−1)
α1−1W2,−1] < ∞.
By Ho¨lder’s inequality, for X = B1,0 or A2,0 we have
E[A
α1−1
1,0
X] ≤ (EA
p(α1−1)
1,0
)1/p(EXq)1/q = (EA
α1
1,0
)1/p(EXα1 )1/q < ∞
with p = α1/(α1 − 1) and q = α1. This together with EW
α1−1
1,0
< ∞ shows E[Aα1−1
1,0
B1,0]EW
α1−1
1,0
< ∞.
Therefore it suffices to see E[(W1,−1)
α1−1W2,−1] < ∞. For any positive ε < α2 − α1 we can deduce
that EWα1+ε
2
< ∞ by the property (3.4). Let q = α1 + ε and its Ho¨lder conjugate p = q/(q − 1).
Then
E
[
(W1,−1)
α1−1W2,−1
]
≤
(
EW
p(α1−1)
1,0
)1/p
(EW
q
2,0
)1/q,
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where EW
q
2
< ∞. Notice that β := p(α1 − 1) < α1 because p is decreasing in q and p = α1/(α1 − 1)
implies q = α1. Here we may choose ε such that 1 < β. Then by convexity EA
β
1
< 1 and moreover,
since 1 < β < α1 < α2, for k ∈ Z
ED
β
k
≤
(
(EB
β
1,k
)1/β + (E(A2,kW2,k−1)
β)1/β
)β
< ∞.
Now, notice that EW
β
1,0
= E(
∑∞
i=0 Π
(1)
0,1−i
D−i)
β and so by Minkowski’s inequality, it is enough to
prove that
∞∑
i=0
(
E(Π
(1)
0,1−i
D−i)
β)1/β = ∞∑
i=0
(EA
β
1
)i/β(EDβ)1/β < ∞,
which holds, because EA
β
1
< 1. 
3.2. Regular variation. Nowwe are going to study regular variation of the strictly stationary time
series (Wt) = ((W1,t,W2,t)
′). As before, we distinguish two cases: α1 < α2 and α1 > α2. In the first
case the tail indices of (Wi,t), i = 1, 2 are distinct so we consider the components separately.
Let us start with discussing regular variation. A univariate time series is said to be regularly
varying if its finite-dimensional distributions are such. The latter is meant in the sense of (1.5).
More precisely, let X be an h-dimensional r.v. It is called multivariate regularly varying with index
α if
P(|X| > ux, X/|X| ∈ ·)
P(|X| > x)
v
→ u−αP(Θ ∈ ·), u > 0,(3.14)
where
v
→ denotes vague convergence and Θ is a random vector on the unit sphere Sh−1 = {x ∈ Rh |
|x| = 1}. 3 Its distribution is called the spectral measure of the regularly varying vector X. This type
of approach to determine the tail behavior of a univariate strictly stationary series was introduced
by Davis and Hsing [16] and was used by e.g. Mikosch and Sta˘rica˘ [27]. See also [14], page 273.
To characterize the regular variation of (Wi,t), i = 1, 2, we use the following notation for h ≥
1, i = 1, 2, j1 = 1 and j2 = 4:
Wi,h = (Wi,1, . . . ,Wi,h), Ξ
(i)
h
= (Π
( ji)
1
, . . . ,Π
( ji)
h
), and Ri,h = (Ri,1, . . . ,Ri,h),(3.15)
where Π
(i)
ℓ
= Π
(i)
ℓ,1
and
R1,t =
t−1∑
i=0
Π
(1)
t,t+1−i
Dt−i and R2,t =
t−1∑
i=0
Π
(4)
t,t+1−i
B2,t−i, t ≥ 1.
Lemma 3.3. Suppose that α1 < α2 and the conditions of Theorem 3.1 are satisfied. Then strictly
stationary series (W1,t) and (W2,t) are regularly varying with indices α1 and α2 respectively and the
spectral measures for finite dimensional vectors (Wi,1, . . . ,Wi,h), h ≥ 1, i = 1, 2 are
P(Θi,h ∈ ·) =
E|Ξ
(i)
h
|αi 1 (Ξ
(i)
h
/|Ξ
(i)
h
| ∈ ·)
E|Ξ
(i)
h
|αi
,
where r.v.’s Θi,h take values on S
h−1.
3Note that in the univariate case, we say that a positive measurable function f (x) is regularly varying with index ρ if
limx→∞ f (cx)/ f (x) = c
ρ, c > 0. Moreover, r.v. X is said to be regularly varying with index α > 0 if f (x) = P(|X| > x)
is regularly varying with index −α, see [14, p.273]. A similar definition is used for the multivariate case, see [14,
p.279].
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Proof. The proofs for both series are very similar, so we give the proof only for (W1,t). Since
W1,t = Π
(1)
t W1,0 + R1,t, t = 1, . . . , h by induction, we have a representation W1,h = Ξ
(1)
h
W1,0 + R1,h
where both vectors Ξ
(1)
h
and R1,h have the moment of order α1. Due to the multivariate Breiman’s
lemma [14, Lemma C.3.1 (1)], we have
lim
x→∞
P(x−1W1,h ∈ ·)
P(W1 > x)
= lim
x→∞
P(x−1Ξ
(1)
h
W1 ∈ ·)
P(W1 > x)
,
so that it suffices to study the regular variation of Ξ
(1)
h
W1. Moreover, applying Breiman’s lemma
again, we obtain as y → ∞,
P
(
|W1Ξ
(1)
h
| > xy,
Ξ
(1)
h
W1
|Ξ
(1)
h
W1|
∈ ·
)
= P
(
W1|Ξ
(1)
h
| 1 (Ξ
(1)
h
/|Ξ
(1)
h
| ∈ ·) > xy
)
∼ E|Ξ
(1)
h
|α1 1 (Ξ
(1)
h
/|Ξ
(1)
h
| ∈ ·)x−α1P(W1 > y)
and
P(|W1,h| > xy) ∼ E|Ξ
(1)
h
|α1 x−α1P(W1 > y).
Hence the conclusion follows. By the same logic the time series (W2,t) is shown to be regularly
varying with index α2 as a series. 
Secondly, we study the case α2 < α1 where both component processes have the same tail index
α2, so we consider a bivariate time series. However, it is more convenient to modify slightly the
definition of regular variation i.e. to adopt the version better to the bivariate case as done by Basrak
and Segers [4].
An Rd-valued strictly stationary time series (Xt) is regularly varying with index α > 0 if the
following limits in distribution exist
P(x−1(X0, . . . ,Xh) ∈ · | |X0| > x)
w
→ P((Y0, . . . ,Yh) ∈ ·) , x → ∞ ,(3.16)
where
w
→ denotes weak convergence. The limit vector (Y0, . . . ,Yh) has the same distribution as
|Y0|(Θ0, . . . ,Θh), where the distribution of |Y0| is given by P(|Y0| > y) = y
−α, y > 1, and |Y0| and
(Θ0, . . . ,Θh) are independent. The distribution of Θ0 is the spectral measure of X0 and (Θt)t≥0 is
the spectral process. Notice that Θt, t , 0 is not always on S
d−1. The equivalence of definitions
(3.14) and (3.16) is proved in [4] but (3.16) is usually easier to handle see e.g. [26].
Proposition 3.4. Assume that α1 > α2 > 0 and that the conditions of Theorem 3.1 are satisfied.
Then the bivariate strictly stationary series Wt = (W1,t,W2,t)
′ is regularly varying with index α2 in
the sense of (3.16) and
P
(
x−1(W1, . . . ,Wh) ∈ · | |W0| > x
) w
→ P
(
Y(Π1Θ0, . . . ,ΠhΘ0) ∈ ·
)
, h ≥ 1,(3.17)
where P(Y > x) = x−α2 , x > 1, Y is independent of (Θ0,Π1, . . . ,Πh). The distribution of Θ0 has the
spectral measure of W0. Here Θ0 and (Π1, . . . ,Πh) are also independent.
Remark 3.5. (i) The same characterization has been examined in [26].
(ii) As seen above the law of Θ0 is the most important in our case. Usually analytical expressions
for the law of Θ0 are not available. However, since the law of Θ0 satisfies a certain invariant
relation by index α2 and A, we could simulate Θ0 (see Proposition 5.1 in [4]). We do not pursuit
this here and only make the following remark. Although our setting for SRE are different from
usual assumption, i.e. A is triangular, once bivariate regular variation for W has been proved, we
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can use the method in [4]. (We checked the assumptions in Section 5 of [4] and did not find any
problems for our case.)
Proof. We show that for every y = (y1, y2) ∈ R
2,
lim
x→∞
P(y′W0 > x)
P(W2 > x)
= w(y) exists,(3.18)
w(y) > 0 if y ∈ [0,∞)2 \ {0}
and
w(y) = 0 if y ∈ (−∞, 0)2.
Then by Boman and Lindskog [7], see also [14, Appendix C], we may conclude the regular varia-
tion of W0 in the sense of (3.14). In view of the proof of Theorem 3.1 ((3.7), (3.9) and (3.10)), we
recall that
W1,0 = X˜ + W˜1,0 = X˜s,1 + X˜s,2 + X˜
s + W˜1,0 and W2,0 = Π
(4)
0,1−s
W2,−s +
s−1∑
i=0
Π
(4)
0,1−i
B2,−i.
Given ε ∈ (0, 1), let
Mx,s ={ y1X˜s,1 + y2Π
(4)
0,1−s
W2,−s > x },
M′s =
{
y1(W˜1,0 + X˜s,2 + X˜
s) + y2
s−1∑
i=0
Π
(4)
0,1−i
B2,−i < −εx
}
,
M′′s =
{
y1(W˜1,0 + X˜s,2 + X˜
s) + y2
s−1∑
i=0
Π
(4)
0,1−i
B2,−i > εx
}
.
Then
M(1+ε)x,s \ M
′
s ⊂ { y1W1,0 + y2W2,0 > x } ⊂ M(1−ε)x,s ∪ M
′′
s .
First we notice that
y1X˜s,1 + y2Π
(4)
0,1−s
W2,−s =
(
y1
s∑
i=1
Π0,2−iA2,1−iΠ
(4)
−i,1−s
+ y2Π
(4)
0,1−s
)
W2,−s
=: J(y; s)W2,−s.
And so
lim
x→∞
P(y1X˜s,1 + y2Π
(4)
0,1−s
W2,−s > x)
P(W2 > x)
= EJ(y; s)α21(J(y; s) > 0) =: ws(y).
Moreover, ws(y) is bounded independently of s. Indeed, for α2 > 1, by the Minkowski inequality,
we have
EJ(y; s)α2 ≤
{
|y1|
s∑
i=1
(
E
(
Π0,2−iA2,1−iΠ
(4)
−i,1−s
)α2)1/α2 + |y2|(E(Π(4)0,1−s)α2)1/α2}α2
≤
{
|y1|EA
α2
2
s∑
i=1
(EAα2
1
)(i−1)/α2 + |y2|
}α2
< ∞.
For α2 ≤ 1
EJ(y; s)α2 ≤ |y1|
α2EA
α2
2
s∑
i=1
(EA
α2
1
)i−1 + |y2|
α2 < ∞,
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which follows from the triangle inequality. Now we have
lim sup
x→∞
P(y′W0 > x)
P(W2 > x)
≤ lim sup
x→∞
P(Mx(1−ε),s)
P(W2 > x)
+ lim sup
x→∞
P(M′′s )
P(W2 > x)
≤ (1 − ε)−α2ws(y) + lim sup
x→∞
P(y1X˜
s > εx)
P(W2 > x)
and
lim inf
x→∞
P(y′W0 > x)
P(W2 > x)
≥ lim
x→∞
P(Mx(1+ε),s)
P(W2 > x)
− lim sup
x→∞
P(M′s)
P(W2 > x)
≥ (1 + ε)−α2ws(y) − lim sup
x→∞
P(|y1|X˜
s > εx)
P(W2 > x)
.
It follows from (3.12) that the last term in these inequality vanishes.
Then we take a subsequence sk such that wsk(y) is convergent and we obtain
(1 + ε)−α2 lim
k→∞
wsk(y) ≤ lim inf
x→∞
P(y′W0 > x)
P(W2 > x)
≤ lim sup
x→∞
P(y′W0 > x)
P(W2 > x)
≤ (1 − ε)−α2 lim
k→∞
wsk(y)
and so letting ε → 0 we obtain (3.18). Moreover, if y = (y1, y2) ∈ [0,∞)
2 \ {0} then
y′W ≥ y1X˜ + y2W2 ≥ max{y1X˜, y2W2}
and since both X˜,W2 are regularly varying with index α2, limk→∞ wsk(y) > 0.
Next we see (3.17). By induction
Wt = ΠtW0 + Rt,
whereΠt = At · · ·A1, Rt =
∑t−1
i=1Πt,t−i+1Bt−i for t ≥ 1, and all vectors are column vectors. With this
interpretation we write
(W1, . . . ,Wh) = (Π1, . . . ,Πh)W0 + (R1, . . . ,Rh),(3.19)
where (Π1, . . . ,Πh), (R1, . . . ,Rh) have moment of order α2 with respect to the matrix norm and
are independent of W0. Indeed, for all t = 1, . . . , h E|Πt|
α2 < ∞ and E|Rt|
α2 < ∞. Due to
Minkowski’s and triangle inequalities, this implies that each random component in two matrices
has α2 th moment. Thus α2 th moment with the matrix norm follows. Hence
lim
x→∞
xα2P(|(W1, . . . ,Wt) − (Π1, . . . ,Πt)W0| > x) = 0
holds and an application of Breiman’s lemma ([14, Lemma C.3.1 (1)]) concludes that (W1, . . . ,Wt)
and (Π1, . . . ,Πt)W0 have the same tail behavior and are regularly varying with index α2. Finally,
(3.17) is concluded from the regular variations of (Π1, . . . ,Πt)W0 and W0 together with the multi-
variate Breiman’s lemma ([14, Lemma C.3.1 (2)]) again. 
Remark 3.6. (i) In Lemma 3.3, although each component process has regular variation, we do
not have a device to characterize the joint regular variation with different tail indices i.e. we could
not characterize tail dependence between processes with different tail indices. Therefore we only
provide that for coordinate-wise series.
(ii) Regarding Proposition 3.4 even α2 > α1 > 0, it is possible to obtain the bivariate Basrak Segers
limit representation (3.17), but then the spectral measure lies on one axis i.e. vectors (W1,t,W2,t) has
the same spectral behavior as (W1,t, 0). This is not desirable since in applications tail asymptotics
of the both series are crucial. This is the reason why we adopt Lemma 3.3.
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3.3. Upper and lower bounds for constants. Although we have expressions for constants c1
and c˜1 in Theorem 3.2, a direct numerical calculation of the quantities seems difficult. A further
research is needed for possible calculation of the constants as it is done in [28]. c1 of (3.5) is treated
there but with i.i.d. sequence (At,Dt). It remains to be seen whether the method is applicable in
our case or not. Alternatively, we derive the upper and lower bounds for c˜1.
Lemma 3.7. Assume the conditions of Theorem 3.2 with α1 > α2. If α2 > 1 then
EA
α2
2
≤ c˜1 ≤ (1 − τ
1/α2)−α2 EAα2
2
,
where τ = EA
α2
1
and if α2 ≤ 1 then
(1 − τ1/α2 )−α2 EAα2
2
≤ c˜1 ≤ (1 − τ)
−1
EA
α2
2
.
Proof. Case α1 > 1. Since the limit and expectation are interchangeable, we work on
lim
s→∞
E
( s∑
i=1
Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
)α2 .
We take the first term (i = 1) i.e. Π
(1)
0,1
A2,0Π
(4)
−1,1−s
= A2,0A4,−1 · · ·A4,1−s in the sum, so that we obtain
the lower bound E(A2,0Π
(4)
−1,1−s
)α2 = EAα2
2
. As for the upper bound, by the Minkowski’s inequality
together with independence of Π
(1)
0,2−k
, A2,1−k and Π
(4)
−k,1−s
, 1 ≤ k ≤ s we obtain
E
( s∑
i=1
Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
)α2 ≤ ( s∑
i=1
(
E(Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
)α2
)1/α2)α2
=
(
(EAα2
2
)1/α2
s∑
i=1
τ(i−1)/α2
)α2
= EA
α2
2
(
1 − τs/α2
1 − τ1/α2
)α2
,
where EAα1
4
= 1, EAα2
1
< 1 and EAα2
2
< ∞. This concludes the first result by taking limit in s.
Case α2 ≤ 1. We apply the triangle inequality for the upper bound and obtain
E
( s∑
i=1
Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
)α2 ≤ s∑
i=1
E
(
Π
(1)
0,2−i
A2,1−iΠ
(4)
−i,1−s
)α2 = s∑
i=1
τi−1EA
α2
2
=
1 − τs
1 − τ
EA
α2
2
,
which yields the result. The lower bound is implied by the reverse Minkowski’s inequality. 
4. Application to bivariate GARCH(1, 1) processes
There are various extensions of a univariate GARCH model to multivariate ones. We stick here
to the constant conditional correlation model of Bollerslev [6] and Jeanthequ [24], which is the
most fundamental multivariate GARCH process. A bivariate series Xt = (X1,t, X2,t)
′, t ∈ Z has the
GARCH(1, 1) structure if it satisfies:
Xt = Σt Zt ,(4.1)
where (Zt) constitutes an i.i.d. bivariate noise sequence and
Σt = diag(σ1,t, σ2,t) ,
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with σi,t being the (non-negative) volatility of Xi,t. We also assume that Zt = (Z1,t, Z2,t)
′ has mean
zero and its covariance matrix (standard correlations) is
P =
(
1 ρ
ρ 1
)
,
where ρ = Corr(Z1,t, Z2,t). The volatility process σi,t is defined by the following stochastic equation(
σ21,t
σ2
2,t
)
=
(
α01
α02
)
+
(
α11 α12
α21 α22
) (
X21,t−1
X2
2,t−1
)
+
(
β11 β12
β21 β22
) (
σ21,t−1
σ2
2,t−1
)
=
(
α01
α02
)
+
(
α11Z
2
1,t−1 + β11 α12Z
2
2,t−1 + β12
α21Z
2
1,t−1
+ β21 α22Z
2
2,t−1
+ β22
) (
σ21,t−1
σ2
2,t−1
)
,
(4.2)
where the second equality follows from (4.1). Writing Wt = (σ
2
1,t , σ
2
2,t)
′,
Bt =
(
α01
α02
)
and At =
(
α11Z
2
1,t−1 + β11 α12Z
2
2,t−1 + β12
α21Z
2
1,t−1
+ β21 α22Z
2
2,t−1
+ β22
)
:=
(
A1,t A2,t
A3,t A4,t
)
,(4.3)
we see that the process (Wt) is given by the SRE with vector-valued Bt and matrix-valued At:
Wt = At Wt−1 + Bt , t ∈ Z .(4.4)
There is a series of results about regular variation of GARCH processes. They are based on the
Kesten theorem [25] and so, the tail indices of the component-wise series are always the same.
We have in mind Mikosch and Sta˘rica˘ [27] for the univariate GARCH(1, 1) model and Basrak
et al [3] for general univariate GARCH(p, q) processes. The corresponding results for a vector
GARCH(1, 1) were obtained by Sta˘rica˘ [31]. There is also a recent result by Ferna´ndez and Muriel
[21]. Furthermore, tail dependencies for bivariate GARCH(1, 1) models could be captured by
newly defined measure called (cross-) extremogram (Matsui and Mikosch [26]), which is proposed
in [17] and further developed in [19, 20].
However, in the financial models, we may be forced to go beyond Kesten’s assumptions when
some of the entries of At vanish. Then the results of the previous section become very handy and
we are able to treat the GARCH(1, 1) model with component-wise different extremes. Note that in
Remark 3.2 of [26] the same assumption of upper triangle matrix was suggested for component-
wise different tail modeling, though they did not obtain the exact tail behavior.
We assume that α21 = β21 = 0 in (4.3), α0i > 0, i = 1, 2 and αi j, βi j > 0 for (i, j) , (2, 1). Then
At becomes an upper triangular matrix and component-wise we have the following SREs
σ21,t = A1,tσ
2
1,t−1 + Dt,
σ22,t = A4,tσ
2
2,t−1 + α02,
(4.5)
where Dt := α01 + A2,tσ
2
2,t−1
.
Then the sufficient condition (2.5) for existence of the strictly stationary solution is: there exists
ε > 0 such that
max
i
(αεiiEZ
2ε
i + β
ε
ii) < 1 if ε < 1
max
i
(αii(EZ
2ε
i )
1/ε + βii) < 1 if ε ≥ 1
holds. Then by Theorem 3.2 we have
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Corollary 4.1. Consider the bivariate SRE (4.4) or equivalently SREs (4.5). Assume that r.v. Z
has Lebesgue density in R2 and there exist α1, α2 > 0 such that
EA
α1
1
= 1 and EA
α1
1
log+ A1 < ∞,
EA
α2
4
= 1 and EAα2
4
log+ A4 < ∞,
(4.6)
then
P(σ21 > x) ∼
{
c1x
−α1 if α1 < α2
c˜1x
−α2 if α1 > α2
and P(σ22 > x) ∼ c2x
−α2 ,
where the constants are given by (3.4) - (3.6).
Proof. We have to check the conditions of Theorem 3.2. Since each element of Bt is a positive
constant, this together with condition (4.6) implies the condition (3.3). In view of (4.3), A2 has
the α2th moment since the random component is the same as that in A4. Then, since EA
α1
2
<
(EA
α2
2
)α1/α2 < ∞ for α1 < α2 and EA
α2
2
< ∞ for α2 < α1 we have EA
min(α1 ,α2)
2
< ∞. Obviously A has
Lebesgue density. Therefore all conditions are satisfied. 
Now we are going to characterize regular variation of stationary GARCH(1, 1) process. We do
not apply Lemma 3.3 and Proposition 3.4 directly because the corresponding SRE is satisfied by
the volatility vector not by the GARCH process itself. Therefore, some additional work is needed.
First we assume that α1 < α2 and for h ≥ 0 and i = 1, 2 we define the following lagged vectors.
Xi,h = (Xi,1, . . . , Xi,h),
X
(k)
i,h
= (|Xi,1|
k, . . . , |Xi,h|
k), k = 1, 2,
Y1,h = (|Z1,1|(Π
(1)
1
)1/2, . . . , |Z1,h|(Π
(1)
h
)1/2),
Y2,h = (|Z2,1|(Π
(4)
1
)1/2, . . . , |Z2,h|(Π
(4)
h
)1/2).
In what follows for a matrix or a vector A and a constant α > 0, Aα denotes component-wise αth
power of A.
Proposition 4.2. Suppose that the conditions of Corollary 4.1 with α1 < α2 are satisfied and that
additionally Z is symmetric. Then random vector Xi,h is regularly varying with index 2αi, i = 1, 2.
The spectral measure is given by the distribution of the vector
(ri,1θi,1, . . . , ri,hθi,h),(4.7)
where r.v. Θi,h = (θi,1, . . . , θi,h) ∈ S
h−1 has distribution
P(Θi,h ∈ ·) =
E|Yi,h|
2αi 1 (Yi,h/|Yi,h| ∈ ·)
E|Yi,h|2αi
,
and (ri,t) is a sequence of the Bernoulli r.v.’s independent of Θi,h such that P(ri,t = ±1) = 0.5.
Proof. Since proofs for the series (X1,t) and (X2,t) are almost the same, it suffices to see that for
(X1,t). In view of (3.15), we may write
X
(2)
1,h
= (Z21,1σ
2
1,1, Z
2
1,2σ
2
1,2, . . . , Z
2
1,hσ
2
1,h)
= (Z21,1Π
(1)
1
, . . . , Z21,hΠ
(1)
h
)σ21,0 + (Z
2
1,1R1,1, . . . , Z
2
1,hR1,h).
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We recall that Z2
1,t
and Π
(1)
t are independent and have moment of order α2 so that |Z1,t|(Π
(1)
t )
1/2 has
the 2α1th moment. Moreover, Dk = α01 + A2,kσ
2
2,k−1
in
R1,t =
t−1∑
i=1
A1,t · · ·A1,t+1−iDt−i + Dt
has moment of order α2 > α1 and Z
2
1,t and R1,t are independent. Therefore, Minkowski’s or triangle
inequality implies that |Z1,t|(R1,t)
1/2 has moment of 2α1. Hence
lim
x→∞
x2α1P(|X
(1)
1,h
− Y1,hσ1,0| > x) = 0
holds and an applying the multivariate Breiman’s lemma we conclude that X
(1)
1,h
and Y1,hσ1,0 have
the same tail behavior and are regularly varying with index 2α1. Now similarly as in the proof of
Lemma 3.3, as y → ∞
P(|X
(1)
1,h
| > xy, X
(1)
1,h
/|X
(1)
1,h
| ∈ ·)
P(|X
(1)
1,h
| > y)
∼
P(σ1,0|Y1,h| > xy, Y1,h/|Y1,h| ∈ ·)
P(σ1,0|Y1,h| > y)
∼ x−2α1
E|Y1,h|
2α1 1 (Y1,h/|Y1,h| ∈ ·)
E|Y1,h|2α1
∼ x−2α1P(Θ1,h ∈ ·).
Write
X1,h = (sign(Z1,1)|X1,1|, . . . , sign(Z1,h)|X1,h|),
then by symmetry of Z, the sequence (sign(Z1,t)) is independent of (|X1,t|). Hence by Proposition
5.13 of [18], X1,h is regularly varying with index 2α1 and the spectral measure is given by that of
(4.7). 
In the case α1 > α2 we are interested in the spectral process as done in Proposition 3.4. However,
we dare to use the spectral process by Wt = (W1,t,W2,t)
′ since this gives explicit expression and
since the original definition may yield only closed form representation as in [26].
Proposition 4.3. Assume that α1 > α2 and the conditions of Corollary 4.1 are satisfied. Let
h ≥ 0, then (Xt) is regularly varying with index 2α2 in the sense of (3.16). In particular, with
Wt = (σ
2
1,t, σ
2
2,t)
′, we have
P(x−1/2(X1, . . . ,Xh) ∈ · | |W0| > x)
w
→ P
(
V(diag(Π1Θ0))
1/2Z1, . . . , (diag(ΠhΘ0))
1/2Zh) ∈ ·
)
,(4.8)
where P(V > x) = x−2α2 for x > 1 and V is independent of (Θ0, (Π1, . . . ,Πh)) and (Z1, . . . ,Zh).
Proof. Write Σt = (diag(Wt))
1/2 so that Xt = ΣtZt. First we approximate Xt by Σ˜tZt where Σ˜t =
(diag(ΠtW0))
1/2. In view of (3.19) the triangle inequality yields
|(Σt − Σ˜t)Zt| ≤ |Rt|
1/2|Zt |.
Since |Rt|
1/2|Zt| has 2α2th moment, we have
lim
x→∞
x2α2P
(
|(Σ1Z1, . . . ,ΣhZh) − (Σ˜1Z1, . . . , Σ˜hZh)| > x
)
= 0,
which together with the Breiman’s lemma implies that (X1, . . . ,Xh) and (Σ˜1Z1, . . . , Σ˜hZh) have the
same tail behavior and are regularly varying with index 2α2. For (4.8) we recall from Proposition
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3.4 that P(x−1W0 ∈ · | |W0| > x)
w
→ P(V2Θ0 ∈ ·) with P(V
2 > x) = x−α2 , x > 1 and V2 and Θ0 are
independent. Due to the multivariate Breiman’s lemma,
P(x−1(Π1W0, . . . ,ΠhW0) ∈ · | |W0| > x)
w
→ P(V2(Π1, . . . ,Πh)Θ0 ∈ ·).
Finally, applying the continuous mapping theorem and another Breiman’s lemma, we obtain the
convergence of
P
(
x−1/2((diag(Π1W0))
1/2Z1, . . . , (diag(ΠhW0))
1/2Zh) ∈ · | |W0| > x
)
to the right hand side of (4.8). 
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