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ABSTRACT   
In the past few years, e-government has been a topic of much interest among those excited 
about the advent of Web technologies. Due to the growing demand for effective 
communication to facilitate real-time interaction between users and e-government 
applications, many governments are considering installing new tools by e-government 
portals to mitigate the problems associated with user – interface communication. Therefore, 
this study is to indicate the use of multimodal metaphors such as audio-visual avatars in e-
government interfaces; to increase the user performance of communications and to reduce 
information overload and lack of trust that is common with many e-government interfaces. 
However, only a minority of empirical studies has been focused on assessing the role of 
audio-visual metaphors in e-government. Therefore, the subject of this thesis’ investigation 
was the use of novel combinations of multimodal metaphors in the presentation of 
messaging content to produce an evaluation of these combinations’ effects on the users’ 
communication performance as well as the usability of e-government interfaces and 
perception of trust. The thesis outlines research comprising three experimental phases. An 
initial experiment was to explore and compare the usability of text in the presentation of the 
messaging content versus recorded speech and text with graphic metaphors. The second 
experimental was to investigate two different styles of incorporating initial avatars versus 
the auditory channel. The third experiment examined a novel approach around the use of 
speaking avatars with human-like facial expressions, obverse speaking avatars full body 
gestures during the presentation of the messaging content to compare the usability and 
communication performance as well as the perception of trust. The achieved results 
demonstrated the usefulness of the tested metaphors to enhance e-government usability, 
improve the performance of communication and increase users’ trust. A set of empirically 
derived ground-breaking guidelines for the design and use of these metaphors to generate 
more usable e-government interfaces was the overall provision of the results.   
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CHAPTER 1  
 
1.1  Introduction  
This chapter gives a brief summary of the experimental studies carried out in this research to 
explore the essence of different multimodal interaction metaphors on the usability, 
perception of trust and the performance of communication in e-government interfaces. The 
chapter also summarizes the main conclusions and short-feelings drawn from the obtained 
results.  
In modern times, rapid advancement in ICT has encouraged many governments to integrate 
new technology into their national economic development strategies. These developments 
opened the door widely to offer more opportunities to obtain knowledge in different 
disciplines through virtual communication (e-government). The successes of governments or 
organizations are determined by their ability to capture intelligence, transform it into a 
deployable form and distribute it rapidly among the users. Most user interfaces heavily use 
visual stimuli to communicate information and this could result in overloading users‘ visual 
channel [1, 2] and missing important information [3]. The reviewed literature demonstrated 
the significance of incorporating both visual and auditory metaphors to enhance Human-
Computer Interaction process. The inclusion of both visual and auditory metaphors in 
computer interfaces could contribute to enhancing the amount of information delivered by 
the particular sensory channel [4] and increasing the capacity of communicating information 
[5] addition to allowing different information to be conveyed using different interaction 
metaphors [6]. In e-government interfaces, multimodality has shown to be convenient in 
improving the users’ communication performance [7] and usability, and increase the trust 
between the user and the application [8]. Hence, the demands for further research to 
assimilate multimodal metaphors in e-government applications are even highlighted. 
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Communication through multimodal interaction may serve to ease a portion of the 
difficulties that e-governments often come across such as the lack of personal interaction.  
This thesis investigates the use of multimodal interaction metaphors to provide an audio-
visual presentation of the messaging information on e-government interfaces. While the 
main focus of the experimental work carried out within this investigation was on exploring 
the influence of non-speech sounds (auditory icons and earcons), speech sounds (recorded), 
alongside avatars as virtual communication with facial expressions and body gestures on the 
usability and communication performance and perception of trust in e-government portals. 
The main research question is whether or not; including these interaction metaphors can 
improve the ease of use and communication performance to increase users’ trust in                              
e-government interfaces. An additional question related to the contribution of each of these 
metaphors to the expected improvement. In addition, how would the users evaluate the use 
of these metaphors when incorporated into e-government interfaces? In the end, does it 
constitute a difference between avatar facial expressions and avatar full body motion in these 
interfaces? What follows is the explanation of the purposes and targets of this thesis, as well 
as the overall hypothesis, including the method used to accomplish the objectives. The 
concluding element of this chapter contributes towards the thesis and succinctly outlines its 
structure.   
1.2 Aims and Objectives  
In general, this research aims to look into multimodal interaction metaphors and its effect on 
the usability and communication performance and perception of trust in term of efficiency, 
effectiveness, communication performance, user satisfaction and perception of trust of a 
multimodal in e-government interface, as opposed to a typical text based interface. To build 
a host of empirically derived guidelines, to assist in the conception and implementation of 
multimodal e-government interfaces. The objectives of this research:   
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 To design a condition based on the delivery of the message in the e-government 
interfaces to identify the most ease of use. 
 To identify the effects of multimodal in e-government interfaces using the 
experimental conditions evaluated by six groups of users.  
 To measure the efficiency of the conditions by recording the time users spent in 
completing the required tasks.  
 To test the effectiveness and the communication performance of the conditions by 
calculating the percentage of message tasks correctly completed by the users.  
 To evaluate user satisfaction and trust by rating various aspects of the conditions 
tested. 
1.3 Overall Hypothesis  
This research formulated hypothesis to be examined as follows: In comparison with the 
usage of text with graph and by the addition, auditory to text in multimodal-based 
government interface as audio channel and avatar as a visual-audio channel to send 
messages. It is hypothesised that the role of multimodal interaction metaphors will 
undoubtedly play a pivotal role in enhancing the usability (with regards to its efficiency, 
effectiveness, user satisfaction and user trust) and develop user‘s communication 
performance in e-government interfaces.  
1.4 Research Method  
The research included a literature survey, an initial experimental study and two further 
experiments. Experimental observations and questionnaires formed the basis of the data 
aggregation operation. Experimental observations assisted in collecting the data linked to 
efficiency, effectiveness and communication performance. However, questionnaires were 
applied to acquire data linked to users’ satisfaction and users’ trust and ratings.  
The literature survey method was based on: 
1. Identifying the main researchers in the area and their work. 
2. Identify experiments that are related or linked in this investigation. 
3. Critically assessing this body of literature. 
4. Identifying the main gaps in the literature that were used as a basis for this 
investigation. 
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5. The factor that we shall investigate in this study shall be different so as to shed light 
on human interaction from a new angle. The lack of interaction with humans may 
feel due to the absence of physical interaction with other people.   
Overall experiments conducted in this research, participating users were of different ages, 
backgrounds and gender. Also, they were employees working at the e-government 
departments in kingdom of Saudi Arabia and undergraduates and postgraduates at the 
University of De Montfort.  
For the statistical analysis, the nonparametric Kolmogorov-Smirnov test has been used to 
test the normal distribution of the results obtained in terms of the tasks attempted and 
answering time, mouse click, correctly entered task and the satisfaction. If normal 
distribution was found to be the scope of the data, then the evaluation of the significance of 
the difference between the two groups in regard to each of these parameters would be 
underpinned through the use of an independent t-test. The pertinence of this statistical test is 
apparent when two varying experimental conditions are tested by two independent groups of 
users.  
1.5 Significance of the Research 
This research considers the enhanced usability and acceptance of e-government in evolving 
countries in terms of communication performance, users‘ satisfaction and increase users’ 
trust. It is undoubtedly a topic for not only researchers, but also professionals, decision 
makers and policy shapers in developing countries.  The determinations and results of this 
survey will be valuable for leaders at both the organisational and national level; to facilitate 
them in making decisions which are correct, thereby enhancing their environments and 
developing the public sector in the modification process.  
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1.6 Modelling Framework of Multimodal Messaging in HCI 
To explain the message model of multimodal user interface, we need a vocabulary of 
modelling primitives. So, we defined the metamodel where we formally described basic 
concepts of multimodal interaction [9]. The primary concept of our metamodel is a HCI 
modality, which we describe as a form of interaction designed to engage some of human 
capabilities, e.g. to produce some effects on users through the process of sending and 
receiving the message as a solution for the development of communication systems.  
 
Figure ‎1-1 Simplified modelling framework of multimodal messaging in HCI 
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Figure ‎1-1 shows simplified description of HCI messaging modalities. This model is based 
on the composite software designed pattern. HCI modality can be simple or complex via the 
process of sending and receiving the message. A complex HCI modality integrates other 
modalities to create simultaneous use of them, while a simple modality represents a 
primitive form of interaction. We defined input and output types of simple HCI modality, 
using the computer as a reference point.  
An input modality for message requires some user devices to transfer human output into a 
form suitable for computer processing. Input modalities are classified into event message-
based and streaming message-based classes. Event message-based input modalities produce 
discrete events in reaction to user actions. For example, user input via a keyboard or mouse 
represent the event message-based input style. Streaming message-based modalities sample 
input signals with some resolution and frequency, producing the time-stamped array of 
sampled values. For example, a computer detects the user's voice or psychological signals 
such as avatar by sampling input signals with sensors such as a microphone or electrode. 
Sampled values can be used directly by the application. For example, speech and 
handwriting recognition conditions generate tokens, based on complex analysis of sampled 
data. Therefore, we introduced a special class of streaming modality, a recall-recognition 
modality, which adds additional processing over streaming data, searching for patterns. All 
recall-recognition based modalities introduce some recognition error. Output modality 
presents data to the user, and this presentation can be visual or visual-audio. Some 
modalities are inherently visual such as text and graph or visual-audio, such as speech or 
avatar represents animation of visual-audio pictures. To indicate what kind of human 
processing is necessary to produce aimed message presentation effect. 
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1.7 Contribution to Knowledge 
This study produces a novel thinking in establishing relationships and communication, 
namely e-government and the multimodal Human-Computer Interaction. The research 
makes a significant contribution to the literature of e-government, specifically in detailing 
the method in which knowledge is connected to the user, and presents a cutting edge 
application field of multimodal metaphors. It is possible to summarise these contributions in 
the following points:   
 Offering thesis a novel approach for the investigation and methodology employed in 
terms of combining multimodal metaphors to communicate messaging information 
in e-government interfaces. Three experimental studies were carried out to assess 
different blends of multimodal metaphors when incorporated in e-government 
interfaces. The achieved results appeared that the practice of these metaphors could 
play a pivotal role in the enhancement of the usability as well as in supporting users 
to attain well communication performance. It can be said, the hypothesis contributes 
to multimodal e-government by feeding different combinations of multimodal 
interaction metaphors that could be used in e-government interfaces to enhance 
usability and caller performance. These combinations include: a facially expressive 
avatar, complete with earcons and recorded speech, as well as a facially expressive 
avatar with auditory icons, graphics, earcons and recorded speech as well as full 
body gestures.    
 
 The investigating users‘ evaluation when used by avatars of facial expressions and 
full body gesture in interactive e-government context, and suggests the adoption of 
specific expressions and gestures because of the positive effects on ease of use or on 
the usability of e-government interfaces particularly in terms of enhancing 
communication performance and users‘ satisfaction and increase users’ trust.    
 
 Additionally, this thesis seeks to add considerably to the vast existing knowledge 
and practice of e-government as found in the Arab region by focussing on not only 
technical, but also organisational and environmental elements. It surveyed the 
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literature in e-government experiences globally in order to grasp both the drivers as 
well as the specific features that may limit the acceptance of e-government in the 
Saudi Arabian kingdom. The study proposed to adopt a framework which is 
believed to aid Saudi Arabia, including its neighbouring countries within a similar 
context, facilitating for them the decision-making process, specifically in planning 
as well as implementing e-government effectively. 
 
 To conclude, the thesis recommends a host of innovative guidelines which have 
been derived empirically for the sole purpose of designing more usable multimodal 
e-government interfaces.  Interfaces those are capable of offering the most suitable 
communication medium for the users depending on the type of content being 
communicated.   
 
Based on this idea, an organisation is developed under the name Khadeem.  
Khadeem is a premium quality service tailored to address the communication needs 
for both the public and private sector across the world.  The philosophy of Khadeem 
is to serve as a global solution for governments and businesses, helping to improve 
their communication using a multimodal system.  This will in turn enable a new way 
of interaction, and help build trust and customer satisfaction.  
 
Figure ‎1-2 Khadeem logo 
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Figure ‎1-3 Khadeem platform    
Offering next generation of customer experience strategies, this platform combines the 
world class communication technology. Success of an organisation is determined by its 
ability to capture intelligence, transform it into a deployable form and the ability to distribute 
it rapidly among users. 
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This product is used to help customers to take control of web and mobile channels, improves 
customer experience and transforms their organization.  
 
 
Figure ‎1-4 Khadeem App. 
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1.8 Thesis Outline  
The thesis is organised into five chapters along with a series of appendices. This is inclusive 
of various sections describing these chapters.  
Chapter 1: Introduction – Refers to the general background of the research and work 
undertaken in terms of the aims, objectives and the procedure surveyed in this thesis. 
Furthermore, it outlines the construction of the thesis, its significance and its contributing 
factors to the study area in multimodal e-government interfaces.    
Chapter 2 
Literature Review 
E-government, Trust and Communication, Multimodal Interactions 
Chapter 3 
 
Investigation into the Use of Multimodal E-government Interfaces  
Experiment Phase I  
A two-group study (n = 30) TOEGP vs. MMEGP 
 
Experiment Phase II 
A two group (n=30)  NMEGP vs. AVEGP 
 
 (Communication Performance), Efficiency, Effectiveness and User Satisfaction 
 
Chapter 4 
 
Experiment Phase III  
Investigating the Role of full body Avatars in Multimodal E-government Interfaces  A two group study            
(n = 30)  VMFE vs. VMBG     
Efficiency, Effectiveness (Communication Performance), User Satisfaction, User Trust 
Chapter 5 
Conclusions and Empirical Guidelines  
A summary of conclusions drawn and guidelines which have been empirically derived for the sole use of 
multimodal metaphors in e-government interfaces   
 
Table ‎1-1: The outline of the methodology followed in this research study 
Guidelines are described and summarized in all chapter Table  1-1 shows an illustrative 
summary of the methodology used to conduct this research study. 
12 
 
 
Chapter 2: Literature Review – This is largely a review of previous studies relative to 
multimodal e-government and separated into three primary parts; e-government, trust and 
communication, multimodal. The first part presents introductory information concerning              
e-government descriptions, profits, challenges and principles underlying e-government 
work. It also provides an insight into the main components of e-government environments 
and the technologies involved in the e-government process. The second part the types of 
communication and human trust importance in the government process. The last part 
provides the basic concepts of multimodal metaphors utilized in this research, namely, visual 
metaphors, speech and non-speech sounds in addition to avatars, covering previous research 
studies in order to shed light on the significance of these metaphors in enhancing the user to 
computer interaction in a variety of problem domains. 
Chapter 3: Multimodal E-government Interfaces– This chapter consists of a report on 
experiments conducted to investigate the usability and communication performance of 
multimodal e-interfaces. It was performed empirically through the determination of two 
independent sets of users to prove two very different conditions of the experimental                      
e-government condition: text with graph only TOEGP and multimodal MMEGP. The second 
experiment was conducted to investigate and compare the usability and communication 
performance of two different styles for incorporating initial avatars AVEGP whereas the 
NMEGP as virtual communication in e-government interfaces.  
Chapter 4: Experimental Phase III: Investigating the Role of full body Avatars in 
Multimodal E-government Interfaces – The 5th chapter evaluates the influence of VMFE 
speak avatars with human-like facial expressions with three levels, whereas the VMBG 
interface was based on speaking avatars with human-like full body gestures when were used. 
Which is the better comparison among them in delivering the message? In addition to 
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efficiency, effectiveness, communication performance and user satisfaction and user trust of 
the added full body gestures and messages to indicate the key features of the messaging 
content presented by the virtual communication with full body animation. 
Chapter 5: Conclusions and Empirically Derived Guidelines – The final chapter provides 
a summarised account of empirical studies carried out in this research, procedures leading to 
conclusions and limitations that were drawn from the achieved results, and suggests a range 
of guidelines that might be employed in the actual design of multimodal e-government 
interfaces to enhance its usability and communication performance and increase trust.    
Appendix: Includes the questionnaire used during the all experiments and analysis of the 
experimental e-government interfaces used in the three experiments conducted in this 
research.
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CHAPTER 2 LITERATURE REVIEW:                            
E-GOVERNMENT AND MULTIMODALITY  
 
2.1  Introduction  
This chapter shall attempt to evaluate and closely analyse not only the theoretical, but also 
the practical aspects of research conducted in this thesis. More particularly, these chapters’ 
three main constituent divisions are: E-government, trust and communication and 
multimodality. The first section initially serves to provide introductory information about       
e-government definitions, benefits, challenges and the principles underlying e-government 
work. After which, it further goes on to deliver an insight into the main components of          
e-government environments and the technologies involved in the e-government process. The 
second part outlines the different types of communication and human trust importance in the 
government process. The last part provides the basic concept of multimodal metaphors 
utilized in this research, namely, visual metaphors, speech and non-speech sounds in 
addition to avatars, covering previous research studies in order to shed light on the 
significance of these metaphors in enhancing the user to computer interaction in a variety of 
problem domains. However the final section is not constrained to just the basic concept 
mentioned above, but moreover continues on to supplement these basic concepts with the 
use of multimodal interaction metaphors in e-government interfaces, and on the research 
studies, which highlight the usability enhancement due to the utilization of multimodality in              
e-government. 
2.2  E-government   
E-government is a combination of information communication technologies (ICT) that 
interact with each other to enhance the delivery of service to the user. E-government 
attempts to make use of the full spectrum of technologies including networks, devices and 
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application to ultimately aid in their aim of improving the interactions between citizen and 
government and empowering via the enablement of efficient access to information, or more 
efficient government management. Benefits achieved as a result of this include business 
development and an industry with increased trust and transparency, less corruption, greater 
convenience, revenue growth, and cost reductions.   
In addition thereto, the interaction between government and its citizens can be of any form, 
including but not exclusive to obtaining information, communicating, or making payments 
via the World Wide Web [10]. Before designing such system we have to consider many 
implication factors that are associated with implementing and designing e-government, again 
including but not exclusive to disintermediation of the central government and its respective 
citizens, impacts of factors of an economic, social, and political nature, vulnerability to 
cyber-attacks, and disruptions to the present circumstances in these areas [11]. An effective 
system can be implemented and produced entirely by understanding the function of 
government websites, expectations of the  users' under the citizen-centric approach, and the 
roadblocks that might hinder these Web sites from providing the desired services through the 
Internet. An effective system has the potential to overcome challenges faced by the public 
sector [12]. Nevertheless, there are several developing countries whose e-government 
objectives are not fulfilled, due to the insufficient development of the e-government [13]. It 
is possible to make E-Government services more user-friendly through the involvement of 
prospective users in the requirements engineering stage. These prospective users, after 
trailing the e-government service, are able to act as a focus group to relay positive criticism 
back to the designers [14].  However, in contrast to many of the developed countries whose 
economy is flourishing off of the advancement in ICT, there are many other undeveloped 
countries where ICT still has very little or no impact on the lives of the inhabitants there. 
This great inequality in the impact of ICT around the world today is representative of the 
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uneven progression of economic development. Additionally, it highlights the important role 
of government in the age of information [15]. 
In developed economies, there has been heavy pressure on the public sector to improve 
transparency in administrative procedures as well as decision making processes, in an 
attempt to ease the mind of the consumers and to bring the public in the loop regarding the 
way in which these systems operate. The public sector has also been under pressure to 
develop the efficiency of its services to both citizens and business enterprises. Given the 
limited capabilities and skills for the successful implementation of e-government, some 
economies are likely to adopt the experiences and theories of their counterparts in the 
developed world. However, when considering capabilities, there are substantial differences 
between both economies, as evident in their histories, cultures, technological infrastructures, 
and people including government employees, citizens and technical manpower [16]. 
2.2.1 E-government benefits  
The user and the government are able to save both time and money, and strengthen the level 
of reliability of the citizen in government schemes if a government implements an                         
e-government portal. A study of the impact that e-government has on competitiveness, 
growth, including jobs, has concluded that e-government provided both users as well as 
government agencies with at least seven tangible benefits [17]. 
 Improved quality of information provision 
 Reduced work-process time 
 Fewer administrative burdens 
 Reduced operational costs 
 An improved service level 
 Increased work efficiencies 
 Increasing loyalty and customer satisfaction 
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The government, gives rise to a "virtual office" available to everyone, 24 hours / 7 days a 
week. The interaction of this sort strengthens the public sector, creating a seamless 
relationship between the government and its citizens. The provision of online services 
greatly benefits the government as well as those who it engages in interaction with. This 
allows effective saving of not only operational, but also administrative costs. An e-
government undoubtedly possesses the capacity for system integration to assist its citizens, 
as well as private and public institutions and potentially international organizations. It is 
possible for an interrelationship model to engage in interaction with external private or 
public organizations, with a view make processes automated, thereby assisting in the 
establishment of effective communication as well as mutual collaboration. There are various 
types of e-government, including: 
1. Government to Citizens (G2C): This relationship provides citizens access to government 
services quickly and without much difficulty [18]. 
2. Government to Business (G2B): This allows businesses to interact with the government, 
thereby simplifying processes and reducing costs [19]. 
3. Government to Government (G2G): This caters to intra-governmental relationships – 
exemplified by the relationship between national, regional and local governmental 
organizations, or indeed with other foreign government organizations [18]. Communication 
via online conditions and cooperation facilitates governmental agencies and departments in 
sharing databases, resources, skills and capabilities, which ultimately enhances both the 
efficiency as well as the affectivity of processes [19].  
4. Government to Employees (G2E): This refers to the interaction between a government 
and its employees. It is possible for employees to access specific information, explore any 
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training and e-learning offers available, and access other tools which may be of assistance to 
them in successfully conducting the responsibilities associated with their jobs [20].  
2.2.2 E-government challenges  
E-government systems are able to bring a multitude of different benefits to the government 
as governments are determined to provide e-government solutions and online products and 
services to all the citizens of their respective countries. What is apparent is that there has 
been a shift in the conventional methodology of public service delivery which will only 
increase with time, from a face-to-face and the telephone approach to communicating 
through the means of e-communication. However, it should be noted that not all the citizens 
are utilising these changes and therefore it is possible to suffer losses which are not only 
economic, but of an even greater impact [21]. Because the nature of the system in handling 
highly sensitive, confidential data, it is possible that national interests could be serious and 
adversely affected if the system happens to suffer from some illegitimate modification or 
from a failure of availability [22]. In addition, it was understood that concerning the quality, 
the local authority websites are deficient and do not contain useful and relevant information 
for the users. However, it is difficult to access this information, primarily due to the majority 
of the population lacking the skills or knowledge to effectively utilise computers or the 
internet [21].    
A large proportion of the written literature based on human interaction tackles human 
interaction from an information system design angle or rather more specifically, in a way 
that associates it to design improvement. The factors that we shall investigate in this chapter 
shall be different so as to shed light on human interaction from a new angle in the present 
study. The lack of interaction with humans or the anxiety people may feel due to the absence 
of physical interaction with other people when fully moving communication and interaction 
with virtual world was the main factor [23]. Involvement of Technology has significantly 
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contributed to the growth in human interaction by creating a gateway that goes beyond the 
physical boundaries. Nevertheless, some governments still exercise restraint and resist this 
kind of interaction for a number of reasons. Technology can serve either to group us together 
or to separate us as it can also increase citizen involvement in governmental affairs, 
dependent on how it is implemented [24]. E-government interaction is the type of interaction 
that occurs between two or more people via the channel of a computer network [24]. 
Chadhar and Rahmati suggest that one of the factors that influence Communication between 
Governments to Citizens (CG2C) is national culture. In individualist cultures, CG2C is more 
successful. On the other hand, technology such as CG2C is less likely to be used in 
collectivist cultures [25]. In face-to-face interaction, Loch et al. has investigated the role that 
social norms and technological enculturation on diffusing the Internet in the Arab world. 
The difference that differentiates their study from the previous studies is that they are 
studying “face-to-face versus electronic meeting”. Their aim was narrowing down the 
general concept of social norms that measure culture-specific beliefs. According to their 
study, “social norms are typically defined as social pressure on an individual to perform, or 
not to perform, some behavior. The closer the affinity of the individuals with their reference 
group, the more likely the individuals are to perform according to reference group 
expectations” [26].  
Levinson identified very little empirical information on the “universal properties of 
interaction”. Levinson increases, the argument that popular means of human interaction like 
language and face-to-face interaction with different cultures are undertaken differently [27]. 
People of some cultures like to be physically in contact with each other and try to avoid any 
communication method that prevents them from such contact; whereas in some 
individualistic cultures that may not be so. In the context of this study, it has been identified 
that Saudi Arabia (a country with a more collectivist culture), belongs to the category where 
people prefer the physical interactions [23].  
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Decision making in government processes needs to have employees in the back-office for 
making decisions. These kinds of decisions that are left to people in the back office are 
usually systematic because they manage with what is provided in the system. Due to the fact 
that these employees are not directly interacting with the citizens they are unaware of any 
specific reasons for failing to provide the complete requirements. Even when human 
involvement is required in decisions, the communication nature (via e-services rather than 
face to face) may result in less empathic decision-making by those back-office employees 
responsible for making the decision. The presence of both Arabic and Islamic traditions, 
which form the main foundations of the culture in Saudi Arabia, underlines the importance 
of empathy consideration when engaging and interacting with others. Electronic service 
usage in general could therefore reduce or even disallow such considerations altogether [23].  
Therefore, we see that these studies confirm that there are limitations or challenges not 
driven out so far. These limitations and challenges that could have been driven out in terms 
of communication or contact by e-government portals weren’t because of the lack of both 
availability and use of tools such as emails telegram or fax. This is due to the main form of 
communication being through the use of text only which further augments the problem faced 
in the process of expression. This reinforces the need for the development of tools such as 
emails, telegrams and fax through the science of Human computer interaction in order for 
these tools to play their crucial role in the delivery of the message which in turn should 
successfully address the issues faced by the user under the current regulations. 
Understanding your users’ has become a top priority for most organizations as they come to 
the realization that the more you know about them, the more successfully you can cater to 
their requirements. This study believes that technology is significantly shifting the nature of 
competition. Information technology has observed dramatic changes in the recent past. It is 
imperative for organisations possess the ability to effectively and efficiently access and use 
information, and this has become a fundamental source of competitive advantage. The 
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organisation’s success is determined by its ability to identify and capture intelligence, 
manipulating it into a deployable form as well as the ability to distribute it rapidly amongst 
the users.  
2.2.3 The State of e-government in Saudi Arabia 
To anticipate the enormous benefits of the concepts in e-government to the national 
economy, the KSA government places great importance on the transformation of                          
e-Government. Realizing that it is crucial to cooperate and liaise interdepartmentally in order 
to develop into the information society and achieve established objectives, MCIT, in 
collaboration with the Ministry of Finance, Communication and Information Technology 
Commission, established the renown e-Government Program (YESSER) in 1426 H (2005G). 
One of Saudi Arabia's e-government solutions are called "YESSER". As the government of 
Saudi Arabia began to realise the importance of e-government; they started to learn from the 
experiences of other country projects [28]. To continue to be a World Trade Organization 
(WTO) member; it has to fulfil certain conditions. One of the conditions which the Saudi 
government must work on is e-government. In the “UN E-Government Readiness Report 
2005”, Saudi Arabia was ranked 80th. From that point onward, Saudi Arabia initiated the 
development of its services offered through alternate Saudi Ministries such as the Hajj 
Ministry which was responsible for facilitating the applications developed for both Hajj and 
Omra, while working hard to also attain the benefits available from the technological 
innovations of recent years. As a result, Saudi Arabia surged from 85
th
 in the 2010 UN report 
to 41
st
 in 2012 [29]. Some critics argue that the concept of e-government is not feasible. 
Some stress that online transaction systems are rarely used and that the advantages of                   
e-government are limited to businesses rather than citizens. Furthermore, the extensive 
amount of money associated with implementation is also a criticising factor. All these 
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factors and others negatively impact the perception of this tool. This will narrow our focus to 
the issues relating in particular to the kingdom of Saudi Arabia and its culture [28].  
2.3 Communication 
Communication is the process of conveying information through the exchange of thoughts, 
messages, or information, through speech, visuals, signals, writing, or behaviour [30]. It is 
the meaningful exchange of information between two or more people. Communication is 
just like any other sign-mediated interaction that follows combinatorial, context-specific and 
content-coherent rules. Communicative competence describes the capability to install inter 
subjective interactions, thereby identifying itself as an essential social interaction [31]. As 
illustrated in Figure  2-11the communication process requires a sender, a message, and a 
recipient, although there isn’t a need for the receiver to be present or indeed aware of the 
sender's intent to communicate at the immediate time of communication. Thus it is possible 
for communication to take place across vast distances in time and space. It requires that the 
participating parties share an area of communicative commonality. The communication 
process is identified as complete once the receiver has fully understood the message which 
was sent by the sender [32].  
 
Figure  2-1: Communication process 
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While there are several different aspects unique to each of the different verbal 
communication methods, there are many general qualities of efficient presentations that are 
common to all. For example, good body language is an essential element necessary for 
clarifying and reaffirming the message that the sender/encoder is trying to get across to their 
audience. Eye contact, passionate gestures, smiling regularly, and nodding your head every 
now and then while you’re engaging your audience all communicate confidence and passion 
and reassures the audience that the sender of the message is relatively experienced in the 
concept being communicated. An effective example to follow on how and where to position 
yourself during a presentation would be, as demonstrated in the “weather reporter” design. 
The weather reporter design requires ranking alongside the product of interest, bringing 
attention to the applicable party, and experiencing your audience while covering the 
specifics of your presentation [33]. 
 
Figure‎‎2-2: Type of communication in the life [35] 
 
2.3.1 Verbal communication 
Verbal communication or verbal language is one of the most natural forms of human-human 
interaction. And it has been used in many virtual systems [34]. Verbal behavior usually 
consists of speech and usually accompanied by an intricate mix of non-verbal 
communication such as gestures and facial expression [35]. However speech recognition 
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accuracy is likely to be affected by background noise, human accents and the performance of 
the device trying to recognize speech. Learning and interpreting the subtle rules of syntax 
and grammar in speech is also a difficult task. These negative factors collectively limit the 
practical use of verbal language in e-government [34].  
2.3.2 Nonverbal communication 
Nonverbal communication refers to any communication which does not involve speech or 
words. It is a wordless message received through the medium of elements such as gestures, 
signs, symbols, body movements, facial expressions, colour, time, space, style of writing and 
choice of words. Non-verbal communication tends to accompany verbal communication 
[36]. In addition, non-verbal communication constitutes nearly two-thirds of all 
communication between people. Thus, non-verbal language must be considered as another 
factor of human-human communication which would enhance the effectiveness and the 
interactive performance of human-virtual communication if it was to be employed in an e-
government system. However, to the best of our knowledge, very few works pay attention to 
this topic in the virtual reality community [34].        
Generally, non-verbal communication accompanies verbal communication because it is a 
way of making communication more effective. The role of the non-verbal aspects of 
communication is very important as it exhibits an individual’s characteristic of personality. 
A person who has a neat and tidy appearance, uses the tone of their voice appropriately to 
deliver their message while exhibiting positive body language and enthusiasm, is a lot more 
likely to leave a positive impression on their audience relative to their opposite counterparts. 
While communicating one has to keep in mind the importance of time, space, voice 
modulation and the objects he/she is using [36]. In addition Mehrabian suggests that 
whenever we communicate 7% of the message is translated through words that are spoken. 
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38% of the communication are in the tonality (how the words are said) and 55% of the 
communication are in the physiology or body language of the communicator [37].  
 
 
 Figure‎‎2-3:‎Communication theory model [37]  
 
2.3.3 Saudi Arabia Communications  
Saudi Arabia’s telecommunications market is undoubtedly expanding at a remarkable rate. 
Services are constantly being extended to accommodate for the growing market. The 
Ministry of Telecommunications and Information Technology is responsible for overseeing 
all modern communications technologies in the Kingdom. Lately, there has been a 
significant increase in the demand for broadband services, due to the society's needs, 
particularly after the government provided high levels of support for the high tech projects 
requiring digital infrastructure of a high standard. Additionally, e-government transactions 
now form the basis of many government services. As society’s use of the internet is 
widespread and ever-growing, this is a significant contributing factor to the continuous 
growth in demand for broadband. Due to many different factors such as the internet has 
become the major source of hundreds of thousands of applications including social 
networking, business, government applications and more. Providers are currently providing 
communication services through both fixed and mobile networks [38].  
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Figure‎‎2-4:‎Internet Market Evolution (2001 – Q1 2013) in Saudi Arabia [38] 
The estimated number of avid users of the internet in the kingdom of Saudi Arabia was 16.2 
million at the end of Q1 of 2013, with a 55% population penetration. It is anticipated that the 
demand for Internet services will significantly increase over the next few years due to the 
wider availability of fibre-optic networks (FTTx) at extraordinarily high speeds, which were 
initially just available in the expanding large cities. 
Therefore, it is imperative to adopt good communication because it can assist in 
understanding what another person is saying and helps the receiver of your message 
understand what you’re saying clearly. It also allows them to express their own needs and 
concerns. When you are far away, it is often the case that there will be many things which 
require discussion. Some of these discussions, especially in Saudi Arabia, may be difficult 
and emotional due to the nature and cultural background of the inhabitants. 
Effective communication is crucial in various circles of life. It helps to avoid any 
misunderstandings and it allows you to reach a more well-informed conclusion of what other 
people are thinking. Effective communication allows you to connect with people which in 
turn help to fulfil the human need for socialising. Communication ultimately helps you to get 
what you want through appropriate expression. 
27 
 
2.4 Trust   
Trust played a pivotal role in social interaction. It is commonly understood that every aspect 
surrounding a person’s life is based upon trust. Therefore; trust is undoubtedly a very rich 
concept, encasing a wide range of relationships; drawing together a variety of objects [39]. 
Trust is intimately linked to risk and expectations as it is used as a substitute for risk, but it 
also creates risk for the trustor [40]. As Baier states “Trust involves the belief that others 
will, so far as they can look after our interests, that they will not take advantage or harm us. 
Therefore, trust involves personal vulnerability caused by uncertainty about the future 
behavior of others, we cannot be sure, but we believe that they will be benign, or at least not 
malignant, and act accordingly in a way which may possibly put us at risk” [41].  Extensive 
studies have been carried out on the various concepts of trust in many disciplines, pre-dating 
the appearance of Internet or e-Government, but of course, each field has its own individual 
understanding. In general, researchers experience great difficulty in identifying a suitable 
definition of this concept. It is therefore commonly defined in a particular context [42]. 
Grandison and Sloman report that the reasons for the presence of a range of literature-based 
definitions of trust are twofold: 
 Firstly, it should be identified that trust is undoubtedly an abstract concept, which is 
often found in place of interrelated concepts, including but not limited to, safety, 
reliability and certainty. Therefore, the ability to define the term clearly as well as 
identification of the distinction between the term and its related concepts have to 
date proved to be quite challenging for many researchers [43].   
 Secondly, trust is a undoubtedly a multi-facet psychological concept, including, but 
not limited to, cognitive, emotional and behavioral dimensions [44].  
In order to present a reference point for understanding trust, this study presents some general 
definitions from existing research [45].     
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Trusting in an event to occur, if an expectation in its occurrence is established, and it is 
observed to follow through to a resultant behavior which is perceived to possess superior 
negative motivational consequences if there is a lack of confirmation of the expectation 
itself, as opposed to the positive motivational consequences released upon confirmation [46]. 
A belief held, either by an individual or by a group that the verbal promise, words or written 
statement of another individual or group can be relied upon [47]. It has its place in a social 
system, so long as the constituents of that system are acting in accordance with it, and are 
confident in the anticipated futures established with each other being present or indeed their 
representations symbolically [48]. The willingness of parties to partake in being vulnerable 
to the implicit actions of a third party based on anticipating the performance of a particular 
action which is deemed to be important to the trustor, regardless of any need or ability to 
possess control over the other party [49]. Trust can be understood as an emotional state 
which is represented by the presence of an intention to accept being vulnerable based upon 
expectations of a positive nature pertaining to the behavior or intentions of another [50]. It is 
the well-founded belief in an entity’s ability to demonstrate actions of a dependable, secure, 
and reliable nature within a context that has been pre-specified [43]. It is identified as an 
expectation of a subjective nature that an agent may hold of the future behavior pertaining to 
another party founded upon the past records of their previous encounters [51].    
To put forth an example, if party A trusts party B for a service X, trust is the measurable 
belief of A in that B will behave dependably for a specified period within a specified context 
(with regard to service X) [52].   
Due to the complexity of the concept, trust has been a source of attraction and considerable 
attention from a significant range of different perspectives, inclusive of: 
 The economical approach; this is where the emphasis is centered on the actor’s 
reputation as well as their transaction effects [53]. 
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 The managerial approach whereby the focal point is on consumer persuasion 
strategies accompanied by building of trust [54]. 
 The human computer interaction approach, this is where the key focal point is 
directed towards the relationship between user interface engineering, as well as the 
usability of a system and the reactions of its users [55, 56]. 
 The sociological approach, this is where trust has been historically studied 
rigorously as both an interpersonal as well as a group phenomenon [57, 58]. 
 The technological approach, whereby the central focus is on adopting new 
technologies [59, 60].  
2.4.1 E-government - Trust Perspective  
Modern activities in governmental institutions could act not only as an important tool for 
radical institutional reform in both the private and the public sectors, but also for much 
greater efficiency in the provision of public sector services, if of course, it is implemented 
efficiently [61]. Therefore, it is apparent that around the world, governments have been 
working tirelessly to identify and capture the massive potential of information and 
communication technologies with the aim of simplifying and developing government 
processes. E-government, e-democracy and e-administration have undoubtedly become main 
subjects in developing the delivery of many public sector services [62]. The World Bank 
[45] defines e-Government as “the use by government agencies of information technologies 
(such as Wide Area Networks, the Internet, and mobile computing) that have the ability to 
transform relations with citizens, businesses, and other arms of government. These 
technologies can serve a variety of different ends: better delivery of government services to 
citizens, improved interactions with business and industry, citizen empowerment through 
access to information, or more efficient government management. The resulting benefits can 
be less corruption, increased transparency, greater convenience, revenue growth, and/or 
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cost reductions”. Information and communication technology usage on a large scale has its 
advantages, but also causes certain challenges [63]. It is identifiable that to a great extent, 
efforts are dependent upon how well the citizens, i.e. the targeted users of such services, 
make use of them. A recognisable level of transparency is introduced through                                
e-government, as well as a good scope to identify and develop a range of innovative ways of 
delivering services, despite the fact that some people still remain suspicious of government 
usage of IT. Wauters and Lorincz [64] expressed in a study conducted by themselves, that 
only a mere 124 million Europeans engage with e-Government provisions, and over 86 
million of Europeans who are recorded as frequent users of the internet, do not partake in or 
make use of e-Government services. Ergo, these figures alone are suggestive of the fact that 
citizens who are not avid users of e-government are bound to have non-favourable attitudes 
towards using electronic services in relation with the governmental agencies. This change 
any statistical inferences made in relation to the use of e-government and its variability. 
Gatautis [65] identified that the efficient use of ICT is only realisable upon the presence of 
trust. Enhancement remains challenging in forming policy, especially considering that we 
are in a time when businesses and citizens are expectant of the higher levels of 
responsiveness and advanced features in government services, as well as administrative 
procedures which are streamlined in nature and a government that takes into account their 
knowledge and views when making decisions which affect the public. It is imperative to 
understand the characteristics of citizens before developing an effective e-Government 
strategy. 
The trust associated with E-government trust is undoubtedly an abstract concept which 
forms the underlying basis of a complex assortment of relationships. Therefore; it is crucial 
that quantifying methods used in measuring trust in e-government should be reflective of 
this abstract nature. 
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There are two dimensions as it pertains to citizen trust associated with the usage of                      
e-government systems; one is the trust displayed by citizens of the government itself; and 
the second is the trust of the Internet. Prior to trusting the e-government enterprises, it is 
important for citizens to have a firm belief in the competence of government and its 
resourcefulness in possessing not only the managerial, but also the technical resources 
necessary to implement and secure these systems. Citizens should intend to ‘engage in                   
e-government’- a notion which incorporates the intentions not only to be recipient of 
information, but also to provide information through the use of on-line channels [66].   
Confidence of citizens is defined as the ability of an agency in its capacity to provide online 
services and is vital for the widespread adoption of the various e-government initiatives. If 
citizens express a despondent trust in the ability of government to successfully implement                  
e-government initiative, as well as deficient trust in internet usage, this will result in a 
condition whereby the citizens become adversaries to both government and technology [67]. 
The lack of trust as prevalent in both dimensions will undoubtedly lead to unfavourable 
outcomes in relation to the extent to which e-Government initiatives are accepted. It would 
therefore be disadvantageous and unfavourable for the successful implementation or, by 
extension, the underlying success of the various e-Government programs. 
In cases where a government trust is limited, which contrasts with a high level of developed 
trust in the Internet, citizens may utilise technology as a tool in competing against the 
government [68]. E-Government implementation of services in such situations will lead to 
unpredictable and sporadic results. In such a scenario, the citizens will view the                            
e-government initiatives with suspicion and cynicism. 
Whereas, a high level of trust in the government, but a low level of trust on the Internet may 
result in a scenario where the citizens will endeavor to cooperate with the government 
efforts but the lack of their trust in technology will undoubtedly inhibit this cooperation. 
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Internet technologies are unfortunately poorly understood by large numbers of people, 
despite the fact that some of them utilise it as an omnipresent part of daily life. It is generally 
understood that the extent of the pervasiveness of new technologies is unclear. In particular, 
personal experiences which are negative, and failures or inadequacies in computerisation of 
a large nature which make headlines, may increase the level of distrust or play a paramount 
role in reducing the levels of trust in the Internet and by extension, the agencies that make 
use of them. However the citizens choose or are made to cooperate with the government, 
they are prevented from contributing to the e-Government initiatives (due to a lacking on 
their part in their trust in technology), therefore it will be difficult to realise the full potential 
[45].  Trusting in the ability of the government, as well as its commitment and motivation to 
the various e-government programs, and placing trust in the technologies which enable its 
success, will undoubtedly lead to a synergy of both the government and its citizens. On the 
upside, it is noticed that agency trust will have a significant impact technology adoption. The 
collaborative behavior can lead to a proactive effort by the government as well as its citizens 
towards the success of e-Government programs [66].   
Evolution of services encompassing an electronic nature, specifically for the public sector, is 
more than just an organisational or technical modification. Ethical dimensions are involved, 
namely, the interaction between the state and its citizen interaction in a democracy, in which 
both trust and consent are at the very least of equal importance in comparison to legal 
authority. Together with face-to-face interactions amongst others amid mutually known 
actors, it may be possible for strangers engaging in virtual transactions and abstract systems 
to extend chains of interdependence into unfamiliar territory in which accustomed ways of 
trust establishment are absent and new mechanism reliabilities remain yet to be tested [45].   
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2.4.2 Factors of Trust in e-Government 
As a number of features of online communication have the ability to both decrease or 
increase the level of citizens trust, it would be valuable to understand which factors and what 
levels will have desirable effect and which wouldn’t. This will then help with ensuring that 
these factors are executed in such a manner that ensures that citizens can place the optimal 
degree of trust in e-government. 
Observed evidence connecting to the impact of various factors on e-government trust is both 
rare and sparse. The majority of existing studies has also included trust in much broader 
adoption models, for example the technology acceptance model and the diffusion of 
innovation theory [66]. In these models, it is evident that the most analyzed determinants 
were trusting of the Internet, trust of the government, perceived usefulness as well as 
perceived quality of the e-Government services.  
The findings of multiple research studies [67, 69] indicate that is essential for both a system 
to be in place to enable online interaction with an organisation, as well as the organisation 
itself. Two other significant determinants of trust in e-government are therefore trusted in 
the technology and perceived organizational trustworthiness. In the same context, Avgerou 
et al, have made a noteworthy distinction between the different types of citizens’ trust in e-
government [70]. The first centralises focus on the methodology in which ICT is associated 
with the trust of the citizens in government agencies for the period of time encompassing 
their service delivery; this is ultimately considered to be operated at the micro level. The 
second type concerns the potential contribution resulting from improved trust in government 
agencies and, by extension, increased trust in government in the broader, political sense, that 
is, which is considered to be operating at the macro level. 
Trust of Citizen’s in e-government has some very unique features because of the impersonal 
nature of the online environments, as well as the extensive use of technology and the 
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inherent uncertainty and risk which are hallmarks of using an open infrastructure [71].  The 
online environment disallows the natural benefits of face-to-face communications and the 
direct observation of the service provider’s behavior, which undoubtedly happens to be an 
assurance mechanism on which humans have depended on for ages. There is potential for 
new service paradigms to emerge, based on trust, thereby converting passive citizen 
participation in public service delivery into active citizen participation [45].  
2.4.3 Saudi Culture 
A very important factor in information and communication technology is the Culture factor 
improvement. It affects all aspects “of our lives” (Hofstede, 1991; p.170). E-governments 
are not only a technical project, but rather it has many aspects that require time and a 
framework to deal with since they affect all aspects of business. It requires changes in the 
behavior of the individuals. All these requirements and more are challenging toward a 
successful development of e‐service use. The major issues are often “organizational 
dimensions including strategy, structure, people, technology and processes as well as the 
principal external forces such as citizens, suppliers, partners and regulators” [72].   
Many key issues in electronic services in developed countries are different from developing 
countries because of the various technological and social circumstances. Consequently, 
strategies and experiences from developing countries may not necessarily be appropriate for 
developing countries [73, 74]. Historically, developed countries were either colonizers or 
were colonies that obtained their independence much earlier than developing countries. They 
have had more time and a relatively much better chance to improve their services, follow up 
and uptake the latest business trends. Meanwhile, most developing countries were still in the 
foundational stages of basic infrastructure. In addition, bureaucracy and governance in 
developing countries is slow and can sometimes hinder adopting innovations. Citizen’s 
participation in making decision enforces developed countries to adopt them [73].  There are 
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many perspectives that form Saudi's culture, including both the dominant religion and the 
tribal system. Al‐Shehry et al, have stated that in a country such as Saudi Arabia it is crucial 
to consider the cultural characteristics and the values of the environment [72]. The use of e‐
service is a very complex process and is often accompanied with many challenges. These 
can vary between technical, cultural, educational, economic, political and social factors. 
Additionally, Al-Shari et al, found that IT transfer is often hampered by technical, 
organizational and human problems in Saudi Arabia [75]. Therefore the components 
presented in this section as the two main drivers and influences on Saudi culture will be the 
Islamic and Arabic cultures.  
A very strong predictor of resistance to systems is the cultural beliefs found within Arab 
populations. Some researchers are of the opinion that Arab societies (Egypt, Saudi Arabia, 
Jordan, Lebanon and the Sudan) participate in the negotiation of their technology issues 
within a cultural context. It is evident that the organisation and management style of Western 
and Arab business leaders and workers have faced cultural struggles which have, in turn, had 
a major influence on the process related to developing systems, which ultimately concluded 
in flawed approaches to the historic usage of computers use and policy [23]. There is 
immense stress placed upon the Arab culture in highlighting the importance of home values 
and its influence, traditionally, on the adoption of new technologies; culture directs the 
critical pathway of the community’s social lives [76].    
2.5 Usability Evaluation in e-Government Interfaces  
One of the most important factors to evaluate Human-Computer Interaction [77] and 
software quality [78]. Is its usability in e-government interfaces? It can be defined as the 
“extent to which a product can be used by specified users to achieve specified goals with 
effectiveness, efficiency and satisfaction” [79]. Effectiveness is defined as the “accuracy and 
completeness with which users achieve specified goals” but in this case the effectiveness 
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represents the ability of communication performance to achieve the objectives of 
communication, whereas efficiency is “the resources expended in relation to the accuracy 
and completeness with which users achieve goals” but in this case it can also be stated that 
the time cost to reach these objectives is the way in which efficiency can be calculated; and 
that satisfaction is the “freedom from discomfort, and positive attitudes towards the user of 
the product” it is otherwise identified as the interest towards the presented contents of 
message and their tendency to continue to communicate [79]. Thus, the time spent 
completing these tasks can be used as a measure of efficiency, and not the required tasks 
have been successfully completed or not can be used as an indicator of effectiveness [80]. 
However, a user’s response to a questionnaire comprising of statements in relation to the 
tested interface can be used as a measure of the user satisfaction level as well as their overall 
experience with interacting with the system. In addition, other usability attributes such as 
memorability can be considered which is measured by the users ‘ability to remember the 
features of the system and its functionalities’ [80].   
2.5.1 Multimodal Interaction     
Human senses provide different information using different channels in everyday 
interaction. The majority of computer systems use graphics and text to communicate with 
their users. This limits the sense that the user will use to just sight and can lead to an 
overload of the human visual channel during interaction [81]  which can lead to a loss of 
information. Multimodal computer interfaces use multiple interaction modality to 
incorporate the different human senses in the interaction process [82]. These metaphors can 
be categorized into several categories like, visual (e.g. Text and graphics), auditory (e.g. 
Speech and non-speech sounds) and audio-visual such as avatars with facial expressions and 
body gestures.  Multimodal metaphors can improve the Human-Computer Interaction by 
involving more than one channel to convey different information [6], thus reducing 
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information overload [83]. By engaging the user with more than one mode of interaction 
they are a little more likely to remember and be interested in using the e-interface. This is 
because this technique makes the human computer interaction closer to natural human to 
human and human to environment interaction [84] and could overcome the lack of face-to-
face communication in computer user interfaces [85].   
The perceived absence of interaction with other humans or the unease that some people may 
feel at missing the physical interaction with other people by moving their business 
interactions completely over to the virtual world shall be another factor considered in this 
study. In such instances, the decision making process may be fully automated and reduce the 
sense of mankind that was present when the procedure of decision making was undertaken 
in the “real” world [23].   
Contained in human interaction is not solely interactions of a physical nature, but online 
interaction is also included, exemplified in the case of discussion forums or email. Stromer-
Galley outlines three reasons for this [24]. 
1. Burdensome: in practice, interaction is much harder to carry out than as desired. The time 
and energy expended by the candidate was found to have been better spent on a television 
interview.  
2. Loss of control: the mutual outcome is a website of an interactive nature which 
contributes towards the loss of control over one’s website content. In reality, the majority of 
candidates does not view a chat forum or web board as being worth that risk. 
3. Loss of ambiguity: the ability to remain ambiguous in positions involving policy is lost as 
a result of interaction. 
 
38 
 
2.5.2 Visual Metaphors  
Visual metaphors are used in computer interfaces to represent information in textual and 
graphical format and communicated to users using their visual channel [86]. These 
metaphors have been practiced in the early eighties by the Xerox Star system and 
successfully adopted by Apple Macintosh operating system later on [87]. User interfaces 
with Macintosh computer systems enabled the users to use the mouse in treating iconic and 
pictorial representations of files and folders. For example, delete a file by dragging its icon 
to trash folder. The role of visual metaphors has been proven to possess a positive influence 
on computer system’s usability in terms of offering simpler and easier user and the system 
interact. However, crowding the interfaces with overwhelming information (both graphical 
and textual) may play a part in confusing the users and scattering their concentration [88]. 
By including auditory metaphors, this could contribute towards reducing the visual load 
when receiving the communicated information [89]. With visual interaction, users need to 
keep directing their sight toward the output device. On the other hand, auditory information 
can be captured from all sides regardless of the head and body direction, allowing different 
information to be obtained by other channels (e.g. Visual) [6]. For example, non-speech 
sounds could be used to capture user attention to specific events while the user‘s visual 
channel is involved in performing a different task [90].  
2.5.3 Speech Metaphors       
The use of speech in Human-Computer Interaction began long ago and can be considered as 
the most suitable metaphor to communicate textual information using the human auditory 
channel [91]. In addition to communicating auditory feedback related to the current state of 
the system [92], Speech output has been shown to be useful to provide the users with the 
information they needed in different applications such as help disks [93], e-banking,                    
e-news, and email [94] in addition to search engines, note-taking, and talking agents in  
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e-commerce [95]. Furthermore, it is widely utilized as assistive technology for visually 
impaired users [91, 96].   
Categories of speech sounds can include natural and synthesized speech [97]. Natural speech 
is a recorded human spoken speech using digital technology [97]. This type of speech is 
characterized by its naturalness and its ability to provide a human like interaction with 
computer systems. However, it needs to be pre-recorded, edited and stored as sound files 
prior to usage. With the volume of these files constantly increasing, there is a great need for 
storage spaces of a large nature, thus recorded speech is not at all as widely applied in those 
systems that involve a large vocabulary  and is restricted to the communication of limited 
short spoken messages which cannot be generated automatically during the interaction 
process [98]. Conversely, synthetic speech is a simulation of human speech generated by 
speech synthesizers based on either of two techniques, namely concatenation or the 
alternative which is known as synthesis by role [92]. Under the former technique, the 
production of speech messages is through the concatenation of pre-recorded segments of 
voices from actual human beings, following its storage in a database system. Contrastingly, 
it is identifiable that the second technique, which can also be considered as speech of a 
formant nature, sees its basis upon the creation of artificial speech sounds through the avid 
use of rules pertaining to the generation of phonemes, thus making it possible to be utilised 
in the production of speech during run-time. Compared to concatenated speech, the formant 
speech is of poorer quality [99]. Although the speech synthesizer technology is a faster 
solution providing increased flexibility in order to produce speech sounds of high quality, 
the created speech still sounds computer generated and natural recorded speech is therefore 
recommended due to it increasing the probability of comprehension [100]; as well as it being 
received better by the user because it resembles human-human interaction more closely.  
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2.5.4 Non-Speech Metaphors  
Another multimodal interaction metaphor that has seen heavy involvement in Human-
Computer Interaction is Non-speech sound, which has been increasingly used to incorporate 
the auditory channel as found in the process of interaction. The use of non-speech sounds 
can effectively contribute towards enhancing the users’ performance and improving the 
overall usability of the interfaces (see the following two subsections), as has been 
demonstrated. Compared to speech sounds, non-speech sounds give quicker communication 
and are able to be understood faster provided there has been sufficient training mainly 
because unlike speech sounds, non-speech sounds are language-independent [101]. It can be 
segregated into two types: earcons and auditory icons. This allows for their use globally 
without the need to record them again in different languages to accommodate for the 
difference between different speech patterns and vocabulary. Non-speech, metaphors can be 
segregated into two types: icons and auditory icons.  
2.5.5 Earcons    
Earcons are short sounds of musical nature used in Human-Computer Interaction for the 
communication of information about objects, operations and interaction in computer 
interfaces [102]. In other words, earcons are defined as abstract, synthetic tones that can be 
used in structured combinations to create sound messages to represent parts of the interface. 
These non-speech sounds are constructed from short sequences of musical notes [103] that 
can be combined to convey more complex information [90]. According to Blattner et al. 
[102], earcons can be simple (one-element) or compound (multi-elements). A single note or 
single pitches are examples of the one-element earcons. However, compound earcons can be 
different combinations of simple earcons. In order to discriminate different earcons within 
these combinations, sound attributes such as pitch, timbre, register, tempo, rhythm, duration 
and spatial location can be used [104]. The use of earcons in user interfaces is based on the 
41 
 
linkage between the incorporated earcons and the information to be communicated meaning 
that the user has to rely only on his/her memory to interpret the delivered auditory message 
[95].  Earcons have been evaluated in different problem domains and demonstrated to be 
effectively utilizable to communicate information in sound [90]. It has been employed to 
enhance users‘ interaction with graphical components used in user interfaces such as 
scrollbars, buttons, menus, progress bars, and tool palettes. The auditory feedback provided 
to the users by earcons assisted in resolving usability problems associated with the use of 
these graphical widgets and contributed to reduce error rate, task completion time, error 
recovery time and without annoying or frustrating the users [2]. Interaction with mobile 
devices where structured musical sounds were made use of helped the users to overcome the 
lack of visual feedback due to the small screen size of these devices. Furthermore, the 
software development process has made use of earcons to communicate auditory messages 
related to program coding, execution and debugging [99, 101]  in terms of variable values, 
compilation errors, their types and locations in the code. Earcons are also utilized as an 
assistive technology for users with visual impairments to access graphical representations, 
spreadsheets and numerical data tables and to enable them to draw line graphs of two 
dimensions as well after its data points are being communicated by musical notes. Audio 
Graph [79] is an experimental condition by which earcons have been successfully utilized to 
convey graphical information to users with visual impairments. In this system, coordinate 
locations and graphical shapes such as lines, squares, rectangles and circles are all 
communicated by musical sounds. The potential of usability enhancement due to the 
incorporation of earcons in multimodal user interfaces has been also demonstrated in other 
application domains such as stock control systems [105], knowledge management systems, 
email browsing [106] and search engines [94]. 
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2.5.6 Auditory Icons   
Auditory icons are non-speech sounds are likely to take out in way of life used to connect 
objects and activities in different computer interfaces [107] based on the mapping between 
these sounds and the information to be presented [108]. For example, a noise can be 
introduced as a glass breaking sound to represent an application error [109]. The following 
section highlights examples of systems where auditory icons has been evolved and use.    
Auditory icons are representative of interface objects, attributes and operations along with a 
degree of visual feedback. Upon selecting a file, for instance, the file’s icon is highlighted 
which is followed by the pre-recorded sound of hitting (selection) wood (file) which is 
played with the file size being communicated by the frequency of the sound. The ARKola, 
however, is a simulation system in which the auditory icons are communicated to monitor a 
nine-machine bottling factory. The system attaches each machine with a specific sound to 
indicate its status and at the same time all sounds are played together to communicate the 
overall ongoing processes in the factory. Auditory icons can moreover be successfully mixed 
along with other multimodal metaphors, including earcons or speech, to communicate 
information for mobile telephony users [103]. The implementation of environmental sounds 
in user interfaces demonstrates that it could be effectively employed to convey both simple 
and complex information. An important advantage of auditory icons is its ability to convey 
different information using single sounds [110]. For example, in a messaging system, a 
weighty sound can be played to indicate both the arrival and the size of the received message 
[107]. In addition, these sounds are well known to users and can provide natural mapping 
with the delivered data; therefore they can be easily learnt and remembered [110]. However, 
these mappings are sometimes difficult to establish. For example, copying had no equivalent 
environmental sound [108]. In addition, these sounds are well known to users and can 
provide natural mapping with the delivered data; therefore they can be easily learnt and 
remembered [103].    
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In comparison, earcons are more flexible as it can be used to represent any object, operation 
or interaction in computer interfaces [111] and can be designed in structured combinations to 
represent hierarchical information (such as menus and its components) that could be 
differentiated by pitch, timbre and other sound attributes [102]. On the other hand, earcons 
are more abstract sounds that do not have a direct, meaningful association with the data it 
represent [111]. Therefore, this association should be learned from scratch so that the users 
can easily remember its representation [82]. In summary, each of earcons and auditory icons 
has advantages and disadvantages. Combining both of them in a multimodal interface could 
be the best choice and this has been demonstrated by some experimental studies [79, 112].  
2.5.7 Avatars    
Another example of a multimodal interaction metaphor which could involve not only the 
auditory, but also the visual human senses is an avatar. It is effectively a computer-based 
character that has been utilized to virtually represent one party in an interactive context [113, 
114] with the ability to communicate verbal and non-verbal information [115, 116]. Verbal 
communication refers to the use of speech and written messages, whereas a nonverbal one 
can be represented by facial expressions and body gestures [115].  In general, avatars can be 
classified as abstract, realistic and naturalistic. Abstract avatars are cartoon-like interactive 
characters with limited animation [117]. The help avatar embodied in Microsoft‘s office 
application is an apparent example of these avatars, designed to provide the users with 
helpful information during the preparation of their documents [116]. Realistic avatars offer a 
real representation of humans being generated based on captured static or video images and 
are used in several applications such as games, movies and teleconferences [118]. The 
drawback here is the cost associated with the hardware needed to implement this technology. 
However, the naturalistic avatars are humanoid in its appearance and widely utilized in 
collaborative virtual environments to represent the interacting users [119]. The use of avatars 
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in virtual environments allows users in physically-isolated locations to interact with each 
other [120] in a virtual world wherein everyday human expressions can be utilised to express 
users‘ feelings and emotions [115] and this could also be useful in providing the users with 
an enhanced feeling of presence and engagement in a wide range of everyday social 
computer-mediated activities [119]. This could enhance the interaction between users who 
are communicating in these environments. A user‘s avatar can reflect his/her actions, 
attention and interactive behavior of the others, thus providing a high level of mutual 
awareness [119]. Virtual environments are implemented in web-based applications such as 
entertainment, edutainment, e-communication simulation and e-commerce [121]. Facial 
expressions with simple features can be displayed effectively and efficiently by avatars in 
user interfaces [122]. They found that the six universal facial expressions (as regarded by 
Ekman et al. [123]): happiness, surprise, anger, fear, sadness and disgust in addition to 
neutral, can be correctly recognised by users even when communicated with limited facial 
features  [124]. Another study conducted by Fabri et al. [125] demonstrated that the addition 
of facially expressive avatars in the interface of an instant messaging tool improved users‘ 
involvement in the communication tasks and created a more enjoyable experience, providing 
them with higher senses of presence and togetherness with the other person they are 
communication with. Facial expressions were also explored as a therapeutic technology for 
autistic users. This category of users was found capable of understanding and using the 
facial expression shown by their avatars [125]; however, in this case, different users need 
different treatments, particularly those with severe autism due to significant differences in 
their social abilities [126].   
When speech metaphor is integrated with expressive avatars, a more realistic and intelligible 
audio-visual interaction could be introduced by which both verbal and non- verbal 
information is communicated using spoken messages in company with relative facial 
expressions and body gestures [115]. In order to attain this integration, facial movements in 
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terms of jaw, lips, teeth and tongue need to be synchronized in a normal manner so that the 
produced speech is correctly articulated. In addition to facial expressions, body gestures are 
used by humans to communicate non-verbally in a wordless manner where the movements 
of the body, head and hands can be used as an illustration tool to supplement our speech 
when we feel that it is unable to express what we would like to say [127]. Although different 
people have different cultures and traditions, most human body gestures have common 
interpretations across the world. For example, shaking the head from side to side denotes 
negation whilst nodding indicates agreement or confirmation. However, some gestures (such 
as the thumb-up) have different meanings in different countries. According to Pease [128], it 
is widely agreed that facial expressions and body gestures are mainly used to convey 
attitudes during interpersonal communication and in some case it could replace spoken and 
written messages.   
Different studies were devoted to examining the effect of specific facial expressions and 
body gesture as well as to evaluate users‘ perception towards these modalities when used by 
speaking avatars in the interface. For example, Gazepidis and Rigas argued that 
incorporating talking virtual salesman with facial expressions and body gestures in                       
e-commerce interfaces are more appealing to users compared to the textual presentation of 
products [85, 129]. Based on further empirical investigation [95, 127], it has been proposed 
that some facial expressions are more preferred than others and the same is true for body 
gestures. An evaluation was carried out concerning a selection of 13 expressions and 9 
gestures with both interactive contexts absent and present; among them the expressions: 
happy, amazed, interested, neutral, thinking and positively surprised, and the gestures: chin 
stroking, hands clenching, open palms, hand steepling and head up were found to be the 
most positively viewed by users. Furthermore, these expressions and gestures resulted in 
enhancing users‘ attitude and their ability to remember the delivered information more 
accurately [127]. These results have been supported later by other experimental studies 
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where the inclusion of positive (amazed, positively surprised and happy), negative (sad, 
disgusted and tired) and neutral (thinking and neutral) facial expressions significantly 
contributed to enhance the satisfaction of users as well as their understanding and 
remembrance of the presented knowledge achieving a higher level of usability [130]. Users‘ 
perceptions of avatars could be improved when human-like expressions and body gestures 
are embedded. A study performed by Cowell and Stanny [131] demonstrated that the facial 
expressions could promote an users‘ feeling of credibility and trust towards interface agents. 
Furthermore, animating an avatar‘s body in a way resembling human gestures could make it 
more friendly to users [132]. Additionally, even the presence of simple facial animation such 
as happiness and eye gaze could have a positive influence on the users. In particular, the 
happy expression was found to be useful in enhancing users‘attitude, intentions and 
experience [133] as well as making them more pleasant, confident and responsive to the 
required tasks [134]. Garau experimentally investigated how important it is to implement a 
variety of eye gazes on the avatar’s face to be utilized in different scenarios where the users 
are communicating to each other and found that it has the potential to enrich the quality of 
conversation as a communication process [135].   
In order to maximize the benefits of multimodal interaction metaphors in Human-Computer 
Interaction, guidelines for the design and implementation of such metaphors were 
empirically derived as a result of a series of experimental studies. Part of these guidelines 
were dedicated to help interface designers in the creation and implementation of earcons and 
avatars whilst other, guidelines were concerned with the effective use of different 
combinations of multimodal metaphors such as speech with avatars [127], speech with 
earcons and auditory icons, and earcons with speech. Other guidelines however were 
introduced to provide general guidance for the design of multimodal user interfaces [9, 136].  
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2.6 Critical Summary   
To summarize, the inclusion of multimodal interaction metaphors has shown to be very 
valuable in e-government interfaces. Although most of the current e-government interfaces 
provide a simple and an efficient interaction by means of text and graphics, there is a 
potential to cause overloading to users‘ visual channel [2, 81] particularly when the interface 
becomes crowded with more textual descriptions and graphical illustrations. In this case, this 
could lead to an overload of information and users ‘retention of the delivered messaging 
information will be in question as some important information being communicated could be 
missed [137]. This loss of information can be prevented by overcoming the information 
overload caused by the continued use of the same mode of interaction to deliver the message 
from the system to the user in computer-human interactions. The way in which the 
information overload can be overcome is by using a variety of different modes of interaction 
through different channels such as the visual or the audio channels. This ends up 
incorporating the different human senses, such as sight and hearing in the Computer-Human 
interaction which more closely resembles Human-human interaction, making it more 
engaging and favourable. Also, users are not always satisfied with the computer-based 
communication because user satisfaction is a crucial factor for continual usage of e-
government services and for the success or failure of e-Government projects. If users are not 
satisfied with the computer-based communication, then all the investment made in 
developing the computer-based communication will turn into a deadweight loss because it is 
no longer used by the client. The main challenge for satisfying users is determining what the 
key determinants of their satisfaction [138].  
The reviewed literature highlighted the need to address the following issues relating to the 
design of multimodal e-government interfaces:  
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1. Information overload. 
2. Missing the physical interaction with other humans to the virtual world.  
3. Types of communication through e-government: by application forms or by email as 
a text format. 
4. Convey information to users via a visual channel. 
5. Lack of trust about these types of contacts with the government. 
6. Can users ask for more information? 
7. Feedback to government outside the boundaries of the systems.    
Lack of face-to-face interaction:  
Previous research demonstrated that using speech and non-speech (earcons and auditory 
icons) sounds could indeed contribute to reduce visual overload by conveying part of the 
presented information through the auditory channel and consequently allowing a large 
volume of information to be communicated using different channels. However, these 
multimodal interaction metaphors in e-government interfaces are not yet used and could not 
provide the social interaction for callers through government portals which would suggest 
that the majority of users prefer to use the traditional method of communication such as face 
to face instead of through an e-government interface. Most likely, the users will feel the lack 
of interpersonal face-to-face interaction when using the text with graphics to send messages 
to whoever the operator on the other side is. Moreover, the user will probably feel that this is 
still an inadequate mechanism to fully express what they want to due to the fact that the 
transfer of feelings through factors such as body gesture and tone that they need, to enhance 
the communication of their message is not available. The user is also unable to read the body 
language and tone of expression in the response of the person who they are communicating 
with, which over the years social interaction has been developed we have become heavily 
reliant upon. 
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Users’‎evaluation‎of‎facial‎expressions‎and‎body‎gestures: 
The audio-visual inclusion of avatars with facial expressions and body gestures could benefit 
e-government interfaces when considering the enhancement of the users’ motivation to 
increase trust, participation, engagement and satisfaction, including communicating and 
feeding back on their overall performance. Nevertheless, the views of users in relation to the 
use of the designated facial expressions as well as specific body gestures are in need of 
being recorded in order to render complete feedback of their perception about these 
metaphors obtainable when used in an e-government interface. This could contribute to 
identifying which facial expressions and body gestures are more pleasant to callers and 
consequently to generating more attractive facial expressions and body gestures to be used in 
e-government interfaces and within the messages or live mail which will be sent to them.  
Further research on multimodal e-government:   
The e-government literature also highlighted the dire need for further research to assimilate 
multimodal metaphors in applications used in e-government where there is a potential for 
usability and communication enhancements through the incorporation of these metaphors, 
both on their own and when combined with each other.  
Therefore, the initiation of this research was fuelled by the motivation to carry out an 
investigation as to whether or not a combination of earcons, recorded speech and facially 
expressive, speaking avatars could successfully impact on system usability and 
communicating performance conveyed through the interface of e-government systems. 
 In addition to this, it is noticeable that a strong encouragement has been emphasised in 
evaluating three different modes for the inclusion of avatars in live mail as well as exploring 
users’ opinions in regard to the facial expressions and body gestures demonstrated by these 
avatars during the presentation of the messaging content. The investigation used as part of 
this research could potentially prove to be useful in providing additional insight into the 
expediency of multimodal interaction metaphors in different computer applications 
including those used in e-government. Based on an extensive review of the literature, trust 
has been widely addressed as a reason behind the failure of e-communication use in Saudi 
Arab
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CHAPTER 3                                                   
MULTIMODAL E-GOVERNMENT INTERFACES  
3.1  Introduction   
The chapter investigates the aspects of usability pertaining to an e-government interface that 
incorporates a mixture of model text with both metaphors and multimodal metaphors, 
examples of which include recorded speech sounds and avatars. E-government is a 
combination of information communication technologies that interact with each other to 
enhance the delivery of service to the user [9] . These forms of communication can be used 
in the delivery of e-government services to improve communication performance between 
users and government. In addition, governments undertake their first steps to implement e-
government by investing billions to develop electronic-based transaction systems [139]. The 
main question asked in this study is whether or not the decision to include these metaphors 
can play a role in enhancing usability and communication performance with the user.  A 
further question as it relates to the contributing role is to what extent each of these 
multimodal metaphors can play in the projected enhancement. An experimental condition 
for use by e-government with two interface conditions was created to serve as a basis for 
these investigations. The e-government software solution described uses an input interface to 
send messages and an output interface to receive messages. The studies used four groups of 
users, each interface condition being used by one of the groups. A comparison between the 
four groups was made, in which the level of usability and performance in communication 
emanating from these groups, in terms of effectiveness, efficiency and user satisfaction were 
considered.  
3.2 Aims and Objectives  
The main aim of these experiments in the first and second phases was to measure the impact 
of combining auditory such as recorded natural speech and avatar on the usability of e-
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government interfaces. It also aimed to evaluate the extent to which the addition of these 
multimodal metaphors can affect the ability to improve communication performance with 
users. Specifically, these experiments are focused on testing the efficiency, effectiveness and 
communication performance and user satisfaction of a multimodal e-government interface 
and its impact on the user, as opposed to a typical text with the graphical based interface as 
visual channel. An additional aim was to explore these usability and communication 
performance factors with different task message complexities (i.e. easy, moderate and 
difficult) and message types (suggestions, complaints and comments) using both input and 
output and question types (i.e. recall and recognition). In general, these experiments are 
focused on investigating the usability aspects and communication performance of e-
government interfaces that combine text with graph as visual channel and graphs and 
recorded speech as audio channel and avatar as visual-audio channel to improve usability 
and communication performance between users and government applications. In other 
words, these studies are focused on exploring if there is a possibility for the addition of the 
aforementioned multimodal metaphors to provide an enhancement of a significant nature in 
terms of efficiency, effectiveness and also satisfaction to improve communication 
performance of the e-government interfaces users.  
The following objectives had to be considered to fulfil the aims  
1. Formulating the experimental hypotheses.  
2. Creating three different experimental e-government condition conditions to be utilised in 
conducting this investigation of an empirical nature. Condition one, a Text Only                         
E-Government Condition (TOEGP) was based on using text with graph metaphor as a visual 
channel to present general government information. The second interface was a Multimodal 
E-Government Condition (MMEGP) which offered multimodal delivery of the same general 
government information by the use of text and graphics and record speech as audio channel. 
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The third interface was a New Multimodal E-Government Condition (NMEGP) which 
offered multimodal delivery of the same general government information by the use of text, 
auditory channels such as icons and earcons as audio channels, as well as graphics. The 
fourth interface was an Avatar e-government Condition (AVEGP) as a visual-audio channel.     
3. Testing all experimental e-government conditions independently, with the use of two 
different groups of users for each experiment.  
4. Conducting a measure of the conditions’ efficiency, through testing by recording the 
amount of time users spent in completing the required tasks.  
5. Carrying out a measure of the effectiveness of the conditions tested by a calculation of the 
percentage of mouse clicks for communication performance of task messages and correctly 
completed the task by users. The MMEGP will be more effective than the TOEGP and the 
AVEGP will have a greater effect over the NMEGP when considering the percentage of 
tasks communication performance and successful completion by users.   
6. Measuring user satisfaction with rating different aspects of the conditions tested.   
3.3 Hypotheses  
It was expected that the usability of e-government interfaces and the communication 
performance of users would be influenced by the addition, auditory to text in multimodal-
based government interface as audio channel and avatar as a visual-audio channel to send 
messages. This leads to the following hypotheses:  
H1: The MMEGP will be more efficient compared to the TOEGP and the AVEGP will be an 
increase in efficiency when compared to the NMEGP interface, considering the time spent 
by users in completing the required tasks.  
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H2: The MMEGP will have a greater efficiency over TOEGP and the AVEGP will have a 
greater efficiency over NMEGP, due to the increase in the complexity of the task message.  
H3: The MMEGP will have a greater efficiency over TOEGP and the AVEGP will have a 
greater efficiency over the NMEGP message type.  
H4: The MMEGP will be more efficient than the TOEGP and the AVEGP will have a 
greater efficiency over the NMEGP when considering the performance of both recognition 
and recall tasks when making use of the output interface.  
H5: The MMEGP will have a greater efficiency over the TOEGP and the AVEGP will be 
more effective than the NMEGP, when using all interfaces, in terms of the percentage of 
tasks successfully completed by users to enter a message and the communication 
performance of users through mouse clicks.    
H6: The MMEGP will be more effective than the TOEGP and the AVEGP will be more 
effective than the NMEGP, as the task complexity increases to enter the message.  
H7: The MMEGP will be more effective than the TOEGP and the AVEGP will be more 
effective than the NMEGP message types.   
H8: Users of the MMEGP will outperform TOEGP users and users AVEGP will outperform 
NMEGP, in terms of the recall and recognition of information presented in the output 
interface.  
H9: MMEGP users will have greater levels of satisfaction over the users of TOEGP and 
AVEGP users will have greater levels of satisfaction over the users of NMEGP.   
3.4 Experimental e-government Condition    
An e-government condition was specially developed for these empirical investigations. The 
condition aimed to provide a selection of three different interface conditions; a multimodal 
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condition, a text with the graphical interface condition and an avatar condition. All interface 
conditions of the experimental condition were engineered to provide the exact same 
information pertaining to software representation of a pre-determined message statement and 
each interface dived two interfaces Input and Output. The software, in the form of three 
message types common (Suggestion, Complaint and Comment), included explanations about 
Specific requests. There are three examples of common message types with different 
complexities (easy, moderate, complex). The complexity of these examples was gradually 
increased. In addition to question type, these studies also investigated the effect of two types 
of evaluation questions; recall and recognition for the usability of the e-government 
interfaces tested, as well as on users' performance of the output interface property.  
Therefore, a graphical metaphor was commonly used in both interface conditions to show 
software representations.  
It can be noticed that the TOEGP use text only in communicating all types of information. 
On the other hand, the presentation of the communicating information in the MMEGP, 
NMEGP and AVEGP was based on a multimodal approaches, in which different interaction 
metaphors were used to support the delivery of different types of communication 
enhancement.  
In summary, the TOEGP involved visual only metaphors (text with graph) as visual channel, 
whereas the MMEGP made use of visual (graphics), auditory (recorded) interaction 
metaphors as audio channel. In addition the NMEGP auditory recorded, icons and icons, 
audio interaction metaphors as audio channel, whereas the AVEGP as a visual-audio channel 
by avatar.  
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Figure ‎3-1: Text only e-government Condition (TOEGP) input interface 
3.4.1 Text only e-government Condition (TOEGP)  
Figure  3-1 and Figure  3-2 are examples screenshot depicting the visual channel e-
government interface, in which the information required was provided to the user through a 
textual approach, communicated exclusively through the visual channel, bearing no 
reference to any use of the various human senses throughout the entire process of 
interaction. This interface is divided into two parts. The first part (Input Interface) and 
second part (Output Interface) were designed to include the following components: a text 
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box to present the user information, a statement of the message related which kind of 
statement is choosing (suggestion, comment, and complaint). 
  
 
Figure ‎3-2: Text only e-government Condition (TOEGP) output interface 
 
3.4.2 Multimodal e-government Condition (MMEGP)  
Figure  3-3 demonstrates an example screenshot depicting the multimodal e-government 
interface. The multimodal metaphors were created primarily based on the connection 
between these interaction metaphors and the information being delivered. This connection 
also considered the previous interface that demonstrated the usefulness of multimodal 
interaction. The e-government interface contained information which was delivered in a 
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textual way with recorded speech. Possibilities existed for the communication of information 
through the visual channel and by making use of the other human senses throughout the 
entire process of interaction, for example, recorded speech and images as audio channel. The 
interface is divided into two parts, the first part of (Input Interface) and the second part 
(Output Interface). These were designed to include the following components: a text box to 
present the user with information and a recorded speech box and images. There is a 
statement of the problem which is related to the kind of statement is choosing (suggestion, 
comment and complaint). 
 
Figure ‎3-3: Multimodal e-government Condition (MMEGP) input interface. 
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Figure ‎3-4:  Multimodal e-government Condition (MMEGP) output interface. 
Guidelines for multimodal information presentation [5] and user interface design were 
followed. For example, the multimodal input and output was used to widen the bandwidth of 
information transfer [6]. Also, graphical displays, speech sound were combined to obtain an 
effective presentation [140] where speech can be used to transmit short messages interaction 
modalities [141]. 
Apart from the notes textbox, the same components used in the text and recorded speech box 
within the e-government interface, were replicated in the multimodal one. The notes in the 
text box were a combination of recorded speech. When placing the mouse cursor on a 
specific box in the condition, the user can enter information used. Attention was 
communicated by graphs whereas other information was explained by the recorded speech 
sounds. This way represents a different approach for previous condition implementations, as 
the user can keep looking at the displayed information, whilst listening to the delivered 
auditory message. 
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3.4.2.1 Implementation of recorded speech  
Audio editor software can be used to allow users to speak about something through audio 
message formats which can be used to give complaints, suggestions or comments. Recorded 
speech sounds can be compared with text messages or a recorded message during the study. 
The efficiency and effectiveness of the messages can be recorded by the time factor and by 
the number of mouse clicks and miss as well as user satisfaction. 
3.4.3 Avatar e-government Condition (AVEGP)   
Figure  3-5, Figure  3-6 are examples screenshot illustrating the avatar e-government 
interface. In Figure  3-5, Figure  3-6, this condition uses an expressive avatar with facial 
expressions to provide virtual messages.    
 
Figure ‎3-5: Avatar e-government Condition (AVEGP) input interface. 
60 
 
The interface provides command buttons to enable the message to be presented. It also 
provides two separate components for the message process. When the user clicks the button 
of a given message, this button starts the speaking expressive avatar. The interface is divided 
into two parts, the first part the Input Interface and second part the Output Interface. These 
were designed to include the following components: a text box to present the user with 
information and a speaking expressive avatar box. There is also a statement of the problem 
which is related to the kind of statement chosen (suggestion, comment, complaint). 
 
Figure ‎3-6:  Avatar e-government Condition (AVEGP) output interface. 
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3.4.3.1 Implementation of Avatars  
An avatar is a software or tool which can be used to allow users to speak about something 
through live message formats which can be used to give complaints, suggestions or 
comments. Use of the avatar is compared with visual-audio message or recorded message 
during this study. The efficiency and effectiveness of the messages can be determined by the 
time factor and by the number of mouse clicks as well as user satisfaction.   
3.4.4 New Multimodal E-government Condition (NMEGP)  
A Figure  3-7, Figure  3-8 are illustrative of an example screenshot concerning the new 
multimodal e-government interface. This way represents a different approach for previous 
condition implementations, as the user can keep looking at the displayed information, whilst 
listening to the delivered auditory message.   
 
Figure ‎3-7: New Multimodal e-government Condition (NMEGP) input interface 
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Possibilities exist in the communication of information via the visual channel and through 
effective utilisation of the other human senses in the process of interaction, for example, 
recorded speech, earcons, icons and images as audio channel. The interface is divided into 
two parts, the first part of (Input Interface) and the second part (Output Interface) same 
approach for previous condition implementations just add another multimodal interaction 
metaphor such as earcons and icons.  
 
 
Figure ‎3-8:  New Multimodal e-government Condition (NMEGP) output interface. 
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3.4.4.1 Implementation of Earcons  
Earcons were employed in the multimodal interface (NMEGP) to help convey multiplicity. 
Though, the use of auditory icons requires the existence attention between these sounds and 
the communicated information and this was available in the communicated message. 
3.4.4.2 Auditory Icons   
Auditory icons were employed in the multimodal interface (NMEGP) to help convey 
multiplicity. The following section highlights examples of systems in which the 
development and utilization of auditory icons have occurred.    
3.5 Experimental Design  
It was crucial, for the exploration of multimodal metaphors’ effects and determining which 
interface would provide an enhancement to effectiveness, efficiency, and user satisfaction in 
the e-government process, that all interface conditions of the experimental conditions were 
evaluated empirically by four independent groups of users. A control was established by one 
group testing the text interface whilst others tested the text and multimodal interface, thereby 
establishing themselves as an experimental group. In the second phase; the multimodal 
interface play as (control) group verses an experimental condition with avatar interface. This 
design methodology, between the subjects tested, involves assigning dissimilar users to test 
varying experimental conditions and therefore it finds and utilise effect on interface               
e-government. N = 60 individual users participated in the experiment in total. They were 
equally allocated to all four groups. 
3.5.1 Procedure  
All groups of users followed the same procedure to keep consistency throughout the 
experiment. The experiment was started with an introduction to the questionnaire and 
allowed the users to answer the pre-experimental questions relating to user profiling, 
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inclusive of personal information examples of which include gender, age and level of 
education. It was also a requirement that users should issue declarations of their previous 
experience in the usage of computers, internet and the use of e-government applications and 
to state their prior knowledge in the object orientation condition. Users use the input 
condition which was shown to all users in both groups, then move to the output condition 
which has two conditions, one for each group, in order to effectively introduce the e-
government interface. Thereafter, users were instructed to start performing nine common 
tasks. After completing all input tasks, users were instructed to start performing three 
common output tasks. Users were then asked to answer the post-experimental part of the 
questionnaire. This highlighted their ratings assigned to satisfaction levels in consideration 
of the various aspects of the interface condition tested. 
3.5.2 Tasks   
All groups performed nine common in input condition tasks and three common in output 
condition tasks. These tasks were evenly associated with the condition examples and 
encompassed various types of information examples of which included complaint, 
suggestions and comments. Previous experimental studies demonstrated that the use of 
multimodal metaphors could be affected by tasks type [130] and task complexity [79, 142]. 
Therefore, it was intended for the tasks in this experiment to increase in difficulty in line 
with the design, which was realised through the equal division of the tasks into easy, 
moderate and difficult. The delivered information was communicated, either visually (in 
TOEGP) or in a multimodal approach (in MMEGP, NMEGP & AVEGP). The complexity of 
the task depended on two main factors; the number of requirements and the nature of the 
information delivered due to the implementation of each requirement. The more complex the 
task, the more requirements is postulated and thus more information is presented. As a 
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result, difficult tasks involved communicating larger volumes of information, as opposed to 
moderate and easy tasks.  
Upon completion of all tasks for an input interface, a request was made for each user to 
participate in answering a memory recall and recognition questions for the output interface. 
The aim of these questions was undoubtedly to carry out an evaluation of the information 
obtained from the message from users, due to the information supplied to the interface. In 
order to answer recall questions correctly, the user was requested to recall a portion of the 
information presented to them using just their memory as a reference. Four options were 
offered by the recognition questions, with the intent that the user should recognise the 
correct answer from amongst these. Each user entered nine task messages in total in the 
input interface and answered a total of six questions consisting of easy, moderate and 
difficult questions. Based on question type, these questions were divided into three 
recognition and three recall questions in the output interface. The questionnaire in Appendix 
gives more details about the requirements of the tasks and its relevant evaluation questions. 
Figure  3-5, Figure  3-6, Figure  3-7, Figure  3-8 are illustrates the multimodal metaphors used 
in the communication of important information required by the users of the NMEGP and 
AVEGP in order to answer the questions successfully. 
3.5.3 Variables  
The variables considered in the experimental design can be classified into three types which 
are: independent variables, dependent variables and controlled variables. 
 
State 4 
 
State 3 
 
State 2 
 
State 1 
 
Levels 
 
Variable 
 
Variable  Code 
AVEGP NMEGP MMEGP TOEGP 4 Communication method IV 1 
 Difficult Moderate Easy 1 Message complexity IV 2 
 Comment Complain Suggest 1 Message type IV 3 
 
Table ‎3-1: Independent variables considered in the two experiments (Input interface) 
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State 4 
 
State 3 
 
State 2 
 
State 1 
 
Levels 
 
Variable 
 
Variable  Code 
AVEGP NMEGP MMEGP TOEGP 4 Communication method IV 4 
 Difficult Moderate Easy 1 Message complexity IV 5 
 Comment Complain Suggest 1 Message type IV 6 
  Recall Recognition 4 Question type IV 7 
 
Table ‎3-2: Independent variables considered in the two experiments (Output interface) 
 
 
Measure 
 
Variable 
 
Variable  Code 
Efficiency Tasks messaging and question answering time DV 1 
Effectiveness and user‘s 
performance 
Correctness of enter tasks and answers DV 2 
Satisfaction User satisfaction DV 3 
 
Table ‎3-3: Dependent variables considered in the two experiments 
 
3.5.3.1 Independent Variables  
Independent variables represent the factors manipulated in the experiment and assumed to be 
the cause of the results. These variables include: 
 IV 1: Communication method: the experimental e-government condition offered three 
different methods for the communication of the e-government input interface; text with 
graph in TOEGP and text with multimodal in MMEGP, NMEGP and AVEGP.  
IV 2: Message complexity: this study investigated the usability and user communication 
performance related to three levels of complexity; easy, moderate and difficult presented in 
the input interface. 
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IV 3: Message type: this study investigated the usability and user communication 
performance related to three types of message; Suggestions, Complaints and Comments 
presented in the input interface. 
IV 4: Communication method: the experimental e-government condition offered three 
different methods for the communication of the utilize e-government output interface; text in 
TOEGP and text with multimodal in MMEGP, NMEGP and AVEGP.     
IV 5: Message complexity: this study explored not only the usability, but also the user 
performance in relation to three varying levels of complexity; easy, moderate and difficult, 
as given by the output interface.  
IV 6: Message type: this study explored both the usability and the user performance in 
relation to three types of message; Suggestions, Complains and Comments, as given by the 
output interface. 
IV 7: Question type: this study also investigated the effect of two types of evaluation 
questions; recall and recognition on the usability of the tested e-government interfaces as 
well as on users' performance from output interface. These variables are summarized in 
Table  3-2.  
3.5.3.2 Dependent Variables  
These are the variables being measured as a result of manipulating the independent 
variables. The dependent variables regarded in this study are shown in Table 5 and include 
the following:  
DV 1: Enter tasks, messaging and question answering them: this variable was measured by 
the time taken by users to enter message tasks and to answer the questions, as required.  
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DV 2: Correctness of completed tasks and answered questions: collected by measuring and 
calculating the number of correctly answered message tasks and answered questions through 
mouse click as a percentage. In recall questions, partial or total correct answers were 
considered whilst in the recognition questions, the answer had to be totally correct. 
DV 3: User satisfaction: collected through the measurement involving the observation of 
users’ responses to the issued questionnaire on user satisfaction, developed at a 4-point like 
scale. A SUS scoring method [143] was used to measure and determine the satisfaction of 
each user in regard to overall attitude as well as user e-government experience with the                   
e-government interface tested. 
3.5.3.3 Controlled variables  
These represent the external variables associated with the procedure of the experiment and 
could affect the results obtained. The controlled variables (known also as confounding 
variables) should be kept consistent throughout the experiment to avoid the dependent 
variables being influenced by them, and so ascertain that the only cause of the experimental 
results is the independent variables [144]. 
In this experiment, the controlled variables were:  
CV 1: Required tasks: all users were required to carry out the same tasks  
CV 2: Content message: the information presented about condition examples was similar in 
both interface conditions.  
CV 3: Awareness of message: none of the users were aware of the required message. 
CV 4: Procedure consistency: the experiment was carried out by the same experimenter on 
an individual basis with each user. Also, during the execution of the experiment, the same 
procedure was followed inclusive of the equipment and measurement tools. 
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 CV 5: Familiarity with the interface: all the users experienced the exact same level of 
training and were using the tested interface for the first-time. 
3.5.3.4 Usability and communication performance definition  
The usability one of the most important factors to evaluate Human-Computer Interaction 
[77] and software quality [78]. It can be defined as the “extent to which a product can be 
used by specified users to achieve specified goals with effectiveness, efficiency and 
satisfaction” [79]. Effectiveness is defined as the “accuracy and completeness with which 
users achieve specified goals” but in this case the effectiveness represents the ability of 
communication performance to achieve the objectives of communication, whereas efficiency 
is “the resources expended in relation to the accuracy and completeness with which users 
achieve goals” but in this case it can also be stated that the time cost to reach these 
objectives is the way in which efficiency can be calculated; and that satisfaction is the 
“freedom from discomfort, and positive attitudes towards the user of the product” it is 
otherwise identified as the interest towards the presented contents of message and their 
tendency to continue to communicate [79]. 
3.6 Empirical Data and Analysis 
This section discusses the results and analysis of Text Vs Audio and Audio Vs Audio-visual 
conditions comparisons. Two experiments were derived from these results: Phase I and 
Phase II. This part describes the results of the four groups which are TOEGP Vs MMEGP 
and NMEGP Vs AVEGP who’s efficiencies were analysed (time required by users to enter 
message tasks and answer the required questions), effectiveness (percentage of mouse clicks 
to enter messages and correctly entered tasks and answered questions in terms tasks 
completed successfully), and user satisfaction (based on a rating scale). For the statistical 
analysis, the nonparametric Kolmogorov-Smirnov test [145] has been used to test the normal 
distribution of the results obtained in terms of the tasks attempted and answering time, 
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mouse click, correctly entered task and the satisfaction. If normal distribution was found to 
be the scope of the data, then the evaluation of the significance of the difference between the 
two groups in regard to each of these parameters would be underpinned through the use of 
an independent t-test. The pertinence of this statistical test is apparent when two varying 
experimental conditions are tested by two independent groups of users. In addition use the 
Mean Difference that it is a measure of statistical dispersion equal to the average absolute 
difference of two independent values drawn from a probability distribution [146]. Otherwise, 
as a non-parametric equivalent of the independent t-test, a Mann-Whitney test was used 
[144]. Also, a Chi-square test was used for analysis statistically the categorical data [147]. 
These statistical analyses were carried out at α = 0.05 and if p-value was found to be less 
than 0.05, a significant difference was detected. 
The first phase is descriptive of an exploration of an empirical nature that was conducted in 
order to sufficiently investigate the aspects of usability inherent in an e-government interface 
that incorporates a combination of typical text with graph by TOEGP group and multimodal 
metaphors such as speech sounds (recorded) by MMEGP group. The second phase that has 
been conducted to explore and compare the role of avatars with AVEGP group when 
incorporated into the delivery of messages in e-government interfaces, to provide a new kind 
of communication and multimodal metaphors such as speech sounds recorded, earcons and 
icons by NMEGP group [148]. In addition to texts and recorded speech communication 
metaphors, animated, speaking avatars were employed in two different modes of 
presentation which are: facial expressions and naturally recorded speech. A detailed 
description of the research aims and objectives, hypotheses, experimental conditions, the 
design of the experiment, results and discussion is provided in the following sections. 
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3.6.1 Users Sampling   
The studies involved 60 volunteer users, all of whom were using the experimental condition 
for the first time. They were equally and randomly assigned (N = 15) to each of the 
experimental conditions. The e-government interface, ‘text with graph’ was used for the 
control group by TOEGP and the text with multimodal interface for the experimental group 
by MMEGP. On the other hand the text with graph and other multimodal interface was used 
for the control group by NMEGP and the text to graph and multimodal with an avatar 
interface for the experimental group by AVEGP. The participation of this number of users in 
all groups is sufficient to provide a usability evaluation [80]. A large number of users have 
not been involved in the studies because of the need to investigate and carry out an initial 
experiment to obtain an overall impression and understanding about the procedure and the 
test criteria feasibility. The participants were selected based on their existing knowledge of 
government services and e-government interfaces. It was therefore the case that a large 
proportion of the users contained in both groups had significant experience, indicating a 
perceived level of competence in their ability to communicate any information required in 
the successful completion of tasks. 
3.6.2 Data Collection  
The process of collecting data utilised experimental observations and questionnaires. For 
each task, each user was required to complete nine message tasks and to answer six 
questions. The time spent to complete the message tasks and to answer each of the six 
questions was observed to help in measuring the efficiency. However, to collect the data 
related to effectiveness, the correctness of user‘s answers were checked and the total number 
of successful users, who completed the message tasks and answer questions was counted for 
each user. The questionnaire section pertaining to the pre-experimental aspect revolved 
around gathering data of a personal nature concerning the gender, age and level of education 
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of users. Additionally, it assisted in obtaining significant user data pertaining to previous 
experience in computers, internet and e-government. The post-experimental section of the 
questionnaire was largely focused on assessing user satisfaction and the perception of trust 
within the e-government condition subjected to testing. Responses arising from this 
questionnaire were fundamentally used in the calculation of the satisfaction score for all 
users, not only in the experimental, but also in the control groups.  
 
Figure ‎3-9: Users’ profile in terms of age, gender, education level in all control and experimental 
groups 
3.6.3 User Profiling  
Information on a users’ personal and educational information as well, as their previous 
knowledge and experience was collected and analysed on the basis of their responses to the 
pre-experimental questions (see Appendix). Figure  3-9 shows the age ranges in the control 
group by TOEGP contained 53.3% within 31 – 40, 33.3% over 40, 6.7% 24 – 30 and 6.7% 
18 – 23 years old. On the other hand, in the control group in NMEGP was 26.7% within 31 – 
40, 40% over 40, 15% 24 – 30 and 20% 18 – 23 years old. In the experimental group via 
MMEGP, 40% were over 40, 27% 31 – 40 and 13% 24 – 30 and 20% 18 – 23 years old.  On 
the opposite side, in the experimental group by AVEGP; 40% were over 40, 20% 31 – 40 
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and 18% 24 – 30 and 20% 18 – 23 years old. Most participants were male (73.3% in the 
control group by TOEGP and through NMEGP was 60% and 67% in the experimental group 
in MMEGP and 68% via AVEGP). Predominantly, the education level was found to be 
postgraduates, with 33.3% in the control group by TOEGP also through NMEGP 55%, in 
contrast, 53.3% in the experimental by MMEGP and 27% via AVEGP. However, 
undergraduates represented 60% in the control group and 26.7% in the experimental 
between TOEGP and MMEGP groups. In addition, 20% were from high school in the 
control group and 33% in the experimental among NMEGP and AVEGP groups. Also, as 
can be noted from Figure  3-10, most participants are expert users of computers in the control 
group, 80% very frequently in group TOEGP and 86.7% frequently in the experimental 
group MMEGP. Fifth per cent of the control group NMEGP use computers from home and 
40% in the experimental group AVEGP. 33.3% of the control group use computers for work 
and 46.7% in the experimental. On the other hand for more than fifteen hours a week 
compared to 60% in both the experimental group MMEGP and control group TOEGP, with 
respect to the weekly use of Internet.    
 
Figure ‎3-10: Prior experience for users in all control and experimental groups 
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Over 46% use the Internet for browsing in the control group and 26.7% in the experimental. 
In addition, less than 13.3% of the sample users were using the Internet for education. 20% 
in both the experimental group among AVEGP and control group in NMEGP were using it 
for email. Finally, Figure  3-11 demonstrates that all groups, to a large extent, were 
equivalent in terms of users‘ individual characteristics and prior experience.  
 
Figure ‎3-11: Learn how to use e-government for users in all control and experimental groups 
Figure  3-11 shows that the experimental group was slightly less experienced in e-
government applications than the control group in TOEGP. Therefore, any differences 
between the two experimentally obtained results could be attributed to the trials carried out 
by the participants. 
3.6.4 Efficiency 
The time spent to enter message tasks and answer the required questions was used as to 
evaluate efficiency. This was considered for all tasks for the input interface and for the 
output interface (according to the question type, recall and recognition), message 
complexity, as well as for each task and for each of the users in both groups.  
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Figure ‎3-12: Mean values of time taken by users in all groups to enter all tasks, grouped by message 
complexity and message type for the Input interface. 
The control group in TOEGP spent a total of 21.08 minutes, but note that the experimental 
group by MMEGP spend more time, 29.3 minutes, because they must enter both text and 
record speech for each task, so tasks take more time. Figure  3-12shows the mean values of 
the time taken by all users. On the opposite side the control group via NMEGP spent an 
overall of 34.3 minutes, but note that the experimental group through AVEGP spends more 
time, 46.3 minutes, because they must enter both text and avatar visual-audio for each task. 
 
Figure ‎3-13: Mean values of time taken by users in all groups to enter all tasks, grouped by message 
complexity and message type for the (output interface). 
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What for the note in the experimental groups Figure  3-13 was the faster time taken to 
complete the tasks.  It can be said the use of recorded speech was more efficient, as tasks 
took less time - unlike other groups which took more time to read the tasks. 
3.6.4.1 All Tasks  
Figure  3-12 and Figure  3-13 shows the mean values of the time taken by users in all groups to 
enter message tasks using the input interface and answer questions using the output 
interface. The results are grouped by the message complexity for the input and output 
interfaces, message types in both interfaces, input and output and question type for the 
output interface. In Figure  3-12 the message tasks time was lower in the control group for all 
tasks messages, as well as for each message complexity and message type for the input 
interface. The raw data for the task time can be found in the Appendix. Each user had to 
enter nine message tasks using the input interface. The mean time taken to, enter all message 
tasks in the input interface using MMEGP was more than that for the TOEGP. The total time 
taken by users of the TOEGP in the control group for the input interface was on average 
21.08 minutes per user. 
In comparison, users of the MMEGP in the experimental group of the input interface spent a 
total of 29.30 minutes per user on average. Tasks in which both text and record speech must 
be entered took more time. Figure  3-12 shows the mean values for the time taken by all users. 
The t-test calculations showed a significant difference in answering time between both 
groups (t (-23), p = 0 < 0.05). Experimental observations revealed that users in the control 
group took less time because only a text input was required - unlike the other experimental 
group which required record speech, as well as text. When answering six questions for the 
output interface, as shown in Figure  3-13, users of the MMEGP were 151.13 seconds faster 
than their counterparts who used the TOEGP. The t-test calculations showed a significant 
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difference in answering time between both groups (t (6), p = < 0.05). Experimental 
observations revealed that users in the experimental group took less time to complete tasks. 
Users who listened to instructions for tasks took less time; unlike the other group which took 
more time to read the task.   
On the other hand, the mean time taken to, enter all message tasks in the input interface 
using AVEGP was more than that for the NMEGP. The total time taken by users of the 
NMEGP in the control group for the input interface was on average 34.31 minutes per user. 
In comparison, users of the AVEGP in the experimental group of the input interface spent a 
total of 46.30 minutes per user on average. Tasks in which both text and avatar must be 
entered took more time. Figure  3-12 shows the mean values for the time taken by all users. 
The t-test calculations showed that the difference in answering time between both groups 
was significant (t (23), MD (-17), p = 0 < 0.05). Experimental observations revealed that 
users in the control group took less time because these users only had to focus on the audio- 
unlike the other experimental group which required avatar video, as well as text. Once 
answering six questions for the output interface, as shown in Figure  3-13, users of the 
AVEGP were 150.20 seconds slightly faster than their counterparts who used the NMEGP. 
The t-test calculations showed that the difference in answering time between both groups 
was significant (t (-1.77), MD (-106), p = 0.00 < 0.05). Experimental observations revealed 
that users in the experimental group took less time to complete tasks. Users who listened and 
followed the instructions for tasks took less time; unlike the other group which took more 
time to listen to the instructions for the task.    
3.6.4.2 Question Type  
Figure  3-13 shows the answering time grouped by the question type. The questions were 
designed to be of two different types; recall and recognition with six questions each.  
Overall, the answering time in the experimental group was lower for both types of questions, 
78 
 
as opposed to the control group. Answering the recall questions took less time in comparison 
with the recognition questions. In responding to the recall questions, users of the MMEGP in 
the experimental group spent 75.53 seconds (on average) less than the users of the TOEGP 
in the control group. However, the variation between the two groups was substantially 
reduced to 17.07 seconds, with respect to answering recognition questions. According to                
t-test results, the difference between the two groups in answering time was found to be 
statistically significant for the recall questions (t (3), MD (17), p < 0.05) whereas no 
significant difference has was identified for the recognition questions (t (2), MD (16) p > 
0.05). 
The other side of, the answering time in the experimental group was lower for both types of 
questions, as opposed to the control group. Answering the recall questions took less time in 
comparison with the recognition questions. In responding to the recall questions, users of the 
AVEGP in the experimental group spent 43 seconds (on average) less than the users of the 
NMEGP in the control group. However, the variation between the two groups was 
substantially reduced to 20 seconds, with respect to answering recognition questions. 
According to the t-test results, the difference between the two groups in answering time was 
found to be statistically significant for the recall questions (t (13), MD (53), p < 0.05) 
whereas no significant difference was identified for the recognition questions (t (13), MD 
(52), p < 0.05). 
 In summary, the users in the control group using text in the input interface in order to spend 
less time entering information, compared to users of the MMEGP. On the other hand, the 
users in the experimental group were significantly aided by the addition of the multimodal 
metaphors in the MMEGP which enabled them to spend less time than the users of the 
TOEGP in responding to the required questions given by the output interface. It can also be 
said that using recorded speech was less efficient than using only text in the input interface.  
79 
 
In addition users in the control group who used recorded speech in the input interface, spent 
less time entering information, compared to users of the AVEGP. On the other hand, the 
users in the experimental group were significantly aided by the addition of the multimodal 
metaphors in the AVEGP which enabled them to spend less time than the users of the 
MMEGP in responding to the required questions given by the output interface. It can also be 
said that using the avatar was less efficient than using earcons and recorded speech in the 
input interface. During the recall and the recognition tasks, we can see that the message 
receivers respond faster to questions, compared to the experimental groups using the output 
interface.   
3.6.4.3 Message Complexity  
Figure  3-12 shows the message time grouped by the complexity of tasks. These tasks were 
designed to increase in difficulty and were equally divided into three easy, three moderate 
and three difficult tasks. In overall, the message time for the control group was lower for all 
complexity levels. Also, the variance in messaging time between the two groups increased 
with an increasing level of task complexity. For easy tasks, the mean message time in 
TOEGP was 7.15 minutes less than that for the MMEGP. The variance between both tasks, 
however, was slightly larger (7.34 minute) for responding to moderate tasks. For difficult 
tasks, the variance was considerably higher, 7.40 minutes in favour of the TOEGP. The 
statistical tests revealed that users of the TOEGP needed significantly less time than the 
users of the MMEGP to enter message tasks for each of the easy (t (-11), p = 0.00 < 0.05), 
moderate (t(-4), p = 0.00 < 0.05) and difficult (t(-10), p= 0.00 < 0.05) tasks. 
Figure  3-13 shows the message time grouped by the complexity of tasks for the output 
interface. These questions were designed to increase in difficulty and were equally divided 
into two easy, two moderate and two difficult tasks. In overall, the answering time in the 
experimental group was lower for all complexity levels. Also, the variance in answering 
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time between the two groups increased with an increasing level of question complexity. For 
easy questions, the mean answering time for MMEGP was 50.00 seconds less than for 
TOEGP. The variance between both tasks was slightly larger (50.80 seconds) for responding 
to moderate questions. For difficult questions, the variance was 50.33 seconds in favour of 
the MMEGP. The statistical tests revealed that the users of the MMELP needed significantly 
less time than the users of the TOEGP to answer each of the easy (t (5), p < 0.05), moderate 
(t (-4), p < 0.05) and difficult (t (6), p < 0.05) questions.  
Opposite side, the message time for the control group was lower for all complexity levels. 
The difference in messaging time between the two groups increased with an increasing level 
of task complexity. For easy tasks, the mean message time in the NMEGP was 11.32 
minutes less than that for the AVEGP. The variance between both tasks, however, was 
slightly less (12.13 minute) for responding to moderate tasks. For difficult tasks, the 
variance was considerably higher, 14.29 minutes in favour of the NMEGP. The statistical 
tests revealed that users of the MMEGP needed significantly less time than the users of the 
AVEGP to enter message tasks for each of the easy (t (11), MD (34),  p < 0.05), moderate    
(t (-0.93), MD (1.5), p < 0.05) and difficult (t (9.4), MD (36.20), p < 0.05) tasks.    
The answering time in the experimental group was lower for all complexity levels. The 
adjustment in answering time between the two groups increased with an increasing level of 
question complexity. For easy questions, the mean answering time for AVEGP was 49 
seconds less than for NMEGP. The variance between both tasks was slightly less                       
(2 seconds) for responding to moderate questions. For difficult questions, the variance was 4 
seconds in favour of the AVEGP. The statistical tests revealed that the users of the AVEGP 
needed significantly less time than the users of the NMEGP to answer each of the easy 
(t(11.8), MD (0.13), p < 0.05), moderate (t (-9), MD (1.5), p < 0.05) and difficult (t (0.5), MD 
(-3), p < 0.05) questions.       
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In summary, these results demonstrate that users of the input interface in the control group in 
TOEGP take less time because they were only required to enter text, in comparison to the 
experimental group by MMEGP which were required to enter text and record speech. While 
the users of the output interface, which used multimodal metaphors, gradually reduced their 
answering time, users used more time when the required evaluation questions became more 
difficult. In the control group via NMEGP, take less time because they only had to focus on 
the audio, in comparison to the experimental group through AVEGP which were required to 
generate avatar visual-audio and focus on the audio and animation input. The users of the 
output interface, which used multimodal metaphors, gradually reduced their answering time 
but these users required more time when the evaluation questions became more difficult. 
3.6.4.4 Message Type  
Figure  3-12 shows the message time grouped by the message type. The tasks were designed 
to be of three different types; nine task each. Overall, the message time in the control group 
was lower, for all types of tasks, as opposed to the experiment group using the input 
interface. In responding to message tasks, users of the MMEGP, in the experimental group, 
spent 10.21 minutes to complete suggestions and comments but less time for complaints, just 
10.8 minutes. The users of the TOEGP, in the control group, spent less time than the 
experimental group where the suggestion time was (t (-16), MD (-8), P = 0.00 < 0.05) and 
complaint time (t (-10), MD (-3), P = 0.00 < 0.05) and the comment time was (t (-14), MD   
(-3), P < 0.05).  Note from the T- test and Mean Definition (MD) test for all message types. 
The reduced time for the control group is due to the fact that users are only required to enter 
text in the control group but the experimental groups are required to enter text and record 
speech when using the input interface. On the other hand, a variation between the task times 
for the three message types was observed for users of the MMEGP in the experimental 
group who spent 50.38 seconds (on average) less than the users of the TOEGP in the control 
group. According to t-test results, the difference between the two groups for tasks time was 
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found to be statistically significant for the experiment group using the output interface. The 
users time for suggestions was (t (6), MD (11), P = 0.00 < 0.05) and for complaints was             
(t (4), MD (11), P = 0.00 < 0.05) and for comments was (t (5), MD (12), P = 0.00 < 0.05).  
There was a positive T- test and MD for all message types for the experimental group for the 
output interface.  
Other side in responding to message tasks, users of the AVEGP, in the experimental group, 
spent 14.3 minutes to complete suggestions and 19.20 minutes for complaints. The users of 
the NMEGP, in the control group, spent less time than the experimental group where the 
suggestion time was (t (5), MD (-4), P = 0.00 < 0.05) and the complaint time (t (-0.9), MD   
(-3.9), P = 0.00 < 0.05) and the comment time was (t (21), MD (-8.9), P < 0.05).  Note the 
negative T- test and Mean Definition (MD) test was conducted for all message types. The 
reduced time for the control group is due to the fact that users are only required to enter text 
and record speech, but users of the experimental groups are required to generate text and 
avatar video, when using the input interface.   
On the other hand, a difference between the task times for the three message types was 
observed for users of the AVEGP in the experimental group who spent 50 seconds (on 
average) slightly less than the users of the MMEGP in the control group. According to the                
t-test results, the difference between the two groups for tasks time was found to be 
statistically significant for the experiment group using the output interface. The users’ time 
for suggestions was (t (11.8), MD (0.13), P = 0.00 < 0.05) and for complaints were (t (-8), 
MD (1.5), P = 0.00 < 0.05) and for comments was (t (0.52), MD (-3), P = 0.00 < 0.05).   
There was a positive T- test and MD for all message types for the experimental group for the 
output interface.  
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Overall on the whole, these experimental findings indicate that the addition of the 
multimodal metaphors to the MMEGP helped users much more when using the output 
interface. For the input interface, the results indicated for TOEGP took less time  this is due 
to required enter messages  only text in the control group, but the experimental group to 
require enters messages were text and speech record. The addition of the multimodal 
metaphors to the AVEGP helped users much more when using the output interface. For the 
input interface, the results indicated that users of the NMEGP took less time; this is because 
users were required the enter text and record speech. The control group just had to focus on 
the audio, but the experimental group was required to enter text and avatar video, and the 
users had to focus on hearing and animation.  
3.6.4.5 Each User  
Figure  3-14 show the time consumed to enter message tasks in each group. Apart from the 
9th tasks which needed longer times using the TOEGP, the control group needed shorter 
times than the experimental group to enter messages for all the tasks.  
 
Figure ‎3-14: Mean values of time taken by the users in both groups to enter messages for each tasks in 
the input interface 
Additionally, the mean time taken to enter a message task was 29.30 minutes in the 
experimental group, compared to 21.08 minutes in the control group. It was noticed that the 
difference between the two groups for message times varied across the nine tasks for the 
2
1
.0
8
 
1
8
.3
6
 
2
3
.2
5
 
2
1
.0
8
 
1
8
.1
 2
2
.7
2
 
2
0
.9
6
 
1
9
.5
2
 
2
2
.4
8
 
1
9
.5
1
 
2
3
.2
6
 
2
1
.7
8
 
2
1
.9
7
 
2
1
.2
7
 
2
1
.2
7
 
2
1
.0
8
 3
0
.1
8
 
2
7
.1
5
 
2
9
.5
2
 
2
8
.3
 
2
8
.4
5
 
3
1
.3
3
 
3
0
.4
4
 
2
9
.3
9
 
2
9
.1
1
 
3
0
.7
 
2
8
.3
 
2
9
.1
6
 
3
0
.5
4
 
3
0
.3
3
 
2
8
.6
 
2
9
.3
 
0
5
10
15
20
25
30
35
U
se
r1
U
se
r2
U
se
r3
U
se
r4
U
se
r5
U
se
r6
U
se
r7
U
se
r8
U
se
r9
U
se
r1
0
U
se
r1
1
U
se
r1
2
U
se
r1
3
U
se
r1
4
U
se
r1
5
M
ea
n
U
se
r1
U
se
r2
U
se
r3
U
se
r4
U
se
r5
U
se
r6
U
se
r7
U
se
r8
U
se
r9
U
se
r1
0
U
se
r1
1
U
se
r1
2
U
se
r1
3
U
se
r1
4
U
se
r1
5
M
ea
n
TOEGP MMEGP
Step Time (Input Interface) 
84 
 
input interface. These variances could be attributed to the differences in complexity and type 
of tasks. 
Significant differences were obtained for the control group. Nevertheless, the results 
obtained could not be considered as conclusive for clarifying the role that the text played in 
shortening the message time when used in the input interface. The reason behind this can be 
attributed to the design of the required tasks because the control group just entered text but 
the experimental group entered text and recorded speech in the input interface. These tasks 
were not designed to explore the individual role of these multimodal metaphors. In a few 
words, the multimodal metaphors used in the MMEGP did not assist in reducing the 
message time for most users undertaking the required tasks for the input interface. 
 
Figure ‎3-15: Mean values of time taken by the users in both groups to enter messages for each task in 
the output interface 
Figure  3-15 shows the total time spent by each user in both groups to enter messages for all 
the six tasks. A larger proportion of time was spent by users of the TOEGP, compared to 
users of the MMEGP. The minimum and maximum message times taken by the control 
group TOEGP were 123 seconds (User 12) and 252 seconds (User 3), correspondingly. In 
the experimental group, the minimum time taken was slightly lower (94 seconds by User 
15), whereas the maximum time (204 seconds by User 4) was less than that in the control 
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group. On average, the users of the MMEGP were 151.13 seconds faster than their 
counterparts who used the TOEGP.  
However, Figure  3-16 shows the time consumed to enter message tasks for each group. The 
control group by NMEGP needed shorter times than the experimental group in AVEGP to 
enter messages for all the users. 
 
Figure ‎3-16: Mean values of time taken by the users in both groups to enter messages for each of the 
tasks in the input interface. 
Moreover, the mean time taken to enter a message task was 46.30 minutes for the 
experimental group, compared to 34.31 minutes for the control group. It was noticed that the 
difference between the two groups for message times varied across the nine tasks for the 
input interface. These variances could be attributed to the differences in complexity and the 
type of task or because of the new effects which were added attracted the attention of users. 
Major differences were obtained for the control group. Even so, the results obtained could 
not be considered as conclusive for clarifying the role that the text and record speech played 
in shortening the message time when used in the input interface. The control and 
experimental groups are equal in terms of the complexity of the required tasks - the control 
group enter text and record speech and the experimental group enter text and generate the 
avatar animation in the input interface. These tasks were designed to explore the individual 
role of these multimodal metaphors. In a few words, the multimodal metaphors used in the 
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NMEGP and AVEGP assist in reducing the message time for most users undertaking the 
required tasks for the input interface.   
 
Figure ‎3-17: Mean values of time taken by the users in both groups to enter messages for each task                           
in the output interface. 
Figure  3-17shows the total time spent by each user in both groups to enter messages for all 
the six tasks. Little proportion of time was spent by users of the NMEGP, compared to users 
of the AVEGP. The minimum and maximum message times taken from the control group 
were 104 seconds (User 15) and 190 seconds (User 1), correspondingly. In the experimental 
group, the minimum time taken was slightly lower (115 seconds by User 15), whereas the 
maximum time (194 seconds by User 4) was less than that in the control group. On average, 
the users of the AVEGP were 150.20 seconds faster than their counterparts who used the 
NMEGP.  
3.6.5 Effectiveness  
The number of mouse clicks to assess the communication performance of users from all 
experimental groups and correctly entered messages in terms tasks completed successfully, 
test results were used to evaluate effectiveness. This was considered for all messages and all 
the questions, according to the question type (recall and recognition) and message 
complexity (easy, moderate and difficult) and message type (suggestion, complain and 
comment), as well as for each user in both control and experimental groups. 
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3.6.5.1 All Tasks  
This measure was considered for all the tasks for each group per user. 
 
Figure ‎3-18: The mean number of mouse clicks performed by users in all groups to enter messages for 
all the tasks for the input interface.  
Figure  3-18 shows the percentage of mouse clicks to enter messages for all tasks for the 
TOEGP and MMEGP. The users of the TOEGP used less mouse clicks of users of the 
MMEGP. This was due to the requirement when using the input interface to enter text only, 
in contrast to the experimental group which was required to enter text and recorded speech. 
In Figure  3-18, the users of the TOEGP performed better than the users of the MMEGP 
when considering the number of mouse clicks for all messages.  The mean number of mouse 
clicks for the MMEGP was (2867) more than that attained in the TOEGP (1752) for all 
messages. The t-test results revealed a significant difference in mouse clicks between 
MMEGP and TOEGP (t (16), MD = -2.9, p < 0.05). As a result, the MMEGP users 
outperformed the users of the TOEGP, who send the messaging information via the text 
channel only.  
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Figure ‎3-19: The mean number of mouse clicks by users in both groups to enter message for all the 
tasks in the output interface. 
The users of the TOEGP exceeded MMEGP users in terms of the number of mouse clicks 
used to enter messages for all tasks. The multimodal metaphors applied in the MMGEP 
assisted in reducing the number of mouse clicks used for the required tasks in the input 
interface. Figure  3-19 users of MMEGP performed better than the users for TOEGP in terms 
of the number of mouse clicks used for all messages. The mean number of mouse clicks 
used in the MMEGP was (23) less than that used in the TOEGP (32) for all messages in the 
output interface. The t-test results showed that the difference in mouse clicks between 
MMEGP and TOEGP was significant (t (6), MD = 9, p < 0.05). As a result, TOEGP 
outperformed the users of the MMEGP when received the messaging information via text 
with metaphors. The incorporation of more than one communication metaphor of different 
natures in the MMEGP helped users in the experimental group to discriminate between the 
different types of information delivered by each of the recorded speech extracts, thus 
enabling them to understand this information in a short time period and reducing the number 
of mouse clicks. In summary, the multimodal interaction metaphors used in the MMEGP 
were more effective in communicating and considerably assisted the users in the 
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experimental group to achieve a higher effectiveness rate, as opposed to the control group 
users using the output interface. 
 
Figure ‎3-20: Percentage of correctly completed tasks by correctly entered for users in by groups 
for the input interface. 
By analysing the correctly entered measure we can find what percentage of users entered the 
correct message in the input for all tasks. Figure  3-20 shows the percentage of test result 
messages correctly entered for all tasks in the TOEGP and MMEGP. Users of the MMEGP 
are 94.82% correct and TOEGP users are 74.47% correct, in terms of the correctly entered 
measure for the input interface.  
 
Figure ‎3-21: Percentage of correctly completed tasks by correctly entered for users in all groups for 
the output interface. 
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On the other hand, when looking at Figure  3-21, the users of the MMEGP complete more 
tasks successfully than TOEGP users, in terms of the number of correctly entered messages 
for tasks using the output interface. The MMEGP was more effective in communicating and 
considerably assisted the users in the experimental group to achieve a higher effectiveness 
rate, as opposed to users in the control group.  
Conversely the users of the AVEGP used less mouse clicks the users of the NMEGP. The 
reason for this is the enhanced input interface used by users when using the new avatar tool. 
The mean number of mouse clicks for the NMEGP was (2560) more than that for the 
AVEGP (2243), for all messages. As a result, the AVEGP users outperformed the users of 
the NMEGP, who send the messaging information via the text channel and avatar.  The users 
of the NMEGP exceeded AVEGP users in terms of the number of mouse clicks used to enter 
messages for all tasks. The new multimodal metaphors applied when using avatar in the 
AVEGP assisted in reducing the number of mouse clicks used for the required tasks in the 
input and output interfaces. The users of AVEGP performed better than users of the NMEGP 
in terms of the number of mouse clicks used for all messages. The mean number of mouse 
clicks used in the NMEGP was (36) less than that used in the AVEGP (24), for all messages 
in the output interface. The t-test results showed that the difference in mouse clicks between 
NMEGP and AVEGP was significant (t (-1.77), MD = -1.40, p < .05). As a result, AVEGP 
outperformed the users of the NMEGP when receiving the messaging information via text 
with the new metaphors. The incorporation of more than one communication metaphor of 
different natures in the AVEGP helped users in the experimental group to discriminate 
between the different types of information delivered by each of the avatar more than when 
using the recorded speech extracts, thus enabling them to understand this information in a 
short time period and reducing the number of mouse clicks. In summary, the new 
multimodal interaction metaphors used in the AVEGP were more effective in 
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communicating and considerably assisted the users in the experimental group to achieve a 
higher effectiveness rate, when using the input and output interfaces.   
By analysing the correctly entered measure we can find what percentage of users entered the 
correct message for all tasks. Shows the percentage of test result messages correctly entered 
for all tasks in the AVEGP and NMEGP. Users of the NMEGP are 85.47% correct and 
AVEGP users are 97.33% correct, in terms of the correctly entered measure for the input 
interface.  
In addition, when looking at the users of the AVEGP complete more tasks successfully than 
NMEGP users, in terms of the number of correctly entered messages for tasks using the 
output interface. The AVEGP was more effective in communicating and considerably 
assisted the users in the experimental group to achieve a higher effectiveness rate, as 
opposed to users in the control group.     
3.6.5.2 Question Type  
The question type was considered to measure the percentage of correct answers to recall and 
recognition questions, in both control and experimental groups correctly entered test. 
Figure  3-19 and Figure  3-21users of the MMEGP performed better than those of the TOEGP 
in both recall and recognition questions, but the difference between the two groups was 
smaller in the latter type. For recall questions, the percentages of correctly answered 
questions in the experimental group were 11 clicks less than that of the control group. 
However, the number of mouse clicks for correctly answered recognition questions in the 
experimental group was 12 clicks less than that of the control group. Using the MMEGP, 
users in the experimental group used a smaller number of mouse clicks in recall and 
recognition questions respectively when using the output interface. Alternatively, the users 
of the MMEGP in the experimental group exhibited a 100% correctness rate in answering 
recall questions and a 97.7% correctness rate in answering recognition questions for the 
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correctly entered measure for the output interface. The results of the T-test showed a 
significant difference in the number of correct answers between the MMEGP and TOEGP, 
for both types of questions, in terms of the number of mouse clicks; recall (T = 6, MD = 5, p 
< 0.05) and recognition  (T = 6, MD = 4, p < 0.05). On the other hand, the results of the Chi 
- square test showed a significant difference in the number of correct answers between the 
MMEGP and TOEGP, for both types of questions correctly entered; recall (X² = 26, p < 
0.05) and recognition (X² = 23, p < 0.05).  A further analysis (see Figure  3-19, Figure  3-21) 
indicated that the experimental group significantly outperformed the control group in 
answering both recall and recognition questions in terms of the number of mouse clicks and 
correctly entered for the output interface. 
On the other hand the users of the AVEGP performed better than those of the NMEGP for 
both recall and recognition questions, but the difference between the two groups was smaller 
in the latter type. For recall questions, the percentages of correctly answered questions in the 
experimental group were 14 clicks less than that for the control group, which were 25 clicks. 
However, the number of mouse clicks for correctly answered recognition questions in the 
experimental group was 12 clicks less than that for the control group, which were 23 clicks. 
Using the AVEGP, users in the experimental group used a slightly smaller number of mouse 
clicks in recall and recognition questions, respectively, when using the output interface. On 
the other hand, the users of the AVEGP, in the experimental group, exhibited a 100% 
correctness rate in answering recall questions and a 90% correctness rate in answering 
recognition questions for the output interface. The results of the T-test showed a significant 
difference in the number of correct answers between the AVEGP and NMEGP, for both 
types of questions, in terms of the number of mouse clicks; recall (T = -6, MD = -3, p < 
0.05) and recognition (T = 4, MD = 1.5, p < 0.05). On the other hand, the results of Chi-
square test showed no significant difference in the number of correct answers between the 
NMEGP and AVEGP, for both types of questions correctly entered; A further analysis (see 
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Figure  3-19, Figure  3-21 ) indicated that the experimental group significantly outperformed 
the control group in answering both recall and recognition questions, in terms of the number 
of mouse clicks and correctly entered answers for the output interface.    
In summary, the advantage of using multimodal metaphors was more apparent when users 
answer questions to recall activities, compared to when users answer questions to 
recognition activities. Nevertheless, the experimental groups in MMEGP and AVEGP 
performed significantly better than the control groups, in terms of the overall results for both 
types of questions and in the number of mouse clicks and correctly entered in the output 
interface.  
3.6.5.3 Message Complexity  
Figure  3-18 illustrates the percentage of mouse clicks made by users in both groups to enter 
messages, grouped by message complexity (easy, moderate and difficult tasks) for the input 
interface. The total number of tasks in each complexity level was 9 tasks. The experimental 
group outperformed the control group in all levels of complexity, particularly when 
completing the easy tasks. This is shown by the number of mouse clicks performed by users. 
Additionally, the difference in users ‘performance increased in the experimental group, as 
the complexity of tasks increased. For easy task, the users of the MMGEP scored 95.69% for 
correctly answered tasks, more than that achieved by the TOEGP users. However, the 
difference was larger (20%) approximately, with respect to moderate tasks. The largest 
difference (20%) was noted in users ‘responses to difficult tasks, where the users in the 
experimental group performed more mouse clicks compared to users in the control group. 
This is due to the fact that the users in the experimental group were required to perform 
more mouse clicks. Using the MMGEP, the users in the experimental group correctly 
answered 96%, 95% and 93% of easy, moderate and difficult tasks, respectively. 
Conversely, the TOEGP users as the control group participants, were successful in their 
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response to 75% of easy tasks, 75% of moderate tasks, and 74% of difficult tasks. The T-test 
results demonstrated a variance incorrectly answered messages between the MMGEP and 
TOEGP that reached a statistical significance for easy tasks (T = -11, MD = -4, p < 0.05), 
while it was found to be significant in moderate tasks (T = -10, MD = -3, p < 0.05) and 
difficult tasks (T = -10, MD = -8, p < 0.05). This result is in favour of the control group, 
which exhibited a value in the T test and MD test, as well as (a < 0.05) for the input 
interface. 
Figure  3-19 shows the mean number of mouse clicks performed by users in both groups in 
order to correctly answer message when using the output interface, grouped in terms of 
complexity. The control group outperformed the experimental group at all levels of message 
complexity, chiefly for the difficult tasks. This is shown by the low number of mouse clicks 
performed by users. The results of the T-test showed that the difference in correctly entered 
messages between MMGEP and TOEGP reached a statistical significance for easy tasks (T 
= 5, MD = 3, p < 0.05), while it was found to be significant for moderate (T = 2, MD = 3, p 
< 0.05) and difficult tasks (T = 5, MD = 3, p < 0.05). This result is in favour of the 
experimental group, which exhibited a value in the T test and MD test, as well as for the 
output interface (a < 0.05).  
Figure  3-20 shows the percentage of correctly entered messages, grouped by message 
complexity, for the TOEGP and MMEGP interfaces. Users of the MMEGP, when entering 
easy messages, scored 96%, higher than TOEGP users, 75% in terms correctly entered 
message measure.  The Chi-square test shows results for easy (X² = 23, p < 0.05), moderate 
(X² = 24, p < 0.05) and difficult (X² = 26, p < 0.05) tasks because the three variables were 
non-parametric with three levels. Multimodal interaction metaphors increase the numbers of 
correctly entered messages, as shown by the Chi-square test.  
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Figure  3-21 shows the percentage of correctly entered messages for tasks of different 
complexity in the TOEGP and MMEGP. When the message complexity is easy, it should be 
noted that users of the MMEGP showed a success rate of 100%, higher than TOEGP users 
(57%).  The Chi-square test gave outcomes: easy (X² = 12.8, p < 0.05), moderate (X² = 12.8, 
p < 0.05) and difficult (X² = 14, p < 0.05). The use of multimodal interaction metaphors 
gave a better rate of success, as shown by the Chi-square test.   
Nevertheless the control group in NMEGP outperformed the experimental group by AVEGP 
at all levels of complexity, particularly when completing the easy tasks. This is shown by the 
number of mouse clicks performed by users. What is more, the difference in users’ 
performance increased in the experimental group, as the complexity of tasks increased. For 
easy task, the users of the AVEGP required 586 clicks for correctly entered message tasks, 
less than that achieved by the NMEGP users, which were 751 clicks. However, the 
difference was largest 152 clicks, with respect to moderate tasks. The largest difference (108 
clicks) was noted in users‘ responses to difficult tasks, where users in the experimental 
group performed less mouse clicks compared to users in the control group - the reverse of 
the results of the first experiment. This is due to the fact that users using the new avatar tool 
in the experimental group perform less mouse clicks. The results of the T-test showed that 
the difference in correctly answered messages between the MMGEP and AVEGP reached a 
statistical significance for easy tasks (T = 11, MD = 0.13, p < 0.05), while it was found to be 
significant in moderate tasks (T = -8, MD = 1.5, p  < 0.05) and difficult tasks (T = 9, MD =    
-3, p  < 0.05). This result is in favour of the experiment group, for the input interface.       
The mean number of mouse clicks performed by users in both groups in order to correctly 
answer messages when using the output interface, grouped in terms of complexity. The 
control group outperformed the experimental group at all levels of message complexity, 
chiefly for the moderate tasks. This is shown by the low number of mouse clicks performed 
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by users. The results of the T-test showed that the difference in correctly entered messages 
between NMGEP and AVEGP reached a statistical no significance for easy tasks (T = 0.52, 
MD = 0.13, p  < 0.05), while it was found to be significant for moderate (T = 31, MD = 33, p 
< 0.05) and no significance difficult tasks  (T = 0.00, MD = 34, p  < 0.05). This result is in 
favour of the experimental group.    
The percentage of correctly entered messages grouped by message complexity for the 
NMEGP and AVEGP in input interface. Users of the AVEGP, when entering easy 
messages, scored 97%, higher than MMEGP users, 84% in terms correctly entered message 
measure.  The Chi-square test shows results, significance for easy (X² = 5, p < 0.05), no 
significance for moderate (X² = 5, p < 0.05) and significance for difficult (X² = 8, p <  0.05) 
tasks. The new multimodal interaction metaphors increase the numbers of correctly entered 
messages, as shown by the Chi-square test.     
The percentage of correctly entered messages for tasks of different complexity in the 
NMEGP and AVEGP in output interface. When the message complexity is easy, it should be 
noted that users of the AVEGP showed a success rate of 100%, higher than NMEGP users 
(81%).  The Chi-square test gave outcomes: easy (X² = -1, p < 0.05), moderate (X² = -1, p < 
0.05) and difficult (X² = 0.0, p < 0.05). The use new of multimodal interaction metaphors 
gave a better rate of success, as shown by the Chi-square test.    
In brief, all groups of users accomplished equivalent levels of accuracy in response to 
different complexity tasks. However, the contribution of new multimodal metaphors such as 
an avatar, to improved user performance was more obvious for the high complexity tasks.  
3.6.5.4 Message Type  
The number of mouse clicks performed by user entered messages, for message type tasks, 
for both groups. The number of mouse clicks is between 323 to 1061 for both groups when 
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using the input interface. Users of the TOEGP performed better than those using the 
MMEGP for different message type tasks, but the difference between the two groups was 
bigger in terms of the total number of clicks needed for each type. In the comments tasks, 
the percentage of correctly entered messages in the experimental group was 1061 higher 
than that in the control group (734). As mentioned earlier, this was due to the differences in 
the requirements between the two groups were more at the experimental group In terms of 
the input message. The results of the T-test showed a significance in the number of mouse 
clicks between the MMEGP and TOEGP for both message types which favours the control 
group using the input interface; Suggestion (T = -16, MD = -3, p < 0.05) was significantly 
and Complaint (T = -16, MD = -324, p < 0.05) was significantly and Comment (T = -7, MD 
= -350, p < 0.05) was significantly. A further analysis (see Figure  3-18) indicated that the 
control group significantly outperformed the experimental group in its ability to perform 
fewer mouse clicks when using the input interface, as shown by a value in the T test, as well 
as MD test.   
Figure  3-19 shows that the mean number of correctly answered comment tasks for the 
experimental group was 7 clicks less than that for the control group (10 clicks). This result 
indicates that it is easier to answer questions when using the enhancement. The experimental 
group took less time and performed fewer clicks. The results of T-test showed a significant 
difference in the time taken to enter messages for answers to the questions between the 
MMEGP and TOEGP for both types of message: Suggestion (T = 5, MD = 5, p < 0.05), 
Complaint (T = 2, MD = 3, p < 0.05) and Comment (T = 5, MD = 12, p < 0.05). An 
additional analysis (see Figure  3-18) indicated that the experimental group significantly 
outperformed the control group in answering the questions of different message type when 
using the output interface. This is shown by a value in the T test result, as well as MD test 
which shows the differences more clearly.   
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Figure  3-21 shows the percentage of correctly entered messages for the different task types 
for the TOEGP and MMEGP. Users of the MMEGP had a 93% success rate for suggestion 
type messages which was higher than TOEGP users (71%).   In addition, the complaint and 
comment similar result in terms of correctly entered messages for message type tasks e in 
the input interface. The Chi-square test gave results; Suggestion (X² = 12.857, p < 0.05), 
Complaint (X² = 12.857= 3, p < 0.05) and Comment (X² = 14, p < 0.05). The Chi-square test 
is effective at differentiating between the two groups, in terms of testing the degree of 
successful entry of messages. In addition, it has been shown by previous findings that the 
success rate was higher in the experimental group. 
Figure  3-21 shows that users of the MMEGP had a message success rate 100% for the 
suggestion type, higher than TOEGP user (57%). For the complaint message type, MMEGP 
users had a success rate of 100% and TOEGP user 57%, in terms of the correctly entered 
messages when using the output interface. The Chi-square test demonstrates the results; 
Suggestion (X² = 13, p < 0.05), Complaint (X² = 13, p < 0.05) and Comment (X² = 14, p < 
0.05). As was mentioned earlier, the Chi-square test effectively differentiates between the 
two groups in terms of testing the degree of accuracy of entering messages. It has been 
shown by previous findings that the experimental group had a higher success for entering 
messages. 
Though the number of mouse clicks is between 627 to 961 for both groups when applying 
the input interface. Users of the AVEGP performed better than those using the NMEGP for 
different message type tasks, but the difference between the two groups was bigger in terms 
of the total number of clicks needed for each type. In the complaint tasks, the number of 
correctly entered messages in the control group was 920 higher than that in the experimental 
group 720. As mentioned earlier, this is due to the fact that the users when using the new 
avatar tool in the experimental group require less mouse clicks in terms of the input 
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message. The results of the T-test showed a significance in the number of mouse clicks 
between the NMEGP and AVEGP for both message types which favours the experimental 
group using the input interface; Suggestion (T = 6, MD = 159, p < 0.05) was significantly 
and Complaint (T = -9, MD = 317, p < 0.05) was significantly and Comment (T = 21, MD = 
147, p < 0.05) was significantly. A further analysis (see Figure  3-18) indicated that the 
experimental group significantly outperformed the control group in its ability to perform 
fewer mouse clicks when using the input interface. 
Figure  3-19 shows that the mean number of correctly answered complaint tasks for the 
experimental group was 6 clicks less than that for the control group, 15 clicks. This result 
indicates that it is easier to answer questions when using the enhancement. The experimental 
group took less time and performed fewer clicks. The results of T-test showed a significant 
difference in the mouse clicks taken to enter messages for answers to the questions between 
the NMEGP and AVEGP, for both types of message: Suggestion  no significance (T = 52, 
MD = 13, p  < 0.05), Complaint significance (T = 13, MD = 34, p < 0.05) and Comment no 
significance (T = 0.0, MD = 36, p  < 0.05). An additional analysis (see Figure  3-19) 
indicated that the experimental group some time significantly outperformed the control 
group in answering questions of different message type when using the output interface.   
Figure  3-20 shows the percentage of correctly entered messages for the different task types 
for the NMEGP and AVEGP. Users of the AVEGP had a 96% success rate for suggestion 
type messages which was higher than NMEGP users (84%). In addition, the complaint and 
comment had a similar result in terms of the correctly entered messages for message type 
tasks in the input interface. The Chi-square test gave results; Suggestion (X² = 11, p < 0.05), 
Complaint (X² = 3, p < 0.05) and Comment (X² = 4, p  <  0.05). The Chi-square test is 
effective at differentiating between the two groups, in terms of testing the degree of 
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successful entry of messages. In addition, it has been shown by previous findings that the 
success rate was higher in the experimental group.  
Figure  3-21 shows that users of the AVEGP had a message success rate 99% for the 
suggestion type, higher than NMEGP users (85%). For the complaint message type, AVEGP 
users had a success rate of 97% and NMEGP users 96%, in terms of the correctly entered 
messages when using the output interface. The Chi-square test demonstrates the results; 
Suggestion (X² = -1, p < 0.05), Complaint (X² = -1, p < 0.05) and Comment (X² = 0.0, p <
0.05). As was mentioned earlier, the Chi-square test effectively differentiates between the 
two groups in terms of testing the degree of accuracy of entering messages. It has been 
shown by previous findings that the experimental group had a higher success for entering 
messages.  
In summary, the contribution of new multimodal metaphors such as avatars reduces the 
number of mouse clicks, users use to enter messages for the different type tasks in the input 
interface. In addition, it helps users to input messages correctly. Also, use of new 
multimodal metaphors reduces the number of mouse clicks used when using the output 
interface. Nevertheless, the experimental group in AVEGP performed significantly better 
than the control group by NMEGP, in terms of the overall results achieved for the different 
message types. However the contribution of multimodal metaphors had the effect of 
increasing the number of mouse clicks, users used to enter messages for the different type 
tasks in the input interface in NMEGP. On the other hand, multimodal metaphors help user 
to input messages correctly. In addition, use of multimodal metaphors reduced the number of 
mouse clicks when using the output interface. Nevertheless, the experimental group via 
MMEGP performed significantly better than the control group by TOEGP in terms of the 
overall results achieved for the different message types. 
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3.6.5.5 Individual Users  
Figure  3-22 shows the total number of mouse clicks used to enter the correct answers for 
both the control and experimental groups for each user.  
 
Figure ‎3-22: The mean number of mouse clicks used to enter the correct answers for individual users, 
in both groups, when using the input interface. 
All users of the MMEGP to use more mouse clicks than users of the TOEGP. User 14 of the 
MMEGP used 2704 clicks and User 5 used 3094 clicks. The reasons for this difference are 
clear, as I mentioned earlier, as users of the experimental group are required to record speech 
as well as enter the text. On the other hand, the TOEGP users are not required to record 
speech as well as enter the text.  On average, the number of mouse clicks per user for the 
experimental group was 2867, compared to 1752 clicks for the control group. In short, the 
use of multimodal metaphors for communicating messages is more helpful for users in the 
experimental group, than users in the control group, in terms of the tasks required to enter 
messages when using the input interface.  
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Figure ‎3-23: The mean number of mouse clicks used to enter correct answers for individual users in 
both groups for the output interface. 
Users in the experimental group used less mouse clicks, compared to users in the control 
group, for the output interfaces. On average, correct answers per user in the experimental 
group required 23 clicks, compared to 32 clicks in the control group. In a word, the use of 
multimodal metaphors in communicating the message enables users in the experimental 
group to outperform their counterparts in the control group in answering the required 
questions correctly, in terms of the number of mouse clicks used when using the output 
interface. 
 
Figure ‎3-24: Percentage of correctly entered messages achieved by individual users in both groups, for 
the input interface. 
Figure  3-24 shows the percentage of correctly entered messages achieved by each user in 
both groups for the TOEGP and MMEGP. The experimental group outperformed their 
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counterparts in the control group, in terms of the number of messages entered correctly when 
using the input interface. The most successful result was in the experimental group, where 
users 4, 5, 13, 15 achieved 100%. The most successful result was in the control group, where 
user 15 achieved a success rate 89%. User 4 had the worst success rate (21%). The average 
test result of correctly entered messages for users in the experimental group was 95%, 
compared to 74% for users in the control group.    
 
Figure ‎3-25: Percentage of correctly entered messages for individual users in both groups using the 
output interface. 
However, Figure  3-25 shows the percentage of correctly entered messages achieved by each 
user for both groups (TOEGP and MMEGP) when using the output interface. The highest 
results in the experimental group were 100% (users 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 
15) and the lowest result was 83% (user 1). The highest result in the control group was 83% 
(users 8, 14). The lowest result (users 7, 9, 10) was 33%. On average, the correctly entered 
messages sper user in the experimental group was 98.89%, compared to 55.56% in the 
control group. This means that user in the experimental group performed more successfully 
when using multimodal metaphors, as the metaphors helped to communicate the messages to 
the users.  
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However in the Figure  3-26 all users of the NMEGP used more mouse clicks than users of 
the AVEGP. User 2 of the NMEGP used 2516 clicks and User 4 used 2820 clicks. The 
reasons for this difference are clear, as I mentioned earlier, as users of the experimental 
group are required to record speech as well as enter the text. On the other hand, on average, 
the number of mouse clicks per user for the AVEGP experimental group was 2243, 
compared to 2667 clicks for the control group. In short, the use of new multimodal 
metaphors for communicating messages is more helpful for users in the experimental group, 
than users in the control group, in terms of the tasks required to enter messages when using 
the input interface.   
 
Figure ‎3-26: The mean number of mouse clicks used to enter the correct answers for individual users, 
in both groups, when using the input interface. 
Users in the experimental group used less mouse clicks, compared to users in the control 
group, for the output interfaces. On average, correct answers per user in the experimental 
group required 24 clicks, compared to 36 clicks in the control group.  
 
Figure ‎3-27: The mean number of mouse clicks used to enter correct answers for individual users in both groups 
for the output interface. 
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In a word, the use of new multimodal metaphors as an avatar in communicating the message 
enables users in the experimental group to outperform their counterparts in the control group 
in answering the required questions correctly, in terms of the number of mouse clicks used 
when using the output interface. 
 
Figure ‎3-28: Percentage of correctly entered messages achieved by individual users in both groups, for the input 
interface. 
Figure  3-28 shows the percentage of correctly entered messages achieved by each user in 
both groups for the NMEGP and AVEGP. The experimental group outperformed their 
counterparts in the control group, in terms of the number of messages entered correctly when 
using the input interface. The most successful result was in the experimental group, where 
users 6, 8, 9, 11, 12, 15, achieved 100%. The most successful result was in the control group, 
where users 6, 14 achieved a success rate 100%.  User 9 had the worst success rate (71%). 
The average test result of correctly entered messages for users in the experimental group was 
97%, compared to 85% for users in the control group.  
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Figure ‎3-29: Percentage of correctly entered messages for individual users in both groups using the output 
interface. 
However, Figure  3-29 shows the percentage of correctly entered messages achieved by each 
user for both groups (NMEGP and AVEGP) when using the output interface. The highest 
results in the experimental group were 100% (users 2, 4, 5, 8, 9, 10, 11, 12, 13) and the 
lowest result was 93% (user 7). The highest result in the control group was 100% (users 11, 
15). The lowest result (user 9) was 66%. On average, the correctly entered messages for 
users in the experimental group were 97.73%, compared to 81.27% in the control group. 
This means that users in the experimental group performed more successfully when using 
new multimodal metaphors, as the avatar helped to communicate the messages to the users.   
3.6.6 User Satisfaction  
User satisfaction in considering different aspects of the applied e-government condition was 
measured for both groups in terms of users' answers to the post-experimental questionnaire 
which consisted of 10 statements related to the ease of use. These questions considered the 
following areas: (Q1), complexity (Q2), the quality of the communication channel (Q3),  
difficult to use (Q4), ease of communication (Q5), degree of confusion (Q6), satisfaction 
(Q7), nervousness (Q8), ease of identification of the information message (Q9), and overall 
satisfaction (Q10). 
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Figure ‎3-30: Percentage of users agreeing to each statement of satisfaction, for both 
TOEGP and MMEGP groups. 
The four-point Liker scale ranging from 1, the value of strong disagreement, to 4, the value 
of strong agreement was used for each statement. Each user's overall satisfaction score was 
calculated using the SUS (System Usability Scale) method [143]. The mean satisfaction 
score for the users in the experimental group was 90%, compared to 66.67% for the users in 
the control group. In other words, the MMEGP was more satisfactory for users than the 
TOEGP. 
Figure  3-30 shows the percentage of users agreeing to each statement as it relates to 
questionnaire on satisfaction (refer to the Appendix for users’ responses to the satisfaction 
questionnaire). In the initial statement (Q1), 78.33% of users in the experimental group 
agreed that the e-government interface tested was easy to use. The next statement (Q2) asked 
the users whether they found the interface to be complex to use. In this regard, users of the 
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MMEGP expressed a lower level of disagreement 47% than the users of the TOEGP 82%. A 
high level of agreement was observed for Q1, but a low level of agreement was observed for 
Q3, where only 11% of the users in each group thought there was good communication 
during the interaction with the tested interface. However, users found the MMEGP to be less 
difficult (Q4). 83% of users in the experimental group found the communication to be easy 
(Q5). Conversely, users found the MMEGP to be less confusing (Q6 and Q7). All of the 
MMEGP users believed that most people will learn the use the tool quickly, compared to 
42% who agreed with this statement in the TOEGP group. Also nervousness levels (Q8) 
were higher in the control group (85%) - 50% in the experimental group. Additionally, 
users’ agreement in the experimental group was evidently higher, in comparison to the 
control group, in terms of the aspects connected to the communication channel (Q9). 
Overall, there was a general satisfaction shown from the entire cohort of experimental group 
users in relation to their satisfaction with the tested interface (Q10) whereas fewer (67%) 
were satisfied with the control group. In brief, the use of multimodal metaphors to convey 
the message results in positive views of users. Therefore, the multimodal e-government 
interface can be considered more satisfactory than a text-based one. 
However, in the statement (Q1), 88.33% of users in the experimental group agreed that the           
e-government interface tested was easy to use. The next statement (Q2) asked the users 
whether they found the interface to be complex to use. In this regard, users of the AVEGP 
expressed a lower level of disagreement 56.67% than the users of the NMEGP 71.67%. A 
high level of agreement was observed for Q1, but a low level of agreement was observed for 
Q3, where only 14% of the users in each group thought there was good communication 
during interaction with the interface. However, users found the AVEGP to be less difficult 
(Q4). 83% of users in the experimental group found communication to be easy (Q5). 
Conversely, users found the AVEGP to be less confusing (Q6 and Q7). All of the AVEGP 
users believed that most people will learn to use the tool quickly, compared to 51.67% who 
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agreed with this statement in the NMEGP group. Also nervousness levels (Q8) were higher 
in the control group (73.33%) - 50% in the experimental group. Additionally, users’ 
agreement in the experimental group was higher, in comparison to the control group, in 
terms of the aspects connected to the communication channel (Q9). Overall, all users in the 
experimental group were satisfied with the tested interface (Q10), whereas fewer (87%) 
were satisfied with the control group. In brief, the use of new multimodal metaphors to 
convey the message results in positive views from users. Therefore, the new multimodal                  
e-government interface with avatar can be considered more satisfactory than recorded 
speech only.  
3.6.7  Discussion  
The current study investigated the usability of a multimodal e-government interface to 
improve communication performance, as opposed to a text based version. The results from 
the study have been used in the comparison of the two interfaces in terms to analyse 
effectiveness, efficiency and user satisfaction. Also of focus to the studies were the factors 
affecting the role of multimodal interaction metaphors, like the message type (suggestion, 
complaint, comment) the message complexity level (easy, moderate and difficult) and the 
question type (recall and recognition). 
Connection Properties: Discussion of the results originates from the three angles identified 
below, with a view to acquire an insight into the significance of the contributions made by 
the use of multimodal metaphors pertaining to user effectiveness, efficiency and satisfaction.  
1. Time taken to, enter message task and to answer question type for both input and output 
interfaces.  
2. The number of correctly entered message tasks for both input and output interfaces.  
3. User satisfaction and experience with both of the e-government interfaces tested.  
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Although the text interface presented simpler classical interactions, results obtained showed 
that the use of multimodal metaphors (recorded speech) did not significantly improve the 
efficiency and effectiveness of the response from users using the e-government input 
interface between both groups TOEGP and MMEGP. It was significantly through correctly 
entered messages measure. On the other hand, multimodal metaphors improved users’ 
efficiency and effective when used in the output interface, compared to a text based 
approach for communicating the message content. However the use of new multimodal 
metaphors (avatar) did not significantly improve the efficiency of tasks, but they were more 
effective for users using the e-government input interface between both groups NMEGP and 
AVEGP. On the other hand, new multimodal metaphors with avatar improved users’ 
efficiency and effective when used in the output interface, compared to the recorded speech 
and earcons approach for communicating the message content.    
3.6.7.1  Message and Question Answering Time  
The first hypothesis assumed that the multimodal e-government interface will be more 
efficient than the text based one regarding the efficiency of users to enter messages and to 
answer the required tasks in both input and output interfaces. The experimental results, as 
shown in Figure  3-12, demonstrate that using the multimodal interaction metaphors results in 
an increase in the time needed by users in the experimental group to enter messages in the 
input interface. There was a significant reduction in the time needed by users in the 
experimental group to respond to the evaluation questions in the output interface, as shown 
in Figure  3-13. The main reason behind this is that the requirements in the experimental 
group were more than those in the control group. The inclusion of different multimodal 
communication metaphors in the MMEGP assisted user concentration pertaining to the 
information presented via the auditory channel, while simultaneously using the visual 
channel to aid in the understanding of this information through output interface. On the other 
hand, experimental observations revealed that users in the control group took less time 
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because they were only required to enter text, unlike users in the other experimental group 
which were required to record speech as well as enter text [147]. Therefore, users in the 
control group were significantly aided by the addition of these metaphors in the MMEGP, in 
terms of spending less answering time than users of the TOEGP when using the output 
interface. These results suggest that the use of recorded speech can significantly improve 
efficiency than the use of text only metaphors in presenting information.  In this experiment, 
thus accepting what has been hypothesized in H1 in terms output interface. But is not 
acceptable in the input interface.  
With regard to message complexity, it was estimated, as stated in H2, that the MMEGP is 
more efficient than the TOEGP with an increasing level of complexity. As shown 
Figure  3-13, there was a difference in answering message time in favour of the experimental 
group, when the required questions become more difficult for the output interface. On the 
other hand, for less complex tasks, the control group took less time to enter messages (see 
Figure  3-12) in the input interface. Multimodal metaphors could be used to extend the ability 
of user’s to process both verbal (auditory) and non-verbal (visual) information proved 
through the use of the output interface. Consequently, the experimental outcome indicated 
that multimodal metaphors improved users’ efficiency, as users of the MMEGP responded 
significantly faster to the required easy, moderate and difficult evaluation questions. This 
supports H2 for the output interface. In brief, the experimental evidence shows that the 
efficiency of the multimodal metaphors can have an influence imposed on it by the level of 
complexity ingrained within the communicated messages. 
When considering the message type, it was predicted in the third hypothesis that the 
MMEGP would have greater levels of efficiency for both groups. For the most part, these 
experimental findings were indicative of the fact that adding multimodal metaphors to the 
MMEGP helped users when using the output interface. When users use the input interface 
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for TOEGP, they are only required to enter text in the control group but in the experimental 
group they are required to enter text and recorded speech when using the input interface. 
The fourth hypothesis predicted that the MMEGP have greater levels of efficiency for 
both recognition and recall questions than the output interface. The experimental findings 
were largely indicative of the fact that adding multimodal metaphors, as demonstrated in the 
MMEGP, played a pivotal role in the contribution to memory recall activities. Figure  3-13 
shows the answering time grouped by the question type. The questions were designed to be 
of two different types; recall and recognition. Overall, the answering time for the 
experimental group was lower for both types of questions, as opposed to the answering time 
for the control group. The recall questions took a short time to answer in comparison with 
the recognition questions. Overall, H4 was supported for recall and recognition questions 
measure and it can be said that the effect of the multimodal metaphors on answering time is 
limited to memory recall activities. 
On the other hand the third hypothesis assumed that the new multimodal e-government 
interface will be more efficient than the record speech based one regarding the efficiency of 
users to enter messages and to answer the required tasks in both input and output interfaces. 
The experimental results, as shown in Figure  3-12, demonstrate that using the new 
multimodal interaction metaphors results in an increase in the time needed by users in the 
experimental group to enter messages in the input interface. There was a significant 
reduction in the time needed by users in the experimental group to respond to the evaluation 
questions in the output interface, as shown in Figure  3-13. The main reason behind this is that 
they must generate avatar visual-audio for each task and most users watch the avatar more 
than once to show the message, so tasks take more time in the input interface. The inclusion 
of different multimodal communication metaphors in the AVEGP assisted user 
concentration pertaining to the information presented via the visual-audio channel, while 
113 
 
simultaneously using the auditory channel to aid in the understanding of this information 
through output interface. On the other hand, experimental observations revealed that users in 
the experimental group took less time because they were concentrating on the avatar as 
visual-audio channel. Therefore, users in the experimental group were significantly aided by 
the addition of these metaphors in the AVEGP, in terms of spending less answering time 
than users of the NMEGP when using the output interface. These results suggest that the use 
of the avatar can significantly improve efficiency than the use of earcons and recorded 
speech metaphors in presenting information. In this experiment, thus accepting what has 
been hypothesized in H1 and H2 and H3, in terms output interface. However, the hypothesis 
is not true for the input interface.      
The fifth and sixth hypothesis predicted that the AVEGP would have higher levels of 
efficiency for both recognition and recall questions than the output interface. The 
experimental findings were largely indicative of the fact that adding multimodal metaphors, 
as demonstrated in the AVEGP, played a crucial role in the contribution to memory recall 
activities. Figure  3-13 shows the answering time grouped by the question type. The questions 
were designed to be of two different types; recall and recognition. Overall, the answering 
time for the experimental group was lower for both types of questions, as opposed to the 
answering time for the control group. The recall questions took a short time to answer in 
comparison with the recognition questions. Overall, H4 was supported for recall and 
recognition questions measure and it can be deduced that the alleged effect on answering 
time as a result of the multimodal metaphors is limited to activities concerning memory 
recall.   
3.6.7.2 Correctness of messages   
It was probable that MMEGP users will outperform TOEGP users in relation to the number 
of correctly entered messages and correctly answered questions. As shown in Figure  3-18, 
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the TOEGP was better than the MMEGP for reducing the number of mouse clicks used. This 
was due to the requirement for the control group only to enter text in the input interface. A 
key requirement for the experimental group was the recording of speech and entering of text 
in the output interface. Multimodal metaphors also helped users to differentiate between the 
various types of provided information. Information retention was improved as each 
metaphor assisted users in remembering information for extended periods of time. The 
multimedia principle is responsible for this effect, where other human senses are involved 
coupled with the audio channel in the process of interaction. This effect can assist in the 
extension of the communication performance capacity and, following on from that, the 
ability of the users in perceiving and understanding the information presented. As the 
experimental group users were able to retain the communicated information for an extended 
period of time (in comparison with the control group), this allowed them to score a 
considerably greater number of correct answers than the control group equivalents. In 
addition, the correctly entered test shows the multimodal interaction metaphors used in the 
MMEGP were more effective in communicating and considerably assisted the users in the 
experimental group to achieve a higher effectiveness rate, as opposed to the control group. 
These findings confirmed the assumptions made in H5, in terms of the output interface but 
opposed the hypothesis for the input interface 
In terms of message complexity, it was hypothesized that the MMEGP will be more 
effective than the TOEGP with the increasing difficulty of the tasks required to enter the 
messages and questions in both interfaces. In this regard, the obtained results (refer to 
Figure  3-12, Figure  3-13) were similar to those observed for efficiency and therefore supported 
H2. Although the TOEGP outperformed the MMEGP, in terms of the success rate to enter 
messages of difficult tasks for the input interface, the influence of the multimodal metaphors 
reached a significant level in for the output interface. These findings confirm the effect of 
multimodal metaphors, with increased complexity tasks and demonstrate that users’ 
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performance can be improved by the incorporation of these metaphors in e-government 
interfaces. In other words, the complexity level of the presented message content can 
influence the effectiveness and the efficiency of the tested multimodality in e-government 
interfaces. This has been experimentally proved for the output interface. 
For message type, H7 suggested that the MMEGP will be more effective than the TOEGP 
when users are required to enter message and questions in both interfaces. In this regard, 
from the results obtained (refer to Figure  3-18, Figure  3-19), it can be found that users of the 
TOEGP performed better than those of the MMEGP in both group for different message 
type tasks but the difference between the two groups was larger in terms of the total number 
of mouse clicks. As mentioned earlier, this was because the requirements of the 
experimental group were greater, in terms of the input message tasks. On the other hand, the 
correctly answered message tasks in the experimental group required less clicks than those 
for the control group. The experimental group took less time and fewer clicks.  
In view of the question type, the experimental results proved H8. Users of the MMEGP 
accomplished a substantially larger number of correct answers than users of the TOEGP in 
both recall and recognition questions. In order to successfully answer the recall questions, 
users had to correctly retrieve from their memory part of the communicated messaging 
content. The results of this experiment indicated that multimodal metaphors enabled users to 
understand the questions better, without distracting their attention away from the presented 
content. The correctly entered test measure (Figure  3-20) shows the low correctness rate of 
recall and recognition questions for the TOEGP (56% compared to 98% for the MMEGP). 
This demonstrates that users' memory was not aided when they used the text interface, in 
comparison to the multimodal interface. In short, the results recommend the use of 
multimedia metaphors to facilitate the performance of users in each activity for recall and 
recognition tasks in the MMEGP. 
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However users AVEGP will outperform users of NMEGP in terms of the number of 
correctly entered messages and correctly answered questions. As shown in Figure  3-20, 
Figure  3-21the AVEGP was better than the NMEGP for reducing the number of mouse 
clicks used. This was the result of using the avatar in the input interface for the experimental 
group, in comparison to using recorded speech to convey messages for the control group. 
New multimodal metaphors also assisted users in differentiating between the various types 
of information provided. The metaphors, each of them provided them with the ability to 
increase their retention of the information. This effect is due to the multimedia principle of 
the involvement of other human senses, in addition to the visual-audio channel, as presented 
in the process of interaction. This effect can help to extend the capacity of working memory 
and as a result increase the users’ ability to perceive and understand the information 
presented. As the experimental group users were able to retain the communicated 
information for an extended period of time (in comparison with the control group), this 
allowed them to score a considerably greater number of correct answers than the control 
group equivalents. In addition, the test for correctly entered messages shows the new 
multimodal interaction metaphors used in the AVEGP were more effective in 
communicating and considerably assisted the users in the experimental group to achieve a 
higher effectiveness rate, as opposed to the control group. These findings confirmed the 
assumptions made in H4, in terms of the output interface but opposed the hypothesis for the 
input and output interfaces.  In view of the question type, the experimental results proved H5 
and H6. Users of the AVEGP accomplished a substantially larger number of correct answers 
than users of the NMEGP in both recall and recognition questions. In order to successfully 
answer the recall questions, users had to correctly retrieve from their memory part of the 
communicated messaging content. The results of this experiment indicated that new 
multimodal metaphors enabled users to understand the questions better, without distracting 
their attention away from the presented content. The correctly entered test measure 
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(Figure  3-21) shows the low correctness rate of recall and recognition questions for the 
NMEGP (98% compared to 100% for the AVEGP). This demonstrates that users' memory 
was not aided when they used the record speech interface, in comparison to the new 
multimodal interface. In short, the results recommend the use of new multimedia metaphors 
to facilitate the performance of users in each activity for recall and recognition tasks in the 
AVEGP.    
3.6.7.3 User Satisfaction  
On the whole, it was anticipated that users of the MMEGP would have a greater level of 
satisfaction than the users of the TOEGP. Consistent with this assumption, a significant 
leverage of satisfaction was displayed in the multimodal presentation of the message content 
in the MMEGP over the text interface in the TOEGP. It is evident that the use of recorded 
speech is both interesting and attractive for the users participating in the experimental group, 
due to the fact that they expressed approval in relation to the audio-visual communication 
featured in the message content. Although both of the e-government interfaces tested were 
considered easy to use, neither was considered too confusing or nerve-racking. The results 
obtained were not demonstrative of a remarkable difference between both groups of users 
regarding these satisfaction features (refer to Q1 to Q6 in Figure 38.  However, a larger 
difference was observed for statements related to communication (refer to Q7 to Q10 in 
Figure  3-30). These results were derivatives of two independent groups and, in order to 
formulate an informed comparison, users participating in those two groups were restricted in 
being presented for both interface conditions. However, it should be noted that users 
participating in the experimental group might have had previous experience with and 
exposure to typical government interfaces (refer to Figure  3-11), and this may have possibly 
served as a valid point of comparison. Naturally, users in the experimental group believed 
that their communication with the government was improved and aided by the multimodal 
metaphors. It was easier for them to identify the messaging information, which was 
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communicated by earcons and speech, respectively. On its own, this result proves to be 
inconclusive; due to the basis of the result being on a subjective user rating system, coupled 
with the fact that the typical difference in mean is not great enough (even in the instance 
where the overall satisfaction results reached a statistical significance). As the satisfaction, 
efficiency and effectiveness results are similar to each other, it is strongly argued that 
assistance was provided to the experimental group users through the use of the multimodal 
metaphors. Therefore, it can be confidently deduced that the e-government assisted by 
multimodal metaphors, has a higher probability of generating both an agreeable and 
satisfying user experience. Connections are made with this experience and its ability to 
finalise and complete message tasks quickly and accurately. To summarise, the general 
outcomes of this experimental study suggests the significance of the multimodal interaction 
metaphors tested in the development and enhancement of the users’ messaging performance 
along with e-government interface usability in relation to effectiveness, efficiency and user 
satisfaction. 
On the other hand, AVEGP users would experience greater levels of satisfaction than 
NMEGP users. Consistent with this assumption, a significant leverage of satisfaction was 
displayed in the multimodal presentation of the message content in the AVEGP over the 
record speech interface in the NMEGP. It is evident that the use of the avatar approach is 
both interesting and attractive for the users participating in the experimental group, due to 
the fact that they expressed approval in relation to the audio-visual communication featured 
in the message content. Although both of the e-government interfaces tested were considered 
easy to use, neither was considered too confusing or nerve-racking. The results obtained 
were not demonstrative of a remarkable difference between both groups of users regarding 
these satisfaction features (refer to Q1 to Q6 in Figure  3-30).  However, a larger difference 
was observed for statements related to communication (refer to Q7 to Q10 in Figure  3-30). 
These results were derivatives of two independent groups and, in order to formulate an 
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informed comparison, users participating in those two groups were restricted in being 
presented for both interface conditions. However, it should be noted that users participating 
in the experimental group might have had previous experience with and exposure to typical 
government interfaces (refer to Figure  3-11), and this may have possibly served as a valid 
point of comparison. Naturally, users in the experimental group believed that their 
communication with the government was improved and aided by the multimodal metaphors. 
It was easier for them to identify the messaging information, which was communicated by 
the avatar. On its own, this result proves to be inconclusive; due to the basis of the result 
being on a subjective user rating system, coupled with the fact that the typical difference in 
mean is not great enough (even in the instance where the overall satisfaction results reached 
a statistical significance). As the satisfaction, efficiency and effectiveness results are similar 
to each other, it is strongly argued that assistance was provided to the experimental group 
users through the use of the multimodal metaphors. Therefore, it can be confidently deduced 
that the e-government assisted by multimodal metaphors, has a higher probability of 
generating both an agreeable and satisfying user experience. Connections are made with this 
experience and its ability to finalise and complete message tasks quickly and accurately. To 
summarise, the general outcomes of this experimental study suggests the significance of the 
multimodal interaction metaphors tested in the development and enhancement of the users’ 
messaging performance along with e-government interface usability in relation to 
effectiveness, efficiency and user satisfaction. 
The results obtained from this experiment confirm that multimodal metaphors do in fact help 
to improve the usability of e-government interfaces, and reduce the time needed for users to 
respond to messages, and allow users to undertake activities more accurately, and make use 
of the interface more pleasing and satisfactory. In other words, we conclude that the 
multimodal metaphors tested can contribute greatly to improving the performance of users’ 
communication and ease of use of e-government interfaces in terms of effectiveness, 
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efficiency and user satisfaction in term to use this interface in the future. It is therefore 
proposed to include multimodal metaphors in e-government interfaces and this need to be 
taken in mind when designing such interfaces. 
The e-government interface is gaining the popularity among the providers of e-government 
services. Its importance from the users’ point of view has become the main concern for         
e-government services. That is why these studies will focuses on the investigation of 
usability which is an important factor in the improvement of e-government interfaces for the 
provision of high quality government services. 
In addition, the multimodal metaphors play a key role in enhancing usability along with 
messaging performance in the AVEGP. In some measure, the results of the experiment (see 
Figure  3-12, Figure  3-13and Figure  3-18, Figure  3-19, Figure  3-20 and Figure  3-21) indicated 
that the interaction between the sender and receiver for messages was good. However, this 
evidence is not sufficient to determine how the avatar contributed to improving the results. 
This study investigated users’ attitude towards facial expressions that can be incorporated in 
avatars when employed as virtual message. But we need further studies to identify whether 
the improved interaction between the sender and receiver is significant. Therefore, 
preparations have been made for the successive experiment (as outlined in Chapter 4) to 
consider full body gestures, the usability (in relation to effectiveness, efficiency and user 
satisfaction) of virtual message in e-government interfaces, as well as to obtain users‘ 
feedback in relation to the use of specific gestures full body used in these interfaces. 
3.7 Summary  
Examine the impact of new multimodal interaction metaphors for ease of use, in terms of 
efficiency, effectiveness and user satisfaction and the communication performance of the            
e-government interfaces. These studies have been implemented by developing fourth 
different conditions of the experimental e-government condition. The first experiment was 
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used first condition was based on the use of text with graph by TOEGP to present the 
messaging content between the sender and receiver. The second condition was concerned 
with using a combination of new multimodal metaphors (recorded speech and text with 
graph) via MMEGP to supply the same messaging content. In addition was used third 
condition was based on the use of recorded speech and earcons and icons and text with 
graph by NMEGP to present the messaging content between the sender and receiver. The 
fourth condition was concerned with using a combination of new multimodal metaphors 
(avatar) via AVEGP to supply the same messaging content. Together, an empirical 
evaluation of e-government conditions was then carried out by two independent groups of 
users. By performing common tasks and answering a set of message evaluation questions. 
The results obtained from these experiments confirm that multimodal metaphors do in fact 
help to improve the usability of e-government interfaces, and reduce the time needed for 
users to respond to messages, and allow users to undertake activities more accurately, and 
make use of the interface more pleasing and satisfactory. In other words, we conclude that 
the new multimodal metaphors tested can contribute greatly to improving the performance 
of users’ communication and ease of use of e-government interfaces in terms of 
effectiveness, efficiency and user satisfaction. It is therefore proposed to include multimodal 
metaphors in e-government interfaces and this need to be taken in mind when designing 
such interfaces. The e-government interface is gaining the popularity among the providers of 
e-government services. Its importance from the users’ point of view has become the main 
concern for e-government service providers. This is why this chapter has focused on 
investigating the usability which is an important factor for the improvement of e-government 
interfaces for the provision of high quality government services. 
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CHAPTER 4                                             
INVESTIGATING THE ROLE OF FULL BODY 
AVATARS IN MULTIMODAL E-GOVERNMENT 
INTERFACES  
 
4.1 Introduction  
Chapter 3 verified how the use of avatars to send messages outperformed the use of audio in 
terms of enhancing the usability of e-government interfaces and improving communication 
performance. On the other hand, the role of avatar was found to be limited to decide how the 
avatar contributed to improving the results or of the message arrives in its correct form. This 
study investigated users’ attitudes toward facial expressions that can be incorporated in 
avatars when employed as virtual messengers. However, we need to identify whether the 
improved interaction between the sender and receiver is more significant and measure how 
to increase users trust. This chapter therefore investigates whether the addition of avatar with 
full body gestures, when comparing to facially expressive avatars with three conditions 
could contribute to supporting the influence of avatar type of messaging. This investigation 
could help in revealing the role that avatar body gestures could play in multimodal              
e-government interfaces.   
4.2 Aims and Objectives 
One of the main aims of this experiment was the evaluation of the usability (in relation to 
effectiveness, efficiency and user satisfaction) and communication performance, as well as 
the perception of trust in e-government interfaces, incorporating the use of full body 
animated avatars in virtual message presentation. In particular, it is focused on the 
evaluation of both the effectiveness and efficiency of visual-audio in communicating 
supportive auditory messages associated with the live message presented by a full-body 
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animated avatar. Furthermore, this experiment is targeted at measuring users’ satisfaction 
and users’ trust in relation to the applied e-government interface. Additionally, this 
experiment is directed at evaluating the users’ performance in responding to the required 
experimental messaging activities.     
To secure the accomplishment of the aforementioned aims, the achievement of the following 
objectives are critical:  
1. Development of an e-government condition (experimental) which enables the 
employment of avatars with full body gestures in a analogous way to that applied in 
the previous experiment to communicate specific features of presented content 
messaging. This condition has been referred to as Avatar enhanced Virtual Message 
with Body Gestures Condition (VMBG). 
2.  Independent testing of the two experimental e-government conditions by two 
variant groups of users.  
3.  Measurement of the tested conditions efficiency by the time users spent in 
completing the required tasks.  
4. Measuring the effectiveness (as well as users’ performance) through the calculation 
of the number of tasks successfully answered by users as a percentage, in a bid to 
measure and determine the effectiveness of the tested e-government condition, and 
users’ communicating performance. 
5. Measurement of user satisfaction by their responses to questionnaires prepared in 
order to determine and assess users’ attitudes as it relates to the application of the            
e-government condition.  
6. Measurement of users’ trust by their responses to questionnaires prepared in order to 
determine and assess users’ attitudes as it relates to the application of the                        
e-government condition. 
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4.3 Hypotheses 
Theoretically, it was suggested that adding an avatar in VMBG would impact the stage 
involving usability, as well as users’ communication abilities when using the VMBG                     
e-government condition. The following hypotheses were derived based on this assumption:  
H1: The addition of the avatar will enhance the effectiveness of the VMBG in terms of tasks 
correctly completed and communication performance of both interfaces input and output.  
H2: Positive views will be expressed by users of the VMBG towards the use of avatar in 
terms convenience, disappointment? Cooperation, focus and understanding.   
H3: Users of the VMBG will successfully remember the key features of the content of 
messaging when communicating by avatar.   
H4: On overall, users will be satisfied with the VMBG.  
H5: On overall, users will be trusted with the VMBG.  
4.4 Experimental condition 
The AVEGP condition used in previous experimental work better verified performance 
compared to NMEGP regarding both usability and users’ accomplishment levels. This was 
noticeable in all tasks. However, AVEGP was found to be as usable with respect to both 
efficiency and effectiveness in all tasks. The need for the AVEGP condition to be further 
enhanced was established by these experimental outcomes, in order to investigate if adding 
visual-audio or sound and image stimuli could enhance users ‘performance in all tasks. 
Consequently, the e-government condition of an experimental nature VMBG enlisted in 
order to conduct this investigation, having replicated and extended the VMFE by involving 
the avatar to capture the users’ attention towards the most important parts of the message 
information when delivered by full-body animation as a virtual message.  
It should be noted that the VMFE uses speaking avatars with human-like facial expressions 
when communicating all types of information. On the other hand, the information 
communicated in the VMBG interface was based on speaking avatars with human-like full 
body gestures, in which different interaction metaphors were used to support the delivery of 
different types of communication enhancement.    
125 
 
In summary, the VMFE used speaking avatars with human-like facial expressions, whereas 
the VMBG interface was based on speaking avatars with human-like full body gestures. 
Which is better comparison among them in delivering the message and using avatars in this 
way, it is possible to imitate, to a great extent, the typical interaction involving face-to-face 
communication which traditionally occurs between the sender and the receiver of the 
message and it would be appropriate in the VMBG. 
4.5 Virtual Message with Facial Expressions Condition (VMFE)  
Figure  4-1, Figure  4-2 illustrates an example screenshot of the avatar e-government 
interface. 
 
Figure ‎4-1: Virtual Message with Facial Expressions Condition (VMFE) input interface 
This condition, in Figure  4-1Figure  4-2 uses an expressive avatar with facial expressions to 
enhance the virtual message. The interface provides command buttons to enable the message 
to be presented. It also provides two separate components for the message process, namely 
the speaking expressive avatar.  
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Figure ‎4-2:  Virtual Message with Facial Expressions Condition (VMFE) output interface 
When the user clicks the button of a given message, this button starts a speaking expressive 
avatar. The interface is divided into two parts, the first part for (Input Interface) and second 
part (Output Interface). These were designed to include the following components: a text 
box to present the user with information and a speaking expressive avatar box. There is a 
statement of the problem which is related to the kind of statement chosen (suggestion, 
comment, complaint). 
4.6 Virtual Message with Body Gestures Condition (VMBG)  
Figure  4-3Figure  4-4 illustrates an example screenshot of the multimodal e-government 
interface. This condition employed the speaking and expressive avatar with full body 
gestures to virtually message the experimental e-government interface. Through this 
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interface anyone can send a message from the e-government interface which is easy to use 
and enhances the understanding of incoming massages. It was provided by the interface of 
VMBG condition. Also the same procedure for to send message and asking and answering 
questions was followed about it.     
 
Figure ‎4-3: An example screenshot of VMBG condition input interface for e-government 
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Figure ‎4-4: An example screenshot of VMBG condition output interface for e-government 
 
This approach could be considered as closest to the real message situation because the 
virtual message was designed to simulate the same body movements usually performed by 
humans.  
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4.7 Implementation of Avatars Facial expressions and Avatars full-
body    
The concept of an avatar can be explained as a multimodal interaction metaphor potentially 
involving both auditory and visual human senses. It is essentially a computer-based 
character that has been manipulated to virtually represent one party in an interactive context 
[113]  with the ability to communicate both non-verbal as well as verbal information [115]. 
Verbal communication refers to the use of speech and written messages whereas nonverbal 
one can be attained by facial expressions [115].  
                            
                             Neutral                              Surprise                                    Glad    
Figure ‎4-5: Avatars Facial expressions with three levels used in the experimental e-government 
conditions 
 In general, avatars can be classified as abstract, realistic and naturalistic. Avatar is software 
or tools can be used to allow users to speak about something through live message formats 
which can be used to give complaints, suggestions or comments. Figures 39, 40 shows 
examples of Avatar facial expressions and full-body used in the experiment. 
The main difficulty that has been confronted through the development of the experimental 
conditions was in generating the Avatars full-body files needed for Poser files. 
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         Neutral                     Hands down               Hands behind              Open Hand                   Walking  
 
                                
      Contemplate                Paws opposite                Chin Stroking           Opposite legs                  Indicate    
Figure ‎4-6: Avatars full-body used in the experimental e-government conditions 
This process took a long time mainly when the number of frames becomes bigger; 
infrequently, the engine was hanging. Poser Tools were developed to resolve this problem. 
After that, the avatars full-body files for these parts were joined together using the tools to 
produce the final presentation and avatar files for each message.  
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Type of Avatar 
 
 
Forms 
 
Result 
 
Type of message 
 
        Facial Expressions 
Glad Positive suggestions 
Neutral Neutral comments 
Surprise Negative complaints 
 
 
 
Body Gestures 
Hands down, Hands behind, Open 
Hand, Walking, Paws opposite,    
Chin Stroking 
 
Positive 
 
suggestions 
Neutral, Contemplate,   Neutral comments 
Opposite legs, Indicate, Hands 
down, Hands behind, Open Hand, 
Walking, Paws opposite, Chin 
Stroking  
Negative complaints 
 
Table ‎4-1: Facial expressions and body gestures with three levels used in the third experiment 
classified according to respectively 
Three facial expressions were commonly used in VMFE, whereas 10 body gestures were 
used in VMBG condition. These expressions and gestures are normally used by people in 
daily life. In Table 10, facial expressions were classified into three groups; positive, neutral 
and negative while body gestures were categorized into positive, neutral, and negative [128, 
149]. Such as Neutral, Hands down, Hands behind, Open Hand, Walking, Contemplate, 
Paws opposite, Chin Stroking, Opposite legs, Indicate. When we use body gestures these 
help us to better explain messages of this evidence on the ability of Avatar Full Body up 
better than the message with facial expressions, which were limited. More technical details 
about the development of the experimental e-government conditions are available in 
Appendix. 
4.8 Experimental Design  
The thorough design methodology was followed in carrying out this experimental 
investigation. This design guarantees user sharing in the use of all evaluative systems; so, it 
brings down the effect of any external factors which may influence user performance from 
one behaviour to another. Therefore, two groups of users were associated with the 
assessment of the experimental e-government conditions: VMFE and VMBG. 30 users in 
total, on an individual basis, have participated in the experiment. This experiment data was 
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collected of three main parts. The first part was the pre-experimental questions for the 
profiling of users. The second part investigated the users‘ evaluation (positive or negative or 
neutral) when using facial expressions or full body gestures in the experiment. Every of 
these expressions and gestures was shown to users as still images on the screen. In the third 
part of the experiment, the experimental conditions were demonstrated to users and then 
used to present the experimental interactively. This element was aimed at getting the 
users‘ perceptions of the same expressions and gestures when communicated in an 
interactive and comparing the experimental e-government conditions in terms of efficiency 
and effectiveness as well as users‘ satisfaction and communication  performance and 
perception of trust. In addition, this experiment was used to acquire an overall feedback 
from users concerning the usefulness of the implemented multimodal metaphors, their 
preferred experimental condition. 
4.9 Variables  
Three types of variables were considered in this experiment which were: independent, 
dependent and controlled variables. The variables controlled in this experiment were similar 
to those considered in the first experiment (refer to section 3.6.3). 
4.9.1 Independent Variables  
Independent variables represent the factors manipulated in the experiment and are assumed 
to be the cause of the results for the presentation of the e-government input interface; avatar 
facial expression in VMFE and avatar full body gesture in VMBG. (refer to section 3.6.3). 
4.9.2 Dependent Variables  
These are the variables being measured as a result of manipulating the independent 
variables. The independent variables regarded in this study are shown in Table 13 and 
include the following:  
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Measure Variable Variable  Code 
Efficiency Tasks messaging and question answering time DV 1 
Effectiveness and user‘s 
performance 
 
Correctness of enter tasks and answers 
 
DV 2 
Satisfaction User satisfaction DV 3 
perception of trust User trust DV 4 
 
Table ‎4-2: Dependent variables considered in the third experiment 
DV 1, DV 2 and DV 3 had taken by users to enter message tasks and to answer the 
questions, as required in the previous experiment.  
DV 4: Perception of trust: While completing the task, users were coached evaluation of its 
agreement with the relevant data to a trust perception measuring facets of trust (competition 
of user expectations, user incompetency, previous experience effects, user trustworthiness, 
user honesty), using a Liker scale. A full explanation of the trust items can be located in 
Appendix. 
4.10 Users Sampling  
30 volunteer users in total participated in this study, all of whom were using the 
experimental condition for the first time. They were both equally and randomly assigned             
(N = 15) to the experimental conditions. (Refer to section 3.6.1)   
4.11 Data Gathering  
The process of gathering data was largely based on experimental observations as well as 
questionnaires. For each task, each user was required to complete nine message tasks and to 
answer six questions. The time spent to complete the message tasks and to answer each of 
the six questions was observed to help in measuring the efficiency. However, in order to 
collect the data related to effectiveness, the correctness of user‘s answers were checked to 
measure the performance of communications and the total number of successful users who 
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completed the message tasks and answer questions was counted for each user. The pre-
experimental section of the questionnaire was dedicated to gathering personal data about 
users such as age, gender and education. It also helped to obtain data related to users’ prior 
experience in computers, Internet and e-government. Finally, the post-experimental part of 
the questionnaire was aimed at assessing the users’ satisfaction and users’ trust with the                
e-government condition tested. Users’ responses to this questionnaire were used to calculate 
the satisfaction score for each user in both the control and the experimental groups. The 
perception of trust was influenced by five key statements pertaining to user beliefs on the 
message honesty, trustworthiness and competency, as well as the matching of expectations 
and the effect of previous experience. A comprehensive description of pre-experimental, 
post-task and post-experimental items can be found in the Appendix.   
 
Figure ‎4-7: Users’ profile in terms of age, gender, education level in both control and experimental 
groups 
4.12 User Profiling 
The users’ personal and educational information, as well as their previous computing 
knowledge and experience was collected and analyzed on the basis of their responses to the 
pre-experimental questions (refer to Appendix). Figure  4-7 shows that the age range in the 
5
.0
0
%
 
8
.4
0
%
 
5
1
.0
0
%
 
3
5
.0
0
%
 
7
1
.0
0
%
 
2
9
.0
0
%
 
7
.0
0
%
 
5
7
%
 
3
6
.3
0
%
 
3
0
%
 
1
0
%
 
2
0
%
 
4
0
%
 
7
0
%
 
3
0
%
 
3
0
.0
0
%
 
5
0
%
 
2
0
.0
0
%
 
0%
10%
20%
30%
40%
50%
60%
70%
80%
1
8
 -
 2
3
2
4
 -
 3
0
3
1
 -
 4
0
O
ve
r 
4
0
M
al
e
fe
m
al
e
H
ig
h
 s
ch
o
o
l
U
n
d
er
gr
ad
u
at
e 
Le
ve
l
P
o
st
gr
ad
u
at
e 
Le
ve
l
Age Gender Educational level
VMFE VMBG
135 
 
control group was 51 % within 31 – 40, 35% over 40, 8.4% 24 – 30 and 5% 18 – 23 years 
old. In the experimental group, 40% were over 40, 20% 31 – 40 and 10% 24 – 30 and 30% 
18 – 23 years old. The majority of the participants were male (71% in the control group and 
70% in the experimental group). The education level was found to be predominantly 
postgraduates by 36.3% in control group and 20% in the experimental but undergraduates 
represented 57% in control group and 50% in the experimental. In addition, 7% were from 
high school in the control group and 30% in the experimental. 
 
Figure ‎4-8: Prior experience for users in both control and experimental groups 
Figure  4-8, show that most participants are expert users of computers in the control group, 
42% very frequently and 13% frequently in the experimental group. Forty percent of the 
control group use computers from home and 40% in the experimental group. 33.3% of the 
control group use computers from work and 27% in the experimental. The weekly use of the 
Internet in the control group is less than fifteen hours a week, compared to hours in both the 
experimental group and control group. Over 47% use the Internet for browsing in the control 
group and 7% in the experimental. In addition, less than 7% of the sample users were using 
the Internet for education. 20% in the experimental group and 27% control groups were 
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using it for email. Finally, Figure  4-8 demonstrates that both groups, to a large extent, were 
equivalent in terms of users‘ individual characteristics and prior experience.  
 
Figure ‎4-9: Learn how to use e-government for users in both control and experimental groups 
Figure  4-9 shows that the experimental group was more experienced in e-government 
applications in comparison with the control group. Therefore, any differences between the 
two experimentally obtained results could be attributed to the treatment of the participants. 
4.13 Results and Analysis   
Both groups' results were analysed in terms of efficiency (time users needed to enter 
message tasks and answer the required questions), effectiveness (percentage of correctly 
entered tasks and answered questions), and user satisfaction and user trust (based on a rating 
scale). For the statistical analysis, the nonparametric Kolmogorov-Smirnov test [145] has 
been used to test the normal distribution of the results obtained in terms of the tasks 
attempted and answering time, mouse click, correctly entered task and the satisfaction. If 
normal distribution was found to be the scope of the data, then the evaluation of the 
significance of the difference between the two groups in regard to each of these parameters 
would be underpinned through the use of an independent t-test. The pertinence of this 
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statistical test is apparent when two varying experimental conditions are tested by two 
independent groups of users. In addition use the Mean Difference that it is a measure of 
statistical dispersion equal to the average absolute difference of two independent values 
drawn from a probability distribution [146]. Otherwise, as a non-parametric equivalent of 
the independent t-test, a Mann-Whitney test was used [144]. Also, a Chi-square test was 
used for analysis statistically the categorical data [147]. These statistical analyses were 
carried out at α = 0.05 and if p-value was found to be less than 0.05, a significant difference 
was detected.  
4.14 Efficiency 
The time taken to perform tasks and answer the required questions was used as a measure of 
efficiency. This measure was considered for all tasks for the input interface and for the 
output interface (according to the question type, recall and recognition), message 
complexity, as well as for each task and for each of the users in both groups. The control 
group spent a total of 35 minutes but note that the experimental group spends less time, 
28.38 minutes Figure  4-10 shows the mean values of the time taken by all users. 
 
Figure ‎4-10: Mean values of time taken by users in both groups to enter all tasks, grouped by message 
complexity and message type for the (Input interface) 
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The experimental group Figure  4-11 took slightly less time to complete the tasks.  Found in 
use the avatar full body improved efficiency, as tasks took less time - unlike the other groups 
which took more time to listen and watch from the avatar facial expression interface and 
read the tasks in the output interface. 
 
Figure ‎4-11: Mean values of time taken by users in both groups to enter all tasks, grouped by message 
complexity and message type for the (output interface). 
4.14.1 All Tasks    
Figure  4-10, Figure  4-11 shows the mean values of the time taken by users in both groups to 
enter message tasks for the input interface and answer questions for the output interface. The 
results are grouped by the message complexity for the input and output interfaces, message 
types for both interfaces and input and output and question types for the output interface. In 
Figure  4-10, the message tasks time was lower in the experimental group for all tasks, 
messages, as well as for each message complexity and message type for the input interface. 
The raw data for the task times can be found in the Appendix. Each user had to enter nine 
message tasks using the input interface. The mean time taken to, enter all message tasks in 
the input interface using VMFE was more than that for the VMBG. The total time taken by 
users of the VMBG in the experimental group for the input interface was on average 28.38 
minutes per user. In comparison, users of the VMFE in the control group of the input 
interface spent a total of 35 minutes per user on average. Tasks in which both text and avatar 
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with facial expression must be entered took more time. Figure  4-10 shows the mean values 
of the time taken by all users. The t-test calculations showed that the difference in answering 
time between both groups was significant (t (-11), MD (46), p < 0.05). Experimental 
observations revealed that users in the experimental group took less time. These results were 
positing previous experiments term of the time factor. Because these users used the same 
tool avatar, but was more interactive when used avatar full body gesture in VMBG.   
When answering six questions for the output interface, as shown in Figure  4-11, users of the 
VMBG were 100.80 seconds slightly faster than their counterparts who used the VMFE. The 
t-test calculations showed that the difference in answering time between both groups was 
significant (t (5.6), MD (44.80), p = 0.0 < 0.05). Experimental observations exposed the fact 
that users in the experimental group took less time to complete tasks. Users who listened and 
showed and followed the instructions by the full body avatar for tasks took less time; unlike 
the other group which took more time to listen and showed by the avatar facial expression to 
the instructions for the task.   
4.14.2 Message Complexity     
Figure  4-10 shows the message time grouped by the complexity of tasks. These tasks were 
designed to increase in difficulty and were equally divided into three easy, three moderate 
and three difficult tasks. Overall, the message time for the experimental group was lower for 
all complexity levels. In addition, the difference in messaging time between the two groups 
increased with an increasing level of task complexity. For easy tasks, the mean message time 
in the VMBG was 6.38 minutes less than that for the VMFE. The variance between both 
tasks, however, was slightly less minutes for responding to moderate tasks. For difficult 
tasks, the variance was considerably higher, 4 minutes in favour of the VMBG. The 
statistical tests revealed that users of the VMBG needed significantly less time than the users 
140 
 
of the VMFE to enter message tasks for each of the easy (t(-11), MD (-5),  p < 0.05), 
moderate (t(-27.9), MD (-107), p < 0.05) and difficult (t t(-36.7), MD (-11), p < 0.05) tasks.      
Figure  4-11 shows the message time grouped by the complexity of tasks for the output 
interface. These questions were designed to increase in difficulty and were equally divided 
into two easy, two moderate and two difficult tasks. On overall, the answering time in the 
experimental group was lower for all complexity levels. Moreover, the difference in 
answering time between the two groups increased with an increasing level of question 
complexity. For easy questions, the mean answering time for VMBG was 36 seconds less 
than for VMFE. The variance between both tasks was slightly fewer 4 seconds for 
responding to moderate questions. For difficult questions, the variance was 18.5 seconds in 
favour of the VMBG. The statistical tests revealed that the users of the VMBG needed 
significantly less time than the users of the VMFE to answer each of the easy (t(12), MD 
(44), p < 0.05), moderate (t(13), MD (45), p < 0.05) and difficult (t(13), MD (48), p < 0.05) 
questions.           
In summary, these results demonstrate that users of the input interface and output interface, 
in the experimental group, take less time in comparison to the control group. The main 
reason is the optimization process to send the message by the avatar full body. 
4.14.3 Message Type  
Figure  4-10 shows the message time grouped by the message type. The tasks were designed 
to be of three different types; nine task each. Overall, the message time in the experimental 
group was lower, for both types of tasks, as opposed to the time for the control group using 
the input interface.   
In responding to message tasks, users of the VMBG, in the experimental group, spent 8.2 
minutes to complete suggestions and 12 minutes for complaints. The users of the VMBG, in 
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the experimental group, spent less time than the control group where the suggestion time 
was (t (-17), MD (-7), P = 0.0 < 0.05) and the complaint time (t (-19), MD (-6), P = 0.0         
< 0.05) and the comment time was (t (-31), MD (-11), P < 0.05).  Note results demonstrate 
from T-test and Mean Definition (MD) test was conducted for all message types. The 
reduced time for the experimental group is due to the fact that users are used to generate text 
and avatar full body, when using the input interface.      
On the other hand, a variation between the task times for the three message types was 
observed for users of the VMBG in the experimental group who spent 35 seconds (on 
average) slightly less than the users of the VMFE in the control group. According to the             
t-test results, the difference between the two groups for tasks time was found to be 
statistically significant for the experimental group using the output interface. The users’ time 
for suggestions was (t (12), MD (44), P = 0.00 < 0.05) and for complaints was   (t (13), MD 
(45), P = 0.00 < 0.05) and for comments was (t (13), MD (48), P = 0.00 < 0.05). Through         
T- test and MD for all message types were in the experimental group for the output interface.   
On the whole, these experimental findings indicate that the addition of the multimodal 
metaphors to the VMBG helped users much more when using the output interface. For the 
input interface, the results indicated that users of the VMBG took less time; this result 
conversely on the previous experimental in terms of the efficiency. 
4.14.4 Question Type  
Figure  4-11 shows the answering time grouped by the question type. The questions were 
designed to be of two different types; recall and recognition with six questions each.  
Overall, the answering time in the experimental group was lower for both types of questions, 
as opposed to the control group. Answering the recall questions took less time in comparison 
with the recognition questions. In responding to the recall questions, users of the VMBG in 
the experimental group spent 41.9 seconds (on average) less than the users of the VMFE in 
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the control group. However, the variation between the two groups was substantially reduced 
to 20 seconds, with respect to answering recognition questions. According to the t-test 
results, the difference between the two groups in answering time was found to be statistically 
significant for the recall questions (t (12.7), MD (69.5), p < 0.05) whereas significant 
difference was identified for the recognition questions (t (13), MD (69.8), p < 0.05). 
In summary, during the recall and the recognition tasks, we can see that the message 
receivers respond faster to questions, compared to the experimental group using the output 
interface and the assistant behind it is to use avatar full body.    
4.14.5 Each User  
Figure  4-12 show the time taken to enter message tasks for each group. Apart from the 9th 
tasks which needed a long time to complete by the VMFE group, the experimental group 
needed shorter times than the control group to enter messages for all the tasks.  
 
Figure ‎4-12: Mean values of time taken by the users in both groups to enter messages for each of the 
tasks in the input interface 
Moreover, the mean time taken to enter a message task was 28.38 minutes for the 
experimental group, compared to 35 minutes for the control group. It was noticed that the 
difference between the two groups for message times varied across the nine tasks for the 
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input interface. These variances could be attributed to the differences in complexity and the 
type of task or because of the new effects which were added attracted the attention of users. 
Major differences were obtained for the experimental group. Still so, the results obtained 
could not be considered as conclusive for clarifying the role that the full body avatar played 
in shortening the message time when used in the input interface. The control and 
experimental groups are equal in terms of the complexity of the required tasks - the control 
group enter text and avatar facial expression and the experimental group enter text and 
avatar full body gesture in the input interface. These tasks were designed to explore the 
individual role of these multimodal metaphors. In a few words, the multimodal metaphors 
used in the VMFE and VMBG assist in reducing the message time for most users 
undertaking the required tasks for the input interface.    
 
Figure ‎4-13: Mean values of time taken by the users in both groups to enter messages for each task                                                  
in the output interface. 
Figure  4-13 shows the total time spent by each user in both groups to enter messages for all 
the six tasks. Little proportion of time was spent by users of the VMFE, compared to users 
of the VMBG. The minimum and maximum message times taken by the control group were 
100 seconds (User 1) and 189 seconds (User 14), correspondingly. In the experimental 
group, the minimum time taken was slightly lower (69 seconds by User 10), whereas the 
maximum time (165 seconds by User 13) was less than that in the control group. On 
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average, the users of the VMBG were 100.80 seconds faster than their counterparts who 
used the VMFE.  
4.15 Effectiveness  
The correctness of user‘s answers were checked to measure the performance of 
communications and the total number of successful users, who completed the message tasks 
and answer questions was counted for each user. The number of correctly entered messages 
were used as a measure of effectiveness. This measure was considered for all messages and 
all the questions, according to the question type (recall and recognition) and message 
complexity (easy, moderate and difficult) and message type (suggestion, complain and 
comment), as well as for each user in both control and experimental groups.  
4.15.1 All Tasks  
This measure was considered for all the tasks for each group per user. Figure  4-14 shows the 
percentage of mouse clicks to enter messages for all tasks for the VMFE and VMBG. Users 
of the VMBG used less mouse clicks that users of the VMFE. The reason for this is the 
enhanced input interface used by users when using the new avatar tool as full body and 
improved the performance of communications. The mean number of mouse clicks for the 
VMFE was (1965) more than that for the VMBG (1669), for all messages. The t-test results 
revealed that the difference in mouse clicks between VMFE and VMBG was significant (t 
(22.9), MD = -450, p < 0.05). As a result, the VMBG users outperformed the users of the 
VMFE, who send the messaging information via the text channel and avatar full body. 
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Figure ‎4-14: The mean number of mouse clicks performed by users in both groups to enter messages for all the 
tasks for the input interface. 
Users of the VMFE exceeded VMBG users in terms of the number of mouse clicks used to 
enter messages for all tasks. The new multimodal metaphors applied when using avatar full 
body in the VMFE assisted in reducing the number of mouse clicks used for the required 
tasks and improved the performance of communications in the input and output interfaces. 
In Figure  4-15, users of VMBG performed better than users of the VMFE in terms of the 
number of mouse clicks used for all messages. The mean number of mouse clicks used in the 
VMFE was (32) less than that used in the VMBG (21), for all messages in the output 
interface. The t-test results showed that the difference in mouse clicks between VMFE and 
VMBG was significant (t (5.6), MD = 7.7, p < 0.05). As a result, VMBG outperformed the 
users of the VMFE when receiving the messaging information via text with the new 
metaphors. The assimilation of more than one communication metaphor of dissimilar 
natures in the VMBG assisted users in the experimental group to discriminate between the 
different types of information delivered by each of the avatar full body more than when 
using the avatar extracts, thus enabling them to understand this information in a short time 
period and reducing the number of mouse clicks and improved the performance of 
communications. In summary, the new multimodal interaction metaphors used in the VMBG 
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were more effective in communicating and considerably helped the users in the experimental 
group to achieve a higher effectiveness rate, when using the input and output interfaces.      
 
Figure ‎4-15: The mean number of mouse clicks performed by users in both groups to enter messages 
for all the tasks for the output interface. 
By analysing the correctly entered measure we can find what percentage of users entered the 
correct message for all tasks. Figure  4-16shows the percentage of test result messages 
correctly entered for all tasks in the VMFE and VMBG. Users of the VMFE are 78% correct 
and VMBG users are 99% correct, in terms of the correctly entered measure for the input 
interface.   
 
Figure ‎4-16: Percentage of correctly completed tasks by users in both groups for the input interface. 
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Also, when looking at Figure  4-17, users of the VMBG complete more tasks successfully 
than VMFE users, in terms of the number of correctly entered messages for tasks using the 
output interface. The VMBG was more effective in communicating and considerably 
assisted the users in the experimental group to achieve a higher effectiveness rate, as 
opposed to users in the control group.      
 
Figure ‎4-17: Percentage of correctly completed tasks for users in both groups for the output interface. 
4.15.2 Message Complexity      
Figure  4-14 shows the number of mouse clicks achieved by users in both groups to enter 
messages, grouped by message complexity (easy, moderate and difficult tasks) for the input 
interface. The total number of tasks in each complexity level was 9 tasks. The experimental 
group outperformed the control group in all levels of complexity, particularly when 
completing the easy tasks. This is shown by the number of mouse clicks performed by users. 
What is more, the difference in users‘ performance increased in the control group, as the 
complexity of tasks increased. For easy tasks, the users of the VMBG required 555 clicks for 
mouse click to entered message tasks, less than that achieved by the VMFE users, which 
were 456 clicks. However, the difference was 130 clicks, with respect to moderate tasks. 
The largest difference (67clicks) was noted in users‘ responses to difficult tasks, where users 
in the experimental group performed less mouse clicks compared to users in the control 
group - the reverse of the results for the first experiment in chapter 3. However the similar 
results for the second experiment in chapter 3. This is due to the fact that users using the new 
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tool avatar full body in the experimental group perform less mouse clicks and improved the 
performance of communications. The results of the T-test showed that the difference in enter 
messages between the VMFE and VMBG reached a statistical significance for easy tasks  
(T = -3.7, MD = -85.9, p < 0.05), while it was found to be significant in moderate tasks  
(T = -4.7, MD = -107, p < 0.05) and difficult tasks (T = -24.6, MD = -297, p < 0.05). This 
result is in favour of the experiment group, for the input interface.  
Figure  4-15 shows the mean number of mouse clicks performed by users in both groups in 
order to enter messages when using the output interface, grouped in terms of complexity. 
The experimental group outperformed the control group for all levels of message 
complexity, chiefly for the easy tasks. This is shown by the low number of mouse clicks 
performed by users. The results of the T-test showed that the difference in entered messages 
between VMFE and VMBG reached a statistical no significance for easy tasks (T = 6, MD = 
3, p < 0.05), while it was found to be significant for moderate   (T = 8.8, MD = 4.8, p < 0.05) 
and no significance difficult tasks (T = 13, MD = 48, p < 0.05). This result is in favour of the 
experimental group.     
Figure  4-16 shows the percentage of correctly entered messages, grouped by message 
complexity, for the VMFE and VMBG in input interface. Users of the VMBG, when 
entering easy messages, scored 100%, higher than VMFE users, 79% in terms correctly 
entered message measure.  The Chi-square test shows results, significance for easy (X² = 24, 
p < 0.05), significance for moderate (X² = 25, p < 0.05) and no significance for difficult (X² 
= 21, p < 0.05) tasks. The new multimodal interaction metaphors increase the numbers of 
correctly entered messages, as shown by the Chi-square test.      
Figure  4-16 shows the percentage of correctly entered messages for tasks of different 
complexity in the VMFE and VMBG in output interface. When the message complexity is 
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easy, it should be noted that users of the VMBG showed a success rate of 100%, higher than 
VMFE users (74%). The Chi-square test gave outcomes: easy (X² = 12, p < 0.05), moderate 
(X² = 45, p < 0.05) and difficult (X² = 14, p < 0.05). The use new of multimodal interaction 
metaphors such as avatar full body gave a better rate of success, as shown by the Chi-square 
test.        
In brief, it can be said that both groups of users accomplished equivalent levels of accuracy 
in response to different complexity tasks. However, the contribution of new multimodal 
metaphors such as an avatar full body for improved user performance was more obvious for 
the high complexity tasks.   
4.15.3 Message Type   
Figure  4-14 shows the number of mouse clicks performed by users to measure the 
performance of communication, for message type tasks, for both control and experimental 
groups. The number of mouse clicks is between 470 to 760, for both groups when using the 
input interface. Users of the VMBG performed better than those using the VMFE for 
different message type tasks, but the difference between the two groups was bigger in terms 
of the total number of clicks needed for each type. For the comment tasks, the number of 
clicks entered for messages in the control group was 615 higher than that in the experimental 
group 579. As mentioned earlier, this is due to the fact that users when using the new avatar 
full body tool in the experimental group require less mouse clicks to enter the input message 
and improved the performance of communication. The results of the T-test showed a 
significance in the number of mouse clicks between the VMFE and VMBG for both 
message types which favours the experimental group using the input interface; Suggestion 
(T = -48, MD = 304, p < 0.05) was significantly and Complaint (T = -0.39, MD = -7.2, p < 
0.05) was significantly and Comment (T = -6, MD = -179, p < 0.05) was significantly. A 
further analysis (see Figure  4-15) indicated that the experimental group significantly 
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outperformed the control group in its ability to perform fewer mouse clicks when using the 
input interface.    
 Figure  4-15 shows that the mean number of mouse clicks for correctly answered complaint 
tasks for the experimental group was 6 clicks less than that for the control group, 11 clicks. 
This result indicates that it is easier to answer questions and increase the performance of 
communication when using the enhancement. The experimental group took less time and 
performed fewer clicks. The results of T-test showed a significant difference in the mouse 
clicks taken to enter messages for answers to the questions between the VMFE and VMBG, 
for both types of message: Suggestion significance (T =3, MD = 3, p < 0.05), Complaint 
significance (T = 8.8, MD = 4.8, p < 0.05) and Comment no significance (T =- 0.40, MD          
= -0.20, p < .69). An additional analysis (see Figure  4-15) indicated that the experimental 
group some time significantly outperformed the control group in answering questions of 
different message type when using the output interface.     
Figure  4-16 shows the percentage of correctly entered messages for the different task types 
for the VMFE and VMBG. Users of the VMBG had a 100% success rate for suggestion type 
messages which was higher than VMFE users (75%). In addition, the complaint and 
comment had a similar result in terms of the correctly entered messages for message type 
tasks in the input interface. The Chi-square test gave results; Suggestion (X² = 26, p < 0.05), 
Complaint (X² = 12, p < 0.05) and Comment no significance (X² = 12, p < .10). The Chi-
square test is effective at differentiating between the two groups, in terms of testing the 
degree of successful entry of messages. In addition, it has been shown by previous findings 
that the success rate was higher in the experimental group.    
Figure  4-17 show that users of the VMBG had a message success rate of 89% for the 
suggestion type, higher than for VMFE users (78%). For the complaint message type, 
VMBG users had a success rate of 100% and VMFE users 90%, in terms of the correctly 
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entered messages when using the output interface. The Chi-square test demonstrates the 
results; Suggestion (X² = 12, p < 0.05), Complaint (X² = 12, p < 0.05) and Comment (X²          
= 14, p < 0.05). As was mentioned earlier, the Chi-square test effectively differentiates 
between the two groups in terms of testing the degree of accuracy of entering messages. It 
has been shown by previous findings that the experimental group had a higher success for 
entering messages.  
In summary, the contribution of new multimodal metaphors such as avatars full body 
reduces the number of mouse clicks users use to enter messages to measure the performance 
of communication for the different type tasks in the input interface. In addition, it helps users 
to input messages correctly. Also, use of new multimodal metaphors reduces the number of 
mouse clicks used when using the output interface. Nevertheless, the experimental group 
performed significantly better than the control group, in terms of the overall results achieved 
for the different message types.  
4.15.4 Question Type   
The mean number of mouse clicks and percentage of correct answers to recall and 
recognition questions, in both control and experimental groups, was considered. In 
Figure  4-14 and Figure  4-15 users of the VMBG performed better than those of the VMFE 
for both recall and recognition questions, butut the difference between the two groups was 
smaller in the latter type. For recall questions, the number of mouse clicks in the 
experimental group was 11 clicks less than that for the control group, which were 16 clicks. 
However, the number of mouse clicks recognition questions in the experimental group was 
10 clicks less than that for the control group, which were 16 clicks. Using the VMBG, users 
in the experimental group used a slightly smaller number of mouse clicks in recall and 
recognition questions, respectively, when using the output interface. On the other hand, the 
users of the VMBG, in the experimental group, exhibited a 96% correctness rate in 
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answering recall questions and a 97% correctness rate in answering recognition questions for 
the output interface. The results of the T-test showed a significant difference in the number 
of correct answers between the, for both types of questions, in terms of the number of mouse 
clicks; recall (T = 2.5, MD = 1.8, p < 0.05) and recognition (T = 8.6, MD = 5.8, p < 0.05). 
On the other hand, the results of Chi-square test showed significant difference in the number 
of correct answers between the VMFE and VMBG, for both types of questions correctly 
entered; A further analysis indicated that the experimental group significantly outperformed 
the control group in answering both recall and recognition questions, in terms of the number 
of mouse clicks and correctly entered answers for the output interface.      
In summary, the advantage of using new multimodal metaphors was more apparent when 
users answer questions to recall activities, compared to when users answer questions to 
recognition activities. Nevertheless, the experimental group performed significantly better 
than the control group, in terms of the overall results for both types of questions and in the 
number of mouse clicks and correctly entered answers in the output interface.  
4.15.5 Individual Users  
Figure  4-18 shows the number of mouse clicks achieved by users in both groups to enter 
messages for both the control and experimental groups.  
 
Figure ‎4-18: The mean number of mouse clicks used to enter the correct answers for individual users, 
in both groups, when using the input interface. 
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It is worth mentioning that all users of the VMFE used more mouse clicks than users of the 
VMBG. User 7 of the VMFE used 1600 clicks and User 8 used 2150 clicks. It shows the 
difference between the highest and the less frequently used. On the other hand, on average, 
the number of mouse clicks per user for the VMBG experimental group was 1669, compared 
to 1966 clicks for the control group. In short, the use of new multimodal metaphors such as 
avatar full body for communicating messages is more helpful for users in the experimental 
group, than users in the control group, in terms of the tasks required to enter messages when 
using the input interface.    
 
Figure ‎4-19: The mean number of mouse clicks used to enter the correct answers for individual users 
in both groups for the output interface. 
Users in the experimental group used less mouse clicks, compared to users in the control 
group, for the output interfaces. On average, per user in the experimental group required 21 
clicks, compared to 32 clicks in the control group. In a word, the use of new multimodal 
metaphors as avatar full body in communicating the message enables users in the 
experimental group to outperform their counterparts in the control group in answering the 
required questions correctly, in terms of the number of mouse clicks used when using the 
output interface. 
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Figure ‎4-20: Percentage of correctly entered messages achieved by individual users in both groups, for 
the input interface. 
Figure  4-20 shows the percentage of correctly entered messages achieved by each user in 
both groups for the VMFE and VMBG. The experimental group outperformed their 
counterparts in the control group, in terms of the number of messages entered correctly when 
using the input interface. The most successful result was in the experimental group, where 
users 1, 11, 12, 13, 14, 15, achieved 100%. The most successful result was in the control 
group, where user 15 achieved a success rate 89%.  User 5had the worst success rate (86%). 
The average test result of correctly entered messages for users in the experimental group was 
99%, compared to 75% for users in the control group.   
 
Figure ‎4-21: Percentage of correctly entered messages for individual users in both groups using the 
output interface. 
However, Figure  4-21 shows the percentage of correctly entered messages achieved by each 
user for both groups (VMFE and VMBG) when using the output interface. The highest 
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results in the experimental group were 100% (users 1, 2, 3,9,13, 14, 15) and the lowest result 
was 83% (user 4). The highest result in the control group was 100% (users 11, 15). The 
lowest result (user 5) was 67%. On average, the correctly entered messages for users in the 
experimental group was 93%, compared to 82% in the control group. This means that users 
in the experimental group performed more successfully when using new multimodal 
metaphors, as the avatar full body helped to communicate the messages to the users. 
4.16 User Satisfaction  
Users’ responses and scale, ranging (Refer section 3.7.6).     
 
Figure ‎4-22: Percentage of users agreeing to each statement of satisfaction, for both VMFE and 
VMBG groups. 
The mean satisfaction score for the users in the VMBG was more satisfactory for users using 
the VMFE. Figure  4-22 shows the percentage of users agreeing to each statement in the 
satisfaction questionnaire. Refer to Appendix for users’ responses to the satisfaction 
questionnaire. In the initial statement (Q1), 66% of users in the experimental group agreed 
that the e-government interface tested was easy to use. The next statement (Q2) asked the 
users whether they found the interface to be complex to use. In this regard, users of the 
VMBG expressed a lower level of disagreement 61.7% than the users of the VMFE 81.7%. 
A high level of agreement was observed for Q1, but a low level of agreement was observed 
for Q3, where only 18.5% of the users in each group thought there was good communication 
during interaction with the interface. However, users found the VMBG to be less difficult 
(Q4). 58% of users in the experimental group found communication to be easy (Q5). 
Conversely, users found the VMBG to be less confusing (Q6 and Q7). All of the VMBG 
users believed that most people will learn to use the tool quickly, compared to 41.7% who 
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agreed with this statement in the VMFE group. Also nervousness levels (Q8) were higher in 
the control group (85%) - 73% for the experimental group. Additionally, users’ agreement in 
the experimental group was higher, in comparison to the control group, in terms of the 
aspects connected to the communication channel (Q9). Overall, all users in the experimental 
group were satisfied with the tested interface (Q10), whereas fewer (66.7%) were satisfied in 
the control group. In brief, the use of new multimodal metaphors to convey the message 
results in positive views from users. Therefore, the new multimodal e-government interface 
with avatar full body can be considered more satisfactory than avatar facial expression only.      
4.17 Perception of Trust        
If party A trusts party B for a service X, trust is the measurable belief of A in that B will 
behave dependably for a specified period within a specified context (with regard to service 
X) [52]. Therefore a number of features of online communication have the ability to both 
decrease or increase the level of citizens trust, it would be valuable to understand which 
factors and what levels will have desirable effect and which wouldn’t. This will then help 
with ensuring that these factors are executed in such a manner that ensures that citizens can 
place the optimal degree of trust in e-government.  
 
Conditions (n=30) 
 
Statement 
 
VMFE VMBG 
 
Agree 
  
 
Disagree  
 
Agree 
  
 
Disagree  
 
(Q1) The interface features offered 
matched my expectations 
 
9 (60%)  
 
6 (40%)  
 
 
12 (80%)  
 
3 (20%)  
 
(Q2) I believe that this interface gave me 
the impression that it was honest 
 
10 (67%)  
 
5 (33%)  
 
 
13 (87%)  
 
2 (13%)  
 
(Q3) I would rely on my previous 
experience more than interface contents. 
 
11 (73%)  
 
4 (27%)  
 
 
13 (87%)  
 
2 (13%)  
 
(Q4) I felt this interface was unprofessional 
and incompetent 
 
8 (53%)  
 
7 (47%)  
 
 
7 (47%)  
 
8 (53%)  
 
(Q5) I felt that this interface was 
trustworthy  
 
10 (67%)  
 
5 (33%)  
 
 
14 (93%)  
 
1 (7%)  
 
Table ‎4-3: Frequency of the agreement and disagreement of participants in each statement related to 
the users’ perception of trust. 
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Table  4-3 shows the frequency of the user agreement and disagreement with the trust 
statements for using the VMFE and VMBG experimental systems. Participants generally 
responded favourably to VMBG when questioned on the five trust aspects as outlined in the 
previous experiment and this shows when using multimodal approach and then increase 
trustworthy. From table 13, it is identifiable that 60% of VMFE users were in agreement that 
the system’s features offered matched with what their expectations, in comparison to 80% of 
VMBG users. It was also noted that 87% of VMBG users possessed a belief that the system 
portrayed an honest impression overall, in comparison to 67% of the users of VMFE. 
Furthermore, 87% of VMBG users intended place a greater reliance on their prior experience 
than the actual content provided by the system compared to 73% of the users of VMFE. In 
addition to this, 53% of the users of VMFE felt this interface was incompetent and 
unprofessional, in comparison with 47% of the users of VMBG who were in agreement with 
this statement. Only 20% of VMFE users felt the system to be trustworthy, whereas 
approximately 87% of VMBG users believed in the trustworthiness of the condition. In 
summary, the responses of users identified multimodal approach effects were demonstrated 
in all aspects of user trust and Figure  4-23 shows that.   
 
Figure ‎4-23: Percentage of users agreeing and disagreement to each trust statement, for both 
VMFE and VMBG groups. 
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In addition, results obtained from the chi-square test suggested that the difference between 
TOEGP and VMBG was insufficient with regard to Statements S1 (X² = 20, df= 1, p< 0.05) 
and S2 (X² = 12, df= 1, p< 0.05) and S3 (X² = 9, df= 1, p< 0.05) and S4 (X² = 50, df= 1, p < 
0.05) and S5 (X² = 11, df= 1, p< 0.05) and use chi-square test because all the data were of 
the type categorical data. In brief, multimodal interaction has a considerable effect on 
aspects of Perception of Trust.         
4.18 Discussion  
The current study investigated the usability and communication performance of a new 
multimodal e-government interface with a full body avatar, as opposed to a simpler facial 
expression avatar. The results obtained have been used to compare the two interfaces in 
terms of efficiency, effectiveness and user satisfaction and Perception of Trust and the 
performance of communication. The study also focused on the factors that can affect the role 
of multimodal interaction metaphors, such as the message type (suggestion, complaint, 
comment) the message complexity level (easy, moderate and difficult) and the question type 
(recall and recognition) connection Properties: 
The results are discussed from the following fourth points to get an insight into what 
contribution has been made by the use of multimodal metaphors, in terms of user efficiency, 
effectiveness, satisfaction and Perception of Trust.   
1. Time taken to enter message task and to answer question type for both input and output 
interfaces.  
2. Number of mouse clicks to measure performance of communication and correctly entered 
message tasks complete successful for both input and output interfaces.  
3. User satisfaction and experience with both of the e-government interfaces tested. 
4. User trust and experience with both of the e-government interfaces tested  
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The results obtained showed that the uses of new multimodal metaphors (avatar full body) 
significantly improve the efficiency of tasks and they were more effective for users using the              
e-government input interface. In addition, new multimodal metaphors with avatar full body 
improved users’ efficiency and effective when used in the output interface, compared to the 
avatar facial expression approach for communicating the message content.     
4.18.1 Message and Question Answering Time    
The third hypothesis assumed that the new multimodal e-government interface will be more 
efficient than the avatar facial expression based one regarding the efficiency of users to enter 
messages and to answer the required tasks in both input and output interfaces. The 
experimental results, as shown in Figure  4-10, demonstrate that using the new multimodal 
interaction metaphors results in an increase in the time needed by users in the control group 
to enter messages in the input interface. There was a significant reduction in the time needed 
by users in the experimental group to respond to the evaluation questions in the output 
interface, as shown in Figure  4-11. The main reason behind this is that they used the full 
body avatar which enhanced the process for each task when they sent messages, so tasks 
took less time when using the input interface. This result was in contradiction to the results 
shown in Chapter 3. The inclusion of different multimodal communication metaphors in the 
VMBG helped the users to concentrate better on information presented through the full body 
avatar, while at the same time using the visual-audio channel and the auditory channel to 
understand this information through the output interface. In addition, experimental 
observations revealed that users in the experimental group took less time because they were 
concentrating on the full body avatar. Therefore, users in the experimental group were 
significantly aided by the addition of these metaphors in the VMBG, in terms of spending 
less time answering questions than users of the VMFE when using the output interface. 
These results suggest that the use of the full body avatar can significantly improve efficiency 
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than the use of the avatar facial expression metaphors when presenting information. In this 
experiment proves what has been hypothesized in H1 and H2 and H3, in terms input and 
output interfaces.     
The fifth and sixth hypothesis predicted that the VMBG would be more efficient for both 
recall and recognition questions than the output interface. On the whole, the experimental 
findings indicated that the addition of the new multimodal metaphors such as the full body 
avatar, as applied in the VMBG, contributed to memory recall activities. Figure  4-11 shows 
the answering time grouped by the question type. The questions were designed to be of two 
different types; recall and recognition. Overall, the answering time for the experimental 
group was lower for both types of questions, as opposed to the answering time for the 
control group. The recall questions took a short time to answer in comparison with the 
recognition questions. Overall, the H4 was supported for recall and recognition questions, 
measure and it can be said that the effect of the multimodal metaphors of answering time is 
limited to memory recall activities.    
4.18.2 Correctness of messages      
It was likely that users VMBG will outperform users of VMFE in terms of the number of 
mouse clicks to measure performance of communication and correctly entered message tasks 
complete successfully. As shown in Figure  4-14, Figure  4-15, Figure  4-16 and Figure  4-17 
the VMBG was better than the VMFE for reducing the number of mouse clicks used and 
improved the performance of communication. This was due to the use of the full body avatar 
in the input interface for the experimental group, in comparison to the sole use of avatar 
facial expressions to convey messages to the control group. New multimodal metaphors also 
assisted users in distinguishing between the various types of information provided. The 
metaphors, each of them, enabled the retention of information for a lengthier period of time. 
The multimedia principle concerning the involvement of other human senses was pivotal in 
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creating this effect in the interactive process, along with the visual-audio channel. This effect 
can contribute to the extension of working memory capacity, and following on from this, the 
ability of the users in perceiving and understanding the information presented to them. As 
the experimental group users were able to remember the communicated information for a 
lengthier period of time (in comparison with the control group), they were able to attain a 
considerably greater number of mouse clicks than their control group counterparts. In 
addition, the test for correctly entered messages shows the new multimodal interaction 
metaphors used in the VMBG were more effective in communicating performance and 
considerably assisted the users in the experimental group to achieve a higher effectiveness 
rate, as opposed to the control group. These findings confirmed the assumptions made in H4, 
in terms of the output interface and the hypothesis for the input and output interfaces.     
In view of the question type, the experimental results proved H5 and H6. Users of the 
VMBG accomplished a substantially larger number of correct answers than users of the 
VMFE in both recall and recognition questions. In order to successfully answer the recall 
questions, users had to correctly retrieve from their memory part of the communicated 
messaging content. The results of this experiment indicated that new multimodal metaphors 
enabled users to understand the questions better, without distracting their attention away 
from the presented content. The correctly entered test measure (Figure  4-17) shows the low 
correctness rate of recognition questions for the VMFE 55% compared to 100% for the 
VMBG. This demonstrates that users' memory was not aided when they used the record 
speech interface, in comparison to the new multimodal interface. In short, the results 
recommend the use of new multimedia metaphors to facilitate the performance of users in 
each activity for recall and recognition tasks in the VMBG. 
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4.18.3 User Satisfaction      
On the whole, it was expected that users of the VMBG would be more satisfied than the 
users of the VMFE. Consistent with this assumption, the multimodal presentation of the 
message content in the VMBG was shown to be significantly more satisfying than the avatar 
facial expression interface in the VMFE. It seems that using the avatar full body approach is 
interesting and attractive for users in the experimental group, as they expressed a more 
positive attitude towards the audio-visual communication of the message content. Although 
both of the e-government interfaces tested was easy to use, neither was confusing or 
nervous?  The results obtained demonstrate a remarkable difference between both groups of 
users regarding these satisfaction features (refer to Q1 to Q10 in Figure 38). Naturally, users 
in the experimental group thought that their communication with the government was 
improved and aided by the multimodal metaphors. It was easier for them to identify the 
messaging information, which was communicated by the avatar full body. As the 
satisfaction, efficiency and effectiveness results are similar to each other, the argument that 
users in the experimental group were helped by the new multimodal metaphors becomes 
much stronger. The multimodal aided e-government is more likely to result in an agreeable 
and satisfying experience for the user. This experience is linked with the ability to complete 
message tasks correctly and quickly. In summary, the general results of this experimental 
study suggest the importance of the new multimodal interaction metaphors tested in 
enhancing users’ messaging performance and the usability of e-government interfaces in 
terms of efficiency, effectiveness and user satisfaction. 
4.18.4 Perception of Trust            
As noted in the previous experiment and experimental group of experiment show when 
using the new multimodal approach it found growth Perception of Trust. In addition, 
achieved the aims and the hypothesis in this experiment it found that positive attitudes 
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directed at the avatar’s nonverbal communications were expressed by experimental group 
participants. The results proposed that users tend to be more comfortable with nonverbal 
communication by the avatar full body obverse the avatar facial expression interface. In 
particular, trust was improved, because the participants who took part in this experiment felt 
that e-government interfaces with the use of audio-visual metaphors with the avatar full 
body was more trustworthy than the avatar facial expression e-government interfaces. In 
particular, it is deducible that effect of prior experience can be reduced through the 
introduction of new multimodal metaphors during the message evaluation phase, thereby 
positively influencing the perception of trust.   
The results obtained show that multimodal metaphors enhance usability as well as 
messaging performance in the VMFE. To some extent, the experimental results (see 
Figure  4-10 and Figure  4-11and Figure  4-14, Figure  4-15, Figure  4-16 and Figure  4-17) 
Pointed out that the interaction between the sender and the receiver of the messages were 
great. In addition, this mark is sufficient to determine how the avatar full body contributed to 
improving the results. This study investigated users’ attitude towards avatar full body that 
can be incorporated in avatars when employed as virtual message. Therefore, this 
experiment illuminates the importance of using avatars, in terms the usability (efficiency, 
effectiveness and user satisfaction) and user trust of utilizing as virtual message between the 
sender and receiver in e-government interfaces.  
4.19 Summary   
This chapter examines the impact of new multimodal interaction metaphors for ease of use, 
in terms of efficiency, effectiveness and user satisfaction and user trust and the 
communication performance of the e-government interfaces. This study has been 
implemented by developing two different conditions of the experimental e-government 
condition. The first condition was based on the use of the avatar facial expression with text 
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to present the messaging content between the sender and receiver. The second condition was 
concerned with using a combination of new multimodal metaphors (avatar full body and 
text) to supply the same messaging content. Together, e-government conditions were then 
empirically evaluated by two independent groups of users. The first group (control) tested 
the avatar facial expression with a text interface by performing common tasks and answering 
a set of message evaluation questions. The second one (experimental) tested the new 
multimodal interface by performing common tasks and answering a set of message 
evaluation questions.      
The results obtained from this experiment confirm that multimodal metaphors do in fact help 
to improve the usability and Perception of Trust of e-government interfaces, and reduce the 
time needed for users to respond to messages, and allow users to undertake activities more 
accurately, and make use of the interface more pleasing, satisfying, and has a positive 
influence on perception of trust. In other words, we conclude that the new multimodal 
metaphors tested can contribute greatly to improving the performance of users’ 
communication and ease of use of e-government interfaces in terms of effectiveness, 
efficiency and user satisfaction and user trust. It is therefore proposed to include multimodal 
metaphors in e-government interfaces, and this need to be taken in mind when designing 
such interfaces.   
The e-government interface is gaining the popularity among the providers of e-government 
services. Its importance from the users’ point of view has become the main concern for             
e-government service providers. This is why this chapter has focused on investigating the 
usability and the perception of trust which is an important factor for the improvement of                
e-government interfaces for the provision of high quality government services and 
enhancing the performance of communication. 
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CHAPTER 5                                                    
CONCLUSIONS AND EMPIRICALLY DERIVED 
GUIDELINES  
 
5.1 Introduction  
This chapter presents a brief review of the experimental studies carried out in this research 
program to explore the effect of different multimodal interaction metaphors on the usability 
and the perception of trust and the performance of communication in e-government 
interfaces. The chapter also summarizes the main conclusions and short-fallings drawn from 
the obtained results. A set of empirically derived guidelines for the inclusion of multimodal 
metaphors in interface of e-government applications are also included and discussed. These 
guidelines could contribute to the design of more usable e-government interfaces to enable 
better communication performance. In the final part, the chapter concludes with a discussion 
of recommended future work.   
5.2 Main Conclusions  
This section presents the main conclusions and limitations drawn from the experiments 
carried out in this research program.  
The results obtained from the first experiment showed that the multimodal metaphors were 
significantly more usable than the text metaphor in the presentation of the messaging 
content. Using a combination of graph and recorded speech was more efficient in terms of 
reducing the time needed by users to answer the required evaluation questions (refer to 
Section 3.6 and Figure  3-12 and Figure  3-13). These multimodal metaphors were also found 
more effective in terms of communication performance and significantly helped users to 
respond correctly to a higher number of tasks, particularly when these tasks were of higher 
complexity (refer to Section 3.6.5 and Figure  3-18, Figure  3-19, Figure  3-20 and 
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Figure  3-21). Additionally, users of the multimodal e-government interface were 
significantly more satisfied than their counterparts who used the text e-government interface 
(see Section 3.6.6 Figure  3-30). These findings, however, indicate that e-government audio 
interfaces are unable to convey the style of the individual sender and their animation during 
the delivery the message. They also have a limited ability to increase interaction between the 
sender and receiver. Therefore, the next experiment was designed to examine the role of 
avatars with specific facial expressions as a virtual live mail message in e-government 
interfaces.   
In the second experiment, the obtained results demonstrated that utilizing an animation of 
facially expressive avatar is more usable (in terms of efficiency, effectiveness and 
satisfaction) and communication performance than using recorded speech, earcons and 
images (refer to Sections 3.6.4). Also, designing the interface of e-government in a way that 
combines avatar animated virtual communication and the presented messaging content in 
interface component to measure different types; recall and recognition was shown to be 
more attentive and attractive (see section 3.6.4) as well as more useful and preferable. 
However, no difference in terms of usability and communication performance from the 
perspective of existence when was using facially expressive avatar when incorporated in 
separate components within e-government interfaces. Additionally, the results from the 
second experiment helped in determining features from facial expressions used in the tested 
e-government designs. As a result, further investigation was needed to explore if the addition 
of extended avatar could support the influence of full-body animated virtual communication 
to increase interaction between the sender and receiver to improve appearance.    
The third experiment gave empirical evidence that the addition of avatar body gestures could 
indeed help with capturing users‘ attention to key features of the messaging content when 
delivered by the voice and body gestures of virtual communication. This visual-audio could 
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be effective as supportive visual-audio messages to strengthen the contribution of full body 
animated virtual communication and hence to enable the users to perform well in different 
types (i.e. Positive, neutral, and negative) of messaging evaluation tasks were classified into 
three groups; positive, neutral, and negative while body gestures (see Section 4.8). Were 
shown to be satisfactory and perception of trust for them as shown in Section (4.18 and 4.19)    
5.3 Empirically Derived Guidelines  
Main results and conclusions of the discussed experiments, assisted in developing a set of 
empirically derived guidelines for the design of more usable e-government interfaces that 
could help callers in enhancing their communication performance in regard to the messaging 
content used in this research. These guidelines could contribute to the current literature in 
both areas; e-government and multimodal interaction. This section presents an overall 
discussion of the guidelines derived from this research.   
5.3.1 Practice of Recoded Speech Sounds   
Recorded speech was intensively used in this research program and primarily utilized as the 
voice of virtual communication. These sounds have shown to be a fundamental component 
in interactive multimodal e-government interfaces when these interfaces incorporate the use 
of recorded speech sounds speaking in communicating the messaging content. The obtained 
results demonstrated the significant contribution of recorded speech in enhancing the 
interaction process, particularly in terms of delivering clear and understandable spoken 
auditory messages. Most of the participants in all experiments (see Section 3.6) express 
positive attitudes towards the tested e-government conditions which implicitly mean that 
they were satisfied with the use of recorded natural speech sounds. These results support the 
findings of previous research (refer to Section 2.5.3) which confirmed that the recorded 
natural speech is advantageous over that generated by the speech synthesizers. Contrary to 
synthesized speech, recorded speech can be prepared to fit the needs of e-government. For 
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example, different tones could be used to stress users‘ attention to specific key words or 
statements in the delivered message content. When recording speech sounds to be used as a 
voice of virtual communication. Also, it is recommended to leave short pause intervals 
among the speech of the virtual communication as it could attract the callers and possibly 
could be used later on to insert supportive auditory sounds of non-speech nature to capture 
users‘ attention to specific important parts of the presented content as demonstrated in the 
first experiment (see Section 3.6). Furthermore, using recorded speech sounds is suggested 
to prevent splitting users‘ attention away from that content where users can keep looking at 
graphical representation and at the same time listen to spoken auditory explanations. This 
will result in reducing working memory load and offering more resources for cognitive 
processing of the presented messaging content [150]. In brief, using recorded natural speech 
is recommended when designing e-government interfaces.  
5.3.2 Practice‎of‎Avatar’s‎Facial‎Expressions‎‎ 
The second experiment investigated users‘ views in regard to  facial expressions of 
interactive e-government context. Based on the obtained results (see Section 3.5.3), 
designers of avatars for e-government should bear in mind to incorporate positive facial 
expressions such as complaints, suggestions or comments. These expressions were found to 
be the most liked and best rated by the users (see Figure  3-5 and Figure  3-6). The 
implementation of these expressions of virtual communication during the presentation of the 
messaging content could make the e-government environment more interesting and 
enjoyable to callers.  Still, there is a need to use these expressions by avatars in e-
government interfaces. These expressions could be used to change the rhythm of the 
presentation and to attract users to think in the presented messaging information.  
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5.3.3 Practice of Avatar’s‎Body‎Gestures‎‎ 
The third experiment also investigated users‘ views with respect to 10 body gestures when 
used by the virtual communication during the presentation of the messaging content of 
interactive e-government context. Based on the experimental results (see Figure  4-3, 
Figure  4-4 and Figure  4-6), some of these gestures such as Neutral, Hands down, Hands 
behind, Open Hands, Walking, Contemplate, Paws opposite, Chin Stroking, Opposite legs 
and Indicate are suggested to be used by virtual communication in e-government interfaces. 
When we use body gestures these help us to better explain messages of this evidence on the 
ability of Avatar Full Body up better than the message with facial expressions, which were 
limited. These gestures were preferred by users and could be used in e-government 
applications to attract callers and to enhance their interaction with the delivered message 
content. In particular, Neutral, Hands down, Hands behind, Open Hand, Walking, 
Contemplate, Paws opposite, Chin Stroking, Opposite legs and Indicate were the best rated 
gestures (refer to see Section  4.15) and could be performed by the virtual communication to 
support the presentation of messaging content in e-government interfaces.    
5.3.4 Integration of Virtual Message in E-government Interface  
Another guideline for the use of human-like avatars in e-government is related to interface 
component in which this avatar should be placed. The results from the third experiment in 
this research program (see Sections 4.16, 4.17, 4.18 and 4.19) provided an empirical basis 
for the necessity of combining full body animation of the virtual message in the same 
interface constituent. Placing the messaging content (textual) in the background of the 
virtual caller with full body animation in the same scene, as applied in the VLBG (refer to 
Section 4.7) is suggested to be adopted in the design of e-government interfaces in order to 
maximise the benefit of body gestures (such as walking and pointing) particularly in 
directing callers‘ visual attention to the related displayed messaging information. On the 
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other hand, incorporating talking head of facially expressive virtual message content in 
separate interface components could result in overloading users‘ working memory by 
spending more mental effort in searching for the information related to the spoken message. 
This guideline is consistent with the results of other experiments in the literature which 
confirmed the importance of integrating different information elements in one place in the 
interface.  
5.3.5 Practice of Non-speech Auditory Sounds  
The use of non-speech sounds along with speech sounds has shown to be beneficial in 
enhancing Human-Computer Interaction in different domains (see Section 2.5.4, Section 
2.5.5 and Section 2.5.6). Earcons and auditory icons, as demonstrated by the results of the 
first experiment in this thesis (see Section 3.2) can also be added to support and complement 
the role of virtual communication with Audio channel in e-government interfaces to 
communicate some key aspects of the messaging content without annoying or confusing the 
caller. For example, well-known environmental sounds such as a bell, door opening or bottle 
opening can be used to inform the caller that an important statement or definition is about to 
be explained by the virtual communication whereas a door closing or can drop-in sound can 
indicate the end of that information. Also, different numbers of musical tones can be used to 
convey simple and short auditory signals related to the importance level of specific key 
words in the presented massaging discipline. These sounds could convey single meaning and 
could be used consistently throughout the interface to prevent audio-visual distraction or 
confusion of the users. Also, it is recommended to add these sounds in the pause intervals in 
virtual communication, speech so that its duration suits these pauses. In other words, these 
sounds should be communicated in a way which does not overlap with the virtual 
communication speech to enable the caller to remember and interpret it before continuation 
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of the virtual communication speech. Lastly, sufficient training could be provided so that 
users can easily and quickly remember the features communicated by these sounds.   
5.4 Future Work  
This unit proposes possible experimental work that could be carried out as a continuation of 
this research.  
5.4.1 More Facial Expressions and Body Gestures   
The second and third experiments in this research investigated facial expressions and 10 
body gestures when used by the virtual communication during the presentation of messaging 
content. Further experiments can be undertaken to examine additional facial expressions and 
body gestures of interactive e-government state. The best and worst rated among these 
expressions and gestures can also be evaluated. The expected outcomes could contribute in 
producing wider and broader guidelines for the use of facial expressions and body gestures 
in e-government interfaces.  
5.4.2 Interactive Virtual Communication in Mobile Government Service  
Currently, mobile devices and wireless technology are widely used and could offer flexible 
and convenient mobile government services [151]. These portable devices are continuously 
developed particularly in terms of screen size and resolution as well as other multimedia 
features. Therefore, there is potential to explore the usefulness of incorporating avatars with 
facial expressions and body gestures as virtual agents in mobile government service. The 
idea is in a position to serve as the global gateway solution for governments and businesses 
to improve their communication using a multimodal system. Aim to provide a 
comprehensive range of quality problem solving solutions and services that enables a new 
way of interaction, aiming to build both trust and user satisfaction.  
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5.4.3 Smart Virtual Communication 
The virtual communication investigated throughout this thesis was obviously used in the 
presentation of the messaging content. While users in the first, second and third experiments 
were able to textually task and use multimodal tools and got performance of communication 
by virtual communication, these features were programmed in advance to suit research 
necessities. Therefore, some of the participants expressed the desire of more interactivity in 
their rapport with the virtual communication. For example, it can be speech recognition 
technology to enable the relevant questions posed orally by users. In this situation, the 
virtual communication could have intelligent capabilities such as retrieval of the required 
explanations and automatic generation of relevant verbal and non-verbal responses.   
5.4.4 Effect Metaphor  
Results were obtained from the second and third experiments in this research program 
demonstrated that the use of full body animation of facially expressive virtual 
communication outperformed the use of only the talking head of facially expressive one. It 
would be worthy to conduct an experimental study to explore the usability and 
communication performance of two facially expressive virtual communications with full 
body animation when used in a dramatic style to share the presentation of the messaging 
content displayed in the background of the same interface component. This exploration 
could involve the gender of both virtual communication (i.e. Which is better to use? Two 
males, two females or mixed?).   
5.4.5 Epilogue   
This thesis has reported on the usability, communication performance and perception of trust 
aspects of e-government interfaces that utilise multimodal interaction metaphors in the 
messaging content presentation. The thesis has also carried out an investigation into these 
metaphors’ effects on users’ caller outcomes. The results obtained from the three 
173 
 
experiments have provided empirical evidence that earcons, auditory icons, recorded speech 
along with avatars encompassing facial expressions and body gestures could indeed assist 
with the improvements to the usability and communication performance of users in                        
e-government interfaces when utilised to communicate the incorporated messaging content. 
The experimental findings and the guidelines which were empirically derived will be helpful 
in the design of more usable e-government applications, with significant contributions to the 
research literature available involving both the multimodal interaction and the e-government 
fields. Practical advice has also been identified on how best to create content which may be 
valued by users when considering the process of sending information. However, further 
research highlighted earlier in this chapter could be conducted to reinforce multimodal 
metaphors potential in the enhancement of Human-Computer Interaction specific to                      
e-government domain. 
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APPENDICES 
 
Questionnaire:  
Investigation for using multimodal interaction metaphors  
to increase users trust to e-government 
ا يف ثحبلا ةددعتملا طئاسولل ةيلعافتلا تاراعتسلاا مادختس  
ةينورتكللإا ةموكحلا يف نيمدختسملا ةقث ةدايزل 
 
 
Can you answer all the questions as truthfully as possible 
Thank you for completing the following questionnaire  
ناكملإا ردق ةلئسلأا عيمج ىلع ةباجلإا ءاجرلا 
مكركشن يلاتلا نايبتسلاا لامكتسا ىلع  
  
 
Badr Almutairi PhD student at De Montfort University 
Under Supervision of Proof Dimitris Rigas 
 
تروفتنوم يد ةعماج يف هاروتكد بلاط يريطملا ردب 
ساغير سيرتيميد روسيفوربلا فارشإ تحت 
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Personal Information 
ةيصخشلا تامولعملا 
Part 1 لولأا ءزجلا 
Please choose one answer for each flowing question:  
 ةيلاتلا ةلئسلأا نم لكل ةدحاو ةباجإ رايتخا ءاجرلا 
1. What is your age?  كرمع وه ام 
o Under 18  نم لقأ (31 )  
o 18 – 23      نم(31  يلإ41 )  
o 24 – 30       نم(43  يلإ13)  
o 31 – 40      نم(13  يلإ33 )  
o Over 40     نم رثكأ  (33 )  
 
2. What is your gender? كسنج وه ام  
o Male     (ركذ ( 
o Female ( ىثنأ ( 
 
3. What is your education level? يميلعتلا كاوتسم وه ام 
o High School  )يوناث( 
o Undergraduate level  )يعماج( 
o Postgraduate level  ) ايلاع تاسارد( 
o Other ...................   )ىرخأ( 
 
4. Have you ever used a computer? رتويبمك زاهج مادختسا كل قبس له 
o Never   )دبأ( 
o  Rarely  )ردان( 
o  Sometimes  )نايحلأا ضعب( 
o  Frequently  )ًاريثك( 
o  Very Frequently  )ًادج ًاريثك( 
 
5. At which of the following places you use a internet? 
يف ؟ تنرتنلاا مدختست ًةداع  ةيلاتلا نكاملأا نم يأ  
o Home  )لزنملا( 
o Work  )لمعلا(  
o Internet coffee )تنرتنلاا ىهقم يف (  
o Other )ىرخأ(  
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6. How many hours do you use the Internet per week? 
ددع مك تاعاس تنرتنلإا مادختسا عوبسلأا يف ؟   
o 1 - 5  
o  6 - 10  
o 11 -15 
o  15+ 
o Never  )دبأ( 
 
10. What are the main reasons you do use the Internet? 
بابسلأا يه ام ةيسيئرلا مدختس لا ؟ تنرتنلاا  
o Browsing  )حفصتلا( 
o Email      )ينورتكللاا ديربلا(  
o Education   ) ميلعتلا (  
o Payment  ) ةيلام راومأ ( 
o Other  )ىرخأ( 
 
12. Have you ever visited any website for the ministries education, finance, foreign 
affairs, health, labour, social services and environment for any service? 
 لهةرايزب تمق عقوم يأ  ينورتكلإ يموكحتارازولل ىضم تقو يأ يف ميلعت أنوؤشلا وأ ةيلاملا و ةحصلا وأ ةيجراخلا 
أ وأ لمعلا ومتجلاا تامدخلا ةيعا لجأ نم ةئيبلا وأ ةمدخ يأ؟   
o Yes  ) معن ( 
o No  ) لا ( 
 
13. How do you rate your overall experience of this e-government? 
ميقت فيك كتبرجت هذهل ةماعلا ةينورتكللإا ةموكحلا؟  
o Excellent ) ةزاتمم ( 
o Very good   ) ًادج ةديج (  
o Good   ) ةديج (  
o Natural    ) ةعيبط (  
o Poor  ) ةفيعض ( 
 
14. Do you think the Internet is good way to communicate with government? 
نأ دقتعت له وه تنرتنلاا ةديج ةليسو عم لصاوتلل ؟ةموكحلا  
o Yes  ) معن ( 
o No  ) لا (  
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Part 2  يناثلا ءزجلا                   “Input‎interface”  
       " ةهجاو  لاخدلإا "             
 “Please‎open‎program‎and‎choose‎V1‎and‎enter‎this‎number‎“No.‎000”‎in‎new‎box‎
and enter all information in the tasks are coming in the condition”‎ 
ءاجرلا جمانربلا حتف لخدأو  مسلاااذهو مقرلا لاخدإ مث لولأأ رادصلإا رايتخا مث )            ( ملا عيمجتامولع يف ماهملا 
ةلبقملا 
Task 1:  لامماهه 3  
1- Choose  “Suggestion”   ) حرتقأ ( راتخأ 
2- Enter Name “ Seed Ali ” ( يلع دعس ( مسلاا لاخدإ 
3- Choose data of birth “ 03 / 01 / 1980 ”   دلايملا خيرات راتخأ  
4-  Choose gender “ Male “   )ركذ ( سنجلا راتخأ  
5- type address “ Riyadh, King Abdullah road 115 “  ،ضايرلا ( ناونعلا بتكأ335 
 ) اللهدبع كلملا قيرط 
6- Type Contact “ 0555606030 “   مقرلا لاخدإ  
7- Type Email “ seed@hotmail.com “ ليمي لاأ لاخدإ 
8- Type Comment “ Why I can’t paid post through web site “  
  ) ينورتكلا عقوملا للاخ نم ديربلا موسر عفد عيطتسأ لا اذامل ( ةظحلام بتكأ 
9- Click next step button ةيلاتلا ةوطخلا رز ىلع رقنا 
Task 2:    لامماهه  4  
1- Choose Suggestion  ) حرتقأ ( راتخأ 
2- Enter Name “ Yousf AlZahrane “ ( ينارهزلا فسوي ( مسلاا لاخدإ 
3- Choose data of birth “ 11 / 01 / 1973 “    دلايملا خيرات راتخأ  
4-  Choose gender “ Male “ )ركذ ( سنجلا راتخأ 
5- Type address “ Jeddah, Jake road 265 “  ،ةدج( ناونعلا بتكأ465  )كاج قيرط  
6- Type Contact “ 0505707013 “ مقرلا لاخدإ 
7- Type Email “  Yousf_1973@hotmail.com “ أ لاخدإ ليمي لا  
8- Type Comment “ I found my box post broking, I suggest open port on main 
door of home than drop letter easy way. “ 
  ،روسكم ديربلا قودنص تدجو انأ ( ةظحلام بتكأ عضو حرتقأيسيئرلا بابلا للاخ نم ةحتف للزنمل 
 ديربلا لاخدلإا ) Click next step button  رقناةيلاتلا ةوطخلا رز ىلع  
Task 3:    لامماهه 1  
1. Choose Suggestion ) حرتقأ ( راتخأ 
2. Enter Name “ Amirah Nasser Almutairi “ (يريطملا رصان ةريمأ( مسلاا لاخدإ 
3. Choose data of birth “ 01 / 06 / 1972 “ دلايملا خيرات راتخأ  
4.  Choose gender “ Female “ )ىثنأ ( سنجلا راتخأ 
5. Type address “ Riyadh, Abu Baker street 81, second floor apartment 4 “ 
 ،ضايرلا( ناونعلا بتكأ13  ةقش ،يناثلا رودلا ,ركب وبأ عراش3 )  
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6. Contact “ 0504131534 “ مقرلا لاخدإ 
7. Type Email “ Amirah_Husain_1411@gmail.com “ ليمي لاأ لاخدإ 
8. Type Comment “ Dear All, I send letter through post express before one week 
from Jeddah to Riyadh but until now don’t received No action if don’t mind 
check again, Why don’t put tracking systems on web site ” 
 نم عوبسأ لبق عيرسلا ديربلا للاخ نم ةلاسر تلسرأ ،مكيلع ملاسلا ( ةظحلاملا بتكأ ضايرلا ىلإ ةدج
 مكعقوم ىلع ديربلا عبتت مظن اوعضت لا اذامل ،ىرخأ ةرم دكأتلا ءاجرإ يش لصي مل ةظحلأ  هذه ىتح نكلو
) 
9. Click next step button ةيلاتلا ةوطخلا رز ىلع رقنا 
Task 4:   لامماهه 3  
1. Choose complaint  ) ةلكشم ( راتخأ 
2. Enter Name “ Mohammed Nasser” ( ان دمحمرص  ( مسلاا لاخدإ  
3. Choose data of birth “ 01 / 11 / 1980”  دلايملا خيرات راتخأ  
4. Choose gender “Male “ )ركذ ( سنجلا راتخأ  
5. Type address “Riyadh, King Fahd road 105”  ،ضايرلا( ناونعلا بتكأ335 قيرط
)دهف كلملا 
6. Type Contact “ 0555606030” مقرلا لاخدإ  
7. Type Email “ moh11@hotmail.com “ ليمي لاأ لاخدإ   
8. Type Comment “To may concert I lost my post was coming from USA 
this week please check again”  
 ءاجرلا عوبسلأا اذه اكيرمأ نم مداقلا يديرب تدقف انأ رملأا همهي نم ىلإ " ةظحلاملا بتكا
 " ةنحشلا لوصو نم ةيناث ةرم دكأتلا 
9. Click next step button ةيلاتلا ةوطخلا رز ىلع رقنا 
Task 5:  لامماهه 5  
1. Choose complaint ) ةلكشم ( راتخأ 
2. Enter Name “ Noore Marshod “ ( دوشرم يرون  ( مسلاا لاخدإ 
3. Choose data of birth “ 21 / 12 / 1966 “ دلايملا خيرات راتخأ  
4. Choose gender “ Female “ أ ( سنجلا راتخأ)ىثن   
5. Type address “ Jeddah, Alharam road 365 “  ،ةدج ( ناونعلا بتكأ165  قيرط
)مرحلا 
6. Type Contact “0505707013” مقرلا لاخدإ 
7. Type Email “ noore1234@hotmail.com”    ليمي لاأ لاخدإ  
8. Type Comment “Dear All, I received my post but I found empty No any  
latter can you check again and sort this problem”  
 ،يش اهيف دجوي لا ةغراف اهتدجو نكلو يل ةلاسر تلبقتسا ،لضافلأا ةوخلإأ " ةظحلاملا بتكا
 " ةلاسرلا ىوتحم دجأ نأ عيطتسأ فيكو ةيناث ةرم نودكأتت نأ نكمم 
9. Click next step button ناةيلاتلا ةوطخلا رز ىلع رق  
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Task 6: لامماهه 6  
1. Choose complaint ) ةلكشم ( راتخأ 
2. Enter Name “ Abdurrahman Saud Alharbi “ ( دوعس نمحرلا دبع ( مسلاا لاخدإ
 يبرحلا 
3. Choose data of birth “ 30 / 12 / 1978 “ دلايملا خيرات راتخأ   
4. Choose gender “ Male “ ( سنجلا راتخأ  ) ركذ  
5. Type address “ Dammam, Alkobr street 81 “  ، مامدلا ( ناونعلا بتكأ13  عراش
) ربخلا 
6. Type Contact “ 0504137364 “ مقرلا لاخدإ 
7. Type Email “Abdurrahman_Saud_Alharbi@gmail.com “    ليمي لاأ لاخدإ  
8. Type Comment “To whom it may concern, I send letter through post 
express before one week from Jeddah to Riyadh but until now No 
received if don’t mind check again, I'd ask what happened about that and 
I attach with this message receipt “ 
م عوبسأ لبق عيرسلا ديربلا للاخ نم ةلاسر تلسرأ رملأا همهي نم ىلإ " ةظحلاملا بتكا ةدج ن
 اذام لاسأ نأ ديرأ ةيناث ةرم اودكأتت مكلضف نم لصت مل ةظحلأ اذه ىتح نكلو ضايرلا ىلإ
 " ةلاسرلا عم قفرم لاصيلإا نودجتو اهيلع ثدح  
9. Click next step button ةيلاتلا ةوطخلا رز ىلع رقنا 
Task 7:    لامماهه 3  
1. Choose comment ) ةظحلام ( راتخأ  
2. Enter Name “ Hyat Saalm “ (ملاس ةايح ( مسلاا لاخدإ 
3. Choose data of birth “ 15 / 11 / 1982 “ دلايملا خيرات راتخأ   
4. Choose gender “ Female “ )ىثنأ ( سنجلا راتخأ 
5. Type address “Abha, Main road 95 “  ، ءاهبأ( ناونعلا بتكأ95  قيرطلا
)يسيئرلا 
6. Type Contact “ 0504137364 “ مقرلا لاخدإ 
7. Type Email “ 2020A@hotmail.com “    ليمي لاأ لاخدإ   
8. Type Comment “please sure of offers  that link to the mailbox is the 
same up to the e-mail Please select one type of transmitter. “  
 ( ةظحلاملا بتكانم دكأتلا ءاجرلا  لزنملا ديربلا ىلإ لصت يتلا تانلاعلإا ضورعلا
 قرط نم دحاو عون رايتخا ءاجرلا ينورتكللإا ديربلا ىلإ لصي ام سفن وه له
تانلاعلإا لاسرلإا )  
9. Click next step button ةيلاتلا ةوطخلا رز ىلع رقنا 
Task 8:  لامماهه 1  
1- Choose comment  ) ةظحلام ( راتخأ 
2- Enter Name “ Khalid Mahmud Algahtani  “  ( دمحم دلاخ( مسلاا لاخدإ
يناطحقلا  
3- Choose data of birth “ 21 / 09 / 1966 “ دلايملا خيرات راتخأ   
4- Choose gender “ Male “) ركذ  ( سنجلا راتخأ 
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5- Type address “ Medina, Alharm Alnboi   ِ road 171 “ 
 ،ةرونملا ةنيدملا( ناونعلا بتكأ333  مرحلا قيرط)يوبنلا  
6- Type Contact “ 0504607014 “ مقرلا لاخدإ  
7- Type Email “  khalid_mahmud@gmail.com “ ليمي لاأ لاخدإ  
8- Type Comment “Many of letters was came to mailbox not for me 
why I don’t put this letters in yellow bag in mailbox than it can post 
man know this letters for other person ”   
  عاضن لا اذامل يل تسيل يهو يديرب ىلإ يتأت تناك لئاسرلا نم ريثك  " ةظحلاملا بتكا
 نأ ديربلا يعاس فرعي يكل ديربلا قودنص بناجب رفصلأا نوللاب قودنص يف لئاسرلا هذه
" نيرخآ صاخشلأ لئاسرلا هذه 
9- Click next step button لاتلا ةوطخلا رز ىلع رقناةي  
Task 9: لامماهه 9   
1. Choose comment  ) ةظحلام ( راتخأ 
2. Enter Name “ Martin Rose“  (زور نيترام( مسلاا لاخدإ 
3. Choose data of birth “01 / 06 / 1972“ دلايملا خيرات راتخأ   
4. Choose gender “ Female “)ىثنأ ( سنجلا راتخأ  
5. Type address “ Riyadh, Abu Baker street 81” 
،ضايرلا( ناونعلا بتكأ13   ) قيدصلا ركب وبأ عراش   
6. Type Contact “0504131534” مقرلا لاخدإ 
7. Type Email Martin_rose_1411@gmail.com  ليمي لاأ لاخدإ  
8. Type Comment “Dear brothers in the Saudi Post noted recently 
delayed mail, when compared with the Hereafter, companies find it 
faster to access. I think the problem is in the process of transmission 
and reception, or be related to other parts of the problem ... Greetings 
“ 
 " ةظحلاملا بتكاةوخلإا يف ءازعلأا سلا ديربلايدوع تظحلا رخأت ديربلا  ةريخلأا ةنولآا يف
، ةنراقملاب تاكرشلا عم ىرخلأا ثيح ،اهنأ دجت عرسأ .ديربلا ليصوت يف نأ دقتعأ  ةلكشملا
يه ةيلمع يف لابقتسلااو لاسرلإا وأ ،ةلص تاذ نوكت ىرخأ ءازجأب  ليصوت تايلمع نم
تانحشلا ...يتايحت  "  
9. Click next step button  رز ىلع رقناةيلاتلا ةوطخلا  
 
 
 
Part  ثلاثلا ءزجلا                         “Output‎interface” 
" ةهجاو  جارخلإا"  
                          
 First step Go to the first message then read the text then answer flowing 
questions: 
ةوطخلا ىلولأا ىلإ باهذلا ىلولأا ةلاسرلا مث ءارقصنلا ة مث  ةيلاتلا ةلئسلأا نع ةباجلإا  
1- Read question then chose one from answers. أرق لاؤسلا راتخا مث نم دحاو   ةبوجلأا  
                    2- Read question then write right answer in white box below 
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Part 4 عبارلا ءزجلا                                              Satisfaction:  ءاضرلا 
 
 For each statement below, please indicate your agreement rate using the following rating scale. 
1=Strongly Disagree 2=Disagree 1=Agree 3=Strongly Agree  
 
اأرق لاؤسلا ةباتك مث حيحصلا باوجلا يف ضيبلأا عبرملا هاندأ   
 
 
 
Part 5 سماخلا ءزجلا                                              Trust:  ةقثلا 
 
For each statement below, please indicate your agreement using the following scale. 
Agree or Disagree.  
 
Statement  
 
Agree 
  
 
Disagree  
 
Agree 
  
 
Disagree  
 
(Q1) The interface features offered matched my 
expectations 
    
 
(Q2) I believe that this interface gave me the impression 
that it was honest 
    
 
(Q3) I would rely on my previous experience more than 
interface contents. 
    
 
(Q4) I felt this interface was unprofessional and 
incompetent 
    
 
(Q5) I felt that this interface was trustworthy 
    
 
Thank you for your time. 
S1  I think I would like to use this program frequently 
ننأ دقتعأرركتم لكشب جمانربلا اذه مادختسا نأ دوأ ي  
1 2 3 4 
S2  Do you found this interface that is communication channel is complex 
لصاوتلا ةانقك ةدقعم ةهجاولا هذه تدجو له 
1 2 3 4 
S3  Do you think this interface was easy to use as communication channel  
ةهجاولا له  لصاوتلا يف مادختسلاا ةلهس  
1 2 3 4 
S4 I think that I would need the support of technical person to be able to use this 
interface  
ةهجاولا هذه مادختسا ىلع ارداق نوكت يكل ينقتلا معدلا ىلإ ةجاح يف كنأ دقتعت له 
1 2 3 4 
S5 Did you found the various functions in this interface for communication 
channel were well integrated  
ةلماكتمو ةديج لصاوتلا ةهجاو يف ةفلتخملا فئاظولا تدجو له 
1 2 3 4 
S6 I think that there is too much inconsistency in this interface 
ةهجاولا هذه يف ضقانتلا نم ريثكلا كانه نأ دقتعأ 
1 2 3 4 
S7 I would imagine that most people will learn to use this interface as 
communication channel very quickly  
 عيرس لكشب لصاوتلا ةهجاو مادختسا ةيفيك ملعتي فوس سانلا مظعم نأ روصتأ 
1 2 3 4 
S8 I found the system very cumbersome to use 
 ًادج ةقهرم ماظنلا تدجو دقلمادختسلال  
1 2 3 4 
S9 I felt very confident using this interface as communication channel 
لصاوتلا ةهجاو مادختساب ةريبك ةقثب ترعش 
1 2 3 4 
S10 Overall, I am satisfied with the interface as communication channel   
 لصاوتلا ةهجاو نع ضار انأ ، امومع 
1 2 3 4 
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Frequency‎Table‎for‎Users’‎Responses‎to‎the‎Pre-experiment Questions in first 
experiment 
Age 
 
SN 
Age Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 18 - 23 1 6.7 3 20.0 
2 24 - 30 1 6.7 2 13.3 
3 31 - 40 8 53.3 4 26.7 
4 Over 40 5 33.3 6 40.0 
5 Total 15 100.0 15 100.0 
 
Gender 
SN Gender 
 
Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 Male 11 73.3 10 66.7 
2 female 4 26.7 5 33.3 
3 Total 15 100.0 15 100.0 
 
Education 
SN Educational level Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 High school 1 6.7 3 20.0 
2 Undergraduate Level 9 60.0 4 26.7 
3 Postgraduate Level 5 33.3 8 53.3 
4 Total 15 100.0 15 100.0 
 
Have you ever used a computer? 
SN used a computer Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 Never -   - -   - 
2 Rarely -   - -   - 
3 Frequently 3 20.0 2 13.3 
4 Very Frequently 12 80.0 13 86.7 
5 Total 15 100.0 15 100.0 
 
At which of following places you use an Internet 
SN use an Internet Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 Home 6 40.0 4 26.7 
2 Work 5 33.3 7 46.7 
3 Internet coffee 3 20.0 2 13.3 
4 Other 1 6.7 2 13.3 
5 Total 15 100.0 15 100.0 
 
How many hours do you use the Internet per week? 
SN Internet per week Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 1 - 5 2 13.3 - - 
2 6 - 10 2 13.3 2 13.3 
3 11 - 15 2 13.3 4 26.7 
4 15+ 9 60.0 9 60.0 
5 Never -   - - - 
6 Total 15 100.0 15 100.0 
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What are the main reasons you do use the Internet? 
SN do you use the Internet Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 Browsing 7 46.7 4 26.7 
2 Email 4 26.7 4 26.7 
3 Education 1 6.7 1 6.7 
4 Payment money 2 13.3 4 26.7 
5 Other 1 6.7 2 13.3 
6 Total 15 100.0 4 26.7 
 
Have you ever visited any website for e-government? 
SN visited any website for e-
government  
Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 Yes 15 100.0 13 86.7 
2 No - - 2 13.3 
3 Total 15 100.0 15 100.0 
 
How do you rate your overall experience of this e-government? 
SN Rating of e-government Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 Excellent 1 6.7 2 - 
2 Very good 5 33.3 5 13.3 
3 Good 8 53.3 4 33.3 
4 Natural - - 4 26.7 
5 Poor 1 6.7 15 26.7 
6 Total 15 100.0 2 100.0 
 
Do you think the Internet is a good way to communicate with the government? 
SN communicate with the 
government 
Control group (TOEGP) Experimental group (MMEGP) 
N % N % 
1 Yes 12 80 14 93.3 
2 NO 3 20 1 6.7 
3 Total 15 100.0 15 100.0 
 
Raw‎data‎for‎users’‎to‎perform‎message‎in‎part‎2‎of‎the‎questionnaire‎in‎first‎
experiment 
Input interface 
  Mouse Clicks Step Time Test result 
Control group (TOEGP) User1 1608 21.08 0.71 
User2 1444 18.36 0.75 
User3 1677 23.25 0.20 
User4 1576 21.08 0.71 
 User5 1698 18.1 0.71 
 User6 1732 22.72 0.77 
 User7 1708 20.96 0.86 
 User8 1802 19.52 0.67 
 User9 1769 22.48 0.73 
 User10 1828 19.51 0.88 
 User11 1939 23.26 0.77 
 User12 1992 21.78 0.75 
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 User13 1938 21.97 0.79 
 User14 1817 21.27 0.85 
 User15 1752 20.91 0.89 
 
  Mouse Clicks Step Time Test result 
Experimental group (MMEGP) User1 2706 30.18 0.88 
User2 2816 27.15 0.86 
User3 2918 29.52 0.82 
 User4 2820 28.3 1 
 User5 3094 28.45 1 
 User6 2871 30.93 0.96 
 User7 2886 30.44 0.81 
 User8 2849 28.99 1 
 User9 2932 28.71 0.99 
 User10 2992 30.7 0.97 
 User11 2811 28.3 0.99 
 User12 2841 28.76 0.97 
 User13 2886 30.54 1 
 User14 2704 29.93 0.97 
 User15 2902 28.6 1 
 
Output interface 
  Mouse Clicks Step Time Test result 
Control group (TOEGP) User1 33 195 50% 
User2 36 144 50% 
User3 35 252 67% 
User4 28 243 50% 
 User5 32 183 67% 
 User6 37 191 50% 
 User7 20 183 33% 
 User8 31 216 83% 
 User9 30 225 33% 
 User10 35 181 33% 
 User11 38 181 50% 
 User12 33 123 50% 
 User13 34 203 67% 
 User14 21 123 83% 
 User15 32 123 67% 
 
  Mouse Clicks Step Time Test result 
Experimental group (MMEGP) User1 25 165 83% 
User2 21 124 100% 
User3 24 146 100% 
 User4 24 204 100% 
 User5 28 121 100% 
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 User6 21 168 100% 
 User7 17 129 100% 
 User8 24 134 100% 
 User9 22 198 100% 
 User10 20 181 100% 
 User11 23 175 100% 
 User12 27 138 100% 
 User13 19 149 100% 
 User14 24 141 100% 
 User15 21 94 100% 
 
Raw‎data‎for‎users’‎to‎perform message in part 3 of the questionnaire in first 
experiment 
Satisfaction 
A Likert scale of four was used to rate the responses as follows: strongly agree, agree, 
disagree and strongly disagree, with the highest rate having (4) degrees and the lowest grade 
scoring one (1).             
 
Control group (TOEGP) 
(N =15) 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 
S1 3 2 3 3 2 2 1 4 3 2 1 3 2 4 3 
S2 2 3 1 2 3 2 4 2 3 4 3 3 2 2 2 
S3 3 2 4 3 2 3 1 2 3 4 2 2 3 3 3 
S4 3 4 1 1 2 1 4 2 2 3 2 1 1 3 1 
S5 3 2 3 3 2 2 1 3 3 3 1 3 3 4 2 
S6 2 4 2 2 2 1 4 1 3 3 1 1 2 2 2 
S7 4 1 4 3 3 4 1 3 3 3 2 1 3 3 3 
S8 1 3 1 2 3 3 4 1 3 3 4 4 1 2 1 
S9 3 2 3 3 2 4 1 3 3 2 2 3 3 4 3 
S10 3 2 4 3 2 3 4 4 3 3 1 3 3 3 2 
 
  
Experimental group (MMEGP) 
(N =15) 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 
S1 3 4 1 4 1 4 2 1 1 1 1 1 1 1 4 
S2 1 1 2 2 4 1 1 4 4 4 4 4 4 4 2 
S3 2 4 3 3 1 4 2 1 1 1 1 1 1 1 3 
S4 3 4 1 1 2 1 4 2 2 3 2 1 1 3 1 
S5 2 3 3 3 1 4 3 1 1 1 1 1 1 1 3 
S6 3 1 2 1 4 1 3 4 4 4 4 4 4 4 1 
S7 3 4 3 4 1 2 1 1 1 1 1 1 1 1 4 
S8 3 1 4 1 3 1 3 4 4 4 4 4 4 4 1 
S9 2 4 3 3 1 4 3 1 1 1 1 1 1 1 3 
S10 3 4 2 3 4 4 3 4 4 4 4 4 4 4 3 
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Frequency‎Table‎for‎Users’‎Responses‎to‎the‎Pre-experiment Questions in Second 
experiment 
Age 
SN Age Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 18 - 23 3 20.0 3 20.0 
2 24 - 30 2 15 3 20.0 
3 31 - 40 4 25 3 20.0 
4 Over 40 6 40.0 6 40.0 
5 Total 15 100.0 15 100.0 
 
Gender 
SN Gender 
 
Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 Male 10 66.7 9 60.0 
2 female 5 33.3 6 40.0 
3 Total 15 100.0 15 100.0 
 
 
Education 
SN Educational level Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 High school 3 20.0 4 33 
2 Undergraduate Level 4 26.7 6 40 
3 Postgraduate Level 8 53.3 4 27 
4 Total 15 100.0 1 100 
 
Have you ever used a computer? 
SN used a computer Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 Never -   - 2 13.3 
2 Rarely -   - 7 46.7 
3 Frequently 2 13.3 4 26.7 
4 Very Frequently 13 86.7 2 13.3 
5 Total 15 100.0 15 100.0 
 
At which of following places you use an Internet 
SN use an Internet Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 Home 4 26.7 6 40.0 
2 Work 7 46.7 4 26.7 
3 Internet coffee 2 13.3 2 13.3 
4 Other 2 13.3 3 20.0 
5 Total 15 100.0 15 100.0 
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How many hours do you use the Internet per week? 
SN Internet per week Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 1 - 5 - - 6 40.0 
2 6 - 10 2 13.3 3 20.0 
3 11 - 15 4 26.7 6 40.0 
4 15+ 9 60.0 - - 
5 Never - - - - 
6 Total 15 100.0 15 100.0 
 
What are the main reasons you do use the Internet? 
SN Do you use the Internet Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 Browsing 4 26.7 1 6.7 
2 Email 4 26.7 3 20.0 
3 Education 1 6.7 2 13.3 
4 Payment money 4 26.7 6 40.0 
5 Other 2 13.3 3 20.0 
6 Total 4 26.7 15 100.0 
 
Have you ever visited any website for e-government? 
SN Visited any website for e-
government  
Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 Yes 13 86.7 8 53.3 
2 No 2 13.3 7 46.7 
3 Total 15 100.0 15 100.0 
 
How do you rate your overall experience of this e-government? 
SN Rating of e-government Control group (NMEGP) Experimental group (AVEGP)  
N % N % 
1 Excellent - - - - 
2 Very good 2 13.3 - - 
3 Good 5 33.3 4 26.7 
4 Natural 4 26.7 2 13.3 
5 Poor 4 26.7 9 60.0 
6 Total 15 100.0 15 100.0 
 
Do you think the Internet is a good way to communicate with the government? 
SN Communicate with the 
government 
Control group (NMEGP) Experimental group (AVEGP) 
N % N % 
1 Yes 14 93.3 13 86.7 
2 No 1 6.7 2 13.3 
3 Total 15 100.0 15 100.0 
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Raw‎data‎for‎users’‎perform‎message‎input‎interface 
  Mouse Clicks Step Time Test result 
Control group (MMEGP) User1 
1608 21.08 0.71 
User2 1358 18.36 0.75 
User3 1677 23.25 0.84 
User4 1576 21.08 0.21 
 User5 1698 18.1 0.71 
 User6 1732 22.72 0.77 
 User7 1708 20.96 0.86 
 User8 1802 19.52 0.67 
 User9 1769 22.48 0.73 
 User10 1837 19.51 0.88 
 User11 1828 23.26 0.77 
 User12 1939 21.78 0.75 
 User13 1992 21.97 0.79 
 User14 1938 21.27 0.85 
 User15 
1817 20.91 0.89 
 
 
   Mouse Clicks Step Time Test result 
Experimental group (AVEGP) User1 2176 47.07 1 
User2 2241 47.53 0.97 
User3 2284 41.88 0.97 
 User4 2251 45.63 0.93 
 User5 2241 45.43 0.86 
 User6 2265 45.97 0.92 
 User7 2253 44.47 0.96 
 User8 2228 47.63 0.98 
 User9 2241 46.63 0.99 
 User10 2281 43.79 0.92 
 User11 2163 44.65 1 
 User12 2283 48.98 1 
 User13 2236 48.52 1 
 User14 2241 47.53 1 
 User15 2256 48.78 1 
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Raw‎data‎for‎users’‎perform‎message‎output‎interface‎ 
  Mouse Clicks Step Time Test result 
Control group (MMEGP) User1 
33 191 0.5 
User2 36 144 0.5 
User3 35 252 0.67 
User4 28 243 0.5 
 User5 32 183 0.67 
 User6 37 191 0.5 
 User7 20 183 0.33 
 User8 31 216 0.83 
 User9 30 225 0.33 
 User10 35 181 0.33 
 User11 38 181 0.5 
 User12 33 123 0.5 
 User13 34 203 0.67 
 User14 21 123 0.83 
 User15 
32 123 0.67 
 
  Mouse Clicks Step Time Test result 
Experimental group (AVEGP) User1 24 43 1 
User2 24 43 1 
User3 25 53 1 
 User4 25 53 0.83 
 User5 25 49 1 
 User6 24 44 1 
 User7 23 41 1 
 User8 23 42 1 
 User9 23 40 1 
 User10 24 43 1 
 User11 24 45 1 
 User12 23 40 1 
 User13 24 50 1 
 User14 24 43 1 
 User15 24 43 1 
 
Satisfaction 
Raw‎data‎for‎users’‎to‎perform‎message‎in‎part‎3‎of‎the‎questionnaire‎in‎second‎
experiment 
A Likert scale of four was used to rate the responses as follows: strongly agree, agree, 
disagree and strongly disagree, with the highest rate having (4) degrees and the lowest grade 
scoring one (1).   
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Control group (MMEGP)  (N =15) 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 
S1 2 2 3 2 1 2 1 1 3 2 1 1 2 4 1 
S2 4 3 4 2 3 4 4 2 3 4 3 3 4 4 2 
S3 3 2 2 3 2 3 1 2 3 4 2 2 3 3 3 
S4 3 4 1 4 2 4 4 4 2 3 2 1 3 3 3 
S5 1 2 3 1 2 2 1 3 3 1 1 3 3 4 3 
S6 4 4 4 4 3 1 4 1 3 3 3 1 2 2 2 
S7 2 1 3 3 3 1 1 1 1 3 2 1 1 1 1 
S8 4 3 4 2 3 3 4 4 3 3 4 4 4 2 4 
S9 3 2 3 3 2 1 1 3 3 2 2 3 3 1 3 
S10 3 2 1 3 2 3 4 4 3 3 1 3 3 3 2 
 
 
 
Experimental group (AVEGP) (N =15) 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 
S1 1 1 1 1 3 2 1 3 1 1 2 1 1 1 1 
S2 4 2 2 1 2 3 4 3 2 2 3 2 2 3 2 
S3 1 3 3 1 4 1 2 3 4 3 2 3 3 1 3 
S4 4 2 4 1 2 4 4 4 3 3 3 4 4 4 4 
S5 1 2 1 1 4 2 2 3 3 3 3 3 3 1 3 
S6 4 3 2 1 3 4 4 2 3 2 4 2 2 4 2 
S7 1 3 3 1 4 2 2 4 2 1 4 1 1 1 1 
S8 4 3 4 1 2 4 4 2 2 3 4 2 2 4 3 
S9 3 2 3 3 4 2 2 3 4 4 4 3 3 4 4 
S10 4 3 2 3 3 4 4 3 3 3 4 4 4 4 4 
 
 
Third Experimental: Investigating the Role of full body Avatars in Multimodal  
E-government Interfaces  
Age 
   Age Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 18 - 23 1 5 4 30 
2 24 - 30 1 9 2 10 
3 31 - 40 5 51 3 20 
4 Over 40 8 35 6 40 
5 Total 15 100.0 15 100.0 
 
Gender 
SN Gender 
 
Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 Male 11 73.3 9 60.0 
2 female 4 26.7 6 40.0 
3 Total 15 100.0 15 100.0 
Education 
SN Educational level Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 High school 1 6.7 5 30 
2 Undergraduate Level 9 57 6 50 
3 Postgraduate Level 5 36.3 4 20 
4 Total 15 100.0 15 100.0 
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Have you ever used a computer? 
SN used a computer Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 Never 2 20 2 10 
2 Rarely 2 18 2 13 
 Sometime - 0 6 47 
3 Frequently 3 20.0 3 27 
4 Very Frequently 8 42.0 2 13 
5 Total 15 100.0 15 100.0 
 
At which of following places you use an Internet 
SN use an Internet Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 Home 6 40.0 6 40.0 
2 Work 5 33.3 4 26.7 
3 Internet coffee 3 20.0 2 13.3 
4 Other 1 6.7 3 20.0 
5 Total 15 100.0 15 100.0 
 
How many hours do you use the Internet per week? 
SN Internet per week Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 1 - 5 2 13 0 0 
2 6 - 10 6 40 2 13 
3 11 - 15 1 7 4 27 
4 15+ 6 40 9 60 
5 Never - - - - 
6 Total 15 100.0 15 100.0 
 
What are the main reasons you do use the Internet? 
SN do you use the Internet Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 Browsing 7 47 1 27 
2 Email 4 27 3 20.0 
3 Education 1 7 2 13.3 
4 Payment money 2 13 6 40.0 
5 Other 1 6 3 20.0 
6 Total 15 100.0 15 100.0 
 
Have you ever visited any website for e-government? 
SN visited any website for e-
government 
Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 Yes 4 30 12 70 
2 No 11 70 3 30 
3 Total 15 100.0 15 100.0 
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How do you rate your overall experience of this e-government? 
SN Rating of e-government Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 Excellent 5 25 6 45 
2 Very good 1 10 3 20 
3 Good 2 15 3 20 
4 Natural 6 43 2 10 
5 Poor 1 7 1 5 
6 Total 15 100.0 15 100.0 
 
Do you think the Internet is a good way to communicate with the government? 
SN communicate with the 
government 
Control group (VMFE)) Experimental group (VMBG) 
N % N % 
1 Yes 3 25 4 33 
2 No 12 75 11 67 
3 Total 15 100.0 15 100.0 
 
 
Raw‎data‎for‎users’‎perform‎message‎input‎interface 
  Mouse Clicks Step Time Test result 
Control group (VMFE)) User1 
2076 38 0.71 
User2 2050 37 0.75 
User3 2080 35 0.84 
User4 1950 34 0.21 
 User5 1700 33 0.71 
 User6 1850 29 0.77 
 User7 1600 46 0.86 
 User8 2150 31 0.67 
 User9 2030 32 0.73 
 User10 2013 34 0.88 
 User11 2015 39 0.77 
 User12 1992 34 0.75 
 User13 1972 28 0.79 
 User14 2000 31 0.85 
 User15 
2011 42 0.89 
 
   Mouse Clicks Step Time Test result 
Experimental group (VMBG) User1 1613 29 1 
User2 1250 28 0.97 
User3 1452 28 0.97 
 User4 1614 28 0.93 
 User5 1708 30 0.86 
 User6 1774 26 0.92 
 User7 1614 33 0.96 
 User8 1812 28 0.98 
 User9 1740 29 0.99 
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 User10 1835 26 0.92 
 User11 1785 27 1 
 User12 1790 28 1 
 User13 1720 28 1 
 User14 1724 28 1 
 User15 1710 29 1 
 
Raw‎data‎for‎users’‎perform‎message‎output‎interface‎ 
  Mouse Clicks Step Time Test result 
Control group (VMFE)) User1 
33 100 0.90 
User2 36 120 0.75 
User3 35 160 0.75 
User4 28 180 0.75 
 User5 32 170 0.67 
 User6 37 177 0.80 
 User7 20 166 0.85 
 User8 31 254 0.83 
 User9 30 160 0.78 
 User10 35 174 0.77 
 User11 38 298 1 
 User12 33 250 0.90 
 User13 34 165 0.77 
 User14 21 189 0.83 
 User15 
32 199 1 
 
  Mouse Clicks Step Time Test result 
Experimental group (VMBG) User1 25 100 1 
User2 21 120 1 
User3 21 79 1 
 User4 22 90 0.83 
 User5 28 120 .080 
 User6 21 90 0.85 
 User7 17 79 0.98 
 User8 20 80 0.89 
 User9 22 160 1 
 User10 20 69 0.96 
 User11 21 90 0.84 
 User12 24 81 0.86 
 User13 19 165 1 
 User14 20 89 1 
 User15 21 100 1 
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Satisfaction‎raw‎data‎for‎users’‎to‎perform‎message‎in‎part‎3‎of‎the‎questionnaire‎in‎
third experiment 
 
 
Control group (VMFE)) (N =15) 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 
S1 2 2 2 3 2 1 1 1 2 3 1 1 4 1 4 
S2 3 4 4 2 4 3 4 2 3 4 3 3 4 2 4 
S3 2 3 3 2 2 3 1 2 3 4 2 2 3 3 3 
S4 3 4 1 4 2 4 4 4 2 3 2 1 3 3 3 
S5 2 1 1 3 2 1 2 3 1 3 3 1 4 3 3 
S6 4 4 4 4 3 1 4 1 3 3 3 1 2 2 2 
S7 1 2 3 3 1 3 1 1 3 1 1 2 1 1 1 
S8 4 3 4 2 3 3 4 4 3 3 4 4 4 2 4 
S9 2 3 2 3 3 1 1 3 2 3 2 3 3 3 1 
S10  2 3 3 1 2 3 4 4 3 3 1 3 3 2 3 
 
 
 
Experimental group (VMBG) (N =15) 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 
S1 3 1 1 1 2 1 3 1 1 1 1 2 1 1 1 
S2 2 4 2 1 3 2 3 4 3 2 2 3 2 2 2 
S3 1 3 3 1 4 1 2 3 4 3 2 3 3 1 3 
S4 2 4 4 1 2 4 3 4 4 4 3 4 3 4 4 
S5 2 1 1 4 1 2 3 2 3 3 3 3 3 3 1 
S6 4 3 2 1 3 4 4 2 3 2 4 2 2 1 4 
S7 3 1 3 1 4 2 4 2 2 1 4 1 1 1 1 
S8 4 3 4 1 2 4 4 2 2 3 4 2 2 4 3 
S9 2 3 3 3 4 2 3 2 4 4 4 4 4 3 3 
S10 3 4 3 2 3 4 4 3 3 4 4 4 4 4 3 
 
Raw‎data‎for‎users’‎trust‎to‎perform‎message‎in‎part‎3‎of‎the‎questionnaire‎in‎first‎
experiment 
Trust 
 
Control group (VMFE)  (N =15) 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 
Q1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 
Q2 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
Q3 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 
Q4 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
Q5 
1 1 
0 0 0 0 0 0 0 0 0 0 0 0 0 
 
 
Experimental group (VMBG)  (N =15) 
U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 U11 U12 U13 U14 U15 
Q1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 
Q2 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 
Q3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
Q4 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 
Q5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 
 
