A method, termed approximate splitting, is proposed to model the node distribution that results when the PR quadtree is used to store point data drawn from a uniform distribution. This method can account for the aging and phasing phenomena which are common in most hierarchical data structures. Approximate splitting is also shown to be capable of being adapted to model the node distribution of the PR quadtree with points drawn from a known non-uniform distribution.
INTRODUCTION
Geographic information systems store large amount of data including maps of roads and regions, locations of cities, etc. Each of these objects can be described with different data structures. For example, we may store the gray levels of a region map in an array, the locations of cities in lexicographical order of their coordinates, and the roads as a set of line segments which are determined by their end points. Ideally, these objects should be stored using variants of the same underlying data structure so that the effort used to implement and maintain the data structure can be kept to the minimum. This goal has been achieved in the implementation of QUILT, a geographic information system [Same84b] . In this system, the underlying data structure is the linear quadtree [Garg82] .
The quadtree is a hierarchical data structure used to organize an object space. If the object space is an image plane (e.g., a region map), then the quadtree describing it is called a region quadtree as defined by Klinger [Klin71, Same84a] . The region quadtree decomposes an image into homogeneous blocks. If the image is all one color, then it is represented by a single block. If not, then the image is decomposed into quadrants, subquadrants ..... until each block is homogeneous. If the object space is a set of line segments, then the quadtree that is used is called a PM quadtree [Same84a] . If the object space consists of points within a square, e.g., the locations of all the cities in certain region, then the corresponding quadtree is a PR quadtree [Same84a] . In this case the square is decomposed into quadrants, subquadrants .... similarly until the number of points in each block is within a certain limit. This limit is termed the node capacity of the PR quadtree.
The quadtree variants that we described enable us to have a unified representation of three different types of objects encountered in a geographic information system, namely regions, points, and lines. The storage requirements of the region quadtree are analyzed in [Dyer82, Shaf88] and those of the PM quadtree are analyzed in [Same85] . In this paper, we focus on the storage requirements of the PR quadtree. Given n points which are to be stored in a PR quadtree, we show how to compute the storage requirements, the node distribution, and the average node occupancy. By leaming more about the storage requirements of the PR quadtree, we will be able to predict the storage used by the PR quadtrees in a dynamic environment.
Nelson and Samet [Nels86] use a technique termed population analysis to analyze the node distribution in a PR quadtree. A population is defined to be the collection of all the nodes of specific occupancy. For example, all empty nodes form one population, nodes containing one point a second, and so forth. A node containing i points is said to be of type ni. Adding a point to a node containing i points will either convert it to a node with i+1 points or cause the node to split and produce four nodes one level deeper with occupancies that vary between 0 and m+l where m is the node capacity. This transformation is described by the corresponding transformation matrix. The fraction obtained by dividing the number of nodes in population i by the total number of nodes in the PR quadtree is called the population frequency e i . The vector ~ formed by all the e i is called the population frequency distribution.
Population analysis assumes that the distribution of node occupancies is independent of the geometric size of the corresponding block. In addition, suppose that a steady state can be reached when the points are inserted dynamically, then a set of equations involving the population frequencies can be derived and solved by numerical method. The population frequency distributions calculated using this technique agree fairly well with the experimental results.
Given a population frequency distribution ~, the predicted average node occupancy can be computed by the dot product of t and the vector (0,1 ..... m). This number is determined solely by the node capacity and is not affected by the size of the PR quadtree. On the other hand, the actual average node occupancies obtained from our experiments show a cyclical variation which is periodic in the logarithm of the total number of points stored in PR quadtree. This is termed the phasing phenomenon by Nelson and Samet [Nels86] and it is shown in Figure 1 . In addition, the PR quadtree also exhibits what is termed the aging phenomenon by Nelson and Samet [Nels86] . In this case, after a node is created, it is filled to its capacity as more and more points are inserted into it. In other words, the node is aging, or getting older. Our experiments also show that bigger blocks fill up faster. This is consistent with an analysis based on geometric probability [Sant76] .
The population analysis method only provides us with the population frequency distribution. It does not indicate how many nodes containing i points are at depth j, i.e., the complete node distribution. Thus, we can not predict the average node access cost when the PR quadtree is stored in main memory. The population analysis ignores the aging phenomenon, Also, the average node occupancy derived from the population frequency distribution is fixed regardless of the size of the PR quadtree. Therefore, the population analysis falls short in accounting for the phasing phenomenon.
Since the population analysis method fails to reflect the phasing and the aging phenomena, the two important characteristics of the PR quadtree, we must look for an alternative analysis technique. In this paper, we propose a method termed approximate splitting to calculate the approximate values of the average node distribution. This enable us to derive an approximation of the population frequency distribution. We will refer to these approximations as the predicted node distribution and the predicted popMation frequency distribution, respectively. For a PR quadtree that is built from a set of random points, i.e., points that are generated from a uniform distribution, we can obtain its actual node distribution and actual population frequency distribution. In order to ease the comparison with [Nels86] , we will use the same notation and examples that they used.
The remainder of this paper is organized as follows. Section 2 introduces the approximate splitting method through an example. Section 3 describes the method. Section 4 compares the results obtained using the approximate spfitting method with those in [Nels86] . Section 5 generalizes the method so that it can be applied to the PR quadtree with data points drawn from a non-uniform distribution such as a Gaussian distribution. Section 6 discusses the aging and phasing phenomena. Section 7 discusses the discrepancy between the predicted average node occupancy obtained by using the approximate splitting method and the actual average node occupancy. We draw conclusions in Section 8.
THE AVERAGE NODE DISTRIBUTION
Let us first consider a PR quadtree with data points drawn independently from a uniform distribution. The probability that a point will fall within a particular region is proportional to the area of that region. Given a region that has been partitioned into 1 four quadrants, the probability that a point falls within a particular quadrant is --, and 4 the probability that it falls outside the quadrant is 3 . Thus the probability for a node 4 that contains two points to have an empty NW quadrant is ( ) . Since there are four quadrants in a node, the average number of empty quadrants is 4x ( ) _ 9. 4
Ill 1 3 3 -, -, ~ Similarly, the average number of quadrants with one point is 4x
( 7 ) ( 7 ) ; 7 -and the average number of quadrants with two points is 4x (4) 4"
When a PR quadtree contains only one point, it has only one node and its average node distribution is trivial. When more than one point is being stored in a quadtree that has a node capacity of one, we have to consider the splitting process. Figure  2 shows an example of a PR quadtree with node capacity one that contains two points. Its actual node distribution is 8 empty nodes and 2 full nodes. In general, a PR quadtree with node capacity m and maximum depth n may contain t points that are drawn from a uniform distribution. We adopt the convention that the root node N is at level n (or depth 0) and a pixel-size node is at level 0 (or depth n). In order to understand the problem involved in calculating and approximating the node distribution, let us look at the following example.
Example 1: Find the average node distribution of the PR quadtrees containing 1000 points with node capacity one and of maximum depth 9.
We can compute by brute force the predicted average node distribution for Example 1 as follows. Since the root node contains 1000 points, it is split to produce some nodes at depth 1. In particular, at depth 1, the expected number of empty nodes 110001 looo is 4x[ 0 J (~)
, the expected number of nodes containing 1 lxfint is 4x (~-)(-~-) , the expected number of nodes containing 2 points is i171 1 399, . All nodes at depth 1 containing more than one point will be split to g produce more nodes at depth 2. To calculate the number of empty nodes at depth 2, we need to find out the number of nodes produced from the splitting of nodes at depth 1 of types n2, ns ..... nl~. These numbers are summed up to give the number of nodes at depth 2 of type no. Similarly, we have to find out the number of nodes of types nl, .... nl~ at depth 2. This calculation is carried out up to depth 9 which is the maximum resolution. The average node distribution as well as the average population distribution can then be found.
The amount of calculation involved is so huge that it makes the calculation of the average node distribution by this brute force method impractical. It can be used only when t is small. When t is large, we are content if we can find a good approximation of the average node distribution. In the next section, we describe a method which produces an approximate average node distribution.
THE APPROXIMATE SPLrVrlNG PROCESS
Suppose that we already know how to calculate the average node distribution for a subtree, say S, of a certain height. For simplicity, assume that the PR quadtree consists of multiple copies of S. Each subtree's corresponding blocks are of the same size and contain the same number of points. Since the points are uniformly distributed over blocks of the same size, each subtree will have the same average node distribution. Using this assumption, we can now approximate the average node distribution of the splitting process originating at the root node of the PR quadtree by combining the average node distributions of all these subtrees. We use the term approximate splitting to describe this method. The required calculation can be divided into three steps:
Step 1 : Find the depth s such that the probability of having a leaf node at depth d, d ~_s, is smaller than a predetermined small value. In other words, we want to determine the depth at which we are quite sure that all nodes will require splitting.
Since a node will be split when it contains more than m points, we first find the largest integer s such that f = J -> m . That is, we distribute the t points into all the 4 • nodes at depth s so that each node contains f points. This value of s may not be the 1000 1000 1000 -----.-1 and ---7-< 1, we have right choice. For instance, in Example 1, since 44 256 -y S=4.
Next, we want to estimate the average number of leaf nodes at depth s that can possibly be produced dunng the splitting process. In particular, we want to find the number of full nodes thus produced. At depth s -l , there are 4 s-1 nodes and each of them contains 4f points. A node at depth s-1 can be split to produce a node with m [~1 1 m 3 41-m points at depth s with probability ps= (~) (~-) . In other words, it can split and produce 4ps full nodes. There are 4 '-1 nodes at depth s-1 and hence there are 4 ~ xp, full nodes which are leaf nodes at depth s. If this number is smaller than a small constant e, say 0.1, then we know that when the splitting process begins at depth s -l , the number of nodes at depth s containing m points will be so small that these full leaf nodes can be ignored. For a binomial expansion (p+q)n withp+q=l and p <q, all the terms in the expansion before the i th term where i=np are monotonically increasing.
1
When n=4f and p=~, m < f = 4 f x~= n p . Thus the probability of splitting a node at depth s-1 with 4f points to produce a node at depth s with j points, j <m, is even smaller than that for producing the nodes with m points. We can safely say that splitting a node at depth s-1 will not produce any leaf nodes at depth s (i.e., nodes with m or fewer points). In other words, the probability that all the nodes at depth s are GRAY nodes is very high. Thus we can stop moving up the tree and prepare to split the nodes at depth s.
s >
If 4 xps_e, then we can set s to s -l , and f to 4f, and repeat the test to see whether it is necessary to move up the tree again. Suppose that we would have split the nodes at depth 4 instead of at depth 3. In this case, the nodes produced by this splitting process are at depth 5 or deeper and we 239 have unnecessarily forced the points to be distributed over too many subtrees. On the other hand, if we split the nodes at depth 2 instead of depth 3, we will produce a more accurate result at the expense of more calculation (i.e., the brute force algorithm). This is shown in the empirical results that are tabulated in the next section. In general, to produce a result which is more accurate, we should try to split the nodes as high up the tree as possible as long as this does not cause any computational problems such as arithmetic overflow or underflow, or running out of memory.
Step 2 : Calculation of the initial node distribution.
After we have determined the value of s, we know that all the nodes will appear at depth s+l and deeper. The initial node distribution of the nodes at depth s+l will be k x ~ where O~j_<t /k and k =4 s .
Step 3 : Calculate the approximate average node distribution.
After we have obtained the initial node distribution for those nodes at depth s+l, we can repeat the splitting process for those nodes with more than m points until the maximum depth of the tree is reached, at which depth all nodes with more than m points will be treated as nodes with only m points. The approximate average node distribution thus obtained is the p r e d i c t e d node distribution.
COMPARISON OF THE RESULTS
In this section, we compare the results predicted by using the approximate splitting method and those predicted by Nelson and Samet's method [Nels86] . For comparison, we also show the node distributions and the population frequency distributions obtained from PR quadtrees built by the insertion of 1000 randomly generated points. Table 1 shows the actual and predicted node distribution for Example 1. The predicted node distribution fits very well with the actual node distribution. In our comparison, we consider PR quadtrees with node capacity ranging from 1 to 8, and each PR quadtree contains 1000 random points. From the predicted node distribution, we can obtain the predicted population frequency distribution by dividing the number of nodes of each population by the total number of nodes in the quadtree. In Table 2 , we show the population frequency distribution e7 obtained using the dif---~.
-'-I~ ° ferent analyses, el ~s obtained using the method in [Nels86] , e2 Is obtained by analyz-1000 ing the set of 64 subtrees at depth 3 with points apiece, e3 is obtained by %00 analyzing the set of 16 subtrees at depth 2 with ~ points apiece, and e4 is obtained 16 from the PR quadtrees which are built through insertion of 1000 random points, e 1 and e4 are taken from [Nels86] . --(.028,.098,. 165,. 189,. 173,. 143,. 114,.090 From the above data, we see that splitting the nodes nearer the root produces better results, 1.e., e 3 is mole accurate than e2. We also notice that e 3 matches e 4 quite closely. Table 3 shows the average node occupancies AVGi for the distributions shown in Table 2 . The average node occupancy can be found by computing the dot product of ei with the vector (0,1,2 ..... m).
The last column AVG4/m shows the average storage utilization of the PR quadtree with node capacity m. The average of all the entries in this column is 0.474. It is an approximation of the average storage utilization of all the PR quadtrees of node capacities ranging from 1 to 8. 
APPLICATIONS OF APPROXIMATE SPLITTING
Suppose that we are given a PR quadtree with data points drawn from a known non-uniform distribution. If we can partition the quadtree into subtrees such that each of them can be regarded as a PR quadtree with points drawn from a certain uniform distribution, then the complicated splitting process of the original PR quadtree can be modeled by the combination of the splitting processes of all the subtrees in the partition. With such an adaptation, the approximate splitting process can have a wider application. In the following, we will look at two examples.
Example 2: Consider an appfication where the locations of the houses in a certain area are captured in a PR quadtree. As shown in Figure 2 , it is known that the housing density in a particular sector, say A which is 1/16 of the area, is double the housing density in the rest of the area. Can we predict the node distribution if we know that there are 1000 houses in the area given that at most one house is associated with each node?
To solve this problem, we divide the area into 16 squares and regard each of 2 them as a subtree rooted at a quadtree block at depth 2. Sector A contains w x l 0 0 0 17 points and each of the other 15 subtrees has --3-x1000 points. The predicted node dis-17 tdbufion of the PR quadtree is the sum of the predicted node distribution of sector A and 15 times the predicted node distribution of any other sector. The result is shown in Table 4 . This result matches very well with the actual node distribution that is obtained by generating three PR quadtrees and taking the average of their node distributions. Example 3: Suppose that a PR quadtree has 1000 points in a 512 by 512 square and that the x and y coordinates are independently distributed according to the Gaussian distribution with mean 256 and standard deviation 128.
For this example, the square contains the points that lie within two standard deviations from the mean. Since the points will cluster around the mean value, we would like to divide the square into smaller areas around the center of the square as shown in Figure 3 . This partition also reflects the fact that the leaf nodes corresponding to the blocks surrounding the center appear at deeper levels of the PR quadtree. Let a=0.3830 be the probability for the x (or y) coordinate of a point to fall within 0.5 standard deviation from the mean and let b=0.6826 be that for 1 standard deviation. The probability that a point which is generated according to this specific Gaussian distfibution will fall into a particular region ca]a be calculated as follows. There are 4 subtrees of type A with total probability (~) x4; 8 subtrees of type B with probability z 2 b-a x a x8, b-a (--~-),~ -~ " 4 subtrees of type C with probability (-~--) x4; 8 subtrees of type D 1-b xbx8, _~ with probability ( -~-) ~ • and 4 subtrees of type E with probability ( )2X4. The number of points contained in each subtree is just the product of the probability associated with the subtree and 1000. The node distribution of each subtree can then be calculated. The sum of the node distributions of all the subtrees is the predicted node distribution of the PR quadtree containing 1000 points. Table 5 shows that the predicted node distribution fit well with the actual node distribution that is obtained by taking the average of the node distributions of three PR quadtrees built from 1000 random points generated according to a Gaussian distribution. [Nels86] computes the average population frequency distribution for a PR quadtree with a certain node capacity. As long as the node capacity remains the same, no matter how many points the PR quadtree holds, the average population frequency distribution of the PR quadtree remains the same, and so is the predicted average node occupancy. This is obviously not true. Therefore there is a discrepancy between the actual average node occupancy and the average node occupancy predicted by their method. They attribute the discrepancy to two factors termed phasing and aging that could not be explained by population analysis.
On the other hand, phasing can be demonstrated by the approximate splitting method. In Figure 4 , the average node occupancies of the PR quadtrees with node capacity 8 as predicted by the approximate splitting method are plotted against the number of points stored in the PR quadtrees. The actual average node occupancies are superimposed in the same graph for easy comparison. Figure 4 shows dearly that the graph does oscillate and is periodic in the logarithm of the total number of data items stored in the trees.
Aging is responsible for the fact that larger nodes have occupancies in excess of the predicted average occupancy of the whole PR quadtree. This is accounted for in the approximate splitting process as can be seen from Table 6 which shows the average node occupancy by node level for Example 1. The predicted node distribution for Example 1 is shown in Table I and its average node occupancy is 0.46 which is the first entry of the column with heading AVG4 in Table 3 . Comparing with the number 0.46, we find that larger nodes in the predicted node distribution do have higher occupancies. The data in Table 6 is obtained from Table 1 as follows. For 20.1 nodes at depth 4, the actual node occupancy is --=0. 75 and the predicted aver-6.6+20.1 19.4 age node occupancy is ---0.81.
Similarly, we can compute the rest of the ratios 4.7+19.4 in the table. From the table, we see that the predicted average node occupancy is smaller for smaller nodes. The anomalously high value for the actual average node occupancy at depth 9 is the result of the implementation which truncates the tree at that depth [Nels86] . In Figure 4 we see that although the curve of the predicted average node occupancy oscillates in step with that of the actual average node occupancy, the predicted values achieve higher peaks and lower valleys. This is the result of the assumption that all subtrees partitioning a PR quadtree contain the same number of points. According to this assumption, when a subtree achieves its maximum of the average node occupancy, so have all other subtrees when the approximate splitting method is used. If this constraint is relaxed by allowing the subtrees to have different number of points as in the real situation, then the values of their average node occupancies will spread so that the average of these values will have less variation and hence the oscillation of the curve is dampened.
The number of points falling into the root nodes of the subtrees at depth s follows the binomial distribution with parameters t and p, where t is the number of points contained in the PR quadtree, and p is the probability that a random point falls into the root node of a particular subtree of the approximate splitting process. For a PR quadtree of maximum depth n, we have p=4 -°'-s). When t is large, the binomial distribution can be approximated by a normal distribution with mean ~=tp and standard deviation cr=,ltp(1-p) [Fell57, page 172] . The probability that the number of points in a subtree is within one standard deviation from the mean value is about 0.68. Since we are only interested in the approximation of the average node occupancy, one simple improvement that can be made to reduce the amplitude of the curve of the predicted average node occupancy is to divide the subtrees into three groups containing lX--~ points, l.t points, and ~+¢r points in the proportion of 20, 60, and 20. This proportion is chosen because about 60 percent of the points fall within one standard deviation from the mean. Figure 5 shows the curves of the actual and modified predicted (labeled Predictedl) average node occupancies. The corresponding data can be found in Table 7 . It is clear that the accuracy of the predicted average node occupancy has been improved noticeably after the modification. 
CONCLUDING REMARKS
The approximate splitting process is a means to obtain an approximation of the node distribution and the average population frequency distribution of a PR quadtree. It can account for the aging andphasing phenomena and gives a fairly accurate prediction of both distributions. It does not resort to solving the equations using numerical methods as that was done in [Nels86] . The approximate splitting process can also be adapted to PR quadtrees with the points drawn from a known non-uniform distribution. It is useful in estimating the storage requirements as well as the performance of the PR quadtree when it is built in main memory.
The process of partitioning a given PR quadtree with the points drawn from a known non-uniform distribution is similar to the way we construct a step function to approximate an arbitrary ffun'ction. Since the partitioning greatly depends on the prior knowledge of the non-uniform distribution, it is difficult to design a scheme to automate the partitioning process of any given PR quadtree, although such a scheme is desirable. Logarithm of number of points Logarithm of number of points Figure 5 Comparison between the modified predicted and the actual average node occupancies.
