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We locate the zeroes of oscillatory solutions of wide classes of differential equations, y (n) = c(x)y. Asymptotic techniques are used. The asymptotic behaviour of solutions and their derivatives up to the nth order are also provided.
New results are obtained in addition to old results becoming more transparent.
1. Introduction. The main purpose of this paper is to demonstrate a method for locating the zeroes of oscillatory solutions of the differential equation As shown by the references cited, the differential equation (1.1) attracted a considerable amount of attention. However, the location of zeroes of oscillatory solutions of (1.1) does not seem to be available in the literature. It is the purpose of this paper to fill this gap for a wide class of differential equations (1.1).
The method to be used exploits concepts of classical asymptotics which seem to us the most appropriate ones to handle problems of singular differential equations. The singularity of the differential equation (1.1) stems from the fact that the independent variable x ranges on an infinite interval and also from the fact that c(x) may be unbounded.
We do assume an amount of smoothness on the coefficient c(x) which is more restrictive than a continuity assumption made e.g. by Kim [12] . However, this is a reasonable price to be paid for obtaining the fine structure of y (p \x), v = 0,1,... ,w -1 as x -> oo. In particular, most of the asymptotic properties known so far on oscillatory and nonoscillatory solutions of (1.1) can be better understood by the techniques employed in this work.
An additional reward of this paper is that we produce Prufer type representatives for solutions of (1.1) which belong to certain subspaces of the linear space of solutions of (1.1). See e.g. Hille [9] p. 394.
The course of events in this paper will be as follows: After this introduction we proceed to §2, which contains preparations for an 318 H. GINGOLD asymptotic decomposition theorem. In §3 we prove an asymptotic decomposition theorem, and in §4 we find the location of zeroes of oscillatory solutions of (1.1). This paper is an attempt to generalize results of Gingold [5] for the case n = 2. Results of §4, in this paper, depend heavily on §5 in Gingold [5] .
Preliminaries.
We first convert the scalar differential equation (1.1) into a vectorial differential system for the vector and all other entries in this matrix are zero.
Notation 2.1. We will denote
It is a simple exercise to verify that the eigenvalues of the matrix A denoted by λ k (x), k = 1,...,«, are easily found to be
where argc(x) (2.8)
and arg z is defined for z complex (2.9) -77 < arg z = Imln z < π.
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We use the following asertion throughout this paper and we will not restate it in the sequel unless it will be replaced. 
Denote by « ί(ί , s, d = 1,...,« the entries of Throughout this work, we will assume that a suitable norm || || defined on the set of n by n matrices is given.
We now plan to perform a second linear transformation. To this end, we need the following: is finite on J. Also,
and {therefore, without loss of generality) all eigenvalues ofr~1A ι are distinct onJ.
We can now provide the following needed lemma: Moreover,
Proof. A proof follows from the discussions in Gingold [6, 7] .
We proceed to the next section.
Asymptotic decomposition.
In this section, we intend to find a fundamental solution of (2.2) by use of an "asymptotic decomposition theorem." THEOREM 
Let assumptions 2.2, 2.4 hold. Assume that throughout J r\x) does not change sign if In r(x) is unbounded and
(3.1) Σ\^b{k n -k vv )\φ0, j,k = l,...,n. jΦv Let (3.2) Γ \{r-^2r'f\ds < oo. a
Then, there exists an interval J = [a , oo), a < a, such that a fundamental solution of {22) on J is given by
(3.3) Y = V{I + P(x)) exp f D{s) ds.
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The n by n matrix function P{x) is continuously differentiable on J and
The matrix D is given by
Proof. First we show that on an interval 7, a fundamental solution of (2.2) can be found such that
In (3.6), P = P(x) is a certain « by « matrix function such that for x G J (3.7) ||P(*)||<land lim ||P(*)|| = 0.
x-»oo
The matrix Z) is a diagonal matrix defined as follows: Denote by s jk , j, k = 1,...,/?, the elements of T~ι{x)T\x). Denote takes the differential system (2.14) into
The differential system (3.11) turns out to be an "almost diagonal system". See Gingold [7] . Thus, there exists an interval / such that a fundamental matrix solution of (3.11) is given by (3.12)
on /, where P(x) satisfies (3.7). This implies (3.6).
We now intend to show that
Consider the determinant of r~ιA λ -μl.
It is a simple exercise to verify that p n (μ), the characteristic polynomial of r~λA x has the following form: where ε is a complex number.
Without loss of generality, we may assume that q n (μ, ε) possesses distinct eigenvalues on / and |ε| < ε 0 where ε 0 is a small positive number.
Regard the roots of q n (μ, ε) = 0 as functions of ε (and the parameter x). Then by considering the initial value problems we deduce that the n distinct roots of q n (μ, ε) are holomorphic functions of ε for |ε| < ε 0 . Moreover,
where O(ε) is uniform with respect to x on /. In (3.15), by letting (3.18) ε = (r-V) 2 we conclude that
We have By following the proof in Gingold [7] , finer bounds on ||P(JC)|| could be found.
\\D(s) -D(s)\\ds <
For wide classes of mappings c(s), it can be shown that
If we add the assumption that c(x) e C 3 (/), then it can also be shown that
Theoretically, the bounds in (2.37), (3.23), (3.24) "may not be interesting". However, for numerical purposes, accurate bounds may be crucial.
The location of zeroes.
Thanks to Theorem 3.1 we are able to locate the zeroes of solutions of (1.1). Moreover, as a bonus other asymptotic properties of solutions will follow.
In the sequel, when we will refer to a solution of (1.1) we will have in mind a non-trivial solution of (1.1). Throughout this section we will assume that conditions of Theorem 3.1 are fulfilled.
Let us prove the following lemma. Then A possesses a real eigenvalue iff θ k /π given by (2.8) is an integer. We will consider several cases. This assumption is given in order to guarantee that the functions B v (x), found above, possess inverses.
Indeed, the following lemma (whose trivial proof is omitted) can be proven. We will need to find n real linearly independent solutions of (1.1). We first define We choose n real linearly independent solutions of (1.1) as follows: By (4.28) via (3.3) we have each of the n linearly independent solutions of (1.1) to be iθ lv {x) with From now on the letter y with lower indices will denote something other than the entries of the matrix function Y which appears in (3.3) .
Thus, we adopt It is simple to verify that in all cases I-IV the set of n real solutions form a basis for the linear space of solutions of (1.1).
Notation 4.9. We denote by S n the linear subspace generated by y n {x) if (1.1) belongs to class I, II, or III. If (1.1) belongs to class IV, S n will denote an empty set.
We denote by S n __ 1 the linear subspace generated by y n _ 1 (x) if (1.1) belongs to class III. If (1.1) belongs to class I, II or IV, S n _ λ will denote an empty set.
We denote by S j9 j = 1,.. .,N, the N two-dimensional linear spaces spanned by y λj (x), y 2j (x). If iV = 0, we let Sj above denote empty sets.
We also denote by S the linear space of solutions of (1.1).
Let us first turn to the location of zeroes of a non-trivial solution y J (x)eSjJ = l,... 9 N(N>0). Let c lJ9 c 2j be two real variables. Then, it can be easily verified that In order to better understand the process of locating the zeroes of y(x), we define an "ideal solution" of (1.1), y L (x) by letting in (4.33), (4.34). 
We do not claim that y L (x) is a solution of (1.1). However, the location of its zeroes on / are easily observed to be at x t such that We expect the zeroes of y(x) for x large enough, to be close to x t given by (4.39) or by (4.40). Indeed, we are now able to apply the results of Gingold [5] , §5, to locate with high accuracy the zeroes of y y (x)J = 1,... 9 N.
It will be superfluous to repeat all the arguments of Gingold [5] . Therefore, we state our results in a form such that the reader who is interested in the details will be able to easily reproduce them as an exercise.
The next theorems provide information on solutions of (1.1) beyond that given by Kim [12, 13] , Willet [24] , Kreith [15] , Swanson [21] . We did not come across any other method in the past which also provided with high accuracy the location of zeroes of solutions of (1.1). It clearly demonstrates an edge of asymptotic techniques. 
Proof. This is an immediate consequence of the definitions. We have Proof. The trivial proof is omitted. We state a theorem which summarizes the preceding oscillation results. For the approximation of the zeroes of y(x), we "identify in (4.53) a leading term" and use the details in Gingold [5] §5.
Next we obtain a "non-oscillation" theorem. Proof. We omit the trivial proof.
REMARKS. A similar analysis carries over to n th order linear homogeneous differential equations whose characteristic polynomials possesses n distinct eigenvalues. In this case the location of zeroes of oscillatory solutions can be provided in terms of the elements on the main diagonal of a certain matrix derived from the coefficients of the linear differential equation. The relation between oscillation and certain eigenvalue problems of (1.1) is well known. Thus, our method provides approximations to eigenvalues in certain eigenvalue problems.
If
