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Potential Game approach to virus attacks in
network with general topology
François-Xavier Legenvre∗, Yezekael Hayel†, and Eitan Altman‡
Abstract
SIS epidemic non-zero sum games have been recently used to analyse
virus protection in networks. A potential game approach was proposed for
solving the game for the case of a fully connected network. In this paper
we manage to extend this result to an arbitrary topology by showing that the
general topology game is a potential game. We apply this result to study
numerically some examples.
1 Introduction
Computer viruses have been reported to cause damage of 17 billion US$ in 2000.
Already in 1998, the relation between computer viruses and epidemiology are sug-
gested [9]. Since then, viruses and tools to fight them have become more sophisti-
cated. Nowadays cyber security is not only defensive and are used as warfare also,
see [5].
In the biology literature, no references to games in epidemics are published
before 2000. Some research works on the topic have appeared only recently [1, 3,
2]. A natural modeling of how to fight viruses is through the use of zero-sum games
[6]. A big boost to epidemics modelling followed the work of P. Van Mieghem and
coauthors in several papers [7, 12]. In these papers, the authors provide bounds on
the dynamics of SIS epidemic models as well as meanfield approximations on their
metastable regime.
Game models (static ones) based on the above SIS models appear already in
2009 [10] and later at [4]. In these models the virus is not assumed to be strategic as
the authors focus on the study of non-cooperative strategic network nodes. Each of
these nodes is faced with the problem of whether or not to purchass a vaccination
(or anti-virus). In this paper, we revisit the model of [4] and extend it in two ways:
we consider a general topology (where as [4] considers a fully connected network),
and we allow for arbitrary node dependent infection and healing rates.
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In [4] the authors solve the game and establish existence of pure equilibria by
showing that it is equivalent to a congestion game (in the sense of Rosenthal) which
is known to be a potential game and for which explicit expressions of the potential
exist. The fact that the network is fully connected is used in order to ensure that the
cost of a defense action by a node only depends on how many other nodes use the
same action, which is one of the assumptions in the congestion game formalism.
In this paper, we manage to show that the virus protection game between the
nodes of the network has a potential for an arbitrary topology and therefore a pure
equilibrium exists. We note that this result is not a direct application or Rosenthal’s
congestion game as the infection quasi stable probability of a node, say i, depends
in a complex way on the network topology and not just through the number of other
nodes that take the same action as i. We finally introduce an algorithm to solve the
game and apply it to some examples.
2 Model
We set a graph called N (N) with N the number of nodes representing our network.
There exists an adjacency matrix A, representing by the coefficients Ai, j, which is
worth 1 if there exists a link between the node i and the node j. As aforementioned,
each node is singular, which means that all nodes have different recovery and in-
fection rates providing us a general framework for epidemics. Several epidemic
dynamics are proposed in the literature but the Susceptible-Infected-Susceptible
(SIS model) is one of the most studied and can be described as follows. An infected
node i contaminates each of his healthy neighbor with rate βi, and the remaining
time for which the node i is infected follows an exponential process with rate δi.
After being recovered from the infection, each healthy node becomes susceptible
again, and can be again infected. Considering an SIS epidemics over a graph, there
exists a limiting spreading factor rate, denoted by the critical epidemic threshold,
below which the infection vanishes exponentially fast in time, and above which
the critical threshold the network stays infected. Each individual j decides to be
protected (i.e. σ j = 0) or not (σ j = 1). Therefore, we consider action-dependent
SIS dynamics because the infection rate of node i depends on his action σi, that is
the infection rate of node i is given by β jσ j .
With the aforementioned network structure and epidemic dynamics, the dy-
namics of the probability Vi(t) for node i to be infected by the virus at time t, can













The different recovery and infection rates describe the heterogeneity of indi-
viduals in their usage of communication networks; and therefore their different
impacts on the security level and virus spreading into this system.
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The SIS epidemic process has always had one stable stationary regime, the zero
solution. But, in addition, under certain circumstances on δi and βi, there exists
another stationary regime called a metastable state in our SIS epidemic process
described in the paper [13].
We focus on the stationary metastable regime, for which lim
t→∞
dVi(t)
dt = 0, we can
simplify the NIMFA equation, with the new notation lim
t→∞
Vi(t) = V ∞i . The new
expression of the NIMFA equation is as follows:












where σ represents the decision vector of the nodes. As we want to find an indi-
vidual strategy of protection, we can classify the nodes. So, considering equation
(2), we have the following relation between the component of the infection vector
probability:









Consdiering this infection probability, we define the payoff function where σ =
(σ1, ...,σi, ...,σN) is the action chosen by i player:
Ci(σ) =
{
Gi if σi = 0,
HiV ∞i (σ) otherwise when σi = 1,
with Gi is the anti-virus price for player i and Hi is the cost for recovery for player
i.
3 Existence of Nash Equilibrium and Algortihm
Definition 3.1 (Potential Game [8]) P is called a potential function if and only if
∀i ∈ {1, ...,N}:
Ci(σ1i ,σ
1
−i)−Ci(σ0i ,σ0−i) = P(σ1i ,σ1−i)−P(σ0i ,σ0−i). (4)
In our game, the common strategy set is a binary set composed of only two actions
(A = {0,1}).
Property 3.1 We consider the following function P:













where σ j is the action of player j. This function is a potential for our game.
3
We conclude the following [8]:
Property 3.2 There exists a pure Nash Equilibrium for our game.
In next section, we describe an algorithm to compute the pure Nash equilib-
rium.
3.1 Algorithm
We are not able to determine explicitly the Nash equilibrium strategy, more pre-
cisely, the number of players that decide to invest at equilibrium. Then, we deter-
mine an algorithm in order to compute it.
Algorithm 1 Probability V ∞, ne
Require: A,δ ,β ,V 0,G,H,n, tol
Ensure: m = size(V 0) , ne = n, V =V 0
for i = 1 : m do
for k = 0 : 1 do
ne(i,1) = k
B = diag( 1
δ
)∗A∗diag(β (k, j))∗diag(ne)
W (i,k) = 1− 11+B(1,:)∗V
end for
for j = 0 : 1 do
P(i,2, j) = G(i)∗ (1−ne(i))+H(i)∗∑ jl=0(W (i, l)), p = min(P(i,1, :))




while norm(V (:, t)− v(:, t−1)> tol do
V (:, t +1) =V (:, t)
for i = 1 : m do
for k = 0 : 1 do
ne(i,1) = k
B = diag( 1
δ
)∗A∗diag(β (k, j))∗diag(ne)
W (i,k) = 1− 11+B(1,:)∗V (:,t+1)
end for
for j = 0 : 1 do
P(i, t+1, j)=G(i)∗(1−ne(i))+H(i)∗∑ jl=0(W (i, l)), p=min(P(i,1, :))
V (i, t +1) =W (i, p), ne(i,1) = p
end for
end for
t = t +1
end while
This algorithm is based on the two following features:
4
• (i) A process of best response functions,
• (ii) A research of a fixed point solution.
In order to prove the convergence of the algorithm, we are going to use the
following theorem for the best-response part of the algorithm.
Theorem 3.1 In a finite potential game, from any arbitrary initial outcome, the
best response dynamics converge to a pure Nash Equilibrium.
Then, to prove the existence of a fixed point non-zero, we are refering to the
theorem 1 and the lemma 2 in the paper [7]. We illustrate the performance of our
algorithm in the section through simulations.
4 Numerical Illustrations
We run our algorithm on a specific network topology depicted on figure 1. In this
topology, the graph is heterogeneous as nodes have different degrees. We define
Figure 1: Incomplete graph 11 nodes
different scenarios depending on specific parameters of the model. For the first
scenario, called the fully immunization game, we assume that when a node invests,
its infection rate β is equal to 0, which could be viewed as an exclusion of the node
from the network of infection.
4.1 Fully immunization game
In this part, the infection rate β of a node is equal to zero if this node invests. This
means the node does not participate into the virus spread. In this case, the conver-
gence to a pure Nash equilibrium is obtained after very few iterations (around 10)
and considering the following parameters:
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• δ = (0.52,1.34,1.59,1.68,0.75,0.64,0.62,0.72,0.69,0.58,0.61)
• β = (1.98,1.25,1.59,1.34,1.69,1.25,1.39,1.67,1.48,1.58,1.63)
• G = (51,52,50,51,50,52,53,51,48,47,49)
• H = (63,61,62,62,63,61,63,62,57,59,60)
The Nash equilibrium obtained is given by the strategy vector
Ne = (1,1,1,1,0,1,1,1,1,0,1).
We observe, as expected, that node’s degree has a non-negligeable influence on
the strategic behavior. In fact, node 5, who has the highest degree in our topology
and can be considered as a central node. Meanwhile, we observe that node 10 also
decides to be protected and its degree is not the highest. By the way, node 10 has
a higher contamination rate β10 = 1.58 compared to node 6 (β6 = 1.25); and at the
same time the recovery rate is lower for node 10 compared to node 6. Therefore, we
conclude that the topology and also the parameter of the virus dynamics influence
the strategic behavior of the nodes and also the dynamical parameters of the virus.
4.2 Healthy carrier game
In this second scenario, we assume that the node can be an healthy carrier of the
virus, in the sense that it does not suffer itself from the consequences but can con-
taminate healthy neighbors. In this scenario, there are two possible cases. The first
one is that an investment induced that the node is more careless about its action in
the network, and it takes more risk, increasing its contamination rate. The second
hypothesis implies that each protected node still carries the virus. It is aware of the
risk, and it is careful of its action in the network, decreasing the infection rate.
Hence, we do not talk about being infected anymore but being, a contami-
nated node is a carrier of the virus. This approach is similar to the Peltzmann
theory[11]. Peltzmann introduces a notion called risk compensation or Peltzmann
effect, which means that people behavior depends on the risk they take. Indeed,
when the security belt was mandatory in the seventies, the number of car accident
went up because people took more risk, thinking they were safe. In our context,
we can expect the same behavior for computer usage. If an individual buys an
anti-virus (a software or an application), and then feel protected, he may have a
risky behavior and so its infection rate could be higher. Then, even if a device is
protected, he can carry a virus or a malware that may use this device as a relay to
propagate to other vulnerable devices. This point of view can be called the risky
game.
In this context, we consider the following parameters of the model:
• δ = (0.52,1.34,1.59,1.68,0.75,0.64,0.62,0.72,0.69,0.58,0.61)
• βa = (1.98,1.25,1.59,1.34,1.69,1.25,1.39,1.67,1.48,1.58,1.63)
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• βna = (0.8,0.5,0.65,0.7,0.8,0.7,0.65,0.8,0.71,0.6,0.67)
where βa (resp. βna) represents the vector of contamination rates of protected (resp.
not protected) nodes. We observe that for each node, if he decides to protec itself,
its contamination rate is higher. This property models the Peltzmann’s effect. In
this setting, the Nash equilibrium given by our algorithm proposed in previous
section is
Ne = (0,0,0,0,0,0,0,1,1,0,1).
We observe that the Peltzman’s effect impacts the behavior of the nodes and more
nodes invest in the antivirus. This behavior is in accordance with the risky behavior
induced by Peltzmann’s assumption.
4.3 Sustainable game
We finally consider a setting in which a node is aware of the risk to boost the virus
spread, and would be careful about its action. With this point of view, the game
is called sustainable game. In this setting, we determine the following system
parameters:
• δ = (0.752,0.94,0.59,0.68,0.75,0.94,0.82,0.92,0.99,0.78,0.91)
• βa = (1.2,1.25,1.09,1.34,1.69,1.65,1.39,1.67,1.48,1.38,1.63)
• βna = (1.85,1.97,1.9,2.4,2.43,2.25,2.12,2.5,2.2,2.23,2.27)
The Nash Equilibrium vector is
Ne = (0,0,0,0,0,0,0,1,1,0,0).
Only nodes 8 and 9 do not protect themselves, which is difficult to justify related
to system parameters and topology. So, depending on the action of a node, its
infection rate depends on the other node’s decision. The different scenarios, which
are modeled by a change of the infection rate depending on the action chosen,
impacts the infection probabilities and the Nash equilibrium of the game. Whereas,
it does not impact the existence of such equilibrium and the convergence of our
algorithm. As aforementioned, the convergence of our algorithm is always valid.
But, in the latter scenarios (healthy carrier and sustainable settings), we do not look
at the risk to be infected, but the risk to carry the virus.
5 Conclusion
The identification of a potential for the virus protection game allows us to compute
efficiently equilibria for arbitrary network topology and for a heterogeneous SIS
dynamics. We have provided insights for scenarios like the Peltzmann’s effect. In
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this case, we have shown the impact of the topology as well as the dynamics pa-
rameters on the outcome/equilibrium of the protection game.
Many perspectives can be considered following this work. We can plan to in-
troduce stochasticity into the model and in the topology. In fact, realistic complex
networks are stochastic in nature, meaning that links between nodes or relation-
ships between individuals are generally dynamic and even stochastic. Other inter-
esting features would be to consider a high level decision maker who can control
system parameters like degrees (for example Facebook allows a maximum number
of friends) or prices/costs. Considering this aspect, we could look for optimal con-
trol with equilibrium behavior of nodes as a constraint. New mathematical models
and frameworks are therefore needed, taking into account this hierarchical struc-
ture of the system.
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