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Abstract
In the paper we shall present a survey of recent results on substochastic semigroups and provide
new methods for determining their honesty. These methods are applied to the fragmentation equation
with mass loss, yielding sufficient conditions for the existence of conservative and shattering solu-
tions. Our results provide a mathematical framework that clarifies the discussion of [Phys. Rev. A 43
(1991) 656, Phys. Rev. A 41 (1990) 5755, J. Phys. A 24 (1991) 3967] on shattering fragmentation in
such models showing, among others, that there occurs an unexpected mass loss associated with shat-
tering which is not accounted for by the discrete and continuous mass loss, contrary to the conjecture
of [Phys. Rev. A 43 (1991) 656, Phys. Rev A 41 (1990) 5755].
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Substochastic semigroups are positive strongly continuous semigroups of contractions.
They are particularly useful for analysis of deterministic equations related to Markov
processes, where they describe the time evolution of the density u(t, x) of some quan-
tity Q, where x ∈ Ω is a state variable and Ω is a state space. Equations describing the
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the transfer of a part of it to the other states, and the gain due to the transfer of parts of Q
from other states to the state x . General form of such equations is
∂tu = T0u+Au+Bu, (1.1)
where A is the loss operator, B is the gain operator, and T0 may describe some transport in
the state space (e.g., free streaming or diffusion). The model itself implies that the quantity
Q should be preserved. If this is the case, the semigroup describing the evolution is conser-
vative for positive initial data and is called a stochastic semigroup. In many cases, however,
the semigroup turns out to be not conservative even if no amount of Q is subtracted from
the system during the evolution. Such Markov processes are well-known in the probability
theory and are referred to as dishonest [2] or explosive [22]. This phenomenon is much
less understood from the functional–analytic point of view and though a number of scat-
tered results, often limited to particular applications, can be found in the literature [1,3,4,
15,18–20,23], the systematic study has been initiated quite recently in a series of papers
[6,7,9,10,16].
In many cases in the models there is a mechanism that allows Q to decrease. It could
be an absorbing or permeable boundary, or some reaction that removes a part of Q from
the system. In such a case we say that the semigroup describing the evolution is strictly
substochastic. In the theory of Markov processes this case is dealt with by introducing an
additional state that accounts for the loss, and redefining the process so that the resulting
process is Markovian. However, the loss-functional, defining the leakage of Q from the
system, carries an important information about the evolution; e.g., it may describe the rate
of mass loss due to internal reactions in the fragmentation models. Therefore, it is impor-
tant not to amalgamate it with the other states so that we can keep track of the rate of Q
throughout the evolution. Moreover, also strictly substochastic processes can be dishonest,
that is, Q can decrease faster than predicted by the loss-functional; thus it is important
to separate these two causes of the loss of Q during the evolution. It turns out that the
functional analysis approach is very efficient in both cases, providing necessary and suffi-
cient conditions for honesty of the semigroup and describing the evolution in terms of the
loss-functional.
Thus, in the first two sections of the paper we combine and extend some earlier results to
provide a complete characterization of honest (and thus also dishonest) strictly substochas-
tic semigroups. In particular, as in the conservative case, a strictly substochastic semigroup
is honest if and only if its generator is the closure of the operator T0 +A+B from its nat-
ural domain. As the theorems characterizing honest semigroups are often not easy to use,
in Section 3 we provide manageable sufficient conditions for a semigroup to be honest or
dishonest. These conditions are based on analysis of extensions of the involved operators
to a larger space.
The last two sections are devoted to the application of the general theory developed in
the first part of the paper to the fragmentation model with mass loss that was introduced
and studied extensively in [11,12,17]; these results present a substantial extension of [8,10].
Fragmentation, and the reverse, coagulation, processes appear in many branches of natural
sciences ranging from physics, through chemistry, engineering, physiology to ecology, de-
scribing, e.g., polymer degradation, droplets break-up, rock crushing and grinding, solid
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ing. In many cases the process is supposed to be mass-conservative, that is, the total mass
of the system should be constant in time. However, there are numerous cases when this
is not the case: the mass can be consumed by an external reaction causing the surface to
recede continuously, finally destroying the bridges between different parts of a particle and
triggering the break up, and also, in the case of heterogeneous particles, due to explosive
chemical reactions whenever the reactant is exposed either by fragmentation or by surface
recession [12,17]. In both, conservative and mass loss, cases it has been observed [11,12,
14,17,18,21,24] that the process can be dishonest. In most papers the analysis was carried
out only for coefficients of a special form and the phenomenon was termed the “shattering
fragmentation” and attributed to the phase transition and formation of a “dust” of zero-size
particles (the corresponding “converse” phenomenon in the coagulation processes is called
gelation and is attributed to the formation of a gel consisting of infinitely many particles).
There are very few attempts to provide a rigorous analysis of the shattering fragmentation,
even in the conservative case: we mention [14,18] where purely probabilistic methods are
used but still heavy restrictions are imposed on the form of the coefficients. Much more
general results in the conservative case, based on the theory of substochastic semigroups,
have been obtained recently by one of the authors [10].
In this paper we shall deal with the fragmentation model with mass loss and, using the
theory developed in the first two sections, we shall provide sufficient conditions for the so-
lution semigroup to be honest, without placing any assumptions on the form of coefficients.
We also give sufficient conditions for dishonesty but here we have to place some regularity
assumptions on the fragmentation and continuous mass–loss rates; we also assume that
the function describing the distribution of masses of daughter particles depends only on
parent/daughter ratio, see [11,12]. In particular, if the coefficients have algebraic singular-
ities or zeros at the origin, then the obtained conditions turn out do be both necessary and
sufficient.
We also note that the shattering fragmentation with mass loss is not fully understood
even from the physical point of view: in [11,12] the authors argued that shattering should
not lead to any additional mass loss that is not accounted for. In this paper we shall show,
in particular, that this conjecture is not true.
2. Strictly substochastic semigroups
We will be concerned with the abstract evolution equation of the form (1.1) posed in the
space of integrable functions. Hence, let (Ω,µ) be a measure space and let X = L1(Ω,µ).
If Z ⊂ X is a subspace, then Z+ denotes the cone of non-negative elements of Z and for
f ∈ X symbols f± denote the positive and negative part of f , that is, f+ = max{f,0}
and f− = −min{f,0}. Let (G(t))t0 be a strongly continuous semigroup on X. We say
that (G(t))t0 is a substochastic semigroup if for any t  0, G(t)f  0 for all f ∈ X+
and ‖G(t)‖  1, and a stochastic semigroup if additionally ‖G(t)f ‖ = ‖f ‖ for f ∈ X+.
Accordingly, we consider linear operators in X: (T ,D(T )) and (B,D(B)), that have the
following properties:
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(2) D(B) ⊃ D(T ) and Bf  0 for f ∈ D(B)+,
(3) for all f ∈ D(T )+,∫
Ω
(Tf +Bf )dµ 0. (2.1)
Theorem 2.1 [6,23]. Under the above assumptions, there exists a smallest substochastic
semigroup (GK(t))t0 generated by an extension K of the operator T +B . This semi-
group, for f ∈ D(T ) and t > 0, satisfies
d
dt
GK(t)f = KGK(t)f. (2.2)
(GK(t))t0 can be obtained as a strong limit in X of semigroups (Gr(t))t0 generated
by (T + rB,D(T )) as r ↗ 1−; if f ∈ X+, then the limit is monotonic. Generator K of
(GK(t))t0 is characterized by
(λI −K)−1f =
∞∑
n=0
(λI − T )−1[B(λI − T )−1]nf, f ∈ X, λ > 0. (2.3)
Equation (2.1) can always be written as∫
Ω
(T +B)udµ= −c(u), u ∈ D(T )+, (2.4)
where c is a non-negative (possibly zero) functional defined on D(T ). In this paper we
shall consider only the situation when c can be written as an integral functional, that is,
c(u) =
∫
Ω
ς(x)u(x) dµ(x) (2.5)
for some positive measurable function ς . We do not assume that c is bounded or closed.
We say that (GK(t))t0 is strictly substochastic if (2.4) holds with c = 0. For such
semigroups we extend the concept of honesty in the following way.
Definition 2.1. We say that (GK(t))t0 is honest if c is finite on D(K) and for any
0 u˚ ∈ D(K) the solution u(t) = GK(t)u˚ of (2.2) satisfies
d
dt
∫
Ω
u(t) dµ = d
dt
∥∥u(t)∥∥= −c(u(t)). (2.6)
Remark 2.1. The question whether it is possible for (2.6) to hold only on some subspaces
of X seems to be open. For pure binary fragmentation models with power law fragmenta-
tion rate the results of [6] show that if the semigroup is dishonest for one initial condition,
it is dishonest for all.
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space Z ⊂ X such that Z = RX, where R is a positive linear operator defined on X. In such
a case in general Z+ = RX+ (e.g., for R = Lλ, its inverse, λI − T , may be not a positive
operator) and u ∈ Z does not yield u± ∈ Z+. However, we can still write u = u¯+ − u¯−
with u¯± ∈ Z+ using the following argument. Let, for a given u ∈ Z, u = Rf , f ∈ X. Then
f = f+ − f−, f+, f− ∈ X+ and we define
u¯± = Rf± ∈ Z+, (2.7)
since R is a positive operator.
Let us suppose that some linear relation is defined on Z. Using (2.7), we see that it holds
for any u ∈ Z+ if and only if it holds for any u ∈ RX+ if and only if it holds for any u ∈ Z.
Particularly, (2.4) is equivalent to∫
Ω
(T +B)udµ= −c(u), u ∈ D(T ). (2.8)
Lemma 2.1. If assumptions (1) and (2) hold, then condition (2.4) (and therefore (2.8)) is
equivalent to
−c(Lλf ) = λ‖Lλf ‖ + ‖BLλf ‖ − ‖f ‖, f ∈ X+, (2.9)
where Lλ = R(λ,T ) = (λI − T )−1.
Proof. Firstly, by Remark 2.2, Eq. (2.4) is equivalent to Eq. (2.8), so that, since Lλ is a
surjection from X onto D(T ), we have
−c(u) = −
∫
Ω
f dµ+
∫
Ω
BLλf dµ+ λ
∫
Ω
Lλf dµ, (2.10)
for any f = (λI − T )u, u ∈ D(T ). In particular, this is valid for f ∈ X+ and, since
LλX+ ⊂ D(T )+ and B is a positive operator, we have
−c(Lλf ) = λ‖Lλf ‖ + ‖BLλf ‖ − ‖f ‖, f ∈ X+. (2.11)
Conversely, let (2.11) be valid for any f ∈ X+. Writing this in the form (2.10), we obtain
its validity for any u ∈ LλX+ but by Remark 2.2 it holds also for arbitrary u ∈ D(T ). 
We assume that the assumptions (1)–(3) and (2.5) hold throughout the rest of this
section. The next result is an extension of similar considerations in [4,16] to the strictly
substochastic context.
Theorem 2.2. For any fixed λ > 0, there is 0  βλ ∈ X∗ with ‖βλ‖  1 such that for all
f ∈ X+,
λ
∥∥R(λ,K)f ∥∥= ‖f ‖ − 〈βλ,f 〉 − c(R(λ,K)f ). (2.12)
Moreover, c extends to a non-negative continuous linear functional on D(K), given again
by (2.5).
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λ
∥∥(λI −K)−1f ∥∥= lim
N→∞
N∑
n=0
λ
∥∥Lλ(BLλ)nf ∥∥.
By (2.11), we get
N∑
n=0
λ
∥∥Lλ(BLλ)nf ∥∥= N∑
n=0
(∥∥(BLλ)nf ∥∥− ∥∥(BLλ)n+1f ∥∥− c(Lλ(BLλ)nf ))
= ‖f ‖ − ∥∥(BLλ)N+1f ∥∥− c
(
N∑
n=0
Lλ(BLλ)
nf
)
. (2.13)
Since the left-hand side is non-negative and c is a non-negative functional, we obtain
0 c
(
N∑
n=0
Lλ(BLλ)
nf
)
 ‖f ‖, (2.14)
and since the series is non-decreasing, the numerical sequence is converging. However,
since c is an integral functional with a non-negative kernel, from the monotone convergence
theorem we obtain
lim
N→∞ c
(
N∑
n=0
Lλ(BLλ)
nf
)
= c
( ∞∑
n=0
Lλ(BLλ)
nf
)
= c(R(λ,K)f )< +∞.
Thus, for f ∈ X+, we have c(R(λ,K)f ) ‖f ‖. For arbitrary u = R(λ,K)f ∈ D(K) this
inequality follows from decomposition (2.7). This shows that c is continuous in the graph
topology of D(K).
Returning to (2.13) we see, that then also ‖(BLλ)N+1f ‖ converges to some βλ(f ) 0
and by a similar argument, βλ extends to a continuous linear functional on X with the norm
not exceeding 1. 
Proposition 2.1. (GK(t))t0 is honest if and only if for any f ∈ X+ and t  0,
∥∥GK(t)f ∥∥= ‖f ‖ − c
( t∫
0
GK(s)f ds
)
. (2.15)
Proof. Let u ∈ D(K)+. Integrating (2.6), we obtain
∥∥GK(t)u∥∥= ‖u‖ −
t∫
0
c
(
GK(s)u
)
ds = ‖u‖ − c
( t∫
0
GK(s)uds
)
, (2.16)
where we changed the order of integration using Fubini–Tonelli’s theorem. Taking now
f ∈ X+, we can approximate it by the sequence un = n
∫ 1/n
0 GK(s)f ds, D(K)+ 
un → f in X. Fixing t > 0, we see that since K
∫ t
GK(s)un ds = GK(t)un − un, the0
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∫ t
0 GK(s)un ds converges in D(K) to
∫ t
0 GK(s)f ds. Since c is continuous on
D(K), we see that we can extend (2.16) to X+. Conversely, if (2.15) is satisfied, then it is
satisfied for f ∈ D(K)+. For such f the function t → GK(t)f is continuous in D(K) and
so t → c(GK(t)f ) is continuous. Consequently, both ‖GK(t)f ‖ and
∫ t
0 c(GK(s)u) ds are
differentiable giving (2.6). 
Let us introduce the defect function: for f ∈ X+ and t  0 we define
ηf (t) =
∥∥GK(t)f ∥∥− ‖f ‖ +
t∫
0
c
(
GK(s)f
)
ds. (2.17)
Proposition 2.2. For any f ∈ X+, ηf is a non-positive and non-increasing function for
t  0.
Proof. By Theorem 2.1, (GK(t))t0 can be obtained by a monotonic strong limit of semi-
groups (Gr(t))t0 generated by (T + rB,D(T )) as r ↗ 1. For u ∈ D(T )+ we have∫
Ω
(T + rB)udµ=
∫
Ω
(T +B)udµ+ (r − 1)
∫
Ω
Budµ−c(u), (2.18)
as B  0 on D(T ) and r < 1. Since for f ∈ X+ and t2 > t1  0,
∫ t2
t1
Gr(s)f ∈ D(T )+,
integrating the equation
Gr(t2)f = Gr(t1)f + (T + rB)
t2∫
t1
Gr(s)f ds
over Ω , we obtain
∥∥Gr(t2)f ∥∥ ∥∥Gr(t1)f ∥∥− c
( t2∫
t1
Gr(s)f ds
)
. (2.19)
Since the convergence of (Gr(t))t0 is monotonic and c 0, passing to the limit in (2.19),
we get
∥∥GK(t2)f ∥∥ ∥∥GK(t1)f ∥∥− c
( t2∫
t1
GK(s)f ds
)
, (2.20)
for any f ∈ X+ and t2 > t1  0 so that ηf is non-positive. Next, for a given f ∈ X+ we
have, as above,
∥∥GK(t2)f ∥∥= ∥∥GK(t1)f ∥∥+
∫ (
K
t2∫
GK(s)f ds
)
dµ. (2.21)Ω t1
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∫
Ω
K
t2∫
t1
GK(s)f ds + c
( t2∫
t1
GK(s)f ds
)
 0, (2.22)
for any 0 t1 < t2 and f ∈ X+. Thus, by (2.21) and (2.22),
ηf (t2)− ηf (t1) =
∥∥GK(t2)f ∥∥− ∥∥GK(t1)∥∥+ c
( t2∫
t1
GK(s)f ds
)
=
∫
Ω
K
t2∫
t1
GK(s)f ds + c
( t2∫
t1
GK(s)f ds
)
 0,
which ends the proof. 
Theorem 2.3. (GK(t))t0 is honest if and only if βλ ≡ 0 for any (some) λ > 0.
Proof. Consider the defect function (2.17),
ηf (t) =
∥∥GK(t)f ∥∥− ‖f ‖ +
t∫
0
c
(
GK(s)f
)
ds
for f ∈ X+. Since
K
t2∫
t1
GK(s)f ds = GK(t2)f −GK(t1)f,
the function t → ∫ t0 GK(s)f ds is continuous in the norm D(K), so t → ∫ t0 c(GK(s)f ) ds
is continuous by Theorem 2.2. Thus, taking the Laplace transform of ηf , we obtain
∞∫
0
e−λtηf (t) dt =
∥∥R(λ,K)f ∥∥− 1
λ
‖f ‖ + 1
λ
c
(
R(λ,K)f
)= −1
λ
〈βλ,f 〉.
If the semigroup is honest, then∥∥R(λ,K)f ∥∥= 1
λ
(‖f ‖ − c(R(λ,K)f )),
that is,
〈βλ,f 〉 = −λ
∞∫
0
e−λtηf (t) dt = 0
on X+ and since it is positive, it vanishes identically for all f and λ > 0. Next, if for
some λ0 > 0 there is f ∈ X such that 〈βλ0, f 〉 = 0, then splitting f = f+ − f−, we have
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some f ∈ X+. By the uniqueness of the Laplace transform, ηf does not vanish identically,
so that (GK(t))t0 is dishonest. 
Corollary 2.1. If (GK(t))t0 is dishonest, then there is f ∈ X+ such that
∥∥GK(t)f ∥∥< ‖f ‖ −
t∫
0
c
(
GK(s)f
)
ds for any t > 0.
Proof. From the definition and Proposition 2.2, there is f¯ ∈ X+ and t0 > 0 such that
∥∥GK(t)f¯ ∥∥< ‖f¯ ‖ −
t∫
0
c
(
GK(s)f¯
)
ds
for all t > t0. Put t ′ = inf{t > 0: ηf¯ (t) < 0}. By continuity and Proposition 2.2, ηf¯ (t) = 0
for t ∈ [0, t ′]. Define f = GK(t ′)f¯ ; then for any t > 0 we have
∥∥GK(t)f ∥∥< ‖f¯ ‖ − c
( t+t ′∫
0
GK(s)f¯ ds
)
= ∥∥GK(t ′)f¯ ∥∥+ c
( t ′∫
0
GK(s)f¯ ds
)
− c
( t+t ′∫
0
GK(s)f¯ ds
)
= ‖f ‖ − c
( t∫
0
GK(s)f ds
)
. 
Theorem 2.4. The semigroup (GK(t))t0 is honest if and only if K = T +B .
Proof. Let us assume first that K = T +B . If K = T + B with D(K) = D(T ), then the
statement follows by integrating Eq. (2.2). Let now T + B = K = T +B . By (2.8), we
have ∫
Ω
Kudµ=
∫
Ω
(T +B)udµ = −c(u) (2.23)
for any u ∈ D(T ). Thus, taking for an arbitrary u ∈ D(K) a sequence (un)n∈N ⊂ D(T )
converging to u in D(K), we obtain validity of (2.23) for arbitrary u ∈ D(K) as c is con-
tinuous on D(K) by Theorem 2.2. Thus, as before, honesty is obtained by integration of
Eq. (2.2).
Conversely, if (GK(t))t0 is honest, then βλ ≡ 0 for any λ > 0, which means by The-
orem 2.2 that limn→∞(BLλ)nf = 0 for any f ∈ X and λ > 0. Let u = R(λ,K)f with
f ∈ X. By (2.3), we can write u = limN→∞ uN in X where uN = LλfN ∈ D(T ), where
fN =∑Nn=0(BLλ)nf . Moreover, since D(B) ⊃ D(T ),
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(−(λI − T )+ λI +B)uN = −fN + λuN +BLλfN
= λuN − f + (BLλ)N+1f
and (T + B)uN converges to λu − f = λu − λu + Ku. Thus, D(K) ⊂ D(T +B ) and
since K is a closed extension of T +B , we obtain K = T +B . 
Corollary 2.2. The semigroup (GK(t))t0 is honest if and only if for any u ∈ D(K)+ we
have ∫
Ω
Kudµ−c(u). (2.24)
The statement holds true also if we replace D(K)+ by R(λ,K)X+ for some/any λ > 0.
Proof. If (GK(t))t0 is honest, then by Theorem 2.4, K = T +B and, as in the first part
of the proof of Theorem 2.4, we obtain (2.24) with equality sign. Conversely, if (2.24)
holds for any u ∈ D(K)+, then it holds for u = R(λ,K)f , f ∈ X+. Since Ku = −(λu −
Ku)+ λu = −f + λR(λ,K)f , we obtain from (2.12)∫
Ω
Kudµ= −‖f ‖ + λ∥∥R(λ,K)f ∥∥= −c(u)− 〈βλ,f 〉, (2.25)
and if (2.24) holds, then 〈βλ,f 〉  0 for all f ∈ X+, thus βλ = 0 and by Theorem 2.3,
(GK(t))t0 is honest. The last statement follows from Remark 2.2. 
To complete this section we note that an elegant result relating the characterization of
the generator K to the properties of 1 as an element of the spectrum or the resolvent set of
BLλ has been recently derived in [16]. Though it pertains to the conservative case c ≡ 0
and uses a slightly different set of assumptions, it can be easily modified to suit also the
case c = 0. However, since we shall not be using this result here, we refer the reader to the
original paper [16].
3. Extension techniques
The problem with most of the characterization results discussed in Section 2 is that they
require the knowledge of the generator itself. We shall present a method of circumventing
this difficulty by working with some extension of the operators that appear in the model.
Define by E the set of measurable functions that are defined on Ω and taking values
in the extended set of real numbers and by Ef the subspace of E consisting of functions
that are finite almost everywhere. E is a lattice with respect to the usual relation:  a.e.,
X ⊂ Ef ⊂ E with X and Ef being sublattices of E.
First, we discuss the extension technique introduced in [4], that is an essential technical
tool in obtaining several results of this paper.
Let F ⊂ E be defined by the condition: f ∈ F if and only if for any non-negative and
nondecreasing sequence (fn)n∈N satisfying supn fn = |f | we have supn(I − T )−1fn ∈ X.
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with non-negative kernel), [4], we construct through B a subset G of E defined as the set
of all functions f ∈ X such that for any non-negative, nondecreasing sequence (fn)n∈N
of elements of D(B) such that supn fn = |f |, we have supn Bfn < +∞ a.e. It is easy
to check that D(T ) ⊆ G ⊆ X ⊆ F ⊆ E. We can then define mappings: B : G+ → E+ and
L : F+ → X+ by
Bf := sup
n
Bfn, ∀f ∈ G+, (3.1)
Lf := sup
n
(I − T )−1fn, ∀f ∈ F+, (3.2)
where 0  fn  fn+1 for any n ∈ N, and supn fn = f [4,5]. We extend the mappings L
and B onto F and G, respectively, by linearity. It can be proved [5], that L is a restriction
of the so-called Sobolev tower extension of R(1, T ) of order −1, [13], and therefore it is
one-to-one. Therefore, we can define the operator T with D(T) = LF ⊂ X by
Tu = u− L−1u, (3.3)
so that T is an extension of T . Theorem 1 of [4] characterizes the generator K of the full
semigroup (GK(t))t0 in the following way:
Ku = Tu+ Bu (3.4)
with
D(K) = {u ∈ D(T) ∩D(B): Tu+ Bu ∈ X, and ∥∥(LB)nu∥∥→ 0 as n → ∞}.
If we now consider u ∈ D(K), then by (3.4) and definition of D(T) we see that u ∈
D(T) = LF, and therefore there exists a unique f ∈ F satisfying u = Lf . For such u we can
write Ku = TLf + BLf and, using (3.3), we obtain a representation theorem for Ku,
Ku = Lf − f + BLf. (3.5)
In particular, in this case Lf = u ∈ D(K) is integrable and thus −f + BLf is also inte-
grable. Moreover, if D(K)+  u = R(1,K)g, with g ∈ X+, then from (3.5) we get
f = Lf −Ku+ BLf = (I −K)u+ Bu 0,
that is, f ∈ F+.
Finally, using Remark 2.2 for any u ∈ D(K), we can find elements u¯± ∈ D(K)+ such
that u = u¯+ − u¯− and
Ku¯± = Lf¯± − f¯± + BLf¯±. (3.6)
It turns out in many cases that it is sufficient to use more general operator extensions. In
what follows by T ,B,K, and Lλ we shall denote extensions of operators T , B , K , and
R(λ,T ), respectively. By L we abbreviate L1. At this moment we shall require only that
all the extensions have domains and ranges in Ef , B,L, and Lλ are positive operators on
their domains and K⊂ T +B.
It is obvious that, if for any such extension K and any non-negative u ∈ D(K) such that
Ku is integrable and c(u) is finite we have∫
Kudµ−c(u),
Ω
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is honest. This fact is the basis of the honesty results, Theorems 4.1 and 4.2, through
Lemma 4.2 and Corollary 4.1.
On the other hand, by Corollary 2.2, dishonesty is equivalent to the existence of 0 u ∈
D(K) for which∫
Ω
Kudµ< −c(u). (3.7)
Though we do not know K , a criterion based on (3.7) can be obtained using a general
extension K.
Theorem 3.1. Assume that there exists u ∈ D(K)+ ∩X such that
(i) (I − T )u ∈ D(L) and [L(I − T )u] = u,
(ii) u(x)− [Ku](x) = g(x) ∈ X+,
(iii) c(u) is finite and∫
Ω
Kudµ< −c(u), (3.8)
then the semigroup (GK(t))t0 is not honest.
Proof. We shall prove that there exists a non-negative ug ∈ D(K) satisfying (3.7).
From (ii) we have
u(x)− [T u](x)− [Bu](x)= g(x),
where each term is a measurable function that is finite almost everywhere with g ∈ X+.
By (i) we obtain
u(x)− [LBu](x)= [Lg](x) = [Lg](x), (3.9)
where we used the fact that on X the operatorsL and L = R(1, T ) coincide. From (3.9) we
obtain LBu ∈ X, thus we can operate with LB on both sides of (3.9) and separate terms on
the left-hand side writing BL = BL. Repeating this procedure for arbitrary n and summing
up the iterates, we obtain
u(x)− [(LB)n+1u](x) = n∑
i=0
[
L(BL)ig
]
(x).
From Theorem 2.1 we obtain that the right-hand side converges in norm to a positive
element ug = (I −K)−1g ∈ D(K). Therefore, the sequence of iterates also converges to
a non-negative element h ∈ X. Since I −K|D(K) = I −K , we obtain directly by (ii) that
(I −K)h = 0. Therefore,∫
Ω
Kug dµ =
∫
Ω
Kudµ−
∫
Ω
Khdµ =
∫
Ω
Kudµ−
∫
Ω
hdµ
∫
Ω
Kudµ
< −c(u)−c(ug), (3.10)
L. Arlotti, J. Banasiak / J. Math. Anal. Appl. 293 (2004) 693–720 705where we used the fact that c is a positive linear functional so that 0 c(h) = c(u− ug) =
c(u)− c(ug). 
4. Fragmentation equation
Our aim is to analyse the solvability of the Cauchy problem
∂tu(x, t) = ∂x
(
r(x)u(x, t)
)− a(x)u(x, t)+
∞∫
x
a(y)b(x | y)u(y, t) dy,
t > 0, x > 0, u(0, x)= u˚(x), (4.1)
on X = L1([0,∞[, x dx). This equation describes fragmentation of particles with mass
loss, see [8,11,12,17] for a more exhaustive discussion of the model. In Eq. (4.1), u is
the particle mass distribution function, a is the fragmentation rate, r is the continuous
mass loss rate. The non-negative measurable function b(x | y) describes the distribution of
particle masses x spawned by the fragmentation of a particle of mass y . It is sufficient if it
is defined for x  y . The continuous mass loss rate r is defined so that r(m(t)) = −dm/dt
for a particle of time-dependent mass m(t), while the normalizing condition
y∫
0
xb(x | y) dx = y(1 − λ(y)), (4.2)
where 0  λ(y)  1 for y  0, defines the discrete mass loss coefficient that gives the
fraction of mass lost during explosive fragmentation [11,12,17]. If λ(y) = 0 then the sum
of masses of all the daughter particles, represented by the integral on the left is equal to the
mass of the parent particle y . We assume that
r ∈ C0,1loc ((0,∞)), r > 0 on (0,∞), and
a ∈ L1,loc((0,∞)), a  0 on (0,∞) a.e. (4.3)
We do not need any additional assumptions on b when we prove honesty of the semigroup.
However, in the section devoted to the dishonesty of the semigroup, some technical calcu-
lations will require more information about b and thus, following [11,12], we assume that
for some measurable h 0, defined on (0,1],
b(x | y) = 1
y
h
(
x
y
)
. (4.4)
This, [10,11], corresponds to the assumption that the distribution of daughter particles is
determined by the fraction daughter mass/parent mass = x/y and not by the masses x and
y separately. Substituting this form of b(x | y) into (4.2), we see that due to
1
y
y∫
xb(x | y) dx =
1∫
rh(r) dr,0 0
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1∫
0
rh(r) dr = 1 − λ, (4.5)
which forces the discrete mass loss coefficient to be constant.
To apply the theory of Section 2, let (T0,D(T0)) be defined through the expres-
sion T0u = (ru)′ (where “ ′” denotes the derivative with respect to x) on the domain
D(T0) = {u ∈ X: ru ∈ AAC and (ru)′ ∈ X}, where AAC denotes functions that are ab-
solutely continuous on any compact subset of R+, and let A be defined by Au = −au on
D(A) = {u ∈ X: au ∈ X}.
Define
R(x) =
∫
dx
r(x)
, Q(x) =
∫
a(x)
r(x)
dx on (0,∞);
we note that both R,Q ∈ AAC.
It can be proved [8], that the operator (T ,D(T )), being the realization of (T0 +A)u =
∂x(ru)− au on
D(T ) =


D(T0)∩ D(A), if
∫∞
0
xeR(x)+Q(x)
r(x)
dx = ∞,{
u ∈ D(T0) ∩D(A): limx→∞ r(x)u(x)eR(x)+Q(x) = 0
}
, otherwise,
generates a positive semigroup of contractions. We note that the resolvent of T for λ > 0
is given by
R(λ,T )f = e
λR(x)+Q(x)
r(x)
∞∫
x
e−λR(y)−Q(y)f (y) dy, (4.6)
and that obviously D(T ) ⊂ D(T0)∩D(A) so that the operators T0 and A can be separated
on D(T ).
Finally, defining (Bu)(x) = ∫∞
x
a(y)b(x | y)u(y) dy with D(B) = D(A), one can
prove using D(T ) ⊂ D(T0)∩D(A) that for any u ∈ D(T )+,
∞∫
0
(T u+Bu)x dx = −
∞∫
0
r(x)u(x) dx −
∞∫
0
λ(x)a(x)u(x)x dx. (4.7)
Therefore the assumptions (1)–(3) of Section 2 are satisfied and Theorem 2.2 gives the
existence of a semigroup (GK(t))t0 generated by an extension (K,D(K)) of (T + B,
D(T )) that solves a realization of (4.1).
To be able to use results of Section 3 for the fragmentation model, we have to specify
the extensions of the operators which we will be working with. Possibly the most general
choice is as follows. For u ∈D(T ) := {u ∈ L1
([0,∞), x dx): ru ∈ AAC} we denote
[T u](x)= (r(x)u(x)) − a(x)u(x); (4.8)x
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[Bu](x)=
∞∫
x
a(y)b(x | y)u(y) dy, (4.9)
defined on D(B) = {u ∈ L1([0,∞[, x dx): [Bu+](x) < +∞, [Bu−](x) < +∞ a.e.}. Us-
ing these two concepts, we can define an operator that can be thought of as the maximal
extension of T +B in X:
[Ku](x) := [T u](x)+ [Bu](x) (4.10)
defined on the domain D(K) = {u ∈D(T )∩D(B): x → [Ku](x) ∈ L1([0,∞[, x dx)}. In
a similar way we consider an operator L extending R(1,A), defined by the expression
[Lf ](x) := e
R(x)+Q(x)
r(x)
∞∫
x
e−R(y)−Q(y)f (y) dy, (4.11)
that is considered on D(L) = {u ∈ E: [Lu+](x) < +∞, [Lu−](x) < +∞ a.e.}. If we now
go back to Arlotti’s extension, we see that since (I −T )−1 = R(1, T ) is an integral operator
with a positive kernel, Lebesgue’s monotone convergence theorem yields that L is defined
by the same integral expressions as R(1, T ) and L in (4.11) but on the domain consisting
of those measurable functions for which the respective integral defines a function in X.
Therefore, L ⊂ L (as Lf is not required to belong to X). Similarly, we note that B = B. At
this moment it is not clear whether K is an extension of K . This is ascertained in the next
lemma.
Lemma 4.1. K ⊂K.
Proof. Let us recall that by (3.4) for every u ∈ D(K) we have Ku = Tu+ Bu = Tu+Bu,
thus it is sufficient to prove that T ⊂ T . Since for arbitrary f ∈ F, Lf is defined by Lf =
Lf+ − Lf−, it is enough to consider f  0. Let f ∈ F+ and u = Lf ∈ X+. Since L is given
by the same expression as L, we obtain
u(x) = e
R(x)+Q(x)
r(x)
∞∫
x
e−R(y)−Q(y)f (y) dy a.e.,
where u, being an integrable function, is finite almost everywhere. But this means that∫∞
x
e−R(y)−Q(y)f (y) dy is finite almost everywhere and therefore y → e−R(y)−Q(y)f (y) ∈
L1([α,∞[, dy) for any α > 0. But this means that
∫∞
x
e−λR(y)−Q(y)f (y) dy is almost ab-
solutely continuous and since the same is true for the factor eλR(x)+Q(x), that is additionally
bounded over compact subsets of ]0,∞[, we see that ru ∈ AAC, that is, u ∈ D(T ). We
can thus differentiate ru almost everywhere obtaining T u = u− f = Tu. 
We shall need the following technical result.
Lemma 4.2. Let B and L be the extensions introduced above. If for some f ∈ D(L)+ both
f and BLf belong to L1([α,N], x dx), then
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α
(−f (x)+ [BLf ](x)+ [Lf ](x))x dx
= −αr(α)[Lf ](α) −
N∫
α
a(y)[Lf ](y)
( α∫
0
b(x | y)x dx
)
dy
+Nr(N)[Lf ](N)+
∞∫
N
a(y)[Lf ](y)
( N∫
α
b(x | y)x dx
)
dy
−
N∫
α
r(x)[Lf ](x) dx −
N∫
α
xλ(x)a(x)[Lf ](x) dy. (4.12)
Proof. Changing order of integration by Fubini–Tonelli’s theorem, we obtain
N∫
α
[BLf ](x)x dx
=
N∫
α
a(y)[Lf ](y)
( y∫
α
b(x | y)x dx
)
dy +
∞∫
N
a(y)[Lf ](y)
( N∫
α
b(x | y)x dx
)
dy
= −
N∫
α
y[Lf ](y) dy +
N∫
α
y
(
1 + a(y))[Lf ](y) dy −
N∫
α
yλ(y)a(y)[Lf ](y) dy
−
N∫
α
a(y)[Lf ](y)
( α∫
0
b(x | y)x dx
)
dy
+
∞∫
N
a(y)[Lf ](y)
( N∫
α
b(x | y)x dx
)
dy
= −I1 + I2 − I3 − I4 + I5, (4.13)
where we used (4.2) to get
y∫
α
b(x | y)x dx =
y∫
0
b(x | y)x dx −
α∫
0
b(x | y)x dx = y − λ(y)y −
α∫
0
b(x | y)x dx.
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I2 =
N∫
α
y
(
1 + a(y))
(
eR(y)+Q(y)
r(y)
∞∫
y
e−R(z)−Q(z)f (z) dz
)
dy
=
N∫
α
e−R(z)−Q(z)f (z)
( z∫
α
y
d
dy
eR(y)+Q(y) dy
)
dz
+
∞∫
N
e−R(z)−Q(z)f (z)
( N∫
α
y
d
dy
eR(y)+Q(y) dy
)
dz
=
N∫
α
f (z)z dz− αr(α)[Lf ](α) +Nr(N)[Lf ](N) −
N∫
α
r(x)[Lf ](x) dx, (4.14)
as
N∫
α
r(x)[Lf ](x) dx =
N∫
α
e−R(z)−Q(z)f (z)
( z∫
α
eR(y)+Q(y) dy
)
dz
+
∞∫
N
e−R(z)−Q(z)f (z)
( N∫
α
eR(y)+Q(y) dy
)
dz.
Combining (4.13) with (4.14), we get (4.12). 
The following auxiliary result can be proved as in [8].
Lemma 4.3. If f ∈ E+ is such that Lf ∈ X, then f ∈ L1([α,N], x dx) for any 0 < α <
N < ∞.
Corollary 4.1. If u ∈ D(K), then
∞∫
0
[Ku](x)x dx = lim
α→0+,N→+∞
(
−αr(α)u(α) −
N∫
α
a(y)u(y)
( α∫
0
b(x | y)x dx
)
dy
+Nr(N)u(N) +
∞∫
N
a(y)u(y)
( N∫
α
b(x | y)x dx
)
dy
)
−
∞∫
0
r(x)u(x) dx −
∞∫
0
xλ(x)a(x)u(x) dx. (4.15)
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applying Lemma 4.3, we find that f¯± ∈ L1([α,N], x dx) for any 0 < α < N < +∞, so
that we can use Lemma 4.2 for both f¯±, hence subtracting and changing Lf into u,
N∫
α
[Ku](x)x dx = −αr(α)u(α) −
N∫
α
a(y)u(y)
( α∫
0
b(x | y)x dx
)
dy +Nr(N)u(N)
+
∞∫
N
a(y)u(y)
( N∫
α
b(x | y)x dx
)
dy −
N∫
α
r(x)u(x) dx
−
N∫
α
xλ(x)a(x)u(x) dx. (4.16)
Since Ku ∈ X, the left-hand side converges to the integral over [0,∞). Similarly, the last
two integrals converge to c(u) by (4.7) and Theorem 2.2, so that (4.15) is proved. 
4.1. Honesty
Firstly, we shall present the first result on honest solutions to (4.1) obtained in [8]. It can
be easily proved using the theory developed earlier in this paper.
Theorem 4.1 [8]. If, in addition to (4.3), a ∈ C0((0, η)) for some η > 0 and
lim
x→0+
(
r(x)
x
+ a(x)
)
< +∞, (4.17)
then K = T +B , thus (GK(t))t0 is honest. Moreover, if there exists λ0 > 0 such that
λ0  λ(y) for all y  0, then K = T +B , irrespective of (4.17).
The next result shows another class of coefficients for which the semigroup is honest.
Theorem 4.2. If for any N < +∞ there is MN < +∞ such that
sup
x∈[0,N]
xa(x)
r(x)
= MN, (4.18)
then K = T +B .
Proof. Firstly, we consider functions u ∈ D(K)+ with bounded support, for which (4.15)
takes the form
∞∫
0
[Ku](x)x dx = lim
α→0+
(
−αr(α)u(α) −
N0∫
α
a(y)u(y)
( α∫
0
b(x | y)x dx
)
dy
)
−
∞∫
r(x)u(x) dx −
∞∫
xλ(x)a(x)u(x) dx (4.19)0 0
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L1([0,N0]),
Iα,N0(g) =
N0∫
α
ya(y)
r(y)
(
1
y
α∫
0
b(x | y)x dx
)
g(y) dy
we have, by
∫ α
0 b(x | y)x dx 
∫ y
0 b(x | y)x dx = y(1 − λ(y)) y ,
∣∣Iα,N0(g)∣∣MN0
N0∫
0
∣∣g(x)∣∣dx,
so that (Iα,N0)0<α<N0 is a family of linear functionals from L1([0,N0]) to R, uniformly
bounded with respect to α. Let us take g0 with suppg0 ⊂ [α0,N0] for some α0 > 0; then
lim
α→0+
Iα,N0(g0) = lim
α→0+
N0∫
α
a(y)
r(y)
( α∫
0
b(x | y)x dx
)
g0(y) dy
= lim
α→0+
N0∫
α0
a(y)
r(y)
( α∫
0
b(x | y)x dx
)
g0(y) dy = 0,
by Lebesgue dominated convergence theorem, as
∫ α
0 b(x | y)x dx tends to 0 and is dom-
inated by y . Since the set of compactly supported functions is dense in L1([0,N0]), by
Banach–Steinhaus theorem we see that Iα,N0(g) converges for any g ∈ L1([0,N0]) and,
again by density, the limit is equal to zero for any g ∈ L1([0,N0]).
Returning to (4.19), we see that the above result yields also the existence of limα→0+
αr(α)u(α) = l  0. If l = 0, then r(α)u(α) c/α for some c > 0 as α → 0, which contra-
dicts ru ∈ L1([0,∞)). Thus l = 0 and
∞∫
0
[Ku](x)x dx = −
∞∫
0
r(x)u(x) dx −
∞∫
0
xλ(x)a(x)u(x) dx (4.20)
for any u ∈ D(K+) with bounded support. By Corollary 2.2, it is enough to show that
(4.20) is valid for arbitrary u ∈ R(1,K)X+. Let then u = R(1,K)f ∈ X+; we take se-
quence (fN )N∈N = (χNf )N∈N, where χN is the characteristic function of [0,N], and
define through (2.3), elements of D(K)+ by
uN = R(1,K)fN =
∞∑
n=0
L(BL)nfN .
Due to the definitions of B and L, we see that if fN ∈ X vanishes for x > N , then the
same holds for both BfN and LfN , so by induction all the partial sums above have support
in [0,N]. The series converges monotonically in X, thus it converges almost everywhere,
and therefore uN has a bounded support. Clearly, as (fN )N∈N converges in X, (uN)N∈N
converges to u in D(K) and since the functional c, given here by the left-hand side
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Therefore, by Corollary 2.2, K = T +B . 
4.2. Dishonesty
In this subsection we shall consider only b given by (4.4): b(x | y) = y−1h(x/y), and
satisfying
−
1∫
0
zh(z) lnz dz < +∞. (4.21)
Since in this case λ is a constant by (4.5), and for a constant nonzero λ the semigroup is
honest by Theorem 4.1, we can confine our analysis to the case λ = 0. To be able to use the
results of the previous subsection, we need some additional regularity in a neighbourhood
of 0 so that, in addition to (4.3), we assume that there is η > 0 for which the following
properties hold:
a, r ∈ C1((0, η]), a, r > 0 on (0, η], and 1
xa(x)
∈ L1
([0, η]). (4.22)
Next, denote φ(x) = r(x)/xa(x). By Theorem 4.2, if 1/φ is bounded at 0, then the semi-
group is honest. Thus, we assume here that
lim
x→0+
φ(x) = 0. (4.23)
The above assumptions are natural, ruling out (with some safety margin) the honesty. The
next assumption is of a technical character. We suppose that
lim
x→0+
xφ′(x)
φ(x)
= L < +∞. (4.24)
Note that L 0. In fact, since for any 0 < δ < x < η we have φ(x) − φ(δ) = ∫ xδ φ′(s) ds,
by (4.23) we obtain φ(x) = ∫ x0 φ′(s) ds, and if L < 0, then on some interval φ′ would be
strictly negative, giving negative φ.
A more intuitive interpretation of (4.24) is given in the proposition below.
Proposition 4.1. If the limit (4.24) exists, then
L = sup
{
l  0: lim
x→0+
φ(x)
xl
= 0
}
= inf
{
l  0: lim
x→0+
φ(x)
xl
= +∞
}
. (4.25)
Proof. Since(
φ(x)
xl
)′
= φ(x)
xl+1
(
xφ′(x)
φ(x)
− l
)
, (4.26)
we see that if l < L, then φ(x)/xl is increasing and if l > L, then it is decreasing, so in both
cases limx→0+ φ(x)/xl = ρl exists. Let first l < L; then 0 ρl < +∞. If we assume that
ρl > 0, then taking l < l′ < L, we have φ(x)/xl
′ = xl−l′φ(x)/xl → ∞ so that ρl′ = +∞
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a moment f (x)= φ(x)/xl , (4.26) yields f ′(x)/f (x)= g(x)/x for some g which satisfies
g(x)−c < 0 over some interval (0, δ). Thus
φ(x)
xl
= f (x) = C exp
(
−
δ∫
x
g(s)
s
ds
)
 C
(
δ
x
)c
for some constant C. Since c > 0, we see that ρl = +∞ if l > L. 
Remark 4.1. The converse of this proposition is not true. In fact, taking φ(x) = x(1 +
x sinx−1), we see that L defined by (4.25) is equal to 1 but the limit (4.24) does not exist.
There are also functions with L = ∞, e.g., φ(x) = exp(−1/x).
Let us then write
φ(x) = xLg(x). (4.27)
Lemma 4.4. Let g be the function defined by (4.27) and gδ(x) = xδg(x). Then for any
δ > 0,
lim
x→0+
gδ(x) = 0, (4.28)
and gδ is strictly increasing in some interval (0, η).
Proof. Equation (4.28) follows from Proposition 4.1 by φ(x)/xL−δ = xδg(x). Next, by
(4.27) and (4.24), we have
lim
x→0+
xg′(x)
g(x)
= 0,
so that by
(
xδg(x)
)′ = xδg′(x)+ δxδ−1g(x) = xδ−1g(x)(xg′(x)
g(x)
+ δ
)
, (4.29)
the function gδ(x) is strictly increasing in a neighbourhood of 0. 
Further, we assume that, if L = 0, then
g(x)
x
∈ L1
([0, η]), (4.30)
otherwise we do not impose any additional condition on g.
Theorem 4.3. Let the coefficients a and r of the problem (4.1) satisfy (4.3), (4.22)–(4.24),
and, if L = 0, (4.30), and let b be of the form (4.4) and satisfy (4.21). Then the semigroup
(GK(t))t0 is not honest.
Proof. Our strategy is to use Theorem 3.1 so that we invoke the operator extensions intro-
duced at the beginning of this section and construct u ∈D(K)+ satisfying the assumptions
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as
∞∫
0
[Ku](x)x dx
= lim
α→0+
(
−αr(α)u(α) −
∞∫
α
a(y)u(y)
( α∫
0
b(x | y)x dx
)
dy −
∞∫
α
r(y)u(y) dy
)
= lim
α→0+
(−e1,α(u)− e2,α(u)− cα(u)). (4.31)
Let us start with assumption (iii) of Theorem 3.1. Assuming for a moment that cα has a
finite limit, we look for a function for which limα→0+(e1,α(u) + e2,α(u)) > 0. A heuristic
argument indicates that a good choice is
uη(x) =


1
xr(x)+θx2a(x) , for 0 < x < η,
ψ(x), for η x < ξ ,
0, for x  ξ ,
(4.32)
where η, ξ are positive numbers and ψ is a positive function joining (ηr(η)+ θη2a(η))−1
with 0 in a sufficiently regular way. Both η and ξ as well as the function ψ will be
determined later. We also introduced an arbitrary constant θ > 0 to have a better flexi-
bility in the sequel. Let us fix an arbitrary set of parameters. Since
∫ α
0 b(x | y)x dx → 0
as α → 0 in a dominated way over each bounded interval [η, ξ ] ⊂ (0,+∞), we see
that
lim
α→0+
∞∫
α
a(y)uη(y)
( α∫
0
b(x | y)x dx
)
dy
= lim
α→0+
η∫
α
a(y)uη(y)
( α∫
0
b(x | y)x dx
)
dy.
Since on (0, η] we have
uη(x) = 1
xr(x)+ θx2a(x) =
1
x2a(x)
1
φ(x)+ θ ,
using b(x | y) = h(x/y)/y , we have
η∫
α
( α∫
0
b(x | y)x dx
)
1
y2(φ(y)+ θ) dy =
1∫
α/η
(
1
r
r∫
0
zh(z) dz
)
1
φ(α/r)+ θ dr.
Since, by (4.21),
−
1∫
zh(z) lnz dz =
1∫ ( 1∫
dr
r
)
zh(z) dz =
1∫ ( r∫
zh(z) dz
)
1
r
dr < +∞,0 0 z 0 0
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∣∣∣∣∣
α/η∫
0
(
1
r
r∫
0
zh(z) dz
)
1
φ(α/r)+ θ dr
∣∣∣∣∣ 1θ
∣∣∣∣∣
α/η∫
0
(
1
r
r∫
0
zh(z) dz
)
dr
∣∣∣∣∣→ 0,
as α → 0,
and finally,
lim
α→0+
η∫
α
a(y)uη(y)
( α∫
0
b(x | y)x dx
)
dy = 1
θ
1∫
0
(
1
r
r∫
0
zh(z) dz
)
dr
= −1
θ
1∫
0
zh(z) lnz dz > 0,
by (4.23) and the Lebesgue dominated convergence theorem.
Next, by (4.23) and (4.30), we see that
η∫
0
r(x)
xr(x)+ θx2a(x) dx =
η∫
0
1
x
φ(x)
φ(x)+ θ dx < +∞,
so that c(uη) exists. Moreover, by (4.22),
η∫
0
uη(x)x dx =
η∫
0
xdx
xr(x)+ θx2a(x) =
η∫
0
1
xa(x)
1
φ(x)+ θ dx < +∞
as 1/(φ(x)+ θ) is bounded, thus uη ∈ X. Next, by (4.23) the limits e1,α and e2,α can be
separated, giving
lim
α→0+
(
e1,α(u)+ e2,α(u)
)= lim
α→0+
φ(α)
φ(α) + θ −
1
θ
1∫
0
zh(z) ln z dz
= −1
θ
1∫
0
zh(z) lnz dz > 0.
In the next step we shall deal with assumption (ii). Firstly, let us consider the cut-off of
the operator −K:
[Kηf ](x)= −
[
r(x)f (x)
]′ + a(x)f (x)−
η∫
x
1
y
a(y)h
(
x
y
)
f (y) dy,
for 0 < x  η. By (4.32) we obtain for x ∈ (0, η],
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(
φ(x)
x(φ(x)+ θ)
)′
+ 1
x2
1
φ(x)+ θ
= 1
x2
φ(x)+ 1
φ(x)+ θ −
θφ′(x)
x(φ(x)+ θ)2 . (4.33)
We also have
η∫
x
1
y
a(y)h
(
x
y
)
uη(y) dy =
η∫
x
h
(
x
y
)
1
y3(φ(y)+ θ) dy
= 1
θ
η∫
x
h
(
x
y
)
1
y3
dy − 1
θ
η∫
x
h
(
x
y
)
φ(y)
y3(φ(y)+ θ) dy.
The first integral is easily calculated to be
1
θ
η∫
x
h
(
x
y
)
1
y3
dy = 1
θ
1
x2
1∫
x/η
zh(z) dz = 1
θ
1
x2
− 1
θ
1
x2
x/η∫
0
zh(z) dz,
where we used (4.5) with λ = 0. Thus
[Kηuη](x) = φ(x)
θx2
(
θ − 1
φ(x)+ θ −
θ2xφ′(x)
φ(x)(φ(x)+ θ)2 +
∫ η
x h
(
x
y
) φ(y)
y3(φ(y)+θ) dy
φ(x)/x2
)
+ 1
θ
1
x2
x/η∫
0
zh(z) dz
= φ(x)
θx2
Fη(x)+Gη(x), (4.34)
where Gη is strictly positive for x > 0. Let us denote
Iη(x) =
η∫
x
h
(
x
y
)
φ(y)
y3(φ(y)+ θ) dy,
and observe that for 0 < x < η0, where η0 < η, we have Iη(x)  Iη0(x). Thus, try-
ing to bound away Iη(x) from zero, we can focus on Iη0(x) with arbitrarily small η0.
Hence, by (4.23), for any ε > 0 we can find η0 such that 1/(θ + φ(x))  1/(θ + ε)
for x ∈ (0, η0]. Writing now φ(x) = xL−δxδg(x) = xLδgδ(x), by Lemma 4.4 we obtain
limx→0+ gδ(x)= 0 and gδ is increasing. Thus, infy∈[x,η0] gδ(y)= gδ(x) and
x2Iη(x)
φ(x)
 1
θ + ε
∫ η0
x h(x/y)y
Lδ−3gδ(y) dy
xLδ−2gδ(x)
 1
θ + ε
1∫
h(z)z1−Lδ dz, (4.35)x/η0
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lim inf
x→0+
x2Iη(x)
φ(x)
 1
θ + ε lim infx→0+
1∫
x/η0
h(z)z1−Lδ dz = 1
θ + ε
1∫
0
h(z)z1−Lδ dz (4.36)
as the last limit exists (possibly infinite). Let us define H(λ) = ∫ 10 h(z)z1−λ dz. Using
(4.5) with λ = 0, we have H(0) = 1 and, by easy calculation, H(1) > 1. Moreover, by
zα  zβ for 0 z 1 and α  β , H(λ) is a non-decreasing function and therefore, by the
dominated convergence theorem, it is continuous wherever it is finite (and left-continuous
at the right endpoint of the domain if it is finite here).
Returning to (4.36), we see that if H(Lδ) = ∞, then also (x2Iη(x))/φ(x) is unbounded
at 0, and if H(Lδ) is finite, then, since ε is arbitrary,
lim inf
x→0+
x2Iη(x)
φ(x)
 1
θ
H(Lδ).
Since the first two terms of Fη in (4.34) have (finite) limits, we can write
lim inf
x→0+
Fη(x) = lim
x→0+
θ − 1
φ(x)+ θ − limx→0+
θ2xφ′(x)
φ(x)(φ(x)+ θ)2 + lim infx→0+
x2Iη(x)
φ(x)
 1 −L + 1
θ
(
H(Lδ)− 1
)
.
Obviously, we can assume that H(Lδ) < +∞. DenoteF(L, θ, δ) = 1−L+ 1θ (H(Lδ)−1).
If 0  L < 1, then 1 − L > 0 and since H(Lδ) = −∞, we can always make F(L, θ, δ)
positive by taking sufficiently large θ . If L > 1, then we can take δ sufficiently small
for Lδ > 1. Then, H(Lδ)  H(1) > 1 and H(Lδ) − 1 > 0 so that F(L, θ, δ) > 0 if θ
is sufficiently small. Finally, let L = 1 so that F(1, θ, δ) = 1
θ
(H(1 − δ) − 1) and the
sign of F is the same as of H(1 − δ) − 1. If H(1)= ∞, then either H(λ) = ∞ in
some neighbourhood of 1, in which case by taking sufficiently small δ > 0, we get also
H(1 − δ) = ∞, or H(λ) < +∞ on (−∞,1), in which case H(1 − δ) can be made ar-
bitrarily large (by the monotonic convergence theorem), and thus larger than 1. On the
other hand, if H(1) < +∞, then it is continuous from the left, and since H(1) > 1, there
is δ > 0 such that H(1 − δ) > 1. Hence, in any case we can find δ > 0 and θ for which
lim infx→0+ Fη(x)  c > 0 for some constant c, and therefore Fη(x) > 0 on some inter-
val (0, η1].
Now we prove that [Kηuη](x) > 0 close to zero yields uη(x) − [Kuη](x)  0 on
(0,∞). Firstly, note that if η2 < η1, then for x ∈ (0, η2] we have uη2(x) = uη1(x) and
[Kη2uη2](x)= [Kη2uη1](x) with
[Kη2uη2](x)= [Kη1uη1](x)+
η1∫
η2
a(y)b(x | y)uη1(y) dy. (4.37)
From the previous considerations, [Kηuη](x) > 0 for x ∈ (0, η1] for some η1 > 0 and by
(4.37), [Kηiuηi ](x) > 0 on (0, ηi], i = 1,2. Hence, we have [Kη1uη1](x) > 0 on (0, η1] for
some fixed θ . Let us fix this θ , take some η2 < η1 and consider the function uη2 of (4.32)
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uη2(η2) = (η2r(η2) + θη22a(η2))−1 and ε is still to be chosen. At this moment we require
that, as defined, ξ  η1. We have ψ(η2) = uη2(η2) and ψ(ξ) = 0 so that uη2 is a Lipschitz
continuous function on (0,∞). Moreover, (r(x)ψ(x))′ = −ε−1 on (η2, ξ). Since ξ  η1,
infη2<x<ξ r(x)  infη2<x<η1 r(x) = r0 and thus ψ(x)  r(η2)uη2(η2)/r0 on any interval
[η2, ξ ] independently of ε. For x ∈ (0, η2] we have
uη2(x)− [Kuη2](x)= uη2(x)+ [Kη2uη2](x)−
ξ∫
η2
a(y)b(x | y)ψ(y) dy
= uη2(x)+ [Kη1uη1](x)+
η1∫
ξ
a(y)b(x | y)uη1(y) dy
+
ξ∫
η2
a(y)b(x | y)(uη1(y)−ψ(y)) dy.
Next, let ϑ = infx∈[η2,η1] u′η1(x). We have
ψ ′(x) = − 1
εr(x)
− r
′(x)
r(x)
ψ(x)
and since r is a differentiable function on (0,∞) and bounded away from zero on each
compact interval, we have r0  r(x) r1 and |r ′(x)|R on [η2, η1], so that
sup
x∈[η2,ξ ]
ψ ′(x)−(r1ε)−1 + r−20 Rr(η2)uη2(η2).
Therefore, we can find ε for which ϑ > supx∈[η2,ξ ] ψ
′(x), yielding uη1(y) −ψ(y) 0 on
[η2, ξ ] and uη2(x)− [Kuη2](x) 0 on (0, η2].
Since ψ(x) 0 on [η2, ξ ], putting M = supx∈[η2,η1] |a(x)x2ψ(x)|, we obtain
ψ(x) − (r(x)ψ(x))′ + a(x)ψ(x)−
ξ∫
x
a(y)b(x | y)ψ(y) dy
 1
ε
−M
ξ∫
x
1
y3
h
(
x
y
)
dy  1
ε
− M
η22
1∫
0
zh(z) dz = 1
ε
− M
η22
,
and taking sufficiently small ε, we make this term also non-negative.
It remains to prove (i). Since all the functions are almost absolutely continuous, inte-
grating by parts, we get
[L((ruη2)′)](x)= eR(x)+Q(x)r(x)
∞∫
e−R(y)−Q(y)∂y
(
r(y)uη2(y)
)
dyx
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R(x)+Q(x)
r(x)
lim
y→∞
r(y)
eR(y)+Q(y)
uη2(y)
− uη2(x)+
eR(x)+Q(x)
r(x)
∞∫
x
e−R(y)−Q(y)
(
1 + a(y))uη2(y) dy
= −uη2(x)+
[L((1 + a)uη2)](x)
on account of uη¯ having bounded support. Thus uη satisfies assumption (i) and the theorem
is proved. 
5. Example
In the series of papers [11,12,17] the authors have developed a theory of the fragmen-
tation model (4.1) with power law rates r(x) = xγ , a(x)= xα and b(x | y) given either by
(4.4) or by the power law b(x | y) = (ν + 2)xν/yν+1, presenting in [11,12] formal argu-
ments to support the claim that for α < 0 and γ  α + 1 there is a runaway fragmentation,
that is, a cascade of fragmentation events that reduce finite-mass particles to infinite num-
bers of zero-mass particles in a finite time. However, they have conjectured that, unlike
in formally mass-conserving fragmentation models, the discrete and continuous mass loss
account for all mass loss and preclude the unexpected mass loss normally associated with
shattering.
For such coefficients our theory gives the following results. The function r(x)/x +
a(x) = xγ−1 + xα is finite at 0 if and only if γ − 1  0 and α  0 and the semigroup is
honest by Theorem 4.1. Also xa(x)/r(x)= xα+1−γ is bounded at 0 if and only if α + 1 −
γ  0 so that the semigroup is also honest by Theorem 4.2.
Otherwise, we are in the open sector α < 0 and γ > α + 1. In such a case we have
φ(x) = xγ−α−1 and assumption (4.23) is satisfied (meaning that we are in “fragmentation
regime,” as defined by [12]). Further, we see that (4.22) is satisfied since α < 0 and (4.24)
is automatically satisfied as xφ′(x)/φ(x)= γ − α − 1 = L> 0. Thus, provided h satisfies
assumptions (4.21), e.g., if h is given by the power law, then in the sector α < 0 and γ >
α + 1 there occurs shattering transformation with unaccounted mass loss due to (2.1),
contrary to the conjecture of [11,12].
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