Abstract. The present article concentrates on the dogleg-free Manhattan model where horizontal and vertical wire segments are positioned on different sides of the board and each net (wire) has at most one horizontal segment. While the minimum width can be found in linear time in the single row routing, apparently there was no efficient algorithm to find the minimum wire length. We show that there is no hope to find such an algorithm because this problem is N P-complete even if each net has only two terminals. The results on dogleg-free Manhattan routing can be connected with other application areas related to interval graphs. In this paper we define the minimum value interval placement problem. There is given a set of weighted intervals and w rows and the intervals have to be placed without overlapping into rows so that the sum of the interval values, which is the value of a function of the weight and the row number assigned to the interval, is minimum. We show that this problem is N P-complete. This implies the N P-completeness of other problems including the minimum wire length routing and the sum coloring on interval graphs.
1. Introduction. The routing problem is to decide whether the problem instance is routable under specified restrictions and, if yes, to determine the routes of the wires that optimize certain criteria. The points to be interconnected are called terminals. Routing within a rectangle is a basic problem of the VLSI design. In case of single row routing all terminals appear only on one side of the rectangle. This is a special case of the channel routing where all terminals are located either at the upper or the lower boundary of the routing region. A net is a collection of terminals. An instance of the problem is a set of pairwise disjoint nets. The solution of a routing problem is a set of subgraphs (wires) where each subgraph connects all the terminals of the corresponding net under the conditions of the wiring model. In the Manhattan model wires run on a rectangular grid and horizontal and vertical wire segments are positioned on different sides of the board. In a restricted version of the Manhattan model each wire could occupy only one horizontal row (track). This model is called the dogleg-free model. We are interested in the complexity of finding the minimum wire length solution of the given routing problem in the dogleg-free model. Lengauer [5] presents a detailed exposition of the routing in the Manhattan model.
The minimum width can be found in linear time in the single row routing in the Manhattan model (Gallai [1] ; see also Recski [7] ). Szkaliczki [8] found an algorithm for the minimum wire length whose running time is linear in the length and superpolynomial in the width of the channel even in case of the channel routing. LaPaugh [4] proved that the channel routing problem is N P-complete. We shall prove that the minimum wire length single row routing in the dogleg-free Manhattan model is N P-complete so there is no hope to find an algorithm which is polynomial both in length and width. This holds even if each net has only two terminals. Our result is that the minimum wire length routing is computationally difficult even in one of the simplest cases.
In this paper we define the minimum value interval placement problem. We prove that it is N P-complete. We use this result to prove that finding the minimum wire length is N P-complete in the single row routing in the dogleg-free Manhattan model. The minimum value interval placement can be applied to other areas such as graph coloring.
Interval placement problem.
The interval placement problem is as follows. Assume a finite set of intervals on a line and w rows. Each interval has to be placed into one of the rows in such a way that two intervals can be placed into the same row if and only if they have no common point. Several intervals can have the same end point. Figure 1 (a) depicts an instance of the interval placement problem (w = 4). This figure not only gives the specification of the problem instance but also shows one of the solutions.
We often need an optimum solution. The minimum width, that is, the minimum number of necessary rows, can be found in linear time (Gallai [1] ; see also Recski [7] ). We define the value of a solution of an interval placement problem in the following way. A weight is assigned to each interval. The interval j has the weight l j and in a solution it is placed into row r j . The value of an interval is r j · l j . The value (v) of a solution of the interval placement problem is the sum of the values of all intervals:
If l ′ i is the sum of the weights of the intervals in the ith row, then v =
The minimum value interval placement problem is as follows: Is there a solution for the interval placement problem for which the value is at most k?
For simplicity, we assume that each interval is open, that is, two intervals placed into the same row can have common end points. Figure 1 (b) depicts the weighted version of the interval placement problem shown in Figure 1 (a) using another notation. A rectangle corresponds to an interval. There are w rows and they have width in contrast with the notation in Figure 1(a) . The height of each rectangle is equal to the width of the rows and their length is equal to the length of the corresponding interval. The rectangle is placed into the row assigned to the interval. The weights are denoted by the numbers written in the rectangles. We will use this notation because it is clear and it is suitable for the description of the solution as well as the specification of the interval placement problem.
We will deal with the saturated interval placement problem. We call an interval placement problem saturated if each point except the boundaries of intervals is inside either none of the intervals or exactly w intervals. Thus the intervals have to be placed continuously, without an empty place in each row. Therefore two intervals can be placed into the same row if and only if at the end of one of them is the starting point of the other or the section between them can be filled up with other intervals without an empty place.
3. Construction. We will reduce an N P-complete problem to the minimum value interval placement problem in order to prove that this problem is N P-complete as well. We shall show a transformation that translates an instance of a satisfiability problem of Boolean formulas (SAT; see Garey and Johnson [2] ) into a saturated instance of the interval placement problem which has a solution with value k if and only if the original instance is satisfiable. The instance of SAT consists of n variables and m clauses. Without loss of generality, we assume that no clause contains the same variable more than once.
In this section, we consider each of the construction elements that correspond to the constituents of Boolean formulas (occurrence of a Boolean variable in a clause, Boolean variable, and clause). Using these elements we make a construction corresponding to the whole Boolean formula. We determine the proper weights of some additional intervals and the threshold value k for the instance of the minimum value interval placement problem. At last, we prove the N P-completeness of the problem. Figure 2 shows the part of the construction corresponding to an occurrence of a variable. Let us call it the variable-occurrence element. There are four different ways to place the intervals in four rows, as shown in Figure 2 . If the rows in each of these figures are permuted, we do not consider the new solution to be essentially different. Obviously, in the optimal realization the sums of the weights of intervals in the same row are in decreasing order. 3.2. Variable. Four adjacent rows correspond to a variable. Let us call them the variable element. They contain as many variable-occurrence elements as the number of occurrences of the variable in clauses. The variable in Figure 3 occurs in two clauses. We will determine the weights of the first intervals of the rows in section 3.5. The intervals with weight 2 located between two adjacent variable-occurrence elements and at the end of the rows are called variable-connecting intervals. An interval with weight 2 in the variable-occurrence element is lengthened because its exchange with an interval belonging to a clause will be permitted (see section 3.3 below), but further exchanges should be prevented. All the intervals with weight 8 belonging to the same variable and the variable-connecting intervals between them are merged into one long interval.
Occurrence of a variable.
Lemma 1. The value of the variable element is minimum if and only if either realization A or A occurs at each element corresponding to an occurrence of the same variable.
Proof . The realizations A and A of a variable-occurrence element are its minimum value realizations. The merged interval forces each element belonging to the same variable to have the same minimum value realization.
3.3. Clause. The element corresponding to a clause is called the clause element. A specific example of a clause element is shown in Figure 4 . The lower two rows are the clause rows and the rows above them are the variable rows. The intervals with weight t 1 and t 2 are placed between clause elements. They are called clause-connecting intervals. Notice that the two clause rows cannot be exchanged on a section within a clause element because the intervals in different rows have no common end point. There are two types of intervals in clause rows that can be exchanged with the intervals in variable rows: B corresponds to a nonnegated variable and B to a negated variable. These intervals are marked with a thick border in the figure. The weight of B is 6 and its length is 2. The weight of B is 4 and its length is 3. There are as many variable-occurrence elements on the section of a clause element as there are variables included in the clause: each interval B and B is inside the section of exactly one variable-occurrence element corresponding to the variable included in the clause. Lemma 2. If the clause-connecting intervals are in the lowest two rows, then among the intervals belonging to clauses only the intervals B and B can be placed into a higher row.
Proof. Each interval belonging to a clause except B and B has a section where a variable-connecting interval is situated in each variable row. If one of these intervals is placed into a variable row, then a variable-connecting interval has to be placed into one of the clause rows. Each variable-connecting interval overlaps clause-connecting intervals. Thus at least one of the clause-connecting intervals has to be placed into a variable row, a contradiction. Figure 5 shows the clause element in the general case. a i and b i denote weights whose values depend on the concrete clause. We know that a i (the weight of B or B) is 4 or 6. Let
There are two kinds of clause-connecting intervals. Let the longer interval with weight t 1 be placed into the lowest row and the shorter one with weight t 2 be placed into the second row from below. The clause rows can be exchanged with one another within a section containing clause elements together with clause-connecting intervals. The sum of weights of the intervals of a clause element in the first clause row is three plus that in the second row. Thus if t 1 = t 2 +4, then the sum of weights of the intervals in the first row is greater than one in the second row, so it is not worth changing these rows in the minimum value solution. This is true even if some intervals of the clause rows are exchanged with intervals of the variable rows. The value of t 2 = t will be determined in section 3.6.
Depending on the realization of the variable-occurrence element overlapping the intervals B and B, we may say that realization A or A belongs to the intervals B and B.
Lemma 3. Let us assume that the clause-connecting intervals are placed into the lowest two rows and the variable-occurrence elements together with the variableconnecting intervals belonging to the same variable are placed into adjacent rows. Then the placement of intervals belonging to them has the minimum value if and only if realization A belongs to interval B or realization A belongs to B at least at one occurrence of a variable at each clause.
Proof . Let us suppose that each interval belonging to the clause is in the lowest two rows and each interval belonging to the occurrences of variables is in the corresponding variable rows, as Figure 4 shows. Now we examine how the value of this placement can be reduced. By Lemma 2, only intervals B or B can be placed into variable rows from clause rows.
Let us consider the minimum value placement if an interval B or B is placed into a variable row. If A is the realization of the variable, then the intervals with weight 2 and 4 can be exchanged with B in the clause row; however, there is no exchange 
with B. If A is the realization of the variable, then two intervals with weight 2 can be exchanged with B. The interval with weight 5 can be exchanged with B, but this is not worth doing because the total value increases and this exchange does not enable an additional exchange. The exchange of B or B with the appropriate intervals belonging to variables does not modify the total value of the placement but it enables the exchange of the two clause rows on a section, which reduces the total value by one. Let us call this exchange of clause rows an improving exchange. It does not matter whether one or more intervals belonging to the same clause are exchanged with intervals of variable rows because the total value can be reduced by one in each case.
It can easily be proved that this is the only way to reduce the value. For this reason, the value of a clause element cannot be reduced by more than one. Thus the value of a clause element can be reduced by one if and only if realization A belongs to interval B or realization A belongs to B at one or more occurrences of variables. The total value is minimum if this holds at each clause.
3.4. Boolean formula. Now we know all the necessary elements to construct an instance of the interval placement problem that can be realized with a certain value if and only if the original Boolean formula is satisfiable. The structure of the whole construction is essentially the repetition of the block shown in Figure 4 . Figure  6 depicts a construction in outline.
Lemma 4. If the clause-connecting intervals are in the lowest two rows and if the first intervals belonging to variables are in the corresponding variable rows, then none of the intervals belonging to variables are in rows belonging to other variables.
Proof . The proof is indirect. Assume that some of the intervals belonging to variables are placed into rows belonging to other variables. A variable-connecting interval has to be moved in any case because each interval of a variable-occurrence element overlaps a variable-connecting interval or a fixed first interval in each row belonging to other variables. Let i denote the variable-connecting interval which is placed into a row belonging to another variable v, and its first point is the leftmost among the points of such variable-connecting intervals. Interval i cannot be placed into a clause row because each variable-connecting interval overlaps clause-connecting intervals fixed in the lowest two rows. There is an interval j which overlaps the beginning of interval i, belongs to variable v, and is placed into a row belonging to another variable. Notice that the beginning of each variable-connecting interval is overlapped only by variable-connecting intervals or by fixed first intervals in the rows belonging to other variables. If j is a variable-connecting interval, then this contradicts the assumption that i is the leftmost variable-connecting interval which is placed into a row belonging to another variable. If j is a first interval, then this contradicts the fact that the first intervals are fixed.
3.5. The weight of the first interval of a row. Let s i be the weight of the first intervals belonging to the ith variable (1 ≤ i ≤ n) and let s 0 belong to the clause rows. Let the weights of the first intervals belonging to the same variable be the same. Let l ia (1 ≤ i ≤ n, a = 1, 2, 3, 4) be the sum of the weights of the intervals in the ath row of the ith variable and l 0a (a = 1, 2) be the sum of the weights of the intervals in the ath clause row. Let l
and the clause-connecting intervals are in the lowest two rows, then the first intervals belonging to the clauses are in the lowest two rows and the first intervals belonging to the ith variable are in the rows 4k − 1, 4k, 4k + 1, 4k + 2 in the minimum value solution. (m is the number of the clauses and n is the number of the variables in the Boolean formula.)
Proof . The sum of the weights of the intervals of a variable-occurrence element in one row and the weight of a variable-connecting interval is at most 12. By Lemma 2, if the clause-connecting intervals are in the lowest two rows, then only intervals B and B can be placed from the clause rows into the variable rows and these intervals do not increase the maximum sum of weights of a variable row. Thus the value 12m is appropriate for l ′ . Let now s i = (n+1−i)·12m. In this case if j < i, then s j > l ′ +s i and so l ja > l ib for each a and b. Thus the first interval with weight s i is assigned to a higher row than that with weight s j in the minimum value solution. Therefore the first intervals are placed into rows in decreasing order of their weights.
3.6. The weights of the clause-connecting intervals. Let the total value of the first intervals in all rows be v 1 , the total value of the variable-occurrence elements be v 2 , the total value of the variable-connecting intervals be v 3 , the total value of the clause elements be v 4 , and the total value of the clause-connecting intervals be v 5 . v ′ i (i = 1, 2, 3, 4, 5) denotes the corresponding values belonging to minimum value placement assuming that each clause-connecting interval is placed into the lowest two rows; v ′′ i (i = 1, 2, 3, 4, 5) denotes the same values assuming that at least one of the clause-connecting intervals is not placed into the lowest two rows.
Lemma 6. If the weights (t 1 = t + 4, t 2 = t) of the clause-connecting intervals are at least v
, then there is a minimum value solution where these intervals are placed into the lowest two rows.
Proof . If an interval is placed higher by one or more rows, then the value is increasing by at least the weight of the interval. Thus v 
Thus if the clause-connecting intervals are placed into the lowest two rows, then the minimum value of the placement is not greater than the value of any placement containing at least one clause-connecting interval in the third or higher rows.
3.7. Minimum value and N P-completeness. We have shown a construction to assign a weighted interval set to each instance of SAT. We have to calculate an appropriate value for k which is contained by the instance of the minimum value interval placement problem as well and it is equal to the minimum value which can be achieved if and only if an improving exchange can be realized at each clause. Details are omitted, but it is necessary to note that k can be determined in polynomial time, because each weight and the value of each component of the optimum solution can be calculated in polynomial time. The equation for k is quite complicated:
Theorem 1. The saturated minimum value interval placement problem is N Pcomplete.
Proof , where c is an appropriate constant. Each element of the construction can be determined in polynomial time in the size of the Boolean formula, and the whole construction applies a polynomial number of building elements. We can conclude that each instance of SAT can be translated into an instance of the minimum value interval placement problem in polynomial time.
We shall prove that the interval placement problem has a solution with value k if and only if the Boolean formula is satisfiable. By Lemma 6, the clause-connecting intervals are placed into the lowest two rows in the minimum value solution. By Lemma 5, the first intervals belonging to the variables are placed into fixed adjacent rows in the minimum value solution. Thus Lemmas 2 and 4 guarantee that each interval belonging to a variable except the intervals interchanged with B or B is placed into the corresponding variable row. By Lemma 1, the same realization belongs to each element corresponding to the occurrence of the same variable in the minimum value solution. By Lemma 3, the solution of the instance of the interval placement problem has the least value if and only if realization A belongs to interval B or realization A belongs to interval B at least at one occurrence of a variable in each clause element.
Suppose first that the placement of intervals can be realized with value k. If the variable element has a realization A or A, let the corresponding Boolean variable be true or false, respectively. In this case each clause and the entire Boolean formula is satisfiable. Conversely, if the Boolean formula is satisfiable, apply realization A or A to the variable element depending on the value of the Boolean variable. In this case we can make an improving exchange in each clause element and we can achieve the placement value k.
Extensions and further results.
4.1. Unweighted case. The problem remains N P-complete in the unweighted case, when the weight of each interval is 1 so the value of the interval j placed into the row r j is simply r j and the value of the solution is v = j r j .
The saturated weighted case can be reduced to the unweighted case in the following way. Each interval with weight l j has to be divided by l j − 1 new points into l j intervals in such a way that none of the new points coincides with an interval end point in the original problem instance and none of the new points coincides with another. In this case, all the intervals derived from the same weighted interval must be placed into the same row. Using this it can be shown that the unweighted interval placement problem is N P-complete, too.
We still have to show that the transformation can be done in polynomial time. The only critical point is the number of divisions to be done. This is less than the product of the number of intervals in the original instance and the maximum weight. Unfortunately, the value of a weight is exponential in its length. However, the minimum value interval placement problem remains N P-complete if all weights can be bounded from above by a polynomial in the number of intervals (see the expressions for the maximum weight and for the number of intervals in the proof of Theorem 1). For this, the number of divisions to be done can be bounded from above by a polynomial in the input length.
Maximization.
Obviously, if we exchange the order of the rows of the minimum value solution, then we get the maximum value solution. Hence, this latter problem is N P-complete, too.
Arbitrary width.
We have assumed that the number w of the rows is given. We distinguish two new variants of the minimum value interval placement problem.
Let Π(S, x) be the problem of deciding whether the weighted intervals in set S can be placed without overlapping with the total value at most x and with the minimum width.
Let Π 0 (S, x) be the problem of deciding whether the weighted intervals in set S can be placed without overlapping with the total value at most x and with arbitrary width.
Since the width in the construction in the proof of Theorem 1 is equal to the minimum width, Π(S, x) is N P-complete. Π 0 (S, x) is obviously in the class N P. We shall prove that Π 0 (S, x) is N P-complete, too. For this, we reduce Π(S, x) to Π 0 (S, x) in polynomial time. We show that for each instant S, x there exists an instance S ′ , x ′ so that Π(S, x) is true if and only if Π 0 (S ′ , x ′ ) is true. This is not trivial because the minimum value placement may use more rows than the necessary minimum (see Figure 7) . The minimum value is at most the value belonging to the situation when each interval would be placed into the highest row. Thus the total value v of a placement can be bounded from above by k = y · w + 1, where y is the sum of the weights and w is the number of the rows (width). Therefore v < k. We get S ′ from S by adding k intervals with weight 1 which cover all the intervals in S.
The minimum value interval placement problem Π 0 with arbitrary width is N P-complete.
Proof . We have shown how to translate an instance of Π into an instance of Π 0 . Now we show that the intervals in S ′ can be placed with the total value at most v ′ in any number of rows if and only if the intervals in S can be placed with the total value at most v and with minimum width w.
(if) The intervals from S are placed into the first w rows with the total value at most v. The new intervals are placed into the rows w + 1 through w + k. The total value of the new intervals is k · (2w + 1 + k)/2.
(only if) Let us suppose that the intervals in S ′ can be placed with the total value at most v ′ . Let us note that the new intervals with weight 1 are placed into separate rows and these rows are the weakest ones; thus they are the highest rows. Let us suppose that the other intervals occupy at least w + 1 rows. Then the total value of the additional intervals with weight 1 is at least k·(2w+3+k)/2 = k+k·(2w+1+k)/2 > v + k · (2w + 1 + k)/2 = v ′ . Consequently, the intervals from S use only the first w rows if the value is at most v ′ and the new intervals use the rows w + 1 through w + k. In this case the total value of the new intervals is k · (2w + 1 + k)/2. Since the total value of the intervals in S ′ is at most v ′ = v + k · (2w + 1 + k)/2, the total value of the original intervals from S is at most v.
We have to check that this reduction can be done in polynomial time. For this, we show that k can be bounded from above by a polynomial in the length of the instance of Π. This length is proportional to the number i of the intervals. Clearly, w ≤ i. Let us notice that our N P-completeness result for problem Π holds even if all weights can be bounded from above by a polynomial in the number of the intervals. In this case, the sum y of all weights and k, which is calculated from the product of y and w, are less than a polynomial in the length of the problem instance.
Graph coloring.
The interval placement problem can be associated with interval graphs in the following way. The vertices of the interval graph correspond to the intervals and there is an edge between two vertices exactly if the corresponding intervals overlap. The weights of the intervals are assigned to the vertices. The coloring of the graph corresponds to the placement of the intervals if the colors correspond to the rows. The colors are numbered from 1 to w. The value of a vertex is the product of the color number and the weight of the vertex. We define the minimum value graph coloring problem to be the minimization of the sum of the values of each vertex. The minimum value coloring of an interval graph is tantamount to the minimum value interval placement problem, so it is also N P-complete while the original coloring problem of an interval graph is polynomial.
We can apply our result to the chromatic sum problem. The chromatic sum of a graph is the minimum sum of the color numbers. The problem of determining the chromatic sum is known as the chromatic sum problem and the problem of producing a coloring where the sum of color numbers is equal to the chromatic sum is known as the sum coloring problem. These problems on arbitrary graphs are N P-complete [3] . There is an approximation result on interval graphs [6] . Now, we can determine the complexity of these problems on interval graphs. The chromatic sum problem can be regarded as an unweighted version of the minimum value graph coloring problem. Similarly to the weighted case, the N P-completeness of the chromatic sum problem and the sum coloring problem on interval graphs follows from the N P-completeness of the unweighted version of the minimum value interval placement problem. If the number of colors is not fixed in the chromatic sum problem, first we reduce the unweighted version to the minimum value interval placement problem with arbitrary width, then the later problem is reduced to the chromatic sum problem.
5. Application to VLSI routing. The previous result implies the N P-completeness of other problems. The constraint graph of an instance of the single row routing problem in the Manhattan model is an undirected graph such that its vertices correspond to the nets and two vertices are adjacent if and only if the nets overlap. This is an interval graph and can be used to describe the single row routing problems in the dogleg-free Manhattan model. An assignment of tracks to nets that represents a legal routing is a coloring of the constraint graph. The colors are track numbers and the vertices represent nets. Each instance of the coloring problem of the interval graphs can be transformed into an instance of the single row routing problem in the dogleg-free Manhattan model and vice versa. Lengauer [5] shows a transformation of a coloring problem into a routing problem. Figure 8 shows the routing problem constructed by translating the instance of the interval placement problem in Figure 1 .
The minimum width (w) can be determined in linear time. Now we are interested in the minimum wire length. The total length of the horizontal segments is the same in any realization of the routing. Thus the minimization of the wire length is equivalent to the minimization of the vertical segment length.
How can the total vertical segment length be determined? If net j is placed into track r j and it has l j terminals (l j ≥ 2), then the vertical wire length of this net is r j · l j . If there are t nets, then the total vertical wire length is
If altogether l ′ i terminals belong to the nets in the ith track, then v =
The minimum wire length single row routing problem is equivalent to the following: Is there a realization of the given single row routing with width w in the dogleg-free Manhattan model for which the value defined in (3) is at most k?
Using this it is easy to see that each instance of the minimum value coloring problem of the interval graphs can be transformed into an instance of the minimum wire length single row routing in the dogleg-free Manhattan model if the weights of the vertices are integers greater than 1. The minimum value interval placement problem can be reduced to the minimum value coloring problem and it remains N P-complete even if each weight is greater than 1 because the construction shown in the proof of the N P-completeness uses such weights. Thus we managed to reduce an N P-complete problem to the minimum wire length single row routing problem in the dogleg-free Manhattan model so it is N P-complete.
Theorem 2. Single row routing with minimum wire length is N P-complete in the dogleg-free Manhattan model.
If each net has the same number of terminals, then the number of terminals can be eliminated from the expression in (3). Thus, the unweighted minimum value interval placement problem can be reduced to the restricted version of the minimum wire length single row routing problem when each net has the same number of terminals. Consequently, the minimum wire length single row routing problem is N P-complete even if each net has only two terminals.
Similarly, an obvious consequence of Lemma 7 is N P-completeness of the minimum wire length single row routing problem with arbitrary width in the dogleg-free Manhattan model. Theorem 2 implies that routing with minimum wire length is N P-complete in the dogleg-free Manhattan model in case of any shape of the routing region. This has been proved previously in cases of channel and switchbox routing [4] . However, this is a new result in cases of routing around a rectangle as well as in cases of gamma routing where terminals appear on two adjacent sides of a rectangular. For example, LaPaugh [4] presented a polynomial algorithm which finds a layout with minimum area in the Manhattan model if terminals are on four sides of a rectangular and the wires lie on the outside of the rectangle. However, there is no polynomial algorithm for optimizing the wire length. By Theorem 2, this problem is N P-complete and thus there is no hope to find such an algorithm.
6. Conclusions. In this paper we assigned a value to a placement of intervals and proved that the minimum value interval placement problem is N P-complete. This result could be applied to the interval graphs which are among the most useful mathematical structures for modeling real-world problems. Thus we proved that the minimum value coloring of interval graphs is N P-complete. The routing problem is known to be N P-complete in many cases. In this paper we have shown that finding the minimum wire length is computationally difficult even in one of the simplest cases-single row routing in the dogleg-free Manhattan model. This completes the previous results on complexity of routing with minimum wire length in the dogleg-free Manhattan model.
