Abstract-In this paper we investigate bounds on rate and minimum distance of codes with t availability. We present bounds on minimum distance of a code with t availability that are tighter than existing bounds. For bounds on rate of a code with t availability, we restrict ourselves to a sub-class of codes with t availability called codes with strict t availability and derive a tighter rate bound. Codes with strict t availability can be defined as the null space of an (m × n) parity-check matrix H, where each row has weight (r + 1) and each column has weight t, with intersection between support of any two rows at most one. We also present two general constructions for codes with t availability.
I. INTRODUCTION
Let C denote a linear [n, k] code. The code is C is said to have locality r if each of the n code symbols of C can be recovered by accessing at most r other code symbols. Equivalently, there exist n codewords (not necessarily distinct) h 1 · · · h n in the dual code C ⊥ such that i ∈ supp(h i ) and |supp(h i )| ≤ r + 1 for 1 ≤ i ≤ n where supp(h i ) denotes the support of the codeword h i . a) Codes with Availability: Let C denote a linear [n, k] code over F q . C is said to be a code with t availability if for every code symbol c i in C, there exist t codewords h The parameter r is called the locality parameter and we will refer to this class of codes as (n, k, r, t) a codes. When the parameters n, k, r, t are clear from the context, we will simply term the code as a code with t availability.
b) Codes with Strict Availability: Codes in this class can be defined as the null space of an (m × n) parity-check matrix H over a field F q . In H each row has weight (r + 1) and each column has weight t, with nt = m(r + 1). Additionally, if the support sets of the rows in H having a non-zero entry in the i th column are given respectively by S code symbol c i is protected by a collection of t orthogonal parity checks each of weight (r +1). The parameter r is called the locality parameter and we will formally refer to this class of codes as (n, k, r, t) sa codes. Again, when the parameters n, k, r, t are clear from the context, we will simply term the code as a code with strict t availability. We will focus only on (n, k, r, t) sa codes for rate bound calculations. We note here that in [1] the authors describe a construction for generating availability codes with rate r r+t for all r, t; these codes also belong to the class of (n, k, r, t) sa codes. Therefore there is evidence to suggest that if (n, k, r, t) sa codes are constructable then they are good candidates for best possible availability codes in terms of rate. Discussion of strict availability codes can be found in a recent paper [2] also.
A. Background
In [3] Gopalan et al. introduced the concept of codes with locality (see also [4] , [5] ), where an erased code symbol is recovered by accessing a small subset of other code symbols. The size of this subset denoted by r is typically much smaller than the dimension of the code, making the repair process more efficient compared to MDS codes. The authors of [3] considered codes that can locally recover from single erasures (see also [3] , [6] , [7] , [8] ).
Approaches for local recovery from multiple erasures can be found in [9] , [7] , [10] , [1] , [11] , [12] , [13] , [14] , [15] , [8] , [16] , [17] . In this paper we concentrate on codes with t availability and codes with strict t availability.
B. Our Contributions
Our contributions in this paper include the following: 1. In subsection II-A we derive a bound Eq.(1) on rate of an (n, k, r, 3) sa code using a greedy algorithm. 2. In subsection II-B we derive a bound Eq.(4) and (5) on rate of an (n, k, r, t) sa code for general t using a simple observation on the parity check matrix of a strict availability code and its transpose. The resulting bounds are tighter than the bound given in [14] when applied to codes with strict availability. 3. In section III we derive field-size dependent (Eq. (8)) and field-size independent bounds Eq. (13) and (15) on minimum distance of an (n, k, r, t) a code. Our bounds are tighter than the bounds in [14] and [18] . 4 . Finally in section IV we present two general constructions for codes with t availability over the binary field. We present a greedy algorithm and analyse the algorithm to get a bound on the rate of an (n, k, r, 3) sa code. Let C be an (n, k, r, 3) sa code over a field F q . W.l.o.g the Tanner graph of C is assumed to be connected. If not, we can puncture the code and take a subset of code symbols and form a code C with rate ≥ rate of C such that C is also an (n , k , r, 3) sa code for some n , k with a connected Tanner graph. 
where:
Proof. We present and analyse a greedy algorithm. By definition, C is the null space of an m × n matrix H which contains all the orthogonal parities. Let Rows(H) = the set of row vectors of the matrix H.
Greedy Algorithm:
Step 1: Pick an arbitrary number σ 1 from [n] and set S = {σ 1 } and P = {c ∈ Rows(H) :
is an indicator function which is 1 if |D j | ≤ 2 and 0 otherwise. If there are multiple argument values attaining the maximum, choose one of them randomly and assign it to σ i . Now S = S ∪{σ i } and P = P ∪{c ∈ Rows(H)−P :
Step i i = i + 1 end while. 5. It is clear that, k ≤ n − |S| at the end of the algorithm.
Analysis of the Greedy Algorithm:
Let g i be the number of new codewords added to P at step i. Since the Tanner graph of C is connected, g i ∈ {1, 2} for 2 ≤ i ≤ |S|. We define g |S|+1 = 0 at the end of the algorithm. Let P = {c 1 , .., c f } after the step i. Now define a partial parity check matrix
be the number of weight 1, 2, 3 columns in H i par respectively. Let us introduce four collections of variables 
Writing the first two steps of the update explicitly:
Step 1: s
at the end of the algorithm. We set I i = 0, ∀i / ∈ S 21 and φ i = 0, ∀i / ∈ S 12 . We set J i = 0, ∀i / ∈ S 11 and ψ i = 0, ∀i / ∈ S 11 . Now using the global constraints (s 1 = s
n at the end of the algorithm.):
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For explanation on inequality (2), please see the arXiv version [19] of the paper. Manipulating the equations and inequalities given above : (for detailed derivation please refer to [19] )
Using the inequality L 1 ≥ l 11 + l 21 and (3) and m = L 1 + 2L 2 + 3 we get the bound given in the theorem. For details please refer to [19] . Fig. 1 shows the plot of the new rate bound (1) along with the rate bounds given in [14] (
) and [20] . Here we compare the bound (1) with the bounds given in [14] and [20] and the achievable rate r r+3 given by the construction in [1] .
B. A simple rate bound for an (n, k, r, t) sa code:
Here we derive a bound on rate of an (n, k, r, t) sa code using a simple transpose trick.
Theorem 2.
Let R(r, t) = sup {(k,n):(n,k,r,t)sa code exists over some field Fq} k n .
Proof. By definition an (n, k, r, t) sa code is the null space of an m × n matrix H. We use the fact that the null space of H T is an (m, m − (n − k), t− 1, r +1) sa code in the proof. Details of the proof can be found in the arXiv version [19] .
Remark 1. Tightness of the bound: The bound on R(r, t)
given in (5) becomes tighter than the bound R(r, t) ≤
given in [14] as r increases for a fixed t. For
which is a tight bound as it is known that rate r r+2 is achievable for t = 2 and any r using a complete graph code ( [9] ) and hence clearly given in [14] . For a plot showing the tightness of the bound (5) for t = 4 compared to the bound in [14] , please refer to [19] .
We also have a rate bound for (n, k, r, t) sa codes over F 2 which is tighter than the existing bounds. Please refer to [19] for more details.
III. BOUNDS ON MINIMUM DISTANCE OF CODES WITH t

AVAILABILITY
In this section, we present field-size dependent and fieldsize independent bounds on minimum distance of (n, k, r, t) a codes. Let d q min (n, k, r, t) denote the maximum possible minimum distance of an (n, k, r, t) a code over the field F q . Let d min (n, k, r, t) denote the maximum possible minimum distance of an (n, k, r, t) a code independent of field size. Two field-size independent bounds are available in literature: In [14] the following bound on minimum distance of an (n, k, r, t) a code was presented:
In [18] the following bound on minimum distance of a code with information symbol availability was presented:
We compare our field size independent minimum distance bounds with the above two bounds.
A. Field-Size Dependent and Field-size Independent Bound on Minimum Distance of an (n, k, r, t) a Code
Here we present field-size dependent and field-size independent bound on minimum distance of an (n, k, r, t) a code. We calculate it using Generalized Hamming Weights (GHW) of the dual of an (n, k, r, t) a code.
where
} be the coordinates corresponding to the support of an i dimensional subspace whose support has cardinality exactly d
arbitrary extra co-ordiantes to S and let the resulting set be S. Now shorten the code C in the co-ordinates given by S i.e., take C S = {c| S c : c ∈ C, c| S = 0} . c| A refers to the code symbols in the codeword c corresponding to the coordinates in the set A .The resulting code C S has block length n − e i and dimension ≥ n − e i − (n − k − i) = k + i − e i and minimum distance ≥ d q min (n, k, r, t) (if k + i − e i > 0) and locality r and availability t. Hence:
r, t).
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By using the expression for e i given in the following example, we will get a tighter bound on minimum distance of a code with t availability over F q . Example 1. We can calculate e i using the recursion given in [9] (given below) for calculating the upper bounds on GHWs with slight modification and using the rate bound given in [14] for t > 3 and rate bound given in [20] for t = 3 and rate bound given in [9] for t = 2: 
where S = {i : e i − i < k, 1 ≤ i ≤ b} and e i , 1 ≤ i ≤ b are calculated using example 1 using (10), (11), (12) . Equation (13) is derived by substituting the bound (6) for
r, t).
Note that the calculation of e i using (10), (11), (12) is independent of the field F q and applies even if some rows in H des (C) have weight < r+1. Since (13) is a simple observation on (8), we skip the proof.
Remark 2. Tightness of the Bound:
The bound (13) is tighter than the bounds (6),(7) which can be seen from Fig. 2 plotted for t = 3. For more plots please see the arXiv version [19] . 
be calculated as follows: (Since the calculation of e i is a function of M, δ, we refer to it as e i (M, δ).)
and Let minimum distance of C be d min (M, δ)(n, k, r, t) then using (8) , (6) as in Corollary 4:
For a bound on d min independent of M, δ we take:
Proof. For a proof, please refer to the arXiv version [19] .
Note that column-weight ≤ δ constraint in corollary 5 may not apply to columns of H des (C) directly. Note that calculation of e i (M, δ) is independent of field size F q . Fig. 2 , we plot the bound (15) 
Remark 3. Tightness of the bound:In
These parameters we are plotting for in Fig. 2 correspond to construction in [1] . Fig. 2 shows that the bound (15) is tighter when plotted for a specific value of M, δ. The bound (16) in spite of maximizing over M, δ is still tighter than the bounds (6), (7) . For a plot showing this, please refer to [19] . (15), (13) with the bounds (6), (7) . Note that the bound (13) plotted above is independent of choice of M, δ.
In the plot, bounds (6), (7) overlap at lot of points. Here we are plotting the bound in (15) with M = n − k, δ = t and this value of M, δ corresponds to the correct value for the code construction given in [1] for the given n, r, t = 3. Note that our bounds (15), (13) are tighter than the bounds (6),(7).
It can be seen from the corollary 5 and its proof that d (8), we get a field size dependent bound which is tighter than the bound given in [13] and our bound can be further tightened by using more accurate upper bound e i (equation (10), (11), (12)) on GHWs of dual. For details please refer to [19] . 
Let the maximum number of such partitions that can be formed be T (n). i.e., h ≤ T (n). Then we can show by explicit recursive construction of partitions that (for details please refer to [19] ):
where f (r + 1) = N (r + 1) + 1 and N (r + 1) is the maximum number of mutually orthogonal Latin squares of order r + 1. 
m , for p a prime amd m ≥ 1, the parameters n, r, t of our construction match with that of a construction based on incidence matrix of lines and points in F q g . Our construction for r +1 = q = p m has rate higher than the construction given in [1] . For picking t partitions, we are left with the choice of picking it from
f (r+1)−1 partitions. We are currently exploring on the optimal choice of partitions. So we do not make any explicit rate comparisons here. We leave this as open problem for future work. Our construction can also be used to form a matrix H 1 = [I |H] where H 1 defines a parity check matrix of an information symbol availability code which can be used in the setting [17] . describes a strict t availability code with n = q n1 , r+1 = q n1−m1 . A special case of our construction for m 1 = 1, n 1 = 2 yields a construction with rate higher than the construction in [1] and it turns out it is based on orthogonal Latin squares [21] . We are currently exploring on which set of A i , ∀1 ≤ i ≤ t are optimal. We therefore do not make any explicit rate comparisons. We can also take [I|H] to be a parity check matrix of an information availability code which can be used in the setting [17] .
