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eadlock-free implementations o 
ents of transition systems. 
formahzation of impteme 
morphism f: X -, Y shows deadlock if there is an impiemeutin 
no transitions and that the implemented process_f(x) E Y has transitions. 
strict if the implementing pmcesses x provide all transitions of the imp 
Strict morphisms are used to clarify the problem of a universal domai 
bisimilar processes are identified. 
To talk of fairness, the alphabet of actions is structured by a fam of subsets. Each 
subset Bj formalizes one component process which is to be 
components are admitted. A morphism f: X + Y is said to be fai 
the transition system X such that set Bj is enabled infinitely ma 
in Y activates set “7) n6nitely many times. For a given transition system e construct a family 
of fair and deadlock-free morphisms to Y which is universal in a !-defined sense. This 
construction is applied to the fair communicating merge of a family of 
0.0. bounded processes 
In this paper we propose a general but elementary formalism for semantic 
of not necessarily terminating processes with possibly infinite sets of 
nications. We do not develop a syntax for processes. In fact, 
for our purposes the mathematr al language of sets and functions is adequate. 
0.1. Transition systems 
Processes are treated as nondeterministic systems. They are characterized as a 
state with a set of available transitions. Each transition is a pair that consists of an 
action and a resulting st 
X is the set of states (
the powerset of the Cartesian product of sets 
cannot be solved because of co 
posed and the powerset 
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closed subsets of AX Xi In this way, however, certain interesting processes are 
forbidden. See the example below in Subsection 1.2. In particular, fairness aspects 
are endangered, cf. [ 15, p. 4571. In fact, a set o 
happens eventually has a limit process where 
closure may destroy fairness. 
We adopt he following solution. Processes are describe as elements of a transition 
system, which is a set X with a fixed transition function s : X -, (Ax X), cf. [I2]. 
Elsewhere, transition systems are called nondeterministic automata, or process 
graphs, or synchronization trees. 
0.2. Morphisms of tmnsition systems 
Loosely speaking, a function f from a transition system X to a transition system 
Y is called a morphism of transition systems if every transition in X corresponds 
to some transition in Y. This has the effect hat a process x E X may be considered 
as a safe but not necessarily active implementation of the image process f(x) in Y. 
Usually, a morphism f increases the degree of nondeterminacy, in the sense that 
not all transitions of f(x) are made available by process x: Morphism f is called 
deadlock-free if x provides at least one transition whenever f(x) has at least one 
transition. Morphism f is called strict if the implementing processes ;K provide all 
transitions of the implemented processes f(x). 
Strict morphisms are closely related to Park’s concept of bisimilarity, cf. 1161. We 
use strict morphisms of transition systems to obtain a kind of tower of transition 
systems, which may be considered as a solution to the domain equation of Subsection 
0.1. 
0.3. Fairness and random predictive choice 
The concept of fairness has been studied in many papers, cf. [0,2,4,5,7,9,13,15, 
16,173, to mention only a small selection. Recently, France2 has written a monograph 
on the subject, cf. [d]. It has been known for a long time that fairness can be 
implemented by means of random predictive choices, cf. [0,2,5,9,17]. In [0,13], 
it is shown that proof systems based on these random choices are complete with 
respect o correct ermination of sequential programs with fair nondeterminacy. In
the present paper we give a mathematical proof that, under our model assumptions, 
random choices are necessarily involved in any implementation of fairness. 
0.4. Fair implementations 
By fairness we mean strong fairness. A mechanism P is said to be fair with respect 
to some component Q of P if every execution sequence of P that enables Q infinitely 
often also activates Q infinitely often. Fair implementation seems to be a more 
important concept. An implementation P’ of P is said to be fair with respect o 
if every execution sequence of P’ such that the corresponding execu- 
of P enables Q infinitely often itself activates Q infinitely often. 
alized in the concept of fair morphisms of transition systems, cf. 
OS. Components hat are to be treated faitly 
In most studies of fairness the competing components are modeled as arguments 
of a fair-merge operator or as alternative command sequences of an infinite loop. 
In that way it is not possible to specify that only certain co 
treated fairly. In [9], in the context of sequential programming, 
flexible way to specify which program parts are to be treated 
is applied here, in the context of processes. In fact, we specify whit 
the alphabet of actions A are to be treated fairly. We admit infinitely many subsets. 
As suggested by one of the referees, this may have applications to prograczmin 
languages with dynamic process creation. 
0.6. A univetsal family of fait implementations, the fait communicating merge 
Our main result (Theorem 5.4) can now be announced. Let Y be a transition 
system and let T=(Bj)j,, be a family of subsets of alphabet A. We assume that 
the index set J is nonempty, and finite or countably infinite. For each ordinal number 
A, we construct a transition system Zb, where “pat” stands for patient. ZL, consists 
of pairs (y, m) where y E Y and m = (mj)jE, is a vector of ordinal numbers less than 
A. The vector m is supposed to be patient, a condition which implies that the 
components mj are large enough so that deadlock can be avoided. In the case that 
the set J is finite, the condition of patience is fairly well known, cf. [5,0]. 
m 5.4. (a) If A 2 card(J), the projection pA : 2&+ Y is a T-fait, sugective, 
deadlock-free morphism. 
(b) Iff: X + Y is a T-fait morphism, there is an ordinal number Aand a morphism 
h:X+Z~, such thatf =p* 0 h. 
Assertion (b) is a universality property. Roughly speaking, it says that every fair 
implementation X of Y is an implementation of some implementing transition 
system 2$,,. It also follows that if A is infinite, then every fair execution sequence 
in Y is an image of an execution sequence in Zi,. Finally, in Section 6, we will 
show how the fair communicating merge can be treated with our methods. 
1. Processes and morpbisms 
1.0. 
This section contains the basic definitions. Some easy examples are provided. 
1.1. Transition systems 
Let A be an arbitrary set. The elements of A are called actions. 
transition system over to be a pair (X, s), where X is a set and s is a set-valued 
function s : X + iP(A x ) is the powerset of the Cartesian p
of the sets A and X. The elements of X are called processes. The fact that 
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s(x) contains a pair (a, y) is expressed by saying that action a signals a ~~a~s~~~o~ 
from process x to process y. This fact is denoted by Q : x + 
the transition function. If no ambiguity can arise, we spea 
X instead of (X, s), Henceforward we only consider transition systems over a single 
fixed set of actions A. 
. A transition system can be viewed as a possibly infinite directed graph 
with edges labeled by elements of A, cf. [3, Subsection 1.2.21. We do not use this 
point of view in definitions or proo5. 
1.2. Propagation 
A process x in a transition system X is said to be empty if the set s(x) is empty. 
We define an execution path of a process x to be a finite or an infinite sequence of 
pairs (aj, x&ier such that (ai, xi+,) E s(xi) for every index i E I. Here we always 
use G = x The set I is supposed to be an initial segment of N = {i 1 i 2 0). So I = N 
or I = {i 10 G i < m} with m E N, An execution path is said to be maximal if the index 
set I is infinite, or if it is finite and the last process x,,, is empty. 
A process x in X is said to be well-f6u ded if every execution path of x is finite. 
It is said to be offinite depth if there is a number n EN such that every execution 
path of x has a length less than n. 
le. Let A = {a} and X = {x,1 rE N}. Let the transition function s be given by 
S(xr)=((a,x,)~q>Oh(q+l=~v r=w- 
The diagram in Fig. 1 may be useful. Process xl is empty. The processes x, with 
r> 0 are of finite depth. Process ~0 is well-founded, but not of finite depth. This 
process cannot be described in the framework of [2]. For, in the setting of that 
paper, every well-founded process over a finite set A is of finite depth, cf. [lo, 
Section 3.53. 
1.3. rphisms of transition systems 
Let X and Y be transition systems with transition functions sx and sy. A function 
f: X + Y is called a morphism of transition systems if, for every transition Q : x - x’ 
in the system X, there is a transition a :f(x) + f(x’) in Y. In other words, it is 
required that for every process x E X we have an inclusion 
hf(x’))l (a, x’) E sx(x)k su(f(x))- 
Fig. 1. 
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c morphism is said to be strict if for every process x E X we have 
It is easily verified that the composition of morphisms f: X + Y and g : Y + 2 is a 
morphism g of: X + Z If both morphisms are strict, then so is the composition. 
pie. Let f: X + Y be the function given by f (x0) = y0 an f(;xel) = yl, where 
X and Y are the transition systems given in the diagram in Fig. 2. It is easy to 
verify that f is a morphism of transition systems. Process x0 may be considered as 
a safe implementation of y0, but the implementer has chosen not to provide any 
action h At xl the implementation shows deadlock, as will be formalized in 
Definition 1.5 below. 
x: x0 'k YO b, y2 
xl yl b--y3 
Fig. 2. 
Remarks. (a) Morphisms and strict morphisms are also used in the more general 
context of nondeterministic data types, cf. [8]. 
(b) We do not define a formal concept of implementation of processes. However, 
we consider the existence of a morphism f: X + Y with f(x) = y as a sufficient 
condition that process x is a safe implementation of process y. In fact, every action 
of x or of one of the descendants of x can be done by y or a corresponding 
descendant of y. It is a sufficient condition, not a necessary one, but a condition 
that is easily checked and that works in many cases. Compare [8, Section 51. 
1.4. Subsystems 
Let X be a transition system. A subsystem of X is defined to be a transition 
system U such that U c X and that s&x) c sx (x) holds for every process x E U. 
In other words, the injection map U + X must be a morphism of transition systems. 
A subsystem U is said to be a full subsystem if
Vx E U: q;(x) = sx(x) n (A x U). 
Every subset U of has a unique structure as a full subsystem. 
e. Let X be the transition system of the example in Subsection i.2. 
transition system with set U = {x, 1 r E N A r > I} and transitions S&X,) = 
{(a, x4) 13 < q = P - 1). System U is a subsyste e 
recesses x2, x3, x4 are em ty in U and non 
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1 S. Deadlock 
We consider deadlock as a situation where a formal specification suggests certain 
actions to occur, but where the implementing process is unabl ing. 
Therefore, a morphism oft sition systems f: X + Y is considered to show deadlock 
if there is an empty process x E X such that f(x) is none pty in system Y. We 
define a morphism f: X + Y to be deadlock-f=e if for every empty process x E X 
the image process f(x) in Y is also empty. 
Example. n, let X be the transition system of Example 1.2. Let Y be the 
transition system with only one process y and only one transition a :y + y. The 
function f: X + Y with f(x,) = y for all indices r is a morphism with deadlock. 
1.6. 7?re living subsystenr 
Let f: X + Y be a morphism of transition systems. A subsystem U of X is said 
to be riving with respect o f if the restriction jj U is a deadlock-free morphism 
f:U-,X 
A process x f X is said to be living with respect o f if it has some execution path 
(ai, &+&I in system X such that the image path (ai, f (Xi+l))iaI is a maximal path 
in system Y. Let Xii\ be the full subsystem of X such that the set Xliv consists of 
the living processes x of X 
It is easy to verify that Xii” is a living subsystem of X. In fact, a process is empty 
if and only if the execution path of length 0 is maximal. Conversely, if U is a living 
subsystem of X, then U is a subsystem of Xliv. In fact, let x E U be given. In the 
transition system U we construct a maximal execution path (ai, xi+l)iEl of X. Since 
the morphism fl U is deadlock-free, the image path is maximal in Y, so that x is in 
Xiiv. This proves that Xliv is the biggest living subsystem of X with respect o f: 
bservable transition systems 
2.0. 
Iti this section we develop a fotrllalism that enables us to identify bisimilar 
processes and to put any family of processes together in one transition system. 
2.1. Bisimilarity 
Let X and Y be transition systems, say with transition functions sx and sy. 
Processes xE X and y E Y are said to be bisimilar (notation x = y) if there is a 
binary relation r c X x Y with (x, y) E r and such that for every pair (u, v) E r and 
every action a E A, we have 
z&X: (a,u’)Es&i) * ( V’E Y: (u’, v’) E r A (a, v’) E sY(v)), and 
8.1% Y: (a, v’)Esy(zj * ( : (u’, v’) E r I\ (a, 
e concept of bisimilarity is dul;: to Park, cf. [ 161. It is also a 
is easy to see that bisimilarity is reflexive, symmetric, and transitive. 
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2.2. Bisimilarity in one transition system 
A congruence on a transition system X is defined to be an equivalence relation 
r on X such that, for every pair (x, y) E t and every transition a :x + x’ in X, there 
is some transition a : y -+ y’ in X with (x’, y’) E R 
Clearly, every congruence r on X consists of pairs (x, y) that are bisimilar. 
Conversely bisimilarity defines an equivalence relation on 
This shows that bisimilarity is the largest congruence. 
mark. In the more general conk t of nondeterministic data types, observable 
equivalence of values has been de&red as the largest congruence, cf. [ 11, p. 291 and 
[S]. Therefore, bisimilarity is a special case of observable quivalence in that sense. 
2.3. Quotient systems and obsewability 
Let r be a congruence on a transition system X The quotient system X/r is 
defined as the set X/r of the equivalence classes 
together with the transition function s’ given by 
The function s’ is well-defined. This follows from the defining condition for con- 
gruences, cf. Definition 2.2. 
The transition system X is said to be observrpble if bisimilarity is the identity 
relation on X. In the general case, if = is the bisimilarity relation on X, then the 
quotient system X/ = is observable, cf. [ 83. Therefore, X/ = is called the observable 
quotient of X 
Remark. Usually we are more interested in the observable quotient than in the 
original system. Most constructions, however, yieirl systems that need not be 
observable. 
2.4. Strict morphisms and bisimilarity 
If f : X + Y is a strict morphism of transition systems, the graph {(x, f (x)) 1 x E 
of the function f is a bisimilarity relation, which implies that x =f(x) holds for 
r hand, if r is 8 congruence relation on then the quotient function 
n by q(x) = x/r is easily seen to be a strict morphism. In particular, 
the quotient function from X to its observable quotient I = is a strict morphis 
(suggested by a referee). isimilar processes nee ot be conne@te 
hism. For example, the processes x0 and y0 i .3 are easily seen to 
be bisimilar, but there is no strict morphism between the two systems. 
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Fig. 3. 
2.5. 
Theoreu~ 2.1. Let X and Y be tmnsition systems. 
7 is observable, there is at most one strict movhism from X io Y. 
(b) rf X is observable, very strict morphism f: X + Y is an injective function 
Proof. (a): Assume that f and g are two strict morphisms from X to Y. If x E X, 
then both processes f(x) and g(x) in Y are bisimilar to process x in X, by Subsection 
2.4. Since Y is observable, it follows that f(x) =g(x). This proves that f = g. 
(b): If f (x) = f(x’), then, by Subsection 2.4, both processes x and x’ in X are 
bisimilar to process f(x). Since X is observable, it follows that x = x’. This proves 
that function f is injective. Cl 
2.6. 
2.2. Let (Xi 1 i E I} be a set of transition systems. men there is an observable 
system X with strict morphisms& : Xi + X. 
ne first forms the disjoint union 2 = ui,,Xi with the transitions inherited 
articipating transition systems Xi. One verifies that the canonical injections 
are strict morphisms. One forms the observable quotient X = Z/= with 
ient morphism q: Z+ X. The compositions A = q 0 ji are strict 
morphisms. Cl 
2.7. me class of observable transition systems 
Let us define an observable transition system X to be contained in an observable 
transition system Y if there exists a strict morphism f : X + Y. By Theorem 2.1, this 
morphism is necessarily unique, and injective. Therefore, if we identify isomorphic 
transition systems, containment defines an ordering in the class of observable 
transition systems. By Theorem 2.2, the class of observable transition systems is 
directed in a very strong sense. It may be considered as a kind of tower. 
If the alphabet of actions A has at least one element, there is no observable 
transition system that contains all others. In fact, let ,X be observable. As the 
cardinality of X is less than the cardinality of the powerset 9(A x X), there is a 
subset of A x X with s(x) # U for all processes x E X We form the transition 
system = X u {y} where y is a symbol not in X, with the transition function s 
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given by SIX = sx and s(y) = U. Since is observable and s(y) # s(x) for eve 
process x in X, the system Y is observable. It is clear that is not contained 
X This result implies that the observable transition systems form proper class in 
the sense of set theory. 
2.8. Operators on processes 
In the observable transition systems we can de ne addition of processes and 
prefixing with actions, cf. [14,3]. For simplicity we only consider thes 
operations. Merge operations will be discussed in Section 6. 
If x and x’ are processes in an observable transition system X, the sum process 
y =x+x’ is specified by s(y) = s(x) u s(L). If such a process y exists in X, then it 
is unique. It always exists in some observable transition system that contains X If 
a is an action in A, the prefied process z = ax is specified by s(z) = {(a, x)}. Again, 
if z exists, then it is unique. It always exists in some containing system. 
d. Fairness and ordinal functions 
3.0. 
In this section we investigate fairness under laboratory conditions. Recall that 
fairness means strong fairness throughout he paper. The main result is the relation 
with ordinal functions. We use the same methods as [ 131, but we characterize 
arbitrary fair paths, and not only fairly terminating ones. 
We start with concept analysis. Let P be a mechanism that contains a number of 
concurrent components Q’ with j E J. Mechanism P is said to be fair with respect 
to component Q if every execution sequence of P that enables Q infinitely many 
times also activates Q infinitely many times. In our process formalism the mechanism 
and its components disappear, and are replaced by one process x. In order to 
remember the component from which an action originates, the actions are labeled. 
In this way the alphabet A is made bigger, and it is equipped with a family of 
subsets Bj such that set Bj consists of the actions of component Q- If j if S an 
action in the intersection Bj n Bk might be a synchronous communication between 
components Q and Qk. Therefore, such intersections need not be empty. Process 
x is said to be fair if for every index j every execution path of x that enables et 
Bj infinitely many times also activates Bj infinitely many times. In Subsection 3.1 
we will give slightly more general definitions. The greater generality is needed for 
the fair morphisms of Sections 4 and 5. 
3.1. Fairness 
Let X be a transition system over alphabet A. If 
execution path (a,, xi+&, is said to be B-V-fair if 
and Vc then an 
card(i 1 ai E B} = 00 v card{ i 1 Xi E V} < 00. 
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We define the B-enabling subset X(B) of the transitio 
X(B) = (x E X I3(u, x’) E s(x): a E B). 
An execution path is said to be B-fair if it is B 
following generalization. Let T = (q)je, be a fa 
path is said to be T-fair if it is Bj-fair for every 
-fair, Usually we need the 
sets of A. An execution 
A process x E X is said to be B-V-fair, or B-fair, or ir if every execution path 
of x in X is B-V-fair, or B-fair, or T-fair, respe ly, we define transition 
system X to be B-vlfair, or B-fair, or T-fair if every execution path in X is B-V-fair, 
or B-fair, or T-fair, respectively. 
3.2. 
position 3.51. Let x E X and y E Y be bisimilar processes. Let T = (BJ)iE, be a family 
of subsets of A. ?&en process x is T-fair if and onl if process y is T-fair. 
Proof. Assume that y is T-fair Let 6 = (ai, Xi+l)ic, be an execution path of process 
x By means of induction one constructs an execution path q = (ai, yi+l)i,I of process 
y in Y such that Xi = yi for all indices i E I, This bisimilarity implies that 
Since process y is T-fair, path 7 is T-fair. Therefore, path e is T-fair. This proves 
that x is T-fair. The other implication follows by symmetry. 0 
3.3. Ordinal finctions 
Let Ord denote the class of the ordinal numbers, cf. 1191. The class Ord is not a 
set, but every element A E Ord is a set, which satisfies A = {a E Ord 1 a < h}. We use 
w E Ord to denote the first infinite ordinal, so it is equal to the set N. 
If X is a set, a function g : X + Ord is called an ordinalfinction on X. Since the 
image {g(x)]x E X} is a set, it has some least upper bound A, and the function g 
can be considered as a function g : X + A + 1 between ordinary sets. Here we use 
3.4. 
3.2. Transition system X is B-V-fair if and only if there is an ordinal function 
g OR X such that for every transition a :x -) y in X with a E B it holds that g(x) 3 g(y), 
and that g(x) > g(y) whenever x E V. 
The sufficiency is well-known, cf. [O]. In fact, let g be an ordinal function 
ed. Let 5 = (ai, xi-1 jie, be an execution path in X Assume that 
s for all indices i >j. For all indices 
ness of the ordinal numbers implies 
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that there is a number k >j with g(Xi+,) = g(Xi) for all indices i > k. Therefore, we 
have Xi & V for all indices i > k This impli at the execution path e is 
This proves that the transition system X i 
Conversely, assume that X is B-V-fair. construct hree binary relations on 
the set X. Let the relation R consist of the pairs (y, x) such that there is a transition 
a : x + y with a E A\B. Let the relation R. be the transitive closure of R. Let the 
relation RI be given by 
An ordinal function g on X satisfies the conditions of the theorem if and only if 
the following two formulas hold: 
(0) WY, Jo E &I: g(y) s g(x), 
0) WY, 4 E &: g(Y) c g(x). 
The relations & and RI are transitive. It even holds that 
Since transition system X is B-V-fair, relation RI is well-founded. In fact, suppose 
that (+)jeN is an infinite sequence with (~i+~, x ) E RI fc r all indicesj. By the definition i 
of RI, we get an infinite execution path (ai, yi+l)ieN such that Ui r6 B holds for all 
indices i and that the set of indices i with yi E Y is infinite. This contradicts fairness. 
It follows that every nonempty subset U of X has a nonempty socle 
Soc(U)={x~ UlVye U: (y,x)g R,}. 
By transfinite induction we construct for all ordinal numbers ~1 certain level subsets 
X, of X, by putting 
xi =so,(,,, xi?) 
The sets X, are all disjoint. For reasons of cardinality there is an ordinal number 
ar such that X, is empty. Let A be the smallest ordinal with X, empty. Then X is 
the disjoint union of the nonempty sets X, with cy c A. There is a unique ordinal 
function g on X with 
g(x)=a e xxx,. 
We verify that g satisfies the above conditions (0) and (1). If (y, x) E & and g(x) = a, 
then XE Xa so that the definition of the socle implies y E lJBta and hence, 
g(y) C cy. This proves dition (1). 
Assume that (y, x) E 0. Put ar =g(x). 
(z, x) E RI so that g(z) < QI by condition (l), and hence, z E UPC0 
en we have YE Soc( 
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Let an ordinal functi g as specified in Theorem 3.2 be called a patiencefinction. 
t is easy to verify that infimum of a set of patience functions is again a patience 
function. So there is a unique smallest patience function. In fact, the patience 
f;lnction constructed in the roof of Theorem 3.2 is the smallest one. 
Theorem 3.2 is closely related to [13, Theorem 11, but it does not seem to be a 
direct consequence. 
3.6. Remark 
In Theorem 3.2, large ordinals may be needed. In fact, if 0 # B # A, then one can 
construct a finitely branching B-fair transition system X such that the smallest 
patience function g on X requires all countable ordinals. 
Exampk Choose actions b E B, and c, d E A\B. By transfinite induction we form 
processes yA as follows. We use the notation of Definition 2.8. Let x be the empty 
process. Put yO=bx If A=*+l, we let yA = k+ cyP. If A is a countable limit 
ordinal, we choose; zn enumeration e: o + R and we form the processes zA,” = 
&.,+1 +Cyp(,),whefenEi3andy,=zA,o. This construction stops at the first uncount- 
able ordinal. Let X be the transition system that contains the processes constructed 
in this way. The system X is finitely branching. The set X(B) consists of the processes 
yA with A = 0 or A = p+ 1. Therefore, every execution sequence of X contains at 
most finitely many processes of X(B). This proves that X is B-fair. The smallest 
patience function g on X satisfies g(yA) = h for all countable ordinals A. The 
transition system X can be considered as a safe and B-fai implementaion of the 
program 
o 11=1+b: u:=O {atx} 
(u#bc: u:=l {atsomeyA} 
1 u#O-,d: u:=2 {at some zAn+l} . 
The result can be compared with [l] where an analogous tatement is proved for 
recursive ordinals only. 
are not needed in the following analogue of Theorem 3.2. 
is easy and may be left to the reader. 
ce @i, xi+*)iccu of a process x0 in a transition syste 
re is a function g : o + o such that for every in 
g( i + l), and that g(i) > g( i + 1) whenever xL E 
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4.0. Fair implementations 
We start with concept analysis, as in Subsection 3.0. Assume that mech 
with its components Q is to be implemented by mechanism P’. The implementation 
P’ is said to be fair with respect o coniponent Q if every execution sequence Df 
P’ such that the corresponding execution sequence of P enables Q infinitely many 
times itself activates Qj infinitely many times. This idea is captured in the concept 
of fairness of morphisms. 
4.1. Fairness of morphisms 
Let T = (Bj)jE, be a family of subsets of alphabet A, cf. Definition 3.1. A morphism 
of transition systems f: X + Y is said to be T-fair if for every execution path 
(ai, Xi+l)ie, in X the image path (ai,f(xi+l));E, in Y is T-fair. 
Remarks. (a) One verifies that every path in X with a T-fair image path in Y is 
itself T-fair. In fact, for every index i E J we have the inclusion 
{iEIJXiEX(B,)}c{tEI)f(xi)E Y(Bj)}. 
It follows that if morphism f: X + Y is T-fair, then X is T-fair. The converse 
implication is not true, cf. Example 4.2 below. 
(b) On the other hand, it is clear that if Y is T-fair, then morphism f: X + Y is 
T-fair. 
(c) It is easy to see that morphism f : X + Y is T-fair if and only if X is B&fair 
for every index Jo J, where I$ =f’( Y(Bj)). 
4.2. Example 
Let the alphabet of actions be A = {a, b}. Let Y be the transition system with set 
Y = {y} and transition function sy given by s,(y) = {(a, y), (6, y)} (see Fig. 4). 
System Y is observable with one process ~9 = ay + by. We consider fairness with 
respect o the family T = ({a}, (6)). System Y is not T-fair since action 6 is always 
enabled and there is an infinite execution path that never executes 6. Let X be the 
subsystem of Y with set X = Y and transition function sx given by sx (y) = {(a, y )). 
This subsystem is T-fair as action 6 is never enabled in 
taken in an infinite execution path in X. The injection m 
not sfair since action 6 is always enabled in Y and never taken by 
a 
Q 
x: y 
a 
Y: 
b 
Fig. 4. 
Z be the set of th 
sz(m)={(a,n)lO~mnn<m)w(( 
4.3. Ike fair 
Let a transition system Y and a family T= (Bj)jEJ be fixed. We form a family of 
T-fair morphisms pa : 2” + Y such that every T-fair morphism f: X-, Y has a 
factorization over some m ZA with A sufficiently huge. For tie moment, the 
danger of deadlock is de 
Let A be a given ordinal numbe e set 2” consists of the pairs (y, m) where 
y is a PEOC~SS in Y, and M = (mj)jE, is a vector of 0rdinaI numbers loss than A, 
indexed by elements of J. Thus 2” is the cartesian product ZA = Y x A< The set 2’ 
is made into a transition system by specifying that an element (y, m) has the transition 
set 
0, 4 = ((4 (Y’, 0 I(4 Y’) E S(Y) n Vi E J: 
aQ Bj=S(mjamjA(yE Y(Bj)amj>mj))}. 
be the projection function with &, m) = y. It is clear that PA is 
sm of transition systems. 
. (4 e morphisms pA : 2” + Y are T-fair. 
:X-, Y be a T-fair morphism. en there is an ordinal number A with a 
ism of transition systems h:X + ZA thatf=p, 0 h. 
every index jE J, 
j& We define the functia 
The conditions on the functions gj i Ey that h : X + 2’ is a morphism of 
systems. It is clear that pA * h =f: 
4.5. Remark 
The morphisms of Theorem 4.1 represent possibly deadlocI i~,g implement 
as also considered in [ 11. In our view, Theorem 4.1(b) shows that random predictive 
choices are inevitable in any operational description of fairnplss: In [4] it is claimed 
that (weak) fairness can be obtained without random predictive choices. We hav 
the impression, h ever, that the method of [4] to obtain all fair execution sequent 
is based on making unboundedly many steps at the Same time. This is more or less 
the same as predictive choice. We come back to this in the last paragraph of 
Subsection 6.3 below. 
5. Fairness and Iiveness 
5.0. Introduction 
In the transition systems 2” of Subsection 4.3 the inal vectors m are used as 
priority vectors. If z = (y, m), then the set B$ can be e ed not more than ntj times 
before it must be activated. Deadlock occurs if mj = and both sets Bj and Bk 
are enabled but not with a common action. This sho morphism pA : ZA + X 
need not be deadlock. free. 
The biggest living subsystem Zf,, cf. Definition 1.6, depends on the precise 
structure of system Y and family T. Fortunately, however, system 
sufficiently large living subsystem Z&, which can be described e
of finitely many processes, the main ideas in 
1% IT 03. 
We restrict oursel finite or countab 
at J is a subset of 
lved, and because of the 
guages with dynamic 
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5.1. Patient vector 
Henceforward we will assume that set J is a nonem 
m be called patient if it satisfies the following two conditions: 
t a vector 
The vector m corresponds to the allowance counts of [S], and the 
variables of [O]. Both [S] and [0] contain condition (a). As far as we know, condition 
(b) is new. One notes that if set J is finite, then condition (b) holds for every vector 
m In fact, if n > r+card(J), then 
}scard(J)<n-r. 
mple. The purpose of condition (b) can be exp d as follows. Consider an 
ite waiting queue of objects. Assume the obj have consecutive waiting 
numbers tarting with zero. When the first object h , it re-enters the 
queue for a second service. As all waiting numbers have been given out, it will share 
its new wditing number with some other object of the queue. After a finite number 
of steps deadlock occurs since two objects cannot wait any longer. 
MO= formally, let A = {aj lj E N} and J = WI and Bj = {Uj} where all actions Uj are 
different. Let V be the transition system with one process y such that s(y) = 
{(ai, y) ]j E N}. In 2” we consider (y, m) where the vector nr is given by mj =i for 
all j. Clearly, condition (a) is satisfied, and condition (b) is not. At (y, m) the only 
available action is e. Let the first transition be u,,: (y, m) + (y, m’) where m’ satisfies 
n$ s j - 1 for all j> 0, cf. Subsection 4.3. Assume that rnk = r. Vector m’ does not 
satisfy condition (a) with n = r+ 1. After at most r steps, a vector mA is reached 
with my =O and rn2: = 0 for certain indices j # k By Subsection 4.3, the element 
(y, m”) in 2” has no transitions o that deadlock occurs. 
is example shows that the sequence (mj) must contain g in order to avoid 
deadlock. As the waiting queue must be re-entered infinitely times, the queue 
must contain infinitely many gaps. This requirement is formalized in condition (b). 
The argument is eneralized in the next result. 
5.2. 
Assume that (y, m) in ZA has an infinite execution path in ZA. Assume 
, jE J, are pair&b:: Zk$+t and that Y( Bj) = Y for every index j E J. 
e sets 4 are pairwise disjoint, set 
t 5 = (ai, (yi+‘, mi+‘))ip, be an infinite 
g:o+J s at Ui E Cg,i, for 
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Let 11: (y, m) + (y’, ml) be a transition in ZA with a E Ck. f jEJ differs from 
then aL Bj and YE Y( ), and hence oB)j >F$. is implies that 
VtEo: {jlmi<t}c(k}U{jlm,!<Z-1). 
By indulstion, it follows that the vectors (m”) of the execution path g satisfy 
Vn, tfaic {jl et}~{g(i)~iCn}u{j~m~~t-n~m 
y specialization to the case t = n, we obtain 
(*) VnEo: (ilq<nI~WWnI 
This proves Condition 5.1(a). 
As for Condition U(b), let r~ o be given. Choose a fixed index h E L Since the 
ticrphism pA : 2” + Y is T-fair, the image path pA (g) in Y is Bh-fair. Since Y( Bh ) = Y, 
it follows that the set {i I ai E Bh) is infinite. Therefore, we can choose c E o such that 
If ai E B,,, then ai g Cj for every index j # h, and hence, g(i) = h. 
card{iIi<cAg(i)=h}>r. 
erefore, if n > c, it follows from formula (*) above that 
card{ j 1 mj < n} s card{g( i) I i < n) s n - r~ 
This proves Conditkjn Xl(b). Cl 
5.3. 
Lemma 5.2. (a) There exists a patien? vector m in A’ if and only if card(J) G A. 
(b) If m is a patient vector in h ‘, there is a patient vector n’ in a’ such that mj a rnj 
for all indices j E J. 
Proof. (a): If h is infinite, then card(J) r: o G h. If A is finite and m is a patient 
vector in A’, we have 
card(J) = card{ j I mj C A} s A. 
Conversely, assume that card(J) G A. Recall that J is a subset of N. If J is finite, 
the vector m with ?nk = k for every index kE J is patient. If J is infinite, then 
A is infinite and we use the vector m given by mk =2k This vector satisfies 
card{ j I mj < n} s f( n + 1). Therefore, vector m is patient. 
(b): Since vector m is patient we can construct an increasing function h : 0 + a~ 
such that h(0) = 0 and 
Vr,nEu: nab(r) + card{jImj<n)cn-r. 
Let I = {j I mj 2 a}. Let vector m’ in 0’ be define s that 
whenever mj<w and mJ! = h (4j) for all indices j E I. 
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As function h is increasing, it follows th 
This implies that if n 3 h(2r), then card(j) mj < n} 6 n - r. Since h(0) = 0, this proves 
that vector m’ is patient. The inequalities are obvious. 0 
5.4. 
5.3. Let m be z1 patient vector in AJ. Let I be a nonempty subset of J. nten 
there is a patient vector n’ in A’ and an index ke I such that 
(a) ifj# 5 then mj 2 rnj; 
(b) ifjE I\(k), then q> rnj. 
f. By Lemma 5.2(b), we may assume at ntj Co for all indices je J. Recall 
that J is a nonempty subset of 
v=min{m#EI}, k=min(idImi=o}, 
Since m is patient, it follows from Condition 5.1(a) that rnj a 0 for all indices j. By 
Condition Xl(b), the number w is finite. If A is finite, then w < A since v < A and 
card(J) s A. This proves that m’E AJ. The conditions (a) and (b) hold. It remains 
to prove that m’ is patient. 
ish three cases. 
ondition 5.1(a) for vector m, 
it follows that 
fvsnsw,thenanyin ex j with rnj < n satisfies j # k and mj < n.+ 1. 
< n + 1. By Condition 5.1 (a), this implies 
then any jE J satisfies 
S itio ies 
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is proves that m’ satisfies Condition 5. for Condition 5. 
given. By U(b) for vector m, with r := r+ 1, there is a CE o such that 
, For any 
Wn>c: card{jlmt<n}sn-@+I). 
n > max{ w, c}, the implication ( 
card{j)m;<n}ecard{j[ <n+I}~(n+l)-(r+ 
Therefore, vector m’ is patient. 0 
5.5. 78e patient T-fair implementation systems Zi, 
We define Zhl to be the full subsystem of ZA tinat consists of the pairs (y, m) in 
ZA such that vector m is patient. 
Theorem 5.4. If A 2 card(J), then the restriction pA :Zkt-, Y is T-fait, surjective, and 
deadlock-free. 
(b) Iff: X + Y is a TIfair morphism, there is an ordinal number h and a morphism 
:X + Z$, such that f = pA 0 h. 
Proof. (a): Since pA :ZA + Y is a T-fair morphism, it follows with Definition 4.1 
that the restriction to Zt, is T-fair. The surjectivity of the restriction follows from 
Lemma 5.2(a). 
It remains to be shown that the restriction is deadlock-free. Let z E Z$, be such 
that PA(z) is nonempty. Write z = (y, m). Then y is nonempty in Y and that m is a 
patient vector. Put I = {j E Jl y E Y(I3,)). If I is nonempty, we choose m’ and k as 
specified in Lemma 5.3. Since y E Y(&), we can choose a transition a : y + y’ in Y 
with a E I&. Then we have a transition a : (y, m) -, (y’, m’) in Z$, so that the process 
z = (y, m) is nonempty. If set I is empty, we use that the process y is nonempty 
and we choose an arbitrary transition a :y+ y’. Then we have the transition 
a : (Y, ml + (Y’, m) in zt, so that process z = (y, m) is nonempty. This proves that 
the restriction pA : Zi, + Y is deadlock free. 
(b): By Theorem 4.1, there is an ordinal number h and a morphism h’ : 
with f=pA 0 h’. Since ZA c zP whenever h C p, we may assume that h 
Lemma 5.2(a), we can choose 
A’, we define the sum vector f neo and paw, then 
n + p= pc, cf. 119, Section 8. 
the sum vector q + m is also 
efined by q+(y, m) = (y, q + m). It is 
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le. For Example 5.1 we may obtain the following i 
Let the successor of a vector m = (mk)kE 
succ(m)k = if mk IVr: x # m, -* 1) 
fi. 
Let the sequence of vectors (m’)i,m be given by m’+’ =succ(m’) where m” is given 
by my = 2j, as in the proof of Lemma 5.2(a). By induction one proves that for all 
i E IV there is precisely one inde:% k = r(i) such that ?& = 0. It follows that 2” contains 
an infinite fair execution path with transitions Or(i): (y, m’) + (y, m’+*). 
5.6. Remark 
Around 1971, Dijkstra determined a class of allocation strategies for a finite set 
of processes uch that each process has only bounded delay, cf. [S]. He used the 
scenario of Construction 4.3 above, with fixed bounds on the components mj. He 
used the word “safety” for Condition Xl(a). 
Following [ 17,0], etc., the present paper admits unbounded but finite delays. In 
[ 17, p. 4201, Plotkin proposed a generative operational semantics for a weakly fair 
merge of two processes. The patience of the delayed process was encoded in the 
operator symbols. His Theorem 1 expressed that all fair execution sequences were 
obtained. In [0, Lemma 31, this rest. -1: is generalized to finitely many processes with 
a stenario analogous to Construction 4.3. The paper [0] also contains the result for 
strong fairness. Theorem 5.4 can be viewed as an abstract version of this result, in 
the case of strong fairness with possibly infinitely many processes. Strictly speaking, 
however, these results are more akin to Theorem 5.6 below. 
5.7, 
.§. Assume card(J) s A. 
ined in the ng subsystem ZfV of Z“ with respect 
r&ion 1.6. restriction pA : 24,+ Y is surjective. 
(b) Assume that the sets Bj, j E J, are pairwise disjoint and that Y( Bj) = Yfor every 
index j E J. 7hen Zk, = Z;?,,. 
rem 5.4 and Definition 1.6. 
e that Zf,, is contained in Zt,. Let 
oose an execution ) in ZA such that the 
ition 1.6. Since 
r m is patient by Proposition 5.1. This 
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emem 5.6 Let (q, yi+I)iE(U be a Ffair execution 
In the transition system Zkt there is a process z.
tp,(zi)=ytforeuetyin6iexiEu. 
of a process y. in the system 
n execution path (ai, Zi+l)iEo, 
We first use Fact 3.3 to obtain, in the system Z”, a process z& and an e.recution 
path (ai, &+kke, such that po)( 2:) = yi for every index i E W. The iaetho 
as in the proof of Theorem 4.1(b). Then we argue as in the proof of Theorem 5.4(b). 
We choose a p ient vector qE o’, and we use the translation q+: 2” -,Zkt as 
defined in the proof of Theorem 5.4(b) to construct Zi = q+(z:). The verifications 
are easy. 0 
6. The fair commolnicating merge 
6.0. 
In this section we show that a fair communicating merge of a finite or countably 
infinite family of processes can be treated as a direct application of the theory we 
have developed. 
6.1. Reparation of the action symbols 
tit (%)jeJ be a family of processes. Each component process 3 is element of 
some transition system Xi. So we have a family of transition systems (Xj)jeJe Let 
the actions of the various components be labeled with a component identification. 
Let Bj denote the set of symbols of actions of the component Xi. So we have 
VXeXjV(ey)ES(X): aE BjI\yEXi. 
We admit synchronous communications between different components. A communi- 
cation between two components i labeled with identifications of sender and receiver. 
Therefore, we can use the same action symbol in both components. Every symbol 
in an intersection Bj n Bk with j # k stands for such a communication. If i, j, k are 
three different indices, the intersection Bi n Bj n Bk is empty (the hand-shaking 
axiom of 131). Finally, by changing A we may assume that is the union of the 
sets Bj with j E J. Now every symbol a E A belongs to at least one and at most two 
subsets Bj l
6.2. Demonic ommunicating merge 
The family of processes X= (Xj)je J can be considered as an element ofthe Cartesian 
product set W= If the set s made into a t 
becomes aprocess. give the se 
x is the demonic communicating merge 
SO d as follows: if x E 
aE such that 
VjEJ: (aEBih(a,yi)Es(xj))v(aE 
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To justify that a process xE W is the demonic ommunicati 
processes 3, we note that for any action a : x -, y in W the 
j with a E Bj. Therefore, one or two component proces 
transition. The other components xi are unaffected. Two components are involved 
if a hand-shaking communication occurs. 
This way to model the communicating merge was inspired by the weaving 
trace structures, as introduced by Van de Snepscheut in 1183. 
lementations of the communicating merge 
the transition system W of the merged families (+)jeJ, the component j is 
involved in a transition Q : x + y if and only if a E Bja Therefore, fainless of execution 
hs in system W with respect o the family T = (Bj)j,r is the same thing as (strong) 
ess with respect o the operands of the merge. 
Under the assumption that the set J is nonempty, and finite or countably infinite, 
the theory of Section 5 provides a family of T-fair, surjective, and deadlock-free 
morphisms pA : Z&, + W, indexed by ordinal numbers A 2 card(J). The T-fairness 
of pA means that the implementation provides a scheduling such that the components 
3 of process 31 will not suffer individual starvation if that can be avoided infinitely 
many times. Inside of a component, however, there is no fairness guarantee. 
The fact that pA : Zht + W is deadlock-free says that the fair implementation does 
ot introduce deadlock. It can happen of course that every component xi is waiting 
some communication that is not available. Such a kind of deadlock also occurs 
he transition system W of the demonic merges. It is not deadlock of morphisms 
our sense. For there are no morphisms of transition systems from W to the 
ponent systems Xjs 
The universality property of Theorem 5.4(b) can be understood as follows: if X 
an arbitrary fair implementation of the merge W, then there is an ordinal number 
such that X is an implementation ofZht. All observations of X can be interpreted 
observations of &. In particular, it cannot be falsified that the implementation 
makes hidden predictive choices of the maximal number of enabled states that 
given component can wait. 
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