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Abstract
The suggested operator manifold formalism enables to develop an approach to
the unification of the geometry and the field theory. The secondary quantization
and differential geometric aspects are studied. The former is equivalent to a con-
figuration space wave mechanics incorporated with geometric properties leading to
the quantization of geometry, different in principle from earlier suggested schemes.
We show that the matrix elements of operator tensors produce the Cartan’s exterior
forms, define one parameter group of operator diffeomorphisms, consider the oper-
ator differential forms and their integration, also operator exterior differentiation.
We elaborate the formalism of operator multimanifold yielding the multiworld ge-
ometry involving the spacetime continuum and internal worlds, where the subquarks
are defined implying the Confinement and Gauge principles. This formalism in Part
II is used to develop further the microscopic approach to the field theory.
1 Introduction
A number of alternative approaches have been proposed towards the unified gauge field
theory, e.g. [1-7]. Each of them has its own advantages and difficulties. The key problem
is to find out the mathematical structures enabling an insight to the concepts of particle
physics. An alternative approach is developed in our recent work on the operator manifold
formalism [8], elaborated in analogy of secondary quantization incorporated with the geo-
metric properties. In the present paper we continue to study its background including the
rigorous definition of operator manifold and infer the matrix elements of field operators
used for calculation of matrix elements of geometric objects. We generalize this formalism
via the concept of operator multimanifold- a multiworld geometry decomposed into the
spacetime continuum and internal worlds.
The operator manifold formalism has the following features: 1. It provides a natural uni-
fication of the geometry yielding Special and General Relativity principles and fermions
serving as the basis for the subquarks (Part II). 2. They emerge in the geometry only in
certain permissible combinations, which utilizes the idea of Subcolour (Subquark) Con-
finement principle, and undergo the transformations yielding the internal symmetries and
Gauge principle (subsec.3.4,3.5).
This approach still should be considered as a preliminary one and numerous issues still
remain to be solved. The only argument forcing us to consider it seriously is the fact
that some important properties of particle physics can be derived naturally within this
approach.
2 Preliminaries
This article is the continuation of [8], so we adopt its all ideas and notations, except the
change in the order of vector and covector indices to fit conventional notations used in
1
differential geometry (subsec.2.4). It is convenient to describe our approach in terms of
manifold G = G
η
⊕G
u
, (subsec.2.1) DimG = 12, Dim G
i
= 6 (i = η, u). But, one may
readily return to conventional terms of Minkowski spacetime continuum (subsec.2.1). To
be brief we often suppress the indices without notice.
In Part II and further we deal with multiworld geometry, except for the change of the
concept of quark used in [8,9] as well as in Part I, to subquark defined in the given internal
world.
2.1 Operator Vector and Covector Fields
Consider a curve λ(t) : R1 → G passing through a point p = λ(0) ∈ G with tangent
vector A|λ(t), where the G is 12 dimensional smooth differentiable manifold. The set {ζ}
are local coordinates in open neighbourhood of p ∈ U . The 12 dimensional smooth vector
field Ap = A(ζ) belongs to the section of tangent bundle Tp at the point p(ζ). The
one parameter group of diffeomorphisms At is given for the curve ζ(t) passing through
point p and ζ(0) = ζp, ζ˙(0) = Ap : dA
t
p(A) =
d
d t
∣∣∣∣∣
t=0
At (ζ(t)) = Ap(ζ). Hence, dA
t :
T(G)→ R
T(G) = ⋃
p(ζ)
Tp
. The {e(λ,µ,α) = Oλ,µ ⊗ σα} ⊂ G (λ, µ = 1, 2; α = 1, 2, 3)
is a set of linear independent 12 unit vectors at the point p, provided with the linear unit
bipseudovectors Oλ,µ and the ordinary unit vectors σα implying
< Oλ,µ, Oτ,ν >=
∗δλ,τ
∗δµ,ν < σα, σβ >= δαβ ,
∗δ = 1− δ,
where δ is Kronecker symbol, the {Oλ,µ = Oλ ⊗ Oµ} is the basis for tangent vectors of
2×2 dimensional linear pseudospace ∗R4 = ∗R2⊗ ∗R2, the σα refers to three dimensional
ordinary space R3. Henceforth we always let the first two subscripts in the parentheses
to denote the pseudovector components, while the third refers to the ordinary vector
components. The metric on G is gˆ : Tp ⊗ Tp → C∞(G) a section of conjugate vector
bundle S2T. Any vector Ap ∈ Tp reads A = eA, provided with components A in the
basis {e}. In holonomic coordinate basis (∂/∂ ζ)p one gets A =
d ζ
d t
∣∣∣∣∣
p
and gˆ = gdζ ⊗ dζ .
The manifold G is decomposed as follows:
G = ∗R2 ⊗ ∗R2 ⊗R3 = G
η
⊕G
u
=
2∑
λ,µ=1
⊕R3λµ = R
x
3 ⊕R
x0
3 ⊕R
u
3 ⊕R
u0
3
with corresponding basis vectors e
i (λα)
= O
i λ
⊗ σα ⊂ G
i
(λ = ±, i = η, u) of tangent
sections, where
O
i +
=
1√
2
(O1,1 + εiO2,1), O
i −
=
1√
2
(O1,2 + εiO2,2), εη = 1, εu = −1.
Then < O
i λ
, O
j τ
>= εiδij
∗δλτ . The G
η
is decomposed into three dimensional ordinary and
time flat spaces G
η
= R
x
3⊕R
x0
3 with signatures sgn(R
x
3) = (+++) and sgn(R
x0
3) = (−−−)
(the same holds for G
u
). The positive metric forms are defined on manifolds G
i
: η2 ∈
2
G
η
, u2 ∈ G
u
. The passage to Minkowski space is a further step as follows: Since all
directions in R
x0
3 are equivalent, then by notion time one implies the projection of time-
coordinate on fixed arbitrary universal direction in R
x0
3. By the reduction R
x0
3 → R
x0
1 the
passage G
η
→ M4 = R
x
3 ⊕ R
x0
1 may be performed whenever it will be needed. For more
discussion of properties of G we refer to [10,11].
Unifying the geometry and particles into one framework the operator manifold formalism
is analogeous to the method of secondary quantization with appropriate expansion over
the geometric objects. For the secondary quantization of geometry, first we substitute
the basis elements by the creation and annihilation operators acting in the configuration
space of occupation numbers. Instead of pseudo vectors Oλ we introduce the operators
supplied by additional index (r) referring to the quantum numbers of corresponding state
Oˆr1 = O
r
1α1, Oˆ
r
2 = O
r
2α2, Oˆ
λ
r =
∗δλµOˆrµ = (Oˆ
r
λ)
+
,
{Oˆrλ, Oˆr′τ } = δrr′∗δλτI2, < Orλ, Or′τ >= δrr′∗δλτ , I2 =
(
1 0
0 1
)
.
(2.1.1)
The matrices αλ satisfy the condition {αλ, ατ} = ∗δλτI2, where αλ = ∗δλµαµ = (αλ)+, For
example α1 =
(
0 1
0 0
)
, α2 =
(
0 0
1 0
)
. Creation operator Oˆr1 generates one occupied
state | 1 >(0)≡| 0, . . . , 1, . . . > and the basis vector Or1 with the quantum number r
through acting on nonoccupied vacuum state | 0 >≡| 0, 0, . . . >: Oˆr1 | 0 >= Or1 | 1 > .
Accordingly, the action of annihilation operator Oˆr2 on one occupied state yields the
vacuum state and the basis vector Or2: Oˆ
r
2 | 1 >= Or2 | 0 > . So Oˆr1 | 1 >= 0,
Oˆr2 | 0 >=0. For instance, a matrix realization of the states is | 0 >≡ χ1 =
(
0
1
)
,
| 1 >≡ χ2 =
(
1
0
)
. The vacuum state reads χ0 ≡| 0 >=
N∏
r=1
(χ1)r. The one occupied
state is χr′ ≡| 1 >= (χ2)r′
∏
r 6=r′
(χ1)r. Instead of ordinary basis vectors we introduce the
operators σˆrα ≡ δαβγσrβ σ˜γ, where σ˜γ are Pauli’s matrices, and
< σrα, σ
r′
β >= δrr′δαβ, σˆ
α
r = δ
αβ σˆrβ = (σˆ
r
α)
+ = σˆrα, {σˆrα, σˆr
′
β } = 2δrr′δαβI2. (2.1.2)
A matrix realization of the vacuum state | 0 >≡ ϕ1(α) and one occupied state | 1(α) >≡
ϕ2(α) is as follows: ϕ1(α) ≡ χ1, ϕ2(1) =
(
1
0
)
, ϕ2(2) =
(−i
0
)
, ϕ2(3) =
(
0
−1
)
. Then
σˆrαϕ1(α) = σ
r
αϕ2(α) = (σ
r
ασ˜α)ϕ1(α), σˆ
r
αϕ2(α) = σ
r
αϕ1(α) = (σ
r
ασ˜α)ϕ2(α).
Hence, the single eigenvalue (σrασ˜α) associates with different ϕλ(α), namely it is degen-
erated with degeneracy degree equal 2. So, among quantum numbers r there is also
the quantum number of the half integer spin ~σ (σ3 =
1
2
s, s = ±1). As it will be
seen, this consequently gives rise to the spins of particles. One occupied state reads
ϕr′(α) = (ϕ2(α))r′
∏
r 6=r′
(χ1)r. Next we introduce the operator
γˆr(λ,µ,α) ≡ Oˆr1λ ⊗ Oˆr2µ ⊗ σˆr3α
3
and the state vector
χλ,µ,τ(α) ≡| λ, µ, τ(α) >= χλ ⊗ χµ ⊗ ϕτ(α),
where λ, µ, τ, ν = 1, 2; α, β = 1, 2, 3 and r ≡ (r1, r2, r3). Omitting two valuedness of
state vector we apply | λ, τ, δ(β) >≡| λ, τ >, and remember that always the summation
must be extended over the double degeneracy of the spin states (s = ±1). One infers the
explicit form of corresponding matrix elements
< λ, µ | γˆr(τ,ν,α) | τ, ν >= ∗δλτ ∗δµνer(τ,ν,α), < τ, ν | γˆ(τ,ν,α)r | λ, µ >= ∗δλτ ∗δµνe(τ,ν,α)r .
(2.1.3)
for given λ, µ. The operators of occupation numbers are
Nˆ
1
rr′
αβ
= γˆr(1,1,α)γˆ
r′
(2,2,β), Nˆ2
rr′
αβ
= γˆr(2,1,α)γˆ
r′
(1,2,β), (2.1.4)
with the expectation values implying Pauli’s exclusion principle
< 2, 2 | Nˆ
1
rr′
αβ
| 2, 2 >= δrr′δαβ, < 1, 2 | Nˆ
2
rr′
αβ
| 1, 2 >= δrr′δαβ,
< 1, 1 | Nˆ
1
rr′
αβ
| 1, 1 >= 0, < 2, 1 | Nˆ
2
rr′
αβ
| 2, 1 >= 0.
(2.1.5)
The set of operators {γˆr} is the basis for tangent operator vectors Φˆ(ζ) = γˆrΦr(ζ) of
the 12 dimensional flat operator manifold Gˆ, where we introduce the vector function
belonging to the ordinary class of functions of C∞ smoothness defined on the manifold
G: Φ(λ,µ,α)r (ζ) = ζ
(λ,µ,α)Φλ,µr (ζ), ζ ∈ G. But a set of operators {γˆr} is a dual basis for
operator covectors
¯ˆ
Φ(ζ) = γˆrΦ
r(ζ), where Φr = Φ¯r (charge conjugated). One gets
< λ, µ | Φˆ(ζ) ¯ˆΦ(ζ) | λ, µ >= ∗δλτ ∗δµνΦ(τ,ν,α)r (ζ)Φr(τ,ν,α)(ζ), (2.1.6)
for given λ, µ. Considering the state vectors
χ0(ν1, ν2, ν3, ν4) =| 1, 1 >ν1 · | 1, 2 >ν2 · | 2, 1 >ν3 · | 2, 2 >ν4,
νi =
{
1 if ν = νi for some i,
0 otherwise,
| χ−(1) >= χ0(1, 0, 0, 0), | χ+(1) >= χ0(0, 0, 0, 1), < χ±(λ) | χ±(µ) >= δλµ,
| χ−(2) >= χ0(0, 0, 1, 0), | χ+(2) >= χ0(0, 1, 0, 0), < χ±(λ) | χ∓(µ) >= 0,
(2.1.7)
provided < χ± | A | χ± >≡
∑
λ
< χ±(λ) | A | χ±(λ) >, we get the matrix elements
< χ+ | Φˆ(ζ) ¯ˆΦ(ζ) | χ+ >≡ Φ2+(ζ) = Φ(λ,1,α)r (ζ)Φr(λ,1,α)(ζ),
< χ− | Φˆ(ζ) ¯ˆΦ(ζ) | χ− >≡ Φ2−(ζ) = Φ(λ,2,α)r (ζ)Φr(λ,2,α)(ζ).
(2.1.8)
The basis {γˆr} is decomposed into {γˆ
i
r} (λ = ±; α = 1, 2, 3; i = η, u) : γˆ
i
r
(+α)
=
1√
2
(γr(1,1α)+εiγ
r
(2,1α)), γˆ
i
r
(−α)
=
1√
2
(γr(1,2α)+εiγ
r
(2,2α)). The expansions of operator vectors
4
Ψˆ
i
∈ Gˆ
i
and operator covectors
¯ˆ
Ψ
i
are written Ψˆ
i
= γˆ
i
r
Ψ
i r
,
¯ˆ
Ψ
i
= γˆ
i r
Ψ
i
r, where the vector
functions of C∞ smoothness are defined on the manifolds G
i
:
Ψ
η
(±α)
r
(η, pη) = η
(±α)
Ψ
η
±
r
(η, pη), Ψ
u
(±α)
r
(u, pu) = u
(±α)
Ψ
u
±
r
(u, pu). (2.1.9)
It is assumed that the probability of finding the vector function in the state r with given
sixvector of coordinate (η or u) and momentum (pη or pu) is determined by the square
of its state wave function Ψ
η
±
r
(η, pη), or Ψ
u
±
r
(u, pu). Due to the spin states, the Ψ
i
±
r
is the
Fermi field of the positive and negative frequencies Ψ
i
±
r
= Ψ
i
r
±p
.
2.2 Realization of the Flat Manifold G
The bispinor Ψ(ζ) defined on manifold G = G
η
⊕G
u
is written Ψ(ζ) = Ψ
η
(η) Ψ
u
(u), where the
Ψ
i
is a bispinor defined on the manifold G
i
. The free state of i-type fermion with definite
values of momentum pi and spin projection s is described by means of plane waves,
(h¯ = 1, c = 1)[8]: Ψ
η pη
(η) =
(
m
Eη
)1/2
U
η
(pη, s)e
−ipηη, etc where Ei ≡ p
i 0
=| ~p
i 0
|, p
i 0α
=
1√
2
(p
i (+α)
+ p
i (−α)
), ~p
i
=
1√
2
(~p
i+
− ~p
i−
), p2η = E
2
η − ~p2η = p2u = E2u − ~p2u = m2. We
consider also the solutions of negative frequencies. For the spinors the useful relations of
orthogonality and completeness hold. We make use of localized wave packets constructed
by means of superposition of plane wave solutions furnished by creation and annihilation
operators in agreement with Pauli’s principle
Ψˆ
i
=
∑
±s
∫
d3pi
(2π)3/2
(
γˆ
i (+α)
Ψ
i
(+α) + γˆ
i (−α)
Ψ
i
(−α)
)
,
etc, where the summation is extended over all dummy indices. The matrix element of the
anticommutator of expansion coefficients reads
< χ− | {γˆ
i
(+α)(pi, s), γˆ
j (+β)
(p′j, s
′)} | χ− >= εiδijδss′δαβδ(3)(~pi − ~p′i). (2.2.1)
We also consider wave packets of operator vector fields Φˆ(ζ). In this manner we get the
important relation∑
λ=±
< χλ | Φˆ(ζ) ¯ˆΦ(ζ) | χλ >=
∑
λ=±
< χλ | ¯ˆΦ(ζ)Φˆ(ζ) | χλ >=
= −i lim
ζ→ζ′
(ζζ ′)G
ζ
(ζ − ζ ′) = −i
[
lim
η→η′
(ηη′)G
η
(η − η′)− lim
u→u′
(uu′)G
u
(u− u′)
]
,
(2.2.2)
where the Green’s function G
i
(i − i′) = −(i ∂ˆ
i
+m)∆
i
(i − i′) is used, provided with the
invariant singular functions ∆
i
(i − i′) (i = η, u). Realization of the manifold G is due
to the constraint imposed upon the matrix element eq.(2.2.2) which is, as a geometric
object, required to be finite∑
λ=±
< χλ | Φˆ(ζ) ¯ˆΦ(ζ) | χλ >= ζ2G
ζ F
(0) <∞. (2.2.3)
5
Thereto [8] (see eq.(3.1.3))
G
ζ F
(0) = G
η F
(0) = G
u F
(0) =
= lim
u→u′
−i∑
~pu
Ψ
u pu
(u)Ψ¯
u pu
(u′)θ(u0 − u′0) + i
∑
~pu
Ψ¯
u −pu
(u′)Ψ
u −pu
(u)θ(u′0 − u0)
 . (2.2.4)
The G
ζ F
, G
η F
and G
u F
are causal Green’s functions characterized by the boundary condition
that only positive frequency occur for η0 > 0 (u0 > 0), only negative for η0 < 0 (u0 <
0). Here η0 =| ~η0 |, η0α = 1√
2
(η(+α) + η(−α)) and the same holds for u0. Then, satisfying
the condition eq.(2.2.3) a length of each vector ζ = eζ ∈ G (see eq.(2.2.2)) compulsory
should be equaled zero
ζ2 = η2 − u2 = 0. (2.2.5)
Thus the requirement eq.(2.2.3) provided by eq.(2.2.4) yields the realization of the flat
manifold G, which subsequently leads to Minkowski flat space M4 (subsec.2.1), where
according to eq.(2.2.5) the Relativity principle holds
d η2
∣∣∣
6→4
≡ d s2 = d u2 = inv.
2.3 Mathematical Background: Field Aspect
The quantum field theory of operator manifold is equivalent to configuration space wave
mechanics employing the antisymmetric state functions incorporated with geometric prop-
erties of corresponding objects [12]. In this subsection we reach to rigorous definition of
concept of operator manifold Gˆ, construct the explicit forms of wave state functions and
calculate the matrix elements of field operators.
Suppose that the i-th fermion is found in the state ri with the vector function Φ
(λi,µi,αi)
ri
=
ζ (λi,µi,αi)ri Φ
λi,µi
ri
(ζri) (eq.(2.1.6)) and
ζ
r
λi,µi
i
=
3∑
αi=1
eri(λi,µi,αi)ζ
(λi,µi,αi)
ri
, ζri =
2∑
λi,µi=1
ζ
r
λi,µi
i
∈ U˜ri,
the U˜ri is the open neighbourhood of the point ζri; the ri implies a set (r11i , r12i , r21i , r22i ).
Let the H(1) is a Hilbert space used for quantum mechanical description of one particle,
namely H(1) is a finite or infinite dimensional complex space provided with scalar product
(Φ,Ψ), which is linear with respect to Ψ and antilinear to Φ. The H(1) is complete in
norm |Φ| = (Φ,Φ)1/2, i.e. each fundamental sequence {Φn} of vectors of H(1) is converged
by norm on H(1). One particle state function is written Φ(1)ri =
2∏
λi,µi=1
Φ
(1)
r
λi,µi
i
∈ H(1)ri , where
H(1)ri =
2∏
λi,µi=1
⊗H(1)
r
λi,µi
i
. Define
Φ˜(1) = ζiΦ
(1)
ri
∈ G˜(1)ri = U˜ (1)ri ⊗H(1)ri . (2.3.1)
For description of n particle system we introduce Hilbert space
H¯(n)(r1,...,rn) = H(1)r1 ⊗ · · · ⊗ H(1)rn (2.3.2)
6
by considering all sequences
Φ
(n)
(r1,...,rn)
= {Φ(1)r1 , . . . ,Φ(1)rn } = Φ(1)r1 ⊗ · · · ⊗ Φ(1)rn , (2.3.3)
where Φ(1)ri ∈ H(1)ri provided, as usual, with the scalar product
(Φ
(n)
(r1,...,rn)
,Ψ
(n)
(r1,...,rn)
) =
n∏
i=1
(Φ(1)ri ,Ψ
(1)
ri
). (2.3.4)
We consider the space H(n)(r1,...,rn) of all limited linear combinations of eq.(2.3.2) and con-
tinue by linearity the scalar product eq.(2.3.4) onH(n)(r1,...,rn). The wave function Φ
(n)
(r1,...,rn)
∈
H(n)(r1,...,rn) must be antisymmetrized over its arguments. We distinguish the antisymmetric
part AH¯(n) of Hilbert space H¯(n) by considering the functions
AΦ
(n)
(r1,...,rn)
=
1√
n!
∑
σ∈S(n)
sgn(σ)Φ
(n)
σ(r1,...,rn)
. (2.3.5)
The summation is extended over all permutations of indices (rλµ1 , . . . , r
λµ
n ) of the integers
1, 2, . . . , n, where the antisymmetrical eigenfunctions are sums of the same terms with
alternating signs in dependence of a parity sgn(σ) of transposition. One continues the
reflection Φ(n) → AΦ(n) by linearity on H(n), which is limited and enables the expansion
by linearity on AH¯(n). The region of values of this reflection is a AH¯(n), namely an
antisymmetrized tensor product of n identical samples of H(1). We introduce
AΦ˜
(n)
(r1,...,rn)
=
1√
n!
∑
σ∈S(n)
sgn(σ)Φ˜
(n)
σ(r1,...,rn)
=
=
1√
n!
∑
σ∈S(n)
sgn(σ)Φ˜(1)r1 ⊗ · · · ⊗ Φ˜(1)rn ∈ AG˜(n)(r1,...,rn) = U˜
(n)
(r1,...,rn)
⊗ AHˆ(n)(r1,...,rn).
(2.3.6)
and consider a set AF˜ of all sequences AΦ˜ = {AΦ˜(0), AΦ˜(1) . . . , AΦ˜(n) . . .}, with a finite
number of nonzero elements. Therewith, the set AF AΦ = {AΦ(0), AΦ(1) . . . , AΦ(n) . . .} is
provided with the structure of Hilbert subspace employing the composition rules
A(λΦ+ µΨ)(n) = λAΦ(n) + µAΨ(n), ∀λ, µ ∈ C,
(AΦ, AΨ) =
∞∑
n=0
(AΦ(n), AΨ(n)).
(2.3.7)
The wave manifold G stems from the AF˜ is due to the expansion by metric induced as a
scalar product on AF
G =
∞∑
n=0
G(n) =
∞∑
n=0
(
U˜ (n) ⊗ AH¯(n)
)
. (2.3.8)
The creation γˆr and annihilation γˆ
r operators for each H(1) can be defined as follows: one
must modify the basis operators in order to provide an anticommutation in both the same
and different states
γˆr(λ,µ,α) → γˆr(λ,µ,α)ηλµr , (ηλµr )
+
= ηλµr , (2.3.9)
for given λ, µ, α, where ηr is a diagonal operator in the space of occupation numbers, while,
at ri < rj one gets γˆ
riηrj = −ηrj γˆri , γˆrjηri = ηri γˆrj . The operators of corresponding
7
occupation numbers (for given λ, µ, α) are Nˆr = γˆ
rγˆr. Since the diagonal operators
(1− 2Nˆr) anticommute with the γˆr, then ηri =
∏ri−1
r=1 (1− 2Nˆr), where
η11ri Φ(n1, . . . , nN ; 0; 0; 0) =
ri−1∏
r=1
(−1)nrΦ(n1, . . . , nN ; 0; 0; 0), (2.3.10)
etc. Here the occupation numbers nr(mr, qr, tr) are introduced, which refer to the r-th
states corresponding to operators γˆr(1,1,α), etc either empty (nr, . . . , tr = 0) or occupied
(nr, . . . , tr = 1). To save writing we abbreviate the modified operators by the same
symbols. For example, acting on free state | 0 >ri the creation operator γˆri yields the
one occupied state | 1 >ri with the phase + or − depending of parity of the number
of quanta in the states r < ri. Modified operators satisfy the same anticommutation
relations of the basis operators (subsec.2.1). It is convenient to make use of notation
γˆ(λ,µ,α)r ≡ e(λ,µ,α)r bˆλµ(rα),, and abbreviate the pair of indices (rα) by the single symbol r.
Then for each Φ ∈ AH(n) and any vector f ∈ H(1) the operators bˆ(f) and bˆ∗(f) imply
bˆ(f)Φ =
1√
(n− 1)!
∑
σ∈S(n)
sgn(σ)
(
f Φ
(1)
σ(1)
)
Φ
(1)
σ(2) ⊗ · · · ⊗ Φ(1)σ(n),
bˆ∗(f)Φ =
1√
(n + 1)!
∑
σ∈S(n+1)
sgn(σ)Φ
(1)
σ(0) ⊗ Φ(1)σ(1) ⊗ · · · ⊗ Φ(1)σ(n),
(2.3.11)
where Φ
(1)
(0) ≡ f . One continues the bˆ(f) and bˆ∗(f) by linearity to linear reflections,
which are denoted by the same symbols acting respectively from AH(n) into AH(n−1) or
AH(n+1). They are limited over the values √n|f | and
√
(n+ 1)|f | and can be expanded
by continuation up to the reflections acting from AH¯(n) into AH¯(n−1) or AH¯(n+1). Finally,
they must be continued by linearity up to the linear operators acting from AF into AF
defined on the same closed region in AH¯(n), namely in AF , which is invariant with respect
to reflections bˆ(f) and bˆ∗(f). Hence, at fi, gi ∈ H(1) (i = 1, . . . , n; j = 1, . . . , m) all
polynomials over {bˆ∗(fi)} and {bˆ(gj)} are completely defined on AF . While, for given
λ, µ, one has
< λ, µ | {bˆλµr (f), bˆr′λµ(g)} | λ, µ >= δr′r . (2.3.12)
The mean values < ϕ; bˆλµr (f)bˆ
r
λµ(f) > calculated at fixed λ, µ for any element Φ ∈ AF
equal to mean values of the symmetric operator of occupation number in terms of Nˆ r =
bˆr(f)bˆ
r(f), with a wave function f in the state described by Φ. Here, as usual, it is denoted
< ϕ;AΦ >= Tr PϕA = (Φ, AΦ) for each vector Φ ∈ H with |Φ| = 1, while the Pϕ is
projecting operator onto one dimensional space {λΦ |λ ∈ C} generated by Φ. Therewith,
the probability of transition ϕ→ ψ is given Pr{ϕ |ψ} = |(ψ, ϕ)|2. The linear operator A
is defined on the elements of linear manifold D(A) of H taking the values in H. The D(A)
is an everywhere closed region of definition of A, namely the closure of D(A) by the norm
given in H coincides with H. Meanwhile, the D(A) is included in D(A∗) and A coincides
with the reduction of A∗ on D(A), because the D(A) is a symmetric operator and the
linear operator A∗ is maximal conjugated to A. That is, any operator A′ conjugated to
A - (Ψ, A′Φ) = (A′Ψ,Φ) at all Φ ∈ D(A) and Ψ ∈ D(A′) coincides with the reduction of
A∗ on some linear manifold D(A′) included in D(A∗). Thus, the operator A∗∗ is closed
symmetric expansion of operator A, namely it is a closure of A. Self conjugated operator A
(the closure of which is self conjugated too) allows only one self conjugated expansion A∗∗.
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Thus, self conjugated closure Nˆ of operator
∞∑
i=1
bˆ∗(fi)bˆ(fi), where {fi | i = 1, . . . , n} is an
arbitrary orthogonal basis on H(1), is regarded as the operator of occupation number. For
the vector χ0 ∈ AF and χ0(n) = δ0n one gets < χ0(n), Nˆ(f) >= 0 for all f ∈ H(1). So, the
χ0 is a vector of vacuum state: bˆ(f)χ0 = 0 for all f ∈ H(1). If f = {fi | i = 1, 2, . . .} is an
arbitrary orthogonal basis on H(1), then due to irreducibility of operators bˆ∗(fi) | fi ∈ f ,
the AH includes the 0 and whole space AH as invariant subspaces with respect to all bˆ∗(f).
To define the 12 dimensional operator manifold Gˆ we consider a set Fˆ of all sequences
Φˆ = {Φˆ(0), Φˆ(1), . . . , Φˆ(n), . . .} with a finite number of nonzero elements provided
Φˆ
(n)
(r1,...,rn)
= Φˆ(1)r1 ⊗ · · · ⊗ Φˆ(1)rn ∈ Gˆ(n), Φˆ(1)ri = ζˆriΦ(1)ri ∈ Gˆ
(1)
i = Uˆ (1)i ⊗H(1)i ,
ζˆri ≡
3∑
αi=1
γˆri(λi,µi,αi)ζ
(λi,µi,αi)
ri
∈ Uˆ (1)ri , Gˆ(n) = Uˆ (n) ⊗ H¯(n), Uˆ (n)(r1,...,rn) = Uˆ (1)r1 ,⊗ · · · ⊗ Uˆ (1)rn .
(2.3.13)
Then on the analogy of eq.(2.3.8) the operator manifold Gˆ ensues
Gˆ =
∞∑
n=0
Gˆ(n) =
∞∑
n=0
(
Uˆ (n) ⊗ H¯(n)
)
. (2.3.14)
To define the secondary quantized form of one particle observable A on H, following [13]
let consider a set of identical samples Hˆi of one particle space H(1) and operators Ai
acting in them. To each closed linear operator A(1) in H(1) with everywhere closed region
of definition D(A(1)) following operators are corresponded:
A
(n)
1 = A
(1) ⊗ I ⊗ · · · ⊗ I,
. . . . . . . . . . . . . . . . . . . . . . . .
A(n)n = I ⊗ I ⊗ · · · ⊗ A(1).
(2.3.15)
Their sum
n∑
j=1
A
(n)
j is given on the intersection of regions of definition of operator terms
including a linear manifold D(A(1))⊗ · · · ⊗D(A(n)) being closed in Hˆ(n). While, the A(n)
is a minimal closed expansion of this sum with D(A(n)). One considers a linear manifold
D(Ω(A)) in H =
∞∑
n=0
Hˆ(n) defined as a set of all vectors Ψ ∈ H such as Ψ(n) ∈ D(A(n)) and
∞∑
n=0
∣∣∣A(n)Ψ(n)∣∣∣2 <∞ . The manifold D(Ω(A)) is closed in H. On this manifold one defines
a closed linear operator Ω(A) acting as Ω(A)(n) = A(n)Ψ(n), namely Ω(A)Φ =
∞∑
n=0
A(n)Ψ(n),
while the Ω(A) is self conjugated operator with everywhere closed region of definition. We
suppose that the vector Φ(n) ∈ H(n) is in the form eq.(2.3.3), where Φi ∈ D(A). Then
< ϕ(n);A(n) >=
n∑
i=1
< ϕi;A >, which enables the expansion by continuing onto D(A).
Thus A(n) is the n particle observable corresponding to one particle observable A. So
< ϕ; Ω(A) >=
∞∑
n=0
< ϕ(n);A(n) > for any Φi ∈ D (Ω(A)). While, the Ω(A) reflects
AD = D (Ω(A)) ⌢ AH into AH. The reduction of Ω(A) on AH is self conjugated in the
region AD, because of the fact that AH is a closed subspace of H. Hence, the Ω(A) is a
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secondary quantized form of one particle observable A on H.
The vacuum state reads eq.(2.1.7) with the normalization requirement
< χ0(ν ′1, ν
′
2, ν
′
3, ν
′
4) | χ0(ν1, ν2, ν3, ν4) >=
4∏
i=1
δνiν′i. (2.3.16)
The state vectors
χ({nr}N1 ; {mr}M1 ; {qr}Q1 ; {tr}T1 ; {νr}41) = (bˆ11N )
nN · · · (bˆ111 )
n1 ·
·(bˆ12M)
mM · · · (bˆ121 )
m1 · (bˆ21Q )
qQ · · · (bˆ211 )
q1 · ·(bˆ22T )
tT · · · (bˆ221 )
t1
χ0(ν1, ν2, ν3, ν4),
(2.3.17)
where {nr}N1 = n1, . . . , nN , etc are the eigenfunctions of modified operators. They form
a whole set of orthogonal vectors
< χ, χ′ >=
N∏
r=1
δnrn′r ·
M∏
r=1
δmrm′r ·
Q∏
r=1
δqrq′r ·
T∏
r=1
δtrt′r ·
4∏
r=1
δνrν′r . (2.3.18)
Considering an arbitrary superposition
χ =
1∑
a={nr}
N
1
,{mr}
M
1
,{qr}
Q
1
,{tr}
T
1
=0
c′(a)χ(a), (2.3.19)
the coefficients c′ of expansion are the corresponding amplitudes of probabilities. Taking
into account eq.(2.3.12), the nonvanishing matrix elements of operators bˆ11rk and bˆ
rk
11 read
< χ({n′r}N1 ; 0; 0; 0; 1, 0, 0, 0) | bˆ11rkχ({nr}N1 ; 0; 0; 0; 1, 0, 0, 0) >=
=< 1, 1 | bˆr′111 · · · bˆr
′
n
11 · bˆ11rk · bˆ11rn · · · bˆ11r1 | 1, 1 >=
=
{
(−1)n′−k′ if nr = n′r for r 6= rk and nrk = 0;n′rk = 1,
0 otherwise,
< χ({n′r}N1 ; 0; 0; 0; 1, 0, 0, 0) | bˆrk11χ({nr}N1 ; 0; 0; 0; 1, 0, 0, 0) >=
=< 1, 1 | bˆr′111 · · · bˆr
′
n
11 · bˆrk11 · bˆ11rn · · · bˆ11r1 | 1, 1 >=
=
{
(−1)n−k if nr = n′r for r 6= rk and n′rk = 0;nrk = 1,
0 otherwise,
(2.3.20)
where one denotes n =
N∑
r=1
nr, n
′ =
N∑
r=1
n′r, the rk and r
′
k are k-th and k
′-th terms of
regulated sets of {r1, . . . , rn} (r1 < r2 < · · · < rn) and {r′1, . . . , r′n} (r′1 < r′2 < · · · <
r′n), respectively. Continuing along this line we get a whole set of explicit forms of matrix
elements of the rest of operators bˆrk and bˆ
rk . Thus
1∑
{νr}=0
< χ0 | Φˆ(ζ) | χ >=
N∑
r=1
c′nre
nr
(1,1,α)Φ
(1,1,α)
nr + · · · , (2.3.21)
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provided
c′nr ≡ δ1nrc′(0, . . . , nr, . . . , 0; 0; 0; 0), · · · (2.3.22)
Hereinafter we change the notation
c¯(r11) = c′nr , c¯(r
21) = c′qr , N11 = N, N21 = Q,
c¯(r12) = c′mr , c¯(r
22) = c′tr , N12 = M, N22 = T,
(2.3.23)
and make use of
Frλµ =
∑
α
er
λµ
(λ,µ,α)Φ
(λ,µ,α)
rλµ ,
1∑
{νr}=0
< χ0 | Aˆ | χ >≡< χ0 ‖ Aˆ ‖ χ >, (2.3.24)
The matrix elements of operator vector and covector fields take the forms
< χ0 ‖ Φˆ(ζ) ‖ χ >=
2∑
λµ=1
Nλµ∑
rλµ=1
c¯(rλµ)Frλµ(ζ),
< χ ‖ ¯ˆΦ(ζ) ‖ χ0 >=
2∑
λµ=1
Nλµ∑
rλµ=1
c¯∗(rλµ)F r
λµ
(ζ).
(2.3.25)
In the following we shall use:

2∑
λµ

n
1
≡
2∑
λ1µ1
. . .
2∑
λnµn
, rλµi ≡ rλiµi and c¯(r111 , . . . , r11n ) =
c′(n1, . . . , nN ; 0; 0; 0), etc. The anticommutation relations ensue
< χ− | {bˆ
i
+
r
, bˆ
i
r′
+
} | χ− >=< χ+ | {bˆ
i
−
r
, bˆ
i
r′
−
} | χ+ >= δr′r , (2.3.26)
provided γˆ
i
(λα)
r
= eˆ
i
(λα)
r
bˆ
i
λ
(rα)
, (rα)→ r. The state functions
χ = (bˆ
η
+
N
)
nN · · · (bˆ
η
+
1
)
n1 · (bˆ
η
−
M
)
mM · · · (bˆ
η
−
1
)
m1 · (bˆ
u
+
Q
)
qQ · · · (bˆ
u
+
1
)
q1 · (bˆ
u
−
T
)
tT · · · (bˆ
u
−
1
)
t1 · χ−(λ)χ+(µ),
(2.3.27)
form a whole set of orthogonal eigenfunctions of corresponding operators of occupation
numbers Nˆ
i
λ
r
= bˆ
i
λ
r
bˆ
i
r
λ
with the expectation values 0,1.
2.4 Differential Geometric Aspect
The set of operators {γˆr} is the basis for all operator vectors of tangent section TˆΦp
of principle bundle with the base Gˆ at the point Φp = Φ(ζ(t))|t=0 ∈ Gˆ. The smooth
field of tangent operator vector Aˆ(Φ(ζ)) is a class of equivalency of the curves f(Φ(ζ)),
f(Φ(ζ(0))) = Φp. While, the operator differential dˆ A
t
p of the flux A
t
p : Gˆ → Gˆ at the
point Φp with the velocity fields Aˆ(Φ(ζ)) is defined by one parameter group of operator
diffeomorphisms given for the curve Φ(ζ(t)) : R1 → Gˆ, provided Φ(ζ(0)) = Φp and̂˙
Φ(ζ(0)) = Aˆp
dˆ Atp(A) =
dˆ
d t
∣∣∣∣∣
t=0
At(Φ(ζ(t))) = Aˆ(Φ(ζ)) = γˆrAp, (2.4.1)
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where the {Ap} are the components of Aˆ in the basis {γˆr}. According to eq.(2.4.1), in
holonomic coordinate basis γˆr →
(
∂ˆ / ∂Φr(ζ(t))
)
p
one gets Ap =
∂Φr
∂ζr
d ζr
d t
∣∣∣∣∣
p
.
The operator tensor Tˆ of ̂(n, 0)-type at the point Φp is a linear function of the space
Tˆn0 = TˆΦp ⊗ · · · ⊗ TˆΦp︸ ︷︷ ︸
n
, where ⊗ stands for tensor product. It enables a correspondence
between the element (Aˆ1, . . . , Aˆn) of Tˆ
n
0 and the number T (Aˆ1, . . . , Aˆn), provided by
linearity. An explicit form of matrix element of operator tensor reads
1√
n!
< χ0 ‖ Φˆ(ζ1)⊗ · · · ⊗ Φˆ(ζn) ‖ χ >=
=

2∑
λµ=1

n
1
Nλµ∑
rλµ
1
,...,rλµn =1
c¯(rλµ1 , . . . , r
λµ
n )Frλµ
1
(ζ1) ∧ · · · ∧ Frλµn (ζn),
(2.4.2)
where ∧ stands for exterior product. So, constructing matrix elements of operator tensors
of Gˆ one produces the Cartan’s exterior forms on wave manifold G. Whence, the matrix
elements of symmetric operator tensors equal zero.
The linear operator form of 1 degree ωˆ1 is a linear operator valued function on TˆΦp,
namely ωˆ1(Aˆp) : TˆΦp → Rˆ, where Aˆp ∈ TˆΦp, and the operator ωˆ1(Aˆ) =< ωˆ1,A >∈ Rˆ is
corresponded to Aˆp at the point Φp, provided, according to eq.(2.3.26), with
< χ‖ωˆ1‖χ0 >=
2∑
λ,µ=1
Nλµ∑
rλµ=1
cˆ∗(rλµ)ω1rλµ, (2.4.3)
where ω1rλµ = e
(λ,µ,α)
rλµ ω
rλµ
(λ,µ,α), the < ω
1
rλµ,A >= ω
1
rλµ(A) is a linear form on Tp, and
ωˆ1(λ1Aˆ1 + λ2Aˆ2) = λ1ωˆ
1(Aˆ1) + λ2ωˆ
1(Aˆ2),
∀λ1, λ2 ∈ R, Aˆ1, Aˆ2 ∈ TˆΦp .
(2.4.4)
The set of all linear operator forms defined at the point Φp fill the operator vector space
Tˆ∗Φp dual to TˆΦp . While, the {γˆr} serves as a basis for them. The operator n form is
defined as the exterior product of operator 1 forms
ωˆn(Aˆ1, . . . , Aˆn) =
(
ωˆ11 ∧ · · · ∧ ωˆ1n
) (
Aˆ1, . . . , Aˆn
)
=
∥∥∥∥∥∥∥∥
ωˆ11(Aˆ1) · · · · · · ωˆ1n(Aˆ1
...
...
ωˆ11(Aˆn) · · · · · · ωˆ1n(Aˆn)
∥∥∥∥∥∥∥∥ . (2.4.5)
Here as well as for the rest of this section we abbreviate the set of indices (λi, µi, αi) by
the single symbol i. If {γˆrii } and {γˆiri} are dual basises respectively in TˆΦp and Tˆ∗Φp,
then the {γˆr11 ⊗ · · · ⊗ γˆrpp ⊗ γˆ1s1 ⊗ · · · ⊗ γˆqsq} will be the basis in operator space Tˆpq =
TˆΦp ⊗ · · · ⊗ TˆΦp︸ ︷︷ ︸
p
⊗ Tˆ∗Φp ⊗ · · · ⊗ Tˆ∗Φp︸ ︷︷ ︸
q
. Any operator tensor Tˆ ∈ Tˆpq(Φp) can be written
Tˆ = T
i1···ip
j1···jq (r1, . . . , rp, s1, . . . , sq) γˆ
r1
i1 ⊗ · · · ⊗ γˆrpip ⊗ γˆj1s1 ⊗ · · · ⊗ γˆjqsq ,
where T
i1···ip
j1···jq (r1, . . . , rp, s1, . . . , sq) = T
(
γˆi1r1 ⊗ · · · ⊗ γˆiprp ⊗ γˆs1j1 ⊗ · · · ⊗ γˆ
sq
jq
)
are the compo-
nents of Tˆ in {γˆrii } and {γˆiri}. For any function f : Rn → Rn of the ordinary class
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of functions of C∞ smoothness on Gˆ, according to eq.(2.4.1), one defines an operator
differential
< dˆ f, Aˆ >= (Af)∧,
by means of smooth reflection
dˆ f : Tˆ
(
Gˆ
)
→ Rˆ
Tˆ (Gˆ) =⋃
Φp
TˆΦp
 ,
where < χ‖B∧‖χ0 >=
2∑
λ,µ=1
Nλµ∑
rλµ=1
cˆ∗(rλµ)B(rλµ) (see eq.(2.4.1)). Then
< χ‖dˆ f, Aˆ‖χ0 >=
2∑
λ,µ=1
Nλµ∑
rλµ=1
cˆ∗(rλµ) < d f,A >rλµ=
2∑
λ,µ=1
Nλµ∑
rλµ=1
cˆ∗(rλµ)(A f)rλµ. (2.4.6)
In coordinate basis < dΦı̂, ∂ˆ / ∂Φj >=
∂Φı̂
∂Φj
= δ ı̂j , provided dΦ
ı̂ ≡ dˆΦi and < χ‖δ ı̂j‖χ0 >=
2∑
λ,µ=1
Nλµ∑
rλµ=1
cˆ∗(rλµ)δij . We define the differential operator n form ωˆ
n|Φp at the point Φp ∈ Gˆ
as the exterior operator n form on tangent operator space TˆΦp of tangent operator vectors
Aˆ1, . . . , Aˆn. That is, if the ∧Tˆ∗Φp
(
Gˆ
)
means the exterior algebra on Tˆ∗Φp
(
Gˆ
)
, then
operator n form ωˆn|Φp is an element of n-th degree out of ∧Tˆ∗Φp depending upon the
point Φp ∈ Gˆ. Hence ωˆn =
⋃
Φp
ωˆn|Φp . Any differential operator n form of dual operator
space Tˆ∗Φp ⊗ · · · ⊗ Tˆ∗Φp︸ ︷︷ ︸
n
may be written
ωˆn =
∑
i1<···<in
αi1···in(Φ)dΦ
ı̂1 ∧ · · · ∧ dΦı̂n, (2.4.7)
provided by the smooth differentiable functions αi1···in(Φ) ∈ C∞ and basis dΦı̂1 ∧ · · · ∧
dΦı̂n =
∑
σ∈Sn
sgn(σ)γσ(̂ı1 ⊗ · · · ⊗ γ ı̂n). Any antisymmetric operator tensor of ̂(0, n) type
reads
Tˆ∗ = Ti1···inγ
ı̂1 ⊗ · · · ⊗ γ ı̂n = ∑
i1<···<in
Ti1···indΦ
ı̂1 ∧ · · · ∧ dΦı̂n . (2.4.8)
Let the Dˆ1 and Dˆ2 are two compact convex parallelepipeds in oriented n dimensional
operator space Rˆn and the f : Dˆ1 → Dˆ2 is differentiable reflection of interior of Dˆ1 into
Dˆ2 retaining an orientation, namely for any function ϕ ∈ C∞ defined on Dˆ2 it holds
ϕ◦f ∈ C∞ and f ∗ϕ (Φp) = ϕ (f (Φp)), where f ∗ is an image of function ϕ (f (Φp)) on Dˆ1
at the point Φp. Hence, the function f induces a linear reflection dˆ f : Tˆ
(
Dˆ1
)
→ Tˆ
(
Dˆ2
)
as an operator differential of f implying dˆ f
(
Aˆp
)
ϕ = Aˆp(ϕ ◦ f) for any operator vector
Aˆp ∈ TˆΦp and for any function ϕ ∈ C∞ defined in the neighbourhood of Φ′p = f (Φp). If
the function f is given in the form Φ′i = Φ′i (Φp) and Aˆp =
(
Ai ∂ˆ
/
∂Φi
)
p
, then in terms
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of local coordinates one gets
(
dˆ f
)
Aˆp = A
i
(
∂Φ′j
∂Φi
)
p
(
∂ˆ
∂Φ′j
)
p′
. So, if f1 : Dˆ1 → Dˆ2 and
f2 : Dˆ2 → Dˆ3 then dˆ (f2 ◦ f1) = dˆ f2 ◦ dˆ f1. The differentiable reflection f : Dˆ1 → Dˆ2
induces the reflection fˆ ∗ : Tˆ∗
(
Dˆ2
)
→ Tˆ∗
(
Dˆ1
)
conjugated to fˆ∗. The latter is the operator
differential of f , while
< fˆ ∗ωˆ′
1
, Aˆ >Φp= < ωˆ
′
1
, fˆ∗Aˆ >
∣∣∣∣
f(Φp)
, (2.4.9)
where Aˆ
∣∣∣
f(Φp)
=
(
dˆ f
)
Aˆp and ωˆ′
1 ∈ Tˆ∗
∣∣∣
f(Φp)
. Hence fˆ ∗
(
dˆ ϕ
)
= dˆ
(
fˆ ∗ϕ
)
and
fˆ ∗ T
(
Aˆ1, . . . , Aˆn
)∣∣∣
Φp
= T
(
fˆ∗Aˆ1, . . . , fˆ∗Aˆn
)∣∣∣
f(Φp)
,
T
(
fˆ ∗ωˆ11, . . . , fˆ
∗ωˆ1n
)∣∣∣
Φp
= fˆ∗ T
(
ωˆ11, . . . , fˆ
∗ωˆ1n
)∣∣∣
f(Φp)
.
(2.4.10)
For any differential operator n form ωˆn on Dˆ2 the reflection f induces the operator n form
fˆ ∗ωˆn on Dˆ1 (
fˆ ∗ωˆn
) (
Aˆ1, . . . , Aˆn
)∣∣∣
Φp
= fˆ∗ωˆ
n
(
fˆ∗Aˆ1, . . . , fˆ∗Aˆn
)∣∣∣
f(Φp)
. (2.4.11)
If ωˆ′
1
= α′idΦ
′̂ı then fˆ ∗
(
α′idΦ
′̂ı
)
= α′i
∂Φ′i
∂Φj
dΦ̂. This can be extended up to ωˆ′
n → ωˆn
fˆ ∗
 ∑
i1<···<in
T ′i1···indΦ
′ ı̂1 ∧ · · · ∧ dΦ′ ı̂n
 = ∑
i1<···<in
j1<···<jn
T ′i1···in
∂Φ′i1
∂Φj1
· · · ∂Φ
′in
∂Φjn
dΦı̂1∧· · ·∧dΦı̂n ,
(2.4.12)
namely fˆ ∗ωˆ′
n
= JΦωˆ
n = (det df) ωˆn, where JΦ is the Jacobian of reflection JΦ =
∥∥∥∥∥∂Φ′
i
∂Φj
∥∥∥∥∥.
While (
fˆ1 ◦ fˆ2
)∗
= fˆ ∗1 ◦ fˆ ∗2 , fˆ ∗ (ωˆ1 ∧ ωˆ2) = fˆ ∗ (ωˆ1) ∧ fˆ ∗ (ωˆ2) .
We may consider the integration of operator n form implying
∫
Dˆ1
fˆ ∗ωˆn =
∫
Dˆ2
ωˆn. In
general, let the Dˆ1 is a limited convex n dimensional parallelepiped in n dimensional
operator space Rˆn. One defines the n dimensional i-th piece of integration path σˆi in Gˆ
as σˆi =
(
Dˆi, fi, Ori
)
, where Dˆi ∈ Rˆn, fi : Dˆi → Gˆ and the Ori is an orientation of Rˆn.
Then, the integral over the operator n form ωˆn along the operator n dimensional chain
cˆn =
∑
miσˆ
i may be written∫
cˆn
ωˆn =
∑
mi
∫
σˆi
ωˆn =
∑
mi
∫
Dˆi
fˆ ∗ωˆn,
where the mi is a multiple number. Taking into account the eq.(2.4.3), the matrix element
yields
< χ‖
∫
cˆn
ωˆn‖χ0 >→

2∑
λµ=1

n
1
Nλµ∑
rλµ
1
,...,rλµn =1
∑
mic¯(r
λµ
1 , . . . , r
λµ
n )
∫
Dˆi
fˆ ∗ωˆn(rλµ1 , . . . , r
λµ
n ).
(2.4.13)
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Next we employ the analog of exterior differentiation. We define the operator (n + 1)
form dˆ ωˆn on (n + 1) operator vectors Aˆ1, . . . , Aˆn+1 ∈ TˆΦp by considering diffeomorphic
reflection f of the neighbourhood of the point 0 in Rˆn into neighbourhood of the point
Φp in Gˆ. The prototypes of operator vectors Aˆ1, . . . , Aˆn+1 ∈ TˆΦp
(
Gˆ
)
at the operator
differential of f belong to tangent operator space Rˆn in 0. Then, the prototypes are the
operator vectors ξˆ1, . . . , ξˆn+1 ∈ Rˆn. Let f reflects the parallelepiped Πˆ∗, stretched over
the ξˆ1, . . . , ξˆn+1, into (n+1) dimensional piece Πˆ on Gˆ. While the border of n dimensional
chain ∂Πˆ in Rˆn+1 defined as follows: the pieces σˆi of the chain ∂Πˆ are n dimensional
facets ∂Πˆi of parallelepiped ∂Πˆ with the reflections embedding the facets into Rˆ
n+1:
fi : Πˆi → Rˆn+1, and the orientations Ori defined ∂Πˆ =
∑
σˆi, σˆi =
(
Πˆi, fi, Ori
)
Considering the curvilinear parallelepiped
F
(
Aˆ1, . . . , Aˆn
)
=
∫
∂Πˆ
ωˆn,
one may state that the unique operator of (n + 1)-form Ωˆ exists on TˆΦp, which is the
principle (n+ 1) linear part in 0 of integral over the border of F
(
Aˆ1, . . . , Aˆn
)
, namely
F
(
εAˆ1, . . . , εAˆn
)
= εn+1Ωˆ
(
Aˆ1, . . . , Aˆn+1
)
+O
(
εn+1
)
, (2.4.14)
where the Ωˆ is independent of the choice of coordinates used in definition of F . The prove
of it is similar to those of corresponding theorem of differential geometry [14]. If in local
coordinates ωˆn =
∑
i1<···<in
Ti1···indΦ
ı̂1 ∧ · · · ∧ dΦı̂n , then
Ωˆ = dˆ ωˆn =
∑
i1<···<in
dˆ Ti1···indΦ
ı̂1 ∧ · · · ∧ dΦı̂n . (2.4.15)
The operator of exterior differential dˆ commutes with the reflection f : Gˆ→ Gˆ
dˆ
(
fˆ ∗ωˆn
)
= fˆ ∗
(
dˆ ωˆn
)
.
So define the exterior differential by operator (n+1) form
dˆωˆn =
∑
i0
i1<...<in
∂Ti1...in
∂Φi0
dΦî0 ∧ dΦî1 ∧ · · · ∧ dΦîn = ∑
i1<...<in
(dˆTi1...in) ∧ dΦî1 ∧ · · · ∧ dΦîn ,
(2.4.16)
then
< χ ‖ dˆωˆn ‖ χ0 >→∑
i1<...<in

2∑
λ,µ=1

n
1
Nλµ∑
rλµ
1
,...,rλµn =1
c¯(rλµ1 , . . . r
λµ
n )(dT (r
λµ
1 , . . . , r
λµ
n )i1...in) ∧ dΦi1rλµ
1
∧ · · · ∧ dΦin
rλµn
.
(2.4.17)
We may draw a conclusion that the matrix element of any geometric object of operator
manifold Gˆ yields corresponding geometric object of wave manifold G.
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3 Primordial Structures and Link Establishing Pro-
cesses
To facilitate the physical picture and provide sufficient background it seems worth to bring
few formal matters in concise form which one will have to know in order to understand the
general structure of our approach without undue hardship. Here we only outline briefly
the relevant steps. In the mean time we refer to [8] for more detailed justification of some
of the procedures and complete exposition.
Before proceeding further, it is profitable to define the pulsating gauge functions and fields
denoted by wiggles as follows:
1. An invariant with respect to the coordinate transformations function W˜ (x) defined on
the space M (x ∈ M ) is called the pulsating gauge function if it undergoes local gauge
transformations
W˜ ′(x) = U(x)W˜ (x). (3.0.1)
Here U(x) is the element of some simple Lie group G the generators of which imply the
algebra [F a, F b] = iCabcF c, where Cabc are wholly antisymmetric structure constants.
2. A smooth function Φ˜(W˜ (x)) belonged to some representation of the group G, where
the generators are presented by the matrices T a, is called the pulsating field if under the
transformation eq.(3.0.1) it transforms
Φ˜′ ≡ Φ˜(W˜ ′(x)) = U(x)Φ˜(W˜ (x)). (3.0.2)
Let L0(Φ, ∂Φ) is the invariant Lagrangian of free field Φ defined on M . Then, a simple
gauge invariant Lagrangian of the pulsating field Φ˜ can be written
L = W˜+W˜L0(Φ, ∂Φ), (3.0.3)
which reduces to
L ≡ L
(
Φ˜, D˜Φ
)
= L0
(
Φ˜(W˜ (x)), DΦ˜(W˜ (x))
)
. (3.0.4)
Here we have noticed that due to eq.(3.0.2) and eq.(3.0.1) Φ˜(W˜ ) = W˜Φ, and introduced
the covariant derivative D˜Φ ≡ DΦ˜(W˜ ) = W˜∂Φ. Whence
D = ∂ − igT aW a, T aW a = − i
g
∂ ln W˜ , DW˜ =
(
DW˜
)+
= 0, (3.0.5)
where W a is the gauge field, g is the coupling constant. Thus, the conventional matter
fields interacting by gauge fields are the pulsating fields.
3.1 The Regular Primordial Structures
In [8] we have chosen a simple setting and considered the primordial structures designed
to possess certain physical properties satisfying the stated general rules. These structures
are the substance out of which the geometry and particles are made. We distinguish η-
and u-types primordial structures involved in the linkage establishing processes occurring
between the structures of different types. Let us recall that the η-type structure may
accept the linkage only from u-type structure, which is described by the link function
Ψ
η
(s) belonging to the ordinary class of functions of C∞ smoothness, where s ≡ η =
16
e
η(λα)
η(λα), (λ = ±;α = 1, 2, 3, see subsec.2.1), η is the link coordinate. Respectively the
u-type structure may accept the linkage only from η-type structure described by the link
function Ψ
u
(s) (u-channel), where s ≡ u = e
u
u. We assume that s is the pulsating gauge
function associated with the Abelian local gauge group U(1) and Ψ(s) is the pulsating
field (the wiggles are left implicit). Thus, under local gauge transformations
s′ = e−iαs, ∂α 6= 0,
the link function Ψ(s) transforms
Ψ(s′) = e−iαΨ(s),
and the Lagrangian eq.(3.0.3) is invariant under gauge transformations. It includes the
covariant derivative D(s) = ∂ + igb(s) and gauge field b(s) =
i
g
∂ ln s undergone gauge
transformations b(s′) = b(s) +
1
g
∂α. Then Ψ
i
(s) = sΨ
i
= e
i (λα)
Ψ
i
(λα) (i = η, u), where the
eq.(2.1.9) holds
Ψ
η
(±α)(η, pη) = η
(±α)
Ψ
η
±(η, pη), Ψ
u
(±α)(u, pu) = u
(±α)
Ψ
u
±(u, pu), (3.1.1)
a bispinor Ψ
i
± is the invariant state wave function of positive or negative frequencies, pi
is the corresponding link momentum. Thus, a primordial structure can be considered as
a fermion found in external gauge field b(s).
The simplest system made of two structures of different types becomes stable only due to
the stable linkage, namely∣∣∣∣pη
∣∣∣∣ = (pη(λα), pη(λα))1/2 =
∣∣∣∣pu
∣∣∣∣ = (pu(λα), pu(λα))1/2. (3.1.2)
Otherwise they are unstable. There is not any restriction on the number of primordial
structures of both types getting into the link establishing processes simultaneously. In
the stable system the link stability condition must be held for each linkage separately.
The persistent processes of creation and annihilation of the primordial structures occur
in different states s, s′, s′′, ... The ”creation” of structure in the given state (s) is due to
its transition to this state from other states (s′, s′′, ...), while the ”annihilation” means a
vice versa. Satisfying eq.(3.1.2) the primordial structures from the given state as well as
different states can establish a stable linkage. Among the states (s, s′, s′′, ...) there is a
lowest one (s0), in which all structures are regular. That is, they are in free (pure) state
and described by the plane wave functions Ψ
η
±(ηf , pη) or Ψ
u
±(uf , pu) defined respectively on
flat manifolds G
η
and G
u
. The index (f) specifies the points of corresponding flat manifolds
ηf ∈ G
η
, uf ∈ G
u
. For example, in accordance with subsec.2.2, the equation of regular
structure Ψ(s+) (s = s+ + s−) reads
[iγf(∂ + igb(s+))−m] Ψ(s+) = 0,
the matrices γf are given in eq.(3.3.3). Whence the equation of plane wave function Ψ
+
p
of positive frequencies stems
(iγf∂ −m)Ψ+p = 0.
The processes of creation and annihilation of regular structures in lowest state are de-
scribed by the operator manifold formalism given in sec.2.
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3.2 The Distorted Primordial Structures
In all higher states the primordial structures are distorted (interaction states) and de-
scribed by distorted link functions defined on distorted manifolds G˜
η
and G˜
u
. The distortion
G → G˜ with hidden Abelian local group G = U loc(1) = SOloc(2) and one dimensional
trivial algebra gˆ = R1 is considered in [8,15]. It involves a drastic revision of a role of
local internal symmetries in the concept of curved geometry. Under the reflection of fields
and their dynamics from Minkowski space to Riemannian a standard gauge principle of
local internal symmetries is generalized. The gravitation gauge group is proposed, which
is generated by hidden local internal symmetry. This suggests an opportunity for the
unification of all interactions on an equal footing.
Our scheme is implemented as follows: Considering the principle bundle p : E → G the
basis ef is transformed e = D ef , under massless gauge distortion field af associated with
U loc(1). The matrix D is in the form D = C ⊗ R, where the distortion transformations
O(λα) = C
τ
(λα)Oτ and σ(λα) = R
β
(λα)σβ are defined. Here C
τ
(λα) = δ
τ
λ + κa(λα)
∗δτλ, but R is
a matrix of the group SO(3) of ordinary rotations of the planes involving two arbitrary
basis vectors of the spaces R3± around the orthogonal third axes. The rotation angles are
determined from the constraint imposed upon distortion transformations that a sum of
distorted parts of corresponding basis vectors Oλ and σβ should be zero at given λ
< O(λα), Oτ >τ 6=λ +
1
2
εαβγ
< σ(λβ), σγ >
< σ(λβ), σβ >
= 0, (3.2.1)
where εαβγ is an antisymmetric unit tensor. Thereupon tan θ(λα) = −κa(λα), where θ(λα)
is the particular rotation around the axis σα. Since the R is independent of the sequence
of rotation axes, then it implies the mean value R =
1
6
∑
i 6=j 6=k
R(ijk), where R(ijk) the matrix
of rotations occurring in the given sequence (ijk) (i, j, k = 1, 2, 3). The field af is due to
the distortion of basis pseudovector Oλ, while the distortion of σα follows from eq.(3.2.2).
Next we construct the diffeomorphism G → G˜ and introduce the invariant action of
the fields. The passage from six dimensional curved manifold G˜ to four dimensional
Riemannian geometry R4 is straightforward by making use of reduction of three time
components e0α =
1√
2
(e(+α) + e(−α)) of basis sixvector e(λα) to the single one e0 in the
given universal direction, which merely fixed a time coordinate. Actually, since Lagrangian
of the fields defined on G˜ is a function of scalars, namely, A(λα)B
(λα) = A0αB
0α + AαB
α,
so taking into account that A0αB
0α = A0α < e
0α, e0β > B0β = A0 < e
0, e0 > B0 = A0B
0,
one readily may perform the required passage. In this case, instead of eq.(2.2.5), one has
d ζ2 = d η2 − d u2 = 0, d η2
∣∣∣
6→4
≡ d s2 = gµνd xµd xν = d u2 = inv. (3.2.2)
3.3 Reflection of the Fermi Fields
Within this approach we may consider the reflection of the Fermi fields and their dynamics
from the flat manifold G
u
to distorted manifold G˜
u
, and vice versa. Thereat we construct
a diffeomorphism u(uf) : G
u
→ G˜
u
, where the holonomic functions u(uf) satisfy defining
relation
eψ = ef + χf (Bf). (3.3.1)
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Here ef and e are the basis vectors on G
u
and G˜
u
. The ψ is taken to denote ψ ≡ ∂ u
∂ uf
. The
covector
χf(τβ)(Bf) = e(λα)χ
(λα)
(τβ) = −
1
2
e(λα)
∫ uf
0
(∂
u
f
(ργ)
D
(λα)
(τβ) − ∂u
f
(τβ)
D
(λα)
(ργ) )du
(ργ)
f (3.3.2)
realizes the coordinates u by providing a criteria of integration and undegeneration [16,17]1.
A Lagrangian L(x) of fields Ψ(u) may be obtained under the reflection from a Lagrangian
Lf (uf) of corresponding shadow fields Ψf (uf) and vice versa. The Ψf(uf) is defined as
the section of vector bundle associated with the primary gauge group G by reflection
Ψf : G
u
→ E that pΨf(uf) = uf , where uf ∈ G
u
is a point of flat manifold G
u
(specified by
index (f)). The Ψf takes value in standard fiber Fuf upon uf : p
−1(U (f)) = U (f) × Fuf ,
where U (f) is a region of base of principle bundle upon which an expansion into direct
product p−1(U (f)) = U (f) × G is defined. The fiber is Hilbert vector space on which a
linear representation Uf of the group G is given. Respectively Ψ(u) ⊂ Fu, where Fu is
the fiber upon u : p−1(U) = U × Fu, U is the region of base G˜
u
. Thus, the reflection of
bispinor fields may be written down
Ψ(u) = R(Bf)Ψf(uf), Ψ¯(u) = Ψ¯f(uf)R˜
+(Bf),
g(u)∇Ψ(u) = S(Bf)R(Bf)γfDΨf(uf),(
∇Ψ¯(u)
)
g(u) = S(Bf )
(
DΨ¯f(uf)
)
γfR˜
+(Bf).
(3.3.3)
Reviewing the notation B(uf) = T
aBa(uf) is the gauge field of distortion with the values
in Lie algebra of group G, R(Bf) is the reflection matrix (see eq.(3.3.6)), R˜ = γ
0Rγ0, D =
∂f − igB, g(λα)(θ) = V (λα)(i,l) (θ)γ(i,l)f , V (λα)(i,l) (θ) are congruence parameters of curves (Latin
indices refer to tetrad components). The matrices γ
(±α)
f =
1√
2
(γ0σα±γα), γ0, γα are Dirac
matrices. ∇ is covariant derivative defined on G˜
u
: ∇ = ∂
u
+Γ, where the connection Γ(θ) in
terms of Ricci rotation coefficients reads Γ(λα)(θ) =
1
4
∆(λα)(i,l)(m,p)γ
(i,l)
f γ
(m,p)
f , Γ¯(λα)(θ) =
1
4
∆(λα)(i,l)(m,p)γ
(m,p)
f γ
(i,l)
f .
According to the general gauge principle [8,15], the physical system of the fields Ψ(u) is
required to be invariant under the finite local gauge transformations
Ψ′(u) = URΨ(u),
(g(u)∇Ψ(u))′ = UR (g(u)∇Ψ(u)) , UR = R(B′f)UfR−1(Bf),
(3.3.4)
of the Lie group of gravitation GR(∋ UR) generated by G, where the gauge field Bf(uf) is
transformed under G in standard form. The physical meaning of the general principle is
as follows: one has conventional G-gauge theory on flat manifold in terms of curviliniear
coordinates if curvature tensor is zero, to which the zero vector eq.(3.3.2) is corresponded.
Otherwise it yields the gravitation interaction.
1I wish to thank S.P.Novikov for valuable discussion of this point
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Out of a set of arbitrary curvilinear coordinates in G˜
u
the real curvilinear coordinates may
be distinguished, which satisfy eq.(3.3.1) under all possible Lorentz and gauge transfor-
mations. There is a single -valued conformity between corresponding tensors with various
suffixes on G˜
u
and G
u
. While, each index transformation is incorporated with function ψ.
The transformation of real curvilinear coordinates u→ u′ is due to some Lorentz (Λ) and
gauge (Bf → B′f) transformations
∂u′
∂u
= ψ(B′f )ψ(Bf)Λ. (3.3.5)
There would then exist preferred systems and group of transformations of real curvilinear
coordinates in G˜
u
. The wider group of transformations of arbitrary curvilinear coordinates
in G˜
u
would then be of no consequence for the field dynamics. A straightforward calculation
gives the reflection matrix
R(u, uf) = Rf (uf)Rg(u) = exp [−iΘf (uf)−Θg(u)] , (3.3.6)
where
Θf(uf) = g
∫ uf
0
B(uf)duf , Θg(u) =
1
2
∫ u
0
R+f {gΓRf , g du} . (3.3.7)
Then
S(Bf) =
1
8K
ψ
{
R˜+g R, γ0
}
= inv, (3.3.8)
where
K = R˜+R = R˜+g Rg = 1. (3.3.9)
and
U˜+RUR = γ
0U+R γ
0UR = 1. (3.3.10)
The Lagrangian of shadow Fermi field may be written
Lf(uf) = JψL(u) =
Jψ
{
S(Bf)
i
2
[
Ψ¯f(uf)γ0DΨf(uf)−
(
DΨ¯f(uf)
)
γ0Ψf(uf)
]
−mΨ¯f (uf)Ψf (uf)
}
.
(3.3.11)
provided by Jψ = ‖ψ‖√−g ≡
(
1 + 2‖ < ef , χf > ‖+ ‖ < χf , χf > ‖
)1/2
.The Lagrangian
L(u) of the field Ψ(u) reads
√−gL(u) =
√−g
2
{
−iΨ¯(u)g(∂
u
− Γ)Ψ(u) + iΨ¯(u)(←−∂
u
− Γ¯)gΨ¯(u) + 2mΨ¯(u)Ψ(u)
}
,
(3.3.12)
yielding the field equations[
ig(∂
u
− Γ)−m
]
Ψ(u) = 0, Ψ¯(u)
[
i(
←−
∂
u
− Γ¯)g −m
]
= 0. (3.3.13)
The solution enables to write down the relation between the wave functions of distorted
and regular structures [8]
Ψ
u
λ(θ+k) = f(+)(θ+k)Ψ
u
λ, Ψ
u λ
(θ−k) = Ψ
u λ
f(−)(θ−k). (3.3.14)
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The Ψ
u
λ(Ψ
u λ
) is the plane wave function of regular ordinary structure (antistructure) and
f(+)(θ+k) = e
χR(θ+k)−iχJ (θ+k), f(−)(θ−k) = f
∗
(+)(θ+k)
∣∣∣
θ+k=θ−k
, (3.3.15)
where the χR and χJ are given in Appendix.
Next we shall admit that the η-type (fundamental) regular structure can not directly form
a stable system with the regular u-type (ordinary) structures. Instead of it the η-type
regular structure forms a stable system with the infinite number of distorted ordinary
structures, where the link stability condition held for each linkage separately. Such struc-
tures take part in realization of flat manifold G (subsec.2.2). The laws regarding to this
apply in use of functions of distorted ordinary structures
Ψ
u
(λα)(θ+) = u
(λα)
Ψ
u
λ(θ+), Ψ
u (λα)
(θ−) = u(λα)Ψ
u λ
(θ−), (3.3.16)
where u ∈ G˜
u
. We employ the wave packets constructed by superposition of these func-
tions furnished by generalized operators of creation and annihilation as the expansion
coefficients
Ψˆ
u
(θ+) =
∑
±s
∫ d3pu
(2π)3/2
(
γˆ
u
k
(+α)
Ψ
u
(+α)(θ+k) + γˆ
u
k
(−α)
Ψ
u
(−α)(θ+k)
)
,
¯ˆ
Ψ
u
(θ−) =
∑
±s
∫
d3pu
(2π)3/2
(
γˆ
u
(+α)
k
Ψ
u (+α)
(θ−k) + γˆ
u
(−α)
k
Ψ
u (−α)
(θ−k)
)
,
(3.3.17)
where as usual the summation is extended over all dummy indices. The matrix element
of anticommutator of generalized expansion coefficients reads
< χ− | {γˆ
u
(+α)
k
(p, s), γˆ
u
k′
(+β)
(p′, s′)} | χ− >= −δss′δαβδkk′δ3(~p− ~p′). (3.3.18)
The wave packets eq.(3.3.17) yield the causal Green’s function G
u
θ
F
(θ+ − θ−) of distorted
ordinary structure. Geometry realization requirement (eq.(2.2.4)) now must be satisfied
for each ordinary structure in terms of
G
u
θ
F
(0) = lim
θ+→θ−
G
u
θ
F
(θ+ − θ−) = G
η F
(0) = lim
η′
f
→ηf
G
η F
(η′f − ηf). (3.3.19)
They are valid if following relations hold for each distorted ordinary structure:∑
k
Ψ
u
(θ+k)Ψ¯
u
(θ−k) =
∑
k
Ψ
u
′(θ′+k)Ψ¯
u
′(θ′−k) = · · · = inv. (3.3.20)
Namely, the distorted ordinary structures only in permissible combinations realize the
geometry in a stable system. Below, in schematic manner we exploit the background of
the Colour Confinement and Gauge principles.
3.4 Quarks and Colour Confinement
We may think of the function Ψ
u
λ(θ+k) at fixed (k) as being u-component of bispinor field
of quark qk, and of Ψ¯
u λ
(θ−k) - an u-component of conjugated bispinor field of antiquark
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q¯k. The index (k) refers to colour degree of freedom in the case of rotations through the
angles θ+k and anticolour degree of freedom in the case of θ−k. The η-components of quark
fields are plane waves. In cases of local and global rotations we respectively distinguish
two types of quarks: local qk and global q
c
k, which will be in use in the next Part II as
the local and global subquark fields. Thus, the quark is a fermion with the half integer
spin and certain colour degree of freedom. There are exactly three colours. The rotation
through the angle θ+k yields a total quark field defined on the flat manifold G = G
η
⊕G
u
qk(θ) = Ψ(θ+k) = Ψ
η
0
Ψ
u
(θ+k) (3.4.1)
where Ψ
η
0 is a plane wave defined on G
η
. According to eq.(3.3.14), one gets
qk(θ) = Ψ
η
0q
uk
(θ) = q
ηk
(θ)Ψ
u
0, q
ηk
(θ) ≡ f(+)(θ+k)Ψ
η
0, (3.4.2)
where Ψ
u
0 is a plane wave, q
uk
(θ) and q
ηk
(θ) may be considered as the quark fields with the
same quantum numbers defined respectively on flat manifolds G
u
and G
η
. By making use
of the rules stated in subsec.2.1 one may readily return to Minkowski space G
η
→ M4.
In the sequel, a conventional quark field defined on M4 will be ensued q
ηk
(θ) → qk(x),
x ∈M4. Due to eq.(3.3.20) and eq.(3.4.1) they imply∑
k
qkpq¯kp =
∑
k
q′kpq¯
′
kp = · · · = inv, (3.4.3)
and ∑
k
f(+)(θ+k)f(−)(θ−k) =
∑
k
f ′(+)(θ
′
+k)f
′
(−)(θ
′
−k) = · · · = inv. (3.4.4)
The eq.(3.4.3) utilizes the idea of Colour (Quark) Confinement principle: the quarks
emerge in the geometry only in special combinations of colour singlets. Only two colour
singlets are available (see below)
(qq¯) =
1√
3
δkk′ qˆk¯ˆqk′ = inv, (qqq) =
1√
6
εklmqˆkqˆlqˆm = inv. (3.4.5)
3.5 Gauge Principle; Internal Symmetries
Following [8], the principle of identity holds for ordinary regular structures, namely each
regular structure in the lowest state can be regarded as a result of transition from an
arbitrary state, in which they assumed to be distorted. This is stated below
Ψ
u λ
= f−1(+)(θ+k)Ψu λ
(θ+k) = f
−1
(+)(θ
′
+l)
′
Ψ
u λ
(θ′+l) = · · · . (3.5.1)
Hence, the following transformations may be implemented upon distorted ordinary struc-
tures
Ψ
u
′λ(θ′+l) = f
(+)
lk Ψ
u
λ(θ+k) = f(θ
′
+l, θ+k)Ψ
u
λ(θ+k),
Ψ
u
′
λ
(θ′−l) = Ψ
u λ
(θ−k)f
(−)
kl = Ψ
u λ
(θ−k)f
∗(θ′−l, θ−k)
∣∣∣∣ θ′−l = θ′+l
θ−k = θ+k,
(3.5.2)
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provided
f
(+)
lk = exp{χRlk − iχJlk}, f (−)kl = (f (+)lk )
∗∣∣∣ θ′−l = θ′+l
θ−k = θ+k,
, (3.5.3)
χRlk = χR(θ
′
+l)− χR(θ+k), χJlk = χJ(θ′+l)− χJ(θ+k). (3.5.4)
The transformation functions are the operators in the space of internal degrees of freedom
labeled by (±k) corresponding to distortion rotations around the axes (±k) by the angles
θ±k. We make proposition that the distortion rotations are incompatible, namely the
transformation operators f
(±)
lk obey the incompatibility relations
f
(+)
lk f
(+)
cd − f (+)ld f (+)ck = ‖f (+)‖εlcmεkdnf (−)nm ,
f
(−)
kl f
(−)
dc − f (−)dl f (−)kc = ‖f (−)‖εlcmεkdnf (+)mn ,
(3.5.5)
where l, k, c, d,m, n = 1, 2, 3. The relations eq.(3.5.5) hold in general for both local
and global rotations. Making use of eq.(3.4.1), eq.(3.4.2) and eq.(3.5.2), one gets the
transformations implemented upon the quark field, which in matrix notation take the
form q′(ζ) = U(θ(ζ))q(ζ), q¯′(ζ) = q¯(ζ)U+(θ(ζ)), where q = {qk}, U(θ) = {f (+)lk }.
Due to the incompatibility commutation relations (3.5.5), the transformation matrices
{U} generate the unitary group of internal symmetries U(1), SU(2), SU(3). As far as
distorted ordinary structures have took participation in the realization of geometry G
instead of regular ones, stated somewhat differently the principle of identity of regular
structures directly leads to the equivalent one: an action integral of any physical system
must be invariant under arbitrary transformations eq.(3.5.2) (the Gauge principle). Below
we discuss different possible models.
1. In the simple case of one dimensional local transformations, through the local angles
θ+1(ζ) and θ−1(ζ) f
(+) =
 f
(+)
11 0 0
0 1 0
0 0 1
 , f (−) = (f (+))+. The incompatibility relations
(3.5.5) reduce to identity f
(+)
11 = ‖f (+)‖. If χR(θ+1) = χR(θ−1), and transformations
f
(+)
11 = U(θ) = f(θ+1(ζ), θ−1(ζ)) = exp{−iχ(+)J (θ+1) + iχ(−)J (θ−1)}. (3.5.6)
generate a commutative Abelian unitary local group of electromagnetic interactions real-
ized as the Lie group U loc(1) = SOloc(2) with one dimensional trivial algebra gˆ1 = R
1:
U(θ) = e−iθ, where θ ≡ χ(+)J (θ+1)− χ(−)J (θ−1). The strength of interaction is specified by
a single coupling Q of electric charge. The invariance under the local group U loc(1) leads
to electromagnetic field, the massless quanta of which - photons are electrically neutral,
just because of the condition eq.(3.4.4):
f(θ+1, θ−1) = f(θ
′
+1, θ
′
−1) = · · · inv. (3.5.7)
2. Next we consider a particular case of two dimensional local transformations through
the angles θ±m(ζ) around two axes (m = 1, 2). The matrix function of transformation is
written down f (+) =
 f
(+)
11 f
(+)
12 0
f
(+)
21 f
(+)
22 0
0 0 1
 , f (−) = (f (+))+. The incompatibility relations
(3.5.5) give rise to nontrivial conditions
f
(+)
11 =
∥∥∥f (+)∥∥∥ (f (+)22 )∗, f (+)21 = − ∥∥∥f (+)∥∥∥ (f (+)12 )∗,
f
(+)
12 = −
∥∥∥f (+)∥∥∥ (f (+)21 )∗, f (+)22 = ∥∥∥f (+)∥∥∥ (f (+)11 )∗, (3.5.8)
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Hence
∥∥∥f (+)∥∥∥ = 1. One readily infers the matrix U(θ) of gauge transformations of col-
lection of fundamental fields U = e−i
~T~θ =
(
f
(+)
11 f
(+)
12
f
(+)
21 f
(+)
22
)
, where Ti (i = 1, 2, 3) are the
generators of the group SU(2). The fields will come in multiplets forming a basis for
representations of the isospin group SU(2). Meanwhile
θ1
θ
=
eχ
R
12 sinχJ12√
1− e2χR11cos2χJ11
,
θ2
θ
= − e
χR
12 cosχJ12√
1− e2χR11cos2χJ11
,
θ3
θ
=
eχ
R
11 sinχJ11√
1− e2χR11cos2χJ11
,
θ =| ~θ |= 2 arccos
(
eχ
R
11 cosχJ11
)
, eχ
R
11 ≤ 1,
(3.5.9)
provided
χR11 = χ
R
22, χ
R
12 = χ
R
21 χ
J
11+χ
J
22 = 0, χ
J
21+χ
J
12 = π, χ
R
12 =
1
2
ln
(
1− e2χR11
)
. (3.5.10)
That is, three functions χR11, χ
J
11 and χ
J
12 or the angles θ
′
+1, θ+1 and θ+2 are parameters of
the group SU loc(2)
χR11 = χR(θ
′
+1)−χR(θ+1), χJ11 = χJ(θ′+1)−χJ(θ+1), χJ12 = χJ(θ′+1)−χJ(θ+2). (3.5.11)
3. In a case of gauge transformations occurred around all three axes (l, k = 1, 2, 3):
f (+) =
 f
(+)
11 f
(+)
12 f
(+)
13
f
(+)
21 f
(+)
22 f
(+)
23
f
(+)
31 f
(+)
32 f
(+)
33
 , f (−) = (f (+))+, the incompatibility relations (3.5.5) yield
the unitary condition U−1 = U+, f (+) ≡ U , and also ‖U‖ = 1. Then U(θ) = e− i2~λ~θ, where
λi
2
(i = 1, . . . , 8) are the matrix representation of generators of the group SU(3). Right
through differentiation one infers ~λ ~dθ = 2iU+dU, or ~θ = −
∫
Im
(
tr
(
~λ
(
f (−)df (+)
)))
,
provided Re
(
tr
(
~λ
(
f (−)df (+)
)))
≡ 0. At the infinitesimal transformations θi ≪ 1, we get
θ1 ≈ 2eχR12 sinχJ12, θ3 ≈ sinχJ33 + 2 sinχJ11, θ5 ≈ 2(1− eχR13 cosχJ13),
θ2 ≈ 2(1− eχR12 cosχJ12), θ4 ≈ 2eχR13 sinχJ13, θ6 ≈ 2eχR23 sinχJ23,
θ7 ≈ 2(1− eχR23 cosχJ23), θ8 ≈ −
√
3 sinχJ33,
(3.5.12)
provided
χRll ≈ 0, χRlk ≈ χRkl, χJlk ≈ χJkl, (l 6= k) sinχJ11 + sinχJ22 + sinχJ33 ≈ 0. (3.5.13)
The internal symmetry group SU locC (3) enables to introduce a gauge theory in colour space,
with the colour charges as exactly conserved quantities. The local colour transformations
are implemented on the coloured quarks right through a SU locC (3) rotation matrix U in
the fundamental representation.
4 Operator Multimanifold GˆN
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4.1 Operator Vector and Covector Fields
The formalism of operator manifold Gˆ = Gˆ
η
⊕ Gˆ
u
is built up by assuming an existence
only of ordinary primordial structures of one sort (one u-channel). Being confronted by
our major goal to develop the microscopic approach to field theory based on multiworld
geometry, henceforth instead of one sort of ordinary structures we are going to deal with
different species of ordinary structures. That is, before we enlarge the previous model we
must make an additional assumption concerning an existence of infinite number of iu-type
ordinary structures of different species i = 1, 2, . . . , N (multi-u channel). These structures
will be specified by the superscript to the left. This hypothesis, as it will be seen in the
Part II, leads to the progress of understanding of the properties of particles. At the very
outset we consider the processes of creation and annihilation of regular structures of η-
and iu-types in the lowest state (s0). The general rules stated in subsec 2.1 regarding
to this change apply a substitution of operator basis pseudo vectors and covectors by a
new ones supplied with additional superscript (i) to the left referring to different species
(i = 1, 2, . . . , N)
iOˆr1r2λ,µ =
iOˆr1λ ⊗ iOˆr2µ ≡ iOˆrλ,µ = iOrλ,µ(αλ ⊗ αµ), (4.1.1)
provided r = (r1, r2) and
iOr1,1 =
1√
2
(νiO
η
r
+
+ iO
u
r
+
), iOr2,1 =
1√
2
(νiO
η
r
+
− iO
u
r
+
),
iOr1,2 =
1√
2
(νiO
η
r
−
+ iO
u
r
−
), iOr2,2 =
1√
2
(νiO
η
r
−
− iO
u
r
−
),
where
< νi, νj >= δij , <
i
O
u
r
λ
, iO
u
r′
τ
>= −δijδrr′∗δλτ , < O
η
r
λ
, iO
u
r′
τ
>= 0. (4.1.2)
In analogy with subsec.2.1 we consider the operator iγˆr(λ,µ,α) =
iOˆr1r2λ,µ ⊗ σˆr3α . and calculate
nonzero matrix element
< λ, µ | iγˆr(τ,ν,α) | τ, ν >= ∗δλτ ∗δµ,νier(τ,ν,α), (4.1.3)
where ier(λ,µ,α) =
iOrλ,µ ⊗ σα. The set of operators {iγˆr} is the basis for all operator
vectors Φˆ(ζ) = iγˆr iΦr(ζ) of tangent section of principle bundle with the base of operator
multimanifold GˆN =
(
N∑
i
⊕∗Rˆ
i
4
)
⊗ Rˆ3. Here ∗Rˆ
i
4
is the 2 × 2 dimensional linear pseudo
operator space, with the set of the linear unit operator pseudo vectors eq.(4.1.3) as the
basis of tangent vector section, and Rˆ3 is the three dimensional real linear operator space
with the basis consisted of the ordinary unit operator vectors {σˆrα}. The GˆN is decomposed
as follows:
GˆN = Gˆ
η
⊕ Gˆ
u1
⊕ · · · ⊕ Gˆ
uN
, (4.1.4)
where Gˆ
ui
is the six dimensional operator manifold of the species (i) with the basis{
iγˆ
u
r
(λα)
= iOˆ
u
r
λ
⊗ σˆrα
}
. The expansions of operator vectors and covectors are written Ψˆ
η
=
γˆ
η
r
Ψ
η r
, Ψˆ
u
= iγˆ
u
r i
Ψ
u r
,
¯ˆ
Ψ
η
= γˆ
η r
Ψ
η
r,
¯ˆ
Ψ
u
= iγˆ
ur
i
Ψ
u
r, where the components Ψ
η r
(η) and iΨ
u r
(u)
are respectively the link functions of η-type and iu-type structures.
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4.2 Field Aspect
The quantum field and differential geometric aspects of GˆN may be discussed on the
analogy of GˆN=1. Here we turn to some points of the field aspect. We consider the
special system of regular structures, which is made of fundamental structure of η-type
and infinite number of iu-type ordinary structures of different species (i = 1, . . . , N). To
become stable the primordial structures in this system establish a stable linkage
p2 = p2η −
N∑
i=1
p2ui = 0. (4.2.1)
The free field defined on multimanifold GN = G
η
⊕G
u1
⊕ · · · ⊕ G
uN
is written
Ψ = Ψ
η
(η) Ψ
u
(u), Ψ
u
(u) = Ψ
u1
(u1) · · · Ψ
uN
(uN),
where Ψ
ui
is the bispinor defined on the internal manifold G
ui
. A Lagrangian of free field
reads
L˜0(D) =
i
2
{Ψ¯e(ζ)iγ(λ,µ,α)∂
i (λ,µ,α)
Ψe(ζ)− ∂
i (λ,µ,α)
Ψ¯e(ζ)
iγ(λ,µ,α)Ψe(ζ)}. (4.2.2)
We adopt the following conventions:
Ψe(ζ) = e⊗Ψ(ζ) =
(
1 1
1 1
)
⊗Ψ(ζ), Ψ¯e(ζ) = e⊗ Ψ¯(ζ), Ψ¯(ζ) = Ψ+(ζ)γ0,
iγ(λ,µ,α) = iO˜λ,µ ⊗ σ˜α, iO˜λ,µ = 1√
2
(
νiξ0 ⊗ O˜µ + ελξ ⊗ iO˜µ
)
,
ελ =
{
1 λ = 1
−1 λ = 2 , < νi, νj >= δij ,
{
iO˜λ, jO˜µ
}
= δij
∗δλµ,
O˜µ =
1√
2
(ξ0 + εµξ) , O˜
λ = ∗δλµO˜µ = (O˜λ)
+
, iO˜µ =
1√
2
(ξ0i + εµξi) ,
∂
i (λ,µ,α)
= ∂/∂ iζ (λ,µ,α), ξ0 =
(
1 0
0 −1
)
ξ =
(
0 1
−1 0
)
,
ξ0
2 = −ξ2 = −ξ0i2 = ξ2i = 1, {ξ0, ξ} = {ξ0, ξ0i} = {ξ0, ξi} =
= {ξ, ξ0i} = {ξ, ξi} = {ξ0i, ξj}i 6=j = {ξ0i, ξ0j}i 6=j = {ξi, ξj}i 6=j = 0.
(4.2.3)
Field equations are written
(pˆ
η
−m) Ψ
η
(η) = 0, Ψ¯
η
(η)(pˆ
η
−m) = 0,
(pˆ
u
−m) Ψ
u
(u) = 0, Ψ¯
u
(u)(pˆ
u
−m) = 0, (4.2.4)
where
pˆ
η
= i ∂ˆ
η
, pˆ
u
= i ∂ˆ
u
, ∂ˆ
u
= iγ(λα)∂
ui(λα)
, ∂
η (λα)
= ∂/∂η(λα), ∂
ui(λα)
= ∂/∂u
(λα)
i ,
iγ
η
(λα) = iO˜
η
λ ⊗ σ˜α = νiξ0 ⊗ γ(λα) = νiξ0 ⊗ O˜λ ⊗ σ˜α,
iγ
u
(λα) = iO˜
u
λ ⊗ σ˜α = ξ ⊗ iγ(λα) = ξ ⊗ iO˜λ ⊗ σ˜α,(
γ(λα)
)+
= ∗δλτδαβγ(τβ) = γ(λα),
(
iγ
u
(λα)
)+
= −iγ
u (λα)
.
(4.2.5)
The state of free ordinary structure of iu-type with the given values of link momentum p
ui
and spin projection si is described by means of plane wave. It is also necessary to consider
the solution of negative frequencies with the normalized bispinor amplitude.
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4.3 Realization of Multimanifold GN
We consider a special stable system eq.(4.2.1). In analogy with subsec.2.1 we make use
of localized wave packets by means of superposition of plane wave solutions furnished by
creation and annihilation operators in agreement with Pauli’s principle. Straightforward
calculation gives the relation∑
λ=±
< χλ | Φˆ(ζ) ¯ˆΦ(ζ) | χλ >=
∑
λ=±
< χλ | ¯ˆΦ(ζ)Φˆ(ζ) | χλ >=
= −i lim
ζ→ζ′
(ζζ ′)G
ζ
(ζ − ζ ′) = −i lim
η→η′
(ηη′)G
η
(η − η′)− i lim
ui→u′i
N∑
i=1
(uiu
′
i)G
ui
(ui − u′i),
(4.3.1)
provided by the Green’s function G
ui
(ui−u′i) = −(i ∂ˆui+m)∆ui(ui−u
′
i), where the ∆
ui
(ui−u′i)
is the invariant singular function. Thus
ζ2G
ζ F
(0) = η2G
η F
(0)−
N∑
i=1
ui
2
G
uiF
(0), (4.3.2)
where G
η F
, G
u F
and G
ζ F
are causal Green’s functions of the η−, u− and ζ-type structures.
The realization of the multimanifold stems from the condition imposed upon the matrix
element eq.(4.3.1), that as the bilinear form on operator vectors it is required to be finite∑
λ=±
< χλ | Φˆ(ζ) ¯ˆΦ(ζ) | χλ >= ζ2G
ζ F
(0) <∞. (4.3.3)
Let denote u2G
u
(0) ≡ lim
ui→u′i
N∑
i=1
(uiu
′
i)G
ui
(ui − u′i) and consider a stable system eq.(4.2.1).
Hence
G
u F
(0) = G
η F
(0) = G
ζ F
(0), (4.3.4)
provided m ≡ |pu| =
(
N∑
i=1
pui
2
)1/2
= |pη| . According to eq.(4.3.5) and eq.(4.3.4), the
length of each vector ζ = ie iζ ∈ GN should be equaled zero ζ2 = η2−u2 = η2−
N∑
i=1
(uGi )
2 =
0, where use is made of
uGi ≡ ui
[
lim
ui→u′i
G
uiF
(ui − u′i) / lim
η→η′
G
η F
(η − η′)
]1/2
,
and uGi =
ieˆ
u(λ,α)
u
G(λ,α)
i . Thus, the multimanifold GN comes into being, which is decom-
posed as follows:
GN = G
η
⊕ G
uG
1
⊕ · · · ⊕ G
uG
N
. (4.3.5)
It brings us to the conclusion: the major requirement eq.(4.3.3) provided by stability con-
dition eq.(4.3.4) or eq.(4.2.1) yields the flat multimanifold GN . Meanwhile the Minkowski
flat space M4 stems from the flat submanifold G
η
(subsec. 2.1), in which the line element
turned out to be invariant. That is, the principle of Relativity comes into being with M4
ensued from the multiworld geometry GN . In the subsequent paper (Part II) we shall use
a notion of i-th internal world for the submanifold G
ui
.
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5 Concluding Remarks
Our aim is to develop the operator manifold formalism, which is the mathematical basis
for the presented approach to describe the microscopic structures of particles (Part II).
It is a generalization of secondary quantization method with appropriate expansion over
the geometric objects leading to the quantization of geometry, different from all existing
schemes. Based on configuration space mechanics with antisymmetric state functions, we
discuss in detail the quantum field and differential geometric aspects of the method of
operator manifold. We develop the formalism of operator multimanifold yielding the mul-
tiworld geometry. The value of the present version of hypothesis of existence of multiworld
structures resides in solving some key problems of particle physics (Part II).
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Appendix
The Solution of Wave Equation of Distorted Structure
To solve the equation (3.3.13) [
ig(∂
u
− Γ)−m
]
Ψ(u) = 0, (A.1)
we transform it into
{−∂2 −m2 − (gΓ)2 + 2(Γg) + (g∂)(gΓ)}Ψ = 0, (A.2)
where we abbreviate the indices (λα) by the single symbol µ, and Latin indices (im) (i =
±, m = 1, 2, 3) by i, also denote pˆu ≡ pˆ and
1
2
σµνFµν = (g∂)(gΓ)− (∂Γ), (g∂)(gΓ) = gµgν∂µΓν ,
1
2
σµν [Γµ,Γν ] = (gΓ)
2 − Γ2, ∂2 = ∂µ∂µ, Γ2 = ΓµΓµ,
2gµν = {gµ, gν}, 2σµν = [gµ, gν], F
µν
= ∂µΓν − ∂νΓµ.
(A.3)
We are looking for a solution given in the form Ψ = e−ipuF (ϕ), where pµ is a constant
sixvector pu = pµuµ, and admit that the field of distortion is switched on at u0 = −∞
smoothly. Then the function Ψ must match onto the wave function of ordinary regular
structure. Smoothness requires that the numbers pµ become the components of link
momentum of regular structure and satisfy the boundary condition pµpµ = m
2 = p2η
eq.(3.1.3). Due to it we cancel unwanted solutions and clear up the normalization of wave
functions ∫
Ψ∗p′Ψpd
3u =
∫
Ψ¯p′γ
0Ψpd
3u = (2π)3δ(~p′ − ~p). (A.4)
We suppose that at
√−g 6= 1 the gradient of the function ϕ reads
∂µϕ = V
i
µki, ∂
µϕ = V µi k
i,
28
where ki are arbitrary constant numbers satisfying the condition kiki = 0. Thus ∂
µϕ∂µϕ =
(V µi V
j
µ )k
ikj = 0. Then the eq.(14.4) gives rise to F
′ = A(θ)F , where (· · ·)′ stands for the
derivative with respect to ϕ, and
A(θ) =
2i(pΓ) +m2 − p2 + (gΓ)2 − (g∂)(gΓ)
2i(kV p)− (kDV ) ; (A.5)
where
(kV p) = kiV µi pµ, (kDV ) = k
iDµV
µ
i , Dµ = ∂µ − 2Γµ,
p2 = pµpµ = g
µν(θ)pµpν (kV du) = kiV
i
µdu
µ.
(A.6)
We are interested in the right-handed eigenvectors Fr (r = 1, 2, 3, 4) corresponding to
eigenvalues µr of matrix A : AFr = µrFr, which are the roots of polynomial characteristic
equation
c(µ) = ‖(µI − A)‖ = 0.
Thus, one gets F ′r = µrFr and F =
4∏
r=1
Fr. Hence (lnF )
′ =
4∑
r=1
µr = trA and (lnF )
′ =
XR(θ)− iXJ (θ), provided
XR(θ) = trAR(θ) = tr
−(kDV )
[
m2 − p2 + (gΓ)2 − (g∂)(gΓ)
]
+ 4(kV p)(pΓ)
(kDV )2 + 4(kV p)2
 ,
XJ(θ) = trAJ(θ) = 2tr
(kV p)
[
m2 − p2 + (gΓ)2 − (g∂)(gΓ)
]
+ (kDV )(pΓ)
(kDV )2 + 4(kV p)2
 .
(A.7)
The solution of eq.(A.1) reads
F (θ) = C
(
m
Eu
)1/2
U exp{χR(θ)− iχJ(θ)}, (A.8)
where C = 1 is the normalization constant, U is the constant bispinor, and
χR(θ) =
∫ uµ
0
(kV du)XR(θ), χJ (θ) =
∫ uµ
0
(kV du)XJ(θ). (A.9)
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