In this paper, we construct approximations of the microscopic solution of a nonlinear reaction-diffusion equation in a domain consisting of two bulk-domains, which are separated by a thin layer with a periodic heterogeneous structure. The size of the heterogeneities and thickness of the layer are of order , where the parameter is small compared to the length scale of the whole domain. In the limit → 0, when the thin layer reduces to an interface Σ separating two bulk domains, a macroscopic model with effective interface conditions across Σ is obtained. Our approximations are obtained by adding corrector terms to the macroscopic solution, which take into account the oscillations in the thin layer and the coupling conditions between the layer and the bulk domains. To validate these approximations, we prove error estimates with respect to . Our approximations are constructed in two steps leading to error estimates of order 1 2 and in the H 1 -norm.
Introduction
Problems including reactive transport processes through thin layers with a heterogeneous structure play an important role in many applications, especially from biosciences, medical sciences, geosciences, and material sciences. We mention here as an example the physiological processes in blood vessels, where the endothelial layer, separating the lumen (region occupied by blood flow) from the vessel wall, mediates and controls the exchange between these two regions. In [19] a detailed model for processes at the endothelium is given by using phenomenologically derived effective interface laws. However, multi-scale techniques for the rigorous derivation of such laws starting from microscopic models, the study of their validity range and of the accuracy of the approximations are urgently needed. The techniques developed in this paper give an important contribution to this field, even though our model problem is limited to reaction-diffusion processes, and thus omitting further aspects like e.g. advective transport or mechano-chemical interactions.
In this paper, we consider a nonlinear reaction-diffusion equation in a domain Ω consisting of two bulk-domains Ω + and Ω − which are separated by a thin layer Ω M with a periodic heterogeneous structure. The thickness of the thin layer as well as the period of the heterogeneities are of order > 0, where the parameter is small compared to the length scale of the whole domain Ω . Across the interfaces S ± between the bulk-domains Ω ± and the thin layer Ω M we assume continuity of the solution and its normal flux. The numerical computation of the solution to this type of problems faces a high complexity. Therefore, we construct approximations of the microscopic solution which can be calculated with less numerical effort, and prove error estimates between the approximation and the microscopic solution with respect to the scaling parameter . Such error estimates are important for the justification of the approximation as well as for predictions about its accuracy. However, error estimates for thin heterogeneous layers coupled to bulk-domains have hardly been considered in literature so far. We mention here the papers [1, 3, 14] where the asymptotic behavior of a fluid flow through a filter formed by -periodic distribution of obstacles of size β distributed on a hypersurface is considered and error estimates are proved. In [10] a similar geometrical setting was considered and the Poisson equation with mixed boundary conditions on the boundary of the obstacles was studied.
In [5, 6, 17] reaction-diffusion equations through thin heterogeneous layers were studied for different scalings in the thin layer, and effective models for → 0 were derived. In the singular limit, the thin layer reduces to a (n − 1)-dimensional interface Σ separating the bulk-regions Ω + and Ω − . In these bulk-domains the evolution of the limit problem carries the same structure as in the microscopic problem, whereas at the interface Σ effective interface laws emerge. Of particular importance is the choice of the scaling of the coefficients, especially in the equations in the thin layer. The scaling highly influences the structure of the macroscopic model and depends on the particular application.
In the present paper, we consider a specific scaling from [5] leading to a reaction-diffusion equation on the interface Σ in the limit → 0. For this situation, we investigate the quality of the approximation of the microscopic solution by means of the macroscopic one. In general, we cannot expect strong convergence of the gradients or high-order error estimates with respect to . For such results we have to add additional corrector terms to the macroscopic solution which take into account the oscillations in the thin layer and also the coupling conditions between the bulk-regions and the layer. The construction of the approximations is made in two steps. Firstly, we add to the macroscopic solution in the thin layer a corrector of order , which carries information about the oscillations in the layer. This leads to error estimates of order 1 2 in the H 1 -norms, see Theorem 1. To obtain a better estimate, in a second step, we add a corrector term of first order to the macroscopic solutions in the bulk-domains (which equilibrates the discontinuity of the approximation across S ± ) and an additional second order corrector to the macroscopic solution in the layer (which equilibrates the discontinuity of the normal fluxes of the approximation across S ± ). This strategy of stepwise building up the correctors has also been used e.g. in [9] . The resulting approximation leads to an error estimate of order in the H 1 -norms, see Theorem 2. The major challenge in our paper is the simultaneous scale transition for the thickness of the layer and the periodic heterogeneous structure within the layer, as well as the coupling between the bulk-domains and the thin layer, where we additionally have to take into account different kinds of scaling. In this context, the presence of nonlinear reaction terms creates additional difficulties. These specific features of our problem are also reflected by differences in the form of the correctors in the two regions (bulk domains and thin layer): The order of the corrector terms with respect to is different in the two regions. Furthermore, in the layer, the correctors are obtained by products of the derivatives of the macroscopic solution and solutions of suitable cell problems on a bounded reference element Z, whereas in the bulk-domains the correctors include solution of boundary layer problems in infinite stripes.
To justify the determined approximations, we prove error estimates. Roughly speaking, we apply the microscopic differential operator to the microscopic solution as well as to the approximations and subtract the terms from each other. To estimate the arising terms on the right hand side, the main idea is to represent solenoidal vector fields by the divergence of skew symmetric matrices. Integration by parts then yields an additional factor which can be exploited for the error estimates. This approach has been previously used in [11] for vector fields defined on the standard periodicity cell and periodic in all directions, and in [16] for boundary layers. In our case the situation is more difficult and we have to construct skew-symmetric matrices adapted to the structure of our problem. More precisely, these matrices have to be such that boundary terms which occur at the interfaces between the bulk domains and the thin layer vanish.
Our paper is structured as follows: In Section 2 we present the microscopic model, the assumptions on the data as well as the a priori estimates for the microscopic solution. In Section 3 we give the general form of the two approximations for the microscopic solution and state the corresponding error estimates. The macroscopic model and the higher order correctors are introduced in Sections 4 and 5 respectively. The proof for the error estimates is given in Section 6. We conclude the paper with a short appendix about the regularity of the solution to the macroscopic problem.
The microscopic model
We consider the domain Ω := Σ × (− − H, H + ) ⊂ R n with fixed H ∈ N, n ≥ 2, and Σ = (0, l 1 ) × . . . , ×(0, l n−1 ) ⊂ R n−1 with l = (l 1 , . . . , l n−1 ) ∈ N n−1 . Further, let > 0 be a sequence with −1 ∈ N. The set Ω consists of three subdomains, see Figure 1 , given by
,
The domains Ω ± and Ω M are separated by an interface S ± , i. e.,
Figure 1: The microscopic domain containing the thin layer Ω with periodic structure for n = 2. The heterogeneous structure for the thin layer is modeled by the diffusion coefficient
As mentioned above, for → 0 the membrane Ω M reduces to an interface Σ × {0}, which we also denote by Σ suppressing the n-th component, and we define We denote the upper and lower boundary of Z by
Now, we are looking for a solution c = (c
and the constant
. Theorem 1 is a direct consequence of the more general result in Theorem 3 in Section 6.2.
Correctors including terms up to order 2 in the layer
For higher order error estimates, we first have to overcome the problem of discontinuity across S ± of the approximation c ,app,1 by adding a first order corrector term in the bulkdomains, see Remark 1. However, this leads to an additional normal flux from the bulkregions into the thin layer. Therefore, we have to add an additional second order corrector (the diffusion in the layer is of order −1 ) in the layer. This leads to the following second order approximation: We define c ,app,2 : (0, T ) × Ω → R by Remark 2. Again, the approximation c ,app,2 is not continuous across the interfaces S ± .
. Then, the following error estimate is valid
.
We see that the second order approximation c ,app,2 leads to a better error estimate with respect to the scaling parameter than c ,app,1 . However, from the numerical point of view, this has to be paid by solving the cell and boundary layer problems for the correctors c 
The zeroth order macroscopic model
In this section we formulate the macroscopic problem of zeroth order. This was derived rigorously for a similar model in [5] using the method of two-scale convergence and the unfolding operator. Here, we also take into account oscillations in the reactive term f ± and consider periodic boundary conditions on the lateral boundary instead of a Neumann-zero boundary condition. However, the results from [5] still hold for our situation.
The macroscopic solution is defined in the following way: Let the triple (c
be the unique weak solution of the following transmission problem:
Here, ν ± denotes the outer unit normal on ∂Ω ± , and the homogenized diffusion coefficient D M, * is defined by
where w M k,1 are the solutions of the cell problems (9) in Section 5. The variational formulation for Problem (7) is the following one: For all (φ
In the following we will prove regularity results for the macroscopic solution (c 
Then we obtain the following regularity result for the macroscopic solution, which is sufficient for the assumptions in Theorem 1 and 2 to hold: 
Proof. This follows from the L p -theory for the Neumann-problem for elliptic equations, see [8, Chapter 2] . The inequality follows from the Sobolev embedding theorem for p > n. Now, we define the first order corrector c M 1 in the thin layer via
By adding c
to the macroscopic solution c M 0 in the thin layer, we take into account the oscillations in the layer and can prove error estimates for the gradients in L 2 , see Theorem 1.
Boundary layer corrector for the bulk-domains Ω ± : Using the corrector c ,app,1 , we obtain an error estimate of order 1 2 , see Theorem 1. To obtain a better error estimate, we add further corrector terms to the approximation c ,app,1 . Firstly, we add the corrector c ±,bl 1 to the macroscopic solution in the bulk domains, which eliminates the discontinuity across the interfaces S ± of the approximation c ,app,1 . Let us define the infinite stripes Y ± and their interface Y 0 by
For fixed ω > 0, we define
and in the same way we define the space W ω,# Y − . For j = 1, . . . , n − 1, the function w ±,bl j,1 ∈ W ω,# Y ± solves the following boundary layer problem
Lemma 2. For every j = 1, . . . , n − 1, there exists a unique solution w
for a suitable ω > 0. Additionally, it holds that w ±,bl
Proof. The existence and uniqueness follows from [13, Theorem 10.1] and the regularity result from Lemma 1. The local W 2,p -regularity follows from the L p -theory for elliptic equations, which also implies the continuity of the solution. It remains to check that the solution and its gradient are bounded on R Now, the local estimate from [7, Theorem 9 .11] which holds uniformly on every ball with fixed radius in R n and the Morrey inequality imply the boundedness of the gradient.
We define the first order corrector term c
Here, we take ψ ∈ C ∞ 0 (−H, H) with 0 ≤ ψ ≤ 1 and ψ = 1 in a neighborhood of 0. Now, the functions c
Corrector of second order for the thin layer Ω M : The corrector c ±,bl 1 leads to a jump of the normal fluxes across S ± . Therefore, we add an additional corrector of second order in the thin layer. We emphasize that due to the different scaling of the diffusion coefficients in the bulk-domains and the thin layer in the microscopic problem, we can expect correctors of different orders in the bulk domains and the layer.
For j = 1, . . . , n − 1 the function w 
Proof. Again, the claim follows from the L p -theory for the elliptic equations with Neumannboundary conditions, and the regularity results from Lemma 2.
We define the second order corrector c 
6 Error estimates
In this section, we give the proof of our main results. Roughly speaking, the idea is to apply the microscopic differential operator from Problem (1a) to the microscopic solution and the approximative solution c ,app,j (j = 1, 2), and subtract these terms from each other. More precisely, we start from the following term:
where we use the short notation c ). This will be specified in the following results. Our aim is to estimate the terms in (15) and to choose a suitable test function. However, as mentioned in Remark 1 and 2, the error function c − c ,app,j is not an admissible test function. Therefore, we have to add an additional corrector term in the bulk-domains, what leads to an additional error.
We estimate the terms in (15) for j = 2, because the most error terms carry over to the case j = 1. First of all, by using (12) we obtain
For the last term B ±,3 , an elemental calculation gives
Let us define the tensor
for k = 1, . . . , n and i = 1, . . . , n − 1. This gives us (we consider ∇x as both, a vector in R n−1 and in R n with the last component equal to zero)
With similar arguments and by adding D M, * in a suitable way, we obtain for A M,4 by using (10) and (14) (if it is necessary, we consider D M, * as an element of R n×n by setting the n-th row and column equal to zero):
x dx,
defined for k ∈ {1, . . . , n} and i ∈ {1, . . . , n − 1} by
Now, let us define the averaged function
We observe that with this definition we can write
Altogether, we obtain for the term (15):
and
x dx
We emphasize that (φ ± , φ M ) is an admissible test function for the variational equation (4) of
is not an admissible test function for the variational equation (8) of the macroscopic model of zeroth order. Therefore, in the following we use equation (7) tested with φ ± , φ M . Due to the regularity of c ± 0 from Proposition 2, the normal fluxes are elements of L 2 (Σ). Hence, from (4) and (7) we obtain
We have to estimate the terms on the right-hand side, where the most challenging term is ∆ ,T . We start with ∆ ,∂t , which only occurs for j = 2.
. Proof. The estimate follows easily from the Hölder-inequality and the essential boundedness of w ±,bl j,1 and w M j,1 , see Lemma 1 and 2. Remark 4. Here we use the additional regularity for the time derivative of the macroscopic solution from the hypothesis in Theorem 2.
Proof. The claim follows easily from the continuity of D M and the regularity results from Lemma 1, 2 and 3.
Lemma 6 (Estimate for the interface term in (20) 
Proof. The fundamental theorem of calculus and φ
. Now, the regularity of c
Estimates for the nonlinear terms in (20): Let us estimate now the differences including the nonlinear terms in (20) . We start with the following auxiliary Lemma:
Especially, the following estimate holds:
Proof. Here, the time variable has the role of an additional parameter and for an easier notation we suppress the time-dependence in the following.
Step 1 (Existence of a solution
, since we obtain from the growth condition from Assumption (A3)
Further, the mean value with respect to y is obviously zero. Additionally, the regularity of
for i = 1, . . . , n − 1 and almost every (x, y) ∈ Σ × Z. Since the derivative of a Lipschitzfunction is bounded (independent of y, due to our assumptions), we obtain
be the unique solution of the following problem:
ξ is Y n−1 -periodic and
The L p -theory for elliptic equations implies ξ ∈ L 2 (Σ, W 2,p (Z)) for p ∈ (1, ∞) arbitrary, and
To prove regularity of ξ with respect tox, we use the method of difference quotients, see [7, Section 7.11] . We define for ψ ∈ L 2 (Σ × Z), i ∈ {1, . . . , n − 1}, and h > 0 the difference quotient by
By the same arguments as above we obtain
The results from [7, Section 7.11] extended to Banach valued functions implies ξ ∈ H 1 (Σ, W 2,p (Z)). Especially, we can replace ∂ 
where ξ is the unique weak solution of
Existence and uniqueness follows as in Step 1 from the Lax-Milgram Lemma, which also implies the continuity of the operator L ω . We consider the following vector-valued trace operators (see [2, Theorem 6.13])
The claim is proved, if we show
With similar arguments as in Step 1, we obtain the regularity result
hence, the identity (21) holds on C 0 (Σ, L 2 0 (Z)). The density of C 0 (Σ, L 2 0 (Z)) and the continuity of L ω and the trace operators imply the desired result.
Proof. We have
For the first term G 1 we use the uniform Lipschitz continuity of g M to obtain
For the second term G 2 we use Lemma 7 to obtain
The last term F 3 vanishes, due to the periodicity of G and G · ν = 0 on S + ∪ S − . Further, the estimate from Lemma 7 implies
In a similar way, we can estimate F 1 .
Proof. We argue in the same way as in the proof of Proposition 3. We have
where F ∈ H 1 (Ω ± , W 1,p (Z)) for arbitrary large p ∈ (1, ∞) fulfills (we again suppress the time-dependence)
and the estimate
The existence and the regularity of F ± can be established in the same way as in Lemma 7. However, we emphasize that we do not require specific boundary conditions for F ± on ∂Ω ± . We obtain
We only consider the boundary term in more detail. The vector valued trace inequality implies
Estimate for ∆ ,T Now, we estimate the term ∆ ,T , where according to (19) we use the following notations for the included terms:
The mean idea is to represent solenoidal vector fields by the divergence of skew-symmetric matrices and integrate by parts. This gives an additional factor . This approach has been used in [11, Section 4.2] for vector fields on Y n , periodic in all directions, and [16] for boundary layers. In our case, we have to construct skew-symmetric matrices adapted to the structure of our problem. More precisely, these matrices have to be such that boundary terms which occur at the interfaces between the bulk domains and the thin layer vanish.
We start with the estimate for the term ∆ ,T M,1 . Therefore, we make use of the following Lemma:
This means, that for all φ ∈ W 1,p (Z) which are Y n−1 -periodic (p the dual exponent of p) it holds that Z h · ∇ y φdy = 0.
Then, there exists a skew-symmetric tensor
Proof. We define
where ζ i is the solution of
From the L p -theory for elliptic equations we obtain ζ i ∈ W 2,p (Z) and therefore β il ∈ W 1,p (Z). Obviously, the boundary conditions for ζ i on S
where we defined ζ := (ζ 1 , . . . , ζ n ). We show that v := ∇ y · ζ = 0. First of all, we have v is Y n−1 -periodic and
due to the zero-boundary condition of ζ n on S
For the second term we obtain from the properties of h and the definition of ζ i
Further, the periodicity and the Dirichlet-zero boundary condition of ζ n imply
Using the Neumann-boundary conditions for ζ i for i = 1, . . . , n − 1, we get by similar arguments
Altogether, we obtain Z ∇v · ∇φdy = 0, and therefore v satisfies
v is Y n−1 -periodic and
This implies v = 0 and the proof is complete.
Proof. We have 
It remains to estimate the term ± ∆ ,T ±,bl + ∆ ,T M,2 . First of all we define for
and the space
where L 2 loc (Z ∞ ) denotes the space of functions belonging to L 2 (U ) for every U ⊂ Z ∞ such that U is compact. In a similar way we define other Sobolev spaces which are integrable locally on Z ∞ . For u ∈ V we define the mean value of u over Y n−1 × {s} for s ∈ R bȳ
On V we have the following weighted Poincaré-type inequality (see [9, Prop. 1.3])
Therefore, the space
becomes a Hilbert space with respect to the inner product
with Z∞ h i dy = 0 for i = 1, . . . , n. Then there exists a unique weak solution u ∈ V 0 of the problem
Proof. The proof is based on the inequality (22) and can be found in [9, Prop. 1.5].
Next we show additional regularity results for the solution u from Lemma 10 under additional assumptions on h i . We use similar methods as in [9, 18] . However, for the sake of completeness we give the detailed proof for our case.
with a constant C > 0 independent of s. Then the solution u from Lemma 10 fulfills ,s+1) ) ≤ C uniformly with respect to s. Especially we have
In fact, let s > 0 and φ s ∈ C ∞ (R) with 0 ≤ φ s ≤ 1, φ s = 0 in [s + 1, ∞), φ = 1 in (−∞, s), and φ ∞ ≤ 2. Then by testing (23) with φ s and integrating over Y + , we obtain
Integration with respect to ξ from 0 to s > 0 implies (ū(0) = 0)
for a constant C > 0 independent of s. Now, the Poincaré-inequality implies for every s ≥ 0
The same arguments hold for s < 0, what implies u ∈ L 2 loc (Z ∞ ). The claim follows from Theorem 8.17, 9.11, and 8.32 from [7] . Now we are able to construct the skew-symmetric tensors corresponding to the error terms ∆ ,T ±,bl and ∆ ,T M,2 .
n for p > n such that (24) holds for all s ∈ R, and
More precisely, the conditions ∇ · h = 0 and h is Y n−1 -periodic means that for all φ ∈ C ∞ 0,# (Z ∞ ) it holds that Z∞ h · ∇φdy = 0.
Then there exists a
Proof. From Lemma 10 we obtain the existence of a function ζ k such that ∆ζ k = h k in Z ∞ . Now, we define β kl := ∂ l ζ k − ∂ k ζ l for l, k = 1, . . . , n. The regularity of β kl follows immediately from Lemma 11 and we only have to check the claim that (25) holds. The definition of β kl implies (as in the proof of Lemma 8)
with ζ := (ζ 1 , . . . , ζ n ) and v := ∇ · ζ. Then, (25) follows if we show ∇v = 0. First of all, for R > 0 we define
The boundary terms vanish, due to the periodicity of ζ i and φ, as well as the compact support of ψ in (−R, R). Using ∆ζ i = h i and ∇ · h = 0, we get
By a density argument this result is also valid for φ = v, and we obtain for R → ∞ from the monotone convergence theorem:
It remains to show A R (v) → 0 for R → ∞. We illustrate this for one term in A R (v). From the Hölder-inequality we obtain
This proves the claim.
Proof. We proceed in a similar way as in Lemma 9, whereby we now use Lemma 12. Here, the crucial point is to control the boundary terms on Σ, which occur by replacing T M,2 and T ±,bl by skew-symmetric tensors and integrating by parts. We handle this by constructing skew-symmetric tensors which are continuous across S ± .
First of all, we fix i ∈ {1, . . . , n − 1} and define for j = 1, . . . , n
We show that h fulfills the conditions of Lemma 12 except the mean value condition. The properties of ∇w ±,bl i,1 (see Lemma 2) imply the integrability conditions on h = (h 1 , . . . , h n ) from Lemma 12 (remember that we can choose p arbitrary large, especially p > n). Further, according to (13) , we have ∇ · h M = 0 in Z and by (11) we have
where ν denotes the outer unit normal on ∂Z with respect to Z. Hence, we obtain ∇ · h = 0 on Z ∞ . Now we show, that h n fulfills the mean value condition:
For every a, b ∈ R with a < b and c ∈ R it holds that
We emphasize that the trace of h n exists, due to the regularity of w ±,bl i,1
and w M i,2 . Since c ∈ R is arbitrary, we obtain
Let us check that this term is equal to zero. Let R > 1 (the case R < −1 follows the same lines) and φ ∈ C Since h is divergence-free, we obtain
This implies Y n−1 h n (ȳ, a)dȳ = 0 for all a ∈ R. Especially, we obtain Z∞ h n dy = 0.
For arbitrary H ∈ R n−1 × {0} we defineh byh
Then, forh we still have ∇ ·h = 0 in Z ∞ andh fulfills the same integrability conditions as h. We choose H in such a way that Z∞h j dy = 0 for j = 1, . . . , n − 1. Then, Lemma 12 implies the existence of a skew-symmetric tensor β
Now, we consider the error terms ∆ ,T M,2 and ∆ ,T ±,bl . We have
For the second term we immediately obtain from the Hölder-inequality
For the first term A we obtain by integration by parts
where the lateral boundary terms of ∂Ω M vanish, due to the Σ-periodicity of the functions, and the terms involving ∂ x k x l φ M vanish, due to the skew-symmetry of β i kl . With similar arguments, we obtain
Adding up these terms, the boundary terms cancel out and we obtain
Now, using the essential boundedness of β i kl from Lemma 12, we obtain the desired result.
We summarize our results in the following proposition:
) the following estimate is valid for all
Proof. For smooth functions φ ± and φ M the result follows directly from (15) and (20), Proposition 3 and 4, and Lemma 4, 5, 9, 13, and 6. Then, the result for functions
follows by a density argument.
, then for the first order corrector c ±,bl 1 in the bulk-domains it holds that
Especially, we have
Proof. These estimates easily follow from the regularity results for w ±,bl j,1 and w M j,1 in Lemma 11 and 9, and the a priori estimates in Proposition 1.
Proof. We already mentioned that c − c ,app,1 is not an admissible test function for (15) , hence, we add the corrector term c
Using the coercivity of D ± and D M , we get for a constant c 0 > 0
From Proposition 3 and 4, and Lemma 5, 6, and 9 we obtain
Integration with respect to time and Lemma 14 yields for almost every t ∈ (0, T )
For A ± and C , we immediately obtain from the Hölder-inequality
For B ± we obtain x dx
By a change of variables and the Y n−1 -periodicity of w The term including ∇ y w −,bl j,1 can be estimated in the same way. Now, for every θ > 0 there exists a constant C(θ) > 0, such that for all a, b ≥ 0 it holds that ab ≤ C(θ)a 2 + θb 2 . This implies
For θ < c 0 , the last term on the right-hand side can be absorbed from the left-hand side in (28). Integration of (28) with respect to time, Gronwall-inequality, and Lemma 14 imply
The a priori estimates from Proposition 1 and Assumption (A4) imply the desired result.
As a direct consequence, we obtain Theorem 1:
Proof of Theorem 1. This follows directly from Theorem 3 and Lemma 14.
Error estimates for the second order approximation
As in the case of the first order approximation, we have the problem that c − c ,app,2 is not an admissible test function, because it is not continuous across S ± (after a shift back to the domain Ω ). We have to add a corrector c 
·,
· and c ± 2 ·, · in the bulk-domains it holds that
for r ∈ [2, ∞] and q ∈ 2, 2n n−2 (here 1 0 = ∞ for n = 2). Then, we have
Proof. The proof can easily be adapted from [12 
