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Abstract—An efficient, accurate and reliable approximation of
a matrix by one of lower rank is a fundamental task in numerical
linear algebra and signal processing applications. In this paper,
we introduce a new matrix decomposition approach termed
Subspace-Orbit Randomized singular value decomposition (SOR-
SVD), which makes use of random sampling techniques to give
an approximation to a low-rank matrix. Given a large and
dense data matrix of size m × n with numerical rank k, where
k  min{m,n}, the algorithm requires a few passes through
data, and can be computed in O(mnk) floating-point opera-
tions. Moreover, the SOR-SVD algorithm can utilize advanced
computer architectures, and, as a result, it can be optimized
for maximum efficiency. The SOR-SVD algorithm is simple,
accurate, and provably correct, and outperforms previously
reported techniques in terms of accuracy and efficiency. Our
numerical experiments support these claims.
Index Terms—Matrix computations, dimension reduction, low-
rank approximation, randomized algorithms.
I. INTRODUCTION
COMPUTING a low-rank approximation of a given datamatrix, i.e., approximating the matrix by one of lower
rank, is a fundamental task in signal processing and its
applications. Such a compact representation of a matrix can
provide a significant reduction in memory requirements, and
more importantly, computational costs when the computational
cost scales according to a high-degree polynomial with the
dimensionality. Matrices with low-rank structures arise fre-
quently in numerous applications such as latent variable graph-
ical modeling, [1], ranking and collaborative filtering, [2],
background subtraction [3]–[6], system identification [7], IP
network anomaly detection [8], [9], subspace clustering [10]–
[13], biometrics [14], [15], sensor and multichannel signal pro-
cessing [16], statistical process control and multidimensional
fault identification [17], [18], DNA microarray data [19], and
quantum state tomography [20].
Traditional algorithms for computing a low-rank approxima-
tion of a matrix, such as singular value decomposition (SVD)
[21] and the rank-revealing QR decomposition [22], [23]
are computationally prohibitive for large data sets. Moreover,
standard techniques for their computation are challenging
to parallelize in order to take advantage of modern com-
puter architectures [24], [25]. Recently developed low-rank
1A primary version of this paper has been submitted to the 26th European
Signal Processing Conference (EUSIPCO 2018).
approximation algorithms based random sampling techniques,
however, have been shown to be surprisingly efficient, accurate
and robust, and are known to outperform the traditional
algorithms in many practical situations [26]–[31]. The power
of randomized methods lies in the fact they can be optimized
for maximum efficiency on modern architectures.
Our Contributions
Motivated by recent developments, this paper proposes a
new randomized decompositional approach called subspace-
orbit randomized singular value decomposition (SOR-SVD) to
compute the low-rank approximation of a matrix. Given a large
and dense rank-k matrix of size m×n, the SOR-SVD requires
a few passes over the data, and can be computed in O(mnk)
floating-point operations (flops). The main operations of the
algorithm involve matrix-matrix multiplication and the QR de-
composition. This, due to recently developed Communication-
Avoiding QR (CAQR) algorithms [32], which are optimal
in terms of communication costs, i.e., data movement either
between different levels of a memory hierarchy or between
processors, allows the algorithm to be optimized for peak
machine performance on modern computational platforms.
We provide theoretical error bounds, i.e., lower bounds on
singular values and upper bounds on the low-rank approxima-
tion, for the SOR-SVD algorithm, and experimentally show
that the low-rank error bounds provided are empirically sharp
for one class of matrices considered.
We also apply the SOR-SVD to solve the RPCA problem
[3], [33], [34], i.e., to decompose a data matrix into a low-rank
plus a sparse matrix, and study in computer vision applications
of background/foreground separation in surveillance video,
and shadow and specularity removal from face images.
Notation
Bold-face upper-case letters are used to denote matrices.
Given a matrix A, ‖A‖1, ‖A‖2, ‖A‖F , ‖A‖∗ denote the
`1-norm, the spectral norm, the Frobenius norm, the nuclear
norm, respectively. σj(A) denotes the j-th largest singular
value of A, and the numerical range of A is denoted byR(A).
The symbol E denotes expected value with respect to random
variables. Given a random variable Ω, EΩ denotes expectation
with respect to the randomness in Ω, and the dagger † denotes
the Moore-Penrose pseudo-inverse.
We structure the remainder of this paper as follows. In
Section II, we introduce the mathematical model of the data
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2and discuss prior works on randomized algorithms. In Section
III, we describe our proposed approach, which also includes
a variant that uses the power iteration scheme, in detail.
Section IV presents our theoretical analysis. In Section V, we
present and discuss our numerical experimental results, and
our conclusion remarks are given in Section VI.
II. MATHEMATICAL MODEL AND PRIOR WORKS
Given an input matrix A ∈ Rm×n, where m ≥ n, with
numerical rank k, its singular value decomposition (SVD) [21]
is defined as follows:
A =Um×nΣn×nVTn×n
=
[
Uk U0
] [Σk 0
0 Σ0
] [
Vk V0
]T
,
(1)
where Uk ∈ Rm×k, U0 ∈ Rm×n−k have orthonormal
columns, spanning the range of A and the null space of AT ,
respectively, Σk ∈ Rk×k and Σ0 ∈ Rn−k×n−k are diagonal
containing the singular values, i.e., Σk = diag(σ1, ..., σk) and
Σ0 = diag(σk+1, ..., σn), and Vk ∈ Rn×k and V0 ∈ Rn×n−k
have orthonormal columns, spanning the range of AT and
the null space of A, respectively. A can be written as
A = Ak+A0, where Ak = UkΣkVTk , and A0 = U0Σ0V
T
0 .
The SVD constructs the optimal rank-k approximation Ak to
A, as stated in the following theorem.
Theorem 1: (Eckart and Young [35], and Mirsky [36])
minimize
rank(B)≤k
‖A−B‖2 = ‖A−Ak‖2 = σk+1. (2)
minimize
rank(B)≤k
‖A−B‖F = ‖A−Ak‖F =
√√√√ n∑
j=k+1
σ2j .
(3)
Throughout this paper we focus on the matrix A defined,
and m ≥ n > max{k, 2}. Our results hold for m < n, though.
Although, the SVD is numerically stable, accurate and
provides detailed information on singular subspaces and sin-
gular values, it is expensive to compute for large data sets.
Furthermore, standard techniques for its computation are chal-
lenging to parallelize in order to utilize modern computational
platforms [24], [25]. On the other hand, partial SVD based on
Krylov subspace methods, such as the Lanczos and Arnoldi
algorithms, can construct an approximate SVD of an input
matrix, for instance A, best, at a cost O(mnk). However, the
partial SVD suffers from two drawbacks. First, inherently, it is
numerically unstable [21], [24], [37]. Second, its methods are
challenging to parallelize [30], [31], which makes it unsuitable
to apply on modern architectures.
Recently developed algorithms based on randomization
for low-rank approximations [26]–[31], [38] have attracted
considerable attention because i) they are computationally
efficient, and ii) they readily lend themselves to a parallel
implementation to exploit modern computational architectures.
Beginning with [26], many algorithms have been proposed
for low-rank matrix approximation. The algorithms in [27],
[39], [40], bulit on Frieze et al.’s idea [26], first sample
columns of an input matrix with a probability proportional to
either their magnitudes or leverage scores, representing the
matrix in a compressed form. The submatrix is then used for
further computation (post-processing step) using deterministic
algorithms such as the SVD and pivoted QR decomposition
[21] to obtain the final low-rank approximation. Sarlo´s [28]
proposes a different method based on results of the well-
known Johnson-Lindenstrauss (JL) lemma [41]. He showed
that random linear combinations of rows, i.e., projecting the
data matrix onto a structured random subspace, can render
a good approximation to a low-rank matrix. The works in
[42], [43] have further advanced Sarlo´s’s idea and construct
a low-rank approximation based on subspace embedding.
Rokhlin et al. [29] proposes to apply a random Gaussian
embedding matrix in order to reduce the dimension of
the data matrix. The low-rank approximation is then given
through computations using the classical techniques on
the reduced-sized matrix. In a seminal paper, Halko et al.
[30] propose two algorithms based on randomization. (The
paper also develops modified versions of each for gaining
either performance or pass-efficiency). The first algorithm,
randomized SVD, for which the authors provide theoretical
analysis and extensive numerical experiments, for the matrix
A, and integers k ≤ ` < n and q, is described in Alg. 1.
Algorithm 1 Randomized SVD (R-SVD)
Input: Matrix A ∈ Rm×n, integers ` and q,
Output: A rank-` approximation.
1: Draw a random matrix Ω ∈ Rn×`;
2: Compute Y = (AAT )qAΩ;
3: Compute a QR decomposition Y = QR;
4: Compute B = QTA;
5: Compute an SVD B = U˜ΣVT ;
6: A ≈ QU˜ΣVT .
The R-SVD approximates A as follows: i) a compressed
matrix Y, through random linear combinations of columns
of A is formed, ii) a QR decomposition is performed on Y,
where the Q factor constructs an approximate basis for R(A),
iii) A is projected onto a subspace spanned by columns of Q,
forming B, iv) a full SVD of B is computed. In Alg. 1, q is
the number of steps of a power method [29], [30].
Gu [31] applies a slightly modified version of the R-SVD
algorithm to improve subspace iteration methods, and presents
a new error analysis. The second method proposed in [30,
Section 5.5] is a single-pass algorithm, i.e., it requires only one
pass through data, to compute a low-rank approximation. For
the matrix A, the decomposition, which we call two-sided ran-
domized SVD (TSR-SVD), is computed as described in Alg. 2.
Here Bapprox is an approximation to B = QT1 AQ2.
The TSR-SVD, however, substantially degrades the quality
of the approximation, compared to the R-SVD, even for
matrices with rapidly decaying singular values. The reason
behind is, mainly, poor approximate basis drawn from the row
space of A, i.e., Q2. Furthermore, for a general input matrix,
the authors do not provide theoretical bounds, neither upper
bounds on the low-rank approximation nor lower bounds on
the singular values, for the TSR-SVD algorithm. This work
addresses these issues.
The work in [5] proposes a rank-revealing decomposition
method based on randomized sampling techniques; the matrix
3Algorithm 2 Two-Sided Randomized SVD (TSR-SVD)
Input: Matrix A ∈ Rm×n, an integer `,
Output: A rank-` approximation.
1: Draw random matrices Ψ1 ∈ Rn×` and Ψ2 ∈ Rm×`;
2: Compute Y1 = AΨ1 and Y2 = ATΨ2 in a single pass
through A;
3: Compute QR decompositions Y1 = Q1R1, Y2 = Q2R2;
4: Compute Bapprox = QT1 Y1(Q
T
2 Ψ1)
†;
5: Compute an SVD Bapprox = U˜Σ˜V˜;
6: A ≈ (Q1U˜)Σ˜(Q2V˜)T .
A is compressed, multiplied by orthonormal bases for R(A)
and R(AT ) from both sides, columns of the reduced matrix,
and accordingly, the bases are permuted, the low-rank approx-
imation is given by projecting it back to the original space.
Independent of the TSR-SVD algorithm [30], this work was
developed by drawing inspiration from the randomized rank-
revealing decomposition algorithm proposed in [5]. Unlike
the R-SVD, Alg. 1, [30], [31], which is based on one-sided
projection, the SOR-SVD algorithm, similar to the TSR-SVD
algorithm, is based on two-sided projection; the data matrix is
projected onto a lower-dimensional space using orthonormal
bases from both sides, a truncated SVD of the compressed
matrix is computed, the approximate SVD is obtained by
projecting the data back to the original space.
We also present a variant of the SOR-SVD algorithm, which
employs the power method scheme [29], [30] to improve the
accuracy of the approximations.
Our analysis was inspired by the excellent work of Gu
[31]. However, unlike the one-sided randomized SVD algo-
rithm presented in [31], we perform an analysis of a two-
sided randomized algorithm, i.e., the SOR-SVD, and provide
theoretical lower bounds on singular values and upper bounds
on the low-rank approximation.
III. SUBSPACE-ORBIT RANDOMIZED SINGULAR VALUE
DECOMPOSITION
In this section, we present a randomized algorithm termed
subspace-orbit randomized SVD (SOR-SVD), which com-
putes the fixed-rank approximation of a data matrix. We also
present a version of the SOR-SVD with power iteration,
which improves the performance of the algorithm at an extra
computational cost.
Given the matrix A, and an integer k ≤ ` < n, the
basic form of SOR-SVD is computed as follows: using a
random number generator, we form a real matrix Ω ∈ Rn×`
with entries being independent, identically distributed (i.i.d.)
Gaussian random variables of zero mean and unit variance.
We then compute the matrix product:
T1 = AΩ, (4)
where T1 ∈ Rm×` is formed by linear combinations of
columns of A by the random Gaussian matrix. T1 is nothing
but a projection onto the subspace spanned by columns of A.
Having T1, we form the matrix T2 ∈ Rn×`:
T2 = A
TT1, (5)
where T2 is constructed by linear combinations of rows of
A by T1. T2 is nothing but a projection onto the subspace
spanned by rows of A. Using the QR decomposition algo-
rithm, we factor T1 and T2 such that:
T1 = Q1R1 and T2 = Q2R2, (6)
where Q1 and Q2 are approximate bases for R(A), and
R(AT ), respectively. We now form a matrix M ∈ R`×` by
compression of A through left and right multiplications by
orthonormal bases:
M = QT1 AQ2, (7)
We then compute the rank-k truncated SVD of M:
Mk = U˜kΣ˜kV˜k, (8)
Finally, we form the SOR-SVD-based low-rank approximation
of A:
AˆSOR = (Q1U˜k)Σ˜k(Q2V˜k)
T , (9)
where Q1U˜k ∈ Rm×k and Q2V˜k ∈ Rn×k are approximations
to the k leading left and right singular vectors of A,
respectively, and Σ˜k contains an approximation to the k
leading singular values. The algorithm is presented in Alg. 3.
Algorithm 3 Subspace-Orbit Randomized SVD (SOR-SVD)
Input: Matrix A ∈ Rm×n, integer `,
Output: A rank-k approximation.
1: Draw a standard Gaussian matrix Ω ∈ Rn×`;
2: Compute T1 = AΩ;
3: Compute T2 = ATT1;
4: Compute QR decompositions T1 = Q1R1, T2 = Q2R2;
5: Compute M = QT1 AQ2;
6: Compute the rank-k truncated SVD
Mk = U˜kΣ˜kV˜k;
7: Form the SOR-SVD-based low-rank approximation of A:
AˆSOR = (Q1U˜k)Σ˜k(Q2V˜k)
T .
The SOR-SVD requires three passes through data, for
matrices stored-out-of-core, but it can be modified to revisit
the data only once. To this end, in a similar manner as in Alg.
2, the compressed matrix M in equation (7) can be computed
by making use of currently available matrices as follows: both
sides of the currently unknown M are postmultiplied by QT2 Ω:
MQT2 Ω = Q
T
1 AQ2Q
T
2 Ω. (10)
Having defined A ≈ AQ2QT2 and T1 = AΩ, an approxi-
mation to M can be obtained by
Mapprox = Q
T
1 T1(Q
T
2 Ω)
†. (11)
Remark 1: In the SOR-SVD algorithm, projecting A onto
a subspace spanned by its rows using a matrix containing
random linear combinations of its columns, i.e., equation (5),
significantly improves the quality of the approximate basis Q2,
compared to that of the TSR-SVD. This results in i) a good
approximation Mapprox to M, and ii) tighter bounds for the
singular values.
The two key differences between our proposed SOR-SVD
algorithm and the TSR-SVD algorithm are i) to use a sketch
4of the input matrix in order to project it onto its row space,
rather than using a random matrix, and ii) to apply truncated
SVD on the reduced-size matrix.
The SOR-SVD algorithm may be sufficiently accurate for
matrices whose singular values display some decay, but,
however, in applications where the data matrix has a slowly
decaying singular values, it may produce poor singular vectors
and singular values. Thus, we incorporate q steps of a power
iteration [29], [30], to improve the accuracy of the algorithm
in these circumstances. Given the matrix A, and integers
k ≤ ` < n and q, the resulting algorithm is described in Alg. 4.
Algorithm 4 The SOR-SVD algorithm with Power Method
Input: Matrix A ∈ Rm×n, integers ` and q,
Output: A rank-k approximation.
1: Draw a standard Gaussian matrix T2 ∈ Rn×`;
2: for i = 1: q + 1 do
3: Compute T1 = AT2;
4: Compute T2 = ATT1;
5: end for
6: Compute QR decompositions T1 = Q1R1, T2 = Q2R2;
7: Compute M = QT1 AQ2 or Mapprox = Q
T
1 T1(Q
T
2 T2)
†;
8: Compute the rank-k truncated SVD
Mk = U˜kΣ˜kV˜k or Mapprox-k = U˜kΣ˜kV˜k;
9: Form the SOR-SVD-based low-rank approximation of A:
AˆSOR = (Q1U˜k)Σ˜k(Q2V˜k)
T .
Note that to compute the SOR-SVD when the power method
is employed, a non-updated T2 must be used to form Mapprox.
IV. ANALYSIS OF SOR-SVD
In this section, we provide a detailed analysis of the
performance of the SOR-SVD algorithms, the basic version
Alg. 3 as well as the one in Alg. 4. In particular, we develop
lower bounds for singular values, and upper bounds for rank-
k approximations in terms of both the spectral norm and the
Frobenius norm.
While the TSR-SVD algorithm, described in Alg. 2, results
in the approximation A ≈ Q1MQT2 , where M is defined
in (7), the SOR-SVD procedure results in A ≈ Q1MkQT2 ,
where Mk is the rank-k truncated SVD of M. The following
theorem is a generalization of Theorem 1 for the SOR-SVD.
Theorem 2: Let Q1 ∈ Rm×` and Q2 ∈ Rn×` be matrices
with orthonormal columns, and 1 ≤ k ≤ `. Let furthermore
Mk be the rank-k truncated SVD of QT1 AQ2. Then Mk is
an optimal solution to the following convex program:
minimize
M∈Rl×l,rank(M)≤k
‖A−Q1MQT2 ‖F = ‖A−Q1MkQT2 ‖F ,
(12)
and
‖A−Q1MkQT2 ‖F ≤‖A0‖F + ‖Ak −Q1QT1 Ak‖F
+ ‖Ak −AkQ2QT2 ‖F ,
(13)
and we also have
‖A−Q1MkQT2 ‖2 ≤‖A0‖2 + ‖Ak −Q1QT1 Ak‖F
+ ‖Ak −AkQ2QT2 ‖F .
(14)
Proof. We first rewrite the term in the left-hand side of (12):
‖A−Q1MQT2 ‖2F = ‖A−Q1QT1 AQ2QT2
+ Q1Q
T
1 AQ2Q
T
2 −Q1MQT2 ‖2F
= ‖A−Q1QT1 AQ2QT2 ‖2F + ‖QT1 AQ2 −M‖2F .
(15)
By Theorem 1, the result in (12) immediately follows.
According to Theorem 1, Ak is the best low-rank approxi-
mation to A, whereas according to Theorem 2, Q1MkQT2 is
the best restricted (within a subspace) low-rank approximation
to A, with respect to the Frobenius norm. This leads to the
following result
‖A−Ak‖F ≤‖A−Q1MkQT2 ‖F
≤‖A−Q1QT1 AkQ2QT2 ‖F .
(16)
The second relation holds because Q1QT1 AkQ2Q
T
2 is an
undistinguished restricted Frobenius norm approximation to
A.
To prove (13), we calculate
‖A−Q1QT1 AkQ2QT2 ‖2F
= trace
(
(A−Q1QT1 AkQ2QT2 )T (A−Q1QT1 AkQ2QT2 )
)
= trace
(
(A−AkQ2QT2 + AkQ2QT2 −Q1QT1 AkQ2QT2 )T
× (A−AkQ2QT2 + AkQ2QT2 −Q1QT1 AkQ2QT2 )
)
= ‖A−AkQ2QT2 ‖2F + ‖AkQ2QT2 −Q1QT1 AkQ2QT2 ‖2F+
2trace
(
(A−AkQ2QT2 )T (AkQ2QT2 −Q1QT1 AkQ2QT2 )
)
= ‖A−AkQ2QT2 ‖2F + ‖Ak −Q1QT1 Ak‖2F
+ 2trace
(
(I−Q2QT2 ) AkQ2QT2 (A−AkQ2QT2 )T︸ ︷︷ ︸
0
)
.
(17)
Combining the last relation in (17) with equation (16), gives
‖A−Q1MkQT2 ‖F ≤‖A−AkQ2QT2 ‖F
+ ‖Ak −Q1QT1 Ak‖F .
(18)
Writing A = Ak+A0, and applying the triangle inequality
gives equation (13).
To prove (14), we observe that
‖A−Q1MQT2 ‖2 ≤‖A−Q1MkQT2 ‖2
≤‖A−Q1QT1 AkQ2QT2 ‖2
=‖A0 + Ak −Q1QT1 AkQ2QT2 ‖2
≤‖A0‖2 + ‖Ak −Q1QT1 AkQ2QT2 ‖2.
(19)
We can write the second term of the last equation as
‖Ak −Q1QT1 AkQ2QT2 ‖2
= ‖Ak −Q1QT1 Ak + Q1QT1 Ak −Q1QT1 AkQ2QT2 ‖2
≤ ‖Ak −Q1QT1 Ak‖2 + ‖Q1QT1 (Ak −AkQ2QT2 )‖2
≤ ‖Ak −Q1QT1 Ak‖F + ‖Ak −AkQ2QT2 |F .
(20)
Plugging this into equation (19) yields (14).
The last relation in (20) holds due to the unitary invariance
property of the `2-norm, and furthermore, to the relation that
for any matrix Π, ‖Π‖2 ≤ ‖Π‖F . 
5A. Deterministic Error Bounds
In this section, we make use of techniques from linear
algebra to give generic error bounds which depend on the
interaction between the standard Gaussian matrix Ω and the
right singular vectors of the data matrix A.
To derive lower bounds on approximated singular values, we
begin by stating two key results that are used in the analysis
later on.
Theorem 3: (Thompson [44]) Suppose that the matrix A
has singular values as defined in (1). Let M ∈ R`×` be a
submatrix of A. Then for j = 1, ..., `, we have
σj ≥ σj(M). (21)
The relation in (21) can be easily proven by allowing M to
be M = QT1 AQ2, where Q1 ∈ Rm×` and Q2 ∈ Rn×` are
orthonormal matrices.
Remark 2: Since the matrices M and Mk have the same
singular values σj , for j = 1, ..., k, and moreover, singular
values of QT1 AQ2 and Q1Q
T
1 AQ2Q
T
2 coincide [44], we have
σj ≥ σj(Q1MkQT2 ) = σj(Q1QT1 AQ2QT2 ). (22)
Lemma 1: (Gu [31]). Given any matrix B ∈ Rm×n, and a
full column rank matrix Ω ∈ Rn×`, assume that X ∈ R`×` is
a non-singular matrix. Let BΩ = QbRb and BΩX = QxRx
be QR decompositions of the matrix products. Then
QbQ
T
b = QxQ
T
x . (23)
For the matrix T2, equation (5), and by the SVD of A,
given in (1), we have
T2 = A
TT1 = A
TAΩ = VΣ2VTΩ. (24)
By partitioning Σ2, we have
T2 = V
Σ21 0 00 Σ22 0
0 0 Σ23
VT1 Ω
VT2 Ω
 = Q2R2, (25)
where Σ1 ∈ Rk×k, Σ2 ∈ R`−p−k×`−p−k, Σ3 ∈
Rn−`+p×n−`+p.
We define Ω1 ∈ R`−p×`, and Ω2 ∈ Rn−`+p×` as follows:
Ω1 , VT1 Ω, and Ω2 , VT2 Ω. (26)
We assume that Ω1 is full row rank and its pseudo-inverse
satisfies
Ω1Ω
†
1 = I. (27)
To understand the behavior of singular values and the low-
rank approximation, we choose a matrix X ∈ R`×`, which
orients the first k columns of T2X in the directions of the k
leading singular vectors in V. Thus we choose
X =
[
Ω†1
(
Σ21 0
0 Σ22
)−1
, X˜
]
, (28)
where the X˜ ∈ R`×p is chosen such that X ∈ R`×` is non-
singular and Ω1X˜ = 0. Now we can write
T2X = A
TAΩX =V
(Σ21 00 Σ22
)
Ω1
Σ23Ω2
X
=V
 I 0 00 I 0
W1 W2 W3
 ,
(29)
where W1 = Σ23Ω2Ω
†
1Σ
−2
1 ∈ Rn−`+p×k, W2 =
Σ23Ω2Ω
†
1Σ
−2
2 ∈ Rn−`+p×`−p−k, and W3 = Σ23Ω2X˜ ∈
Rn−`+p×p.
Now by a QR decomposition of equation (29), with parti-
tioned matrices, we have
V
 I 0 00 I 0
W1 W2 W3
 = Q˜R˜
= [Q˜1 Q˜2 Q˜3]
R˜11 R˜12 R˜130 R˜22 R˜23
0 0 R˜33

=
 (Q˜1R˜11)T(Q˜1R˜12 + Q˜2R˜22)T
(Q˜1R˜13 + Q˜2R˜23 + Q˜3R˜33)
T
T .
(30)
We use this representation to develop lower bounds on
singular values and upper bounds for the rank-k approximation
of the SOR-SVD algorithm.
Lemma 2: Let W1 be defined as in (29), and assume that
Ω1 is full row rank. Then for AˆSOR we have
σk(AˆSOR) ≥ σk√
1 + ‖W1‖22
. (31)
Proof. According to Lemma 1, we have
Q2Q
T
2 = Q˜Q˜
T . (32)
Thus
Q1Q
T
1 AQ2Q
T
2 = Q1Q
T
1 AQ˜Q˜
T . (33)
We now write
AQ˜Q˜T = A(Q˜1 Q˜2 Q˜3)Q˜
T
= U
Σ1 0 00 Σ2 0
0 0 Σ3
VT [Q˜1 Q˜2 Q˜3]︸ ︷︷ ︸
S
Q˜. (34)
We now write S as:
(Σ1 0 0)V
T Q˜1 (Σ1 0 0)V
T (Q˜2 Q˜3)
0 0
Σ1 0
0 Σ2

T
VT Q˜1

0 0
Σ1 0
0 Σ2

T
VT (Q˜2 Q˜3)
.
We observe that the matrix (Σ1 0 0)VT Q˜1 is a sub-
matrix of Q1QT1 AQ2Q
T
2 . By relations in equation (30), we
have
V
 I0
W1
 = Q˜1R˜11. (35)
6and accordingly
‖R˜11‖2 =
√
1 + ‖W1‖22. (36)
By substituting Q˜1, from (35), into (Σ1 0 0)VT Q˜1,
(Σ1 0 0)V
T Q˜1
= (Σ1 0 0)V
TV
 I0
W1
 R˜−111
= Σ1R˜
−1
11 ,
(37)
and by Remark 2 it follows that
σj(AˆSOR) = σj(Q1Q
T
1 AQ2Q
T
2 ) ≥ σj(Σ1R˜−111 ). (38)
On the other hand, we also have
σj = σj(Σ1R˜
−1
11 R˜11) ≤ σj(Σ1R˜−111 )‖R˜11‖2. (39)
Plugging the last relation into (38) and using (36), we obtain
(31). 
We are now prepared to present the result.
Theorem 4: Suppose that the matrix A has an SVD defined
in (1), 2 ≤ p+k ≤ `, and AˆSOR is computed through the basic
form of SOR-SVD, Alg. 3. Assume furthermore that Ω1 is full
row rank, then for j = 1, ..., k, we have
σj ≥ σj(AˆSOR) ≥ σj√
1 + ‖Ω2‖22‖Ω1†‖22
(
σ`−p+1
σj
)4 . (40)
and when the power method is used, i.e., Alg. 4, we have
σj ≥ σj(AˆSOR) ≥ σj√
1 + ‖Ω2‖22‖Ω1†‖22
(
σ`−p+1
σj
)4q+4 .
(41)
Proof. To prove (40), according to the definition of W1 in
equation (29), we obtain
‖W1‖2 ≤
(σ`−p+1
σk
)2
‖Ω2‖2‖Ω†1‖2. (42)
Taking this together with equation (31), yields the result in
(40) for j = k.
To prove (41), we observe that when the power method is
used, the SOR-SVD computation starts off by setting T2 = Ω,
and T2 is updated such that
T2 = (A
TA)qATT1 = (A
TA)qATAΩ. (43)
By writing the SVD of A (1),
T2 = VΣ
2q+2VTΩ
= V
Σ2q+21 0 00 Σ2q+22 0
0 0 Σ2q+23
VT1 Ω
VT2 Ω
 = Q2R2.
(44)
Consequently, the matrix X, defined in (28), is now defined
as follows:
X =
[
Ω†1
(
Σ2q+21 0
0 Σ2q+22
)−1
, X˜
]
. (45)
Forming T2X yields:
W1 = Σ
2q+2
3 Ω2Ω
†
1Σ
−(2q+2)
1 . (46)
Thus
‖W1‖2 ≤
(σ`−p+1
σk
)2q+2
‖Ω2‖2‖Ω†1‖2. (47)
Taking this together with equation (31), yields the result for
j = k.
To prove Theorem 4 for any 1 ≤ j < k, since by Remark 2,
σj(AˆSOR) = σj(Q1Q
T
1 AQ2Q
T
2 ), it is only required to repeat
all previous arguments for a rank j truncated SVD. 
To derive lower bounds on the low-rank approximation,
with respect to both the spectral norm and the Frobenius
norm, provided equations (13), (14), it suffices to bound the
right-hand sides of the equations, i.e., ‖Ak − Q1QT1 Ak‖F
and ‖Ak −AkQ2QT2 ‖F . To this end, we begin by stating a
proposition from [30].
Proposition 1: (Halko et al. [30]) Suppose that for given
matrices N1 and N2, R(N1) ⊂ R(N2). Then for any matrix
A, it holds that
‖PN1A‖2 ≤ ‖PN2A‖2,
‖(I−PN2)A‖2 ≤ ‖(I−PN1)A‖2,
(48)
where PN1 and PN2 are orthogonal projections onto N1 and
N2, respectively.
By combining Lemma 1 and Proposition 1, it follows that
‖Ak(I−Q2QT2 )‖F = ‖Ak(I− Q˜Q˜T )‖F
≤ ‖Ak(I− Q˜1Q˜T1 )‖F .
(49)
By the definition of Q˜1, equation (35), it follows
I− Q˜1Q˜T1 =
V
 I− W˜−1 0 −W˜−1WT10 −I 0
−W1W˜−1 0 I−W1W˜−1WT1
VT , (50)
where W1 is defined in (29), and W˜−1 is defined as follows:
R˜−111 R˜
−T
11 = (R˜
T
11R˜11)
−1 = (1 + WT1 W1)
−1 = W˜−1.
We then have
Ak(I− Q˜1Q˜T1 ) = U[Σ1 0 0]VT (I− Q˜1Q˜T1 )
= U[Σ1(I− W˜−1) 0 −Σ1W˜−1WT1 ]VT︸ ︷︷ ︸
N
. (51)
By the definition of the Frobenius norm, it follows that
‖Ak(I−Q˜1Q˜T1 )‖F =
√
trace(NNT )
=
√
trace(Σ1WT1 (I + W1W
T
1 )
−1W1ΣT1 )
≤
√
trace([‖W1Σ1‖22I + Σ−21 ]−1)
=‖W1Σ1‖2×√
trace(Σ1[‖W1Σ1‖22I + Σ−21 ]−1)ΣT1 )
≤
√
k‖W1Σ1‖2σ1√
σ12 + ‖W1Σ1‖22
.
(52)
7Plugging this into (49), we have
‖Ak(I−Q2QT2 )‖F ≤
√
k‖W1Σ1‖2σ1√
σ12 + ‖W1Σ1‖22
. (53)
To bound ‖Ak − Q1QT1 Ak‖F , we need to perform the
same procedure described for T2, for the matrix product T1
in equation (4). Thus, for T1, and by the SVD of A in (1),
we have
T1 = AΩ = UΣV
TΩ. (54)
By partitioning Σ, we obtain
T1 = U
Σ1 0 00 Σ2 0
0 0 Σ3
VT1 Ω
VT2 Ω
 = Q1R1, (55)
Having (26), we now choose a matrix X ∈ R`×`, which
orients the first k columns of T1X in the directions of the k
leading singular vectors in U. Thus, we have
X =
[
Ω†1
(
Σ1 0
0 Σ2
)−1
, X¯
]
, (56)
where the X¯ ∈ R`×p is chosen such that X ∈ R`×` is non-
singular and Ω1X¯ = 0. We now write
T1X = AΩX =U
(Σ1 00 Σ2
)
Ω1
Σ3Ω2
X
=U
 I 0 00 I 0
D1 D2 D3
 ,
(57)
where D1 = Σ3Ω2Ω
†
1Σ
−1
1 ∈ Rn−`+p×k, D2 =
Σ3Ω2Ω
†
1Σ
−1
2 ∈ Rn−`+p×`−p−k, and D3 = Σ3Ω2X¯ ∈
Rn−`+p×p.
We then write
U
 I 0 00 I 0
D1 D2 D3
 = Q¯R¯
= [Q¯1 Q¯2 Q¯3]
R¯11 R¯12 R¯130 R¯22 R¯23
0 0 R¯33
 .
(58)
and as a result, we have
U
 I0
D1
 = Q¯1R¯11. (59)
By Lemma 1, we have
Q1Q
T
1 = Q¯Q¯
T . (60)
where Q1 and Q¯ are the Q-factors of the QR decompositions
of T1 (55), and T1X (58), respectively. By combining Lemma
1 and Proposition 1, it follows that
‖(I−Q1QT1 )Ak‖F = ‖(I− Q¯Q¯T )Ak‖F
≤ ‖(I− Q¯1Q¯T1 )Ak‖F .
(61)
By the definition of Q¯1, equation (59), it follows
I− Q¯1Q¯T1 =
U
 I− D¯−1 0 −D¯−1DT10 −I 0
−D1D¯−1 0 I−D1D¯−1DT1
UT , (62)
where D1 is defined in (57), and D¯−1 is defined as follows:
R¯−111 R¯
−T
11 = (R¯
T
11R¯11)
−1 = (1 + DT1 D1)
−1 = D¯−1.
We then write
(I− Q¯1Q¯T1 )Ak = (I− Q¯1Q¯T1 )U
Σ10
0
VT
= U
(I− D¯−1)Σ10
−D1D¯−1Σ1
VT
︸ ︷︷ ︸
H
.
(63)
By the definition of the Frobenius norm, it follows that
‖(I−Q¯1Q¯T1 )Ak‖F =
√
trace(HTH)
=
√
trace(Σ1DT1 (I + D1D
T
1 )
−1D1ΣT1 )
≤
√
trace([‖D1Σ1‖22I + Σ−21 ]−1)
=‖D1Σ1‖2×√
trace(Σ1[‖D1Σ1‖22I + Σ−21 ]−1)ΣT1 )
≤
√
k‖D1Σ1‖2σ1√
σ12 + ‖D1Σ1‖22
.
(64)
By plugging this into (61), we obtain
‖(I−Q1QT1 )Ak‖F ≤
√
k‖D1Σ1‖2σ1√
σ12 + ‖D1Σ1‖22
. (65)
We are now prepared to present the result.
Theorem 5: With the notation of Theorem 4, and % = 2, F ,
the approximation error for Alg. 3 must satisfy
‖A− AˆSOR‖% ≤‖A0‖% +
√
α2‖Ω2‖22‖Ω1†‖22
1 + β2‖Ω2‖22‖Ω1†‖22
+
√
η2‖Ω2‖22‖Ω1†‖22
1 + τ2‖Ω2‖22‖Ω1†‖22
,
(66)
where α =
√
k
σ2`−p+1
σk
, β =
σ2`−p+1
σ1σk
, η =
√
kσ`−p+1 and
τ =
σ`−p+1
σ1
.
When the power method is used, Alg. 4, α =√
k
σ2`−p+1
σk
(
σ`−p+1
σk
)2q
, β =
σ2`−p+1
σ1σk
(
σ`−p+1
σk
)2q
, η =
σk
σ`−p+1
α and τ =
1
σ`−p+1
β.
Proof. First, by plugging (53) and (65) into (13) and (14),
for % = 2, F , we obtain
‖A− AˆSOR‖% ≤‖A0‖% +
√
k‖W1Σ1‖2σ1√
σ12 + ‖W1Σ1‖22
+
√
k‖D1Σ1‖2σ1√
σ12 + ‖D1Σ1‖22
.
(67)
8When the basic form of SOR-SVD algorithm is imple-
mented, we can write W1Σ1 as
W1Σ1 = Σ
2
3Ω2Ω
†
1Σ
−1
1 . (68)
where W1 is defined in (29). Thus
‖W1Σ1‖2 ≤
(σ2`−p+1
σk
)
‖Ω2‖2‖Ω†1‖2. (69)
For D1Σ1, we can write
D1Σ1 = Σ3Ω2Ω
†
1. (70)
where D1 is defined in (57). Thus
‖D1Σ1‖2 ≤ σ`−p+1‖Ω2‖2‖Ω†1‖2. (71)
Plugging (69) and (71) into (67), and dividing both the
numerator and denominator by σ1, gives the result in (66).
For the case when the power method is incorporated into
the algorithm, by using (46) we can write W1Σ1 as
W1Σ1 = Σ
2q+2
3 Ω2Ω
†
1Σ
−(2q+1)
1 . (72)
Consequently, we have
‖W1Σ1‖2 ≤
σ2`−p+1
σk
(σ`−p+1
σk
)2q
‖Ω2‖2‖Ω†1‖2. (73)
To get D1Σ1, we first need to obtain D1, equation (57), for
the case when the power method is employed. To this end, the
procedure starts with substituting T1 in equation (54) with
T1 = (AA
T )qAΩ. (74)
By writing the SVD of A (1), we have
T1 = UΣ
2q+1VTΩ
= U
Σ2q+11 0 00 Σ2q+12 0
0 0 Σ2q+13
VT1 Ω
VT2 Ω
 = Q1R1. (75)
and consequently X is defined as:
X =
[
Ω†1
(
Σ2q+11 0
0 Σ2q+12
)−1
, X˜
]
. (76)
Forming T1X yields:
D1 = Σ
2q+2
3 Ω2Ω
†
1Σ
−(2q+1)
1 . (77)
and we have
D1Σ1 = Σ
2q+1
3 Ω2Ω
†
1Σ
−2q
1 . (78)
Accordingly, we have
‖D1Σ1‖2 ≤ σ`−p+1
(σ`−p+1
σk
)2q
‖Ω2‖2‖Ω†1‖2. (79)
Substituting (73) and (79) into (67), and dividing both the
numerator and denominator by σ1, gives the result. 
Theorem 4 shows that the accuracy of singular values
depends strongly on the ratio σl−p+1σj for j = 1, ..., k, whereas
by Theorem 5, the accuracy of the low-rank approximation
depends on σl−p+1σk . The power method decreases the extra
factors in the error bounds by driving down the aforesaid ratios
exponentially fast. Thus, by increasing the number of iterations
q, we can make the extra factors as close to zero as we wish.
However, this increases the cost of the algorithm.
B. Average-Case Error Bounds
In this section, we provide an average-case error analysis for
the SOR-SVD algorithm, which, in contrast to the argument
in Section IV-A, depends on distributional assumptions on
the random matrix Ω. To be precise, Ω has a standard
Gaussian distribution which is invariant under all orthogonal
transformations. This means if, for instance, V has orthonor-
mal columns, then the product VTΩ has the same standard
Gaussian distribution. This allows us to take advantage of the
vast literature on properties of Gaussian matrices.
We begin by stating a few propositions that are used later
on.
Proposition 2: (Gu [31]) Let G ∈ Rm×n be a Gaussian
matrix. For any α > 0 we have
E
(
1√
1 + α2‖G‖22
)
≥ 1√
1 + α2ν2
, (80)
where ν =
√
m+
√
n+ 7.
Proposition 3: With the notation of Proposition 2, and
furthermore, for any β > 0, we have
E
(√
α2‖G‖22
1 + β2‖G‖22
)
≤
√
α2ν2
1 + β2ν2
. (81)
where ν is defined in (80).
Proof. The proof is given in Appendix A.
Proposition 4: (Gu [31]) Let G ∈ R`−p×` be a Gaussian
matrix. Then rank(G) = ` − p with probability 1. For p ≥ 2
and any α > 0
E
(
1√
1 + α2‖G†‖22
)
≥ 1√
1 + α2ν2
, (82)
where ν =
4e
√
`
p+ 1
.
Proposition 5: With the notation of Proposition 4, and
furthermore, for any β > 0, we have
E
(√
α2‖G†‖22
1 + β2‖G†‖22
)
≤
√
α2ν2
1 + β2ν2
. (83)
where ν is defined in (82).
Proof. The proof is given in Appendix B.
We now present the result.
Theorem 6: With the notation of Theorem 4, and γj =
σ`−p+1
σj
, for j = 1, ..., k,, for Alg. 3, we have
E(σj(AˆSOR)) ≥ σj√
1 + ν2γ4j
, (84)
and when the power method is used, Alg. 4, we have
E(σj(AˆSOR)) ≥ σj√
1 + ν2γ4q+4j
, (85)
where ν = ν1ν2, ν1 =
√
n− `+ p+√`+7, and ν2 = 4e
√
`
p+1 .
Proof. We only prove Theorem 6 for j = k, as is the case for
Theorem 4. Theorem 6 can be proved for other values of 1 ≤
j < k by referring to Theorem 6 for a rank j truncated SVD.
9Since Ω1 and Ω2 are independent from each other, to bound
expectations, we in turn take expectations over Ω2 and Ω1:
E(σk(AˆSOR)) = EΩ1
(
EΩ2
[
σk(AˆSOR)
])
= EΩ1
EΩ2
 σj√
1 + ‖Ω2‖22‖Ω1†‖22
(
σ`−p+1
σj
)4


≥ EΩ1
 σk√
1 + ν21‖Ω1†‖22γ4j

≥ σk√
1 + ν2γ4k
.
(86)
The second line follows from Theorem 4, equation (40), the
third line from Proposition 2, and the last line from Proposition
4. The result in (85), likewise, follows by substituting (41) into
the second line of equation (86). 
We now present a theorem that establishes average error
bounds on the low-rank approximation.
Theorem 7: With the notation of Theorem 4, and % = 2, F ,
for Alg. 3, we have
E‖A− AˆSOR‖% ≤ ‖A0‖% + (1 + γk)
√
kνσ`−p+1, (87)
and when the power method is used, Alg. 4, we have
E‖A− AˆSOR‖% ≤ ‖A0‖% + (1 + γk)
√
kνσ`−p+1γ
2q
k , (88)
where γk and ν are defined in Theorem 6.
Proof. Similar to the proof of Theorem 6, we first take
expectations over Ω2 and next over Ω1. By invoking Theorem
5, Propositions 3, and Proposition 5, we have
E‖A− AˆSOR‖% = EΩ1EΩ2‖A− AˆSOR‖%
= ‖A0‖% + EΩ1EΩ2
(√
α2‖Ω2‖22‖Ω1†‖22
1 + β2‖Ω2‖22‖Ω1†‖22
+
√
η2‖Ω2‖22‖Ω1†‖22
1 + τ2‖Ω2‖22‖Ω1†‖22
)
≤ ‖A0‖% + EΩ1
(√
α2ν21‖Ω1†‖22
1 + β2ν21‖Ω1†‖22
+
√
η2ν21‖Ω1†‖22
1 + τ2ν21‖Ω1†‖22
)
≤ ‖A0‖% +
√
α2ν21ν
2
2
1 + β2ν21ν
2
2
+
√
η2ν21ν
2
2
1 + τ2ν21ν
2
2
≤ ‖A0‖% + (α+ η)ν.
(89)
Plugging values of α, η, defined in Theorem 5, and ν into
the last inequality gives the results. 
C. Computational Complexity
The cost of any algorithm involves both arithmetic, i.e., the
number of floating-point operations, and communication, i.e.,
synchronization and data movement either through levels of a
memory hierarchy or between parallel processing units [32].
On multicore and accelerator-based computers, for a data ma-
trix which is too large to fit in fast memory, the communication
cost becomes substantially more expensive compared to the
arithmetic [32], [45]. Thus, developing new algorithms, or
redesigning existing algorithms, to solve a problem in hand
with minimum communication cost is highly desirable.
The advantage of randomized algorithms over their clas-
sical counterparts lies in the fact that i) they operate on a
compressed version of the data matrix rather than a matrix
itself, and ii) they can be organized to take advantage of mod-
ern architectures, performing a decomposition with minimum
communication cost.
To decompose the matrix A, the simple version of the SOR-
SVD algorithm, requires only three passes over data, for a
matrix stored-out-of-core, with the following operation count:
CSOR-SVD ∼ 3`Cmult + 2`(m+ n)(`+ k) + 2l2(m+ `), (90)
where Cmult is the cost of a matrix-vector multiplication with
A or AT , and the cost of a QR factorization or an SVD, for
instance, for A, is 2mn2 flops [21]. The flop count for the
two-pass SOR-SVD, where the matrix M is approximated by
Mapprox, satisfies
CSOR-SVD ∼ 2`Cmult + 2`(m+ n)(2`+ k) + 5`3. (91)
When the power method is employed, Alg. 4, the algorithm
require either 2q + 3 passes through data with the following
operation count:
CSOR-SVD+PM ∼ (2q+3)`Cmult+2`(m+n)(`+k)+2`2(m+`),
(92)
or 2q + 2 passes over data with the following flop count:
CSOR-SVD+PM ∼ (2q+2)`Cmult+2`(m+n)(2`+k)+5`3. (93)
Except for matrix-matrix multiplications, which are easily
parallelizable, the SOR-SVD algorithm performs two QR
decompositions on matrices of size m × ` and n × `, and
one SVD on an ` × ` matrix, whereas the R-SVD performs
one QR decomposition on an m × ` matrix and one SVD
on a n× ` matrix. While recently developed Communication-
Avoiding QR (CAQR) algorithms [32] are optimal in terms
of communication costs, standard techniques to compute an
SVD are challenging for parallelization [24], [25]. Having
known that for a general large A, k  min{m,n}, and
moreover, today’s computing devices have hardware switches
being controlled in software [45], the SVD of the `× ` matrix
can be computed either in-core on a sequential processor, or
with minimum communication cost on distributed processors.
This significantly reduces the computational time of SOR-
SVD, a superiority of the algorithm over R-SVD.
As explained, degradation of the quality of approximation
by TSR-SVD, Alg. 2, as a result of one pass over the data,
makes it unsuitable for use in practice. Moreover, as will be
shown in the next section, the SOR-SVD algorithm shows
even better performance compared to the two-pass (or 2q + 2
passes when the power method is used) TSR-SVD algorithm
(this is consistent with the theoretical bounds obtained).
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Fig. 1: Comparison of singular values for the noisy low-rank matrix. No power
method, (q = 0) (left), and q = 2 (right).
V. NUMERICAL EXPERIMENTS
In this section, we evaluate the performance of the SOR-
SVD algorithm through numerical tests. Our goal is to exper-
imentally investigate the behavior of the SOR-SVD algorithm
in different scenarios.
In Section V-A, we consider two classes of synthetic ma-
trices to experimentally verify that the SOR-SVD algorithm
provides highly accurate singular values and low-rank approx-
imations. We compare the performance of the SOR-SVD with
those of the SVD, R-SVD, and TSR-SVD.
In Section V-B, we experimentally investigate the tightness
of the low-rank approximation error bounds for the spectral
and Frobenius norm provided in Theorem 5.
In Section V-C, we apply the SOR-SVD to recovering a
low-rank plus a sparse matrix through experiments on i) syn-
thetically generated data with various dimensions, numerical
rank and gross errors, and ii) real-time data in applications to
background subtraction in surveillance video, and shadow and
specularity removal from face images.
A. Synthetic Matrices
We first describe two types of data matrices that we use in
our tests to assess the behavior of the SOR-SVD algorithm.
For the sake of simplicity, we focus on square matrices.
1) A Noisy Low-rank Matrix: A rank-k matrix A of order
1000 is generated as A = UΣVT + 0.1σkE, introduced
by Stewart [46], where U and V are random orthonormal
matrices, Σ is diagonal containing the singular values σis
that decrease geometrically from 1 to 10−9, and σj = 0, for
j = k + 1, ..., 1000. The matrix E is a normalized Gaussian
matrix. Here, we set k = 20.
2) A Matrix with Rapidly Decaying Singular Values:
A matrix A of order n is generated as A = UΣVT ,
where U and V are random orthonormal matrices, Σ =
diag(1−1, 2−1, ..., n−1). We set n = 103, and the rank k = 10.
To study the behavior of the SOR-SVD, and to provide a fair
comparison, we factor the matrix A using the SVD, R-SVD,
TSR-SVD, and SOR-SVD algorithms. For the randomized
algorithms, we set sample size parameter ` = 38 for the first
matrix, and ` = 18 for the second one, chosen randomly.
All randomized algorithms require the same number of passes
through A, either two or 2q + 2 when the power iteration
is used. We then compare the singular values and low-rank
approximations computed by the algorithms mentioned.
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Fig. 2: Comparison of singular values for the matrix with polynomially decaying
singular values. No power method, q = 0, (left) and q = 2 (right).
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Fig. 3: Comparison of the Frobenius norm approximation error for the noisy low-rank
matrix. No power method, q = 0, (left), and q = 2 (right).
Figures 1 and 2 display the singular values computed by
each algorithm for the two classes of matrices. The SOR-SVD
uses a truncated SVD on the reduced-size matrix M, however,
we show the results for the full SVD, i.e., a full SVD of the
`× ` matrix, for the purpose of comparison.
Judging from the figures, when the power method is not
used, q = 0, which for the SOR-SVD corresponds to the basic
form of the algorithm, the SOR-SVD approximates for some
singular values are good estimates of the true ones, while for
the others are relatively poor. When we set q = 2, we see a
substantial improvement in the quality of the approximations.
Nevertheless, we observe that when q = 0, the SOR-
SVD approximates of both leading and trailing singular values
exceed those of the TSR-SVD, while being similar to those
of the R-SVD. In the case when q = 2, as shown, all methods
perform similarly.
To compare the quality of low-rank approximations, we first
compute a rank-k approximation Aˆout to A by each algorithm.
We do so by varying the sample size parameter `, while the
rank is fixed. We then calculate the Frobenius-norm error:
ek = ‖A− Aˆout‖F . (94)
Figures 3 and 4 illustrate that when q = 0, as ` increases,
the approximation error ek declines for all algorithms. In this
case, it is observed that the R-SVD and SOR-SVD algorithms
have similar performance, exceeding the performance of the
TSR-SVD algorithm. By incorporating two steps of the power
iteration, however, at an increased computational cost, the ac-
curacy of the low-rank approximations substantially improves
for all algorithms.
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Fig. 4: Comparison of the Frobenius norm approximation error for the matrix with
polynomially decaying singular values. No power method, q = 0, (left), and q = 2
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Fig. 5: Comparison of the Frobenius norm error of the SOR-SVD algorithm with the
theoretical bound (Theorem 5). No power method, q = 0, (left), and q = 2 (right).
B. Empirical Evaluation of SOR-SVD Error Bounds
The theoretical error bounds for the SOR-SVD algorithm
are given in Theorem 5. To evaluate the accuracy of Theorem
5, we form an input matrix according to V-A1. With the
rank k = 20 fixed, we increase the sample size parameter `,
considering the assumption 2 ≤ p ≤ ` − k. A comparison
between the theoretical bounds and what are achieved in
practice is shown in Figures 5 and 6; Figure 5 compares
the Frobenius norm error with the corresponding theoretical
bound, and Figure 6 compares the spectral norm error with
the corresponding theoretical bound.
The effect of the power scheme can be easily seen from the
figures; when q = 2, the theoretical bounds given in Theorem
5 closely track the error in the low-rank approximation of
Alg. 4. We conclude that for the noisy low-rank matrix, the
theoretical error bounds are empirically sharp.
C. Robust Principal Component Analysis
Principal component analysis (PCA) [17] is a linear di-
mensionality reduction technique that tranforms the data to
a lower-dimensional subspace that captures the most features
of the data. However, PCA is known to be very sensitive to
grossly corrupted observations. After a long line of research
to robustifying PCA against grossly perturbed observations,
robust PCA [3], [33], [34] was proposed. Robust PCA rep-
resents a corrupted low-rank matrix X ∈ Rm×n as a linear
combination of a low-rank matrix L and a sparse matrix
of corrupted entries S such that X = L + S, by solving the
following convex program:
minimize(L,S) ‖L‖∗ + λ‖S‖1
subject to L + S = X,
(95)
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Fig. 6: Comparison of the spectral norm error of the SOR-SVD algorithm with the
theoretical bound (Theorem 5). No power method, q = 0, (left), and q = 2 (right).
where, for any matrix B, ‖B‖∗ ,
∑
i σi(B) is the nuclear
norm of the matrix B (sum of the singular values) and ‖B‖1 ,∑
ij |Bij | is the `1-norm of the matrix B, and λ > 0 is a
weighting parameter. To solve (95) the method of augmented
Lagrange multipliers (ALM) [47], [48] iteratively minimizes
the following augmented Lagrangian function with respect to
either L or S with the other variable fixed to give the pair of
optimal solutions (L∗,S∗):
L(L,S,Y, µ) ,‖L‖∗ + λ‖S‖1 + 〈Y,X− L − S〉
+
µ
2
‖X− L − S‖2F ,
(96)
where Y ∈ Rm×n is a matrix of Lagrange multipliers, and
µ > 0 is a penalty parameter. To speed up the convergence
of the ALM method, a continuation technique proposed in
[49] is used, i.e., in each iteration µ is increased such that
µk+1 = ρµk, for some numerical constant ρ > 0.
The bottleneck of the ALM method, however, is to com-
pute an SVD at each iteration to approximate the low-rank
component L of the input matrix X, which is computationally
demanding. Furthermore, as explained, the SVD techniques
are challenging to be parallelized, and cannot easily be mod-
ified for partial factorizations [21], [24].
We therefore, by retaining the original objective function,
apply the SOR-SVD as a surrogate to the SVD to solve the
RPCA problem. The pseudocode of the proposed method,
which we call ALM-SOR-SVD method, is given in Table I.
TABLE I: Pseudo-code for RPCA solved by the ALM-SOR-SVD method.
Input: Matrix X, λ, µ0, µ¯, ρ,Y0,S0, k = 0;
Output: Low-rank plus sparse matrix
1: while the algorithm does not converge do
2: (U,Z,V) = sor-svd(X− Sk + µ−1k Yk);
3: Lk+1 = USµ−1k (Z)V
T ;
4: Sk+1 = Sλµ−1k (X− Lk+1 + µ
−1
k Y);
5: Yk+1 = Yk + µk(X− Lk+1 − Sk+1);
6: µk+1 ← max(ρµk, µ¯);
7: end while
8: return L∗ and S∗
Here Sε(x) = sgn(x)max(|x| − ε, 0) is a soft-thresholding
operator [50], and λ, µ0, µ¯, ρ, Y0, and S0 are initial values.
In the next subsections, we verify the efficiency and
efficacy of the ALM-SOR-SVD to solve the RPCA problem
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on randomly generated data, as well as real-time data. We
compare the experimental results obtained with those of
applying the partial SVD (by using PROPACK package)
[51]. The PROPACK function provides an efficient algorithm,
suitable for approximating large low-rank matrices, which
computes a specified number of largest singular values
and corresponding singular vectors of a matrix by making
use of the Lanczos bidiagonalization algorithm with partial
reorthogonalization (BPRO). We run the experiments in
MATLAB on a desktop PC with a 3 GHz intel Core i5-4430
processor and 8 GB of memory.
1) Synthetic Data Recovery: We generate a rank-k matrix
X = L + S as a sum of a low-rank matrix L ∈ Rn×n and a
sparse matrix S ∈ Rn×n. The matrix L is generated by a ma-
trix multiplication L = UVT , where U, V ∈ Rn×k have stan-
dard Gaussian distributed entries. The matrix S has s non-zero
entries independently drawn from the set {-50, 50}. We apply
the ALM-SOR-SVD method, and the ALM method using the
partial SVD, hereafter ALM-PSVD, on X to recover Lˆ and Sˆ.
Table II summarizes the numerical results where rank(L) =
0.05 × n, and s = ‖S‖0 = 0.05 × n2, and Table III presents
the results for a more challenging scenario where rank(L) =
0.05 × n and s = ‖S‖0 = 0.1 × n2. The results of ALM-
PSVD method are reported in the numerators, and and those
of the ALM-SOR-SVD method in the denominators. In the
Tables, Time denotes the computational time in seconds, Iter.
denotes the number of iterations, and ξ denotes the relative
error. For the simulations, the initial values suggested in [47]
are adopted, and the algorithms stop when the relative error ξ
defined as ‖X− Lˆ− Sˆ‖F < 10−7‖X‖F is satisfied.
Since both SOR-SVD and the truncated SVD algorithms
require a predetermined rank ` to perform the decomposition,
we set ` = 2r, a random start, and q = 1 for the SOR-SVD.
TABLE II: Comparison of the ALM-SOR-SVD and ALM-PSVD methods for
synthetic data recovery, for the case r(L) = 0.05× n and s = 0.05× n2.
n r(L) r(Lˆ) ‖S‖0 ‖Sˆ‖0 Time Iter. ξ
500 25
25
25
12500
12500
12500
2.2
0.1
17
17
6.6e− 8
6.3e− 8
1000 50
50
50
50000
50000
50000
22
0.7
17
17
5.4e− 8
5.3e− 8
2000 100
100
100
200000
200000
200000
167.9
4.6
17
17
5e− 8
5.1e− 8
3000 150
150
150
450000
450000
450000
563.4
11.8
17
17
4.8e− 8
4.9e− 8
The results in Tables II and III lead us to make several
conclusions on the ALM-SOR-SVD method:
• it successfully detects the numerical rank k in all cases.
• it provides the exact recovery of the sparse matrix S from
X, with the same number of iterations compared to the
ALM-PSVD method.
• In terms of runtime, it outperforms the ALM-PSVD
method with speedups of up to 47 times.
2) Background Subtraction in Surveillance Video: Separat-
ing the foreground or moving objects from the background
in a video sequence fits nicely into the RPCA model, where
TABLE III: Comparison of the ALM-SOR-SVD and ALM-PSVD methods
for synthetic data recovery, for the case r(L) = 0.05×n and s = 0.1×n2.
n r(L) r(Lˆ) ‖S‖0 ‖Sˆ‖0 Time Iter. ξ
500 25
25
25
25000
25000
25000
2.5
0.2
20
20
3.2e− 8
4.9e− 8
1000 50
50
50
100000
100000
100000
25.9
0.8
19
19
8.1e− 8
8.3e− 8
2000 100
100
100
400000
400000
400000
189
5.3
19
19
6.8e− 8
7.4e− 8
3000 150
150
150
900000
900000
900000
609.2
13.6
19
19
7.2e− 8
7.6e− 8
the background is modeled by a low-rank matrix, and moving
objects are modeled by a sparse matrix.
In our experiment, we use four different real-time videos
introduced in [52]. The first video sequence has 200 grayscale
frames with dimensions 176× 144 in each frame, and has
been taken in a hall of an airport. We stack each frame as
a column of the data matrix X ∈ R25344×200. The second
video has 200 grayscale frames with dimensions 256× 320
in each frame, and has been taken in a shopping mall. Thus
X ∈ R81920×200. These two videos have relatively static
background. The third video has 200 grayscale frames with di-
mensions 130× 160 in each frame, i.e., X ∈ R20800×200, and
has been taken from an escalator at an airport. The background
of this video changes due to the moving escalator. The fourth
video has 250 grayscale frames with dimensions 128× 160
in each frame taken in an office. Thus X ∈ R20480×250. In
this video, the illumination changes drastically, making it very
challenging to analyze.
The predetermined rank `, assigned to both algorithms, is
obtained by invoking the following bound that, for any rank-k
matrix B, relates k with the Frobenius and nuclear norms [21]:
‖B‖∗ ≤
√
k‖B‖F . (97)
We assign the value of k to `, i.e., ` = k, and set q = 1 for
the SOR-SVD algorithm.
Some sample frames of the videos with corresponding
recovered backgrounds and foregrounds are shown in Figures
7 and 8. We only show the results of the ALM-SOR-SVD
method since the results returned by the ALM-PSVD method
are visually identical. It is evident that the proposed method
can successfully recover the low-rank and sparse components
of the data matrix in all scenarios.
Table IV summarizes the numerical results. In all cases,
the ALM-SOR-SVD method outperforms the ALM-PSVD
method in terms of runtime, while having the same number
of iterations.
3) Shadow and Specularity Removal From Face Images:
Another task in computer vision that can be modeled as a ro-
bust PCA problem is removing shadows and specularities from
face images; there exist images of the same face taken under
varying illumination, where the face image can be modeled
by a low-rank component and shadows and specularities can
be modeled by a sparse component.
In our experiment, we use face images taken from the Yale
B face database [53]. Each image has dimensions 192× 168
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Fig. 7: Images in columns 1 and 4 are frames of the video sequence of an
airport and a shopping mall, respectively. Images in columns 2 and 5 are
recovered backgrounds Lˆ, and columns 3 and 6 correspond to foregrounds Sˆ.
Fig. 8: Images in columns 1 and 4 are frames of the video sequence of an
escalator and an office, respectively. Images in columns 2 and 5 are recovered
backgrounds Lˆ, and columns 3 and 6 correspond to foregrounds Sˆ.
TABLE IV: Comparison of the ALM-SOR-SVD and ALM-PSVD methods
for real-time data recovery.
Dataset Dimensions Time Iter. ξ
Airport hall 25344× 200 14.2
5.7
36
36
6e− 8
6.6e− 8
Shopping mall 81920× 200 44.2
19.1
19
19
6.9e− 8
6.8e− 8
Escalator 20800× 200 11.3
4.6
36
36
7.5e− 8
6.5e− 8
Lobby 20480× 250 11.2
5.7
36
36
6e− 8
6.6e− 8
Yale B03 32256× 64 6
2.5
36
36
9.2e− 8
7.5e− 8
Yale B08 32256× 64 7.2
2.6
36
36
9.8e− 8
7.6e− 8
with a total of 64 illuminations. The images are stacked as
columns of the data matrix X ∈ R32256×64. The recovered
images are shown in Figure 9, and the numerical results are
presented in Table IV.
We conclude that the ALM-SOR-SVD method can suc-
cessfully recovers the low-rank and sparse matrices from the
dataset with speedups of up to 2.7 times, compared to the
ALM-PSVD method with the same number of iterations.
VI. CONCLUSION
In this paper we have proposed a randomized algorithm
termed SOR-SVD to compute a low-rank approximation of
Fig. 9: Images in columns 1 and 4 are face images under different illumina-
tions. Images in columns 2 and 5 are are recovered images after removing
shadows and specularities, and images in columns 3 and 6 correspond to the
removed shadows and specularities.
a given matrix. We have presented an error analysis of the
SOR-SVD algorithm, and experimentally verified that the error
bound is sharp for one type of low-rank matrices, whereas
our empirical evaluations demonstrate the effectiveness of the
SOR-SVD for several types of low-rank matrices.
For a given matrix, the performance of the SOR-SVD al-
gorithm exceeds the performance of the TSR-SVD algorithm,
while being similar to that of the R-SVD. However, the SOR-
SVD can exploit modern computational platforms better by
exposing higher levels of parallelism than the R-SVD.
We also applied the SOR-SVD algorithm to solve the
RPCA problem via the ALM method. Our empirical studies
show that the resulting ALM-SOR-SVD method and ALM-
PSVD, obtained by applying the partial SVD in the ALM
method, have similar behavior, while the ALM-SOR-SVD is
substantially faster.
APPENDIX A
PROOF OF PROPOSITION 3
To prove Proposition 3, we first present several key results
that are used later on.
Proposition 6: (Halko et al. [30]). For fixed matrices S and
T, and a standard Gaussian matrix G, we have
E‖SGT‖2 ≤ ‖S‖2‖T‖F + ‖S‖F ‖T‖2.
Proposition 7: (Halko et al. [30]). Let h be a real valued
Lipschitz function on matrices:
|h(X)− h(X)| ≤ L‖X−Y‖F , for all X,Y
where L > 0. Draw a standard Gaussian matrix G. Then
P{h(G) ≥ Eh(G) + Lu} ≤ e−u2/2.
Proposition 8: (Halko et al. [30]). Let G ∈ R`−p×p be a
Gaussian matrix, where p ≥ 0 and `− p ≥ 2. Then for t ≥ 1,
P
{
‖G†‖2 ≥ et
√
`
p+ 1
}
≤ t−(p+1).
Proposition 9: (Gu [31]). Let g(·) be a non-negative con-
tinuously differentiable function with g(0) = 0, and let G be
a random matrix, then
Eg(‖G‖2) =
∫ ∞
0
g′(x)P{‖G‖2 ≥ x}dx.
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We first define the following function
g(x) ,
√
α2x2
1 + β2x2
,
whose derivative is defined as
g′(x) = α
2x
(1 + β2x2)2
√
α2x2
1 + β2x2
.
where α, β > 0.
Next, for the Gaussian matrix G ∈ Rm×n, we define a
function h(G) = ‖G‖2. By Proposition 6, it follows that
E(h(G)) ≤ √m+√n < √m+√n+ 3 , ε.
By definition of g(x), Proposition 9, and Proposition 7, for
x = u− ε, we have
P{‖G‖2 ≥ x} ≤ e−u2/2.
We can rewrite equation (81) as follows
E
(√
α2‖G‖22
1 + β2‖G‖22
)
= E(g(‖G‖2))
=
∫ ∞
0
g′(x)P{‖G‖2 ≥ x}dx
≤
∫ ε
0
g′(x)dx+
∫ ∞
ε
g′(x)P{‖G‖2 ≥ x}dx
≤
√
α2ε2
1 + β2ε2
+
∫ ∞
ε
α2x
(1 + β2x2)2
√
α2x2
1 + β2x2
e(x−ε)
2/2dx
=
√
α2ε2
1 + β2ε2
+
α2
(1 + β2ε2)2
√
α2ε2
1 + β2ε2
×
∫ ∞
0
(u+ ε)−u
2/2du︸ ︷︷ ︸
ε
√
pi/2+1
.
We now must find a ν > 0 such that
√
α2ε2
1 + β2ε2
+
α2(ε
√
pi/2 + 1)
(1 + β2ε2)2
√
α2ε2
1 + β2ε2
≤
√
α2ν2
1 + β2ν2
,
which leads to
ν2 − ε2 ≥1 + β
2ν2
1 + β2ε2
× (ε
√
pi/2 + 1)×

√
α2ν2
1 + β2ν2√
α2ε2
1 + β2ε2
+ 1
 .
The right-hand side of the inequality approaches the maxi-
mum value as β approaches ∞. Thus ν must satisfy
ν2 − ε2 ≥ ν
2
ε2
(ε
√
pi/2 + 1).
which results in
ν ≥ ε
2√
ε2 − (ε√pi/2 + 1) .
The inequality is satisfied when ν =
√
m+
√
n+7 = ε+4.
APPENDIX B
PROOF OF PROPOSITION 5
According to Proposition 8, for any x > 0, we have
P
{
‖G†‖2 ≥ x} ≤
(p+ 1
e
√
`
x
)−(p+1)
.
With similar arguments to those in the proof of Proposition
3, for a constant C > 0 to be determined later on, we have
E
(√
α2‖G†‖22
1 + β2‖G†‖22
)
= E(g(‖G†‖2))
=
∫ ∞
0
g′(x)P{‖G†‖2 ≥ x}dx
≤
∫ C
0
g′(x)dx+
∫ ∞
C
g′(x)P{‖G†‖2 ≥ x}dx
≤
√
α2C2
1 + β2C2
+
∫ ∞
C
α2
(p+ 1
e
√
`
x
)−(p+1)
(1 + β2x2)2
√
α2x2
1 + β2x2
dx
=
√
α2C2
1 + β2C2
+
α2C2
(p− 1)(1 + β2C2)2
√
α2C2
1 + β2C2
×
∫ ∞
C
(p+ 1
e
√
`
x
)−(p+1)
︸ ︷︷ ︸(p+ 1
e
√
`
C
)−(p+1)
.
Likewise, we seek ν > 0 such that
√
α2C2
1 + β2C2
+
α2C2
(p+ 1
e
√
`
C
)−(p+1)
(p− 1)(1 + β2C2)2
√
α2C2
1 + β2C2
≤
√
α2ν2
1 + β2ν2
.
The solution satisfies
ν ≥ C
2√
C2 − C
2
p− 1
(p+ 1
e
√
`
C
)−(p+1) .
The value ν =
4e
√
`
p+ 1
satisfies this inequality for C =( e√`
p+ 1
)( 2p
p− 1
)1/(p+1)
. 
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