Clustering analysis, a classical issue in data mining, is widely used in various research areas. This article aims at proposing a self-adaption grey DBSCAN clustering (SAG-DBSCAN) algorithm. First, the grey relational matrix is used to obtain the grey local density indicator, and then this indicator is applied to make self-adapting noise identification for obtaining a dense subset of clustering dataset, finally, the DBSCAN which automatically selects parameters is utilized to cluster the dense subset. Several frequently-used datasets were used to demonstrate the performance and effectiveness of the proposed clustering algorithm and to compare the results with those of other state-of-the-art algorithms. The comprehensive comparisons indicate that our method has advantages over other compared methods.
Introduction
Cluster analysis, which focuses on the grouping and categorization of similar elements, is widely used in different research areas, such as climate predictions [1] , gene expression [2] , bioinformatics [3] , finance and economics [4, 5] , and neuroscience [6, 7] .
In general, different clustering methods can be basically classified as follows: density-based (DP [8] , DP-HD [9] , DBSCAN [10] , NQ-DBSCAN [11] and CSSub [12] ); grid-based (CLIQUE [13] , Gridwave [14] and WaveCluster [15] ); model-based (Gaussian parsimonious [16] , Gaussian mixture models [17] and Latent tree models [18] ); partitioning (K-means [19, 20, 21] , Kpartitioning [22] and TLBO [23] ); graph-based (SEGC [24] , ProClust [25] and MCSSGC [26] ); and hierarchical (BIRCH [27] , K-d tree and Quadtree [28] and CHAMELEON [29] ) approaches. DBSCAN [10] is a representative density-based algorithm which clusters data by defining the density criterion with two parameters, Eps-distance and MinPts. NQ-DBSCAN [11] , AA-DBSCAN [30] , RNN-DBSCAN [31] , ReCon-DBSCAN [32] and ReScale-DBSCAN [32] are some up-to-date developments of DBSCAN. As a disadvantage, DBSCAN and its extensions are difficult for their parameters to be set, which are ruleless on account of the different densities for variant datasets.
Grey relational analysis is a significant tool for data mining [33, 34] and clustering analysis [35, 36, 37] . In this article, grey relational analysis is applied to obtain grey local density indicator for every object in clustering dataset. And then, grey local density indicator is applied to make noise identification for obtaining a dense subset. The dense subset which the border points of ith cluster are far away from the border points of jth cluster is easily to set parameters for DBSCAN. This method overcomes the disadvantage of DBSCAN which is difficult for its parameters to be set for variant datasets.
The remainder of this article is organized as follows: Section 2 presents a grey local density indicator, proposes a method for self-adaption noise identification and proposes a self-adaption grey-DBSCAN clustering method. Section 3 demonstrates our algorithms by some numerical experiments of both simulated and real datasets and make comparisons with the state-ofthe-art clustering algorithms. Section 4 gives a conclusion.
Proposed methods
The main framework of the SAG-DBSCAN algorithm can be described as follows.
Step 1 obtains the matrix of the B-style grey relationship degree and grey local density indicator ρ.
Step 2 utilizes linear regression to obtain dense subset C (as shown in Fig. 1 (b) ).
Step 3 applies DBSCAN algorithm to cluster dense subset (as shown in Fig. 1 (c) ).
Step 4 assigns the object in X − C to its nearest cluster (as shown in Fig.  1 (d) ).
Grey local density indicator
For all x i = (x i (1), x i (2), · · · , x i (N )) and
(1) is the B-style grey relationship degree of x i and x j [38, 39] , where d
] n×n is denoted as B-style grey relationship degree matrix.
B-style grey relationship degree is superior to other grey relationship degrees and Euclidean distance function for describing the objects' relationships about object displacement, such as the DrivFace dataset in our experiments. Meanwhile, it can work well for other simulated data (Euclidean space points) like Euclidean distance function. B-style grey relationship degree has strong applicability and generality for various datasets, hence, it is selected to make following analysis.
KNN-density is a frequently-used indicator to describe the local density indicator ρ i [40, 41] . A relatively straightforward and useful grey KNNdensity indicator is projected as equation (2), where |GKN N (x i )| = k and G(i, j) G(i, t) for all x j ∈ GKN N (x i ) and x t ∈ X − GKN N (x i ).
In general, the dense family of a cluster is composed of many objects with large grey relationship degree between each other, on the contrary, the border objects has small grey relationship degree with its neighbors. As shown in Fig. 1 (c) , the dense subset C is composed of many dense families C i (1 i t). The object x j of dense family has a large value of ρ j via calculating by equation (2) if we set k min{|C i | : i = 1, 2, · · · , t}, where C i is the dense family of ith cluster.
Self-adaption method for noise identification
Data preprocessing is necessary for the grey local density indicator ρ before the noise identification. Let ρ = {ρ i : 1 i n} be the descending sequence of ρ = {ρ j : 1 j n} and
As shown in Fig. 2 , the elements of V have two distinctly different distribution trends. The elements in V are divided into two parts V − p = {v i : 5 i p} and V + p = {v i : p < i n} for linear regression, and f 1 and f 2 are the regression equations for V − p and V + p , respectively.
As shown in Fig. 2 , we pick p 1 , p 2 and p 3 in different positions for linear regressions and obtain three regression residuals R 1 , R 2 and R 3 , where f 1 and f 2 are the regression straight line with respect to V − p2 and V + p2 , respectively. The results show that R 2 < R 1 and
After investigating the characteristic of the grey local density indicator ρ and the smoothing sequence V , we can make a sequence of linear regressions to obtain a residual sequence R = {R i : 5 + 5 i n − 5} (5 points for regression). If R p = min(R), the object x j is considered as a member of dense subset for the case ρ j ρ p . Then, the dense subset (as shown in Fig. 1  (c) ) is obtained for clustering by DBSCAN method.
Self-adaption grey DBSCAN clustering method
(SAG-DBSCAN) The detailed processes of the SAG-DBSCAN algorithm are shown as Algorithm 1. (1) to obtain B-style grey relationship degree matrix G.
2. Apply equation (2) to obtain grey local density indicator ρ with respect to k = |GKN N (x i )|.
3. Sort ρ to obtain ρ , smooth ρ to obtain V . 4. Obtain dense subset C ⊂ X by linear regression of V .
Set MinPts=m and Eps
is the mth neighbor of x i . 6. Apply DBSCAN to cluster dense subset C with MinPts=m and Eps-distance.
7. Assign the objects of X − C to their nearest clusters.
The objects of X − C can be assigned as follows: let A ⊂ X be the subset that contains the already classified points and U ⊂ X be the subset of unclassified points. If f (x i , x j ) = min{f (x i , x j ) : x i ∈ A, x j ∈ U }, then x j is assigned to the category that contains x i .
The time complexities are O(n 2 ) and O(n) for obtaining B-style grey relationship degree matrix G and dense subset C, respectively. The time complexity of DBSCAN is O(n 2 ) at the worst case. Moreover, if |C| = n , then |X − C| = n − n , and the time complexity of assigning border points is hence O(n − n ).
Experiments
In this section, we evaluate the performance and effectiveness of the proposed method on both simulation data and real data, and then compare it with some up to date methods: the affinity propagation algorithm (AP) [42] , automatic find of density peaks (ADPC) [43] , Neighbor Query DBSCAB (NQ-DBSCAN) [11] and NK hybrid genetic algorithm (NKGA) [44] .
Descriptions of Experiment data
First, some frequently-used datasets obtained from different references are used to test the algorithms, such as R15 [45] , D31 [45] , S1 [46] and Dim2 [47] etc. And then a dataset, ShapeT (Fig. 3) , is constructed for the supplementary tests. All the simulation data are points of two-dimensional Euclidean space.
Several real-world datasets are used to test the performance of the proposed method, including a plant dataset: Iris [48, 49] ; a wireless signal dataset: Wifi [50] ; a human vertebral column dataset: Vertebral [51] ; a gene dataset: TumTyp [52] ; and a face image dataset: DrivFace [53] . Datasets were taken from the UCI 1 repository. Simple descriptions of these real datasets are provided in Table 1 . Table 2 presents the number of clusters estimated by different methods. Table 3 shows the clustering results when compared with other methods.
Results and Comparisons

Results presentation
To evaluate and compare the performance of the clustering methods, we apply the evaluation metrics: Accuracy, F-Score, Adjusted Rand Index (ARI) [54] and Normalized Mutual Information (NMI) [55] in our experiments to do a comprehensive evaluation. The higher the value, the better the clustering performance for all these measures. Compared with the best results of other algorithms, our method has relative advantages of 0.0936,0.3938, 0.0535 and 0.1494 (TABLE 3) with respect to Accuracy, F-Score, ARI and NMI for the Vertebral dataset, respectively.
We conduct the Friedman test with the post-hoc Nemenyi test [12] to examine whether the difference between any two clustering algorithms is significant in terms of their average ranks. The difference between two algorithms is significant if the gap between their ranks is larger than CD. There is a line between two algorithms if the rank gap between them is smaller than CD. This test shows that SAG-DBSCAN, ADPC and NQ-DBSCAN are significantly better than NKGA and AP. SAG-DBSCAN is the best performer of these algorithms, followed by ADPC (as shown in Fig. 4) .
In summary, our method obtains better results with respect to the estimation of cluster number, Accuracy, F-Score, ARI and NMI, compared comprehensively with other methods.
Parameter analysis
The parameters of the proposed method can be set with a reference of the number of objects in clustering dataset X. For these datasets, we set m = 3 when n < 500, m = 4 when 500 n < 1000, m = 5 when 1000 n < 5000 and m = 10 when n 5000. We set k = ceil(2%n) when n < 1000, k = ceil(1%n) when 1000 n < 2000 and k = 20 when n 2000.
The parameters of NQ-DBSCAN are shown in Table 4 , for example Eps-distance=0.6 (left) and MinPts=23 (right) for D31 dataset. The parameter settings of NQ-DBSCAN are random and ruleless for the datasets. It is thus difficult to guess the right parameters for NQ-DBSCAN if the results are unknown before clustering occurs. The proposed method is robust. It can obtain the same clustering result when we select values for parameters k and m at wide intervals. For example, SAG-DBSCAN can obtain the same results for dataset Iris with k ∈ [5, 11] ∩ N + when m = 3. For dataset Iris, NQ-DBSCAN cannot obtain the same results for three cases; Eps=0.41, Eps=0.42 and Eps=0.43, when MinPts=5. NQ-DBSCAN is not robust in their parameters.
The parameter of ADPC [43] is set with d c = 0.02 for these datasets. d c = 0.02 means that the parameter of ADPC takes the value at the position of first 2% of all distances [43] .
Comparisons and discussions
AP [42] is an unsupervised algorithm without any parameters. The parameters of NKGA [44] are recommended by the publication [44] . The algorithms of parameter-free or fixed parameter value may not be adaptive to various kinds of datasets.
ADPC can obtain good results in most instances. However, as a centroid-based method, ADPC and its variants cannot cluster objects correctly when a category has more than one center, such as the ShapeT dataset which has no single point can be considered as the geometrical centroid of the T shape cluster.
The NQ-DBSCAN produces good results for twodimensional data after it tunes the parameters many times with reference to two-dimensional figures. However, it does not work well for high-dimensional data, because these data cannot show well in twodimensional figures. It is hampered by the ruleless parameters when it deals with multidimensional data. SAG-DBSCAN sets its parameters according to the number of objects, it is easier to set parameters than NQ-DBSCAN. SAG-DBSCAN obtains better results more easily than NQ-DBSCAN do, when faced with a new high-dimensional dataset that has no references to known clustering results.
Conclusion
In this article, the SAG-DBSCAN algorithm is proposed, and then some simulation and real data are used to test the performance and effectiveness of the proposed method. Moreover, our proposed algorithm is also compared with several frequently-used clustering algorithms, including the intelligent algorithm NKGA, the centroid-based algorithm ADPC, the parameterfree self-adaption algorithm AP and an improved DB-SCAN algorithm NQ-DBSCAN. The experiments indicate that our method obtains better results, in terms of the evaluation metrics ( number of clusters (TABLE 2) , than the other methods under comparison. Based on this work, it will be interesting to extend our method into a fully adaptive method in the future.
