Recent progress in artificial intelligence enabled the design and implementation of autonomous computing devices, agents, that may interact and learn from each other to achieve certain goals. Sometimes however, a human operator needs to intervene and interrupt an agent in order to prevent certain dangerous situations. Yet, as part of their learning process, agents may link these interruptions that impact their reward to specific states, and deliberately avoid them. The situation is particularly challenging in a distributed context because agents might not only learn from their own past interruptions, but also from those of other agents. This paper defines the notion of safe interruptibility as a distributed computing problem, and studies this notion in the two main learning frameworks: joint action learners and independent learners. We give realistic sufficient conditions on the learning algorithm for safe interruptibility in the case of joint action learners, yet show that these conditions are not sufficient for independent learners. We show however that if agents can detect interruptions, it is possible to prune the observations to ensure safe interruptibility even for independent learners.
Introduction
Recent progress in artificial intelligence impacted various areas ranging from image processing and voice recognition to general game-playing [12] . Reinforcement learning [15] led to significant breakthroughs and is one of the most promising paths towards so-called artificial general intelligence [7] . It is based on a simple model of an agent with a state and a set of available actions. Each time the agent performs an action, it goes to another state and gets a reward, namely a numerical value that represents how good the agent's action was. The goal of a reinforcement learning agent is to maximize the reward over time. 1 This concept, originally defined in a centralized setting, can be extended to a distributed context to address coordination problems in a fleet of robots, which is an active area of research [1, 6, 19] . A challenging problem that is amplified in such a context is that of safe interruptibility, which we define precisely and address in this paper.
Example of self-driving cars
To get an intuition of the distributed interruption problem, imagine a distributed system of two self-driving cars. The cars continuously evolve by reinforcement learning with a positive reward for getting to their destination quickly, and a negative reward if (a) they are too close to the vehicle in front of them or if (b) they exceed the speed limit. They drive on an infinite road and learn online (say at each step of a discrete time) in such a way that they are constantly rewarded for going as fast as possible without taking risks, i.e. maintaining a large distance between them. The agents can eventually learn this behavior by maximizing their cumulative expected reward at each step. Adam is in front of Bob and the road is narrow so Bob cannot pass Adam.
Now consider a setting with interruptions, namely in which humans inside the cars occasionally interrupt the automated driving process say, for safety reasons. Adam, the first occasional human "driver", often takes control of his car to brake whereas Bob never interrupts his car. However, when Bob's car is too close to Adam's car, Adam does not brake for he is afraid of a collision. Since interruptions lead both cars to drive slowly -an interruption happens when Adam brakes, the behavior that maximizes the cumulative expected reward is different from the original one without interruptions. Bob's car best interest is now to follow Adam's car closer than it should, despite the little negative reward, because Adam never brakes in this situation.
What happened? The cars have learned from the interruptions and have found a way to manipulate Adam into never braking. Strictly speaking, Adam's car is still fully under control, but he is now afraid to brake. This is dangerous because the cars have found a way to avoid interruptions. Suppose now that Adam indeed wants to brake because there is snow on the road. His car is going too fast and may crash at any turn: he cannot brake because Bob's car is too close. The original purpose of interruptions, which is to allow the user to react to situations that were not included in the model, is not fulfilled. It is important to also note here that the second car (Bob) learns from the interruptions of the first one (Adam): in this sense, the problem is inherently distributed. In fact, instead of being cautious, Adam could also be malicious: his goal could be to make Bob's car learn a dangerous behavior. In this setting, interruptions can be used to manipulate Bob's car perception of the environment and bias the learning towards initially undesirable strategies. The cause is fundamentally different but the solution to this reversed problem is the same: the interruptions and the consequences are analogous. Safe interruptibility, as we define it below, provides learning systems that are resilient to Byzantine operators.
Safe interruptibility
In 2016, Orseau and Armstrong [13] defined the concept of safe interruptibility in the context of a single agent. Basically, a safely interruptible agent is an agent for which the optimal policy learned after convergence is the same whether or not interruptions are allowed. The learning frameworks are not evaluated according to the reward they gather in the interruptible setting. Rather, the goal is to avoid being biased by interruptions that should not happen. In other words, agents should learn the underlying Markov game (the environment) without assuming the behavior of the interruption pattern by the operator. They can then use this knowledge to build efficient strategies regardless of what other agents do.
In this paper, we precisely define and address the question of safe interruptibility for distributed agents systems, which are known to be much more complex than single agent systems. In short, the main results and theorems for single agent reinforcement learning [15] rely on the Markovian assumption that the future environment only depends on the current state. This is not true when there are several agents which can co-adapt [8] . In the previous example of cars, safe interruptibility would not be achieved if each car separately used a safely interruptible learning algorithm designed for one agent [13] . In a distributed setting, agents learn the behavior of the others either indirectly or by explicitly modelling them. This is a new source of bias that can break safe interruptibility. In fact, even the centralized definition itself of safe interruptibility [13] is not applicable in the distributed (multi-agent) context because convergence is not guaranteed.
Contributions
The first contribution of this paper is a new definition of safe interruptibility for a general distributed setting. Our definition relies on two key properties: infinite exploration and independence of Q-values (cumulative expected reward) [15] update on interruptions. We then study safe interruptibility for joint action learners and independent learners, the two main multi-agent reinforcement learning frameworks [4] . We show that it is possible to design agents that fully explore their environment -a necessary condition for convergence to the optimal solution [18] , even if they can be interrupted by lower-bounding transition probabilities in the underlying Markov Decision Process (MDP). We define sufficient conditions for safe interruptibility in the case of joint action learners, which learn a full state action representation. More specifically, the way agents update the cumulative reward they expect from taking an action should not depend on the probability of interruption. The proof is done by splitting the randomness of the updates into (a) randomness due to the update rule and (b) randomness due to the experiences agents learn from. Then we turn to independent learners. If agents only see their own actions, they are not safely interruptible even for very simple matrix games because coordination is impossible and agents learn the interrupted behavior of their opponents. This is due to the fact that the probability of sampling an experience depends on interruptions even if we assume knowledge of the state and the action that has been taken by the agent. We give a counter example based on the penalty game introduced by Claus and Boutilier [4] . The final contribution of this paper is a pruning technique for the observation sequence that guarantees safe interruptibility for independent learners, under the assumption that interruptions can be detected. This is done by proving that the transition probabilities are the same in the non-interruptible setting and in the pruned sequence.
The rest of the paper is organized as follows. Section 2 gives a general multi-agent reinforcement learning model. Section 3 defines safe interruptibility in a distributed context. Section 4 discusses how to achieve enough exploration even in an interruptible context. Section 5 recalls the definition of joint action learners and gives sufficient conditions for safe interruptibility in this context. Section 6 shows that independent learners are not safely interruptible with the previous conditions but that they can be if an external signal is added. We conclude in Section 7 by discussing some future work.
Model
We consider the classical multi-agent learning formalism from Littman [10] . A multi-agent system is characterized by a Markov game that can be viewed as a tuple (S, A, T, r, m) where m is the number of agents, S = S 1 × S 2 × ... × S m is the state space, A = A 1 × ... × A m the actions space, r : S × A → R is the reward function and T : S × A → S is the transition function. R is a countable subset of R. Available actions often depend on the state of the agent but we will omit this dependency when it is clear from the context.
Time is discrete and, at each step, all agents observe the current state of the whole system -designated as x t , and simultaneously take an action a t . Then, they are given a reward r t and a new state y t computed using the reward and transition functions. The combination of all actions a = (a 1 , ..., a m ) ∈ A is called the joint action because it gathers the action of all agents. Hence, the agents receive a sequence of tuples E = (x t , a t , r t , y t ) t∈N called experiences. This sequence is processed by a function P so agents learn on the sequence P (E). When not explicitly stated, it is assumed that P (E) = E.
Each agent i maintains a Q-map [18] Q (i) : S × A (i) → R that is used to store the expected cumulative reward for taking an action in a specific state. The goal of reinforcement learning is to learn these maps and use them to select the best actions to perform. A (i) = A for joint action learners and A (i) = A i for independent learners, which are the two frameworks that have been widely considered [4] . This difference of Q-values inputs means that agents learn the outcomes of the joint actions in the first case whereas they only learn the expected value of their own actions in the second one. The agents only have access to their own Q-maps. We assume that Q-maps are tables but it is possible to use function approximators instead. Q-maps are updated through a function F such that Q
t ) where e t ∈ P (E) and usually e t = (x t , a t , r t , y t ). F can be stochastic or also depend on additional parameters that we usually omit such as the learning rate α, the discount factor γ or the exploration parameter ǫ.
Agents select their actions using a learning policy π. Given a sequence ǫ = (ǫ t ) t∈N and an agent i with Q-values Q 
is said to be a greedy policy and the learning policy π ǫt i is said to be an ǫ-greedy policy. Learning policies are designed on the one hand to achieve enough exploration to avoid being stuck in a local minimum and, on the other hand, to tend to the exploitation policy in the limit of infinite time. Exploration versus exploitation is the fundamental trade-off of reinforcement learning.
Definition 1.
A policy is said to be Greedy in the Limit with Infinite Exploration (GLIE) if (a) each action is executed infinitely often in every state that is visited infinitely often and if (b) in the limit, the learning policy is equal to the greedy policy with probability 1.
Since the learning policy is an ǫ-greedy policy, the second condition corresponds to ǫ t → 0 when t → ∞ because the uniform policy that uniformly picks one action should never be played in the limit. To summarize, a multi-agent learning framework is defined by a Markov game (S, A, T, r, m), the learning policy π, a function P to process observations and an update rule F . In this paper, we assume that the environment is fully observable, which means that the state s is known with certitude. We introduce the learning rate α : (S × A) → [0, 1] and the discount factor γ ∈ [0, 1[. Let i ∈ [1..m] be an agent number and s ∈ S and a ∈ A a state and an action. We consider systems that satisfy the following classical assumption of reinforcement learning [18] :
There is a finite number of states and actions and all states can be reached in finite time from any other state. Rewards are bounded in [r min , r max ] and for any state-action pair (s, a):
For Q-learning, the most common algorithm [18] , the update rule is as follows:
Q-learning is called an off-policy algorithm because as long as s t and a t are fixed, the update rule does not depend on the policy followed by any of the agents because r t and s t+1 only depend (though not necessarily in a deterministic fashion) on s t and a t .
Interruptibility

Centralized context
Orseau and Armstrong [13] recently introduced the notion of interruptions in a centralized context. Specifically, an interruption scheme is defined by the triplet < I, θ, π IN T >. The first element I is a function I : O → {0, 1} called the initiation function. Variable O is the observation space, which can be thought of as the state of the STOP button. At each time step, before choosing an action, the agent receives an observation from O (either PUSHED or RELEASED ) and feeds it to the initiation function. Function I models the initiation of the interruption (I(PUSHED) = 1, I(RELEASED) = 0). Policy π IN T is called the interruption policy. It is the policy that the agent should follow when it is interrupted. Sequence θ ∈ [0, 1[ N represents at each time step the probability that the agent follows his interruption policy if I(o t ) = 1. In the previous example, function I is quite simple. For Bob, I Bob = 0 and for Adam, I Adam = 1 if his car goes fast and Bob is not too close and I Adam = 0 otherwise. Sequence θ is used to ensure convergence to the optimal policy by ensuring that the agents cannot be interrupted all the time but it should grow to 1 in the limit because we want agents to respond to interruptions. Using this triplet, it is possible to define an operator IN T θ that transforms any policy π into an interruptible policy. 2 Definition 2. (Interruptibility [13] ) Given an interruption scheme < I, θ, π IN T >, the interruption operator at time t is defined by IN T θ (π) = π IN T with probability I · θ t and π otherwise. IN T θ (π) is called an interruptible policy. An agent is said to be interruptible if it samples its actions according to an interruptible policy.
Note that θ t = 0 for all t corresponds to the non-interruptible setting. We assume that each agent has its own interruption triplet and can be interrupted independently from the others. Interruptibility is an online property: every policy can be made interruptible by applying operator IN T θ . However, applying this operator may change the joint policy that is learned by a server controlling all the agents: the goal is to know whether following an interruptible policy changes the optimal Q-map learned. We will speak of safe interruptibility when interruptions do not change the optimal Q-map. This implies that the agents have no interest in deviating from a non-interruptible optimal policy. In single agent systems, some algorithms such as Q-learning are safely interruptible [13] .
Distributed context
In a multi-agent system, the existence of an optimal Q-map is not guaranteed, thus Q-maps may not converge. and the requirement that the system should converge to the same state does not apply. We introduce below a new definition of safe interruptibility that does not rely on the convergence of the Q-maps and hence applies to a distributed context. 
The agents follow the interruptible learning policy IN T θ (π ǫ ) to generate a sequence E = (x t , a t , r t , y t ) t∈N and learn on the processed sequence P (E). This framework is said to be safely interruptible if any initiation function I and any interruption policy π IN T :
We say that sequences θ that satisfy the first condition are admissible.
When θ satisfies condition (1), the learning policy is said to achieve infinite exploration. This definition of safe interruptibility means that, at each step, the Q-values have the same evolution dynamics given the state that will be updated. It is consistent with the intuition that interruptions should not affect asymptotic optimal policies as it ensures that the fixed points of F (points such that Q(x, a) = E[F θ (e, Q)|x, a, Q, θ]) are independent of θ if they exist. In particular, interruptions do not affect the set of Q-maps the algorithm can converge to.
In reinforcement learning, the update rule of the Q-values (and thus the function F ) plays a key role. The previous definition of safe interruptibility suggests that it cannot be achieved if this update rule directly depends on θ, which is why we introduce neutral frameworks. 1. F is independent of θ 2. Every experience e in E is independent of θ conditionally on (x, a, Q)
The second condition above reflects the fact that interruptions should not affect transition probabilities of the underlying Markov game. Once an action has been chosen in a specific state, the outcome of this action (the next state and the reward) should not depend on whether the action has been imposed to the agent by an interruption or not.
Exploration
In order to guarantee convergence of the Q-values to the optimal ones, agents need to fully explore the environment. In short, every state should be visited infinitely often and every action should be tried infinitely often in every state [14] . This is a necessary condition for convergence of all algorithms to an optimal solution, including Q-learning [18] .
Definition 5. (Interruption compatible ǫ) Let (S, A, T, r, m) be any distributed agent system where each agent follows learning policy π ǫ i . We say that sequence ǫ is compatible with interruptions if ∃θ such that ∀i ∈ {1, .., m}: π ǫ i is GLIE and IN T θ (π ǫ i ) achieves infinite exploration.
Sequences of ǫ that are compatible with interruptions are fundamental to ensure safe interruptibility when following an ǫ-greedy policy. Indeed, if ǫ is not compatible with interruptions, then it is not possible to find any sequence θ such that the first condition of safe interruptibility is satisfied. The following theorem proves the existence of such ǫ and gives example of ǫ and θ that satisfy the conditions. Theorem 1. Let c ∈]0, 1] and let n t (s) be the number of times the agents are in state s before time t. Then the two following choices of ǫ are compatible with interruptions:
• ∀t ∈ N, ∀s ∈ S, ǫ t (s) = c/ m n t (s)
• ∀t ∈ N, ǫ t = c/ log(t)
Proof. Lemma B.2 of Singh et al ( [14] ) ensures that π ǫ i is GLIE. To adapt the rest proof from the single agent setting [13] , we note that, for one agent, the probability of interruption is P(interruption) = θ and the probability of exploration is ǫ. In a distributed agent system, the probability of interruption is P(at least one agent is interrupted) so P(interruption) = 1 − P(no agent is interrupted) so P(interruption) = 1 − (1 − θ) m and the probability of exploration is ǫ m if we consider exploration happens only when all agents explore at the same time.
The difference for IN T θ (π ǫ i ) is that exploration is slower because of the interruptions. Therefore, θ needs to be controlled in order to ensure that infinite exploration is still achieved. We define the random variable Θ by Θ i = 1 if agent i actually responds to the interruption and Θ i = 0 otherwise. We define ξ in a similar way to represent the event of all agents taking the uniform policy instead of the greedy one.
nt(s) which satisfies ∞ t=1 P (a|s, n t (s)) = ∞ so by the extended Borell-Cantelli lemma action a is chosen infinitely often in state s and thus n t (s) → ∞ and ǫ t (s) → 0 2. Let θ t = A − c ′ /log(t), c ′ ∈]0, 1]. We define M as the diameter of the MDP, |A| is the maximum number of actions available in a state and ∆t(s, s ′ ) the time needed to reach s ′ from s. In a single agent setting:
|actions sampled according to π s,s ′ for 2M steps × P actions sampled according to π s,s ′ for 2M steps where π s,s ′ the policy such that the agents takes less than M steps in expectation to reach s ′ from s. We have: P(∆t(s, s ′ ) < 2M ) = 1 − P(∆t(s, s ′ ) ≥ 2M ) and using the Markov inequality, P(∆t(s,
(since M is an upper bound on the expectation of the number of steps from state s to state s ′ ), since ξ and 1−θ are decreasing sequences we finally obtain: P(∆t(s,
Therefore, if we replace the probabilities of exploration and interruption by the values in the multi-agent setting, the probability to reach state s ′ from state s in 2M steps is at least 1 2|A| [cc ′ / log(t + M )] 4mM and the probability of taking a particular action in this state is at least
+2) = ∞ then the extended Borell Cantelli lemma (Lemma 3 of Singh et al. [14] ) guarantees that any action in the state s ′ is taken infinitely often. Since this is true for all states and actions the result follows.
Note that we do not need to make any assumption on the update rule or even on the framework. We only assume that agents follow an ǫ-greedy policy. The assumption on ǫ may look very restrictive (convergence of ǫ and θ is really slow) but it is designed to ensure infinite exploration in the worst case when the operator tries to interrupt the agents at every step. In practical applications, this should not be the case and a faster convergence rate may be used. Alternatives techniques such as exploring for k steps in a row instead of just 1 can also yield more efficient exploration.
Joint Action Learners
We first study interruptibility in a framework where each agent observes the outcome of the joint actions by opposition to observing only its own. This is called the joint action learner framework [4] and has nice convergence properties (e.g., there are many update rules for which it converges [10] ). A standard assumption in this context is that agents can only decide of their own action and cannot explicitly establish a strategy with the others: otherwise, the system can act as a centralized agent. This implies that in order to maintain Q-values based on the joint actions, we need to make the standard assumption that actions are fully observable [17, 9] . The distribution of states and actions in the sequence P (E) can be very different in the interruptible setting. Some states can be visited a lot more often than others because the interruption policy leads the system towards these states. The Q-values for these states are then updated more often than for the others. The following theorem ensures that this does not change the equilibrium for joint action learners because each agent learns very detailed information about the environment. Each agent is able to associate the changes of states and rewards to the joint action (and not just to its own action). In this context, safe interruptibility relies on infinite exploration and some mild conditions on the update rule. Proof. Given a triplet < I (i) , θ (i) , π IN T i >, we know that IN T θ (π) achieves infinite exploration because ǫ is compatible with interruptions. For the second point of Definition 3, we consider an experience tuple (x t , a t , r t , y t ) and show that the probability of evolution of the Q-values at time t + 1 does not depend on θ because y t and r t are independent of θ conditionally on (x t , a t ). We noteQ m t = Q and we can then derive the following equalities:
P(F (x t , a t , r, y,Q m t ) = q, y t = y, r t = r|Q m t , x t , a t , θ t ) = (r,y) P(F (x t , a t , r t , y t ,Q m t ) = q|Q m t , x t , a t , r t , y t , θ t )P(y t = y, r t = r|Q m t , x t , a t , θ t ) = (r,y) P(F (x t , a t , r t , y t ,Q m t ) = q|Q m t , x t , a t , r t , y t )P(y t = y, r t = r|Q m t , x t , a t )
The last step comes from two facts. The first is that F is independent of θ conditionally on (Q t , x t , a t ) (by assumption). The second is that (y t , r t ) are independent of θ conditionally on (x t , a t ) because a t is the joint actions and the interruptions only affect the choice of the actions and not the transition probabilities or the reward when the state and the joint action choice functions are known. We conclude that P(Q
t+1 (x t , a t ) = q|Q t , x t , a t ). Since only one entry is updated per step, ∀Q ∈ R S×A i , P(Q
Since a single agent is a special case of joint action learners, we have the following corollary.
Corollary 2.1. An agent with a neutral learning rule and a sequence ǫ compatible with interruptions is safely interruptible.
This theorem is very general and can then be applied to several frameworks, such as team Q learners [10] described below. Corollary 2.2. Consider a system of cooperative joint action learners that have the same reward function r and update the Q-values using the rule described in Equation 1. There exists a unique optimal Q-map and if sequence ǫ is compatible with interruptions, agents Q-maps converge to this optimal Q-map regardless of θ.
Proof. Littman [10] showed that in this framework, there exists an optimal Q-map Q * and the agents Q-maps converge to Q * . Safe interruptibility guarantees that this optimal Q-map is independent of θ. Littman convergence proof relies on conditions on the update rule and infinite exploration [11] . Safe interruptibility guarantees infinite exploration and since the update rule does not depend on θ, it always satisfies the conditions for convergence.
In other frameworks where agents have conflicting goals, the learned Q-values are of no interest because, to compute them, each agent assumes that all other agents will play the best joint action for it at the next step, which will be false in general. In this case, a different update rule such as Nash-Q [10] is needed and Theorem 2 can be applied in the same way. However, agents need to know the Q-values of everyone.
The question of selecting an action based on Q-values remains open. In the cooperative setting above with a unique equilibrium, agents can take the action that maximizes their Qvalue. When there are several joint actions with the same value, coordination mechanisms are needed to make sure all agents play according to the same strategy. Boutilier [3] introduced a solution that consists in ordering the set of actions and choosing the lowest ranked action among the best actions (if they have close Q-values). Another solution would be to take the action that maximizes the minimum expected reward. Approaches that rely on the probability of an action based on its frequency would not yield a safely interruptible algorithm if the frequency is computed using interrupted events.
Independent Learners
It is not always possible to use joint action learners in practice as the training is very expensive due to the very large state-actions space. In many real-world applications, multi-agent systems use independent learners that do not explicitly coordinate [5, 16] . Rather, they rely on the fact that the agents will adapt to each other and that learning will converge to an optimum. This is not guaranteed theoretically but it is often true empirically [2] . More specifically, Assumption 2 (fully observable actions) is not required anymore. This framework can be used either when the actions of other agents cannot be observed (for example when several actions can have the same outcome) or when there are too many agents because it is faster to train. In this case, we define the Q-values on a smaller space.
Definition 7. (IL) A multi-agent systems is made of independent learners (IL) if for all
This reduces the ability of agents to distinguish why the same state-action pair yields different rewards: they can only associate a change in reward with randomness of the environment. The agents learn as if they were alone. They may eventually learn Q-values but these values would represent the environment in which other agents can be interrupted: it is exactly what we are trying to avoid. In other words, the learning depends on the joint policy followed by all the agents which itself depends on θ. We provide a counter example based on the following game (penalty) in [4] . = b 1 with probability 1. We omit the state because there is only one. We assume that the initiation function is equal to 1 at each step so the probability of actually being interrupted at time t is θ t for each agent. Since there is only one state, we can set γ = 0. Note that the random variables Q (0) t and Q (1) t are not independent because their evolution depends on the actions taken by both agents, which depend on both Q-values.
Independent Learners on matrix games
We fix time t > 0. We define q = (1−α)Q (a) t (a 0 )+α and we assume that Q (b)
, which depends on θ t so the framework is not safely interruptible.
Claus and Boutilier [4] studied very simple matrix games and showed that the Q-maps do not converge but that equilibria are played with probability 1 in the limit. A consequence of Theorem 3 is that even this weak notion of convergence does not hold for independent learners that can be interrupted.
Interruptions-aware Independent Learners
Without communication or extra information, independent learners cannot distinguish when the environment is interrupted and when it is not. Interruptions will therefore affect the way agents learn because the same action (only their own) can have different rewards depending on the actions of other agents, which themselves depend on whether they have been interrupted or not. This explains the need for the following assumption. Assumption 3. At the end of each step, before updating the Q-values, each agent receives a signal that indicates whether an agent has been interrupted or not during this step.
This assumption is realistic because the agents already get a reward signal and a new state from the environment at each step. Therefore, they interact with the environment and the interruption signal could be given to the agent in the same way that the reward signal is. This interruption signal can be modeled by an interruption flag (Θ (t) ) t∈N ∈ ({0, 1} m ) N that equals 1 if an agent has been interrupted and 0 otherwise. Note that, contrary to I, it is an observation returned by the environment. Therefore, the value of Θ (t) represents whether an agent has actually been interrupted at time t. If function I equals 1 but does not respond to the interruption (with probability 1 − θ t ) then Θ t = 0. With our definition of interruptions, it is possible to prove the following lemma.
Lemma 4. Let (x, r, a, y, Θ) ∈ E, then P(Θ|y, r, x, a) = P(Θ|x, a).
Proof. Consider a tuple (x, r, a, y, Θ) ∈ E. We have P(y, r, Θ|x, a) = P(y, r|x, a, Θ)P(Θ|x, a) and P(y, r, Θ|x, a) = P(Θ|x, a, y, r)P(y, r|x, a). Besides, y = T (s, a) and r = r(s, a) and the functions T and r are independent of Θ. Therefore, P(y, r|x, a, Θ) = P(y, r|x, a). The tuple (x, r, a, y, Θ) is sampled from an actual trajectory so it reflects a transition and a reward that actually happened so P(y, r|x, a) > 0. We can simplify by P(y, r|x, a) and the result follows.
If Assumption 3 holds, it is possible to remove histories associated with interruptions.
Definition 8. (Interruption Processing
Function) The processing function that prunes interrupted observations is P IN T (E) = (e t ) {t∈N / Θt=0} .
Pruning the sequences has an impact on the empirical transition probabilities in the sequence. We need to make sure that ∀x, y ∈ S, a ∈ A, r ∈ R, Q ∈ R S×A , the transition probability P(y, r|x, a, Q) is still unchanged even after removing interrupted examples to ensure that P IN T (E) has the same distribution as if it had been generated by the initial transition function T (before pruning). Let agent i be in a system with Q-values Q and following an interruptible learning policy with probability of interruption θ, where interrupted events are pruned. We denote by P removed (y, r|x, a i , Q) the probability to obtain state y and reward r from the environment for this agent when it is in state x and performs its (own) action a i :
.
Similarly, we denote by P 0 (y, r|x, a i , Q) the same probability when θ = 0, which corresponds to the non-interruptible setting. We first go back to the single agent case to illustrate the previous statement. Assume here that interruptions are not restricted to the case of Definition 2 and that they can happen in any way. The consequence is that any observation e ∈ E can be removed to generate P (E) because any transition can be labeled as interrupted. It is for example possible to remove a transition from P (E) by removing all events associated with a given destination state y 0 , therefore making it disappear from the Markov game.
Let x ∈ S and a ∈ A be the current state of the agent and the action it will choose. Let y 0 ∈ S and θ 0 ∈ (0, 1] and let us suppose that y 0 is the only state in which interruptions happen. Then we have P removed (y 0 |x, a) < p 0 (y 0 |x, a) and P removed (y|x, a) > p(y|x, a) ∀y = y 0 because we only remove observations with y = y 0 . This implies that the MDP perceived by the agents is altered by interruptions because the agent learns that P(T (s, a) = y 0 ) = 0. Removing observations for different destination states but with the same state action pairs in different proportions leads to a bias in the equilibrium learned. 3 In our case however, Lemma 4 ensures that the previous situation will not happen, which allows us to prove Lemma 5 and then Theorem 6.
Lemma 5. For all θ ∈ [0, 1[, P removed (y, r|x, a i , Q, θ) = P 0 (y, r|x, a i , Q). In particular, P removed (y, r|x, a i , Q, θ) does not depend on θ.
Proof. Consider x ∈ S, i ∈ {1, .., m} and u ∈ A i . We denote the Q-values of the agents by Q. Therefore, we have P removed (y, r|x, a i = u, Q) = P(y,r,Θ=0|x,a i =u,Q) P(Θ=0|x,a i =u)
so P removed (y, r|x, a i = u, Q) = P(y, r|x, a i = u, Θ = 0, Q) = P(y, r|x, a i = u, θ = 0, Q).
Theorem 6. Independent learners with processing function P IN T , a neutral update rule and a sequence ǫ compatible with interruptions are safely interruptible.
Proof. We prove that P IN T (E) achieves infinite exploration. The result from Theorem 1 still holds since we lower-bounded the probability of taking an action in a specific state by the probability of taking an action in this state when there are no interruptions. We actually used the fact that there is infinite exploration even if we remove all interrupted episodes to show that there is infinite exploration. Now, we prove that P(Q (i)
t+1 (x t , a t ) = q|Q (1) t , ..., Q
t , x t , a t , θ t ) is independent of θ. We fix i ∈ {1, ..., m} and (x t , a t , r t , y t ) ∈ P IN T (E) where a t ∈ A i . WithQ m t = Q
t , ..., Q (m) t we have the following equality:
t+1 (x t , a t ) = q|Q m t , x t , a t , θ t ) = (r,y) P(F (x t , a t , r t , y t , Q) = q|Q m t , x t , a t , r t , y t , θ t )
·P(y t = y, r t = r|Q m t , x t , a t , θ t ) The independence of F on θ still guarantees that the first term is independent of θ. However, a t ∈ A i so (r t , y t ) are not independent of θ t conditionally on (x t , a t ) as it was the case for joint action learners because interruptions of other agents can change the joint action. The independence on θ of the second term is given by Lemma 5.
Concluding Remarks
The progress of AI is raising a lot of concerns 4 and, in particular, it is becoming clear that keeping an AI system under control requires more than just an off switch. While efforts have been made to discover reinforcement learning methods for which it is possible to monitor the agents, the focus was only on one agent. We initiate with this paper a new line of research on the safety of distributed systems involving several agents learning in a cooperative manner.
A natural extension of our work would be to study safe interruptibility in widely used variants of Q-learning including eligibility traces [15] and Deep Q-learning [12] . For this, we intend to study the impact of interruptibility when Q-values are stored using a function approximator 5 instead of a table. Besides, results are asymptotic and safely interruptible algorithms may adopt undesirable behaviors during early phases of learning. Experimental studies are needed to assess the impact of disturbing the early phases of learning, in particular for function approximators where theoretical guarantees are yet to be found.
