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We consider a scheduling problem with a single machine and a set of jobs which
have to be processed sequentially. While waiting for processing, jobs may deteriorate,
causing the processing requirement of each job to grow after a fixed waiting time t0 .
We prove that the problem of minimizing the makespancompletion time for all
jobsis NP-hard. Next we consider the problem for a natural special case where
the job requirement grows linearly at a job-specific rate after t0 . We develop a fully
polynomial time approximation scheme for the problem in this case. We also give
further NP-hardness results, and a polynomial time algorithm for the case where
the job-specific rate is proportional to the initial processing requirement of each
job.  1998 Academic Press
1. INTRODUCTION
Typical single processor scheduling models deal with N jobs waiting to
be processed sequentially, with job i having positive processing time pi . It
is easy to see that the makespan (completion time of all N jobs) is invariant
under any scheduling policy that disallows idleness. Thus, research has
focused on optimizing a variety of objective cost functions separate from
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the processing time itself, such as minimizing weighted flow times and maxi-
mizing rewards. (For a host of such problems see [10, pp. 236244] and
further citations there.)
Browne and Yechiali [6], however, introduced the case where jobs can
deteriorate as they await service, causing their processing times to grow
while they wait. In such a model, the makespan is no longer invariant and
is a function of the scheduling policy, as are the actual processing times.
This model is obviously applicable in many situations, such as food pro-
cessing, crop harvest, snow removal, drug market crackdown operations,
as well as military operations of all sorts. Generally speaking the model is
applicable whenever a scheduling problem arises in a situation where
delayed action itself makes further processing more difficult. Compared
with previous models such as maximizing rewards or minimizing a separate
cost function, the new model has a built-in feedback system, where delays
due to earlier jobs directly and adversely affect the processing time of later
jobs. Furthermore the effect is compounded, while in those previous models
where one optimizes a separate cost function there is no direct feedback
and no direct compounding effect. In many circumstances, it is appropriate
to incorporate the feedback into the model; however, taking into account
this feedback is also likely to make the problem more difficult to analyze.
Browne and Yechiali considered a simple situation where a processor
loses efficiency immediately at a certain rate after its operation, due to
degradation of processing power or other factors. Specifically, Browne and
Yechiali [6] considered the problem of minimizing the makespan to
schedule N jobs on a single machine, in the following situation. The jobs
are all available at time 0, with initial processing time pi for job i. If job i ’s
processing is delayed until time t, then the processing requirement grows
linearly with delay to pi+:it, where :i is job i ’s processing growth rate.
They found that the makespan will be minimized if the jobs are scheduled
in an increasing order of pi :i , the ratio of the initial processing time to the
growth rate. For the case pi= p, Mosheiov [12] considered the problem of
minimizing the flow timethe sum of completion timesand showed that
the optimal sequence to minimize the flow time is V-shaped: Jobs are
arranged in descending order of growth rate if they are placed before the
minimal growth rate job, and in ascending order if placed after it. This,
however, does not give us an efficient algorithm, since there might be a
great many V-shaped schedules to choose from. While no efficient algo-
rithm was given, [12] developed some efficient heuristics in the paper.
One problem with the model of Browne and Yechiali, where deteriora-
tion occurs immediately after processing starts, is that in most applications
there is usually a certain period of time before which the jobs can be
assumed to be in good condition and have not started to deteriorate, or
dually, the processor can be assumed to be operating at full capacity. This
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is usually true in the cases like food processing and crop harvest, where
often jobs only deteriorate if they are not processed before a certain time.
For example; increased processing time may occur after a certain period of
time due to the machine losing efficiency while processing a batch of jobs.
The machine is assumed to be at maximal efficiency for the first t0 units of
time and starts to lose efficiency after time t0 . The efficiency loss is reflected
in the fact that a job which is processed later in time has a longer processing
time. Other examples include scheduling of maintenance, repair or cleaning
assignments, etc. A dual perspective is that after a certain deadline, the jobs
still need to be processed become more time consuming to be handled.
In this paper, we consider a general time deteriorating job scheduling
problem in which the processing requirement of job i is pi+: i f (t0 , t) if job
i starts at time t, where pi and :i are a job specific initial processing time
and penalty rate, respectively, and f (t0 , t)0 is some function which is
equal to zero before t0 , and increasing in t after t0 . In this general model,
we prove that the problem of minimizing the makespan for time deteriorating
jobs is NP-hard. In fact, for t0 {0, the problem remains NP-hard even for
the simple step function 1t&t0>0 . Next we consider the important special
case where the time delayed jobs after a specific time require a linearly
increasing processing time, i.e., f (t0 , t)=max(t&t0 , 0), and the job
requires time pi+:i max(t&t0 , 0), with a job specific initial processing
time pi and a job specific penalty rate :i . This is a direct generalization of
the model proposed in [6].
The model studied in Browne and Yechiali [6] is a special case with
t0=0, where linear deterioration starts at 0. The main result of this paper
is a fully polynomial time approximation scheme for the important case
of f (t0 , t)=max(t&t0 , 0), where t0>0. We say that an approximation
scheme is a fully polynomial time approximation scheme (cf. [8]) if for any
given =>0, the algorithm provides a solution which approximates the
optimal solution by a factor of at most 1+=, and its running time is poly-
nomial both in 1= and in the size n of the input instance.
Following recent work that started with the discovery of the intimate con-
nection between (multi-prover) interactive proof systems and approximation
algorithms for combinatorial problems by Feige et al. [9], computational
complexity theory has learned a great deal of the NP-hardness of even
approximating optimal solutions of various combinatorial problems. At the
same time there is a renewed interest and a flurry of new effort in finding
new approximation algorithms to problems in NP (see, e.g., [13, 5, 11, 13]).
In this paper, we present a fully polynomial time approximation algorithm
for our scheduling problem. In many ways, fully polynomial time approximation
schemes are the best that one might hope for in solving NP-hard problems.
The basic idea of our approximation algorithm is best explained
geometrically, in terms of a certain =-net. We consider an abstract space of
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all possible schedules. We successively generate a family of solutions, called
an =-net, that as a whole approximate the optimal solution, according to
certain metric given to the space of solutions.
Although we prove the scheduling problem to be NP-hard in the general
case, and NP-hard even for the special case of a simple step penalty func-
tion f (t0 , t)=1t&t0>0 , we are unable to prove it NP-hard for the special
case of time delayed linear penalty function, i.e., f (t0 , t)=max(t&t0 , 0).
We are able to prove however that the linear deteriorating case is NP-hard
under a very slight modification.
Intuitively the problem in the linear deteriorating case is more com-
plicated than the case with the simple step function, as it is more time
dependent, and with more compounding effect. However, intuition might
be misleading. We present a simple strategy for the case when the penalty
rate :i for job i is proportional to its initial processing time pi . In this case,
the simple strategy leads to a straightforward polynomial time algorithm to
find the optimal solution, although the problem in this case may still
appear quite intractable, with ‘‘almost’’ as much time dependency as before.
It certainly ‘‘looks’’ more time dependent than the case with the simple step
function. The proof that the simple strategy works in this case also can be
best visualized geometrically, and proved using a convexity argument.
Nonetheless, we conjecture that the problem remains NP-hard for the case
of f (t0 , t)=max(t&t0 , 0), and leave it as an open problem.
The rest of the paper is organized as follows. In Section 2, we prove that
the problem of minimizing the makespan of N deteriorating jobs with time
requirement pi+:i f (t0 , t) for job i is NP-hard. For the special case
f (t0 , t)=max(t&t0 , 0), we first give some preliminary results in Section 3.
In Section 4 we present further results on NP-hardness, and a simple
strategy which leads to a polynomial time algorithm for the case when :i
is proportional to pi . Finally we present the main result of this paper in
Section 5a fully polynomial time approximation scheme for the scheduling
problem with linearly deteriorating functions.
We wish to thank the anonymous referees for valuable comments and
criticisms.
2. NP-HARDNESS FOR THE GENERAL CASE
Theorem 1. The problem of minimizing the makespan of N deteriorating
jobs with time requirement pi+:i f (t0 , t) for job i starting at time t is
NP-hard, where f (t0 , t)0 is some increasing function of t.
Proof. If iN pit0 , then the scheduling problem is trivial as no
penalty applies. So we suppose iN pi>t0 .
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Let f (t0 , t)=1(t&t0>0) , where 1 (E) is the indicator function of the set E.
Consider any scheduling of jobs i1 , i2 , ..., iN . Let k=max[ j | s< j pist0],
then jobs i1 , i2 , ..., ik are all not penalized, since their starting times are all
t0 , but jobs after that, ik+1 , ..., iN , if any, are penalized. The makespan
under this scheduling is
:
iN
pi+ :
j>k
:ij .
Hence a scheduling amounts to a selection of a subset S[1, 2, ..., N ]
with  j # S pjt0 , and a selection of the next job if any.
For any chosen subset S[1, 2, ..., N ] with  j # S pjt0 , we may select
at least one more job, j* # Sc scheduled just after jobs in set S such that
:j*=max[:j : j # S c] without being penalized. Thus, the problem of mini-
mizing the makespan can be formalized as the optimization problem
min :
j # Sc&[ j*]
:j such that :
j # S
pjt0
:j*=max[:j : j # S c]
S _ S c=[1, 2, ..., N ]. (1)
Obviously, the optimization problem is equivalent to the problem
max :
j # S _ [ j*]
: j such that :
j # S
pjt0
:j*=max[:j : j # S c]
S _ S c=[1, 2, ..., N ]. (2)
In the following, we are going to reduce the knapsack problem to the
above problem.
Consider the knapsack problem: Given t0>0 and N&1 pairs of positive
integers [( p1 , :1), ..., ( pN&1 , :N&1)], we want to find a subset S[1, ...,
N&1] which
max :
j # S
:j such that :
j # S
p jt0 . (3)
We get an instance for the optimization problem in (2) by letting pN>t0
and :N>max[: j : j=1, ..., N&1]. Then in any optimal scheduling, N # S c
and j*=N, and an optimal solution of (2) yields an optimal solution for
the knapsack problem (3). This completes our proof since the knapsack
problem is NP-hard [10]. K
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For a general deteriorating function Theorem 1 shows that the problem
of minimizing the makespan is an NP-hard problem. In fact, the problem
remains NP-hard even if the deteriorating function is a simple step func-
tion. The rest of this paper is focused on the important special case with the
truncated linear deteriorating jobs with processing time requirement
pi+:i max(t&t0 , 0). This is a direct generalization of the model proposed
in [6]. The problem of minimizing the makespan in this case is intuitively
more complicated than the case with the simple step function, as the
makespan is more time dependent. After presenting some preliminary
results, we will show that a close variant of the linear deteriorating case is
NP-hard. We leave it as an open problem to show that the truncated linear
deteriorating case remains NP-hard.
3. PRELIMINARY RESULTS
In this section, we will present some preliminary results for the time
deteriorating job scheduling problem if f (t0 , t)=max(t&t0 , 0). Obviously,
if t0=0, then it is the model studied in Browne and Yechiali [6].
Let us consider a job sequence ?=(1, 2, ..., N); the makespan for the
sequence is the completion time of the last job N. (Here we have renamed
the jobs from 1 to N according to the schedule sequence ?.) Let
k=max[ j: p1+ p2+ } } } + pj&1t0].
Let Yi be the actual processing time of the i th job of the policy ?; then
Yi= pi , i=1, ..., k,
and
Yi= pi+:i \ :
i&1
j=1
Yj&t0+ , i=k+1, ..., N.
The following formula for the makespan under the sequence ? can be easily
proved by induction,
M(?)= :
N
j=1
Yj
=t0+_ :
k
j=1
p j&t0& ‘
N
r=k+1
(1+:r)+ :
N
j=k+1
pj ‘
N
r= j+1
(1+:r). (4)
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(We follow the convention that an empty sum is 0 and an empty product
is 1.)
By using an interchanging argument or the lemma in Browne and
Yechiali [6], we have
Theorem 2. Given the set of jobs that start at time t0 , the makespan
is minimized when the jobs that start after t0 are scheduled in a non-decreasing
order of pi :i .
From Theorem 2, the following two corollaries can be easily obtained.
Corollary 1. If all jobs have the same basic processing time, i.e., pi is
the same for all jobs, processing the jobs in a non-increasing order of :i will
minimize the makespan.
Corollary 2. If job deteriorating rates are the same for all jobs, i.e.,
:i is the same for all the jobs, then the makespan will be minimized when jobs
are scheduled in a non-decreasing order of pi .
4. FURTHER RESULTS
4.1. NP-Hardness in the Linear Deteriorating Case
Let us take a closer look at Eq. (4) of Section 3. Let T=Nj=1 p j be the
sum of the initial processing times of all the jobs. Since generally speaking
a proper subset already sums to be greater than t0 , this total sum T
does not appear as a term in the final makespan function M(?); but rather,
each pj which belongs to a job starting beyond the deadline t0 has its own
multiplier > j<rN (1=:r), which is order dependent on the particular
schedule ?. This time dependency complicates matters, compared to the
case of Section 2, where the total sum T=Nj=1 pj appeared as a term of
the final makespan M(?).
However, according to Theorem 2, in order to achieve an optimal
schedule, once the set of jobs whose starting time t0 is chosen, the order
of the rest is fixed. But, choosing the set S of jobs whose starting time t0
is equivalent to choosing the complement set Sc of jobs whose starting time
>t0 . In order to be eligible to be chosen as S c, a subset S$ must satisfy the
constraint that  j # S$ pj<T&t0 , and there is at least one job k  S$ so that
 j # S$ _ [k] pjT&t0 . Maximize  j # S$ pj over S$ with the constraint that
 j # S$ pj<K is the optimization version of the NP-complete Subset Sum
Problem. Note a subtlety here. The sum  j # S$ pj does not actually appear
in the objective makespan function M(?), and T&t0 does not correspond
to any actual time span. Nevertheless, we are led to the hope that a reduc-
tion can be constructed from the Subset Sum Problem.
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We are yet unable to prove the problem NP-hard for the case with linear
deteriorating jobs. However, we are able to prove the following closely
related combinatorial problem NP-hard. The problem is a slight variant of
the linear deteriorating case of our scheduling problem, and is itself a
direct, and not unreasonable, generalization of the original model in [6].
A Variant of Linear Deteriorating Case
Suppose an arbitrary instance [( p1 , :1), ..., ( pN , :N), t0] is given with,
Ni=1 p i>t0 . Renaming the jobs if necessary, let ?=[1, 2, ..., N ] be a
schedule, with k=max[ j : p1+ p2+ } } } + pj&1t0]. As before, the jobs 1
to k are unpenalized, taking a total time of ki=1 pi . The k+1st job, which
is the first job to start after t0 , is penalized at the rate >1ik+1 :i . This
represents a delayed penalty when penalty is first applied. Subsequent jobs
j>k+1 are penalized at the rate of :j each, as before. The objective is to
find a schedule which minimizes the total makespan.
An easy induction shows that the makespan M(?) for ? is given by the
following formula, assuming Nk+1:
t0+_ :
k
j=1
pj&t0 & } \1+ ‘
k+1
i=1
:i + } ‘
N
r=k+2
(1+:r)+ :
N
j=k+1
pj ‘
N
r= j+1
(1+:r).
(5)
We will now show that this problem is NP-hard.
The time dependency of the multipliers 1+>k+1i=1 :i and >
N
r= j+1 (1+:r)
can be made less unwieldy if we set all the :j ’s to be equal, say, :.
Moreover, if : is quite a bit bigger than the maximum of all pj , then the
terms in M(?)&t0 resemble an integer in some ‘‘decimal’’ system with base
roughly between : and 1+:,
_ :
k
j=1
pj&t0& (1+:k+1)(1+:)N&k&1+ :
N
j=k+1
pj (1+:)N&j, (6)
with ‘‘digits’’ [kj=1 pj&t0], and pk+1 , ..., pN , with k extra 0’s after the
leading digit. Thus, it is natural to try to minimize the ‘‘leading digit’’
[kj=1 pj&t0], in order to minimize the makespan M(?). In terms of our
scheduling, this quantity represents the ‘‘excess’’ of jobs scheduled starting
at time t0 . But that is also precisely the ‘‘leftover’’ in the Subset Sum
Problem in the complementary view, namely (T&t0)& j # S c p j . Thus, the
essential ingredients of a reduction from the Subset Sum Problem are in
place:
We will maximize  j # S$ pj , which is the same as minimizing
the ‘‘leftover’’ (T&t0)& j # S$ pj , subject to the condition that
 j # S$ pj<T&t0 .
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There are still a few technical difficulties remaining: First, not every sub-
set S$ satisfying the constraint that  j # S$ pj<T&t0 is eligible as S c.
However, any such S$ which minimizes the ‘‘leftover’’ (T&t0)& j # S$ pj
can be chosen as S c, since it implies the existence of some k # S=(S$)c such
that  j # S&[k] pit0 , and  j # S pi>t0 , and thus it must correspond to a
valid choice of S.
Secondly, the standard definition of the Subset Sum Problem has the
constraint with  (or even=) [10] as in  j # S$ pjT&t0 , and not with
a strict inequality <. But this is only a technicality. The difficulty can be
overcome by going back a little further to the Exact-3-Cover Problem, and
modify the reduction from Exact-3-Cover to Subset Sum. In effect, we will
construct a polynomial time reduction from the Exact-3-Cover Problem to
the Subset Sum Problem such that for every instance of Exact-3-Cover we
produce an instance for the Subset Sum Problem with some additional
properties. These properties will side step such technicalities and from them
we can further construct an instance for the scheduling problem. To change
the constraint from  to <, we simply make sure that the numbers in the
instance for the Subset Sum Problem produced by the reduction are all
even, while the threshold is odd (and thus  and < are made equivalent).
Finally, the multipliers of the ‘‘digits’’ [kj=1 pj&t0], and pk+1 , ..., pN ,
are not exactly powers of a single quantity, and the multiplier
(1+:k+1)(1+:)N&k&1 even depends on k. This additional difficulty can
also be overcome by going back to Exact-3-Cover. We will choose : to be
greater than all pj . Moreover, we will choose it so that eN:<32.
We now proceed to the formal proof. First we formally state the
problems of Exact-3-Cover and Subset Sum [10]:
Exact-3-Cover (X3C)
Instance. A positive integer q and a collection C of 3-element subsets of
the set X=[1, 2, 3, ..., 3q].
Question. Is there an exact cover C$C for X (so that each element of
X belongs to exactly one member of C$)?
Size. q+ the cardinality of C.
We use the optimization version of the Subset Sum Problem:
Subset Sum
Instance. A positive integer K, a finite set P of positive integers.
Minimize. K&p # P$ p, for P$P, subject to the constraint that
p # P$ p<K.
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Size. |K |+p # P | p|. ( |K| and | p| denote the binary length of K and p
respectively.)
Given an instance (q, C ) of X3C, let l=|q| , the binary length of the
integer q, and let B be the collection of all binary strings of length
(3q+1) l+1. Consider a string in B as a sequence of 3q+1 blocks of
length l, plus one extra bit at the least significant (i.e., the rightmost) posi-
tion. For each i, 1i3q+1, let ai be the integer represented by a string
in B with exactly one 1 which appears at the rightmost position of the i th
block counted from right to left, i.e., ai=21+(i&1) l.
Claim. If 3q+1i=1 di ai=
3q+1
i=1 d $iai and 0di , d $i<2
l for each i, then
di=d $i for each i.
We define a reduction f from X3C to Subset Sum as
f (q, C)=(K, [ p({): { # C ]),
where K=1+3qi=1 a i+qM, p({)= i # { a i+M, and M=a3q+1=2
1+3ql.
If C$C is an exact 3-cover for X, then the cardinality |C$| is exactly q and
K is expressible as one more than the sum of the q numbers p({) where
{ # C$. Thus
:
{ # C$
p({)=K&1.
Conversely, the constraint that  j p({j)<K implies that at most q terms
can be found in the sum. Suppose K=1+mj=1 p({ j) where mq and each
{j # C. Then m=q, by the Claim above. For each { # C, let 1{(i) be the
characteristic function, 1{(i)=1 if i # {, and 0 otherwise. Then
K&1&qM= :
q
j=1
( p({j)&M )= :
q
j=1
:
i # {j
ai
= :
q
j=1
:
3q
i=1
1{j (i) ai= :
3q
i=1 \ :
q
j=1
1{j (i)+ ai .
Since qj=1 1{j (i)q for each i, by the Claim above, we have
qj=1 1{j (i)=1 for each i. Thus the set of all the {j ’s, 1 jq, forms an
exact cover for X.
Therefore, a subset sums to exactly K&1, subject to the condition that
 j p({j)<K, iff it corresponds to an exact 3-cover. And, in case there is no
exact 3-cover, the maximum sum can be at most K&3, by the fact that all
numbers p({)#0 mod 2.
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Now we continue the reduction to the scheduling problem. Let
T={ # C p({). Let t0=T&K. (Without loss of generality we can assume
t0>0, o.w., this instance of X3C is trivial.) Let N=|C|. Set all :i=:, for
1iN, such that
:>max
{ # C
p({) and eN:<32.
Clearly :=max{ # C p({)+O(N ) will suffice.
In case an exact 3-cover C$ exists, then the leading digit [ j # S pj&t0]
in the makespan corresponding to C$ is
:
{ # C&C$
p({)&t0=_T& :{ # C$ p({)&&[T&K]=K& :{ # C$ p({)=1,
and the makespan is at most
1 } (1+:)N+max
{ # C
p({) :
N
i=1
(1+:)N&i,
which is (1+:)N+max{ # C p({)((1+:)N&1):<2(1+:)N. Meanwhile,
the makespan of any schedule that does not correspond to an exact 3-cover
will be at least
3(1+:N),
which is greater than 2(1+:)N, since
2(1+:)N
3:N
<
2
3
eN:<1.
This completes the proof of
Theorem 3. The variant of the linear deteriorating case of our scheduling
problem discussed in this section is NP-hard.
4.2. A Simple Strategy When pi Is Proportional to :i
Now we return to Eq. (4) of Section 3. Suppose each pi is proportional
to :i , pi=c:i , for some c>0. Write t0=cz0 ; then
M(?)
c
=z0+_ :
k
j=1
:j&z0& ‘
N
r=k+1
(1+:r)+ :
N
j=k+1
:j ‘
N
r= j+1
(1+:r).
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A simple induction shows that
:
N
j=k+1
:j ‘
N
r= j+1
(1+:r)= ‘
N
r=k+1
(1+:r)&1.
Thus we arrive at the rather pleasing closed formula
M(?)
c
&z0+1=\1+ :
k
j=1
:j&z0 + ‘
N
r=k+1
(1+:r). (7)
Theorem 4. If pi=c:i , for some c>0, then the makespan M(?) is mini-
mized by choosing each pi in non-decreasing order.
To prove this, consider some schedule ?. Rename the jobs if necessary,
let ?=(1, 2, ..., N) , and k=max[ j : p1+ p2+ } } } + pj&1t0]. Let S1=
[1, ..., k] and S2=[k+1, ..., N ]. Orders among jobs 1 to k&1, and
among k+1 to N do not matter in terms of the makespan function (7). As
for k, the only distinguishing characteristic is that it must be a job that
crosses the threshold; i.e., it must satisfy k&1i=1 pit0 , and 
k
i=1 pi>t0 .
So, the maximum among p1 , ..., pk certainly fits the bill. Thus, we can
without loss of generality assume that
p1p2 } } } pk ,
and
pk+1pk+2 } } } pN .
We claim that if ? is optimal, then pkpk+1 .
Suppose otherwise, pk+1<pk . Equivalently, :k+1<:k . Consider the
following multiplicative factor in (7)
_1+\ :
k
j=1
:j&z0 +& } (1+:k+1). (8)
We claim that by switching jobs k and k+1, the makespan is reduced.
Since the remaining factors in (7) are invariant in such a switch, we only
need to focus on the above product (8).
We state a simple lemma:
Lemma. The product (1+x)(1+ y) is minimized by polarizing as much
as possible x and y, if x+ y is assumed to be constant.
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The lemma is a simple consequence of the following convexity argument:
Since (1+x)(1+ y)=1+(x+ y)+xy, we might as well minimize xy. The
function f (z)=z2 is convex, thus, (x2+ y2)2 is maximized by polarizing as
much as possible x and y, with x+ y fixed. Now the lemma follows from
the identity xy=(x+ y)22&(x2+ y2)2.
If we visualize the quantities x=kj=1 :j&z0 and y=:k+1 in the
product (8) as the height above the line z0 in the following picture, then
there are two alternatives:
:k
Z0
:k :k+1 :k+1
:1 :1
Before the switch After the switch
v Either
:
k&1
j=1
:j+:k+1z0 ;
then :k+1 will fit under the space z0&k&1j=1 :j . In this case clearly the
product (1+x)(1+ y) is reduced, by the exchange (x, y)  (x+ y, 0) in
the lemma. Thus, the product (8) is replaced by 1+(kj=1 :j&z0+:k+1)=
1+(k+1j=1 :j&z0). We get a new makespan after the switch, replacing (7)
with the smaller quantity
_1+\ :
k+1
j=1
: j&z0 +& ‘
N
r=k+2
(1+:r).
v Or, k&1j=1 : j+:k+1>z0 . Geometrically, it is clear that the height of
the quantity on the left after the switch, namely k&1j=1 : j+:k+1&z0 must
be no more than both x=kj=1 :j&z0 and y=:k+1 . Algebraically it
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follows from :k+1<:k and z0k&1j=1 : j , respectively. Now the claim
follows from the lemma with the exchange (x, y)  (x$, y$) where
x$=k&1j=1 :j+:k+1&z0 and y$=:k .
This completes the proof of Theorem 4.
5. A FULLY POLYNOMIAL TIME APPROXIMATION
ALGORITHM
In this section, a fully polynomial time approximation algorithm is
developed for the problem of minimizing the makespan when f (t0 , t)=
max(t&t0 , 0).
The strategy for the design of this algorithm is the following. For nota-
tional convenience, assume there are altogether N+1 jobs to be processed.
As shown in Theorem 2 in Section 3, all jobs starting after the deadline t0
should be ordered in the non-decreasing order of pi :i , thus giving an
optimal scheduling is equivalent to giving the set of jobs S which are
finished before t0 , and one more job j* that carries over the deadline t0 .
(We assume the non-trivial case that i1 pi>t0 .) There are at most
N+1 choices for j*, thus we can assume it is already given, for the purpose
of obtaining a polynomial time algorithm. For any such a choice of j*, we
will inductively, for i=1 to N, build a ‘‘net of solutions,’’ which ‘‘well
approximates’’ any possible scheduling, including the optimal scheduling.
The ‘‘net of solutions’’ is bounded by a polynomial in both 1= and N in
number, and all schedulings in the ‘‘net of solutions’’ are computed in poly-
nomial time in both 1= and N.
For a chosen j*, we can rename all remaining jobs as [1, 2, ..., N ]. We
will denote [1, 2, ..., i ] by [i] and the power set of [i] by P([i]). The
cardinality of a set S is denoted by |S |. Let S[i], let [i]&S=
[ j1 , ..., ji&|S |] where
pj1
:j1
 } } } 
pji&|S |
:ji&|S |
.
We define the functions
Ui (S)= ‘
i&|S |
r=1
(1+:jr) (9)
Vi (S)= :
i&|S |
l=1
pjl ‘
i&|S |
r=l+1
(1+:jr). (10)
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For a given (S, j*), we define the (pseudo) makespan function
Mi (S, j*)=t0+\ :j # S pj+ pj*&t0+
+
U i (S)+Vi (S),
where x+=max(x, 0).
For i=N we will denote UN( } ), VN( } ) and MN( } , } ) by simply U( } ),
V( } ) and M( } , } ) respectively. For any S, with  j # S pjt0 , the following
scheduling is denoted by (S, j*): first schedule all jobs in S (in any order),
followed by job j*, and then all remaining jobs in non-decreasing order of
pi :i . In the rest of this paper, we will name all jobs [1, 2, ..., N ] in the
non-decreasing order of pi :i , i.e.,
p1
:1

p2
:2
 } } } 
pN
:N
.
As a technical comment, we note that this so-called (pseudo) makespan
function M( } , } ) does not necessarily represent the actual makespan of a
scheduling. However, if i=N,  j # S pjt0 , and  j # S pj+ pj*>t0 , then
M(S, j*) is the makespan of the scheduling (S, j*) represented by the set
S[N] and j*. If we only have  j # S pjt0 but not  j # S pj+ pj*>t0 ,
then M(S, j*) corresponds to the makespan of the scheduling represented
by the set S and j* with an idleness inserted at the end of job j* till t0 .
Equivalently, we can think of the job j* is prolonged from pj* to
t0& j # S p j . In particular, M(S, j*) is an upper bound for the actual
makespan of the scheduling (S, j*) represented by the set S and j*. In any
case, the following Theorem holds.
Theorem 5. For any given 0<=<1, let $==(2N ). Let (S, j*) be an
optimal scheduling in the time deteriorating job problem, and let S* satisfy
the following conditions:
Condition A :
j # S*
pj :
j # S
pj
Condition B U(S*)U(S)(1+$)N
Condition C V(S*)V(S)(1+$)N.
Then, the scheduling (S*, j*) has relative error at most = from the optimal
scheduling (S, j*).
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Proof. Since the optimal scheduling achieves minimal makespan, we
only need to show that the makespan M of the approximating scheduling
(S*, j*) satisfies
M&M(S, j*)
M(S, j*)
=.
Note that, since (S, j*) satisfies  j # S p jt0 , and  j # S pj+ pj*>t0 ,
M(S, j*) is the actual makespan of the optimal scheduling, which is
assumed to be minimal. By Condition A, M(S*, j*) is an upper bound for
the actual makespan M, thus we need only to show that
M(S*, j*)&M(S, j*)
M(S, j*)
=.
This follows from the calculations
M(S*, j*)=t0+\ :j # S* pj+ pj*&t0 +
+
U(S*)+V(S*)
t0+\ :j # S pj+ pj*&t0+
+
U(S )(1+$)N+V(S )(1+$)N
_t0+\ :j # S pj+ pj*&t0+
+
U(S )+V(S )& (1+$)N
=M(S, j*)(1+$)N, (11)
and
M(S*, j*)&M(S, j*)
M(S, j*)
(1+$)N&1
e=2&1
= for =<1,
where we substituted $==(2N ). K
Therefore, the key is to find an approximating schedule which satisfies
conditions A, B and C.
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Let us inductively construct LiP([i]), such that:
1. For any S* # Li ,  j # S* pjt0 ; and
2. For any S[i] such that  j # S pjt0 , there exists an S* # Li ,
satisfying
(i) :
j # S*
pj :
j # S
pj
(ii) Ui (S*)Ui (S )(1+$)i
(iii) Vi (S*)Vi (S )(1+$) i
For the base case i=1, let L1=[<] if p1>t0 , or L1=[<, [1]]=
P([1]), if p1t0 . If p1>t0 , then Conditions 1 and 2 above are satisfied
since the only possible S and S* contained in P([1]), with  pjt0 , is the
empty set <. If p1t0 , then again Conditions 1 and 2 are satisfied because
in this case L1=P([1]) itself.
Inductively, suppose Li satisfies Conditions 1 and 2 above. Let
L$i+1=Li _ {S1 _ [i+1] } S1 # Li and :j # S1 pj+ pi+1t0= .
Thus, L$i+1 satisfies Condition 1. Consider the set of triples
{\ :j # S pj , Ui+1(S ), Vi+1(S )+ } S # L$i+1= .
Imagine these triples are points in a 3-dimensional Euclidean space. Divide
the range of all values (Ui+1(S ), Vi+1(S )) into a ‘‘net’’ of polynomially
many subranges, where for each subrange, any two pairs of values (u, v)
and (u$, v$) differ by a factor of at most 1+$, in both components u and v.
Now in each such (1+$) by (1+$) subrange [u, (1+$) u)_[v, (1+$) v)
which contains at least one pair (Ui+1(S ), Vi+1(S )) choose an S # L$i+1
which minimizes  j # S pj . These sets S form Li+1 .
As a subclass of L$i+1 , Li+1 satisfies Condition 1. We show that Condi-
tion 2 is also satisfied by Li+1 . For any S1 # L$i+1 , there exists S2 # Li+1 ,
such that
(i$) :
j # S2
pj :
j # S1
p j
(ii$) Ui+1(S2)Ui+1(S1)(1+$)
(iii$) Vi+1(S2)Vi+1(S1)(1+$).
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Now to verify (i), (ii), (iii) for Li+1 , consider any S[i+1], such that
 j # S pjt0 .
Case 1. If S[i], then from the induction hypothesis, there exists
S* # Li which satisfies the conditions (i), (ii), (iii). Since  j # S pit0 , we
have  j # S* p it0 by (i). Since S* # L$i+1 , there exists S** # Li+1 which
satisfies (i$), (ii$), (iii$), thus,
:
j # S**
pj  :
j # S*
pj :
j # S
pj ,
Ui+1(S**)Ui+1(S*)(1+$)
=Ui (S*)(1+:i+1)(1+$)
Ui (S )(1+:i+1)(1+$) i+1
=Ui+1(S )(1+$) i+1,
Vi+1(S**)Vi+1(S*)(1+$)
=[Vi (S*)(1+:i+1)+ pi+1](1+$)
[Vi (S )(1+:i+1)(1+$) i+ pi+1](1+$)
Vi+1(S )(1+$) i+1.
Case 2. If i+1 # S, let S =S&[i+1][i]. Since  j # S pjt0 , we
have  j # S pjt0& p i+1 . In particular  j # S pjt0 . Thus, there exists
S* # Li which satisfies conditions (i), (ii), (iii); therefore,
:
j # S*
pj :
i # S
pjt0& pj+1
Hence, S* _ [i+1] # L$i+1 , and also,
Ui+1(S* _ [i+1])=Ui (S*), Ui+1(S )=Ui (S ),
Vi+1(S* _ [i+1])=Vi (S*), Vi+1(S )=Vi (S ).
Let S1=S* _ [i+1]. Since S1 # L$i+1 , there exists S2 # Li+1 which
satisfies (i$), (ii$), (iii$). So
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:
j # S2
pj  :
j # S1
p j :
j # S
pj+ p i+1= :
j # S
pj ,
Ui+1(S2)Ui+1(S1)(1+$)
=Ui (S*)(1+$)
Ui (S )(1+$) i+1
=Ui+1(S )(1+$) i+1,
Vi+1(S2)Vi+1(S1)(1+$)
=Vi (S*)(1+$)
Vi (S )(1+$)i+1
=Vi+1(S )(1+$) i+1.
This completes the inductive construction of the sequence LiP[i],
i=1, 2, ..., N.
Thus we have developed the approximation scheme which satisfies con-
ditions A, B and C for any i=1, 2, ..., N. If n bounds the input size of the
problem, then for scheduling time deteriorating jobs on a single machine,
there are Nn stages and there are Nn different j* to try. Since each
stage has O(n$)2 sets and $=0(=n), the total time requirement is
O(n2) O(n4=2)=O(n6=2).
This proves
Theorem 6. The Scheduling Problem of linear time deteriorating jobs
has a fully polynomial time approximation algorithm.
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