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SUMMARY 
The generation and development of an axisymmetric, incompressible 
viscous vortex ring is investigated analytically. The unsteady flow 
field is generated from rest by an arbitrary impulse of air from an ori-
fice in a wall of infinite extent. 
The system of three governing equations (the Navier-Stokes equa-
tions and the continuity equation) is reduced to a system of two equa-
tions (the vorticity transport equation and the definition of vorticity 
equation) by introduction of the Stokes' stream function. In order to 
solve these coupled, partial differential equations numerically over the 
quarter-infinite region of interest, an exponential transformation is 
employed to reduce the quarter-infinite region to a finite one. The 
governing equations are approximated by implicit finite difference equa-
tions, and the resulting system is solved numerically. The numerical 
results are presented in terms of the vorticity and the stream function 
as functions of space and time. The velocity components may be calcu-
lated from the stream function distribution. 
The numerical technique is investigated in detail for two cases s 
The two cases are the parabolic profile case and the uniform profile 
case which describe the specified initial impulse velocity in the 
orifice. First, a convergence study for each case is conducted using 
two different mesh sizes, and the comparison of results obtained with 
the two meshes Is good. The numerical model is verified further by 
XXIV 
demonstrating that it accurately preserves an exact steady state solu-
tion to the boundary layer equations for axisymmetric, incompressible 
flow from a small round hole. 
The instantaneous streaklines, velocity vector fields, vorticity 
contours, and streamline patterns for both the uniform and parabolic 
profile cases show the development of a viscous vortex ring. The re-
sults offer a more detailed description of vortex ring generation than 
has been obtained by experimental flow visualization techniques, and 
they compare well with the limited experimental data available on the 
behavior of vortex rings. The streaklines of the initial stages of 
vortex development agree qualitatively with smoke pictures that have 
been obtained experimentally. The results of the present investigation 
indicate that the region of high vorticity near the vortex center 
extends over a large region of the flow. 
The numerical results for the parabolic profile case are 
analyzed to study the characteristics of the developed vortex ring. The 
radius, trajectory, and velocity of the ring are calculated, and the 
circulation along streamlines about the vortex is computed in a co-
ordinate system fixed in space and in a co-ordinate system moving with 
the speed of the vortex. In turn, these parameters are employed to 
predict the propagation velocity of the vortex ring using the vortex 
models of Lamb and Hill. The vortex ring proposed by Lamb which con-
sists of a small, circular rotational core embedded in an irrotational 
field is not an accurate model for the viscous vortex ring of this 
study. On the other hand, the comparison of the propagation velocities 
with Hill's spherical vortex is good, and at any given time, the ring 
velocity compares within about 15 per cent with that predicted by the 
steady state spherical vortex. 
CHAPTER I 
INTRODUCTION 
An interest In the phenomena of vortices has existed for well 
over a century. Although some of the initial studies were rigorous 
but academic, modern technology has recognized the practical need for 
the solution of a number of important problems of aerodynamics and the 
need for a fundamental understanding of the vortices which comprise 
these flow fields. 
The earliest discussions appeared over a century ago in the 
works of Helmholtz [1], Stokes [2,3], Reynolds [>], J. J- Thompson [5], 
and Sir W. Thompson [6]. Lamb [7] and Basset [8] present a detailed 
review of these classical theories of inviscid, incompressible flow. A 
more recent but less exhaustive treatment is given by Ringleb [9]. The 
primary motivation of many of these initial studies was an academic 
interest in the physics and mathematics of the vortex. It is from this 
viewpoint that Lamb presents the details of a discussion given in an 
earlier paper of one of the few analyses of a vortex ring. 
One of the characteristics of the classical vortex Is the infi-
nite velocity at its center. To avoid this difficulty and to help 
explain the action of viscosity at the vortex center, Lamb adopts a 
model the center of which is a small but finite core which rotates as 
a solid body. By assuming that the radius of the core is much smaller 
than the radius of the ring, he predicts the velocity, impulse, and 
energy of the ring in terms of a number of parameters. One of these is 
2 
the unknown core radius. Unfortunately, Lamb gives no indication of 
the size of the core, nor does he venture an opinion concerning the 
validity of his model as an approximation to a physically real phenom-
enon . 
Helmholtz introduced his vortex theorems in 1858, and the par-
allel development of electrodynamic and hydrodynamic theory of that 
period produced the Biot-Savart Law which remains to this day as an 
accurate and versatile method by which flow fields may be mathematically 
represented. However, other interests in vortices have grown and 
diminished during the period extending from the mid-nineteenth century 
to today. Kelvin [10] postulated the structure of the atom to be that 
of a vortex ring, and no doubt the failure of this idea diminished con-
fidence in the utility of vortex theory. Nevertheless, Kutta [11] and 
Joukowski [12] firmly demonstrated its worth when they were able to pre-
dict the lift on an airfoil„ 
Phenomena associated with viscous vortex flows are currently 
receiving attention. Hall [13] has investigated the leading edge vortex 
of a wing by employing a method familiar to boundary layer analysts. He 
divided the flow field into two regions of interest, an inner region in 
which viscous effects are relatively important and an outer region where 
they may be neglected. In connection with application to the problems 
of nuclear propulsive devices, Donaldson and Sullivan [14] have found 
solutions to the Navier-Stokes equations for a complete class of three-
dimensional vortices, although, as pointed out by Rosenzweig, Lewellen, 
and Ross [15] in the study of a similar problem, these solutions are not 
readily applicable to flow in an actual vortex tube because of the dif-
ficulty encountered in applying the boundary conditions. In search of 
further applications to nuclear propulsive devices, Lewellen [16] has 
found solutions to a three-dimensional confined vortex by linearizing 
the Navier-Stokes equations and by considering perturbations about both 
simple non-rotating flows and strongly rotating flows. 
A number of solutions to various vortex flows have been obtained 
by applying numerical methods to the Navier-Stokes equations. Among the 
earliest of these was the work of Payne [17] who investigated the start-
ing and perturbation of a two-dimensional, Incompressible jet at low 
Reynolds numbers. Recently, at the Los Alamos Scientific Laboratory, 
Fromm [18] has studied the time dependent vortex formation behind a 
blunt body for incompressible two-dimensional flow, and Harlow, Shannon, 
and Welch [19] have been analyzing a number of problems concerning the 
unsteady flow of a fluid having a free surface. Greenspan [20] and his 
co-workers at the University of Wisconsin have been studying general 
numerical methods for solving both steady and unsteady incompressible 
vortex flows as well as comparing their solutions with other published 
results. Both Pearson [21] and Esch [22] have also been studying numer-
ical solutions to a particular confined vortex of unsteady, incompres-
sible flowo The experience of all these Investigators shows numerical 
analysis to be a feasible and desirable method of solution for the 
Navier-Stokes equations. 
Also of current interest are many of the problems of aerodynamics 
whose analyses are based on the assumption of an inviscid, incompres-
sible medium. In formulating these types of flows, a classical approach 
is very often used in which the flow field is built up by the super-
position of both free and bound vortices and vortex sheets. In theory 
no problem arises in calculating the effect of one vortex filament on 
another, but if a finite self-induced velocity is desired, then the 
geometry of the cross-section of the rotational core must be known. 
In other words, in order to avoid the infinite velocity associated with 
a line vortex, the mathematical model of the vortex must include a 
rotational core. This is essential to the low-speed flows of hovering 
helicopter rotors, propellers in static thrust, and take-off of V/STOL 
aircraft for here the self-induced velocity will largely determine the 
geometry of the vortex model of the system. 
Using an inviscid, incompressible fluid, a number of investigators 
have studied vortex flows in order to analyze blade loading and the 
geometry of helicopter wakes. In the work of Brady and Crimi [23], 
Crimi [24], and DuWaldt [25], the helicopter flow field was simulated 
either by a system of discrete vortex rings or by a helical vortex shed 
from the blade tip. To avoid the difficulties associated with the 
infinite velocity of the vortex center which is encountered in the com-
putation of the self-induced velocity of the vortex, they employed one 
of the few analytical tools available, the Lamb vortex ring. Brady and 
Crimi [23] concluded that the initial core size took a representative 
value of 5 per cent of the rotor radius and that their results did not 
change appreciably when the value of the core size varied over a range 
of from 0.265 to 14 per cent of the rotor radius. DuWaldt [25] was able 
to estimate the same representative value of the core size from energy 
considerations. Another study by Adams [26] established a core size of 
about 10 per cent of the rotor blade chord. Although this is a substan-
tial difference from the results of Brady and Crimi [23] and DuWaldt 
[25], it may be relatively unimportant in that portion of the wake 
which is far removed from the rotor plane. However, both Adams [26] 
and Gray [27] have shown that the cores of the rotor tip vortices pass 
above and then down through the rotor plane for the case of a heli-
copter in forward flight. This action can have great effect both on 
the wake distribution near the rotor and on blade loading. Although 
the core may not pass through the rotor plane of a hovering helicopter 
the proximity of the vortex to the rotor plane immediately after it is 
shed can have great influence on the loading of succeeding blades. 
Simons [28] has shown analytically that even the existence of a finite 
core affects blade loading,, Apparently then, there exists some doubt 
about the size of the vortex core, and it appears that near the rotor 
plane this is a very important parameter. 
In spite of the proven success of using vortices to determine 
aerodynamic loadings, very little is known concerning the structure 
of the vortex. It has already been reported in the previous paragraph 
that in a number of cases, a precise knowledge of this structure is 
relatively unimportant„ This fact has probably obscured the need for 
research into the fundamental behavior of the vortex. However, some 
experimental work has been done in the Investigation of a vortex ring. 
Unfortunately, much of this has been directed toward overall flow 
characteristics using flow visualization techniques; hence, only quali 
tative findings can be discussed. 
Banerjl and Baravi [29] In 1931 and Okabe and Inoue [30] in 1960 
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investigated the vortex phenomenon which is effected by forcing a small 
amount of fluid from a generator tube into a very large volume of the 
same medium. In both these studies colored water was ejected into a 
large tank of water. The qualitative results are illustrated in Figure 
1. 
Initially, the interface between the ejected fluid and the quies-
cent surroundings tends to flatten out, much like a rivet head, and then 
to curl axisymmetricaliy outward drawing ambient fluid into the center 
of the swirl. This Is shown in Figure 1-a and Figure 1-b. During the 
rolling up process, the swirl continues to grow tighter drawing more 
fluid to its center, and the free end of the fluid layer near the center 
of the swirl appears to move through the ambient surroundings with con-
siderable velocity. Figure 1-c shows the column which extends from the 
tube to the vortex breaking and being pulled into the rotational motion 
of the vortex. Finally, In Figure 1-d, the vortex closes upon itself. 
According to Okabe and Inoue [30] the vortex ring is completed when a 
hole appears at the center of the ring cross-section, Figure 1-e. 
Margavey and MacLatchy [31] in 1964- conducted similar experiments 
in air. Although they concur with most of the findings illustrated in 
Figure 1, they feel that the dynamic mass of the fluid lacks the geo-
metrical characteristics of a true ring, and their photographic evidence 
does not support the theory of the existence of the closed torroidal 
surface of the true ring. What they saw Is illustrated in Figure 1-d. 
In further investigations they concluded: 
The vortex was formed by ejecting a puff of colorless air from 
the tip of a vertical tube close to which was rising a fine 




Figure 1. Formation of a Viscous Vortex Rinj 
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examined in detail and there appears to be no evidence of a 
closed stream surface defining a ring and no indication of 
coaxial stream surfaces in accordance with the concept of the 
classical model. 
However, it is important to note here that only instantaneous streaklines 
can be observed by flow visualization techniques , and little can be said 
about streamlines or stream surfaces. In spite of this discrepancy 
though, there appears to be some disagreement between the findings of 
Margavey and MacLatchy [31] and those of other investigators [29,30] 
especially concerning the latter stages of vortex ring formation. 
It is the purpose of this study to investigate analytically a 
vortex ring which is generated in the same manner as those produced by 
Banerji and Baravi [29], Okabe and Inoue [30], and Margavey and 
MacLatchy [31]. This research is conducted in a number of steps. 
First, a mathematical model is derived for a physical system which is 
very similar to those of the previously cited experimental work, and 
a method is developed for the numerical solution of the incompressible 
Navier-Stokes equations. Next, the generation of a viscous vortex ring 
is simulated by the numerical model, and the resulting behavior of the 
ring is discussed„ Finally, the numerical results are compared with 
those of existing, applicable, simplified vortex flows. 
CHAPTER II 
THEORETICAL FORMULATION 
In this chapter, a simplified physical model is adopted for 
the analytical investigation of the generation and development of 
an incompressible, axisymmetric viscous vortex ring. Next, the govern-
ing equations are introduced, and a mathematical model is derived which 
is amenable to solution by numerical methods. 
The Physical Model 
To facilitate the present analytical work, two simplifying 
assumptions are made. First, the phenomenon of vortex ring generation 
is assumed to be axisymmetric about the extended centerline of the 
generator tube. The simpler analyses of Lamb and others to which the 
results of this investigation will be compared are also axisymmetric, 
and experimental results indicate that a carefully produced vortex ring 
is axisymmetric. Second, it is assumed that the generator tube is one 
with walls of infinite thickness. This physical model is shown in 
Figure 2. The generator is now simply a hole in a plane of infinite 
extent. This assumption serves to limit the control volume to a quarter-
infinite region extending from the exit plane and the solid wall to 
infinity in the axial direction and from the center line to infinity in 






Center Line of 
Symmetry 
Figure 2. Geometry of the Physical Model 
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The Mathematical Model 
The equations governing the time dependent generation of a 
three-dimensional, axisymmetric vortex ring in an incompressible, 
viscous fluid are the Navier-Stokes equations and the continuity 
equation which may be written as 
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This dimensional system'describes the three dependent variables 
(v , v , p ) in terms of the three independent variables (t , z , r ) 
and two properties of the fluid (v , p ). The solution of the equiva-
lent dimensionless equations is an initial value problem requiring a 
known distribution of v (t,z,r), v (t,z,r), and p(t,z,r) at some initial 
Zi L 
time as well as boundary conditions for the unknowns at all subsequent 
times. A particular boundary condition may be expressed as either (1) 
the value of the unknown at the boundary (the Dirichlet condition), 
(2) the value of the normal derivative of the unknown at the boundary 
(the Neumann condition), or (3) some algebraic combination of the two 
(the Newton condition). The velocity boundary conditions may be stated 
quite simply on all but one of the boundaries. Both velocity compo-
nents may be specified to vanish at large distances from the origin for 
physical reasons. If these velocities are not zero, the physical 
system possesses infinite energy. On the solid boundary the velocities 
vanish due to the no-slip condition. In the exit plane the radial 
velocity component is taken as zero, and the axial component is to be 
specified. At the center line, the radial velocity is zero due to sym-
metry, but nothing can be said concerning the value of the axial 
velocity component, so the Dirichlet condition cannot be applied. The 
radial derivative of the axial velocity is zero at the center line due 
to symmetry, but application of this Neumann condition presents diffi-
culties when used with the finite difference method. Although various 
attempts were made in this research to solve a system of equations 
derived from the Navier-Stokes equations with boundary conditions 
expressed in terms of velocities, none proved fruitful. A discussion 
of these attempts may be found in Appendix A. 
The governing equations are now manipulated to a form for which 
the boundary conditions can be more clearly stated and applied. In so 
doing, an additional advantage occurs. The system may be reduced to 
two equations in two unknowns by introducing the stream function, \p . 
Differentiating Equation (1) with respect to r" and Equation (2) with 
respect to z , taking the difference of the two resulting equations, 
and employing the definition of vorticity equation, hereafter referred 
to as the DVE, 
3v 8v 
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allows the elimination of the pressure p and the derivation of the 
vorticity transport equation, hereafter referred to as the VTE, 
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Introducing the Stokes' stream function, given by 
v * = 4 ^ (6) 
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and 
v* = - 4 r ^ . (7) 
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into Equation (5) and Equation (4) yields two simultaneous, non-linear, 
partial differential equations. The VTE now takes the form 
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in the unknowns 00 and \JJ . 
It may be interesting to note at this time that Equation (9) may 
be substituted into Equation (8) to produce a complicated fourth order, 
non-linear, partial differential equation in the unknown ty . However, 
the experience of Pearson [32] indicates that a numerical solution of 
this fourth order equation is less rewarding than that of the coupled 
Equations (8) and (9). 
The governing equations may be written in dimensionless form by 
employing various reference parameters. In this research, use will be 
made of the dimensionless variables, 
t U 
r = z = 
a) R 




where R and U are a convenient reference length and velocity. Employ-
ing these reference parameters yields the governing dimensionless equa-
tions, the VTE 
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and the definition of the stream function, 
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is the Reynolds number. Esch [22] has formulated a similar problem 
using different dimensionless variables to obtain a form of the VTE 
which is independent of the Reynolds number. Instead, the Reynolds 
number appears in the boundary conditions so that no apparent advantage 
results, at least for this particular problem„ 
All the initial and boundary conditions needed for the solution 
of the system composed of Equations (11) and (12) can be deduced from 
the physical consideration of the components of velocity. At great 
distances from the origin of the co-ordinate system, the velocities and 
their derivatives must vanish„ Unless this is the case, the energy of 
the physical system is infinite. On the solid wall the velocities 
vanish because of the no-slip condition, and in the exit plane the 
velocities will be specified. On the center line, conditions of symmetry 
exist which allow evaluation of certain velocity characteristics. 
Since the VTE, Equation (11), is parabolic in time its solution 
requires an initial condition on i> and u) at some convenient time t and 
boundary conditions on co at all succeeding times. At the initial time 
the velocities vanish, so the initial condition is that \p and co are 
zero. Thus, 
for t = 0 
LO = T\> = 0 (15) 
Consider now the boundary conditions for the VTE. At the center line, 
a line of symmetry, observation of Equation (4) indicates that the vor-
ticity vanishes since both the derivatives comprising the vorticity 
vanish, the first because the radial velocity is zero all along the 
center line due to symmetry, and the second because the radial derivative 
of the axial velocity is zero again due to symmetry. Hence, 
for r = 0 
oj = 0 (16) 
As the spatial co-ordinates become very large, the velocity derivatives 
vanish. Thus, 
\ 
for r large 
> w = 0 (17) 
for z large 
In the exit plane, the axial velocity component will be given a speci-
fied distribution, and consequently its radial derivative will be known. 
On the solid boundary, the no-slip condition requires that the axial and 
radial velocity components be zero, and the radial derivative of the 
axial velocity must vanish. In contrast, the axial derivative of the 
radial velocity component is not known, nor can it be easily specified. 
Therefore, in order to compute this derivative, some knowledge of its 
behavior must be ascertained. If the reference length is now chosen as 
the radius of the exit plane, the boundary conditions In the exit plane 
and on the solid boundary become 
dv 9v 
" = 3 ^ - ^ ( 1 8 ) 
where for 
dv 
(1) r < 1, - — is specified 
8v 




(3) 0 < r < °°, is yet to be determined. (20) 
dz 
Equations (15), (16), (17), (18), (19), and (20) completely specify the 
initial condition and the boundary conditions needed for the solution 
of the VTE. 
The DVE, Equation (12), is elliptic and must be solved at each 
time step after the corresponding vorticity distribution has been com-
puted from the VTE. Thus, boundary conditions on the stream function 
must be specified for all time. The center line, a line of symmetry, 
is a streamline, and since the stream function may be specified within 
an arbitrary constant, the stream function at the center line is chosen 
as some convenient reference quantity. Thus, 
for r = 0 
ip = 0 (21) 
In the exit plane the axial velocity component is specified. This 
enables evaluation of the stream function both in the exit plane and on 
the solid boundary by integration of Equation (13). Thus, at any time 
r 
\ 
z for z = 0 iK0,r) = / v^(0,r) r dr (22) 
0 
where v (0,r) either has a known distribution in the exit plane (r < 1) 
or vanishes on the solid boundary (r > 1). It can be seen from Equation 
(22) that since v vanishes on the solid wall, the stream function is 
Zi 
constant over this region. On the remaining boundaries where either the 
axial or radial spatial co-ordinate becomes very large, the boundary 
condition on the stream function may be specified as a Neumann condition. 
The radial velocity is given by 
v = .1 li 
r r Bz 
and for large values of z, a vanishing radial velocity requires that 
for z large -^- = 0 (23) 
0 £ 
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The axial velocity is given by 
1 11. 
z r 3r 
and for large values of r, a vanishing axial velocity requires that 
for r large -̂ - = o (24) 
8r 
Equations (21), (22), (23), and (24) completely specify the boundary 
conditions needed for the solution of the DVE. 
The governing equations which describe the behavior of the fluid 
in an infinite flow field must now be simulated by a mesh composed of a 
finite number of grid points. This necessitates the transformation of 
the infinite region of interest to a finite one. An exponential trans-
formation is proposed of the form 
K = 1 - e"SZ (25) 
n = 1 - e b r (26) 
where a and b are convenient constants or "stretching factors." That 
the transformation does indeed map an infinite region into a finite 
The author gratefully acknowledges the suggestion of this type 
of transformation by his colleague, Dr. Jerry A. Sills. 
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one can be seen by investigation of the limiting values of the spatial 
variables in the original and in the transformed plane. Thus 
z = 0 implies that £ = 0 
z = °° implies that £ = 1 
r = 0 implies that n - 0 
r = °° implies that n = 1 
Fortunately, an additional advantage is realized. An evenly spaced grid 
in the £,n plane transforms to an unevenly spaced grid in the z,r plane, 
and the grid spacing in the z,r plane is smallest in the region in which 
the flow field is changing fastest, i.e., where z and r are small. 
Differentiation and rearrangement of Equations (25) and (26) per-
mit computation of the various differential operators needed. These 
become 
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and the definition of the stream function, 
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has been adopted as a short hand notation. Recall that in the computa-
tional procedure Equations (33) and (34) will be substituted into 
Equation (31) to yield again two equations, the VTE and the DVE, in the 
two unknowns, w and \p. In the transformed plane the VTE remains para-
bolic in time, and the DVE is elliptic. The initial condition remains 
the same in the transformed plane; the fluid is at rest. Thus, 
u)(0,£,n) = K0,£9n) = ° (
35) 
The boundary conditions on the VTE become 
o)(t,£,0) = 0 (36) 
w(t,S,l) = 0 (37) 
oa(t,l,n) = 0 (38) 
and 
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Adopting the notation that n = rip at r = x = 1 shows that 
dv 
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for 0 < n < 1, a -r-=- is yet to be determined. (42) 
oq, 
Equations (35) through (42) specify in the transformed plane the initial 
condition and the boundary conditions needed for the solution of the 
VTE. Now consider the boundary conditions on the DVE, Equation (32). 
At the center line, a streamline, the stream function takes the same 
reference value, 
iKt,C,0) = 0 (43) 
In the exit plane and on the solid boundary, the stream function is 
determined to be 
n v (t,0,n)x 
*Kt,0,n) = / b ( 1 _ n ) dn (44) 
The Neumann conditions on the normal derivatives of the stream function 
must also be prescribed in the transformed plane. Consider first the 
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case for large z, or for E, approaching unity. The normal derivative of 
the stream function near this boundary may be written as 
| f = a(x - o |f-= o 
which implies the Neumann condition that 
for £ near 1 TT = ° (45) 
ot, 
Similarly, it may be specified that 
for n near 1 •—-*- = 0 (46) 
8n 
Equations (43), (44), (45), and (46) specify in the transformed plane 
the boundary conditions needed for the solution of the DVE. 
At this point the governing equations as well as their initial 
and boundary conditions have been derived in a form convenient for 
solution by finite difference techniques. Once the VTE and DVE have 
been solved, the vorticity, the velocities, and the stream function 
are known functions of space and time. Although the pressure was 
eliminated as one of the dependent variables, a knowledge of its 
behavior may be desirable. For this reason, a method is presented in 
Appendix B whereby the pressure may be computed at any time t at which 
the other dependent variables are known. However, no pressure calcu-
lations were performed in this research. 
CHAPTER III 
NUMERICAL FORMULATION AND VERIFICATION 
At this point, the governing equations which describe the genera-
tion of an axisymmetric vortex ring in an incompressible, viscous fluid 
have been derived, and the initial and boundary conditions necessary for 
the solution of these equations have been developed. These equations 
and boundary conditions are expressed in a transformed plane of finite 
dimensions which is necessary for the implementation of a numerical 
solution. 
This chapter presents discussions of the numerical method, some 
of the difficulties inherent in this method of solution, and techniques 
for surmounting these difficulties. Using these techniques, the govern-
ing equations and their accompanying initial and boundary conditions are 
expressed as finite difference equations. Finally, two particular 
problems are specified, the method of solution is indicated, and the 
numerical model is verified. 
The Method of Finite Differences 
Consider a partial differential equation that has been derived 
as the mathematical model which describes certain phenomena over some 
surface or volume of interest. A simple control surface is illustrated 
in Figure 3. When an exact method predicts a solution which is devoid 
of singular points, the solution applies continuously over the region 
of interest. That Is, for any of the infinite number of points in the 
26 
Boundary of Control Surface 
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Figure 3. A Control Surface and a Portion 
of the Finite Difference Grid 
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region, the solution is known for that particular point. However, if 
finding an exact solution is intractable, a number of other methods 
are available. Sometimes the equation may be transformed to an 
expression with one or two independent variables in which cases so-
called similar or semi-similar solutions may be found. Alternatively, 
the solution may be assumed to be a series with undetermined coeffi-
cients in which case substitution of the series into the governing 
equation and simplification yields these coefficients and the series 
solution. The method of successive approximations allows the substi-
tution of an initial guess at the solution into the governing equation 
after which some algorithm is applied to yield a better approximation. 
The integral method is another approximate procedure whereby the solu-
tion found satisfies some integral form of the original differential 
equation. 
The approximate technique to be employed in this investigation 
is the finite difference method. Its popularity has grown considerably 
in recent years with the advent of electronic computers which are 
capable of handling the multitude of arithmetic operations and results. 
In addition, this method yields solutions to problems which often can-
not: be handled by any other technique. The rationale of the procedure 
is to approximate the exact solution at discrete points in the region 
of interest. Part of this system of points which is called alternately 
the mesh or the grid is also shown in Figure 3. In order to approximate 
the solution at these discrete points, the governing equation must be 
approximated at these same points , and this in turn leads to simulating 
the particular terms of the differential equation on the grid. A number 
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of finite difference approximations to various partial derivatives 
are derived in Appendix C along with the accompanying truncation 
errors. These errors in each derivative arise due to the truncation 
of Taylor series expansions which are employed in the derivations. 
When all of the derivatives of the partial differential equation 
have been replaced by finite difference approximations, there results 
an approximate difference equation at the general mesh point (i,j). 
For the case of a second order partial differential equation, the finite 
difference approximation may be written in functional notation as 
G(i,j) = f{G(i-l,j), G(i+l,j), G(i,j-1), G(i,j+1)} 
where G can be any dependent variable. When this difference equation 
is applied to all interior mesh points of the region of interest, a 
system of simultaneous algebraic equations results whose solution is 
taken to be an approximation to that of the differential equation. The 
finite difference method consists of three operations: (1) The deri-
vation of the difference equation which approximates the original 
differential equation, (2) the solution of the resulting algebraic 
system, and (3) the verification of the solution. However, none of 
these operations can be divorced from the other two, and it will be 
demonstrated in the next section that evaluating the results is closely 
tied to deriving the model and solving it. 
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A Discussion of the Stability and Convergence 
of a Finite Difference Equation 
When a partial differential equation has been approximated by a 
well-posed finite difference equation, there results a system of simul-
taneous algebraic equations whose solution is assumed to be that of the 
original partial differential equation. How well the solution to the 
algebraic system approximates the solution to the differential equation 
is dependent upon a number of circumstances. 
The existence of a unique solution is important from not only an 
academic but also a practical point of view; the solution which is found 
may not be the one which is sought. For the case of a non-linear partial 
differential equation in particular, little can be said concerning the 
uniqueness of the solution of either the algebraic system or the dif-
ferential equation„ This question is usually answered by the investi-
gator who must apply his physical intuition to decide whether or not 
the function found by successive approximation is an acceptable solu-
tion „ This is the procedure which will be followed in this research. 
Two basic difficulties in finding a solution are liable to occur. 
To better understand these difficulties, a definition of terms is help-
ful. o Let D represent the exact solution to the partial differential 
equation, let A represent the exact solution to the finite difference 
equation, and let N represent the numerical solution to the difference 
equationo The difference (A - N) is called the numerical error, and it 
is the problem of stability to find a particular finite difference 
approximation to the differential equation such that the numerical error 
will remain small throughout the solution. The difference (D - A) is 
called the truncation error, and it is the problem of convergence to 
find the conditions under which A approaches D. It has already been 
mentioned and it can be seen in Appendix C that the truncation error 
arises from the truncation of the Taylor series which is used in the 
approximation of each partial derivative. 
The numerical instability of a finite difference equation is 
evidenced by the unbounded growth of numerical error, and the principal 
numerical error is computer round-off error. Instability is of prime 
concern when dealing with a parabolic equation which can be solved by 
a stepping procedure. It will be seen In the following pages that 
different but equal differential equations as well as a wide variety 
of finite difference analogs to the same differential equation all may 
give rise to unstable numerical models. The stability analysis of von 
Neumann as recorded by O'Brien, et al. [33] Is used herein and is out-
lined briefly in the following discussion. Once a particular finite 
difference approximation has been selected, the equation must be linear-
ized to conduct the stability analysis. "It can be shown that for a 
linearized difference equation, the numerical error satisfies the same 
difference equation as does the particular dependent variable of 
interest. Next, the numerical error is assumed to have a typical Fourier 
component solution, and this solution is substituted into the difference 
equation whose stability is being analyzed. Analysis of the resulting 
equation then shows whether the error grows or diminishes for a general 
mesh point as the solution is advanced with respect to the stepping 
variable. Since a stability analysis can predict which finite difference 
representation offers promise, the development of the numerical analog to 
the VTE is based primarily upon stability. The simplest equation is 
investigated first, and the stability analysis dictates what changes 
must be made to obtain a satisfactory result. This procedure continues 
until an acceptable representation of the VTE has been derived and 
discussed, 
In contrast to stability, convergence usually must be tested 
after a solution has been achieved. It can be seen from the finite 
difference approximations of Appendix C that the truncation error of 
each difference approximation is a function of the mesh spacing. By 
decreasing the space between grid points, the truncation error for 
each partial derivative decreases, and in this manner the truncation 
error for the whole equation should decrease. This idea of shrinking 
the mesh spacing to decrease individual truncation errors provides the 
rationale for the following common method of demonstrating convergence. 
Assume that the relationship between mesh spacings has been retained 
but that the spacings between grid points have been steadily diminished 
in order to obtain a number of solutions to the same difference equa-
tion for finer and finer meshes. If this sequence of solutions tends 
toward a single solution, then the solution of the difference equation 
is said to have converged to the solution of the differential equation. 
This technique will be applied to the finite difference equations of 
this investigation, 
Hildebrand [34] gives some additional encouragement for resolving 
this perplexing problem of convergence. He states: 
As has already been pointed out, only scattered information 
is available as to general convergence of solutions of difference-
equation problems to solutions of approximated differential-
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equation problems, with increasing net refinement. However, 
the existing evidence indicates that, if stabit'lty is 
attained at some stage of the refinement, then convevgence 
generally follows when the prescribed functions involved in 
the end conditions and initial conditions are sufficiently-
well behaved. Whereas it has been shown that taok of sta-
bility does not inevitably imply lack of convergence, this 
result is of limited practical significance since instability 
generally renders a numerical procedure useless unless special 
methods of controlling propagated errors are employed. 
Thus, existing evidence indicates that although only the investigation 
of a solution can indicate convergence, the presence of numerical sta-
bility Increases the probability of its existence. 
Since the stability and convergence of the governing equations 
are of prime concern in the numerical calculation of accurate results, 
the numerical analog of the VTE will be derived with the intention of 
obtaining a numerically stable equation. Stability Is not of such great 
concern for the case of the DVE since this equation is linear. The 
numerical errors introduced Into the DVE at each time step are random 
and additive, and the total numerical error always remains bounded for 
a finite number of time steps . 
The Numerical Model 
The purpose of the finite difference method is to compute the 
dependent variables, w, i|̂, v , and v , at the grid points of a mesh in 
the transformed plane at the discrete time steps n(6t) where n is the 
time step index and 6t is the time step increment. The mesh spacing 
is that of Figure 40 For convenience the mesh is equally spaced in 
both the E, and n directions with M t 1 discrete points such that for 
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A? = An = h = I 
The finite difference analog to the VTE, Equation (31), will then 
predict the vorticity at the new time at a given mesh point, w (i,j), 
in terms of, among other things, the vorticity and stream function 
distributions, co (i,j) and I|J (i,j), at the previous time. With co (i,j) 
now determined, the finite difference analog to the DVE, Equation (32), 
n+1, . 
w ill predict the corresponding stream function distribution, \\) (i5j) 
from which may be obtained the velocity distributions v (i,j) and 
v (i,j). At this point, it should be recalled that the boundary value 
of vorticity at £ = 0 at the new time must be determined from the veloc-
ity distribution through the use of Equation (39). 
The Finite Difference Analog to the VTE 
It is sometimes important to write the finite difference expres-
sion for a partial differential equation in a conservative form. When 
this conservative form is used in the finite difference approximation 
and when the resulting equation is summed over the mesh, certain inter-
ior terms cancel in pairs. This cancellation may be seen for example 
in the approximation 
9(v co) v (i+l,j) co(i+l,j) - v (i-l,j) co(i-l,j) 
8Z 2 h 
where h is the mesh spacing. When this partial derivative is summed 
over all i for a particular j, the product v co cancels at all mesh 
points (i,j) except those on the boundaries i = 0 and i = M where they 
are specified. Fromm [18] mentions that In the solution of a non-
conservative equation, errors may occur which are associated with the 
residues remaining in the interior terms. However, Fromm's solution 
is explicit, and any error which occurs cannot be corrected. In an 
implicit technique, an iterative procedure is used, and the error 
associated with the interior terms can be corrected. In any case, the 
opportunity to state the VTE in a conservative form is now lost due to 
the transformation of the equation to the finite plane. Since the VTE 
cannot be stated conservatively, it may be desirable to employ the con-
tinuity equation to simplify the convective terms of the VTE. No addi-
tional difficulty arises from this non-conservative statement of the 
VTE since the transformation to the finite plane disallows any conserva-
tive statement of the VTE. 
One may obtain a simplified form of the VTE, Equation (31), by 
expanding the convective terms, adding and subtracting the common term 
v co 
r 
to the convective terms, and employing continuity. The resulting 
X 
equation may be written 
3o) , n ^ s 9 co r i , _ N 9co CO-, ,, „ N 
97 + Vz a ( 1 ~ ? ) 9^+ V b ( 1 - n ) ^ - ^ = W) 
1 { a 2 ( H ) 2 3 ^ _ a 2 ( H ) 3 , , + b ( l - n ) 9. 
Key 8?2 dK 2 X 3n 
2 
, , 2 , . , 2 3 (i) , 2 , . . 9co -, 
+ b ( l - n ) —7T - b ( 1 - n ) 7T— ) ~ 2 9n 
9n 
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This expression is considered as an alternative to Equation (31) only 
because Equation (47) has a somewhat simpler form. A number of dif-
ferent finite difference analogs to Equations (31) and (47) may now be 
derived, their chief difference being in the manner in which the time 
derivative is approximated. The stability of each analog is studied 
in Appendix D, and the difference equation itself is derived in 
Appendix E. 
The first equation of interest is an explicit formulation of 
(47) using a forward difference approximation to the time derivative. 
As shown in Appendix E, Case I, the finite difference equation simpli-
fies to a finite difference expression in which the unknown parameter 
03 (ijj) is expressed in terms of the known vorticity and velocities 
at the time n(6t). This is the simplest way to determine the new vor-
ticity; the vorticity distribution at the time (n+l)6t may be calcu-
lated by a simple algebraic expression applied to each grid point (i,j). 
However, the stability analysis of Case I, Appendix D shows no clearly 
defined region of stability but only one which may be stable for very 
small time increments. This result is insufficient for two reasons. 
First, although the initial solution may prove stable for small times, 
instability may occur at any moment, and if it does, valuable computer 
time will have been lost. Second, to obtain a stable solution, the time 
increment may have to be prohibitively small. This will necessitate 
large machine times to obtain a solution at a physically significant 
real time. 
Two additional explicit formulations of Equation (47) are invest! 
gated for stability in Appendix D and actually derived in Appendix E. 
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Again, the results are inconclusive. A final finite difference analog 
to Equation (M-7) is investigated in which all terms of Equation (47) 
except the partial derivative of vorticity with respect to time are 
evaluated at the time (n + y)5t. A time averaging technique is used 
to evaluate these terms, and the resulting finite difference equation 
is implicit. The unknown vorticity w (i,j) is expressed in terms of 
the unknown vorticity at the time (n + l)6t at the surrounding grid 
points. The stability analysis of Case IV, Appendix D indicates that 
a region of stability exists for this analog. Although it seems to 
exist only for small Reynolds numbers (an undesirable limitation), 
there is no stability limit on the time increment= In addition, inves-
tigation of the results of Case IV, Appendix D indicates that the small 
Reynolds number limitation is due to the simplification of the VTE by 
the continuity equation. The difficulty arises specifically from the 
v 
r . 
term — m the continuity equation. Hence, m the two-dimensional case, 
the simplification to the VTE which is possible through the employment 
of the continuity equation will not lead to a small Reynolds number 
limitation on the stability of the finite difference equation, 
The finite difference equation which Is used to calculate the 
vorticity co (i,j) in this research is derived from the unsimplified 
form of the VTE, Equation (31). Equation (31) may be rewritten so 
that only the partial derivative of vorticity with respect to time 
remains to the left of the equal sign. The time derivative is approxi-
mated by the forward time difference 
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. n + 1 , . .v n, . .v 
8(J0 0) (l,] ) - 00 (l»] ) 
3 t ~ «t 
and the finite difference approximation to the right-hand side of the 
transposed equation is evaluated at the time (n + y)6t for greater 
accuracy. The time average technique is applied whereby, for example, 
n + 1 / 2 , . . >. 1 r n + 1 , . . >. n , . . >. -, 
LO ( l , ] ) = y lu) ( I , ] ) + (0 ( l , ] ) ) 
As shown i n Case V, Appendix E, t h i s a n a l o g t o E q u a t i o n (31) i s s een t o 
t a k e t h e form 
w n + 1 ( i , j ) = { - ^ + j±- [ a 2 ( M - i ) 2 + b 2 ( M - j ) 2 + - ^ y ] ) " 1 x 
2X 
6t Rey 
( 4 8 ) 
< { ^ " 4 [a2(M"1)2 + b2(M"J)2 + ^]} Un(i'j) a 2X 
, n + 1 / 2 , . 
a (M- i )v^ d - 1 , 3 ) a2 
+ { + 
Rey L i M _ i > + I 
a ( H - i ) v ° + 1 / 2 ( i + l , j ) | a 2 ( M _ i } 
2 
tfezy 
(M-i) - y 
X y [tO " t i - l 9 j ) + 0) ( i - l , j ) ] 
1 r n + 1 , . n . v n , . n . > -| 
x y [(JO d+1,;]) + w ( i + l , ] ) ] 
.N n + 1 / 2 , . . b ( H - j ) v r ( i , j - D | b 2 ( M _ . ) 1 , . 1 
[ ( M - j ) + | ( 1 - ^ ) ] 
1 r n + 1 , . . ., N n , . . . Nn 
y [OJ ( l , ] - l ) + 0) ( l , ] - l ) J 
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( U ^ f W l ) b
2(H-j) l ., l.n 
1 r n + 1 , . . , _ v n • . . n \ -i 
j [w (i,]+l) + a) (i,]+l)] 
where 
n+1/2,. . ., b(M-j) r.n+1/2,. . . . . .n+1/2,. , . .,-, 
v (i-l,3) = — 1 ^ 7 — U d-1,]+l) - ^ (l-l,]-l)] 
n+1/2,. n ., b(M-j) r,n+1/2,. , . ̂  ,n+l/2,. n . n N n 
v d+i,]) = ' J [> d+i,]+i) - ^ (1+1,:-D] 
n+1/2,. nX a(M-i) r.n+1/2,. n . nN ,n+l/2,. n . ,.-, 
v d,:-i) = p - — O (1+1,:-i) - ijj (1-1,:-i)] 
A 
n+1/2,. . n , a(M-i) r,n+1/2,.,n . . .n+1/2,. . ... 
vp (i,3+D = ^ ^ (1+1,3+D - ^ (1-1,3+1)] 
and, for example, 
.n+1/2,. ., . n s 1 r,n+l,. ., . , s , n, . _, . _, . n ijj (l-l,]+l) = - {^ (1-1,3+D + i> (i-l,3+1)} 
Equation (48) is an implicit difference equation. The unknown vor-
ticity to (i,j) is expressed in terms of the vorticity and the stream 
function at the surrounding grid points at the time (n + l)<5t. The 
existence of the unknown stream function in the VTE couples numerically 
the solutions of the VTE and the DVE; a stream function and vorticity 
must be found which simultaneously satisfy the two equations. Conse-
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quently, an iterative solution of the two equations is necessary. 
The stability analysis of Case V, Appendix D, shows that the 
Reynolds number presents no limitation on the stability of Equation 
(48). No stability problem exists since the stability criterion may be 
expressed as 
* * > 0 
However, an additional point should be mentioned here. Although the 
stability analysis indicates that the time increment need only be posi-
tive, an approximation has already been made which limits the time 
increment. The time averaging technique states that within the finite 
difference approximation, 
.2 n+1,. „. n, . .. n n+l/2,. .. 
(5t)
 d u = {^ (l'J •> + °° (l'J ) ~ 2a) d>] ) | Z 0 
dt2 (6t) 
Therefore, the time increment must be small enough so that the term 
82w (6t) — — is small. 
8t 
Thus far, this chapter and the accompanying stability analysis of 
Appendix D have attempted to show a logical method of attack whereby one 
may derive the simplest finite difference equation for which there 
exists an acceptable stability criterion. 
Initial and Boundary Conditions for the VTE 
The initial condition for the VTE, Equation (48), is that at the 
time t = 0 
03°(i9j) = K»°(i,j) = v°(i,j) = v°(i,j) = 0 (49) 
for all grid points (i9j) of the mesh. The boundary condition at the 
center line is unchanged, and 
wn+1(i,0) = 0 (50) 
The boundary conditions for large values of z and r are specified at 
the points £ = 1 and n = 1, respectively. Hence, 
wn+1(i,M) = 0 (51) 
wn+1(M,j) = 0 (52) 
for all n or for all time. 
At this point, the boundary condition at the solid boundary and 
in the exit plane must be established. Remember that the boundary value 
of vorticity in the exit plane has been written as 
3v dv 
UD = a - ^ - b(l - n) -^- (53) 
The second term of this equation will be known since the axial velocity 
in the exit plane will have a specified distribution. If this distribu-
tion in the z,r plane is of the form 
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vz(t,0,r) = fir) git) (54) 
then the boundary value of vorticity may be written as 
u>(t,o,n) = a - ^ - b(i-n) git) {^±){^-) (55) 
Since 
_ a ( H ) 9i ,_s 
v = -rp (56) 
r x 3£ 
combining Equations (55) and (56) and noting that ^ : 0 on this boundary 
yields 
^.o.n) = - ^ | j - ^ - » a - n ) ( 7 ( t ) ( ^ H ^ (57) 
The problem now is to evaluate the first and second derivatives 
of \p with respect to E, on the boundary E, = 0. Having specified that the 
radial velocity in the exit plane is zero and knowing that it vanishes 
on the solid boundary reveals that 
li 
95 
= 0 (58) 
5 = 0 
as seen from Equation (56). From Appendix C, the central difference 
expression and the accompanying truncation error for this vanishing 
first derivative is given by 
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3 
9iKQ,n) . »(i,j) - ^(-i,j) h2 8 ^(^i»Tl) _ 
8? 2h 6 3?3 
where h is the mesh spacing and E, lies in the interval (-h,h). This 
requires that 
,3 33(£ ,n) 
<K-I,j) = iKl,j) " 
3 H3 
The central difference and its accompanying truncation error for the 
second derivative may be written as 
32iK0,n) - *K1.J) + *K-1,J) - 2i|;(Q,j) h2 9 ̂ 2 ' ^ 
2 2 12 4 V ; 
3^ h 3C 
where £ lies in the interval (-h,h). Combining this equation and the 
previous one gives an expression for the second derivative in terms of 
mesh points on the boundary and in the interior of the flow field, i.e., 
3 Ljr 
3 ^(0>n) _ 2 ip(l,] ) - ip(09l ) _ h_ 1 _ h 2' £6Q^ 
3?2 h2 3 3?3 1 2 3 ^ 
Unfortunately, this approximation has a truncation error whose magnitude 
is greater than the others found in this analysis. It is now realized 
that the boundary formulation proposed by Esch [22] (introduced in 
Appendix B) gives a truncation error which is consistent with the other 
derivations of this numerical model. Nevertheless, the proof of the 
validity of a numerical method lies in the results it produces. It will 
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be shown in the convergence study that the interior flow field is rela-
tively insensitive to the errors in the vorticity produced on the 
boundary. This conclusion will also be substantiated by the solution 
of a steady state problem. 
Combining Equations (57), (58), and (60) and neglecting the 
truncation error of Equation (60) produces the final boundary condition 
necessary for the VTE, namely 
_ 2 ,n+l,, ., ,n+l,_ .. 
n+1(0,j) = - % - {* (1?j 'a* (°'1}} (61) X l (1/M) 
-b(l-n) git) {^){^) 
where the functions g(t) and f(v) are yet to be specified. 
The Finite Difference Analog to the DVE 
Once the vorticity distribution has been computed at the new 
time (n + l)6t for all the mesh points (i,j) from the VTE, the cor-
responding stream function distribution may be determined from the 
DVE. Applying central differences to Equation (32) and simplifying as 
outlined in Appendix F allows derivation of an expression for the stream 
function at the point (i,j) and the time (n + l)6t as given by 
ipn+1(i,j) =<a2(M-i) {[(M-i) - l/2]^n+1(i+l,j) + (62) 
n+1, . 
[(M-i) + 1/2]1> (i-l,j)} 
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+ b 2 ( M - j ) { [ ( M - j ) - 1 / 2 ( 1 + l / b X ) ] ^
n + 1 ( i , j + D + 
[ ( M - j ) + 1 / 2 ( 1 + l / b X ) ] ^
n + 1 ( i , j - l ) } 
+ X w
n + 1 U 5 J ) > ( 2 a
2 ( M - i ) 2 + 2 b 2 ( M - j ) 2 } 
- 1 
The application of Equation (62) to each interior mesh point of the grid 
2 
produces a system of (M-1) simultaneous equations in the unknowns 
n+1 
\p (i,j). This result is similar to the system of simultaneous equa-
tions evolving from the implicit formulation of the VTE. 
Boundary Conditions for the DVE 
The DVE, now represented by Equation (62) is elliptic and re-
quires boundary conditions at all times for its solution. In the exit 
plane and on the solid boundary 
,u v^(0,n) x 
0 
iKO.j) - J g(1_n) dn (63) 
where 
' M 
and the function v is yet to be specified. Along the center line, 
if/(i50) = 0 (m) 
On the remaining boundaries for either E, near 1 or n near 1 the 
boundary conditions for the differential equation are given respectively 
by either 
for £ near 1 ||- = 0 (45) 
oq, 
or 
for n near 1 -^- = 0 (46) 
an 
Consider first the effect of Equation (45) when it is applied at a 
point which occurs at any finite radial station n and at any finite 
axial station 5 between the grid points i = M - 1 and i = M. The stream 
M - 1 M 
function at the points £ = — r r — and £ - — = 1 may be expressed by 
Taylor series expansions about the point, £,n. Thus 
2 2 -
h., _ f v h1 9 $(£, ,n) 
• C^.n) = *U,n) - rf ̂ ^ ^ 5T 1 " 
9? 
2 2 -
h 9 a,;,rr n̂ i h o 8 ^^o^) 
OQ. 
where h and h are the appropriate mesh spacings and 1 and \ are the 
appropriate mean values of the transformed axial distance. Combining 
these two expressions with Equation (45) specifies the Neumann condition 
iKM,j) - <KM-l,j) (65) 
Similarly, for n near 1, 
iKi,M) = ^(i,M-l) (66) 
The truncation error of both these approximations is no greater than h 
which is the truncation error of the DVE, Equation (62). Equations 
(63), (64), (65), and (66) completely specify the boundary conditions 
needed for the solution of the DVE. However, to simplify the computa-
tions, it is shown in Appendix F how equations (65) and (66) may be 
incorporated into the DVE. 
The governing equations and their initial and boundary condi-
tions are summarized in the following table which lists the appropriate 
equation numbers. 
Table 1. Summary of Equations, Initial Conditions, 
and General Boundary Conditions 
Governing Initial Boundary 
Equation Conditions Conditions 
VTE - (48) (49) (50),(51),(52),(61) 
DVE - (62) (63),(64),(65),(66) 
The boundary values of vorticity and the stream function have 
been indicated in Equations (61) and (63) in functional notation. At 
this point, the axial velocity distribution in the exit plane which is 
given by the expression 
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vz(0,r,t) = f(r) g(t) (67) 
is to be specified. 
The Specific Problems Investigated 
The two problems studied in detail in this investigation differ 
from each other only in the specified form of the axial velocity 
distribution in the exit plane. The first will be called the parabolic 
case, and the second the uniform case. Although the latter is not 
strictly uniform, it is nearly so; the name is more or less a mnemonic 
device. 
The form of Equation (67) may now be developed. The dimension-
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where U is the dimensional center line velocity at any time. The first 
CL 
term on the right-hand side is the ratio of the velocity at a particular 
radial position to the velocity at the center line at any particular 
time, and it is referred to as the velocity profile. Hence 
v 
= f(v) alone U CL 
The second term, the ratio of the center line velocity to the reference 
velocity, is referred to as the center line profile and may be stated 
as 
-y— = g(t) alone 
For both cases studied, the center line profile g(t) is specified 
to be that of two linear segments as shown in Figure 5. The finite in-
stantaneous inpulse of Figure 6 was not employed for two reasons. First, 
it is felt that the finite instantaneous impulse would tax the numerical 
solution because initially the changes in the flow field would be large 
and convergence of iterative techniques within the model would prove dif-
ficult. This difficulty was experienced by Payne [17] in his numerical 
solution of the two-dimensional viscous starting jet. Second, it is 
felt that of the two profiles shown, the impulse of a linear accelera-
tion is more nearly that which would be found in an experimental 
investigation. 
Of the two velocity profiles f(r) specified, the one parabolic 
and the other uniform, the latter is probably more realistic. However, 
it is expected that these two profiles will bracket or be the limiting 
cases of the actual circumstances likely to occur. 
The Parabolic Profile 
The parabolic profile is the familiar one found in the solution 
of the Navier-Stokes equations for laminar flow through a round tube. 














Figure 6. Instantaneous Impulsive Center Line Profile 
:: / :: \ 1 dp /n2 "2 > v (r ) = - - ^ (R - r ) 
Z 4y" dz" 
where R is the radius of the tube. Dividing through by the center line 
velocity, v (r = 0), gives the dimensionless velocity distribution 
V z ( r ) 2 
-^ = (1 - r ) (68) 
CL 
for 0 < r < 1 
Equation (68) now allows evaluation of the boundary value of vorticity 
in Equation (61) and the boundary value of the stream function in 
Equation (63). The boundary condition on the vorticity in the trans-
formed plane may be written at £ = 0 as 
,n+1(0,j) = - *- ^ ^ ' l ( 0 ^ } + 2g(t) 
X (1/M)^ 
for 0 < x < 1. Naturally, for x > 1» i.e., on the solid boundary, 
the velocity must vanish, so the last term goes to zero. This may all 
be incorporated into the one equation 




1 for j < P 
' P = < 
L0 for j > P 
where j = P is the mesh point corresponding to the tube radius 
r = x ~ 1J where 
X = r = — In {- -) 
and where the function g(t) is given in Figure 5. In a similar manner, 
the boundary value of the stream function, Equation (63), may be sim-
plified to the form 
2 2 (1 - a ) 
* (09j) = {°p\- (l - \-) + ^ }g(t) (70) 
where o x3 and g(t) take on the same values as in Equation (69). 
The Uniform Profile 
The uniform velocity profile is shown in Figure 7. Mathemat-
ically, the axial component of velocity in the exit plane may be stated 
as 
At r=r , x=X and n=n 
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Figure 7. Uniform Velocity Profile 
vz = git) for 0 < r < r A - c 
v = 
1 - r 
1 - r 
git) for r < r < 1 ) 
c - I 
(71) 
v = 0 for r > 1 
The parameter r is the radial station of the exit plane at which the 
discontinuity of the derivative of velocity occurs in Figure 7. After 
carrying out the differentiation implied in Equation (61) and simpli-
fying, the boundary value of vorticity may be expressed by 
03n + 1(0,j) 
2a' 





au ^ ( t ) 




1 for j = P 
0 for j i P 
and git) is given by Figure 5. The parameter x is given a convenient 
value so that only the mesh point at i = 0 and j = P experiences any 
vorticity due to the radial derivative of the axial velocity in the exit 
plane. Now the difficulty can be seen that stems from a strictly uni-
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form profile for which x has the value of unity. The contribution to 
the boundary vorticity of the term involving the radial derivative of 
the axial velocity, the last term of Equation (72), vanishes everywhere 
in the exit plane except at the generating tube radius, x ~ 15 at which 
point it becomes infinite. To avoid this difficulty, the profile was 
altered as shown in Figure 7 to allow both the satisfaction of the no-
slip condition and the existence of a finite vorticity at the wall of 
the vortex generating tube. The boundary value of the stream function 
is found by transforming Equation (71) to the £,n plane, substituting 
the result into Equation (63), performing the integration, and simpli-
fying. The results of these operations give 
^n+1(0,j) = au ±g(t) x
2 + (au - 1) 
<7(t) 
1 " X. 




where a , g(t), x» and X have the same meaning as in Equation (72). 
Now the governing equations, their initial conditions, and their 
boundary conditions for two particular cases, the parabolic velocity 
profile and the uniform velocity profile, have been derived in terms 
of a few simple constants. In an attempt to clarify the following 
discussion of the computational procedure, the pertinent equations are 
listed by their equation numbers in the following table. 
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Table 2. Summary of Equations, Initial Conditions, and 
Specific Boundary Conditions 
Boundary Boundary 
Governing Initial Conditions Conditions 
Equation Conditions Parabolic Profile Uniform Profile 
VTE - (48) (49) (50),(51),(52),(69) (50 ),(51),(52),(72) 
DVE - (62) (64),(65),(66),(70) (64 ), (65 ), (66 ) , (73 ) 
The constants necessary to completely specify the two problems 
which are about to be solved are chosen to correspond to a physically 
realistic case. The vortex is generated in air from a hole of radius 
0.04 feet by a velocity impulse (shown in Figure 5) which reaches a 
maximum value of two feet per second. These values give a Reynolds 
number of 
Rey = 533 
Figure 5 shows the impulsive velocity to act over a dimensionless 
period of 2t. The dimensional period of the impulse is taken to be 
4/10 of a second, and consequently 
t = 10.0 
After some experimentation, the time increment for the calculations was 
taken to be 
5t = 0.5 
(It is interesting to compare this time increment for the implicit 
technique employed here to that of Kurzrock and Mates [35], 
fit = 10 , for the explicit numerical solution of a compressible 
problem in air.) Finally, the parameter x of Figure 7 is set at 
Xc = 0.95 
so that the component of vorticity produced by the gradient of the axial 
velocity in the exit plane is felt at the grid point i = 0 and j = P. 
This point is located at the edge of the exit plane. For all cases P 
takes the value 
- ! 
so that in the radial direction half the grid points fall within r = 1 
and the other half fall outside this region. Inspection of Equation 
(26) shows that the transformation constant may be calculated as 
b = ln ^W^ = ln{2) 
Initially the transformation constant a is set equal to b. After the 
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generated vortex has moved far enough into the field to affect the vor-
ticity at the grid points near i = M, the constant a is decreased and a 
new grid is generated. Any point in the new mesh for which i = M - 1 
is located at a greater axial distance z from the exit plane than is 
the corresponding point in the old grid. Values of the dependent vari-
ables in the new mesh are computed from the ones in the old mesh by 
linear interpolation. 
The governing equations have now been derived in finite differ-
ence form in the transformed plane. The equations and the techniques 
employed in their solution were programmed in ALGOL for solution on 
the Burrough's B-5500, a high-speed digital computer. 
The Computational Procedure 
It is assumed in the following discussion that the properties of 
the flow field, i.e., the vorticity, stream function, and velocity 
distributions, are known at the time (n)6t. Clearly, for the case 
n = 0 the values of these dependent variables vanish as evidenced by 
Equation (49). The procedure to be presented will then yield distribu-
tions of the dependent variables at the time (n + l)6t. 
The procedure is as follows: 
1. A first guess at the vorticity distribution at the time 
(n -+ l)6t is made by employing an explicit formulation of the VTE such 
as Equation (E-5) of Appendix E. 
2. The boundary conditions on the stream function at 
t = (n + l)6t are calculated, using either Equations (64), (65), (66), 
and (70) for the parabolic profile or Equations (64), (65), (66), and 
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(73) for the uniform profile. 
3. The stream function distribution corresponding to the first 
guess of the vcrticity distribution at t = (n + l)5t is calculated by 
iterating the system of equations which arise from the application of 
the DVE, Equation (62), at each interior mesh point. The most expedient 
iterative technique proved to be that of Method V of Appendix G. This 
is a method of successive over-relaxation which has been speeded up 
slightly. Also, it may be noted that the iteration may be simplified 
somewhat by incorporating the boundary conditions expressed by Equations 
(65) and (66) into the DVE. This is explained in Appendix F. 
4. The boundary condition on vorticity, given by Equation (69) 
for the parabolic profile or Equation (72) for the uniform profile, is 
evaluated at the time (n + l)<5t from the stream function distribution. 
5. An improved guess at the new vorticity distribution may be 
computed by the VTE, Equation (48), as a function of the vorticity and 
stream function distributions at the time t = (n)6t and as a function of 
the previous guesses at the new distributions at the time t = (n + l)6t. 
The system of simultaneous equations arising from the application of 
Equation (48) is solved by the technique discussed as Method VI in 
Appendix G. This iterative procedure, the alternating direction method, 
is the only one which converged when the non-linear terms of Equation 
(48) were large. 
6. A stream function distribution at (n + l)6t is calculated 
corresponding to the latest guess of the vorticity found in Step 5. 
This is done in the manner of Step 3. The corresponding boundary value 
of vorticity is also calculated as in Step 4. 
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7. Steps 5 and 6 may now be repeated until successive guesses at 
the new vorticity distribution at the time (n + l)<5t correspond within 
some predetermined tolerance of the iteration. The tolerance used 
throughout this study is 1 per cent. When successive iterates at the 
same point in space agree within 1 per cent, the iterative procedure is 
terminated. 
8. A final stream function distribution corresponding to the 
vorticity computed in Step 7 is determined by the method of Step 3. 
In order to explain this computation procedure further, a flow chart is 
given in Figure 8. 
Once the vorticity, velocity, and stream function distributions 
are computed in the transformed plane, they may be expressed in the z,r 
plane by the inverse transformations, 
1 -7 f 1 z In { 
a v l - K 
r ^ 7- In W^-A 
1 - n 
Verification of the Numerical Model 
At this point the numerical model has been derived with careful 
consideration given to its stability and accuracy, and a computational 
procedure has been developed which gives a solution to the numerical 
model. The next step of the analysis is to investigate these results 
and to demonstrate that they are reasonable. This verification is con-
ducted in two separate studies. In the first, a standard convergence 
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Figure 8. Schematic Diagram of the Computational Procedure 
analysis is carried out and presented in detail in Appendix H. In the 
second, a steady state solution of the finite difference equations is 
found. This analysis is given in Appendix I. A short discussion of 
each of these investigations is given in the following paragraphs. 
Consider first the convergence study of Appendix H. Each of the 
two cases examined, the parabolic profile and the uniform profile, were 
solved for two different mesh sizes in the transformed plane. For the 
parabolic profile, the time step increments were also different, so the 
results showed simultaneously the consequence of varying size in both 
the spatial grid and the time step. This approach had a disadvantage 
in that the difference between the solutions could not be traced to 
either the grid spacing or the time step individually. For the uniform 
profile, the solutions were found for both grids isochronally so the 
variation in results could be ascertained as a consequence of the spa-
tial mesh only. 
Two cases, 6t = 1.0, M = 16 and 6t = 0.5, M = 24-, are considered 
for the parabolic profile. The vorticity distributions (the vorticity 
contours or isovorts) and the stream function distributions (the stream-
lines) over the z,r plane at various times show good qualitative agree-
ment. The vorticity and axial velocity appear to agree within about 
10 per cent, the radial velocities compare within a few per cent, and 
the difference between the values of the stream function cannot be 
distinguished. A comparison of the boundary values of vorticity as a 
function of time shows good qualitative agreement. It is noted that a 
large difference in vorticity on the boundary does not produce a large 
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difference of vorticity in the interior of the flow field. 
Two cases, <5t = 0.5, M = 16 and 6t = 0.5, M = 24, are considered 
for the uniform profile. The vorticity distributions and the stream-
line patterns show good qualitative agreement over a portion of the 
flow field. However, in the case of the uniform profile, a new phenome-
non occurs which involves the decay of very small regions of negative 
vorticity in the part of the z,r plane which is downstream of the ori-
fice > The grid is evidently not fine enough here to allow the same 
degree of convergence for the uniform case as for the parabolic case. 
A quantitative comparison is made of the dependent variables as a 
function of time at a point in the flow field near where the small 
regions of negative vorticity are decaying. The vorticities of the two 
cases sometimes vary from each other by a factor of three. However, 
both the axial and radial velocities show a maximum difference of about 
20 per cent between the two mesh sizes, and the stream function shows a 
maximum difference of about 10 per cent. 
It is apparent from the convergence study that the parabolic pro-
file case gives better agreement for the two mesh sizes studied than 
does the uniform profile case- Although it is known that the speed of 
convergence depends on the particular problem investigated, the dif-
ference between the rates of convergence of the two problems studied 
here is an interesting result. Numerically, the two problems differ 
only in the velocity profile specified In the exit plane. The difference 
in the rates of convergence may be understood by consideration of the 
truncation error. As shown in Appendix C, the truncation error of a 
particular partial derivative Is the product of a term containing the 
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mesh spacing and a neglected derivative which is evaluated by the mean 
value theorem at some station on the interval over which the finite 
difference approximation is made. In considering two finite difference 
approximations made on the same grid, it follows that the term which has 
the larger neglected derivative will have the greater truncation error. 
The magnitude of this neglected derivative may be related to those of 
the lower order derivatives. Of two solutions to the same partial dif-
ferential equation, the one experiencing the greater changes will effect 
the larger derivatives and the larger truncation errors. Observation of 
the figures of Appendix H reveals that for a given mesh spacing, the 
changes in the dependent variables of the uniform profile case are 
greater than those of the parabolic profile case. This leads to a 
greater truncation error and a poorer agreement in the uniform profile 
solutions than the parabolic profile solutions for the same change in 
the grid size. 
It is concluded that although the approximation for the uniform 
profile case may not be so good as desired, convergence of the tech-
nique has been demonstrated. The long computer time necessary to solve 
the uniform profile case for a grid composed of more points prohibits 
a further investigation, 
Consider now the second step of the verification of the numerical 
model, a comparison of the steady state solution of the numerical model 
to that of a model simulated by the boundary layer equations. The 
details of the analysis are given in Appendix I. A solution given in 
Pai [36] for flow issuing from a round hole of infinitesimal radius 
had to be tailored to the geometry of Figure 2. The vorticity distribu-
tion resulting from Pai's solution was input to the numerical model, and 
the computer calculated the corresponding stream function distribution. 
Using M = 24 (i.e., 529 interior mesh points) the numerical solution was 
found at 12 succeeding time steps (6t = 0.5), and the difference between 
both the initial and final vorticity and stream function distributions, 
respectively, could not be distinguished. This demonstrates that the 
numerical model preserves the solution of the boundary layer equations 
for this axisymmetric free jet. 
It would have been desirable to solve the numerical model for the 
axisymmetric free jet over a period extending from time t = 0 at which 
all velocities are zero to some t at which a steady state solution is 
achieved. The extensive computer time necessary to effect such a solu-
tion prohibited this procedure. Nevertheless, the approach considered 
here did serve to verify the method. In addition, another favorable 
conclusion was reached. The method of calculating the boundary value 
of vorticity in the exit plane and on the solid boundary appears to be 
valid since no difficulties arose from this approximation. 
The two studies employed to verify the numerical model, the con-
vergence study and the steady state solution, show that the numerical 
model of this investigation is a valid approximation to the Navier-
Stokes equations for M - 24. Convergence of the solution has been 
demonstrated by the favorable comparison of results for two different 
mesh sizes. The steady state solution indicates that a solution of the 
boundary layer equations Is also a solution of the Navier-Stokes equa-




RESULTS OF THE NUMERICAL MODEL 
In this chapter the results of the numerical calculations are 
presented for the two problems studied, the first being the parabolic 
profile case and the second being the uniform profile case. All compu-
tations were performed on a mesh composed of 529 interior mesh points 
(M - 24) with a time step Increment of 6t = 0.5. All iterative proce-
dures were terminated when successive iterates at any particular point 
in time and space agreed with each other within 1 per cent. The results 
presented for the parabolic profile represent 18 hours of computer time, 
and the results for the uniform profile represent 10 hours of computer 
time on the Burrough's B-5500 high-speed digital computer. The length 
of time necessary to obtain these results prohibited any further 
numerical study. 
The numerical results are shown graphically in a number of ways. 
The Initial plots show streaklines which correspond to the smoke pic-
tures seen by an observer in a laboratory. Next, a typical figure 
Illustrating the velocity vectors In a portion of the field is given. 
This is to again demonstrate that the numerical solution is consistent 
with the flow phenomena which one usually associates with a vortex. 
Next, a series of figures presents lines of constant vorticity and lines 
of constant stream function„ These are given in the z,r plane for 
discrete times in the history of the vortex. The vorticity contours 
simply show curves possessing the same value of vorticity and rotational 
velocity experienced by a small volume of the fluid. The stream func-
tion contours are really the lines which mark the intersection of instan-
taneous stream surfaces and the meridian plane. Stream surfaces are 
used because the flow is three-dimensional, and a particular stream 
surface is one which satisfies the requirement that the velocities 
are tangent to it. However, since the azimuthal velocities of this prob-
lem are zero due to symmetry, a line of intersection like the one men-
tioned above does satisfy the definition of a streamline, i.e., a line 
along which the velocity vectors are tangent. The stream function con-
tours will hereafter be referred to as streamlines. A physical discus-
sion of the ring development accompanies the figures illustrating the 
lines of constant vorticity and the streamlines. Finally, a number of 
plots which are representative of the velocities in the field are shown. 
The ParaboJic Profile 
The Streaklines 
A streakline represents the instantaneous locations of a number of 
fluid particles all of which emanated from the same spatial location at 
different times. Streaklines are most commonly observed in a smoke 
tunnel. The smoke pictures of the early development of a vortex ring 
illustrated in Figure 1 are just the aggregate of a large number of 
streaklines which have their origins at various radial stations of the 
exit plane. In the investigation of Margavey and MacLatchey [31] 
described earlier, a thin column of smoke rising next to the vortex 
generator was used to investigate a vortex ring produced in the immediate 
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vicinity of the smoke; this smoke forms a streakline. 
A streakline should not be confused with either a pathline or a 
streamline. A pathline is the locus of positions of a particular fluid 
element at succeeding times, whereas a streamline is a line to which the 
velocity vectors are tangent at a particular time. In steady flow 
streaklines, pathlines, and streamlines coincide, but in unsteady flow 
they must be carefully differentiated from each other< 
The problem of computing a streakline is necessarily that of cal-
culating the locations of individual particles. Using a Lagrangian 
description, the position of a fluid element at a particular time is 
given by the vector equation 
t 
r(z0,r0,t0,t) = / V (z0,r0,t0,t) dt 
t0 
where r and V are the position and velocity of a particular element 
which is identified by its initial position (z„,r„) at the time it is 
r 0 0 
Initially released into the flow field (t ). In a numerical method, 
the known parameters are the velocities at discrete points in space and 
time. Hence, the integral must be replaced by a summation of the form 
N 
? ( v v V t ) = l v.(vvVt)st 
where i is a dummy index and N Is the number of time increments such 
that 
N 
t = y 6t. 
^ = l 
Two sources of error are inherent in this summation for a finite 
difference method. The first of these is the inaccuracy introduced in 
obtaining the velocities V. by linear interpolation, and the second is 
Is 
the error due to the finite size of the time increment. Of the two 
errors, the one due to the time increment is the more important because 
of the accumulation of error. For this reason, the streakline patterns 
are presented only for the early stages of vortex development. 
In this study, fluid elements are introduced into the flow at 
each time step from a number of radial stations in the exit plane. At 
a given time the velocity of each particle is computed by linear inter-
polation of the velocities at the surrounding grid points of the finite 
difference mesh. The velocity of each element is considered constant 
over the time increment so that the distance traversed by an element in 
the time step is the product of the velocity and the time increment. 
At any time of interest the particle positions may be plotted, and the 
lines joining the positions of elements emanating from the same station 
in the exit plane are the streaklinese 
The streakline patterns for the parabolic profile case are given 
in Figures 9 through 13 at the times t equal to 2, 6, 10, 14, and 18. 
(Remember that the period of the impulsive velocity input is 2t = 20, 
so the maximum velocity in the exit plane occurs at t = 10.) The dots 
appearing on each streakline are the locations of the fluid elements at 
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Figure 13. Streakline Pattern at t = 18 -- Parabolic Profile 
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between the air ejected from the generator tube and the air in the 
ambient surroundings. For simplicity and clarity, in much of the 
following discussion the air from the generator tube will be referred to 
as smoke. This is the terminology which would be used in the laboratory 
if smoke were injected into a large volume of air. 
Figure 9 shows little more than the fact that the velocity profile 
of the smoke is indeed parabolic. Since the fluid elements are intro-
duced at equal increments of time, the larger distances between particles 
near the exit plane indicate that these elements are moving faster than 
the ones further out in the field. The leading elements of smoke are 
moving both axially and radially out into the flow field. 
Figure 10 shows the interaction between the smoke and the ambient 
surroundings beginning to take effect as fluid near the wall is being 
entrained into the jet. The rotational velocities of the elements near 
the edge of the jet are high* In the same region, the low velocity 
fluid elements which left the exit plane Initially have now moved 
radially into the flow field. The smoke emitted from the exit plane at 
a somewhat later time with a greater velocity has now moved further down-
stream and less in the radial direction than the previously emitted smoke. 
Near the center of the jet, the motion of the fluid is almost purely 
translational. The mushroom shape of Figure 1 is beginning to form. 
In Figure 11 the velocity in the exit plane has reached a maximum. 
Near the edge of the jet, some of the fluid elements have moved down-
stream more than twice as far as elements which left the same radial 
station of the exit plane at earlier times. The streakline nearest 
the edge of the jet Is now clearly turning toward the center line under 
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the influence of the surrounding air. Somewhere above the edge of the 
jet a stagnation flow is occurring on the solid wall. Above this region 
the air is moving away from the jet, and below it the air is moving 
toward the jet. The existence of this stagnation region on the wall is 
attested by the numerically computed velocity distribution there. How-
ever, this stagnation flow and the effect of the wall are only of 
secondary importance since rings have been successfully generated from 
tubes for which the area of the tube end is very small. 
Although the velocity in the exit plane has not yet started to 
decrease, the effect of the fluid which has been entrained into the jet 
can be clearly seen. The diameter of the column of smoke is diminishing 
as it moves away from the exit plane. Smoke has almost completely sur-
rounded the apparent center of the vortex, and the hole at the center of 
the ring to which Okabe and Inoue [30] refer is beginning to form. In 
addition, the center of the ring is moving in the axial direction quite 
quickly now. However, the highest velocity fluid is still the smoke 
being ejected from the exit plane. 
In Figure 12, the velocity of the smoke entering the field is now 
diminishingf The diameter of the smoke column is shrinking quite rapidly 
behind the vortex ring, and in a moment it will pinch off as illustrated 
in Figure i-d. A comparison of Figure 12 and Figure 1 shows that a 
number of convolutions have appeared in Figure 1 whereas only about one 
has appeared at this time in Figure 12. This discrepancy is probably 
due to a number of reasons. First, the impulse of this numerical study 
has not been strong enough (i.e., had high enough velocities) nor has 
the impulse lasted long enough to warrant a swirl which winds upon 
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itself several times. Second, due to the numerical error inherent in 
the computation of the trajectory of a fluid element, it is questionable 
whether such complex convolutions can be computed in this study. 
At this time, the highest velocities belong to fluid elements 
occupying the region downstream of the exit plane, The smoke which came 
from the exit plane first has now changed direction again, and it is 
being drawn toward the jet where its velo<ity increases due to the 
momentum transfer from the higher energy smoke in the jet. 
Figure 13 shows the vortex ring now well embedded in the flow 
fieldo The spiral of smoke is beginning to form, and the "minimum 
diameter of the smoke column at this time between the ring and the 
boundary has diminished to about half of its original size,, The sur-
rounding air is being continually pumped into the jet of smoke, and 
the center is almost surrounded by smoke. The velocities in the exit 
plane have almost vanished, and the highest velocities in the field 
occur between the center of the vortex and the center line of symmetry. 
It is apparent that the results being produced by the computer are 
describing the generation of a vortex ring as shown in Figure 1„ 
The Velocity Vector Field 
Figure 14 illustrates a typical velocity vector field over a 
portion of the z,r plane„ The time is t = 10, and the center line 
velocity in the exit plane is a maximum, i.e., v (0,0) = 1. The most 
noticeable property of the field is the presence of large velocity 
gradients across the vortex. Another point of interest is the location 
of the center of the swirl at z = 0.45 and r = 1.2. This point does 
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11. In Figure 11, the center appears to be located at z - 0.45 and 
r = 1.0. This difference in locations of the vortex center can be 
explained by the fact that Figure 14 shows the instantaneous velocities 
of a field which includes the velocity of the vortex itself. The center 
of a vortex is usually defined as a point of zero velocity in a co-
ordinate system which is moving with the speed of the vortex. Hence, in 
the fixed co-ordinate system of Figure 14, the actual center of the vor-
tex occurs at r = 1.1, and the fluid element at this point is moving in 
the axial direction with the velocity of the vortex. If the co-ordinate 
system is changed to one moving with the speed of the ring, the same 
type of swirl in the flow field will occur, but the point of zero 
velocity will coincide with the center of the vortex. This change of 
the co-ordinate system will be introduced later in connection with some 
further Investigations of the flow field of the vortex. 
Another phenomenon which may be clearly seen in Figure 14 is that 
of the fluid being entrained along the wall and into the jet. A velocity 
gradient normal to the wall may be also observed. The velocity is zero 
at the wall due to the no-slip condition, and it increases with the 
distance from the wall. The increasing of velocity continues until the 
velocity reaches a maximum near z -• 0,12 at which point it begins to 
decrease as the fluid elements approach the axial location of the vortex 
center. 
The vector plot of Figure 14 is typical, and observations like the 
ones above may also be made about the vector field at any other time. 
Figure 15 presents the instantaneous streamlines at the time 
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Figure 15. Portion of Streamline Pattern at t = 10 -- Parabolic Profile 
stream function, equal increments of the mass flow rate are confined 
between streamlines. When the streamlines are shown in this manner, 
the velocity magnitudes are indicated as well as the velocity directions. 
However, due to the three-dimensionality of the problem, a small diver-
gence of the streamlines for even an intermediate value of the radius 
reflects a large change in the velocity magnitude. This can be seen by 
comparing the change in magnitudes of the velocities of Figure 14 with 
the divergence of the streamlines of Figure 15 for that portion of the 
field above and to the right of the center of the streamline pattern. 
Nevertheless, the phenomena which may be observed on a vector 
plot may also be seen by studying the instantaneous streamline pattern. 
These phenomena include the movement of the fluid down the wall and into 
the jet, the velocity gradient normal to the wall, and the existence of 
high velocity fluid elements in the region around z = 0.7 and r = 1.0. 
In addition, the point of zero velocity in the flow may be easily seen 
on the streamline plot. Again, it must be remembered that this point 
does not coincide with the center of the vortex. 
The Vorticity Distributions and Streamline Patterns 
The instantaneous vorticity contours and streamlines are presented 
in Figure 16 through Figure 29 at the times t = 4, 8, 12, •••, 56. This 
period extends from the time the vortex is generated to the time at 
which the ring has almost achieved a steady state velocity. By taking 
advantage of the symmetry of the problem, the vorticity distribution and 
the streamline pattern can be presented in the z,r plane on the same 
figure at a particular time. The center line of symmetry is the abscissa 
along which the dimensionless axial distance z is plotted, and the 
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Figure 28. Vorticity Distribution and Streamline Pattern at t = 52 -- Parabolic Profile 
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Table 3. Values of the Stream Function for the Plotted 
Streamlines--Parabolic Profile Case 
Index t = 4.0 t = 8 .0 t = 12.0 t = 16.0 t = 20.0 t = 24.0 t = 28.0 
1 1.99(-3)" 3.98( -3) 3.98(-3) 1.991 -3) 5 23(--2) 2.49(-2) 2.49(-2) 
2 7.84(-3) 1.57( -2) 1.57(-2) 7.84< :-3) 1 05(--1) 4.98(-2) 4.97(-2) 
3 1.72(-2) 3.44( -2) 3.44(-2) 1.72 :-2) 1 57(--1) 7.47(-2) 7.46(-2) 
4 2.94(-2) 5.89( -2) 5.89(-2) 2.94 :-2) 2 09(--1) 9.97(-2) 9.94(-2) 
5 4.38(-2) 8.75( -2) 8.75(-2) 4.38 :-2) 1.25(-1) 1.24(-2) 
6 5.90(-2) 1.18( -1) 1.18(-1) 5.90 '-2) 1.49(-1) 1.49(-2) 
7 7.40(-2) 1.48( -1) 1.48(-l) 7.40 :-2) 1.74(-1) 1.74(-2) 
8 8.70(-2) 1.93( -1) 1.93(-1) 8.70 '-2) 1.99C-1) l.gg(-i) 
9 2.00( -1) 2.00(-l) 9.64 :-2) 2.24(-l) 2.24(-l) 
10 2.05( -1) 2.3K-1) 1.35 :-D 
11 2.62C-1) 1.70 :-D 
12 2.06 :-D 
13 2.41 :-n 
Index t = 32.0 t = 36.0 t = 40.0 t = 44.0 t = 48.0 t = 52.0 t = 56.0 
1 2.42(-2) 2.34(-2) 2.19(-2) 2.15(-2) 1.95(-2) 1.93(-2) 1.95(-2) 
2 4.83(-2) 4.68(-2) 4.38(-2) 4.29(-2) 3.90(-2) 3.86(-2) 3.89(-2) 
3 7.25(-2) 7.02(-2) 6.57(-2) 6.44(-2) 5.85(-2) 5.79(-2) 5.84(-2) 
4 9.67(-2) 9.36(-2) 8.76(-2) 8.59(-2) 7.8K-2) 7.72(-2) 7.78(-2) 
5 1.2K-1) 1.17(-1) 1.09(-2) 1.07C-1) 9.76(-2) 9.65(-2) 9.73(-2) 
6 1.45(-1) 1.40(-1) 1.3K-1) 1.29C-1) 1.17(-1) 1.16(-1) 1.17(-1) 
7 1.69(-1) 1.64(-1) 1.53(-1) 1.50(-1) 1.37(-1) 1.35(-1) 1.36(-1) 
8 1.93(-1) 1.87(-1) 1.75(-1) 1.72(-1) 1.56(-1) 1.54(-1) 1.56(-1) 
9 2.18(-1) 2.1K-1) 1.97(-1) 1.93(-1) 1.76(-1) 1.74(-1) 1.75C-1) 
1.99(-3) = 1.99 x 10" 
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vorticity distribution and streamline pattern are shown respectively 
above and below this line. The radial station r for a particular curve 
is then the distance between the point in the field and the center line, 
The vorticity contours shown for the parabolic profile are for values 
of the dimensionless vorticity equal to 0,02, 0.1, 0.2, 0.4 and 1.0. 
The values of the dimensionless stream functions which correspond to the 
streamlines plotted are given in Table 3 on the preceding page. At any 
time, the streamline index of Table 3 may be found for a particular 
streamline by counting the streamlines on the appropriate figure. The 
center line is the zer̂ .-rh streamline. 
The lines of constant vorticity (the vorticity contours or iso-
vorts) are lines along which the fluid elements experience the same 
rotational velocity„ The VTE predicts these vorticity distributions and 
describes how the vortic ity is transported throughout the flow field and 
how it is diminished by the action of viscosity. In accordance with the 
Helmholtz vortex theorems, all vorticity must be produced at the bound-
aries of the flow field= Since in this problem the vorticity is zero on 
all boundaries bu~1 one, the velocity gradients in the exit plane and on 
the solid boundary generate all of the vorticity In the flow field,, Most 
of the vorticity contours plotted correspond to positive values of vor-
ticity which Indicate counter-cxockwlse rotation in the upper half of 
each figure. This is consistent with the rotation already observed in 
the streakllne patterns of earlier figures. However, on several of the 
figures, the existence of certain regions of negative vorticity are indi-
cated by dashed contours. In addition, on the figures corresponding to 
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the early stages of vortex development, the interface between the smoke 
from the exit plane and the ambient surroundings is also indicated. 
The streamline patterns have already been mentioned earlier with 
respect to Figure 15. For the following discussion, however, consider 
Figure 18 which describes the flow at t ~ 12.0. These contours cor-
respond to positive values of the stream function, and they indicate 
clockwise rotation in the lower half of the azimuthal plane. In some of 
the later plots, a region appears near the center line over which the 
stream function is negative. This indicates counter-clockwise rotation 
In the lower half of the plane, and It corresponds to the region of 
reversed angular velocity mentioned above in the discussion of negative 
vorticity. 
For this study, a stream channel is defined as the region between 
adjacent streamlines. Figure 18 shows streamlines emanating from the 
exit plane at increments of 1/10 of the radius of the exit plane. Since 
the velocity profile in the exit plane is parabolic, adjacent stream 
channels which emerge from the exit plane do not indicate equal rates of 
mass flow. 
In contrast to these contours is the group of closed streamlines 
which envelop regions of the flow and thus indicate the presence of the 
vortex ring. Here the streamlines are given by equal increments of the 
stream function, and adjacent stream channels do indicate equal mass 
flow rates at any given time. However, the calculation of these equally 
Incremented streamlines is dependent upon the value of the maximum stream 
function in the field at a particular time. This value decreases with 
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time due to viscous dissipation, and the decrease can be seen in Table 
3 for t > 20» Hence, the mass rate of flow between adjacent closed 
streamlines diminishes with time, and the mass flow rate of stream 
channels should not be compared quantitatively at different times. 
The phenomenon of the generation and development of a viscous 
vortex ring is illustrated in Figures 16 through 29. 
Figure 16 shows the flow field at t = 4.0 at which time the 
velocity In the exit plane has existed for only a short period. The 
region of highest vorticity occurs near the edge of the exit plane. The 
streamline pattern indicates that the environment around the smoke is 
moving slowly away from the exit plane,. 
In Figure 17 the velocity In the exit plane is rapidly approach-
ing a maximum. The region of greatest vorticity has spread in both the 
axial and radial directions as the effect of the surroundings on the 
fluid emerging from the exit plane is felt In more and more of the 
smokec The vortex ring is already forming, and this is indicated by 
the closed streamline just outside the exit plane, Fluid is moving 
along the wall toward the jet„ This motion corresponds to a negative 
axial derivative of the radial velocity, a term which is the only com-
ponent of vorticity on the solid boundary0 This region of negative 
vorticity Is indicated by the dashed contour near the solid boundary. 
The flow field at the time t = 12 is illustrated in Figure 18. 
The ring Is traveling quite rapidly out Into the field now. The region 
of highest vorticity has spread radially outward to encompass the center 
of the vortex ring. The vorticity contour for w •= lc0 is beginning to 
pinch off near the exit plane„ This is the result of two causes. 
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First, the velocity in the exit plane is decreasing, and this in turn 
causes a decrease in the vorticity in the adjacent region. Second, the 
large amount of air moving radially inward near the wall corresponds to 
the large region of negative vorticity which separates the positive 
vorticity of the vortex ring from the solid boundary. It is the opinion 
of the author that this separation of the region of positive vorticity 
from the wall marks the time after which the center of the vortex may be 
ascertained by the observation of the vorticity distribution. The vor-
tex center corresponds to the point showing the highest vorticity in the 
field. 
Assume that at a particular time both the location of the vortex 
center and the vorticity at the vortex center are known. The vorticity 
at this point is the rotational velocity of an infinitesimally small 
region which rotates as a solid body. (This idea Is similar to the con-
cept of a Helmholtz vortex, except: that here the radius of the solid 
core is not only small but also infinitesimalo) Somewhere at a large 
distance from the vortex, the surrounding fluid is essentially at rest. 
Momentum is transferred by the shear stresses of the viscous fluid from 
the high vorticity flow at the vortex center to the surroundings. 
Therefore, as an observer moves away from the vortex center into the 
surroundings, the velocity gradients (hence, the vorticity) decrease, 
If the vorticity diminishes in all directions away from the ring center, 
then the vorticity at the center must be a maximum<> At the time t = 12 
which is Illustrated by Figure 18, the region of highest vorticity is 
separating from the boundary„ The point of maximum vorticity must lie 
somewhere within the contour for co - 1, and this point corresponds to 
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the vortex center. 
Consider now the streamline pattern of Figure 18. This corrobo-
rates the fact that the ring is forming and the velocity in the exit 
plane is decreasing. The latter observation is verified by the con-
verging of the streamlines as they leave the exit plane. The velocity 
increases near the axial location of the vortex center in the region 
occupied by the fluid elements which emanated from the exit plane at 
the time of its maximum velocity. Downstream of these fluid particles 
the velocities again decrease, and near the vortex the elements start 
the long journey around it and away from the center line. 
Next, consider Figure 19 at the time t = 16. Here the region of 
the highest vorticity plotted, co = 1.0, has separated from the boundary, 
and the contour of the next highest vorticity, co = 0. M-, is being pinched 
off from the boundary. The region on and near the solid boundary 
exhibits a negative vorticity which reflects the flow of air along the 
solid boundary toward the center line. The velocity in the exit plane 
is still decreasing, and correspondingly the streamlines originating in 
the exit plane converge more than they did at earlier times. The high-
est velocities in the field occur near the center line at the axial 
location of the center of the vortex ring. 
Figure 20 illustrates the flow at the instant when the impulsive 
velocity vanishes. The vorticity contours plotted are separated from 
the boundary. Viscosity is diminishing the higher velocity gradients in 
the field. The contour for co = 1.0 is growing smaller, and the contour 
for co = 0.02 is growing larger as vorticity is being diffused throughout 
the field. The only streamlines remaining are the closed ones which 
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indicate the presence of the ring. The streamline pattern is not 
symmetrical, and it is flattened near the boundary indicating that 
the solid boundary still has a considerable effect on the vortex. This 
is also shown in the vorticity distribution which gives fuller vorticity 
contours near the wall„ 
At time t ' 24, Figure 21 continues to exhibit the phenomenon of 
vorticity diffusion as the shear stresses decrease the velocity gradients 
in the flow. It is interesting to note that the trailing portions of the 
vorticity distribution tend to remain adjacent to the wall where the 
velocities are now quite small» In the meantime, the vortex ring has 
traveled downstream„ A few more streamlines have been added to the 
field to present a more detailed description of the flow. The boundary 
at z = 0 and the center line form one streamline. Recall that all other 
streamlines are plotted for equal Increments of the stream function, so 
all the stream channels (the regions between adjacent streamlines) 
represent equal Instantaneous rates of mass flow. The streamlines now 
show a similarity with those associated with a vortex ring composed of a 
single circular vortex filament as given by Ringleb [9] for example. An 
illustration of these streamlines will be given at the end of this sec-
tion „ However, in contrast to the streamlines about a single vortex 
filament without a wait constraint, the streamlines at a large distance 
from the center of the pattern of Figure 21 are not symmetrical about a 
plane which is normal to the center line and which passes through the 
axial location of the vortex center, 
Figure 22 at the time t = 28 shows a separation of the vorticity 
regionso This separation Is marked by a slight Irregularity of the 
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streamline closest to the center line at z = 3. The vortex ring is 
still moving downstream, and the streamline pattern continues to remain 
of the same general shape and size. The region of highest vorticity 
given by the contour for w = 1.0 has disappeared. 
Another separation of the vorticity contours occurs at the time 
t = 32 in Figure 23, and the vorticity is diffusing more rapidly. The 
region which separated in the previous figure is now identified by the 
small area of positive vorticity enclosed by the contour oo = 0.02. The 
gradients here are decreasing rapidly. The reason for this action may 
be understood by studying the region of the flow field near the center 
line at z = 3.5. Upstream, a region of relatively high positive vor-
ticity corresponds to rotation in a counter-clockwise direction. The 
same is true in the region downstream. Meanwhile, the portion of fluid 
between these two regions is losing its vorticity very quickly. The 
counter-clockwise velocities on either side should cause a clockwise 
velocity in between. 
Figure 24 shows that this is indeed the case. An embedded region 
of negative vorticity has appeared near the center line at z = 4. This 
indicates that a region of the flow above the center line is rotating in 
a clockwise direction. A secondary vortex has been produced whose sense 
is opposite to that of the vortex ring. The presence of this vortex is 
also marked by an increased deformation of the streamline closest to the 
center line. Between this streamline and the center line there actually 
occurs a region within which the stream function is negative. 
Although attention over the last few plots has been focused on 
the formation of the secondary vortex, the rest of the flow field has 
been undergoing change too. The vorticity is diffusing throughout the 
fluid, and since the magnitude of the maximum vorticity in the field has 
been decreasing, the highest value of the stream function in the field 
has also been decreasing with time. The streamlines are plotted for 
values of the stream function which correspond to equal increments of 
the difference between the maximum stream function in the field and the 
stream function on the center line. Thus, the mass rates of flow be-
tween adjacent streamlines are decreasing with time. This may also be 
seen in the values of the stream function given in Table 3. In addition, 
each stream channel is slowly diverging from figure to figure, and this 
behavior also indicates that the velocities are decreasing. Viscosity 
is having its effect; the velocities and velocity gradients are diminish-
ing. 
In Figure 25, the phenomena occurring in the flow field continue. 
The rotational velocities of the vortex ring are decreasing. The mass 
flow between adjacent streamlines decreases with time, and the rotational 
velocities of the secondary vortex increase somewhat. Figure 26 shows 
an irregularity in the streamline closest to the center line at z = M-.5 
as the influence of the secondary vortex is felt in this region. 
In the final three figures of this series, Figures 27 through 29, 
the velocity of the ring is rapidly approaching a constant value. It is 
important to note that the abscissa of the final figures has been 
shifted. The velocities within the secondary vortex have reached their 
peak, and they are now starting to decay. Simultaneously, the irregular-
ity in the streamline closest to the center line is not as large as it 
was in Figure 26. The velocities of the fluid elements continue to 
diminish with time. 
In the discussion of the generation and development of the vortex 
ring just concluded, no attempt was made to indicate the point in time 
at which the vortex ring had formed. Okabe and Inoue [30] seem to 
think that the formation of the vortex is complete when the hole appears 
in the center of the ring cross-section. No such clearly-defined time 
is evident from the series of figures just presented; the generation 
and development of a vortex ring is a continuous process, 
Velocity Profiles 
Figure 30 shows the axial velocity distribution on a radial line 
near the axial location of the vortex center. The figure illustrates 
the large velocity gradients occurring in the flow. The velocity at the 
center line is about half of the maximum velocity (i.e., v (0,0) = 1.0 
at t = 10) ever experienced by the flow field. Observation of a smoke 
ring indicates that after the ring has been generated, the ring veloc-
ity appears to remain fairly constant with little dissipation. The 
large axial velocity near the ring center at the relatively late time of 
Figure 30 appears to be consistent with the small velocity dissipation 
which is observed in a smoke ring. 
Figure 31 illustrates the large velocity gradients in the axial 
direction at the same time, t = 40. It is worthwhile to compare the 
velocity distribution of Figure 31 to the vorticity distribution and 
streamline pattern of Figure 25. Near the exit plane the axial velocity 
is zero, and it increases with increasing z as the vorticity and clock-
wise rotational velocity above the center line increase. The center line 
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Figure 30. Axial Velocity Distribution near Vortex 











in the region between two closed vorticity contours for which w = 0.1= 
As the higher value of vorticity is approached, the axial velocity 
again increases to a local maximum which corresponds to the local 
maximum in vorticity above it. Between z = 4 and z = 5, the secondary 
vortex of reversed flow occurs. This indicates the large decrease in 
axial velocity (it actually becomes negative near the center of the 
secondary vortex) and then the large velocity increase as the secondary 
vortex is passed. The center line velocity reaches its maximum at the 
center of the vortex ring where the rotational velocity of the field is 
highest, and then it decays at axial distances further and further 
removed from the vortex center. This investigation of the center line 
velocity at a particular time reveals that the velocity field and the 
vorticity distribution are consistent. Finally, the presence of the 
negative center line velocity is consistent with the existence of the 
secondary vortex of reversed flow which was discussed in connection 
with Figure 25. 
Figure 32 illustrates the formation of the secondary vortex and 
the diffusion of vorticity. The center line velocity is plotted for the 
times t equal to 36, 40, and 44. The negative velocity which signifies 
the reversed flow can be seen developing, and the shifting position of 
the maximum velocity denotes the movement of the ring in the axial 
direction. Due to the effect of viscosity, the magnitude of the maximum 
velocity is decreasing with time, and the radius of curvature of this 
velocity peak is increasing. This behavior indicates that the velocity 
gradients and the vorticity are diminishing with time. 
Figure 32. Axial Center Line Velocities at Different Times -- Parabolic Profile 
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In Figure 33, the maximum velocity of the flow field is plotted 
as a function of time. The maximum velocity at any one time occurs on 
the center line at the axial location of the vortex center as would be 
expected from the consideration of a single, circular vortex filament. 
Figure 33 indicates that after a period of time which is approximately 
three times the impulse time, the maximum velocity in the field has 
decayed to a value which is a little less than half the peak velocity in 
the exit plane, The decrease in the velocity begins when the velocity 
in the exit plane has reached a maximum. Before this time, the maximum 
velocity occurs in the exit plane as indicated by the linear segment of 
Figure 33. 
Earlier in the discussion, it was mentioned that the closed 
streamline pattern of the viscous vortex ring was similar to that of a 
single vortex filament,, The latter pattern is illustrated in Figure 34. 
It can be seen that the streamlines here are comparable to the closed 
streamlines of Figure 21 through Figure 29. 
The Uniform Profile 
The results of the numerical model which employs a uniform pro-
file in the exit plane are presented graphically in the same manner in 
which they were given for the parabolic profile case. The following 
figures illustrate streaklines, a representative plot of the velocity 
vectors and their corresponding streamlines, detailed plots of the vor-
ticity contours and the corresponding streamlines, and finally some 
typical representations of various velocity distributions. 
1.0 
Figure 33. Maximum Center Line Velocity as a Function of Time--Parabolic Profile 
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Streamlines Plotted for Equal Increments of \p 
Center Line of Symmetry 
Figure 34-. Streamline Pattern about Vortex 
Filament According to Ringleb [9] 
The Streaklines 
As in the case of the parabolic profile, fluid elements are 
introduced into the flow at various radial stations in the exit plane at 
each time increment. The distance traversed by a particular element is 
computed as the product of the velocity at the point occupied by the 
element and the time increment. In Figures 35 through 38, the streak-
lines are given in the z,r plane at the times t = 2, 6, 10, and 14. The 
dots on the figures illustrate particle locations, and the dashed line 
denotes the interface between the smoke ejected from the exit plane and 
the surroundings. 
Figure 35 demonstrates that the profile in the exit plane is 
uniform except near its outer edge. A line joining the locations of the 
particles which most recently issued from the exit plane is indicative 
of the velocity distribution in the exit plane since the axial distance 
between a particular point and the exit plane is the product of the 
axial velocity at the corresponding radial station of the exit plane and 
a time increment. The slight rounding of the velocity profile near the 
outer edge of the exit plane is partly due to the way the velocity is 
computed numerically in the exit plane, 
The fluid elements which emerged from the exit plane first are 
already showing the effect of the momentum exchange between the rela-
tively high speed flow near the edge of the jet and the surroundings. 
The particles of smoke are rotating and moving radially into the flow 
field, 
Figure 36 shows that the ring Is already forming very quickly. 
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Figure 37. Streakline Pattern at t = 10 - - Uniform Profile 
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Figure 38. Streakline Pattern at t = 14 -- Uniform Profile 
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already traveled about half way around the apparent center of the vor-
tex. The same behavior which was discussed in the parabolic profile 
case is in evidence here. The smoke at the edge of the jet is rotating 
counter-clockwise as it is moving in the radial direction, and the air 
near the wall is moving into the jet. Toward the center of the jet, the 
smoke is moving axially. The mushroom shape of Figure 1 is beginning to 
form. 
Figure 37 presents the streaklines at the time when the velocity 
distribution in the exit plane is at its maximum value. Although some 
portions of the streaklines are omitted at the top of the vortex, they 
are continued elsewhere to demonstrate that the streaklines which have 
their origins at large radial stations of the exit plane have already 
completely encircled the center of the ring. On a particular streak-
line, the greater distances between fluid elements near the exit plane 
indicate that these are high velocity elements. At the other end of 
some of these streaklines which encircle the vortex, the distance between 
fluid elements also indicates that these particles are moving rapidly. 
They have been in the flow field long enough to gain a large amount of 
momentum from the smoke which has since issued from the orifice. At the 
time of Figure 37, the vortex ring of the uniform profile has moved 
downstream almost twice as far as the one generated by the parabolic 
profile. This observation will be confirmed later in the discussion of 
the vorticity contours. It should also be noted in Figure 37 that the 
diameter of the jet decreases with increasing distance from the exit 
plane although the flow there has not yet started to decelerate. This 
too is evidence of the movement of fluid from the region near the wall 
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into the jet. The minimum diameter of the jet of Figure 37 is somewhat 
smaller than that of the corresponding parabolic profile; this also 
reflects higher momentum possessed by the uniform jet. 
Figure 38 illustrates the last of this series of streakline pic-
tures. Soon, the ring will pass beyond the field of view afforded by 
the scale of the figure. The flow from the orifice is decelerating 
now, and the "necking down" phenomenon of Figure 1-c is even more 
obvious. The distance between the fluid elements in the field indicates 
that the highest velocity flow now appears embedded in the flow field 
and not in the exit plane. It may appear that the center of the vortex 
ring is growing, but it is pointed out here that the portions of the 
streaklines have been omitted which correspond to the locations of 
elements which first came from the exit plane. However, it is the 
opinion of the author that if these were located more accurately with a 
finer spatial mesh and a smaller time increment, the resulting streak-
lines would spiral in toward the center of the vortex. This is the 
behavior which has been seen experimentally and which has been reported 
previously, 
The effect of these numerical inaccuracies can be seen in one of 
the streaklines which is shown by the broken line of Figure 38. It is 
emphasized that these streaklines represent numerical inaccuracies and 
not a physical phenomenonc 
It is concluded from the streaklines of the uniform profile case 
that the numerical model has again produced a vortex ring. 
A comparison of the streaklines of the parabolic profile (Figures 
9 through 14) and of the uniform profile (Figures 35 through 38) shows 
that the latter vortex is forming faster than the former one. The vor-
tex ring resulting from the uniform profile is also larger than that of 
the parabolic profile. This difference can probably be attributed to a 
number of reasons. First, the mass flow and energy input to the system 
is higher for the uniform profile case than the parabolic profile case. 
Second, the contribution to the vorticity in the exit plane by the 
8v 
z 
- component is concentrated at the edge of the exit plane for the 
or 
uniform profile case. This is reflected by higher vorticities and rota-
tional velocities near the edge of the jet, and these factors plus the 
higher translational velocity near the edge of the jet probably produce 
a larger ring for the uniform profile case. 
The Velocity Vector Field 
Figure 39 illustrates a typical velocity vector plot for the 
uniform profile over a portion of the z,r plane at the time t = 8. 
Here, the velocity over the greater part of the exit plane has the 
value v = 0o8. The velocity vectors indicate the same characteristics 
z J 
shown in the similar plot of the parabolic profile. Although a vortex 
is indicated in this figure, its center does not coincide with the 
center of the streakline pattern, because the velocity field includes 
the velocity of the vortex. However, if the translational velocity of 
the vortex is subtracted from the vector field, the center of the 
resulting plot will correspond to the center of the streakline pattern. 
The vector field shows air from the surroundings moving toward 
the jet, and the resulting velocity gradient normal to the wall may 
also be seen. The corresponding streamline distribution is shown in 
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Figure 40. Portion of Streamline Pattern at t = 8 -- Uniform Profile 
disguises the very large velocity gradients. A slight divergence of 
adjacent streamlines indicates a large decrease in the velocity. 
Nevertheless, the instantaneous streamline pattern adequately describes 
all the phenomena shown by the velocity vectors. In addition, the 
velocity directions are indicated by the streamlines in a more continu-
ous manner than in any other type of plot. 
The Vorticity Distributions and the Streamline Patterns 
In the following pages the instantaneous vorticity contours and 
the streamline patterns are presented in the form used for the parabolic 
profile case. Because a somewhat different behavior is indicated by the 
vortex ring generated by the uniform profile, an introductory plot of 
the vorticity distribution is given in Figure 41 at the time t = 12.0 
over a small portion of the z,r plane. The characteristic which is 
immediately noticed in this illustration is the presence of small 
regions of negative vorticity in that part of the z,r plane for which 
r < 1. It is mentioned in Appendix H that although these islands of 
negative vorticity appear in both the test case for M = 16 and the 
test case for M = 24, their locations do not always compare well with 
each other. This indicates that convergence to within a high degree of 
accuracy has not yet been achieved in this portion of the z ,r plane. 
Nevertheless, a phenomenon is occurring which should be explained. 
Consider the vorticity on the boundary z = 0 as it is expressed 
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Figure 41. Vorticity Distribution at t = 12 - - Uniform Profile 
The second term of this expression, the radial derivative of the axial 
velocity, is everywhere zero except at the edge of the orifice which 
corresponds to r = 1 at the mesh point j = P. This component vanishes 
for j < P because the velocity profile in the exit plane is uniform 
and for j > P because the axial velocity is zero on the solid boundary. 
If the velocity profile were completely uniform out to r = 1, the vor-
ticity at this point would be infinite. However, this is an unrealistic 
physical situation, so the profile has been adjusted with a sharp linear 
gradient at the edge of the orifice. (This is shown in Figure 7.) Thus 
dv 
the derivative — — is large but finite at the mesh point j = P. Since 
oV 
this term has a negative value, the contribution to the vorticity is 
positive. 
Consider now the other component of vorticity, the axial deriva-
9v 
r 
tive of the radial velocity, -r— . After a few initial time steps of 
the numerical solution, air moves from the surroundings towards the jet 
until it is finally turned in the axial direction due to the interaction 
with the smoke issuing from The exit plane. Since the radial velocity 
is zero on the boundary and then negative a short positive axial distance 
dv 
r 
away, the resulting derivative, -r— , is necessarily negative. This m 
O /j 
turn creates a negative contribution to the vorticity on the solid wall. 
Since there is no other component here, the vorticity on the wall is 
negativeo This was also the case for the parabolic profile, and this 
behavior has been discussed with that case. However, in the exit plane 
the vorticities in the two cases are somewhat different. 
Downstream of the exit plane, the streaklines indicate a negative 
radial velocity over the outer portion of the jet. Since the radial 
Sv 
r 
velocity in the exit plane is specified as zero, the derivative -r— 
O ZJ 
is necessarily negative over a portion of the exit plane. For the uni-
form profile, this is the only contribution to the vorticity, and the 
vorticity in the exit plane is negative. On the other hand, the para-
bolic profile offers a contrasting behavior. Again, since the radial 
velocity is specified as zero in the exit plane, the negative radial 
velocity downstream of the exit causes a negative axial derivative of 
the radial velocity in the exit plane. However, this term is not the 
only contributing factor to the vorticity. Although the derivative 
ov dv 
r z 
—r— is of the same order of magnitude as the derivative -r— , the former 
oz or 
term does not dominate the latter, and the resulting difference of these 
quantities, i.e., the vorticity, is positive. This explains why the 
vorticity in the exit plane in the parabolic case is positive whereas 
the vorticity in the uniform case is negative. Both cases experience a 
3v 
r 
negative value for the derivative -r— , but the parabolic case also 
possesses an additional contribution which maintains a positive vor-
ticity in the exit plane. The results of both cases are consistent 
within the specifications of the numerical model. 
Now the mechanism by which these regions of negative vorticity 
are distributed throughout the flow field must be examined. After a 
certain period of time during which the velocity in the exit plane is 
continuously increasing, the flow along the wall reflects a negative 
radial velocity downstream of most of the exit plane. The sign of 
this radial velocity changes near the center line where the flow is 
still expanding radially. The negative radial velocity corresponds 
to a negative vorticity which moves downstream with the fluid elements. 
Thus, a large radial gradient in the vorticity exists between the region 
of high positive vorticity near the edge of the exit plane and the 
region of smaller negative vorticity which is generated in the exit 
plane. These vorticity regions may be seen in Figure 41. Vorticity 
transfer in the radial direction is associated with this vorticity 
gradient. The effect is more evident in the regions of negative vor-
ticity where the value is not high initially. The large area of negative 
vorticity breaks up into smaller ones, and these are swept downstream by 
the momentum of the fluid. As time progresses, the action of viscosity 
steadily diminishes the magnitude of the negative vorticity. 
Although these small annuli of negative vorticity are predicted 
by both of the cases studied (i.e., M = 16 and M = 24), the results of 
the two cases do not reproduce exactly over a portion of the flow field. 
Evidently, this disagreement is a problem of convergence which can be 
solved by using a finer mesh size. Since a representative picture of 
these regions of negative vorticity has been given in Figure 41, the 
generation and breakup of these small regions of negative vorticity 
will not be given in detail in the following figures for clarity. 
The vorticity distributions and streamline patterns for the uni-
form profile case are presented in Figures 42 through 48 for equal time 
increments of dt = 4 starting at t = 4 and ending at t = 28. The values 
of the vorticity plotted are shown on the figures. Again, the stream-
lines emerging from the exit plane are plotted for convenient values of 
the radius r in order to present a detailed description. Recalling that 
a stream channel is defined as the region between adjacent streamlines, 
it should be noted that the mass flows of adjacent stream channels 
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Figure 48. Vorticity Distribution and Streamline Pattern at t = 28 — Uniform Profile 
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Table 4. Values of the Stream Function for the Plotted 
Streamlines--Uniforin Profile Case 
Index t = 4 . 0 t = 8 .0 t = 1 2 . 0 t = . L6.0 t = 2 0 . 0 t = 2 4 . 0 t = 28.C 
1 2 . 0 0 ( - 3 ) " 4 . 0 0 ( - 3 ) 4 .00 ( - 3 ) 2 .00 : - 3 ) 7 . 3 6 ( - 2 ) 6 • 7 K - 2 ) 6 5 0 ( - 2 ) 
2 8 . 0 0 ( - 3 ) 1 . 6 0 ( - 2 ) 1.60( - 2 ) 8 .00 : - 3 ) 1 4 7 ( - l ) 1 • 3 4 ( - l ) 1 3 0 ( - l ) 
3 1 . 8 0 ( - 2 ) 3 . 6 0 ( - 2 ) 3 .60( - 2 ) 1.80 : - 2 ) 2 . 2 1 ( - 1 ) 2 . O l ( - l ) 1 . 9 5 ( - l ) 
4 3 . 2 0 ( - 2 ) 6 . 4 0 ( - 2 ) 6 .40( - 2 ) 3 .20 : - 2 ) 2 . 9 4 ( - l ) 2 . 6 8 ( - l ) 2 . 6 0 ( - l ) 
5 5 . 0 0 ( - 2 ) l . O O ( - l ) 1 .00( - 1 ) 5.OCX - 2 ) 3 6 8 ( - l ) 3 3 5 ( - l ) 3 2 5 C - D 
6 7 . 2 0 ( - 2 ) 1 . 4 4 ( - 1 ) 1 .44( - 1 ) 7 .20( - 2 ) 4 4 2 ( - l ) 4 0 3 ( - l ) 3 9 0 ( - l ) 
7 9 . 8 0 ( - 2 ) 1 . 9 6 ( - 1 ) 1 .96( - 1 ) 9 .80( - 2 ) 5 1 5 ( - 1 ) 4 7 0 ( - l ) 4 5 5 ( - l ) 
8 1 . 2 8 ( - 1 ) 2 . 5 6 ( - l ) 2 . 5 6 ( - 1 ) 1.281 - 1 ) 5 8 9 ( - l ) 5 3 7 ( - l ) 5 2 0 ( - l ) 
9 1 . 6 2 ( - 1 ) 3 . 2 4 ( - l ) 3 . 2 4 ( - 1 ) 1.62( - 1 ) 6 6 2 ( - l ) 6 0 4 ( - l ) 5 8 5 ( - l ) 
10 1 . 9 0 ( - 1 ) 3 . 8 0 ( - l ) 3 . 80 ( - 1 ) 1.90( - 1 ) 
11 4 . 5 4 ( - 1 ) 3 .08( - 1 ) 
12 4 . 1 3 ( - 1 ) 5 .28 ( - 1 ) 4 .251 - 1 ) 
13 6 . 0 2 ( - 1 ) 5 .42( - 1 ) 
14 4 . 4 6 ( - l ) 6 . 7 6 ( - 1 ) 6 .60( - 1 ) 
"2.00(-3) = 2.00 x 10" 
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emerging from the exit are not equal. However, the streamlines which do 
not emanate from the exit plane are plotted for equal increments of the 
stream function, and for these streamlines adjacent stream channels do 
indicate equal mass flow rates. The value of the stream function for 
each streamline is given in Table 4 immediately after the figures. 
Figure 42 illustrates the vorticity contours and the streamlines 
shortly after the flow in the exit plane begins. No negative radial 
velocity has yet appeared downstream of the exit plane although a region 
of negative velocity does occur along the solid boundary near the edge 
of the orifice. This behavior is indicated by positive vorticity over 
the exit plane and a region of negative vorticity near the solid bound-
ary which itself is embedded in a region of positive vorticity. The 
streamlines show fluid emerging from the exit and expanding around the 
corner of the orifice in the radial direction, and the streamline 
which returns to the wall encloses the fluid which will become the center 
of the streamline pattern of the vortex. 
In Figure 43, the vortex ring is beginning to form. A large area 
of very high vorticity corresponds roughly to the center of the ring. 
The value of this vorticity is about twice as high as that found at any 
time in the parabolic profile case. This is due to the gradient in the 
axial velocity profile in the exit plane near the edge of the orifice. 
The dashed contour downstream of the exit plane indicates the portion of 
the flow field where the breakup of the region of negative vorticity is 
occurring. This portion of the flow field is too complex to plot in 
detail. Near the center line, there exists a region of positive vor-
ticity which reflects the radial expansion of the smoke from the exit plane. 
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The streamline pattern illustrates that the formation of the 
ring is well advanced even at this early time. The high vorticity 
occurs concomitantly with a high value of the stream function over a 
large area, and this results in a distribution of closed streamlines 
over a fairly large region of the flow. Comparison of the streamlines 
for the uniform and parabolic profile cases at the same time (i.e., 
comparison of Figure 42 and Figure 16) shows that the formation of the 
ring is more advanced for the uniform profile than the parabolic pro-
file since more mass and energy are involved in the former case than 
the latter. 
The value of the velocity in the exit plane has reached its 
peak and is now decreasing in Figure 44. This is evidenced by the 
slight converging of the streamlines between the vortex center and the 
center line. A negative radial velocity occurs outside the exit 
plane, and in this region negative vorticity is generated by the nega-
tive velocity. The space between the center line and the positive 
vorticity contours is occupied by regions of positive and negative 
vorticity corresponding to the breakup of the larger regions of negative 
vorticity. These small swirls are also causing the waviness of the vor-
ticity contours in the region around r = 1. The enlarging of the area 
of the closed streamlines indicates that more and more fluid is being 
drawn into the swirl of the vortex. 
For Figure 45 the velocity in the exit plane has almost ceased. 
The annulus of high vorticity fluid extending from the boundary to the 
vortex is beginning to break apart. The large region of positive vor-
ticity which indicates the vortex ring has spread to include more of 
the fluid, and the viscous stresses have decreased. The converging of 
the streamlines between the center of the swirl and the center line 
indicates that the highest velocities in the field are no longer in the 
exit plane but in the region around the vortex. More air has moved 
into the swirl of the vortex. 
Figure 46 gives a picture of the field at the moment when the 
velocity in the exit plane ceases. The high vorticity region of 
the vortex ring is separating from the fluid near the boundary. A 
smoke picture taken at this time would show the smoke between the 
orifice and the ring pinching off as in Figure 1-c. The annulus of 
high vorticity fluid between the ring and the boundary is moving toward 
the center line as shown by this and the previous figures. This motion 
also indicates that negative radial velocities exist upstream of the 
ring near the center line. The irregularities in the streamline which 
is closest to the center line show that the breakup of the annulus of 
vorticity between the ring and the boundary is having an effect on the 
streamline pattern. Secondary vortices are being formed as the breakup 
occurs. 
Figure 47 and Figure 48 give the vorticity distribution and 
streamline pattern after the flow in the exit plane has terminated. 
The vortex ring is continuing to move downstream. The trailing 
vortices are being left further and further behind with each succeeding 
time increment. One of them is separating from the others. It and the 
regions of negative vorticity on either side are appearing to cause a 
fairly large secondary rotational velocity as shown by the streamline 
closest to the center line. However, this effect is being felt over an 
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increasingly smaller portion of the field. This is evidenced by the 
absence of irregularities in the other streamlines which surround the 
swirl. 
Once again, no mention is made of the completion of the ring. 
Although Okabe and Inoue [30] claim that the ring is complete when a 
hole appears at the vortex center, it appears from these results that 
the formation and decay of a vortex ring is a continuous process. No 
clearly defined time occurs before which the ring is forming and after 
which the ring is decaying. 
Velocity Profiles 
Two plots are given in this section to show the behavior of 
certain portions of the flow field which may not have been evident 
from the illustrations of the instantaneous streaklines, vorticity 
contours, and streamlines. Figure 49 presents the axial velocity 
distribution as a function of the radial co-ordinate r at the time 
t = 28.0 and at an axial location in the flow which is close to the 
vortex center. It is immediately noticed that in this velocity profile 
(which is a typical one) the maximum velocity does not occur at the 
center line. However, a maximum velocity at the center line is the 
expected behavior for the vortex ring associated with the circular 
vortex filament of Figure 34. The difference between these two veloc-
ity profiles should be examined. 
First, it should be mentioned that the positive value of the 
dv 




vorticity in Figure 48 at z = 5. For r > 0.5, the term — — is nega-
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Figure 4-9. Axial Velocity Distribution near Vortex 
Center at t = 28 -- Uniform Profile 
142 
reflects this behavior. The existence of a local maximum in the veloc-
ity profile may be explained physically by examining the flow at dif-
ferent times. In the initial stages of the vortex formation, smoke from 
the jet expands with a radial velocity component while air from the sur-
roundings moves in toward the jet. The interaction between these two 
regions of fluid is shown by a local maximum in the axial velocity as 
illustrated in Figure 50-a. As time progresses, more fluid moves into 
the swirl of the vortex, and the action of viscosity begins to take 
effect near the center of the swirl. The maximum in the axial velocity 
profile moves radially inward. This is given in Figure 50-b. Finally 
at some later time (which was not reached in this numerical solution) 
the local maximum should move to the center line as shown in Figure 50-c, 
The time at which the local maximum in the axial velocity profile 
reaches the center line may be a convenient time to use in defining 
when the vortex is fully developed. In the case of the parabolic 
profile in which the velocity gradients were not quite so high, a local 
maximum in the velocity profile reflecting the merging of fluid near 
the edge of the exit plane did not occur. 
Figure 51 illustrates a typical axial velocity distribution 
along the center line. This plot is similar to the corresponding figure 
for the parabolic profile case, and It Is indicative of the large 
velocity gradients which occur near the vortex. 
Concluding Remarks 
The instantaneous streaklines , velocity vector fields, vorticity 
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and the uniform profile case demonstrate the generation of a vortex 
ring. At this point, the similarities and differences between the 
results of the two cases will be quickly summarized. 
The smoke which escapes the orifice expands both axially and 
radially into the flow field, and the velocity difference between the 
emerging fluid and the quiescent surroundings is shown by rotational 
velocity of the fluid elements. In addition, fluid is drawn into the 
jet from the region along the solid boundary, and this motion coupled 
with the rotational velocity of the fluid emanating from the orifice 
ultimately leads to the swirl of the vortex ring. It is difficult to 
precisely define a time at which the vortex ring is complete and at 
which the decay that leads to the breakup of the vortex commences. It 
appears that the behavior of the vortex is continuous, and no clearly 
defined periods of development and degeneration can be specified. 
Since more momentum is introduced into the flow by the uniform 
velocity profile than by the parabolic velocity profile, the resulting 
vortex ring develops faster, produces a larger ring, and exhibits 
higher values of vorticity for the former case than for the latter. 
There also exist qualitative differences in the flow field which are 
associated with the velocity profiles specified in the exit plane. 
Although these differences occur primarily in the vicinity of the 
exit plane, they may be noted elsewhere also. After the initial stages 
of the vortex formation, a negative radial velocity occurs outside the 
exit plane as shown by the convergence of the streaklines and stream-
9v 
r . . . 
lines. Hence, the -r— -component of vorticity m the exit plane is 
d z 8v 
z 
negative. For the parabolic profile case, the -~— -component of vor-
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ticity dominates the above term, and the resulting vorticity in the exit 
plane is positive. However, for the uniform profile case, this latter 
component vanishes, and the vorticity in the exit plane is negative. 
This leads to the existence of regions of negative vorticity which move 
downstream and eventually break apart. It is still questionable to the 
author whether or not the specification of a vanishing radial velocity 
in the exit plane corresponds to a natural phenomenon which would not 
have to be forced in an experimental study. It is still unresolved 
whether the existence of embedded regions of negative vorticity is due 
to the dynamics of the flow field or the specified velocity distribu-
tions in the exit plane. Further numerical studies and experiment are 
needed to answer this question. Another difference in the flow fields 
is the existence of a local maximum in the radial profile of the axial 
velocity as shown in Figure M-9 for the uniform profile case. For the 
case of the parabolic profile in which the gradients were not quite so 
high, the largest value of the axial velocity always occurred at the 
center line. 
For both cases investigated in this research, the numerical 
solution gives a description of the flow field which is that of a vor-
tex ring. After the cessation of flow from the exit plane, the 
behavior of each vortex indicates the slow decay of the angular veloci-
ties by the action of the viscous stresses. Since the magnitude of the 
axial velocity component near the center line is indicative of the 
velocity of the vortex ring, the slow decay of the velocities in the 
flow field is consistent with the sustained velocity which is observed 
in a smoke ring. 
CHAPTER V 
INVESTIGATION OF A SLOWLY DIFFUSING VORTEX RING 
In this chapter the results of the parabolic profile case are 
analyzed to obtain an understanding of the behavior of the fully 
developed vortex ring. The time period investigated is for t > 20, 
the time after which the flow in the exit plane has ceased. The 
influence of the exit plane velocity on the moving ring is thus avoided. 
The geometry and velocity of the ring are computed as well as the cir-
culation of the vortex. These parameters not only are of interest in 
themselves but also are necessary for a comparison of the numerical 
results with those which can be predicted by two existing models of 
vortex flow. The models are the vortex ring as presented by Lamb [7] 
and Hill's spherical vortex as given by Ringleb [9]. Only the results 
of the parabolic profile case are used because it is found that the 
results of the uniform profile case can add little to the insight 
already gained. Lamb's model does not appear to be a good approxima-
tion to the behavior of the vortices of this research. In fact, the 
parameters needed for its successful application must vary by several 
orders of magnitude from those which are calculated here. Since the 
needed variation does not exist in the results of the uniform profile, 
no correlation Is attempted using its solution. On the other hand, 
the speed of the ring calculated from Hill's model does compare quite 
well with the speed computed numerically for the parabolic profile 
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case. This correlation is also expected for the ring generated by the 
uniform velocity profile since here the dependent variables are of the 
same order of magnitude as those of the parabolic profile case. 
Computation of the Axial Location of the Vortex Center 
For simplicity the vortex is assumed to be traveling in the 
axial direction only; the radial movement is neglected. When the 
radial location of the vortex center is computed, this assumption can 
be verified. At any particular time, the vortex center lies somewhere 
on the locus of points for which the velocity is oriented in the axial 
direction. This is illustrated by the line of symmetry on the typical 
streamline pattern of Figure 52. A s a consequence of neglecting the 
radial motion of the vortex, this line of symmetry is normal to the 
center line of the flow field. 
Also shown in Figure 52 are two columns of grid points labeled 
i and i + 1 which lie upstream and downstream of the vortex center. 
The mesh spacing has been increased here for illustrative purposes. 
These axial stations may be found quite easily numerically. Over the 
vast majority of the mesh points labeled i the radial velocity is 
negative, and over the vast majority of mesh points labeled i + 1 the 
radial velocity is positive. At any radial station j, linear inter-
polation determines the axial co-ordinate between the mesh points i and 
i + 1 at which the radial velocity vanishes. The average axial co-
ordinate over all j is taken to be the axial location of the vortex 
center at any particular time. These points are shown as the triangles 
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Computation of the Vortex Velocity 
Now that the axial location of the vortex is known as a function 




where v _ is the vortex velocity and z^ is the axial location of its 
zO J 0 
center. Unfortunately, there is enough deviation in the numerical 
values of z to prohibit the use of the numerical approximation 
zQ(t + **> - Z Q ^ - ^ ) 
V z 0 ( t ) =  
26t 
When such a finite difference equation is employed, the resulting 
velocities do not fall on a curve which shows a decreasing ring 
velocity with increasing time. 
A curve was computed using the center locations of Figure 53 
by fitting a second degree polynomial by the method of least squares 
to the argument 
(zQ - W )
2 
Here W is a constant denoting the ordinate of the center of a hyper-
bola. The parameter W was varied over a wide range until the average 
deviation between the numerically computed values of z and the curve 
was minimized. The result of this computation is shown by the curve 
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of Figure 53. The maximum deviation between the hyperbola and the 
axial locations of the center is about 1 per cent, and the average 
deviation is about 3/10 of a per cent. 
The derivative of this hyperbola with respect to time, i.e., the 
ring velocity, is presented in Figure 54. 
Computation of the Radial Location of the Vortex Center 
Once the velocity of the ring is known at any given time, the 
fixed co-ordinate system may be transformed to one moving with the ring 
In the moving co-ordinate system, the center of the vortex appears as 
a point of zero velocity. Since the dependent variables which are re-
tained by the computer are the vorticity and the stream function, the 
co-ordinate transformation must be effected by manipulation of the 
stream function. In the z,r plane, the axial velocity in the moving 
co-ordinate system at a particular time is given by 
v (z,r) = v (z,r) - v (74) 
zm z zO 
where v is the axial velocity at the point z,r in the moving co-
zm 
ordinate system, v is the axial velocity at the corresponding location 
in the fixed co-ordinate system, and v ^ is the ring velocity at this 
zO 
particular time. Rewriting Equation (74) in terms of the stream func-
tion results in the relation 
i ( |i} -_k{^ ( 7 5 ) 
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In the finite £,n plane this becomes 
b(l -• n) rlih _ M l - n) rii 





Approximating this expression by central differences and multiplying 
the equation through by x / 0 gives, after simplifying, 
ib (i,j+l) = lb (i,j-l) + [iMi9j+l) ~ ^(i,j-l)] 
m m 
(77) 
2 Vz0 * 
b(M- j) 
where 1 7 r M > 
x = r = TT Zn l̂ r—d b M̂ - j 
However, on the center line \\) = 0, and the multiplication of Equation 
(76) by x "to obtain Equation (77) cannot be performed. Thus, Equation 
(77) is not valid for j = 0. 
This difficulty may be resolved by noting that on the center 
line 
v (z90) = Lzrmt — 7T- = 
2 
r^O 
r 8r . 2 
8r 
r=0 
This implies that in the transformed plane 





where the first derivative of the stream function vanishes due to 
symmetry. Employing Equation (78), Equation (74) may be rewritten 
on the center line as 
d2\\) 
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Expressing this in central differences, applying the symmetry condition 
that 
i K i , D = i K i , - D 
and s i m p l i f y i n g y i e l d s 
i j / m ( i , l ) = ^ m ( i , 0 ) + ^ f ( i , D - i ^ f ( i , 0 ) -
zO 
2 2 
2 b M 
( 8 0 ) 
Finally, since the stream function can be specified within an additive 
constant, the stream function at the center line is arbitrarily 
assigned a convenient value, 
i> (i,o) = o 
m 
(81) 
Equations (81), (80), and (77) allow the calculation of the stream 
function distribution on the center line, on the mesh points immedi-
ately next to the center line, and throughout the rest of the field, 
respectively, in a co-ordinate system which is moving with the speed 
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of the vortex ring at the particular time of interest. 
Once the stream function is known in the moving co-ordinate 
system, the corresponding velocity distribution may be computed. The 
center of the vortex corresponds to the location in the flow field 
which has zero velocity. This point is calculated at any time t by 
finding the point at which v vanishes on the line which marks the 
zm 
axial location of the vortex center. Linear interpolation is used. 
The results given in Figure 55 show that the radial location of the 
vortex center is fairly constant. This behavior verifies the original 
assumption that the radial movement of the ring may be neglected. 
Figure 55 illustrates that the radius of the vortex ring takes 
a representative value of about 
However, the vorticity distributions of Figures 21 through 29 show 
that this value is a little high. This in turn indicates that the 
velocity of the ring is a little low. This difference can probably 
be attributed to the linear interpolations which were performed in 
the finite E,, n plane. 
The Numerical Results in the Moving Co-ordinate System 
As a result of the calculation of the vortex center, the flow 
field is now known in a system moving with the speed of the vortex. 
Figure 56 is representative of the vorticity distribution and the 
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Moving Co-ordinate System 
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corresponds to the results of Figure 25 in the fixed co-ordinate 
system. As mentioned previously, the vorticity distribution is unaf-
fected when a uniform velocity is added to or subtracted from the veloc-
ity of the flow field. However, the streamline pattern does show a 
striking difference when it is compared to the pattern of the fixed 
co-ordinate system. In the moving co-ordinates the center of the 
streamline pattern does correspond with the center of the vortex. It 
can be seen that the center of the streamlines compares quite well with 
the maximum value of the vorticity. 
In Figure 56 at z = 3.5, a small vortex which rotates in the 
same direction as the vortex ring may be observed. Between this vor-
tex and the vortex ring, there exists another secondary vortex which 
rotates in the opposite direction. This is indicated by the dashed 
streamline in the figure. The behavior of this secondary vortex which 
rotates in the opposite direction has already been well documented 
both In Figure 25 and the discussion accompanying that figure. 
Finally, it may be noted that the streamlines of Figure 56 bear 
a striking resemblance to those of a spherical vortex. The latter 
streamlines are illustrated in Figure 57. The spherical vortex is 
the axisymmetric analog to a pair of standing vortices in a flow 
field of uniform velocity. A correlation between the spherical vortex 
and the vortex ring in a moving co-ordinate system will be made in a 
later section. 
Calculation of the Circulation 
For a velocity distribution in a co-ordinate system either fixed 




In space or moving with the speed of the ring, the circulation may be 
computed by evaluation of the cyclic integral which is presented in 
vector form as 
T = $ V • ds 
where V is the velocity vector along the path of integration and ds is 
the incremental path length. This equation may be written in scalar 
form as 
r = d> {v dz + v dr} (82) 
7 z r 
The paths of integration used in this study are streamlines. Figure 
58 is presented to clarify the discussion of the numerical calculation 
of circulation at a particular time and along a particular streamline. 
Consider the portion of the z,r plane and the accompanying mesh 
points illustrated in the figure. The location of the streamline cor-
responding to a given stream function can be found by linear interpo-
lation between the values of stream function at adjacent grid points. 
These are also shown in Figure 58. If the line integrals of the form 
AT = J{v dz + v dr} (83) 
J z r 
are summed over discrete portions of the closed streamline, the 
resulting summation along the entire path is simply the circulation 
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Figure 58. Portion of z,r Plane Used in the 
Calculation of the Circulation 
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of Equation (82). The problem of calculating the circulation is reduced 
to the computation of the line integral indicated by Equation (83) over 
a portion of the streamline. An incremental path length is shown by 
the points 1 and 2 in Figure 58. Under the assumption that the veloc-
ity components vary linearly over the line increment from point 1 to 
point 2, Equation (83) may be written 
AT = \ (z - z ) [v (z.. 5r. ) + v (z0,r_)] (84) 
2 2 1 z l l z 2 2 
+ 2" (r2 " r l ) l-vr(zl'rl) + v r
( z2 , r2 )- ] 
where the subscript refers to the point at which a particular parameter 
is being evaluated. 
Figures 59 and 60 present the dimensionless circulation distri-
butions in the fixed and moving co-ordinate systems respectively at 
various times as functions of the area enclosed by the paths of inte-
gration (streamlines). The dimensionless area is a product of a 
dimensionless radial and axial distance. Since some of the streamlines 
form closed paths only at very large distances from the center line, 
the only streamlines employed in the computation of the circulation are 
the ones which form closed paths within the large finite region bounded 
by the grid lines i = 0, j = 0, i = M - 1, and j = M - 1. The circula-
tion is also calculated along the closed path composed of these grid 
lines. This value is taken as an approximation to the circulation of 
the quarter-infinite flow field. 
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Figure 59. Ci rcu la t ion Along Streamline as Function of Area Enclosed by Streamline, 
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Figure 60. Circulation Along Streamline as Function of Area Enclosed by Streamline, 
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Consider now the circulation distributions in the fixed co-
ordinate system as illustrated in Figure 59. Since the center of the 
streamline pattern in the fixed co-ordinate system does not coincide 
with the center of the vortex, some of the streamlines which surround 
smaller regions of the flow field do not enclose the center of the 
vortex. At any particular time the circulation vanishes at the center 
of the streamline pattern where the area is zero. The circulation 
then increases asymptotically to the value calculated over the large 
rectangular region enclosed by the grid lines i = 0, j = 0, i = M - 1, 
and j = M - 1. For Figure 59, this corresponds to an area of about 
50. The circulation along this line is about twice that of the circu-
lation along the largest closed streamline. Since the circulation may 
also be calculated by the expression 
T = || a) dA 
where the double integral denotes integration over a region, it can be 
seen that the decreasing slope of a particular circulation curve for 
larger and larger enclosed areas indicates a decreasing vorticity. 
This behavior has already been observed on the plots of the vorticity 
distribution. Although the center of the streamline pattern in the 
fixed co-ordinate system cannot be ascertained exactly, at any par-
ticular time the slope of the circulation curve for a vanishing 
enclosed area compares well with the vorticity in the region near the 
center of the streamline pattern. 
Figure 59 also indicates that the circulation decreases with 
time. This is attributed to the shear stresses experienced by the 
flow field. The action of viscosity steadily diminishes the velocity 
gradients, and in so doing causes the circulation to steadily decrease 
with time. 
In Figure 60 the circulation is presented in the moving co-
ordinate system. Each curve represents the circulation as a function 
of area in a co-ordinate system moving with the speed of the ring at 
the time indicated on the curve. Here, the center of the streamlines 
corresponds closely to the center of the vortex. Hence, for small 
areas and at a particular time, the slope of the curve in the moving 
co-ordinate system is greater than the corresponding slope in the fixe 
system. This is due to the fact that the average vorticity over a 
given area in the moving system is greater than that for an equal 
value of the area in the fixed system. The closed streamlines of the 
moving system all enclose the vortex center where the vorticity is a 
maximum. As the area surrounded by the streamlines of integration 
increases, the difference between the circulations of the fixed and 
moving systems decreases until the two circulations are equal for the 
large but finite rectangular region whose boundaries correspond to 
i = 0, j = 0, i = M - 1, and j = M - 1, This equality is expected 
since the circulation along a given path does not change if a uniform 
velocity is added to the field. 
Aside from the differences already mentioned, the behavior of 
the curves of Figure 60 is similar to that of Figure 59. The circula-
tion is zero at the origin, and it increases to the circulation 
computed along the rectangle. The circulation along the largest en-
closed streamline remains about 83 per cent of the circulation computed 
along the rectangle. Hence, in the moving co-ordinate system, the 
closed streamlines around the vortex center contain by far the larger 
portion of the circulation of the field. As time progresses the action 
of viscosity causes the decay of the velocity gradients, and the circu-
lation decreases with time accordingly. 
Correlation of Existing Vortex Models 
Now that the geometry, circulation, and velocity of the vortex 
ring have been calculated, a comparison of some of the numerical results 
may be made with those of existing vortex models. As mentioned at the 
beginning of this chapter, the models are the Lamb vortex ring and 
Hill's spherical vortex. The name of the first model is consistent 
with the current literature because many authors state that the result 
may be found in Lamb although Lamb himself points out that the expres-
sion for the velocity of the vortex ring was first given without proof 
by Sir W. Thompson in an appendix to a translation of a paper by 
Helmholtz. 
Lamb's Vortex Ring 
The analysis of Lamb is outlined cursorily in this paragraph 
although a detailed derivation may be found in Appendix J. A vortex 
ring may be considered as a system of circular vortex filaments. It 
is assumed that the vorticities of all the elements are equal; there-
fore, the core rotates as a solid body. Outside the core the motion 
of the fluid is irrotational. An energy equation is derived which 
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relates the energy of the system of filaments to the energy of the 
core. The velocity of the ring appears in a term of this expression, 
and the whole equation connects the velocity of the ring to the 
kinetic energy, the vorticity or strength, and the configuration of 
the ring. The kinetic energy may be expressed as a volume integral 
of the product of the stream function and the vorticity within the 
core, and the stream function in turn is given by Lamb as the integral 
of a complicated expression of elliptic integrals. In order to 
evaluate this integral, a simplification must be made. It is assumed 
that the core of the ring is circular primarily for convenience, but 
more important is the assumption that the radius of the core is much 
smaller than the radius of the ring. This allows a simplification of 
the elliptic integrals and their subsequent integration. Computation 
of the stream function and thus the kinetic energy of the ring gives 
finally the expression of a simple equation for the ring velocity, 
namely 
{In {-±) - \) (85) 




v n = —-— , the dimensionless velocity of the rins zO U 
r 
r = —^- , the dimensionless radius of the ring 
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rL 
r = -—- , the dimensionless radius of the core 
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r u 
r = — — , the dimensionless circulation of the ring 
The starred quantities denote dimensional variables. Remember that 
Lamb has assumed that r << r . 
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The results of the numerical solution shown in the previous 
chapter now allow the evaluation of all the parameters of the Lamb 
vortex model except the core radius r . This may be determined from 
Equation (85). This is one of the purposes of this research: first, 
to ascertain whether or not the Lamb vortex model corresponds to the 
results of this study, and second, to calculate representative values 
of the core radius which may be used in other analyses. Obviously, 
the procedure used to calculate the core size and verify Lamb's vortex 
model must be applied only at specific times in order to be consistent 
with Lamb's analysis which is independent of time. The circulation 
and vorticity of the core of the vortex are constant because no 
mechanism exists for their decay. 
The computational method for evaluating the parameters of Equa-
tion (85) from the results of the numerical study of the parabolic 
profile case will now be discussed. Since the velocity and radius of 
the ring are already presented in Figures 54 and 55 as functions of 
time, the only parameter left to calculate is the circulation of the 
vortex ring. 
The circulation may be computed by the equation 
f 3v 3v 
r = // ' 
dz 
dr dz 
where the double integral denotes the integration of the vorticity 
over a portion of the z,r plane. For the solid body rotation of the 
assumed vortex core, 
8v dv 
"P Z — 
-* — — =w = constant (86) 
dz dr 
where the constant is just twice the angular velocity of the core. 
Hence, within the core the circulation is given by 
r = a) dr dz = a) TT s for s < r (87) 
L 
where the integration is performed over a circular region concentric 
with the core. The circulation within the core may therefore be 
expressed as a linear function of the area of integration. Hence, 
r = w A 
Outside of the core, the vorticity of the fluid is zero, and the circu-
lation is constant for any region of integration which includes the 
core. These considerations lead to the depiction of the circulation 
about the vortex center as that of the two linear segments shown in 
Figure 61. 
On the other hand, the circulation distribution for the viscous 
vortex follows the curve shown in Figure 61. This behavior is con-
sistent with the earlier plots of the circulation as a function of the 
Lamb's Vortex Ring 
Area 
Figure 61. Postulate:1 Comparison or the Circulations of 
_,amb's Vortex Ring and the Viscous Vortex Rinj 
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area enclosed by the integration. The circulation is zero at the 
center of the vortex where the area of integration is zero, and it 
increases as the area increases until it reaches a maximum which cor-
responds to the circulation of the entire flow field. 
A number of attempts were made to use the results of the 
numerical solution to find the core radius. In the first of these, 
the circulation within the core is expressed as 
r = oi A 
where co is the numerically calculated vorticity at the vortex center. 
Remembering that at the edge of the core 
2 
A = TT rT 
L 
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ln{8 -±) - i (88) 
Since r , to, and v are all known parameters at a particular time, the 
u zu 
value of (r /r ) may be calculated quite easily by iteration. Any initial 
u J_I 
guess at the unknown parameter may be substituted in the right-hand side 
of Equation (88), and an improved guess is calculated on the left-hand 
side. This value is in turn substituted into Equation (88), and 
the iteration continues until successive iterates of the parameter 
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(r /r ) agree within some degree of approximation. This procedure was 
u J_J 
employed at a number of discrete times, and some sample results are 
given in Table 5. 
Table 5. Core Size of Lamb's Vortex Ring Using Vorticity 
32 1.18 0.144 0.9 0.46 
40 1.18 0.137 0.7 0.52 
48 1.18 0.134 0.5 0.63 
56 1.18 0.132 0.5 0.63 
From these calculations it can be seen that the radius of the core is 
not small compared to the radius of the ring although this assumption 
was made in the analysis of the solid core model. 
In a second attempt at the calculation of the core radius, the 
circulation of the ring was assumed to be that calculated for the 
large finite region bounded by the grid lines i = 0 , j = 0 , i = M - l , 
and j = M - 1. This value of the circulation is taken to be an approxi-
mation of the circulation of the quarter-infinite region. Some sample 
results are given in Table 6. 
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Vz0 r r /r L 0 
0.144 1.97 2.21 
0.137 1.79 2.00 
0.134 1.74 1.99 
0.132 1.67 1.94 
The core radius calculated from Equation (85) for these values of the 
circulation is greater than the radius of the ring. Clearly, this 
result is unrealistic. 
Investigation of Equation (85) reveals that an increase in the 
circulation of the ring causes an increase in the core size for a given 
ring velocity. In fact, to obtain the vortex ring velocity indicated 
by the numerical solution of the viscid equations, a core radius which 
is small compared to the ring radius necessitates a small ring circu-
lation In Equation (85). This circulation does not correspond to any 
circulation near the vortex center which is experienced by the viscous 
vortex of this analysis. 
It is concluded that the model of a vortex ring proposed by 
Lamb has no correlation to the behavior of the viscous vortex ring of 
this study, nor does it accurately predict the ring velocity. Study 
of the various vorticity distributions presented reveals that the vor-
ticity generated in the uniform profile case is higher than that of 
the parabolic case. Although the ring velocity appears to be somewhat 
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higher in this case, the comparison with the Lamb model is expected to 
be no better. The conclusion for the uniform profile case is the same. 
For a given ring velocity, a core radius which is small compared to 
the ring radius dictates a ring circulation which is smaller than any 
experienced by the fluid at the vortex center. 
Hills' Spherical Vortex 
The resemblance between the streamline pattern of the vortex 
ring in a moving co-ordinate system and the streamline pattern of 
Hill's spherical vortex has already been noted. In this section, a 
correlation is made between the results of the numerical model and the 
results of Hill's analysis as given by Ringleb [9]. The derivation 
is outlined in the next paragraph and given in detail in Appendix K. 
Physically a spherical vortex is the three-dimensional, axisym-
metric analog to a standing vortex in a uniform flow field with the 
sphere being the separating streamline between the internal and 
external flows. Inside this streamline a vortex pattern appears, and 
outside the fluid behaves as it does in uniform Irrotational flow over 
a sphere. Mathematically, the model arises by assuming that in a 
certain region of the flow the vorticity is proportional to the radial 
distance from the center line. The solution of the definition of vor-
ticity equation within the sphere gives the streamline pattern of a 
confined vortex in terms of the unknown constant of proportionality 
between the vorticity and the spatial co-ordinate r. 
The velocity from the known streamline distribution for irrota-
tional flow around a sphere is matched on the sphere to the velocity 
of the vortex flow, and the resulting expression relates the vorticity 
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distribution inside the sphere to the uniform velocity of the external 
flow at a great distance from the sphere. Integration of the vorticity 
over half of the cross section of the sphere yields a relation between 
the radius of the sphere, the velocity of the uniform field, and the 
circulation of a semi-circular area of the cross section. This equa-
tion is 
zO 5 a 
o 
where 
v ^ dimensionless uniform velocity of the external flow 
zO 
a ~ dimensionless radius of the sphere 
o r 
r - dimensionless circulation of 1/2 of the cross section 
of the sphere 
Obviously, Equation (89) must be applied to the results of the 
numerical model only at discrete times because there exists no mecha-
nism for the decay of the circulation in the spherical model. However, 
observation of Figure 56 gives a more optimistic view to this correla-
tion than the one attempted using the Lamb model. In the region of the 
sphere, the vorticity appears to be a strong function of the radial 
co-ordinate r but only a weak function of the axial co-ordinate z. In 
addition, the analysis of the circulation of the vortex in the moving 
co-ordinate system reveals that the circulation within the closed 
streamline which intercepts the center line of symmetry is almost 85 
per cent of the total circulation of the field. Hence, the assumption 
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that the flow outside the sphere is irrotational is probably reasonable. 
The velocity of the uniform velocity field, or conversely the 
velocity of the vortex moving through a motionless fluid, is calculated 
in the following manner. At a particular time the circulation is cal-
culated numerically from Equation (84) along the streamline which 
intercepts the center line of symmetry and thus approximately forms a 
semicircle. The radius of a semicircle having the same area as that en-
closed by the streamline of interest is also computed. Substitution of 
the circulation and the radius of the sphere into Equation (89) yields 
the values of the uniform velocity v _. at various times which are shown 
J zu 
by the triangles of Figure 62. The solid line of the figure is the 
numerically computed vortex ring velocity. The velocity of the Hill 
spherical vortex compares well to that of the vortex ring of this 
investigation. 
Concluding Remarks 
In this chapter, the vortex ring generated by a fluid possessing 
a parabolic velocity profile in the exit plane has been investigated. 
The velocity of the ring is found to decrease until it approaches a 
steady state value whereas the radius of the ring remains constant. 
The circulation is calculated along the streamlines of two co-ordinate 
systems at discrete times. The first system is fixed in space, and the 
second moves with the velocity of the ring. In both cases the circula-
tion is zero at the center of the streamline pattern, and it increases 
asymptotically to the value of the circulation of the whole field when 
it is plotted as a function of the area enclosed by the streamlines. 
In the fixed co-ordinate system the circulation varies throughout the 
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field, but for the moving co-ordinate system the greatest amount of 
circulation is found in a region near the center of the vortex. The 
vortex ring model developed by Lamb which assumes the existence of a 
very small region of concentrated vorticity does not predict accurately 
the vortex velocity. This is due to the fact that the radius of the 
vortex core cannot be found for values of the circulation which actually 
occur near the vortex center. On the other hand, the spherical vortex 
model of Hill which assumes the existence of a rather large region of 
concentrated vorticity does predict quite accurately the vortex veloc-
ity. However, since both models approximate steady state phenomena, 
neither can predict the time rate of change of the circulation. Only 
the Navier-Stokes equations or the vorticity transport equation can 
describe the behavior of an unsteady viscous vortex ring. 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
The generation and development of a viscous vortex ring has been 
investigated analytically for the unsteady, incompressible, three-
dimensional, axysymmetric flow of air in a large volume. The governing 
equations (the Navier-Stokes equations and the continuity equation) have 
been reduced to a system of two simultaneous partial differential equa-
tions (the vorticity transport equation and the definition of vorticity 
equation), and an implicit finite difference technique has been developed 
for their solution. Two specific problems have been investigated in 
detail, and the resulting vorticity, stream function, and velocity 
distributions have been presented. Finally, the numerical results of 
one of these problems have been studied further to obtain the geometry, 
speed, and circulation of the vortex ring. These parameters are used 
in a comparison of the behavior of the viscous vortex ring to the be-
havior of each of two existing vortex models. 
Conclusions 
The results of the investigation may be summarized in the fol-
lowing conclusions. 
1. A technique has been developed which permits the first 
detailed analytical study of the generation and development of a viscous 
vortex ring. The quarter-infinite region of the mathematical model has 
been reduced by a simple transformation to a finite region over which 
the method of finite differences is practicable. The finite difference 
method of the investigation has been demonstrated to provide a stable 
and accurate solution to the governing equations. 
2. The numerical results compare well with the limited experi-
mental data available on the behavior of vortex rings. The streaklines 
which were calculated from the numerical results at the initial stages 
of the vortex development agree qualitatively with smoke pictures which 
have been obtained experimentally. However, in contrast to the find-
ings of Akmetov and Kisarov [37] (this work became available during the 
preparation of the manuscript), the results of the present investigation 
indicate that the region of high vorticity near the vortex center extends 
over a fairly large volume of the flow field. 
3. The vortex ring proposed by Lamb which consists of a small, 
circular rotational core embedded in an irrotational field is not an 
accurate model for the viscous vortex ring of this research. On the 
other hand, the comparison of the propagation velocities with Hill's 
spherical vortex is good, and at any given time, the ring velocity 
compares within about 15 per cent with that predicted by the steady 
state spherical vortex. Although the details of the two flow fields 
do not compare well, perhaps it can be concluded that only the inte-
grated effects are important, at least for the case studied here. 
Recommendations 
The Numerical Method 
A number of general comments are offered at this time concerning 
the application of the finite difference method to problems which require 
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a solution over a region of space (e.g., the Navier-Stokes equations). 
1. Further verification of the method proposed by Esch [22] 
for establishing boundary conditions should be pursued especially with 
respect to comparison of analytical results and experimental data. 
The Esch method was not used in this investigation. Perhaps this 
formulation of the boundary conditions may be extended to give a 
better statement of the Neumann conditions utilized on boundaries 
located at large values of the spatial co-ordinates. 
2. The exponential spatial transformation appears to be advan-
tageous to certain types of problems of external aerodynamics. The 
use of the transformation in these problems should be pursued. Although 
the transformed equations are somewhat more difficult to analyze for 
stability, the transformation itself is a neat and concise method for 
obtaining a large number of mesh points near the boundary and phenomenon 
of interest. In addition, a similar exponential transformation of time 
to a finite interval may prove useful in the computation of unsteady 
problems to obtain steady state results. 
3. An investigation should be made to improve the speed of 
convergence of iterative techniques employed in solving highly non-
linear systems. 
The Problem of the Viscous Vortex Ring 
In this section, a number of general suggestions are offered 
which pertain to the numerical solution of the generation and develop-
ment of a viscous vortex ring. 
1. It is suggested that in any further studies a Dirichlet 
condition, i|; = 0, be applied for large z and large r after the flow 
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has ceased in the exit plane. The Neumann condition was used through-
out this study. The effect of this Dirichlet condition should be care-
fully noted and compared to the results given in this investigation. 
2. The numerical method for the two problems--the uniform pro-
file case and the parabolic profile case--should be investigated for a 
number of finer spatial meshes and smaller time increments. In this 
way the question of convergence can be answered with more positive 
assurance. In addition, the "stretching factors" used in the transforma-
tion should be changed to investigate the effect of varying the distance 
between the co-ordinate axes and the furthest finite grid point. 
3. In order to better understand the mechanism by which the 
vortex ring is formed, the following recommendations are made: 
a. The pressure should be calculated throughout the flow 
field at various times for the parabolic and uniform profile 
cases of this study. These distributions coupled with the vor-
ticity and velocity distributions may help to explain the 
mechanism of vortex formation. 
b. Similar problems should be calculated for very large 
Reynolds numbers. Perhaps the importance of the viscous stresses 
can be determined in this way. 
M-. The specification of a vanishing radial velocity in the exit 
plane is physically questionable. This question can be answered 
analytically by solving numerically the governing equations for the pro-
posed physical model of Figure 63. Here, the trajectory of a piston in 
a tube to the left of the exit plane must be specified. Thus only the 





Figure 63. Proposed Geometry for Recommended Vortex Study 
of the no-slip condition, the radial velocity is zero on the piston and 
both velocity components vanish on the walls of the tube and on the 
solid boundary. Although there may arise some minor difficulties in 
specifying conditions on the moving boundary of the piston, the methods 
given in this investigation should serve to establish all other 
boundary values. Using this approach, the velocity distribution in the 
exit plane may be computed. 
5. Further study of the numerical model will be necessary to 
answer two important questions: 
a. Does there exist a time after which the vortex "forgets" 
how it was formed? If this is the case and the time is rela-
tively short, then the details of the vortex formation will not 
be necessary for the understanding of the fully-developed vortex, 
and some simple similarity parameter may largely determine the 
structure of the vortex. The existence of a similarity parameter 
is necessary in order to predict the behavior of a number of 
vortices from one set of numerical results. 
b. How far away from the vortex center is it necessary to 
go in order to be able to replace the velocity distribution about 
a viscous vortex by the velocity distribution about a vortex 
filament? This analogy is ultimately necessary for the useful 
application of the results of a viscous vortex ring to the prob-
lems of low-speed aerodynamics. 
6. Finally and probably most important, the numerical results 
of this study must be verified experimentally. 
Once the model has been experimentally verified, then the 
lb / 
way may be clear to investigate more difficult problems and to apply 




ATTEMPTED SOLUTIONS OF THE SYSTEM 
COMPRISED OF THE VORTICITY TRANSPORT EQUATION, 
THE DEFINITION OF VORTICITY EQUATION, 
AND THE CONTINUITY EQUATION 
In this appendix will be discussed a number of unsuccessful 
attempts to solve the system of equations composed of the vorticity 
transport equation, the definition of vorticity equation, and the 
continuity equation. The three dependent variables of the system 
are the vorticity and the two velocity components. As stated in the 
text, the major difficulty lay in the fact that the boundary condi-
tion for the axial velocity at the center line could not be firmly 
established. 
For simplicity the differential equations will be considered in 
the dimensionless z,r plane thereby avoiding any additional difficulty 
brought about by the transformation of spatial co-ordinates. The equa-
tions are the vorticity transport equation (the VTE), 
- 3(v w) 3(v w) 2 n ~ ~2 
3LO z r 1 r3 oo 1_ _3w_ w 3ZOJ 
3t 3z 3r " Bey *3z2 r 3r r̂ " 3r2" 
the definition of vorticity equation (the DVE), 
3v 3v 
r z 




and the continuity equation 
dv v dv 
-~+ — + -r-^ = 0 (A-3) 
dz r 9r 
The vorticity transport equation is derived in Chapter II. Although the 
introduction of the vorticity appears to be a complication, in reality 
it is a simplification. The system remains that of three equations in 
the three unknowns w, v , and v . However, with the introduction of 
z r 
the vorticity, only one of these equations is parabolic and the diffi-
culties concerned with numerical stability affect only this equation. 
The remaining two equations are elliptic. 
It is here assumed that the vorticity distribution may be 
calculated at the new time (n+l)6t from the VTE by the methods discussed 
in Chapter III. The problem of this appendix is to find v and v which 
correspond to this vorticity distribution. 
By combining Equations (A-2) and (A-3), one velocity may be 
eliminated from the resulting equation and the other will then be a 
function of geometry and some derivative of the vorticity. The best 
velocity for which to solve is the radial velocity v since this velocity 
vanishes on all the boundaries. Taking the derivative of Equation (A-2) 
with respect to z gives 
2 2 
9 v 8 v 
r_ z_ _ _3w_ 
~ 2 8r3z 9z 
dZ 
and taking the derivative of Equation (A-3) with respect to r effects 
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r 3r 
Adding these equations together yields 
2 2 
9 v n 3v v 8 v 
r 1 r r r 3 to , . , >. 
T F + 7 1 7 - - - + ; ^ = si ( A - 4 ) 
dz r 3r 
whose finite difference analog may be easily solved over the interior 
mesh by the method of successive over-relaxation given in Appendix G. 
Now the axial velocity component v must be ascertained. No matter 
what finite difference equation is chosen to perform this function, 
the truncation error of each term should be consistent with those 
arising in the calculation of w. This consideration dictates the use 
of the central difference formulas of Appendix C. In the next para-
graphs will be discussed some of the methods which were studied to 
calculate the axial velocity v once the radial velocity v was known 
J z J v 
Method I 










A simple numerical integration of this equation is not too accurate 
since the integrand can be evaluated only at discrete points. Also, 
192 
for z at the first mesh point, the integration is done by the trape-
zoidal rule. Although a curve fit is possible at this point, accuracy 
is not enhanced a great deal. It is also possible to employ a polynomial 
curve fit to the integrand and then to integrate the polynomial. How-
ever, for a large number of mesh points in the axial direction, being 
able to attain good accuracy is again the problem. 
Method II 
Either the continuity equation or the definition of vorticity may 
be written as a finite difference equation using central differences to 
determine the axial velocity over the interior of the mesh, but only the 
continuity equation may be employed at the center line since all terms 
of the vorticity are identically zero there. Consider the simplest of 
these equations for the interior of the mesh first. If the definition 
of vorticity is written in terms of the central differences of Appendix 
C, the radial velocity may be calculated as 
v (i,j+l) = v (i,j-l) + v (i+l,j) - v (i-l,j) - 2h w(i,j) 
z z r r 
where h is the mesh spacing for a square grid. Unfortunately, the 
axial velocity can be calculated only at every other mesh point even 
If the starting points are known, and they are not. Due to symmetry 
v (i,l) = v (i,-l) 
z z 
and both are unknown. Also, the velocity at the center line is unknown 
so v at the even values of the index j cannot be calculated either. 
z 
Similar problems also occur in attempting to use the other boundaries 
as starting points and in attempting to use the continuity equation 
instead of the definition of vorticity as described above. Even if 
boundary conditions could be calculated, there appears to be no method 
which is theoretically sound to calculate interior velocities which 
will then satisfy both continuity and the definition of vorticity. 
At the center line, only the continuity equation 
8v v 8v z r r 
dz r <3r 
can divulge any new information. Unfortunately in this equation at 
r •'- 0 a singular point occurs which cannot be reconciled by evaluating 
its limit since the derivatives of v with respect to r at r = 0 are 
r r 
finite and unknown. 
Method III 
As already seen, the greatest difficulty arising in the velocity 
calculations lies in determining the axial velocity at the center line. 
Even when this boundary value can be established (for example, by know-
ing the solution from calculations performed with the stream function), 
other problems arise. As already mentioned, finite difference analogs 
to the continuity and vorticity transport equations do not seem satis-
factory, A new approach was attempted. The radial velocity component 
was calculated by Equation (A-M-). In a similar manner, an equation may 
be found for v . The derivative with respect to r of Equation (A-2) 
is 
2 2 
3 v 3 v 
r_ _ z_ _ _d_w_ 
3z3r ,, 2 3r 
3r 
and the derivative with respect to z of Equation (A-3) gives 
2 2 
9 v n 3v 3 v 
* + i_L+ L= o 
_ 2 r 3z 3r3z 
3z 
Taking the difference between these two equations and noting from the 
definition of vorticity that 
3vr 3v z 




3 v -, 3v 3 v 
. 2 + r 3r + . 2 " r 3r (A 5 ) 
3z 3r 
This equation can be easily solved by the method of successive over-
relaxation. Again, the test of the approximation is to calculate v 
and v from Equations (A-4) and ( A - 5 ) , respectively. These should 
satisfy the original Equations (A-2) and ( A - 3 ) . Evidently the method 
of combining equations gives a poor representation for both the DVE 




In the studies preliminary to this investigation, various attempts 
were made to find the velocities without resorting to the stream function. 
The most difficult problem proved to be establishing the boundary value 
of the axial velocity at the center line of symmetry. Next, no methods 
which were theoretically sound could be found by which the velocities 
could be calculated from the finite difference approximations to the con-
tinuity equation and the vorticity transport equation. Finally, without 
resorting to the stream function, no method could be found, at least for 
a reasonable number of mesh points, to calculate the velocities from 
equations such as Equations (A-4) and (A-5) which were derived by 
manipulating the basic equations. 
It appears that the problem of accurately calculating velocities 
without the use of the stream function will have to be solved before 
more difficult solutions to the Navier-Stokes equations may be obtained. 
For example, in three-dimensional flow or in two-dimensional, unsteady, 
compressible flow, the stream function does not exist. In addition, 
some method will have to be developed whereby boundary values may be 
ascertained on a line of symmetry. 
iy o 
APPENDIX B 
DERIVATION OF THE PRESSURE EQUATION 
In the development of the governing equations used in this 
research, the elimination of the pressure as one of the unknowns has 
afforded a great simplification. Once the vorticity, stream function, 
and velocities are found as functions of time and space by solution of 
the simplified equations (the equations devoid of the pressure term), 
the pressure may be calculated independently at any given time. 
On the other hand, simultaneous calculation of the unknown 
pressure and the other dependent variables may serve a useful end 
especially in the calculation of "he flow about an obstacle which is 
embedded in the flow field. If the boundary conditions on the obstacle 
are expressed as Neumann conditions as established by the velocity com-
ponents on the obstacle, no difficulties arise. However, if the 
boundary conditions on the obstacle are expressed as Dirichlet condi-
tions, a new unknown, the stream function on the obstacle, is introduced. 
To determine this unknown function at any time, an additional equation 
is provided by the fact that the cyclic integral of the pressure (a 
physically-measurable and therefore single-valued function) must vanish 
along a path surrounding the obstacle. An excellent discussion of this 
point is given by Pearson [32]. 
In the problem of this research, there is no need for the simul-
taneous calculation of the pressure and the other dependent variables, 
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and it is the purpose of this appendix to demonstrate how the pressure 
may be computed independently of the other variables once the vor-
ticity, stream function, and velocities are known. This computation 
may be performed in a number of ways. For example, the pressure may 
be determined from either one of the Navier-Stokes equations in which 
it is now the only unknown; it need not be found by anything so com-
plicated as a stepping procedure in time since it is now dependent upon 
only the spatial and temporal derivatives of known functions. Use of 
the Navier-Stokes equations presents an unnecessary difficulty, however. 
In order to evaluate the unsteady terms of these equations by finite 
difference techniques, the velocities at the time steps immediately 
preceding and succeeding the time of interest must be used. For 
example, one unsteady term may be evaluated in terms of the finite dif-
ference approximations of Appendix C as 
. n+1,. .x n-1,. . v Bv v (1,] ) - v d,]) z z z 
9t 26t 
where n is the time index and 6t is the time step increment. This added 
complexity may be avoided. 
In this appendix will be derived an equation from which the pres-
sure distribution throughout the flow field may be calculated at any 
time t In terms of only the stream function distribution at that par-
ticular time t. 
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The Derivation 
The derivation commences with a statement of the dimensionless 
governing equations (the Navier-Stokes equations and the continuity 
equation) which may be written as 
9v 
z 







9p , 1 
9z Rey 
*2 9 v 
3z' 
i 9 v z 1 z 
- + - -5— + 
r 9r 
s2 9 v 
9r' 
(B-1) 
9v v 3v 
z r r 
1 — + + " 5 — 
dz r 9r 
= 0 (B-3) 
* 2 
Here, the pressure has been non-dimensionalized by the term p U . 
Differentiating Equation (B-1) with respect to z and Equation (B-2) 
with respect to r, adding the resulting equations, and simplifying 
yields the expression 
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(B-5) 
It can be seen from the continuity equation, Equation (B-3), that 
r 
r 
Substituting this value of 3 into Equation (B-4), performing the dif-
ferentiation implied, and simplifying produces 
9v 9v 9v 
+ v + v 
1 
9t z 9z r 9r Rey 
2 2 
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Study of the second of the Navier-Stokes equations, Equation (B-2), 
reveals the bracketed term on the left-hand side of Equation (B-6) 
to be nothing other than the term 
9p_ 
9r 
which when substituted into Equation (B-6) allows the derivation of an 
equation relating the pressure distribution to the velocity distribu-
tions , 
200 














r [3z j k 3z J W j 
(B-7) 
Note here that although the velocities are functions of time, all time 
derivatives have vanished; only the velocities at the particular time 
of interest are needed. When the velocities are expressed in terms of 
the stream function i|>, the pressure equation takes the final form 
affi. + i 22. + ^2. - _ _?_ J A. .2 r 3r ^2 2 1 2 
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This expression allows the computation of the pressure at any particular 
time t in terms of only the stream function distribution at that same 
time. 
Equation (B-8) is an elliptic, linear, partial differential equa-
tion requiring boundary conditions on the region of interest. If the 
pressure can be expressed on the boundaries , the Dirichlet problem 
results, and if the normal derivative of the pressure can be expressed 
on the boundaries, the Neumann problem results. In this appendix, the 
pressure equation will be solved using mixed boundary conditions. This 
is the way that the DVE is solved. Consider now the boundary conditions. 
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Boundary Condition for Large z 
The dimensional pressure at a great distance from the origin is 
specified as the reference pressure, p , which for this case takes the 
K 
value of atmospheric pressure. Hence, in terms of the dimensionless 
pressure, 
PR 
for large z p = • .,. (B-9) 
pV 
Boundary Condition for Large r 
Once again the dimensional pressure is specified as atmospheric 
Hence, dimensionlessly, 
PR 
for large r p - A (B-10) 
P*"U 
Boundary Condition at r - 0 
At the center line due to symmetry 
& = ° CB-11) 
Boundary Condition at z - 0 
The boundary condition on pressure both in the exit plane and on 
the solid boundary may be determined by investigating the governing 
equations. Differentiating the continuity equation, Equation (B-3), 
with respect to z, substituting the result into the axial momentum 
equation, Equation (B-l), and simplifying reveals that 
)v 9v 9v „ i ., 9v 9 v 
_ z + v * + v * = _ 3p_ + 1 _ 1 r _ z ( B _ 1 2 ) 
9t z 9z r 9r 9z i?ezy ( r 9z 9z9r 
n 9v 9
2v 
r 9r . 2 
9r 
Employing the definition of vorticity given by 
9v 9v 
r_ : 
9z ~ 9r 
w = - ^ ~ ̂  (B-13) 
allows the simplification of Equation (B-12) to 
9v 9v 9v 
_5.+ v —L+v — A , - i P _ ^ ( ^ + ^ j (B-IH) 
9t z 9z r 9r 9z Rey 19r r; ^D X H ; 
This is the equation to be used to determine the boundary condition on 
pressure in the plane z = 0. 
Since the plane z = 0 is divided into two different regions, the 
exit plane and the solid wall, consider the exit plane first. 
Because it has been specified that the radial velocity vanishes 
in the exit plane, Equation (B-14) simplifies to 
9v 9v 
z z 9p 1 r 9cu ooi , . 
TT + 'z ir= - 3t-fl^fe+F> (B"15) 








t = /(r) 
CL = gM 
-L-_ /(r) Mil 
at JK } at 
(B-16) 
Since the distribution of v and the corresponding stream function is 
Zi 
already known, the term 
8v, 
9z~ = 7i(t,z = 0,r) 
(B-17) 
z = 0 
may be approximated numerically by a curve fit or a Taylor series 
expansion. The problem is analogous to that of estimating the boundary 
value of the vorticity necessary for the solution of the VTE. A 
similar technique may be applied to evaluate the term 
8(J0 
8r = fc(t,z=0,r) (B-18) 
z=0 
Substituting Equations (B-16), (B-17), and (B-18) into Equation (B-15) 
then yields the Neumann condition for pressure in the exit plane as 
at z=0, r < 1 
f̂ T = " [fM ^ f ^ - + f(r) g(t) fc(t,z=0,r)} (B-19) 
--^{fc(t,z = 0,r)+£} 
On the solid boundary where the axial velocity vanishes, Equation 
(B-15) simplifies to show that 
at z=0, r > 1 
t=-5fc-^-°'r)+Fl (B-20) 
The pressure distribution may now be calculated at any time t 
at which the corresponding stream function and vorticity distributions 
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are known by using Equation (B-8) subject to the boundary conditions 
stated in Equations (B-9), (B-10), (B-ll), (B-19), and (B-20). 
Although the pressure equation is expressed in terms of the 
stream function only, some of the boundary conditions are functions of 
vorticity. Introduction of the vorticity on the boundaries presents 
no great difficulty, but remember that the vorticity may be expressed 
in terms of the stream function if this is desirable„ 
As in the case of the VTE and the DVE, the pressure equation 
and its boundary conditions must be transformed to the £,n plane which 
2 
is simulated by a square mesh of (M+1) equally spaced grid points. 
The transformed equation and the accompanying boundary conditions must 
then be approximated by finite difference equations. The application 
of the finite difference expression for the governing equation, Equation 
(B-8), to each interior mesh point gives a system of simultaneous alge-
braic equations. Since the boundary values of pressure are also unknown, 
additional equations must be developed from the boundary conditions<, The 
2 
end result is a system of (M+1) simultaneous algebraic equations in the 
2 
(M+1) unknowns, i.e., the values of the dependent variable at each grid 
point. The transformation of the governing equation and the derivation 
of the finite difference analog are not included here because both of 
these are straightforward derivations. The transformation of Equation 
(B-8) is the same as the transformation of the VTE or the DVE. The 
derivation of the finite difference equation follows closely the develop-
ment of Appendix F wherein the DVE--an equation similar to the equation 
which results from the transformation of Equation (B-8)--is written as 
a finite difference equation„ 
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Suggestions for the Boundary Conditions 
The difficulties inherent in the solution of the pressure equa-
tion are easily recognized. They are concerned with the numerical 
approximations which are needed to evaluate the boundary conditions 
indicated in Equations (B-9), (B-10), (B-ll), (B-19), and (B-20). The 
method of trial and error will probably determine the most accurate 
and easiest way to numerically approximate the boundary conditions. 
However, in order to facilitate any future study of the calculation of 
the pressure through the use of Equation (B-8), a few suggestions will 
be made here regarding the evaluation of the boundary conditions„ The 
following discussion will describe approximations which are primarily 
those of the finite difference technique, and the reader may wish to 
refer to Appendix C for the development of the finite difference method. 
Since the solution of the pressure equation must be found in the 
transformed plane, the derivatives of interest will be transformed to 
the £,n plane. The finite difference mesh of the transformed plane is 
composed of M+l grid points in both the axial and radial directions, 
and the distance between mesh points is given by 
*-k 
The development of the boundary conditions will begin with the easiest 
one and then will move on to the more difficult expressions. 
Evaluation of the Pressure at Large Distances 
This boundary condition is expressed by Equations (B-9) and 
(B-10), and it is applied simply by specifying the pressure at the grid 
point furthest removed from the origin,, Hence, 
PR 
p(i,M) = p(M,j) = — — - (B-21) 
P IT 
Evaluation of the Term ~- = 0 3r  
This boundary condition is expressed by Equation (B-ll) at the 
center line. The transformation of the original boundary condition is 
simply 
|2-= b(l-n) |E.= o 
8r 9n 





The problem now is to represent the derivative of pressure with respect 
to n in a suitable finite difference form. 
The simplest representation is made by expressing the pressure at 
the grid point just inside the boundary in terms of the pressure and its 
208 
derivatives on the boundary by means of a truncated Taylor series. 
Considering any axial station depicted by the index i and the boundary 
at n = 0 gives the expression 
/• n _ n M nN , h 3p(i,0) h 9 p(i,0) h 9 p(i,n) 
U ' i ; P^1'^ + u an 2! „ 2 3! 3 
3n 
where h is the mesh spacing and n lies in the interval (0,h). If it can 
now be assumed that the second derivative also vanishes at the boundary, 
then the boundary value is given by 
p(0,j) = p(l,j) 
with a truncation error equal to that of a central difference represen-
tation. However, for the case of a symmetric function, the assumption 
of a vanishing second derivative is not valid. 
Since the second derivative usually is not known, Esch [22] has 
introduced a method to handle such problems„ The pressure for the two 
grid points just inside the boundary may be expressed as the truncated 
Taylor series: 
3 
_,,-, M _ ^ r n ^ .
 h 9p(Q»]) , h d p(0,]) , h 1 
P(l,3) - P(0,D) + jJ-J- + 27 ~ 2 ~ + 3 T ~ 7 1 
dn 9n 
3 
n ( 2 i) - D ( 0 i) + 2h 3p(0,j) (2h)
2 32p(0,j) (2h)3 8 p ( ° ' n 2 ) 
p(2,3) " P(0,:)
 +
 U dr] "> 2 ! 9
 + 3! , 3 
df) dn 
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where h is the mesh spacing, n lies in the interval (0,h), and n9 lies 
in the interval (0,2h). Eliminating the unknown second derivative be-
tween these two equations, and simplifying the result by the fact that 
the first derivative vanishes gives 
3 . -
P(0,j) = ± (4p(l,j) - p(2,j)} + ̂ -h3 d P ( 1' n ) (B-22) 
3 y dr}6 
where by the mean value theorem n lies in the interval (0,2h). Although 
the truncation error of this expression is less than that of a central 
difference formulation, the big significance is that this error is at 
least as small as the error in a central difference. The truncation 
error arising from the difference approximation to the boundary condi-
tion should be at least as small as the one arising from the difference 
expression for the governing equation., 
Use of Equation (B-22) gives the additional equation necessary 





Evaluation of the Term — — dz — 
This expression is found in Equation (B-17) where it must be 
evaluated in order to obtain the boundary value of pressure in the exit 
plane and on the solid boundary. 
In the transformed plane this term may be written 
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dv dv 9v 
' = a(l-U -x^= a 
dz v w d£ 8? 
The axial velocity at the grid points located at i = 1 and i = 2 may 
be expressed as truncated Taylor series about i = 0 for any radial 
station denoted by the index j. These expressions are: 
rn M h
 3vz<°'j> h2 3 2 y ° ' j > h3 3 V * i ^ 
v ( 1 , D ) = v ( 0 , : ) + ^ ^ + y r o— + zv ' J ' zv ' J / 1 ! 8? 2 ! _c2 3! . 3 
dfc, d ^ 
,„ . , , (2h) ^z ' ° 'J» (2h)2 3 2 V ° > J ) ( 2 h ) 3 3
3 v z (S 2 , j ) 
v z ( 2 , : ) = v z ( 0 O ) + — n + — - 5 — + — - 3 
d£ dt, 
where E, lies in the interval (0,h) and E, lies in the interval (0,2h). 
Eliminating the second derivative between these two expressions gives 
3vz(0,j) , 1 2 *\&>V 
— 5 1 = ST*" 3 Vz ( 0^> + * V 1 ' ^ - vz(2,j)} ̂ h
2 ^ (B-23) 
where % lies in the interval (0,2h). The truncation error of this 
approximation is of the same order of magnitude as the error of a 
central difference expression. 
The velocities v (0,j), v (l,j), and v (2,j) must now be deter-
mined. The first of these may be obtained from the given parameter 
vz(0,r) = f(r) git) (B-24) 
in the exit plane. On the solid boundary 
v (0,j) = 0 
Zi 
from the no-slip condition. The other velocities may be easily calcu-
lated from the known stream function distribution by the equation 
v^> = ̂ i * 
whose finite difference representation is 
v (j.j) .bO^Jhl »(i.J+D - »(i.J-D (B_25) 
z x 2h 
3vz(0,j) 
The term may now be calculated by substituting Equations 
o Z 
(B-24) and (B-25) into Equation (B-23). The truncation errors of all 
2 
these approximations are of order h , and since these results are added 
in Equation (B-23), the truncation error of Equation (B-23) is of 
order h . 
Another method of evaluating the axial derivative of the axial 
velocity might be to express this derivative in terms of the stream 
function as 
z_ _ n_r\ z_ _ ab(l-g)(i-n; 9 if> 
3z K ^ K X 3?3n 
However, this involves the approximation of a mixed derivative which 
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might prove difficult on the boundary. 
Evaluation of the Term -r— _ dr— 
The transformation of this expression gives 
— = b(l-n) TT-Sr dr\ 
and this may be evaluated by a central difference to yield 
^ _ h M _.hl o)(i,j+l) - (d(i,j-l) 
9r y J U 2h 
which has the same truncation error as the other boundary conditions. 
The reader may have noticed that the term — was not discussed. This 
term can cause some difficulty if it is needed at the center line where 
r vanishes. However, it is not needed at the center line. When the 
finite difference approximation to the pressure equation is derived 
using central differences, the pressure is expressed in terms of 
variables of four adjacent points, that is, parameters evaluated at 
the grid points above, below, to the right and to the left of the 
central point i,j. When this mesh point corresponds to the values of 
i = 1 and j = 1, the only boundary conditions needed are for the points 
i = 0, j = 1 and i = 1, j = 0. Hence, no boundary condition need be 
evaluated at the point i = 0, j = 0 on the center line. This line of 
reasoning also applies to the other three corners of the mesh. Since 
the corner mesh points do not enter into the calculations , the system 
of simultaneous algebraic equations which is solved is really composed 
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of (M+l) - 4 equations. 
In this appendix, an equation has been derived by which the 
pressure may be calculated independently at any particular time for 
which the vorticity and stream function distributions have already 
been computed. The boundary conditions and some suggested finite dif-
ference approximations for them have also been discussed. 
APPENDIX C 
THE FINITE DIFFERENCE TECHNIQUE 
In this appendix, several different finite difference approxima-
tions are developed for the partial derivatives of Interest. Of impor-
tance in this discussion is recognition of the truncation error involved 
in each approximation. 
Consider the mesh of Figure C-l which is evenly spaced in both 
the axial and radial directions. Following the notation of the text, 
the spatial co-ordinates are given by £ and n, and the partial deriva-
tives are evaluated at the various grid points (i,j) where 
r i J 
? = M n = M 
and h = — is the mesh spacing„ Both Indices vary from zero to M. 
In the following paragraphs, the general function G is chosen 
as the dependent variable and derivatives will be taken only in the 
^-direction. It is to be recognized, however, that a derivative in 
the n-direction, or in the time direction for that matter, is calculated 
in the same manner as the ones to be derived. 
First Derivative—Central Difference Approximation 
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Figure C-1. Mesh Spacing in the Transformed Plane 
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is evaluated at the point (£,n) or the mesh point (i,j). It is assumed 
here and throughout this investigation that higher order derivatives 
exist and are finite. The value of the function G at the points 
(?+h,n) and (£-h,n), the mesh points (i+l,j) and (i-l,j), respectively, 
may be approximated by using Lagrange's form of the remainder in the 
truncated Taylor series expansions about the point (£,n). Hence 
r(r+h ^ - r(r n w h 8 G ^ > ^ + h 9 G(g,n) , h3 9 GUi,n) G(£+h,n) - G(£,n) + r- ^ + — — — + — 
and 
3 
»,., - „,, , h 3GU,n) h2 32G(S,n) h3 d G(e2'
n) 
G(£-h,n) - G(e,n) - J T — 5 | +27 ~ 2 ~ ' 37 3 
dt, dt, 
where E, lies in the interval (£,£+h) and £ lies in the interval 
(£-h,£). Taking the difference of these two equations yields the fact 
that 
3 




35 3! \ a?3 a?3 
which simplifies to 
See for example, Thomas, Calculus and Analytic Geometry_, 
Addison-Wesley, Reading, Massachuse t t s , 1958, p . 579. 
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- G»-h,n) h2 jf^yr,) 33G(C2,n) 
3* 2h 12 1 H3 H3 
Rewriting part of this in terms of the indices i and j shows finally 
that 
3G(g,n) = G(i+l,j) - G(i-l,j) h^ 3
3G(g,n) 
3? 2h 6 3 
where by the mean value theorem £ lies in the interval (£-h, £th). Here 
it can be seen that when the approximation 
3G(g,n) = G(i+l,j) - G(i-l,j) 
9? 2h 
2 is written, a term is neglected whose coefficient is of the order h 
3 _ 
for jr-2 finite. By decreasing the mesh spacing h, the size of 
ar 
this neglected term, the truncation error, is diminished. 
First Derivative—Forward Difference Approximation 
In order to evaluate the first derivative 
3GU,rQ 
35 
the truncated Taylor series expansion for G (£+h,n) may be written as 
h SC(£ nl h2 ^ ( ^ . n ) 
G(5+h,n) = G(e,n) t ^ ^ f ^ l r 5— 
35 
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which may be rearranged to 
2 
3GU,n) _ G(g+h,n) - G(g,n) h 8 G ( €i» n ) 
dK h 2 ,r2 
Rewriting part of this in terms of the indices, the derivative becomes 
2 
3G(g,n) G(i+l,j) - G(i,j) h 3 G(^i»n) 
3C h 2 3C2 
Since the coefficient of the truncation error is of order h, it is seen 
that this formulation is not so accurate as the central difference. 
First Derivative—Backward Difference Approximation 
In a derivation analogous to the forward difference, the Taylor 
series expansion for G(£-h,n) about the point (£,n) may be written and 
simplified to produce a backward difference approximation which is of 
the form 
2 
3G(g,n) G(i,j) - G(i-l,j) h 3 G ( C 2 ' n ) 
35 h 2 ^2 
This has the same truncation error as the forward difference. It may 
now be seen that of the simple approximations of the first derivative 
which require evaluation of the function at only two points, the central 
difference approximation has the smallest truncation error and is thus 
preferred. 
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First Derivative—Central Difference Approximation 
(Unequally Spaced Grid) 
The analysis will depart for a moment from the equally spaced 
grid of Figure C-1 to consider some of the difficulties associated with 
the unequally spaced points of Figure C-2. To obtain an approximation 
for the partial derivative 
3G(C,n) 
9? 
by evaluating the function at the unequally spaced points whose co-
ordinates are (£>h ,n) and (£-h ,n), the Taylor series expansions may 
be written 
hi w r > < hi) 2 92G(?,,n) 
GU+hiSn) = GU,n) + -±%£*H>- +
 X ' l 9 " ^' ' 1! 9£ 2! _r2 
ot, 
r r r h ,-c,F ,
 h2 »G(6,n) , ( h 2 ) 2 3 G ( C 2 ^ ) Gu-h_,n) = G(5,n) - TI 5T-2— + 2» ' ^' " 1! 9£ 21 . 2 
Eliminating the parameter G(£,n) between these two equations produces 
_,_ , GU+h.,n) - GU-h n) n 3
2G(£, n) 3G(M> = \ , . ? 1 (h -hj -
9£ hJL + h2 2
 v 1 *2' a?2 
This approximation is a little more difficult to apply than the one 
using equally spaced grid points because here it is necessary to keep 
track of the grid points in order to use the correct mesh spacings. 
Although the magnitude of the truncation error, (h - h ), may be less 
220 
Figure C-2. Portion of Grid of Unequally Spaced Mesh Points 
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2 
than h, it is still higher than that of the equally spaced grid, h 
Second Derivative—Central Difference Approximation 
Evaluation of the second derivative 
32G(g,n) 
H2 
requires the Taylor series expansions 
4 
r r r + h r^ - C(F n W h 3 G ^ ^ ) , h2 32GU,n) . h
3 33GU,n) , h
4 8 G ( ^ i ^ ) 
GU+h,n) - G(c,n) + j r — * sT ~ — ^ + ~ " a - + TT ~ ^ 
at, at; at, 
4 
r r r h n) - rVr ^ h 3 G <^»n) . h 2 9 2 G ( g , n ) h
3 a 3 G ( g , n ) , h 4 8 G ( g 2 ' n ) 
G(c-h,n) - G(?,n) - X T — 3 | + ^ T ~ T ^ 3 T ~ T ^ *T ^ 
at, dt, dc, 
Addition of these two equations allows elimination of the first deriva-
tive and yields after some simplification 
82GU,n) _ G(i+l,j) + G(i-l,j) - 2G(i,j) 1 ^2 d^G^n) 
2 2 12 4 
K h 8C 
This result is noteworthy for several reasons. First, elimination of 
the first derivative in this central difference also results in elimi-
nation of the third'derivative, so the net effect is a truncation error 
2 . 
of the order of h instead of h which would result from a forward or 
backward difference approximation. Second, the order of magnitude of 
the truncation error for this approximation is the same as that for the 
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central difference of the first derivative--the errors of the two 
approximations are consistent. Thus, if a second order equation is 
written entirely in terms of central differences, the order of magnitude 
of each of the individual truncation errors will be the same. 
It is worth noting that difference approximations offering 
smaller truncation errors may be derived at the expense of complexity 
by writing Taylor series expansions for a larger number of grid points. 
For example, a five-point central difference expression for a second 
derivative may be written as 
2 
' G(!J'n) = -±-7T f-G(i-2,j) + 16G(i-l,j) - 30G(i,j) + 2 2 
H 12h 
i6G(i+ i , j) - G<i+2,j) } + ^ i f e i L n l 
as 
where \ lies in the interval (£-2h, £+2h). Although the truncation 
error is smaller here than for the corresponding two-point formula, 
an additional difficulty occurs when this approximation is applied near 
the boundary. This case is illustrated in Figure C-3. One of the grid 
points falls outside the boundary, and somehow this problem must be 
reconciled. 
A few words may also be said in defense of forward and backward 
differences. When the boundary of Figure C-3 is again considered, the 
investigator may prefer a forward difference which offers the same 
order of truncation error as the two-point central difference formula. 
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Figure C-3. Illustration of Use of Five-Point Formula Near a Boundary 
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STABILITY ANALYSIS OF THE VTE 
It is the purpose of a stability analysis to find a finite dif-
ference approximation to a partial differential equation for which the 
numerical error--the difference between the numerical solution of the 
finite difference equation and the exact solution of the difference 
equation--is small throughout the region of integration. Since a para-
bolic equation can be solved by a stepping procedure, this type of 
equation is particularly susceptible to numerical instability. It will 
be seen in the following pages that equivalent but different differen-
tial equations as well as a wide variety of finite difference approxi-
mations all may give rise to unstable numerical models. A stability 
analysis can predict which of these models is worthwhile to pursue. 
Two expressions for the VTE, a second order non-linear partial 
differential equation, will be considered. These are given by Equa-
tions (47) and (31) of the text and are repeated here for completeness. 
Remember that the interest in Equation (47) stems from the fact that it 
is a simplified form of Equation (31). The two equations are, respec-
tively, 
— + v a ( l - O ^ F + v t b ( l - n ) ^ - - ] = 
9t z dE, r dr\ x 
(D-l) 
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1 t 2,, ,-2 32u 2,n ,. 3w io b(l - n) 3w 
dS X 
L -J-CX \ 7 a2(j0 ^2fi \ 9t0 1 
+ b (1 - n) — j - b (l - n) — J 
8n 
and 
, 8(v oo) 8(v oo) 
I7- + a(l - C) * + b(l - n) ,r = (D-2) 
8t 8£ 9n 
i { a 2 ( 1 _?)2 a ^ . a 2 ( 1 . € ) | ^ + b ( i • n) a. 
u K 2 ^ I ^ ^ V 2 M \ 3 w 1 
+ b (1 -n) —7T - b (1 -n) — } 
rs ̂  on 
3n 
A number of manipulations which have been proved capable of 
enhancing the stability of finite difference equations in the past 
will now be employed. It is the purpose here to introduce these ideas 
and to perhaps indicate how they may change stability. In this way, a 
rational approach is presented whereby one may learn to manipulate a 
difference equation, analyze its stability, and thereby derive a 
numerical model which is no more difficult than is necessary. In the 
interest of clarity, the derivations of the finite difference approxi-
mations to Equations (D-1) and (D-2) have been set aside in Appendix E. 
The analysis to be employed is that of von Neumann as it is 
discussed by O'Brien, et al. [33]. It will be described here using the 
nomenclature of the vorticity transport equation. It is assumed that 
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for stability purposes the VTE may be linearized. This should not be 
too stringent since it may be argued that by being protected against 
small perturbations, the equation shouldn't experience any large per-
turbations which would render invalid the assumption of linearity. 
When v and v are slowly varying functions of time, it can be shown 
that the numerical error at the time (n)6t and at the grid point (i,j), 
i.e. , 
n. . . . n, . . s ~n, . . * 
E (l,j) = W (l5] ) - 03 (l,J ) , 
satisfies the same difference equation as does the vorticity. In this 
expression, 
w (i,j) is the numerical solution to the difference equation, 
and 
u) (i,j) is the exact solution to the difference equation. 
A Fourier decomposition of error is assumed of the form 
i(k i + k j ) 
£ (i,j) = E sU e -1 (D-3) 
J o 
where 
i 2 = - i 




refers to the variation of e (i,j) in the £-direction where X is the 
wave length measured in units of the index i. Similarly, k is the 
wave number variation in the n-direction. The reference amplitude £ 
is modified by s where s is the growth rate factor and n is the index 
of time advancement. Note that if the component solution is to remain 
bounded as n becomes large, then 
s < 1 
The procedure is to write the finite difference equation in terms of 
the numerical error e (i,j) and its various permutations and subse-
quently to investigate what conditions must be met in terms of time 
step size, mesh size, and other parameters in order for the component 
solution to remain bounded as n becomes large. 
On the following pages , the stability of four finite difference 
analogs to Equation (D-1) and one analog to Equation (D-2) will be 
investigated. Since the various approximations to Equation (D-1) differ 
only in the time derivative, the starting point for the first four 
cases is the finite difference equation 
8co r rM -• i 
9t ẑ  M 
o)(i+l,j) - u)(i-l,j) 
2(1/M) 
(D-4) 
•M _-_ i 
M M )̂ 
o)(i,j+l) - oa(i,j-l) 
2(1/M) 
toC J- a j ) 
X 
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1 j 2{M - i )
2 
+ ReJ {a t-^-J M 
o ) ( i + l , j ) + o j ( i - l , j ) - 2 a ) ( i , j ) 
(1/M)2 
2rM - i^ 
a ( - 1 T - J 








• > 2 ( ^ 
^)(i,j+l) + gj(i,j-l) - 2o)(i>j) 
(1/M)2 
b2(^^] o)(i,j+l) - (JDCJ,j-1) 2(1/M) 
This equation is derived in Appendix E as Equation (E-2). 
Case I. Forward Time Difference--
Explicit Formulation of the Simplified VTE 
The simplest finite difference approximation to the time deriva-
tive is the forward difference which gives 
» n+1, . .v. n, . .v 
3co _ a) d,]) - a) (i,:) 
at fit 
In this formulation, the co(i,j) term on the right-hand side of Equation 
(D-M-) is evaluated at the time (n)6t. Combining the time derivative 
given above with Equation (D-4) and simplifying the resulting expression 
gives 
(D-5) 
1 n+1,. ., r 1 1 
5t 6t Rey |_ 
2 2,„ .s2 1 2a^(M-i)^ + 2b (M-j) + 





\ [a>n(i+l,j) - u>n(i-l,j)] 
b v (M-j) 
£- [wn(i,j+l) - con(i,j-l)] 
+ ^ - (a2(M-i)2 [o)n(i+l,j) - wn(i-l,j)] 
a (M-i) r n,. .. n , . . .1 Lw (i+l,]) - a) (i-l,])J 
+ b2(M-j)2 [W
n(i,j+1) - con(i,j-l)] 
b2(M-j) b(M-j)I I n,. 
—Y^ ^ H iw (l'^+1) - °° d ^ - D 
Assuming that the velocities v and v are slowly varying functions of 
time so they may be written as 
Ai,j) = vz0[l + 6
n(i,j)] 5U(i,j) << 1 
n, . M 
r 
VrQ[l + t"(i,j)] r ( i , j ) « 1 
allows Equation (D-5) to be linearized. Hence v is replaced by v „ 
z zO 
and v is replaced by v „, Since the numerical error 
r rO 
i(k 1 + k 1) 
n,. .x n 1 2J 
E (1,] ) = e s e 
satisfies the linearized form of Equation (D-5), this equation may now 
be rewritten in terms of the error as 
r 1 i n+1,... r 1 1 
{JT\ £ (i,:) - [TT -&t 6t Bey \_ 
9 2 
2a (M - i) + (D-6) 
2 2 1 Vr0 Rey~~\ 2b(M - j)2 + 4 - J™-
X X 
1 £n(i,j) 
a v n(M-i) b v .(M-j) 
zO r n,... . N n, . . *-, rO r n, . . N n,. ..-, 
[e (HO.,] ) - e d-1,] )] ^ ^e ( l + 1 ' ] ) ~ E d-l>:)] 
2 
i • ̂ /w . v r̂ ii/.,, . x , n, . .. .v.-, a(M-i) rn,., .. n, . _. . x n + ̂ — {a (M-i) [E (i+l,]) + e (1-1,3)] [E (I+1,])-E (1-1,3)] 1 r 2/w ,2r n,. 
+ b2(M-j)2[en(i,j+l) + En(i,j-1)] -
^2(M-j) _ b(M-j) 
2 2X 
En(i,j+1) - £n(i,j-l) 
Writing out the error term and noting that it may be simplified, for 
example 
i ( k [ i + l ] + k j ) i ( k i + k j ) i k 
n , . , , . N n 1 2
J r n 1 2 1 1 
E ( 1 + 1 , 3 ) = £ s e = { e s e j e 
allows cancellation of the grouping in the brackets. This is a 
coefficient of each term in Equation (D-6). The result of this sim-
plification is 
1 1 1 
W^ S Ut Rey 
- 2 2 2 2 1
 Vr0 Re* "I 
2a^(M-ir + 2b^(M-jr + -~- - — 
x x 
a v zO 
(M-i) r-ik., -ik-7 b v jM-j) r
i k o _ i k . n 
1 1 
e - e rO 
2 2 
e - e 
+ 4 | a 2 ( M - i ) 2 
i—Ik... -ik 
e + e 
a2(M-i) 
r-ik1 -ikp 
e - e 
+ b2(M-j)2 
^ik -ik-. [—2 
2 2 
e + e 
b (M-j) _ b(M-j) 
2 2 X 
,-ik -ik-, 
2 2 
e - e 
Recognizing that 
IX -IX 
e - e 
sin x = and 
2i 
cos x = 
IX -IX 
e + e 
allows a further reduction to the form 
1 ^ 1 * - i 1 1 5t 
" 2 2 2 2 1 Vr0 ReU "I 
6t ^ L2a
2(M-i) 2 + 2 b
2 ( M - j )
2 t ^ - ^ — 
X 
} (D-7) 
= " 1 
- 2 —i 
/», • N a (M-i) . 
a v n(M-i) + — 5 sin k. + 
zO Rey 1 [_ rO 
b v fM-j) + 
b 2(M-j) r 1 • 
— 5 — l 1-^ - s i n kof 1 /?ez/ ^ bx ' 
2 r 2,,, . N2 2,„ .s2 + ~— {a (M-i) cos k + b (M-j) cos k2f 
It is here assumed that k = k = k. This is a more stringent condition 
than unequal values of k and k since it allows both k and k to be 
maximized at the same time. Rearranging and simplifying Equation (D-7) 
gives the final form, namely, 
s = a - I (D-8) 
where 
a = p - j [ 2 a 2 ( M - i ) 2 + 2b 2 (M- j ) 2 ] ( c o s k - 1) -
ti&y 
1 rO ff| 
Lx X 
it {a v n (M-i ) + b v fM-j) t ^ ^ - t *
20t2l 
zO rO 1 -IT bXJ 
} + 1 
}sin k 
Since s i s complex, t he condi t ion on the growth r a t e f a c t o r for s t 
b i l i t y i s t h a t 
\s\ - ss < 1 
,-S _ /N 
Because s = a - i8 and s = a + i8, this becomes 
2 2 
ss = a + 8 < 1 
Substituting the values of a and 8 into this expression and goinj 
through some more tedious simplification yields the stability 
criterion 
5t > 2A 
W " A2 + B2 
where 
2 2 2 2 [~1 Vr0 ^ 
A = [2aZ(M-iT + 2bZ(M-j)^](l - cos k) + H T " — 
LX2 X 
= {a(M-i)[v Rey + a] + b(M-j) [v Rey + b - \~] }sin k 
Since by physical reasoning the quotient 5 —must be positive, this 
requires that A>0. This inequality itself requires that 
Rey < -*- {[2a2(M-i)2 + 2b2(M-j)2](1 - cos k) + \ } 
Vr0 X 
Considering the worst possible case for which cos k = 1, the stability 
criterion becomes 
1 Rey < -
X Vr0 
Since this finite difference equation is limited to small Reynolds 
numbers, it appears to be unacceptable. 
Case II. Central Time Difference--
Explicit Formulation of the Simplified VTE 
Dufort and Frankl [38] have postulated that a central time 
difference may improve the stability characteristics of a finite dif-
ference equation, and this opinion has been substantiated by Fromm 
[18]. The time derivative is approximated by 
. n+1,. . N n-1,. .. 
8w_ _ a) (1,: ) - a) (1,:) rn_q>. 
9t 2(6t) l y ; 
The analysis again begins with Equation (D-4) in which the w(i,j) 
term on the right-hand side is evaluated at the time (n)6t. Since one 
investigation has already been conducted in a fairly detailed manner, 
the remaining ones will be covered in a few less steps. Combining 
Equations (D-9) and (D-1!-), linearizing the resulting equation, sub-
stituting in the Fourier decomposition of error, noting the trigono-
metric identities for sin x and cos x, and simplifying yields the 
following expression for the growth rate factor s: 
s2 - 2(a + i3)s - 1 = 0 (D-10) 
where 
a = ^ - {[2a2(M-i)2 + 2b2(M-j)2] (cos k - 1) - -i- + — } 
y x x 
= - R ^ i {a(M_i)Cvz0 Rey + a] + h(n-iKvrO Rey + b " 7 ] lsin k 
The assumption has been made that the wave numbers are equal, or 
k , = x 2 = K 
The quadratic equation for s must now be solved to find under what 
conditions stability occurs. Stability is achieved when 
I2 -s\ = ss < 1 
Since again s is complex and since s may be written as 
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s = x + 1 y 
s = x - 1 y 
two simultaneous equations result from Equation (D-10). The first is 
found by equating the real coefficients to zero, and it shows that 
9 9 9 9 
(x - a T - (y - 3) = 1 + a - 8 
(D-11) 
The second is found by equating the imaginary coefficients to zero, 
and it reveals that 
i - « - ! = o 
x y 
(D-12) 
Simultaneous solution of Equations (D-11) and (D-12) gives 
x = a + 
1 + a2 - 3^ 





x - a 
x„ = a -





2 x 2 - a 
Two of the four possible solutions of the system of equations (D-11) 
and (D-12) have been omitted because x and y were assumed real. 
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Now for stability 
ss < 1 
so 
Sl Sl = (X1 + iyl)(xi " i y l ) - 1 (D-13) 
S2 S2 = (X2 + i^2)(x2 " l y 2 ) - 1 (D-14) 
These expressions for x , x , y , and y„ were investigated, and no 
values of a and 3 were found for which both Equations (D-13) and (D-14) 
were satisfied. In fact, study of the limiting cases shows that 
2 
s | < 1 only if a = 0 or 3 = 0 
otherwise 
s\2 > 1 
which implies instability. Clearly, neither a nor 3 can be guaranteed 
to vanish, so it appears that Case II is not an acceptable formulation 
either. However, if the equation for the error growth takes the form 
s2 - 2(a + i3)s - y = 0 (D-15) 
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where y < 1, then there does exist a region of stability. Hence, a new 
formulation must be found for which y < 1. The question now is, how 
can the finite difference equation be rearranged to allow y < 1? 
Case III. Central Time Difference--
Explicit Formulation of the Simplified VTE 
(Time Average Technique) 
This particular formulation is considered because it demon-
strates how a troublesome term in a finite difference equation may be 
manipulated to enhance stability. 
Once again, the analysis commences with Equation (D-4). In 
order to obtain an equation for the error growth in the form of Equa-
tion (D-15) for y < 1, the troublesome term of the right-hand side of 
Equation (D-4) is rewritten as follows: 
1 . 9 o 9 9 l v^ Rey 
{2a^(M-ir + 21) (M-jT + \ - — } o)(i,j) Rey L X2 X 
1 r~ 2 / w . ,2 0 1 2 / x , . ,2 1 r 
- ) + 2b (M-j ) + 
n+1,. .v n-1,. 
v Rey 
2 Rey ^ ^ ^ • - v- , x2 
[u/1' "(i,j ) + u>" x(i, j )] 
The central time difference is still used to approximate the time 
derivative, and it is 
. n+1.. .. n-1.. . . 
doo _ to (1,3 ) - 10 (1,3 ) 
3t 2 6t 
The remaining vorticity terms are evaluated at the time (n)6t. 
Incorporating these two approximations into Equation (D-4-) and 




2 fit 2 Rey |_ 
2a2(M-i)2 + 2b2(M-j)2 + (D-16) 
n+1 n 
X2 X 












N d>:) = 
- f 
vIJ a(M-i) 
[o)n(i+l,j) - con(i-l,j)] + 
v b(M-j) 
-2—z [a)n(i,j+l) - o.n(i,j-l)] } 
1 r 2,„ . x2 r n,. + ̂  faZ(M-i)Z[W (i+l,j) + W
n(i-l,j)] -
a (M-l) r n, . . . N n, . . . .-. [w (i+l,j) - w (1-1,3)] 
L ,2, M .x2r n,. . . n, . . Nn b (M-j) r n, . . -,-, n, . . _ Nn + b (M-]) [a) (i,]+l) + a) (i,]-l)] j ^ — [to (i,]+l) - to (i,]-l)] 
, b(M-j) r n , . . v n , . . »-, i + 9 O (i,]+D - w (i,]-l)] } 
It can be seen already that stability has been improved. The last 
term of Equation (D-10) is equal to unity, and it arises as the quo-
tient of the coefficients of the terms w "(i,j) and w (i,j). This 
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is the term which must be reduced to a value less than one. Observa-
tion of Equation (D-16) reveals that the quotient of like coefficients 
is less than one for Rey small enough. 
Linearizing Equation (D-16), substituting into it the Fourier 
decomposition of error, noting the trigonometric identities for sin x 
and cos x4 and reducing the resulting equation gives an expression for 
the growth rate factor s, namely, 
s2 - 2(a + i3)s - y = 0 (D-17) 
where 
\ (2a2(M-i)2 + 2b2(M-j)2} ^ - ± 
a = 2- ^ ,= (D-18) 
1 1 [o 2,M .,2 ^2/1iK .,2 1
 Vr0 &y x 
n P + -r-^ 2a (M-i) + 2b (M-i) + —TT -
2 5t 2 Rey l X2 X 
~{a(M-i)[v . + ^ - ] + b(M-j)[v + ~ 1 ]}sin k 
2l zO Rey ro Rey x R&y  
1 1 r0 2,,, .,2 0^2,,A .,2 1
 Vr0 Rey i 
+ T T ^ — l 2 a (M-1) + 2b (M-j) + -*- ( 
2 fit 2 /?ei/ L ' ' v J/ x2 
1 1 Jo 2/-M ^ 2 o^2,,. .v2 1 Vr0 ^ 1 |2a (M-i) + 2b (M-]) + —jr - 3 j 
(D-19) 
Y = 2 6t 2 ^ - — ^ 2L (D-20) 
1 + _ 1 {2a
2(M-l)2 + 2b
2(M-j)2 t 4 - ̂ - ^ } 
2 fit 2 f?ey l X2 X 
The method of solution of Equation (D-17) follows exactly the procedure 
used in solving Equation (D-10) except that the parameter y appears in 
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place of the "1" in Equation (D-10). The growth rate factor is 
assumed to be of the form 
s = x + i y 
Consequently, the solution of the simultaneous equations resulting 
from Equation (D-17) is 
x = a + 
Y + a - 3 
2 2 




2 2 3 x 
r =: 
1 x -a 
x2 = q - { 
Y + q 
2 .2 







2 = x2-q 
Again, two solutions have been neglected since it was assumed that both 
x and y were real. Since Y is less than unity for Rey small enough, a 
region of stability may be found. This is given by 




This conclusion was reached simply by substituting values of a, 3, and 
Y into the expressions for x , y , x , and y . Both values of x and 
both values of y must satisfy the condition that 
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ss < 1 
This straightforward numerical calculation demonstrates the simplicity 
and utility of Equation (D-17). This is an important point. Once the 
growth rate factor is expressed in the form of Equation (D-17), the 
conditions for stability are given by Equations (D-21) through (D-23). 
Now the expressions for a, 3, and y may be investigated to determine 
the limitations on Rey 3 St, and the other parameters which are neces-
sary for stability. Consider first the condition that a < 0.1. From 
Equation (D-18), this requires that 
2 2 2 2 1 
2a^(M-ir + 2b (M-jr + AT 
X2 
v Rey—\ rO J 
X 
v Rett 
1 r y 




~ 2 2 2 2 !
 v
r 0
 Rey "T 
2a^(M-ir + 21D (M-jT + ~ - — 
X2 X 
cos k < 0.1 
Simplifying this expression and choosing k so that the left-hand side 
of this inequality is a maximum, i.e. 
cos k = 1 
yields 
^L > r_L__ i] 
St ^0.1 
0 2,M .,2 0, 2,M .,2 1
 Vr0 Rey 
2a (M-i) + 2b (M-i) + —r- -
X2 X 
0.1 
v Rey rO ^ 
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which s i m p l i f i e s t o 
^ > 9 S t 
" 2 2 2 2 1 V ) ^ 




v r 0 R*y 
X X ' 
(D-24) 
Note that consideration of the other equality, 
a > -0.1 
gives the same expression as Equation (D-24). Equation (D-24) will be 
left for the moment to see what the other inequalities require. There's 
always the chance that some other condition on the stability will make 
the evaluation of Equation (D-21) unnecessary. 
Now investigate the condition on y which states that 
Y < 0-7 (D-25) 
Combining Equations (D-25) and (D-20) and simplifying allows the deri-
vation of 
Rey jl + 0.7 
St " 1 - 0.7 
2a2(M-i)2 + 262(M-j)2 + — 
X2 
Vr0 Rey 
which simplifies to 
^ < 6 " 2 2 2 2 1
 Vr0 R&y "I 




The combination of Equations (D-24) and (D-26) should now yield a 
simple but very useful stability criterion. Combining these two 
expressions and reducing the result finally yields the inequality 
Rey . 3_ 
fit K x 
— - v Rey (D-27) 
For any physically reasonable problem 
^ > 0 
and combining this fact with Equation (D-27) requires at the very 
least that 
1 Rey < -
Vr0 X 
Thus it appears that the formulation studied in this case is limited to 
small Reynolds numbers. This is insufficient for the purposes of this 
study. 
However, several points of very practical importance have been 
demonstrated. Recall that no conditions for stability could be found 
for the finite difference approximation of Case II. To obtain the 
difference equation of Case III, a simple "trick," a time average, 
was employed. The resulting equation is stable although only for small 
Reynolds numbers. Finally and most important, it is demonstrated in 
this particular stability analysis that if the complex quadratic equa-
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tion for the growth rate factor can be written in the form of Equation 
(D-17), the conditions for stability are given by Equations (D-21), 
(D-22), and (D-23). The limitations on the parameters a, 3, and y can 
now be found quite easily in terms of the Reynolds number, time incre-
ment, mesh spacing, and other parameters of the problem. 
Case IV. Forward Time Difference--
Implicit Formulation of the Simplified VTE 
The analysis stems from Equation (D-4), and the time derivative 
is written as a forward difference, namely 
3w _ a) U,]) - a> (l,]) f , 
3t~ 6t ( D" 2 8 3 
In the light of Equation (D-28), it is clearly more accurate to evaluate 
all terms on the right-hand side of Equation (D-M-) at the midpoint of 
the time interval bounded by this expression, i.e., at t = (n + — )6t. 
Consequently, Equation (D-28) now becomes a time average. 
Since this stability analysis is slightly different from the 
preceding ones, it will be developed in a little more detail. The 
vorticity co(i,j) is evaluated at the mean time (n + —)5t using the time 
average. Hence, for example, 
f. .x n+1/2,. .. 1 r n+1,. .. n,. . *-, w(i,]) = w (i,D) ~ 2"[co (I,D) + OJ (i,])] 
Applying this expression and the forward time difference to Equation 
(D-4), and simplifying gives 
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( X + - J , 
fit 2 Rey 
n+1 D 
- 2 2 2 2 1
 V r Rey~\ 
2a ( M - i T + 21) ( M - j T + Ar - — 
X2 X 
n+1 }a> X ( i , j ) (D-29) 
l 6 t 2 Rey 
" 2 2 2 2 1
 V r Rey 
2 a Z ( M - i T + 2 t / ( M - J T + - V - — 
X2 X 
]}wn(i,j) = 
a v (M- i ) b v (M-j) 
- { ^ [u)(i + l , j ) - U ) ( i - l , j ) ] + [ w ( i , j + l ) - 0 ) ( i , j - l ) ] } 
Rey 
{ a Z ( M - i ) z [ o ) ( i + l , j ) + a ) ( i - l , j ) ] - a ( ^ " l } [ o j ( i + l , j ) - w ( i - l , j ) ] 1 r 2 , „ . N2. 
+ b 2 ( M - j ) 2 [ w ( i , j + l ) + a ) ( i , j - l ) ] - b ^ M " ] ) [ a ) ( i , j + l ) - o ) ( i , j - l ) ] 
b(M-j) r , . . , N , . . , N - i i 
9 v
 J C u ) ( i , : + i ) - o ) ( i , : - i ) ] } 
*- A. 
where all the terms on the right-hand side must be evaluated at the 
time (n + -y)6t. Again, the time average is used, and a sample term is 
given by 
n+1/2,. 1 .. 
to d+1,]) 
1 r n+1 (i+l,j) + wn(i+l,j) } 
Equation (D-29) is linearized so that the error term e(i,j) satisfies 
the same finite difference equation. Note here that since every vor-
ticity term is written as a time average, the resulting expression for 
the error has a coefficient of (s + 1). For example, 
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n+1/2 
(i,j) = l/2{en+1(i,j) + en(i,j)} 
J_. i(k i+k j) i(k i+k_j) 
n /r, r n+1 1 2 n 1 2 1 = 1/2 £ s e + e s e 
L o o J 
= l/2(s + 1) e (i,j) 
Hence, the expression for the error growth which stems from Equation 
(D-29) can almost be written by inspection. Substituting the error 
term into the linearized form of Equation (D-29), simplifying, noting 
the trigonometric identities for sin x and cos x, and assuming equal 
wave numbers k and k gives finally 
1 1 + 
St 2 Rey 
2a2(M-i)2 + 2b2(M-j)2 • -±r 
X9 
1 v Rey—\ 1 rO J 
) e (D-30) 
- { 
1 1 
5t 2 Rey 
2 2 2 2 







b(M-j) b 1 
V -)- _. 
_r0 Rey x Rey_ 
) i sin k (s + 1) 
- {a2(M-i)2 + b2(M-j)2} cos k (s + 1) 
Rey 
Dividing through by the coefficient of the first term of this equation 
and reducing the result gives 
s - y = (a - 13) (s + 1) (D-31) 
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where here 
[a2(M-i)2 t b2(M-j)2]cos k 
a = 
Rey 1 ;_ 2{M , , 2 n v o , M ^ 2 1
 VrO Rey 
~^- + - {2a (M-i ) + 2 b ^ ( M - : ) 1- — 
X 
(D-32) 
Rey{a(W-i) vzo+i?irl+b(M-j) v „ + 
b 1 
_rO Rey x R&y_j 
}sin k 
Y = 
Rey 1 ,- 2,., .,2 nl_2/„ ^2 1 
-r-^ + - |2a (M-i) + 2bz(M-]) + - r 
fit 2 L X 
Rey 1 _ 2,M , ,2 _, 2,„ ..2 1 
-j-2- - — i2a (M-i) + 2b (M-]) + — 
fit 2 L x2 
i?ew 1 .-n 2,,, . .2 0, 2,., . ̂ 2 1 
- ^ + - (2a (M-i) + 2b lM-]) + — 
v r o RQy 




Solving Equation (D-31) for the growth rate factor gives 
(y t a) - i 
(1 - a) + ig 
Since s is complex, the' requirement for stability is 
2 2 
(y + a) + 3 
ss = -^ < 1 
CI - a) + 6 
Expanding and simplifying this yields 
(D-35) 
2a(l + y) < 1 - y' (D-36) 
In order to continue, an assumption must be made about the sign of the 
term (1 + y). Assume for the moment that 
2̂ 9 
(1 + y) > 0 (D-37) 
and see where it leads. Equation (D-36) now dictates that for sta-
bility 
<*<!<!- Y) 
Substituting in the values of a and y given respectively by Equations 
(D-32) and (D-34) presents the inequality 
2 2 2 2 ^ L + FF ^L- FF 
[ V ( M - i r + la (M-jTHcos k l) 6t J t _ , 
f ^ t F F " 2 W + F F " ^ . + F F
/ 
ot \ 6t St 
where FF i s simply a shorthand notation for the term 
FF = i{2a2(M-i)2 + 2b
2(M-j)
2
 + V IS£^ } 2 L X 2 X J 
In order to evaluate the inequality expressed by Equation (D-38), it is 
now assumed that 
^ + FF > 0 (D-39) 
ot 
Application of this expression allows elimination of the divisor of 
Equation (D-38), and further simplification and rearrangement gives 
finally the condition for stability 
< [a2(M-i)2 + b2(M-j)2] (1-cos k) (D-40) 
The right-hand side of this expression is always positive, although in 
the worst possible case it may approach zero. In this circumstance, 
the Reynolds number on the left-hand side must be tiny indeed. Thus 
it seems that the same limitation, small Reynolds number, which has 
plagued these analyses from the start has arisen again. For this 
reason, the formulation may have to be abandoned. This is disappoint-
ing, because an implicit scheme has been shown in the past to have good 
stability characteristics. However, remember that the limitation of 
this formulation is not on the size of the time step but on the range 
of physical problems which can be solved. This range is determined by 
the Reynolds number. 
Several assumptions were made in the development of Equation 
(D-40). If these are invalid, other assumptions must be made to take 
their place, and a new analysis must be performed. 
Consider first the assumption of Equation (D-39). Rearrangement 
of this inequality shows that 
I Bey fi V-f- - ̂  } < | {2a2(H-i)2 + 2b
2(M-j)2 + £ } 
Here, the right-hand side is always positive, and the left-hand side 
dictates again a small Reynolds number if its coefficient is positive. 
However, the left-hand side is negative for a small enough time incre-
ment. Needless to say, a small time Increment is not too desirable. 
v „ hey 
rO u 
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Apparently then, Equation (D-39) is a valid assumption. 
Now, investigate the inequality expressed by Equation (D-37). 
Substituting the value of y from Equation (D-3M-) into Equation (D-37) 




Rey 1 Jo 2,u .,2 ~ 2 , M .,2 1
 Vr0 Rey x ^ - + - | 2 a ( M - i ) + 2b (M~3) + — } 
For a physically reasonable problem, the numerator of this expression 
must be positive, and the denominator is positive for small enough 
Rey. Hence, the validity of Equation (D-37) is established, and it is 
shown that Equations (D-39) and (D-37) are compatible, 
Just to make sure nothing has been missed in this implicit 
finite difference formulation of the VTE, it is interesting to note 
the effect on Equation (D-36) of the assumptions. 
(!) ^ + 1 {2a2(„.i)2 + 2 b 2 ( M . . ) 2 + 1 . ^ f i } < Q ( 
St 2 x2 X 
(2) 1 + y < 0 (D-42) 
These are the only other assumptions which can be made which are com-
patible with each other. Investigation of Equations (D-41) and (D-42) 




Clearly, this is not physically possible. 
The conclusion to be reached at this point is that all of the 
finite difference approximations introduced to this point in the 
analysis are limited to small Reynolds numbers. This is especially 
disappointing in Case IV, because in the past, implicit formulations 
have usually produced remarkable properties of stability. This is 
shown by Pearson [32], The question to be asked now is, what can be 
learned from the analysis of Case IV which will indicate a new 
approach? 
Consider once again the inequality which limits the finite 
difference formuJation to small Reynolds numbers, namely, 
^ + {a2(M-i)2 + b2(M-j)2 + i_ (1 - v n Rey)} > 0 fit L 2x X r0 
which itself implies that 
1 + y > 0 
The troublesome quantity is v Rey preceded by a minus sign. This 
term is a direct result of the simplification of the VTE effected by 
the use of the continuity equation. It is important to note that in 
the two-dimensional continuity equation, the term does not arise. 
Hence, the two-dimensional analog to Equation (47) of the text should 
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not experience a limitation on stability by a small Reynolds number. 
The stability difficulty arising from employing the continuity equation 
in deriving the VTE is a three-dimensional phenomenon alone. This con-
tention has been verified by studying the stability of the two-
dimensional VTE. 
The investigation of the stability of the VTE will now be 
pursued by returning to the unsimplified VTE of Equation (31). 
Case V. Forward Time Difference--
Implicit Formulation of the Unsimplified VTE 
For this case the governing partial differential equation is 
specified by Equation (31). The forward time difference is employed 
so that 
n+1, ... n,. .. 
JOJ_ _ a) (i,n ) - oo d , ] ) 
8t 6t 
The finite difference expression for Equation (31) is derived as Equa-
tion (E-21) in Appendix E, and an unsimplified form is given as 
n+1,. . x n,. .v 
^ d»3) - " do) = (D_43) 
ot 
a ( M ^ i ) [vz(i+l,j) w(i+l,j) - vz(i-l,j) w(i-l,j)] 
b (^" ] ) [v (i,j+l) a)(isj+l) - v (i,j-l) u)(i,j-l)] 
+ ^ - (a2(M-i)2 [o)(i+l,j) + u)(i-l,j)] -
a2(M-i) 
2 
[w(i+l,j) - w(i-l,j)] 
+ b2(M-j)2 [o)(i,j+l) + a)(i,j-l)] - b ^ ' ^ [a)(i,j+l) - o)(i,j-l)] 
+ b(M-j) [ w ( i s j + 1 ) _ w(i3J_i)] } 
^ X 
~ - [2a2(M-i)2 + 2b2(M-j)2 + ^y ] u,(i,j) 
For an implicit formulation, all the terms on the right-hand side of 
Equation (D-M-3) must be evaluated at the time (n + —)8t. Again, the 
time average is employed, e.g. 
n+1/2,. . N 1 r n+1,. .. n,. . . 1 
10 (l,] ) = — JW (I,] ) + 03 (1,3 )} 
Using this time average for the term w(i,j) in Equation (D-43) and 
simplifying yields 
^ + 4 h 2 ( M " i ) 2 + b2(M"j)2 + r? n+1,. . } w (i,j) (D-44) 
- \±- -
1 1 
6t Rey [_ 
a2(M-i)2 + b2(M-j)2 + — 
2 X 2 -
1 w (i,j) = 
a(!! l } [v (i+l,j) oj(i+l9j) - v (i-l,j) ai(i-l,j)] 
z Z Z 
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b ( 2 ~ j ) l>r(i,j+l) o)(i,j+l) - vr(i,j-l) o)(i,j-D] 
1 r 2,„ .s2 
+ ^ - {a^(M-ir [oj(i+l,j) + a)(i-l,j)] -
a (M-i) 
[to(i+l, j ) - co(i-l, j ) 
+ b2(M-j)2[u)(i,j+l) + o)(i,j-l)] - b (^~ j ) (i-^L)[o)(i,j+l) - o)(i,j-l)]) 
This equation is now linearized, and following a similar analysis of 
Fromm [18], all second-order terms in the velocity perturbations are 
neglected. Substituting the numerical error 
n,. ., n i ( k l 1 + k 2 j ) 
E 1,1 = E S e 
o 
into the resulting equation, noting the trigonometric identities for 
sin x and cos x, and simplifying gives the expression 
{ ^ + 5t Rey 






a2(M-i)2 + b2(M-j)2 + - ^ 
2X J 
} = 
(a2(M-i)2 + b2(M-j)2} cos k (s + 1) 
Rey 
lk [ ^ Ko **» • *] + ^ ^ Hey • b - I] } i sin k (8 + 1) 
Only the parameter k appears in this equation because it has already 
been assumed that the wave numbers are all equal, i.e., 
kl = k2 = k 
Multiplying Equation (D-M-5) through by the non-zero Reynolds number, 
and reducing the result gives finally the expression for the growth 
rate factor Sj 
s - y = (a - iS)(s + 1) (D-47) 
where 
a = 
[a2(M-i)2 + b2(M-j)2] cos k 
Rmi 
&t 
a2(M-i)2 + b2(M-j)2 + ^ T 
(D-48) 
a(M-i) 









9 9 9 9 1 
aZ(M-ir + bZ(M-j)Z + 
2X2 
Y = (D-50) 
fle.V 
fit 
a2(M-i)2 + b2(M-j)2 + -i 
^ A 
Equation (D-47) has the same form as Equation (D-31). Solving for s 
in Equation (D-M-7) gives the growth rate factor as 
_ (y + a) - i| 
o — ~~ ' 
(1 - a) + i 
Since s is complex, the condition for stability is 
s- _ (Y + a)
2 + ,2 ^ 1 
(1 - a)z + 3 
This leads to the stability criterion 
2a(l + y) < 1 - y' (D-51) 
To investigate this expression, two simplifying assumptions are made. 
These are: 
(1) 1 + y > 0 (D-52) 
(2, f f + 
9 9 9 9 1 
a^M-iT + b2(M-jT + -±z 
^- A 
> 0 (D-53) 
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Under these assumptions, Equation (D-51) reduces to the stability 
criterion 
[a2(M-i)2 + b2(M-j)2] (1 - cos k) + —^y > 0 (D-54) 
This inequality is always satisfied. The conditions on the unknown 
wave number in the term (1 - cos k) need not even be investigated. 
Now consider the effect of the assumptions. For 
^ > 0 
Equation (D-53) is always satisfied. Substituting Equation (D-50) 






a2(M-i)2 + b2(M-j)2 + ~ 
This expression too is always satisfied for 
^ > 0 
St 
Hence, it appears that the finite difference expression for Equation 
(31) of the text is always stable when it is written implicitly usinj 
central differences. 
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Of course, other assumptions can be made to simplify Equation 
(D-51). However, the only two compatible ones, namely that 
1 + Y < 0 
Rett 
6t 
a2(M-i)2 + b2(M-j)2 + 
2X2 
< 0 
lead t o the i n e q u a l i t y t h a t 
Reij_ 
6t 
This is not physically reasonable. 
Conclusions 
The most important result this Appendix offers is the conclusion 
that an implicit formulation of Equation (31) is stable with a very 
general stability criterion, namely 
^ > ° 
The actual derivation of the finite difference equation is given in 
Case V, Appendix E. 
A recommendation may also be made at this point concerning the 
conduction of a stability analysis. Although the result of an analysis 
of a particular equation is unsatisfactory and gives an unacceptable 
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stability criterion, the investigation itself should be studied care-
fully to obtain clues which will be beneficial in postulating a new 
finite difference approximation. This was the procedure which was 
applied in this Appendix. Cases I and II are applications of standard 
time derivatives used in the formulation of time dependent finite dif-
ference equations. Neither of the equations is necessarily unstable, 
but both are definitely limited to small Reynolds numbers. This is an 
undesirable constraint. However, the stability analysis of Case II 
reveals that a very slight change in the difference equation leads to 
a new stable expression. In fact, it is shown that if the expression 
for the growth rate factor can be written in the form of the complex, 
quadratic Equation (D-17), the stability of an equation may be studied 
quite easily just by investigating a number of coefficients exemplified 
by those of Equations (D-18), (D-19), and (D-20)„ However, once again, 
the finite difference equation is limited to small Reynolds numbers. 
Remember that these first three equations are explicit, and their 
importance lies in their simplicity. 
Case IV is an implicit formulation of the partial differential 
equation, Equation (47). Usually, implicit difference equations exhibit 
better stability characteristics than do their explicit counterparts. 
This equation too Is limited to small Reynolds numbers, but study of 
the results reveals the term which is responsible for the difficulty. 
It can be seen that the Reynolds number limitation is due to the 
three-dimensionality of the problem,, This Is an important finding, 
because similar problems may arise In other three-dimensional equations. 
Identification of the troublesome term of Case IV shows the way to a new 
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formulation, that of Case V, which is stable for all Reynolds numbers. 
It is relatively unimportant that the analyses of the first four cases 
is based upon a poor formulation of the original differential equation, 
but it is important to recognize the logic of the sequence of events 
which finally lead to Case V. 
Finally, it should be mentioned that the limitation on stability 
of low Reynolds numbers for some of these formulations is based on the 
unknown values of the parameters v and x- After a problem has been 
solved, these terms may be evaluated, and it can be determined whether 
or not there ever existed a real threat to stability. However, when 
nothing of the solution is known a priori, a finite difference equation 
which has been analyzed as stable must be used. 
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APPENDIX E 
FINITE DIFFERENCE FORMS OF THE VORTICITY TRANSPORT EQUATION 
The VTE is developed in the body of this research in two different 
forms. They are the simplified VTE given by Equation (47) and the unsim-
plified VTE given by Equation (31). Since the simplified VTE is the 
basis for the stability analyses of the first four cases of Appendix D, 
the various finite difference formulations to Equation (M-7) are investi-
gated first. 
The Simplified VTE 
Equation (47) is repeated here as 
- + v z a ( l - 5 ) w + v r 
U l >, 9co co b ( l - n ) 
9n x 
( E - l ) 
1 r 2 - . c,2 8 co 2 M e . 3OJ ^ , 2,_ , 
^ - { a ( 1 - 5 ) — - a (1 -C) - t b ( 1 - n ) 
2 dj± 
3n2 
- b 2 ( l - n ) |i> _ J i . + kOzIl l So. j 
3n 2 x 3n ' 
X 
The central difference expressions to be used throughout this appendix 
have already been derived in Appendix C along with their accompanying 
truncation errors. Sample terms are given below. 
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ko_ _ co( i+ l , j ) - o j ( i - l , j ) 
A 
2 
8 co .. i o ( i + l , j ) + i o ( i - l , j ) - 2 i o ( i , j ) 
2 2 
^ f l ) 
3IO 
8n 
i o ( i , j + l ) - w ( i , j - l ) 
' l_ 
M 
a 2 a LP 
a 2 
9n 
_ a ) ( i , j + l ) + c o ( i , j - l ) - 2 w ( i , j ) 
^2 
where — is the mesh spacing for a square region of the £,n plane composed 
2 
of (M+l) equally spaced grid points. 
For the moment, the time derivative of Equation (E-1) will be 
neglected. Remembering that in the transformed plane 
E, - — and 
M 
n = M 
the application to Equation (E-1) of the central differences given above 
produces the expression 
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where 
W= ~ fa vzd,j) ( 
M-i-) 
M j 
> ( i + l , j ) - o ) ( i - l , j ) 
2® 
( E - 2 ) 
+ v 
a A\ /h(*tl) [M(J>3+1) - o>(i,j-l)] _ a> ( i , j )X 1 
3 V M J L 2(1) J X / * 
1 r 2 r M - l > 
. 2 i - , . 
> ( i + l , j ) + c o ( i - l , j ) - 2 ( o ( i , j ) 
& ) 
2 r M - i 1 
- a ITH 
a ) ( i + l , j ) - w ( i - l , j ) 
2<±) 
b rM-i 
^ ( ^ X ^ M ' L 
i o ( i , j + l ) - i o ( i , j - l ) 
2® 
^ ( i » j ) 
2 
X 
+ b 2 ^ y 
. 2 
i ( i , j + l ) + o j ( i , j - l ) - 2 c o ( i , j ) 
f1^ IwTJ 
- > 2 ^ ) 
o ) ( i s j + l ) - ( j o ( i , j - l ) 
2 & 
i - $ = i - s- = 
M-i 
l - n = l - f 7 = 
M-j 
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Equation (E-2) is recognized as Equation (D-M-) of Appendix D, and it is 
the starting point for Case I through Case IV of that appendix. Simpli-
fying Equation (E-2) and gathering like terms yields 
8co r , . .. a(M-i) a2(M-i) 
? F = l vz ( 1'^ — +~B^- (M-i) + } oi(i-l,j) (E-3) 
r ,. .. a(M-i) a2(M-i) H 1 
} o)(i+l5j) 
r , . . N inn-J; + {v (l,:) ^— + 
b(M-j) b (M-j) 
2 i?e?y 
(M-j)+i(l -±) } w(i,j-l) 
+ i - v r ( i , j ) 
b(M-j) b2(M-j) 
2 i?ez/ (M-j) - \ (l - ̂ -)] } a>(i,j+1) 
1 r 2 2 2 2 v r
( i' j ) ^ 1 , 
^ {2a^(M-i)2 + 2b2(M-j)" - -?- + \ ) oo(i,j) 
where 
1 -, r M 
X = r = F ZM ^ 
Equation (E-3) is the starting point for the derivation of all finite 
difference equations which are the approximations to the simplified VTE, 
Equation (E-l). 
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Case I. Forward Time Difference--Explicit 
Formulation of the Simplified VTE 
In this approximation, the derivative of the vorticity with 
respect to time is given by 
„ n+1,. ., n, . . , 
3oJ _ OJ (1,3 ) - OJ (1,] ) 
8t 6t 
(E-4) 
All the terms on the right-hand side of Equation (E-3) are evaluated 
at the time (n)6t. Combining Equations (E-3) and (E-4) and simplifying 
gives 
n+1,. . 
(i.j) = ^ \ITT-
1 1 
6t Rey [_ 
? 9 9 9 
2a (M-i) + 2b (M-j) 
(E-5) 
v"(i,j) Rey ± 
* +7 } w (i,j) 
r n,. .v a(M-i) a (M-i) (M-i) + I } u>n(i-i,j) 
+ {. vn ( i 3 J )£(MziI +a (M-i) 
Rey U (M-i) - I } w(i+l,j) 
r n,. .. b(M-j) I> (M-j) 
+ (vrd,D) — + Rey ^ ) +\^-h) bx } oj
n(i,j-l) 
n,, ^ b(M-j) b2(M-j) 
2 " i?e# + {-v"(i,j) 
[(M-j) - I (l - A-)] } a,n(i,j+l)̂ > 
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where 
n, . .N b(M-j) r ,n, . . ,, >. ,n, . . n N-, 
z /x 
(E-6) 
n,. .>. a(M-i) .n,., . >. ,n,. . ..-, 
vr(i,]) = ^ — tty (i+l,:) - ^ (i-l,:)] (E-7) 
Case II. Central Time Difference—Explicit 
Formulation of the Simplified VTE 
The time derivative is approximated here by the expression 
. n+1,. .s n-1,. .» 
9co _ oo (i,]J - (ti (i9] ) 
8 t " " 2 6t 
(E-8) 
The terms on the right-hand side of Equation (E-3) are again evaluated 
at the time (n)6t. Combining Equations (E-3) and (E-8) and simplifying 
gives 




2a (M-i) (E-9) 
2 2
 v (lsD) Rey -, 
+ 2b2(M-j)^ - - ^ — ; + -^ } w (i,j) 
+ ( v n ( i j j ) £ l ^ + a ( M - i ) 
/tez, [__ 
(M-i) + i- } ojn(i-l,j) 
t {^ ( l i j )-i«=i) + a^i) (M-i) - | } u> (i+l,j) 
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+ { 
ri b(M-j) b2(M-j) 
r 2 Rey 
(M-j) + \ (1 - -±-) } a)n(i,j-l) 
2 ^ bx 
{_vn MM-n b
2(H-j) n i ( i yi } w n 
1 r 2 flei/ L 2 bx_l 
where 
nr. .v _ b(M-j) n n , . . . n,. . ... 
v (1,3) = — ^ ~ - [> d,:+i) - ̂  (is:-i)j 
(E-10) 
n,. .N a(M-i) r,n,. n .. ,n,. n . N-, (E-ll) 
Case III. Central Time Difference—Explicit Formulation of the 
Simplified VTE (Time Average Technique) 
The time derivative is again approximated by the central 
difference 
. n+1,. .x n-1,. ., 
9LO _ a) (1,] ) - a) (i,p ) 
8t " 2 6t 
(E-12) 
but the vorticity term u>(i,j) is approximated by a time average to give 
the equation 
1 r 2 2 2 2 1 V 1 ' ^ Rey 
{2a^(M-ir + 21D (M-jT + -% - — 
Rey 
} o)(i,j) = (E-13) 
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1 r 2 2 2 2 1 Vr ( 1' j ) ReV 




r n+1, . .. n-1, . . v -, 
[OJ (I ,] ) + (JO (i,D ) J 
Combining Equations (E-3), (E-12), and (E-13) and simplifying the 
resulting expression produces the equation 
(i,j) = { 
1 
2 6t 2 Rey 
2 2 2 2 
2a (M-i) + 2b (M-j) (E-14) 
v"(i,j) Rey ± -1 
< ) 
1 1 
2 fit 2 Rey [_ 
2a2(M-i)2 + 2b2(M-j)2 
v"(i,j) Rey ± 
X X 
n-l„. . ) j., . . . 
I w Ci,3J 
r n,. .. a(M-i) a^(M-i) 
+ V̂1'̂  — *~Rey- (M-i) + | } o)
n(i-l9j) 
+ {_ vn ( i i j )M^ +-(^) 
tfez/ L 
(M-i) - ± } o)n(i+l,j) 
r n,. .. b(M-j) b (M-j) 
+ KU^ -2+~Te^- (M-j) + f } oo
n(i,j-l) 
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n n ^ ^ ( M - j ) b 2 ( M - j ) 
2 Rey + { - v " ( i , j ) (M-j) - j j } w
n ( i , j+l) 
where 
n , . . . b ( M - j ) r , n , . . . n , . . .-, 
v z d , D ) = 2 l> ( i , D + l ) - ^ ( 1 , 3 - D J 
(E-15) 
n , . . v a ( M - i ) r n , . _. . . . n , . , . ,-, /•<? - \ r \ 
v r ( i , D ) = ^ ^
 ( l + 1 ' ^ ) ~ ^ d - 1 , 3 ) ] (E-16) 
Case IVc Forward Time Difference--Implicit 
Formulation of the Simplified VTE 
In this formulation, the time derivative of Equation (E-3) is 
approximated by 
„ n+1, . . . n,. . .s 
9oo .. oj (1,3 ) - a) (1,3 ) 
at 6t 
(E-17) 
and the terms on the right-hand side of Equation (E-3) are evaluated at 
the time [n + —J 6t: which is approximated by the time average technique. 
A sample term is given by 
n+1/2 1 r n+1.. f± ^,. . . . i f nti,, -, • x n, . 1 . Ni 
to d+1,3) = y tw (i+l>D) + ^ (1+1,3)) 
Combining Equations (E-3) and (E-17), applying the time average, and 
reducing the resulting equation gives 
n + 1 , . . s r 1 1 
w d , ] ) = ( T - + 6t 2 i?ei/ |_ 
2 a 2 ( M - i ) 2 + 2 b 2 ( M - j ) 2 (E-18) 
n + 1 / 2 , . .x D v p ( i , : ) ^ez/ 1 
X X 
- 1 
2 itez/ ]J 
2 a 2 ( M - i ) 2 + 2 b 2 ( M - i ) 2 




} w n ( i , j ) 
/ 2 , . . . a ( M - i ) a (M- i ) 
( l ' ^ —2 +—R^~ 
(M-i ) + i Hi n + 1 , . n . N n , . _, .N LO ( i - i , ; j ) + w ( I - I S : J 
r n + 1 / 2 , . . , a ( M - i ) L a
2 ( M - i ) 
(M- i ) - i 
£ n + 1 , . n .N n , . n . x GO d + 1 , 3 ) + w ( i + l , 3 ) 
r n + 1 / 2 b ( M - j ) b (M-j ) 
1 v y ' J ; 2 i?ez/ (M-j ) + ^ ( l ^11 
r 1 [~n+l, . . . 
{ 2" h d * : - 1 ) 
+ o ) n ( i , j - l ) 
r n + 1 / 2 , . . , b ( M - j ) b 2 ( M - j ) 
(M-:) - i ( i - ^ r ) 2 ^ b X 
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Ik 
n + 1 , . . n , n , . . n . 
U) ( l , ] + l ) + OJ ( l , 3 + l ) 
where 
r n + l / 2 _ b ( M - j ) j , , n + l , , , 
( i » j ) :: ^vi,\,J/ {^(i , j+l) + Ai,j+D (E-19) 
- ^ n + 1 ( i , j - l ) - i |/n(i,j-l) 1 
n+1/2,. . . _a lM- i ! { ^ t l / 2 ( i + l 5 J ) + ^ ( . + l 9 J ) ( E _ 2 Q ) 
X 
, n + l , . - i ( , n r x ( i - l , j ) - ^ ( i - l , j ) } 
The Unsimplified VTE 
Equation (31) is repeated here, and it is written 
9(v a)) 9(VOJ) 
aF+ a ( 1-c ) - ^ ~ ~ + b(1"n) ~ r r - (E-21) 
1 1 2,n ,.2 32u 2,n ,. 3u ̂  ,2,, .2 32(j ,2., . 3o) 
b(l-n) 9OJ _w_ i 
X 9TI 2 J 
A 
Applying the central differences illustrated earlier to Equation (E-21) 
and simplifying the result yields 
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|f£=_a<M-i) [vz(i+l,j) co(i+lsj) - vz(i-l,j) oj(i-l.j)] (E-22) 
- b ( 2 ~ j ) Cvr(i,j-H) a»(isj+l) - vr(i,j-l) a)(i,j-l)] 
2 
+ -^- (a2(M-i)2 [^(i+1,j) + u)(i-l,j)] - 5J|lii Ca,(i+i9j) - u)(i-l,j)] 
2 
+ b2(M-j)2 Cuj(i,j+1) + u(i,j-l)] - b *M~j) Ca)(i,j+1) - a)(i,j-l)] 
+ b(M-j) [a)(i>j+1) _ ajd.j-i)] } 
^ |2a2(M-i)2 + 2b2(M-j)2 + \ } o)(i,j) 
This equation corresponds to Equation (D-M-3) of Appendix D, and it is 
the starting point for the stability analysis of Case V of that 
appendix. 
Case V. Forward Time Difference--
Implicit Formulation of the Unsimplified VTE 
Here, the forward time difference is employed, and this gives the 
finite difference approximation 
« n+1, . .v n , ." . >. 
3t St U J 
Combining Equations (E-22) and (E-23) and gathering like terms of the 
result gives after some simplification, 
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n+1,. .. n, . . . 





+ 2b2(M-j)2 + \ } w(i,j) 
+ {vz(i-l,j) 
a(M-i) _ a (M-i) 
Rey 
(M-i) + - } w(i-l,j) 
a(M-i) a2(M-i) 
+ (-v (i+i,:) - ~ — + 
Rey \_ 
(M-i) - ± } o)(i+l,j) 
+ {v (i,j-l) 
b(M-j) b2(M-j) 
2 #ez/ _(M-j) + i- (l - ̂ j]} a>(i,j-l) 
+ {-vr(i,j+U 
b(M-j) b (M-j) 
2 Rey (M-3)-|(l-^) } (o(i,j+l) 
All the variables on the right-hand side of this equation are evaluated 
at the time (n + —)St. The time average technique is employed to give 
an implicit statement of the VTE. A sample term of the time average is 
n+1/2 1 r n+1,. 
2 
(i,j) = — {w (i,j ) + a) (i,j ) } 
Applying the time averages to the terms of Equation (E-2M-) and reducing 
the resulting expression gives 
n+1,. . (i,j) = {jr+ ~ a2(M-i)2 + b2(M-j)2 + 






? ? ? 9 1 
a ^ M - i T + 1> ( M - j T + ~~ 
2X -
1 
} w n ( i , j ) 
,., . N n + 1 / 2 , . . . . -
a ( M - i ) v ( 1 - 1 , 3 ) 2 , M . , 
r z ^ ^ a (M- i ) 
2 
(M- i ) + ^ 
Rey |_ 2_ 
1 r n + 1 , . ., . N n , . n . N i 
- {us d-1,:) + a) d-1,]) j 
-a(M-i) vf1 / 2( i+l . j ) a2 
+ J + 
2 
(M- i ) - f-
tfei/ [_ 2_ 
1 r n + 1 , . , . N n , . ., . N i 
TT {oo ( 1 + 1 , 3 ) + a) ( 1 + 1 , 3 ) } 
, ,._ . N n + 1 / 2 , . . . . _ 
b'"'1"- '--".%n^,.ttl 2 itez/ [J J/ 2 -bT3} 
1 r n + 1 , . . ., N n , . . . x i 
- {us ( i , : - l ) + oo ( i , ] - l ) } 
- b ( M - j ) v n + 1 / 2 ( i , j + l ) 2 , M . . 
+ J r . b (M- j ) 
1 o ^ / 
^ ) - | ( l - ^ ) ] } 
1 r n + 1 , . . -, s n , . . n N] 
- {oo ( i , : + l ) + oo ( l , 3 + l ) | 
where 
n + 1 / 2 , . 1 ., b ( M - j ) 
V z ( 1 - 1 ^ ) = - 4 T " i p
n + 1 ( i - l , j + l ) + i | / n ( i - l , j + l ) (E -26 ) 
- * n + 1 ( i - l , j - l ) - * n ( i - l , j - l ) 




- *n+1(i+i,j-i) - ̂ (i-i.j-i)] 
vn+1/2(i,j-l) = - 2i«zii [*n+1(i+l,j-l) + •"(i+l.j-l) (E-28) 
I H- p( 
, n+1, . . s ,n+l, . ., . , v n - ^ (1-1,3-1) - \\> (1-1,3-1)] 
n+1/2,. . nN a(M-i) r,n+L. , „ n% ,n,. n . nX /rn „„. v^ (i,:+D = \ I> (1+1,3+D + ty (1+1,3+D (E-29) 
- ^n+1(i-l,j+l) - i|;n(i-l,j+l)] 
Equation (E-25) corresponds to Equation (48) of the text. The method of 
solution of the system of equations arising from the application of 
Equation (E-24) of each interior mesh point is given in the discussion 
of numerical methods in Appendix G„ 
This concludes the derivations of the various finite difference 
approximations of the VTE. No motivation concerning the reasons why 
these equations are needed in these particular forms has been given. 
The logic of this development has already been discussed in detail in 
the stability analyses of these equations in Appendix D. 
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APPENDIX F 
FINITE DIFFERENCE FORM OF THE 
DEFINITION OF VORTICITY EQUATION 
The differential equation describing the vorticity in terms of 
the stream function in the transformed plane is given in the text as 
Equation (32), and it may be written 
1 ; 2n t\2 ^ 2n c\ W \ 1 k / i \ W \ tr n> 
- {a ( l - £ ) — - a ( l - £ ) — } - — ( b ( l - n ) -r- } ( F - l ) 
X g ^ oc, /: o i | 
1 f ^ 2 / n , 2 d i> 2 / n , 3lp i 
+ - {b ( l -n) —~ - b (1-n) T^ } = -( 
X ^ 2 on J 3n 
Since this equation is never applied at the boundaries, it may be multi-
plied through by the quantity x- Applying the central differences of 
Appendix C to the partial derivatives evaluated at the point 
^ M ' M 
where again (—J is the mesh spacing yields the equation 
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2 rM- i> 
a Inr-J 
i j K i + l , j ) - ^ ( i - l , j ) 
4: 
1 l " J L ofii 2© 
• f bWf 
^ ( i , j + l ) + i p ( i 9 j - l ) - 2 M i , j ) 
& 2 
- b 2 ( ^ ) 
i p ( I , j+ l ) - i | ; ( i , j - l ) 
2f- l 
-a) x 
Simplifying this equation and transposing the term wx a^d the term con-
taining ip(i,j) produces 




+ {az(M-iT [i|;(i+l,j) + ^(i-l,j)] - KU~ C^(i+l,j) - *(i-l,j)] } 
2 
2,„ .,2 
+ {l> (M-jT C*(i,j+D + ̂ (i,j-l)3 - KPJ Cip(i,j+D - iKi,j-D] } 
b2(M-j) 
2 
Gathering like terms and denoting the time at t = (n+l)6t by the time 
step index (n+1) gives finally 
i>n+1(i,j)=4 (M-i){ (M-i)-| ^
n+1(i+l,j)+ |(M-i)+ iLn+1(i-i,j)} (F-4) 
+ b2(M-j) { («-J)-i(l + ^) 
.n+L . ... v 
* (i,3+l) 
<M-j ) + i (1 + ^ ) 
,n+L . . , x 
+ X ^
n + 1 ( i , j ) ^ J2a 2(M-i) 2 + 2b 2(M-j) 2 ) 
-1 
where 
X = * = £ Zw (TTT) = k ln (M?M b ^l-n; b ^M-j 
This is Equation (62) of the text. 
It should be noted here that this equation changes slightly at 
the mesh points just inside the boundaries of £ = 1 and n = 1 for 
which i = M and j = M. For the point i = M - 1, the Neumann condition 
states that 
i|;n+1(M-l9j) = ^
n + 1(M,j) 
Hence, at this point 
. n+1,. .. ,n+1,. .v 
\\) d+1,]) = \p (1,]) 
so Equation (F-4) simplifies to the form 
.n+1,. . . 
i> d , ] ) = a
2(M-i) (M-i) + I 




+ b2(M-j) { <M-J) 4 ( i 4 ) 2 ^ b: 
.n+1,. . , , 
^ (i5]+D 
( « - j ) + i ( i + ^ ) 
n+1 
^1T±(i,i-l) } 
Xa)n+1(i,j)^> |2a2(M-i)2 + 2b2(M-j)2 - a2(M-i)2 (M-i) - | 
Similarly, at the point j = M - 1, for which 
.n+1. . „ , x . n + 1 , . ,, s ij> ( i , M - l ) = ip ( i , M ) 
a n d h e n c e 
, n + 1 , . . n N , n + 1 , . . s 
\\> ( i , ] + l ) = ty ( i , j ) 
Equation (F-4) simplifies to the form 
.n+1,. .v _ aZ(M-i) { (M-i) - .n+1, . -, . N 
ty (i+i,:) 
(F-6) 
(M-i) + ~ n+1 ^r±(i-l,j) } 
+ b (M-j) ^ - i ) + ^ ( i + h;) bX-
.n+1,. . . . 
^ (i5]-l) 
+ Xw
n+1(i,jj^ J2a2(M-i)2 + 2b2(M-j)2 
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- bz(M-j) <M-j>-^(l +£) 
- i - 1 
This completes the finite difference approximation to the DVE 
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APPENDIX G 
SOME ITERATIVE METHODS FOR THE NUMERICAL 
SOLUTION OF ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 
The numerical model for both the implicit VTE and the DVE requires 
the solution of a system composed of a large number of simultaneous 
algebraic equations. Each algebraic equation has its origin in the 
application of the pertinent finite difference equation to a particular 
grid point. Since a closed form solution to such a system is intrac-
table, an iterative technique is required„ However, the question of the 
convergence of a particular technique is based to a large extent on a 
knowledge of the eigenvalues of the matrix A in the system 
A$ = B (G-l) 
where <j) is the column vector of the dependent variable. For a large and 
complicated matrix A, the difficulty In finding the eigenvalues is of 
the same order of magnitude as that encountered in finding the dependent 
variable. Hence, it appears that the most expedient way to see whether 
or not an iterative technique will work Is to try It. No recommenda-
tions will be made as to which of the following methods will provide the 
fastest solution in terms of machine time for a given accuracy and for a 
particular equation. Only the successful applications in this investiga-
tion for the VTE and the DVE will be noted. 
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Both of the finite difference equations mentioned above may be 
written in the form 
(i,j) - K± <j>(i-l,j) + K2 <Ki+l,j) (G-2) 
+ K3 <f)(i,j-l) + K^ <j>(i,j+l) + K5 
where, in functional notation, 
K, = K, (i,j,M, parameters of the flow) 
This is a fairly general form which should apply to second order equa-
tions which are approximated by central differences. In the ensuing 
discussion, the iterative method will sweep the mesh along rows or 
columns in the direction of increasing values of the indices i and j. 
In this manner, the latest values of (j)(i-l,j) and <j)(i,j-l) will have 
been calculated before <f>(i,j) is calculated. 
Method I. Jacobi's Method 
From the initial approximation 0 (i,j), improved values of 
cf>(i,;j) niay be calculated over the interior points of the mesh by employ-
ing the recursive relation 
>m+1 = K1 Ai-l,j) + K2 Ai+l.j) + K3 <Ai,J-D + \ ^(i.j+l) + K5 
where the superscript m refers to the number of the iteration. 
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A complete iteration consists of sweeping the entire region of interest, 
and the iteration is repeated until the difference between the successive 
iterates <j> (i,j) and <f) (i,j) is less than some predetermined tolerance 
throughout the flow field. Slowness to converge is the primary disad-
vantage to this method, and the time to converge becomes larger as the 
number of mesh points is increased. 
Method II. The Gauss-Seidel or Liebmann Method 
This method is known by the former name when it's applied to 
systems of algebraic equations and by the latter when it's applied to 
partial differential equations. This appears to be paradoxical.. The 
advantage to this method over Jacob!'s method is that use is made of 
the newest values of the dependent variable. This is shown in the 
recursive relation 
m+1/. .\ ,, ,111+1,. ., .. ,, ,m,. _, . ,. ,„ ^ N 
> d,D) = K <J> (l-l,:) + K2 (J) (i+l,]) (G-3) 
+ K3 <()
Tn+1(i,j-l) + K^ c|)m(i,j+l) + K5 
Again, one iteration consists of a complete sweep of the field, and 
iterating is continued until the difference between successive iterates 
becomes small. According to Faddeeva [39] three things may occur when 
Methods I and II are applied to the same system of equations. Depending 
on the eigenvalues of the matrix A in Equation (G-l), (1) Method II may 
be a substantial improvement upon Method I, (2) Method II may diverge 
although Method I has converged, or (3) Method II may converge although 
lob 
Method I has diverged. For case (1), Method II offers another slight 
advantage over Method I because the computer does not have to keep 
track of old and new values of <J>(i,j). It simply replaces the old 
value with the latest guess. 
Method III. The Method of Successive Over-Relaxation 
This method is often referred to in a shorthand notation as the 
S.O.R. method. When applied in conjunction with Liebmann's method, this 
procedure speeds convergence by correcting the latest iterate through 
the use of an acceleration or relaxation factor R where 1 < R < 2 
for over-relaxation. 
Assume that the Liebmann method has been demonstrated to converge 
for the finite difference approximation represented by Equation (G-3). 
Since successive iterates for (J>(i,j) are approaching closer and closer 
to the exact numerical solution, the difference between these iterates 
should be getting smaller. By increasing this difference between 
approximations, the difference between each iterate and the solution is 
decreased, and the rate of convergence is accelerated. In this manner, 
a better approximation, <j)(i,j), may be computed from the equation 
$(i,j) = Ai,j) + i?Um+1(i,j) - Ai,j)] (G-4) 
Equation (G-4) illustrates that the difference between successive 
_ . i - I 
iterates has been increased for R > 1. Now, <J) (i,j) has already been 
established in the Liebmann method by Equation (G-3). Combining these 
two equations, replacing the quantity cf)(i,j) by the standard notation 
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for the new guess, <j> (i,j), and simplifying gives the algorithm used 
in successive over-relaxation, i.e. 
.ra+1, . .N ^ rw ,m+l,. „ .s ,, ,m, (i,j) =R {Kn <|> (i-l,j) + K2 (f)
,n(i+l,j) (G-5) 
m+1 
+ K 3 (j) d,:-i) + \ <\> d,]+i) + K 5 } 
- (i?-l) <j>m(i,j) 
When the acceleration factor takes the value of unity, this reduces to 
the Liebmann method represented by Equation (G-3), and when convergence 
has been achieved such that 
m+1,. .s - m,. ., 
) (l,]) = I d,]) 
the equation reduces to the original finite difference equation repre-
sented by Equation (G-2). 
Although this method may converge in less than half the time it 
takes Method II, the calculation of R, in particular the optimum R3 
presents a complication. Although the optimum value of R has been 
calculated for Laplace's equation on a square mesh by determining the 
largest eigenvalue of a matrix, this is of little general interest. 
More recently, Carre [40] has found a simpler method which is 
adaptable to computer solutions. 
Some norm of the vector difference 
287 
A i . j ) = A i . j ) - •m"1(i,j) 
may be calculated by the deviation of successive iterates. Various 
norms are: 
M-l 
M L = nm = I max (rm(i5j)} 
i=l J 
M-l M-l 
N\\ = n m = I I Tm(i,j) 
'1 i=i :=i 
M-l M-l 
I I [Tm(i,j)]2 
2 i=l j=l 
It can be shown that 
-m 
limit r- = A 
m-xx> n 
m-l max 
jn where A is the largest eigenvalue of the vector T (i,i). Thus, given 
max 
an old guess at the relaxation factor, a new guess H for the optimum 
relaxation factor may be calculated using the relations 
RQ = 2 1 1 + 
(A + i?-l) 
max 





The following procedure is recommended: (1) Sweep the field several 
times with if = 1 to get a smooth start. (2) After setting R = 1.375, 
calculate a new guess for R every ten iterations. Once again, the 
iterative procedure has converged when successive approximations for 
<j>(i,j) agree within some tolerance of the iteration. 
Method IV. Refining the Mesh 
The time to converge for each of the previous iterative methods 
is dependent upon the accuracy of the initial guess. It is sometimes 
quicker to solve the governing simultaneous equations at every other 
mesh point until convergence is achieved and then to calculate values 
at the intermediate points as averages of the surrounding points. In 
a given period of machine time, the combination of the solution over 
the courser mesh and the averaging technique may give a better first 
guess for the refined mesh than will the solution of the equations over 
the refined mesh. 
Method V. The Combination Method 
This method which was developed by experience combines the better 
features of Method III and Method IV. In its application to the DVE, 
this algorithm converged within a given tolerance to an approximate 
solution in about one-third the machine time (on the Burrough's B-5500) 
needed for the Liebmann method. This was faster than any of the other 
iterative procedures discussed thus far. The recursive relation is given 
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by the equation 
cf)m+1(i,j) = R {K± <f>
m+1(i-q,j) + K2 4>
m(i+q,j) + ^ c f + 1 ( i , j - q ) 
+ K4 A i , j + q ) + K5} - (R-l) < f ( i , j ) 
where q is a dummy index which allows changing the mesh size. 
Basically, the idea is to iterate this equation over a number of finer 
and finer meshes all the while calculating the newest guess R for 
m 
the optimum over-relaxation factor. More precisely, the procedure is 
as follows: 
1. Perform several iterations with R - l and q = 4- over a 
mesh consisting of every fifth grid point of the final mesh. The final 
mesh, the finest one, is the one for which the solution is to be found. 
2. Set R = 1.375 and continue iterating until convergence is 
reached. A new guess for R is to be calculated every ten iterations. 
m J 
3. Refine the mesh by setting q = 2 and calculating the dependent 
variable at every other mesh point of the final grid, and continue to 
calculate a new R every ten iterations. (Do not set R = 1 or 
m J m 
R - 1.375 when starting the iteration on this new mesh.) Continue 
m 
until convergence is achieved. 
4. Refine the mesh to its final spacing by setting q = 1. 
Replace R by a new guess at R every ten iterations until convergence 
is reached. (Again, do not restart the acceleration factor at R = 1 
m 
or R = 1.375. ) 
m 
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The following are a few remarks concerning specifically the 
application of Method V to the DVE of this investigation. It was 
found (as expected) that for a particular number of mesh points M the 
optimum over-relaxation factor did not vary with the values of cj)(i,j). 
It was discovered that a cruder but sometimes faster method of calcu-
lating the optimum R was to guess at several values of R in the range 
1 < R < 2 and try them in the Iteration over the finest grid. The 
iteration which converged the fastest contained a guessed R which was 
closest to the optimum value. For example, for M = 2M- Method V found 
the optimum relaxation factor to be R =1.66, whereas for M = 32 the 
cruder approach found R - 1.75. Also, it was found that the iteration 
proceeded faster if the initial guess at ())(isj) was whatever was left 
in the machine. This was of course the solution to the last complete 
iteration, and even if this corresponded to a previous time step, the 
iteration closed faster. If this were not the case, a little more time 
would have been necessary to zero these last values in the machine. 
Finally, once the optimum over-relaxation factor was known from the 
experience gained by Method V, the Iteration using Equation (G-5) con-
verged in about one-fifth of the time needed for Method II. 
Method VI. The Alternating Direction Method 
This method is a special case of a class of techniques called 
implicit line methods. The method to be described here has also come to 
be known as the Peaceman-Rachford method as It discussed in [M-l]. An 
excellent presentation of the method is given by Pearson [32]. 
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By writing the recursive relation in the form 
.m+1,. , . N m+1, . . N „ ,m+l,. , . N K± (> d-1,]) - 4> (i,]) + K2 <f> d+1,]) 
- K3 cf)
m(i,j-l) - K^ cAi,j+l) - K5 






0 K -1 K 
0 0 0 0 
0 0 
0 0 
K l - 1 
4>(3,j) 
:M-I,J) 
•K3 <(.(l,j-l) - Ku 0(1, j + l) - K - K 0(0, j) 
-K3 <f)(2,j-l) - Ku 0(2,j+l) - K5 
-K3 0(3,1-1) - K^ 0(3,j+l) 
•K3 0(M-l,j-l) - Ku 0(M-l,j+l) - K5 - K2 0(M,j) 
yields new iterates for all cf)(i,j)Ts for that value of j. By varying 
j from j = 1 to j = M - 1 , new iterates may be calculated over the entire 
mesh. As usual, the superscripts m and m + 1 refer to the iteration 
number; they should not be confused with the time step index n. For the 
case of the VTE, for example, the values of the vorticity and the stream 
function at the previous time step are lumped into the constant K since 
they are no longer variables of the problem. 
The recursive relation already presented may be supplanted by two 
of them of the form 
., . m + 1 / 2 , . n . . . m + 1 / 2 , . . . „ . m + 1 / 2 , . .. . . , „ _ * 
K (J) ( 1 - 1 , 3 ) - (j> d , ] ) + K (j) ( 1 + 1 , 3 ) = (G-6) 
- K3 4 >
m ( i , j - l ) " \ c f ) m ( i , j+ l ) - K5 
and 
, m + l , . . , N m+1, . . , , .. m + 1 , . . , , >. rr> n\ 
K3 <)> ( 1 , 3 - D - <J> ( 1 , 3 ) + \ § ( 1 , 3 + D = (G-7) 
v , m + l / 2 . . m + 1 / 2 , . n . . 
- ^ <j> d - 1 , 3 ) - K2 <(> ( i + l , 3 ) " K5 
The iterative procedure is to vary 3 from 3 = 1 to 3 = M - 1 in Equation 
(G-6) in order to obtain new iterates (J) (i, j ) over the entire mesh. 
Next, vary i from i = 1 to i = M - 1 in Equation (G-7) to obtain the 
new iterates (j) (i,j). Thus, a complete iteration consists first of 
solving a system of (M-1) simultaneous equations for each of the (M-1) 
rows of the interior mesh and then of solving a system of (M-1) equations 
for each of the (M-1) columns of the interior mesh. By alternately 
sweeping the rows and columns the iteration is continued until successive 
iterates converge within some desired tolerance over the whole mesh. It 
may be noted that the existence of the tridiagonal matrix is not only a 
timesaver but also allows the feasibility of this particular iterative 
procedure. 
The alternating direction method is the only one of the iterations 
which converged when it was applied to the VTE. This scheme is here and 
elsewhere particularly recommended for the solution to non-linear dif-
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ferential equations. Both Esch [22] and Pearson [32] use what they call 
internal smoothing in this iterative technique. The new guess which is 
calculated from the tridiagonal matrix is modified to get a better 
guess which is some fraction (they recommend 15 per cent) of the new 
guess plus some fraction (they recommend 85 per cent) of the old guess. 
In this study of a vortex ring, successive iterates at a point in space 
were averaged every second iteration. It is strongly recommended here 
that a thorough investigation be made to find a systematic method for 
improving the rate of convergence of this iterative technique which is 
capable of solving a given non-linear equation. 
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APPENDIX H 
THE CONVERGENCE STUDY 
The standard technique utilized to demonstrate the convergence 
of a finite difference approximation is to solve the difference equa-
tion over a number of successively finer meshes in order to show that 
the sequence of solutions thus obtained approaches a single result. 
This result, sometimes called the exact solution, is taken to be the 
solution to the original differential equation, and the finite difference 
equation is said to have converged to this answer. However, in a prac-
tical problem, the exact solution is not known a priori so successive 
numerical approximations cannot be compared to it. Consequently, the 
characteristic which usually determines convergence is the existence of 
a diminishing difference between successive numerical approximations 
made over finer and finer meshes. The members of this sequence of 
solutions really approach only each other. For this reason, in a prac-
tical problem convergence is not an absolute state of affairs, and its 
existence must be qualified by the phrase "within a certain degree of 
approximation." 
It is realized that it would have been desirable to solve both 
the parabolic and uniform profile cases over a series of mesh sizes 
and time step increments. Unfortunately, the long computer time 
necessary to solve just one of these problems made this approach 
infeasible. For example, to solve the parabolic profile case for M = 24 
(529 interior mesh points) over the time period for which the impulsive 
velocity of Figure 5 was non-zero took from eight to ten hours of 
machine time on the Burrough's B-5500 computer. Consequently, only 
two different spatial meshes were employed in each of the cases studied 
Since a series of solutions could not be compared for each case, it is 
the purpose of this convergence study to demonstrate that the two 
solutions give approximately the same results. 
The Parabolic Profile 
The parameters used in the two solutions for the parabolic pro-
file are outlined in Table H-l. 
Table H-l. Parameters Used in the Convergence 
Study of the Parabolic Profile 
Problem 
Number 













R = 0.04 ft. U = 2 ft/sec 
Rey - 533 Tolerance of 
Iteration =0.01 
Since the dependent variables of the problems are the vorticity 
and stream function distributions, these are shown in Figures H-l 
through H-10 for the times t = 2, 6, 10, 14 and 18. In order to 
present another point of view, the vorticity, stream function, and 
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axial and radial velocity components for the point z = 1 and r = 1 are 
presented as functions of time in Figures H-ll through H-14. Finally, 
the boundary value of vorticity at the edge of the exit plane is given 
in Figure H-15 as a function of time. 
Inspection of Figures H-l through H-10 shows that the vorticity 
distributions compare well over the time period investigated, and the 
streamlines show excellent agreement. It is to be expected that the 
comparison of the stream function patterns should be somewhat better 
than that of the vorticity distributions. The vorticity is a rather 
complicated combination of the first and second derivatives of the stream 
function, and any error in the stream function will be magnified in its 
derivatives. 
A better quantitative evaluation of the method may be obtained 
from the study of Figures H-ll through H-14. The maximum error in the 
vorticity and the axial velocity is about 10 per cent for medium to 
large absolute values of each variable. The radial velocity offers a 
better comparison with an error of about 7 per cent, and for the stream 
function, the values calculated on the two different grids cannot be 
distinguished from each other in Figure H-12. 
Finally, Figure H-15 illustrates the boundary vorticity at r = 1 
as a function of time. This plot is noteworthy for several reasons. 
First, it demonstrates that the method employed in evaluating the 
boundary value of vorticity is reliable; the agreement between the two 
cases is good. Second, a comparison of Figure H-15 and Figure H-ll shows 
that a discrepancy between the vorticities of the two cases on the 
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Figure H-5. Vorticity Distribution at t = 18 -- Parabolic Profile 
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boundary does not increase in the interior of the flow field. The dif-
ference between the curves in Figure H-ll is no greater than that 
between the curves of Figure H-15. 
The Uniform Profile 
The parameters used in the two solutions for the uniform profile 
are outlined in Table H-2. 
Table H-2. Parameters Used in the Convergence 
Study of the Uniform Profile 
Problem 
Number 
M 6t P a b 
I 16 0.5 8 0.69315 0.69315 
II 24 0.5 12 0.69315 0.69315 
R = 0.04 ft. U = 2 ft/sec 
Rey = 533 Tolerance of 
Iteration = 0.01 
Typical values of the dependent variables, the vorticity and the stream 
function, are plotted in the z,r plane In Figures H-16 through H-25 for 
the times t = 2, 6, 10, 14, and 18. These figures demonstrate quali-
tative agreement between the two cases. In order to present data 
amenable to quantitative comparison, the vorticity, the stream function, 
and the axial and radial velocity components at the point z = 1 and 
r = 1 are shown as functions of time in Figures H-26 through H-29. 
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Figure H-20. Vorticity Distribution at t = 18 — Uniform Profile 
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Figure H-21. Streamline Pattern at t = 2 — Uniform Profile w 
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of time in Figure H-30. 
Figures H-16 through H-20 illustrate good qualitative agreement 
for the vorticity contours plotted. In the case of the vortex ring 
generated by the uniform profile, fluid emerges from the exit plane 
possessing a negative vorticity which denotes clockwise rotation in 
the upper half of the meridian plane plotted in these figures. This 
physical phenomenon is discussed in detail in the results of Chapter 
IV. However, due to the large gradients, these regions of negative 
vorticity decay and break up into smaller elements. Although these 
regions of negative vorticity appear in both Problem I and Problem II 
of the uniform profile case, the locations of corresponding areas of 
the same negative vorticity do not compare well all the time. Since 
these regions are very small, they are not shown in this series of 
figures because to present them adds too much detail to the figures. 
However, the vorticity contours which indicate the vortex ring do show 
good agreement. 
The streamline patterns of Figures H-21 through H-25 compare 
very well. Again, this behavior is expected. The vorticity indicates 
the derivatives of the stream function whereas the streamlines are 
simply contours of the stream function itself. 
A quantitative comparison can be made from the vorticity at the 
point z = 1 and r = 1 as shown in Figure H-26. This point in space 
experiences the large fluctuations in vorticity caused by the break-
up of regions of negative vorticity closer to the center line. The 
case for M = 24, in which the breakup can be seen in more detail, shows 
the vorticity actually becoming negative as one of the elements passes. 
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After the ring has passed at about t = 12, the value of vorticity oscil-
lates as the regions of trailing vorticity move out into the field. 
Figure H-27 demonstrates the variation with time of the stream 
function at the same point in space. Here, the convergence of the 
two solutions is indicated much more clearly. The maximum deviation 
appears to be about 10 per cent. Figures H-28 and H-29 illustrate the 
variation of the axial and radial velocity components, respectively. 
The axial velocity shows a smoother variation for the mesh of M = 24, 
whereas the radial distribution shows a more detailed oscillation as 
the secondary trailing vortices pass the point of interest for the mesh 
of M=24. 
Finally, Figure H-30 shows the behavior of the vorticity on the 
solid boundary at the edge of the orifice. The maximum vorticity occurs 
at the time t = 10, and the fact that the vorticity is positive demon-
9v 3v 
z r 
strates the dominance of the term — — over the term — — at this 
dr dz 
point. Since the axial velocity profile is linear over the range 
0.95 < r < 1.0, observation of Equation (72) indicates that 
8v 
3r 
at r = 1 and t = 10. Since the total vorticity at this point in space 
and time has a value of only about 12, the other component of vorticity 
exhibits a value which has the same order of magnitude. The agreement 
of the two curves of Figure H-30 gives a further degree of confidence 
8v 
r 
in the method by which the term -r— is calculated numerically. 
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Concluding Remarks 
In this appendix, a comparison is made of the results of the 
numerical calculations for two different mesh sizes for both the para-
bolic and uniform axial velocity distributions in the exit plane. Both 
cases show good qualitative agreement in the region of the flow around 
the vortex ring. The agreement is better for the stream function than 
the vorticity since the vorticity denotes the behavior of various spa-
tial derivatives of the stream function. In the case of the vortex ring 
generated by the uniform velocity profile, negative vorticity is gen-
erated in the exit plane, and the results of the solutions for M = 16 
and M = 24 indicate that convergence to a high degree of accuracy has 
not yet been achieved in this region of the flow field. Overall, con-
vergence in the parabolic profile case appears to be better than for 
the uniform profile case. This behavior is attributed to a higher 
truncation error in the uniform case. The gradients of the dependent 
variables in both space and time are greater for the uniform profile 
case, and this results in higher values of the derivative which is one 




A STEADY STATE SOLUTION 
In order to verify the model used to study the generation and 
development of a viscous vortex ring, it was considered desirable to 
compare a steady state solution of the numerical model to an existing 
solution. A direct comparison is prohibitively expensive though, 
because of the long computer time necessary to obtain a steady state 
solution for the center line profile of Figure I-l„ However, if the 
numerical model preserves a known steady state solution, a degree of 
confidence can be established in the numerical technique. Such an 
existing solution of the boundary layer equations is given in Pai [36] 
for steady flow issuing from a round hole of infinitesimal size. For 
completeness, the analysis is repeated here as it is adapted to the 
nomenclature of this investigation and the configuration illustrated 
in Figure 1-2. 
The steady, incompressible, axisymmetric motion is described by 
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2t ^A 3t 
Figure I-l. Center Line Profile for Steady State Solution 
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The accompanying boundary conditions are 
and 
at r = oo 
at r = 0 







(Note that these assumptions are consistent with the numerical model of 
the vorticity transport equation.) The momentum flux of the jet at any 
section is given by 
M„ - 2TT p J v r dr 
0 J z 
o 
(1-6) 
and M is constant. Under the assumption that there exist similar 
solutions, the dependent variables may be written as 
f = v z g($ ) 







and the prime denotes differentiation with respect to the independent 
variable. Substituting these equations into Equation (1-1) gives the 
differential equation for the unknown function g, i.e. 
T (If) = A (g" - & (I"') 
d$ d$ 
The transformed boundary conditions become 
at $" = °° g' ($") = 0 (1-8) 
at $" = 0 g($") = g'($") = o (1-9) 
Since the arguments of both derivatives with respect to $ in Equation 
(1-7) must vanish at the origin, Equation (1-7) may be immediately inte-
grated to give 
$" g" - g' + gg' = 0 
which has the solution 
2 
;(T) = 1-
1 + (T 2/4) 
where 
T = c< 
and c is an arbitrary constant which may be determined from 
M * = r — y 
0 l 3 





ITT y'% z" [1 + ( T 2 / 4 ) ] 2 
and 
3 M o l 
I ^ P ; 
1 T[1 - (T A)] 






[TT P" j 
It is also seen from the solution that the stream function distribution 
is given by 
i> = v z 
1 + T /4 
This may be verified by calculating the velocities and comparing them to 
the ones given above. Pai also notes that the approximate solution is 
good as long as M /p v " is large. Rewriting these results in terms of 
the dimensionless variables used throughout this study gives 
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where 
vz = l M o ^ 7 h 2 ( I"10) 
[1 + (x A ) ] 
^-k^v^k^'i^i »-") 
ci + ( T / i o r 
* = ^ — ^ 2 - — ( I - 1 2 ) 
^ [ 1 + (T / 4 ) ] 
1_ 
M °° 
Mn = ^ ^ T = 2 J v
2 r dr (1-14) 
0 TD2 " T , 2 ft Z 
TT R p U u 
and R and U are respectively the dimensional radius of the exit plane 
and the dimensional maximum center line velocity. 
These results must now be adapted to the control volume of 
Figure 2. To do this, assume the existence of a fictitious axial 
distance z such that 
v (z,0) = 1 (1-15) 
z 
v (z,l) = K = 0 (1-16) 
z 
The flow field resulting from these relations is shown in Figure 1-3. 
Now, investigate the effect of these conditions. Consider the first, 
Equation (1-15). From Equation (1-13), T = 0 at r = 0, and when Equation 
Edge of Boundary Layer 




(1-10) is simplified by this fact and combined with Equation (1-15), 
there results the expression 
vz(z,0) = i = | M Q Rey ^ 
z 
from which it may be seen that 
z = | MQ Rey (1-17) 
Consider next the effect of Equation (1-16). Combining it with Equation 
(1-10) and employing Equation (1-17) yields 
v (z,l) = K = k> 7y (1-18) 
[i + (T A o r 
where at z = z and r = 1 the expression for T reduces to 
1_ 
r(z,l) =«f-(3 M Q )
2 I 
z 
Simplifying this with the aid of Equation (1-17) allows the derivation 
of 
i_ 
x(z,l) = ̂ ) 2 
2 z 
which when substituted into Equation (1-18) produces the equation 
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[1 + l ^ ] 2 
8 z 
After selecting the positive root for physical reasons, the distance z 
may be computed as 
- = 1/8 ^ y ( I_ 1 9 ) 
Hence, the fictitious axial distance z is fully specified by the 
Reynolds number and the "slip" velocity K at the edge of the exit 
plane. (The Prandtl no-slip condition is not satisfied exactly by 
this analysis, but if K is chosen small enough, the effect of the slip 
should be small.) 
Once a value of the parameter K has been adopted, the axial 
distance z may be computed by Equation (1-19) and the momentum flux of 
the fluid at any cross-section may be determined from Equation (1-17). 
If the axial distance z is replaced by the distance (z - z) in Equations 
(1-10) through (1-12), there result the approximate velocity and stream 
function distributions for an axisymmetric free jet issuing from a round 
hole of radius R. In fact, from this point on, the spatial co-ordinate 
z occurring in Equations (1-10) through (1-13) should be thought of as 
the axial distance between a point in the flow field and the solid 
boundary or the exit plane. 
Since the dependent variables of the numerical model are the 
stream function and the vorticity, the vorticity must be determined, 
The definition of vorticity used here is once again 
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, 9v 8v 
A r z 
to 
dz dr 
This may be evaluated either by substituting the velocities into this 
equation and differentiating or by replacing the velocities by equivalent 
expressions in terms of the stream function and differentiating the 
result. In either case the result is the same, namely 
o 
" = f M 0 f f ^ — - V T 3 ^ { © (̂t2/.) -l]+x
2 } (1-20) 
f 1 4- I T / Ll 1 I— — 
Remember that here again the spatial co-ordinate z should be recognized 
as the axial distance between a point in the field and the solid bound-
ary or the exit plane. 
Pai states that the approximate solution is good as long as the 
* "2 
parameter M /p v is large. When this is written in the dimensionless 
variables, it becomes 
2 
1/3 TT Rey , . 
. ̂  must be large 
(1/70 - 1 
For the constant K fairly small and the Reynolds number of this study, 
no difficulties arise. 
In order to demonstrate the validity of the numerical model, the 
parameters of the flow field are chosen to correspond to those of the 
rest of this study. They are 
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U = 2 feet/sec R = 0.04 feet Rey - 533 
The parameter K is specified to be 
K = 0.01 
The vorticity and stream function distributions were calculated from 
Equations (1-20) and (1-12), and the results are shown in Figures 1-4 
and 1-5. 
The numerical model was set up for M = 24 (529 interior mesh 
points) in the transformed £,n plane, and the stream function distribu-
tion corresponding to the vorticity distribution of Equation (1-20) 
was computed numerically. This is shown in Figure 1-6. The numerical 
method was then implemented for 12 time steps with 6t = 0.5, and the 
resulting vorticity and stream function distributions are shown in 
Figures 1-7 and 1-8. The vorticity distribution given by Equation (1-20) 
(shown in Figure 1-4) compares so well with the vorticity distribution 
obtained numerically at the end of 12 time steps (Figure 1-7) that no 
difference can be seen between the plotted results. In addition, the 
final stream function distribuiiion (Figure 1-8) cannot be distinguished 
from the initial stream function distribution (Figure 1-6) which was 
calculated numerically to correspond with the vorticity distribution of 
Equation (1-20). This procedure demonstrates that the numerical model 
preserves an appropriate solution of the boundary layer equations. 
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Figure 1-8. Streamline Pattern of the Numerical Solution at t = 6 M = 24 CO 
-P 
ence in stream function distributions. Remember that the former is the 
distribution calculated from Equation (1-12) whereas the latter is the 
numerically computed distribution which corresponds to the vorticity 
given by Equation (1-20). This difference can be attributed to mesh 
spacing alone. The parameter M was increased to 50 (2401 interior mesh 
points) and a stream function distribution corresponding to the vor-
ticity of Equation (1-20) was calculated. This result is given in 
Figure 1-9, and a comparison of this figure and Figure 1-5 (the distri-
bution of Equation (1-12)) shows no difference between the two. 
This study of the axisymmetric free jet not only gives confidence 
to the numerical method but also substantiates another numerical approxi-
mation, the computation of the boundary value of vorticity. No diffi-
culties occurred in this respect. 
In conclusion, the steady state numerical solution compares well 
to the corresponding solution of the boundary layer equations» For a 
problem like the one studied here for which the solution to both models 
should be valid, the fact that the numerical method preserved the solu-
tion of the boundary layer equations indicates that the numerical model 
is a good one. 
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Figure 1-9. Streamline Pattern of the Numerical Solution at t = 0, M = 50 
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APPENDIX J 
DEVELOPMENT OF LAMB'S VORTEX MODEL 
In this appendix, the theory is developed for the vortex ring 
model which is usually attributed to Lamb [7]. The importance of this 
model is attested by its frequent use in the study of flow fields com-
posed of circular or helical vortex patterns. It is one model which 
allows the prediction of the self-induced velocity of a ring. 
The ring is assumed to be generated by an instantaneous impulse, 
and the momentum of the ring remains constant for all time. No mecha-
nism such as viscosity exists to allow the decay of the vorticity or 
circulation of the ring. The derivation of the motion of the ring 
follows closely the work of Lamb although in this appendix the proper-
ties of the ring and the flow field are dimensionless parameters in 
keeping with the other analyses of this study. The development is based 
mainly upon energy concepts. 
Consider half of the axisymmetric vortex ring, illustrated in 
Figure J-l. The ring may be thought of as being composed of a large 
number of closed, circular vortex filaments a few of which are shown 
as dots in the cross section. The most important assumptions of this 
analysis concern the composition and geometry of this ring. Although 
some of these are not needed immediately, they are presented here so 
that their significance can be fully established. First, it is 
assumed that all the vortex filaments lie within a region of circular 
*-z 
Core Composed of 
Vortex Filaments 
Figure J-l. Orientation of Vortex Core 
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cross section. This means that the flow is rotational within the ring 
and irrotational outside it. The fact that the cross section is cir-
cular allows introduction of polar co-ordinates within the ring and 
the subsequent simplification of integration over the ring. Next, the 
vortex filaments are assumed to possess equal strength which does not 
vary with time. This simplifies the problems of integration. Since the 
vorticity is now constant throughout the ring, the ring rotates as a 
solid body, and the rotational velocity of the ring is zero at its 
center. (One of the characteristics of a vortex filament is the infinite 
velocity at the filament.) This property also satisfies the behavior of 
a real vortex ring which should exhibit a vanishing rotational velocity 
at its center. Finally, the radius of the core of the ring is assumed 
small with respect to the radius of the ring. The importance of this 
assumption is primarily in permitting the simplification of two elliptic 
integrals which occur later. These assumptions will be mentioned 
throughout the analysis whenever they are applied. 
The kinetic energy of the vortex can be expressed by the equation 
T = ~2 III ^u + v + w > dx dy ds (J-D 
where the triple integral denotes integration over an incremental 
volume of space in a rectangular Cartesian co-ordinate system, and 
the integrand is composed of the squares of the velocities expressed in 
the same co-ordinate system. Lamb presents the kinetic energy in a 
useful expression which can be written as 
T = p HI {u(y co - <r co ) + v(z co - x a) ) ( J - 2 ) 
z y x z 
+ w{x co - z/ co )} dx dz/ ds 
1/ a: 
where oo , OJ , and co are the three components of vorticity in a rec-
X y z 
tangular Cartesian co-ordinate system. Equation (J-2) can be shown to 
reduce to the form of Equation (J-l). When Equation (J-2) is transformed 
to a system of cylindrical co-ordinates and when the condition of axi-
symmetry is applied, the following equation results: 
T = 2TT p \l (r v - z v )w r dr dz (J-3) 
J J z r 
Here, integration in the azimuthal direction has already been performed. 




OJ - — — - — — 
dz dv 
The integration of Equation (J-3) may be replaced by a summation over 
all the vortex filaments composing the ring, and this change yields the 
expression 
T = 2u p E [K r(r v - z v )] (J-4) 
z r 
where K denotes the strength of an elementary vortex filament 
K = co 6z 6r 
A similarly useful expression for the impulse of the system of vortex 
filaments is given by Lamb as 
O 0 
PP = TT p JJ r w dr dz = Z 7T p [K r ] (J-5) 
Again, the integration is to be carried out over an infinite volume 
expressed in cylindrical co-ordinates, and the summation is over all 
the vortex filaments of the ring. 
To facilitate the development of the expression for kinetic 
energy, the orientation of a general vortex filament in the circular 
cross section of the ring is given in Figure J-2. Also shown are the 
velocities of the filament and the location of the element in the polar 
co-ordinate system of the core. From the figure it can be seen that 
v = v ^ + s ft cosB 
z zO 
v = s ft sin6 
r 
where v is the translational velocity of the ring, s is the distance 
between the center of the ring cross section and a particular filament, 
and ft is the angular velocity of the core. Substituting these expres-
sions into Equation (J-4-) and expanding gives 
Filament II 











Figure J-2. Orientation of Vortex Filaments in Vortex Core 
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= Z - K r 2 v + Z K r 2 ( s ft c o s 6 ) ( J - 6 ) 
2-̂ p zO 
- Z K rz(s ft sin6) 
It is specified that the impulse of the solid, rotating core be equal to 
the impulse of the system of vortex filaments, in which case Equation 
(J-5) implies that 
2 2 
Z K r v = E K r . v (J-7) 
zO 0 zO 
and this in turn gives 
= Z K r 2 v + Z K r 2 ( s ft cosG) ( J - 8 ) 
2TTP 0 zO 
- Z K r (s ft sinG) 
z 
where r is the radius of the vortex ring. From the geometry of Figure 
J-2 it may also be seen that 
r = r - s cosi 
z = z + s sm( 
Substituting these values into Equation (J-8) gives 
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) ) 
= Z K r v + £ \<(r. - s c o s 9 ) s ft cos6 ( J - 9 ) 
27Tp 0 zO L 0 
- < ( r - s c o s 9 ) ( z + s s i n 8 ) s ft s i n 9 } 
Now, t h e summation of E q u a t i o n ( J - 9 ) i s r e p l a c e d by an i n t e g r a t i o n i n 
p o l a r c o - o r d i n a t e s o v e r t h e b o d y , i . e . f o r 0 < s < r y and 0 < 9 < 2TT. 
Hence , 
T
 P L 2TT r L 2TT 2 
= J / co r v s ds d6 + J / w ft {r s cosG ( J - 1 0 ) 
2TTP J J 0 zO J J l 0 
o o o o 
2 2 3 3 2 
- 2 r s cos 9 + s cos 6 - ^ n z n s s i n 6 + z s sinG cosi 
O O Q O 
- r s sin 6 + s sin 9 cos9} s ds di 
Since all the vortex filaments are of equal strength, the vorticity may 
be removed from under the integral sign. Integration of Equation (J-10) 
with respect to 9 gives 
r r 
= / r v co 2TT S ds + / io — {-2 r s IT - r s TT}S ds (J-ll) 
2TTP J 0 zO J 2 l 0 0 
o o 
Here, t he e q u a l i t y 
, = f 
has been applied. Finally, integration of Equation (J-11) with respect 
to s gives 
T 2 . 2 , 3 P 0 , 2 N 2 
= r ^ v (oo TT r T ) - — — (u) TT r T ) 2iTp 0 zO L 8 TT ' L 
which in t u rn s i m p l i f i e s t o 
r r2 
T - r ? v „ F -I ^ — (J-12) 27TP 0 ZO 8 TT 
with the knowledge that for solid body rotation 
T = W(TT rT
2) 
b 
where T denotes the circulation of the vortex ring. Equation (J-12) 
gives a simple relation between the velocity, radius, circulation, and 
the energy per unit mass of the ring. To determine the velocity of 
the vortex ring, the next task is to evaluate the kinetic energy of the 
rotating core. 
In a system of cylindrical co-ordinates for which axisymmetry 
exists, the kinetic energy of the ring is given by 
0 0 
T = TTP J f (v + v )r dr dz (J-13) 
J J z r 
Introducing the stream function defined by 
1 9 ^ 1 d\b 
- — TT1 and v = T 1 
z r dr r r dz 
i n t o E q u a t i o n ( J - 1 3 ) and s i m p l i f y i n g g i v e s 
T = ,rp / / (V | * - v | * ) d r dz 
J J z 3r r dz 
Expanding this relation to the form 
X = / { / v l^dr} dz - J (J v |idz} dr 
integrating by parts inside the brackets, and simplifying by applying 
the definition of vorticity, i.e. 
1_ 2jĴ  1_ 3^ J_ %jt 
W " r „ 2 + r 3z 2 ^ 2 
3z r dr 
p r o d u c e s t h e r e l a t i o n 
T = TT p / J i|> oj dz d r ( J - 1 4 ) 
The kinetic energy of the ring is given in terms of the stream function 
and vorticity distributions within the ring. As in the case of previ-
ous relations, the integration is to be performed over the entire z,r 
plane, but since w = 0 outside the ring, the integration is necessary 
only over the core of the ring. 
Now, the stream function distribution within the ring, the 
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rotating solid body, must be found. A standard development employing 
the concept of mass flux through a circular region is derived by both 
Lamb and Ringleb [9]. The stream function at the point (z,r) due to a 
single-filament vortex located at the point (z',r') is given by the 
equation 
1_ 
iKz,r) = ~ (rr')2 {(| - X)T ± (X) - | T^X)} (J-15) 
provided that 
2 
2 . ri 4 rr' 
A — 1 — — — 2 2 2 
r (z-z' ) + (r+r' ) 
Here F (X) and E (X) are the complete elliptic integrals of the first 
and second kind, and r and r are the smallest and greatest distances, 
respectively, between the point (z,r) and the vortex filament. Cayley 
[42] presents Landen's transformation which allows a reduction of 
Equation (J-15) to the form 
ty = ~ (r+r ) {TAX') - TAX1)} (J-16) 
where 
r - r 
2 1 
X1 
r + r 
2 1 
For the case of the solid core composed of a number of vortex filaments, 
this expression must be integrated over all the filaments. Using 
cylindrical co-ordinates once again and integrating gives 
r -r r -r. 
i> = 7T- / J \?A——~] - E-,f——-) } (r\+rjw' dr' dz ' (J-17) 
This is the stream function at the point (z,r) due to a distribution 
of vortex filaments of strength to' located at the general points 
(z',r!). Since the vorticities of all filaments are equal and since no 
filaments exist outside the solid core, the integration need be per-
formed only over the core. Consequently the parameter r is very small 
compared to r . 
Cayley presents series approximations to the elliptic integrals 
of Equation (J-17). For small values of r , these functions simplify 
to the expression 
2 
r -r 16(r +r ) 
F (_̂ _A) = 1 tn l^r2+r1; 2 4 r i r 2 
and 
T -v 
EJ-*-^-) = 1 (J-18) 
lvr tv J 
Since r << r and r = 2 r , a further reduction is possible; hence, 
the stream function simplifies to 
8r 
^ = - 11 IT ln ( T H - 1lrn w ̂ 'dr'dz 2 *• r J J 0 
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Since co is zero outside the solid core and constant inside, the integra-




<Ks,6) = ^ r J J [ln[—±) - 2} s'ds'dB' (J-19) 
^ 0 0 ri 
In the new co-ordinate system, the parameter r is the distance between 
the location of the vortex element, (s',6f), and the point where the 
stream function is being computed, (s,8). Hence, r is given by the 
Law of Cosines as 
= {s2 + s'2 - 2 ss' cos(6-6')} 
which can be seen in Figure J-2. Integration of Equation (J-19) 
involves isolation of the term ln(v ) and integration of it with 
respect to 6'. Accordingly 
2TT 
J ln{s + s' - 2ss' cos(0-er))de = 
2TT In s' if s'>s 
27T In s if s' <s 
Incorporating this fact into Equation (J-19) and judiciously regatherinj 
the terms resulting from the integration gives 
u ro s 
ii - -
^ 0 
{ / \2v[ln(8r ) - 2] + 2?r In s N s ' d : 
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r L 
+ / <2-rr[£n(8 r ) - 2 ] + 2TT In s y s ' d s ' ) 
Performing this integration over s' and simplifying gives finally, 
2 
oo r r 8r 2 
4,(3,9) = _ _ ° _ i l {Z„(_°.) - f - ~ l (J-20) 
2 L r 
L 
Equation (J-20) gives at a point in the core of the ring the stream 
function which is due to a distribution of equal-strength vortex fila-
ments. Integration of this function throughout the core allows evalua-
tion of the kinetic energy of the ring which is given by Equation (J-14) 
This in turn may be substituted into Equation (J-12) to give the vortex 
velocity. 
Combining Equations (J-20) and (J-14) and expanding the result 
gives 
r 2 
T , L 2TT a) r r 8r 
2̂ 5-= - T u J J {- — 2 - t Zn (-̂ -j + f „ rQ r£ls ds d6 (J-21) 
p 0 0 2 L 
r 
1 L 2TT 1 2 
- - OJ / J f- a) rQ s }s ds df 
Integrating, gathering terms, simplifying, and employing the equality 
for solid body rotation 
r 2 
T = a) 7T r 
L 
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y i e l d s 
2 
r T 8r 
{l„(-±)-l} (J-22) 2TTP 4TT l ^ r ; 4 
Li 
Here, the kinetic energy of the vortex ring is given simply in terms of 
the strength and geometry of the ring. Substituting Equation (J-22) into 
Equation (J-12) and simplifying gives finally 
8r 
iM^r) - v 1 ( J-23) zO 4-TTr L v  J 4 
U L 
This is the well-known result of Lamb which gives the velocity of a 
vortex ring in terms of its strength and geometry. 
To understand the limitations on Equation (J-23) as an accurate 
description of a physically reasonable phenomenon, the assumptions 
employed in its derivation are repeated here: 
1. The ring is a torus of circular cross section which rotates 
as a solid body. The flow field outside the ring is irrotational. 
2. The radius of the core is very small compared to the radius 
of the ring. 
Although Equation (J-23) appears to be a neatly packaged answer to a 
comparatively complex problem, a difficulty exists. The radius of the 
core is unknown. According to Ringleb, this fact has led Sommerfeld 
[43] and others to express the opinion that these results are useless 
because of the unknown radius r and the arbitrary assumption that the 
Li 
circulation is constant for the circular vortex lines within the ring. 
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APPENDIX K 
HILL'S SPHERICAL VORTEX 
It is the purpose of this appendix to develop the expression for 
the translational velocity of fluid which Is a great distance removed 
from an axisymmetric spherical vortex. The analysis is one of perfect 
fluid theory. Consequently, the viscosity of the fluid does not enter 
into this derivation, and there Is no mechanism for the decay of the 
circulation of the spherec The physical system corresponds to the 
axisymmetric analogy of a pair of standing vortices in an invisid fluid 
of uniform velocity. 





is written in terms of the stream function, the resulting equation Is 
given by 
1 d2\b 1 8 ib 1 92I |J 
W = i- + 
r ^ 2 2 8 r r „ 2 
dz r dv 
Hill [44] solves this equation by assuming that the vorticity can be 
expressed by 
a) = r F(i/>) (K-l) 
366 
where F(^) is a constant given by 
F(ip) = - 5A (K-2) 
Combining these relations gives 
l!|_ I|l + l ! i = 5 A r
2 (K-3) 
, 2 r 3r 2 
9z 3r 
which has the solution 
* = 1 r2(ao " z2 " r2) (K_4) 
That this is true may be verified by the substitution of Equation (K-4) 
into Equation (K-3). Since the stream function vanishes on the sphere 
2 2 2 
r + z = aQ 
the stream function distribution of Equation (K-M-) represents the flow 
field inside a sphere of radius a . The geometry of this sphere and 
its orientation in the z,r plane is given in Figure K-1. Combining 
Equations (K-1) and (K-2) gives the vorticity distribution inside the 
sphere as 
a) = - 5A r (K-5) 
Figure K-l. Orientation of Hill's Spherical Vortex 
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If the fluid outside the sphere is moving in the negative z-
direction with a velocity v , then from perfect fluid theory its stream 
function distribution is known to be 
3 
^ H o ^ 2 I 1' 2 ^ 2,3/2 1 (K"6) 
(z + r ) 
Here again the stream function vanishes on the sphere of radius a . 
Equations (K-4-) and (K-6) represent a continuous stream function 
throughout the field, and since the stream function vanishes on the 
sphere, the sphere is a streamline of the flow. By definition the 
velocity normal to the sphere is zero. However, another condition 
which must be satisfied by the inviscid fluid is that the fluid velocity 
must be continuous throughout the flow field. Hence, the velocity 
calculated from the stream function inside the sphere must equal the 
velocity calculated from the stream function outside the sphere on the 
sphere. Using the polar co-ordinate system of Figure K-l, this condi-
tion may be expressed mathematically by the equation 
v T = v (K-7) 
zl zE 
where the subscripts I and E differentiate between the velocities 
internal and external to the sphere„ Since the axial velocity is given 
by 
! ii 
z r 3r 
Equation (K-7) reduces to 
d\j)) _ d± 
dvl 9r 
(K-8) 
Differentiating Equations (K-4) and (K-6), evaluating the derivatives 
2 2 2 
on the sphere for which a = r + z , and substituting the results into 
Equation (K-8) reveals that 
A = - I Vz0 
2 2 
ao 
Combining this fact with Equation (K-5) gives the vorticity distribution 
inside the sphere as 
15 r 
u = f V z O ^ (K"9) 
ao 
By integrating this vorticity distribution over the semicircle of 
radius a , the circulation of a section of half the spherical vortex 
can be computed. Hence 
an v ^ r T 
r f f 1 5 V z 0 H H 
r = J j ~2 — r dr dz 
0 -^T-^l *0 
0 
which is evaluated as 
F = 5 VzQ aQ (K-10) 
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If the size and circulation about half of the spherical vortex are 
known, then the velocity of the external flow far from the sphere may 
be calculated as 
v n = ? f <K-1D 
zO 5 a 
This is the desired result. 
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