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ABSTRACT
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The University of Alabama in Huntsville
Degree

Doctor of Philosophy

College/Dept. Science/Space
Science

Name of Candidate
Title

Bishwas L. Shrestha

Energetic Neutral Atom Flux from the Inner Heliosheath and
Its Connection to Termination Shock Properties

The energetic neutral atom (ENA) ﬂuxes observed by the Interstellar Boundary EXplorer (IBEX) spacecraft show power-law like spectra in the energy range ∼ 0.5
to 6 keV. However, the temperature of the thermal core solar wind (SW) protons in
the inner heliosheath (IHS) measured by Voyager 2 spacecraft is too low to create
keV ENAs with Earth-directed trajectories. On the other hand, the temperature of
the pickup ions (PUIs) that are reﬂected and energized in the upstream motional
electric ﬁeld of the heliospheric termination shock (HTS) is too high to create a signiﬁcant number of ENAs in the IBEX-Hi energy range. Instead, those PUIs that
are transmitted directly across the HTS, i.e., without experiencing reﬂection, should
be primarily responsible for the ENAs produced in that energy range. The energy
gained by these PUIs upon crossing the HTS depends on a shock compression ratio
that can vary with location. The work in this dissertation can be loosely divided into
two connected parts.
In part 1, we present statistical comparisons between ENA ﬂuxes obtained
using a global simulation of the heliosphere and data collected by the IBEX spacecraft.
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We use a 3D steady-state simulation of the heliosphere to simulate the ENA ﬂuxes by
post-processing the MHD plasma using a multi-Maxwellian distribution for protons
in the IHS. The data for the comparison is from the IBEX-Hi instrument over the
time period 2009-2015. The statistical comparison is performed by calculating the χ2
value between the simulated ENA ﬂuxes and data for each line of sight in the sky.
A comparison with exposure-averaged data for solar minimum and solar maximum
conditions is also performed to determine the eﬀect of solar wind (SW) properties
on the IHS ENA ﬂuxes. This study shows that our model matches the data well in
the ﬂanks and parts of the nose of the heliosphere, whereas, the match is less good
in the downwind tail, ribbon, and polar regions. We interpret these results to mean
that: (i) heliosheath plasma in the polar region consists of advected fast (or slow) SW
during solar minimum (or maximum) conditions, and (ii) HTS parameters are likely
diﬀerent over the pole compared to equitorial latitudes. A poor match at around 30◦
north and south of the downwind direction is likely due to the existence of a mixture
of plasma that comes from fast and slow SW. While our results are consistent with a
single heliotail, the shape of the heliosphere continues to be an area of active research
and more data and further modeling are needed to determine its true structure.
In part 2, we further extend the statistical comparison between the observed
and simulated IHS ENA ﬂuxes to estimate the HTS compression ratio at multiple
directions in the sky. For this purpose, the quantitative comparison is performed
by calculating the fractional diﬀerence in the spectral slope between the observed
and simulated ENA ﬂuxes for a range of compression ratios, where the simulated
ENA spectrum is varied as a function of downstream PUI temperature (as a function
v
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To my Parents

There are two mistakes one can make along the road to truth. . . not going all the
way, and not starting.
—Buddha

CHAPTER 1

INTRODUCTION

1.1

Observations of the Heliosphere
The heliosphere (Figure 1.1) is the region of space formed by the supersonic

solar wind (SW) expanding from the Sun to eventually interact with the local interstellar medium (LISM). Here the plasmas are separated by a boundary located ∼120
astronomical units (au) from the Sun (Voyager 1 and Voyager 2 observation) in the
nose direction and likely thousands of au in the tail direction [Pogorelov et al., 2015].
This boundary that separates the SW and interstellar plasma is a tangential discontinuity called the heliopause (HP), and its location is determined by the balance of
thermal and magnetic pressures between opposing plasma ﬂows.
Interstellar neutral atoms (mainly hydrogen), being neutral, traverse the heliosphere and charge-exchange with SW ions, which results in the identity of the
charge-exchanging protons switching (see Figure 1.2). The neutralized SW ions created in the supersonic SW move outward radially at the SW speed whereas the ionized
interstellar neutrals are picked up by the frozen-in solar magnetic and electric ﬁeld,
forming pickup ions [PUIs; Vasyliunas and Siscoe, 1976, V&S hereafter] that are advected outward with the core SW. PUIs can also be created by photo-ionization and
1

Figure 1.1: Schematic of interaction between the SW and LISM. The dark blue
region is the supersonic SW coming from the Sun, the light blue region is the IHS,
and the region beyond the HP is the LISM. The position of two Voyager spacecraft
outside the HP is also shown. Image credit: NASA/JPL (adapted)

electron-impact ionization of the interstellar neutral atoms beyond the ionization cavity (≥ 4 au, Sokó�l et al. [2019]). The ionization cavity size is the distance at which the
density of interstellar neutral hydrogen decreases to 1/e of the density in the LISM.
The supersonic SW (and incorporated PUIs) ﬂowing away from the Sun is slowed due
to the loss of momentum and energy in the pickup process. The SW is decelerated
sharply at the heliospheric termination shock (HTS), changing from supersonic to
subsonic, and it is compressed and heated. Between the HTS and heliopause is the
inner heliosheath (IHS) which is a region of interest for NASA’s Interstellar Boundary EXplorer [IBEX; McComas et al., 2004, 2009] and future Interstellar Mapping
2

Figure 1.2: Illustration of H-H+ charge-exchange interaction. This ﬁgure is adapted
from Heerikhuisen et al. [2006]

and Acceleration Probe [IMAP; McComas et al., 2018] mission. The IHS has much
higher temperature and density, and a lower ﬂow speed compared to the supersonic
SW. The region beyond the HP is the LISM that is characterized by low plasma ﬂow
and thermal speeds, but with higher plasma and neutral hydrogen density compared
to the outer heliosphere.

1.1.1

Pickup Ions
In the supersonic SW, ionization of interstellar neutral hydrogen creates PUIs

which are initially almost at rest with respect to the bulk SW ﬂow. These ions
are accelereted by the motional electric ﬁeld of the SW ﬂow and gyrate about the
interplanetary magnetic ﬁeld to form a ring-beam distribution (left panel of Figure 1.3). The velocity of PUIs in the Sun’s frame of reference ranges from nearly zero
(initial neutral ﬂow speed) to twice the SW ﬂow speed, depending on the phase of
3

their motion. The PUI ring-beam is unstable and experiences scattering and gradual
isotropization (middle panel of Figure 1.3) by either ambient or self-generated lowfrequency electromagnetic ﬂuctuations in the plasma and forms a shell distribution.
The PUI shell advects at the background SW speed, experiencing adiabatic cooling
(right panel of Figure 1.3) with increasing heliocentric distance. Consequently, PUIs
form a ﬁlled-shell distribution (V&S) with the freshly injected PUIs at the outermost
layer and PUIs formed close to the Sun populating the inner layer. As plasma ﬂows
away from the Sun, more PUIs are created and their number density increases as
a function of radial distance from the Sun. The PUI production and acceleration
process slow down the SW and converts the bulk ﬂow energy of the SW into the
PUI particle pressure. This pressure is the dominant internal pressure in the outer
heliosphere and thus PUIs play a critical role in the overall interaction of the heliosphere with the LISM. The characteristic energy of a PUI created in the supersonic
SW is ∼ 1 keV, and it forms a suprathermal population in the heliosheath. Also,
PUIs do not equilibrate collisionally with the core SW plasma and SW ions and PUIs
should therefore be regarded as distinct plasma populations in the heliosheath (see
Zank et al. [2014]).

1.1.1.1

Ulysses Measurements

The ﬁrst in situ measurement of interstellar PUIs was provided by the Solar
Wind Ion Composition Spectrometer (SWICS) instrument on Ulysses [Gloeckler et al.,
1992]. SWICS provided a broad range of PUI observations spanning the heliocentric
distance sampled by the Ulysses mission from ∼1.4 to 5.4 AU [see Gloeckler and
4

Figure 1.3: Velocity phase space diagrams of hydrogen PUIs: (left panel) ring beam
distribution, (middle panel) pitch angle scattering of the ring beam distribution,
and (right panel) adiabatic cooling. The Solar magnetic ﬁeld is inclined to its ﬂow
direction for r ≤ 5 au. This Figure is adapted from Drews et al. [2015].

Geiss, 1998, and references therein]. Figure 1.4 shows a 1D phase space density of
PUIs in the spacecraft frame measured by SWICS instrument onboard Ulysses in a
100-day interval in 1994 when the Ulysses was at an average heliocentric distance
of 3 au. This distribution is highly anisotropic [Gloeckler et al., 1995] and shows a
sharp cut-oﬀ in the proton (H+ ) phase space density at twice the SW speed. This
speed corresponds to the PUI cutoﬀ speed in the spacecraft frame. Zhang et al. [2019]
reanalyzed the PUI observations from Ulysses by transforming PUI distributions to
the SW frame using a new mathematical method developed by them. The beneﬁt
of the transformation of distribution in the SW frame is that we can consider the
distribution to be nearly isotropic, allowing us to investigate the properties of PUIs
without concern for instrumental eﬀect.

1.1.1.2

SWAP Measurements

The Solar Wind Around Pluto (SWAP) instrument [McComas et al., 2008]
onboard New Horizons spacecraft has provided high quality observations of interstellar
5

Figure 1.4: Phase space density of protons (including SW and PUIs) as a function
of SW speed in the spacecraft frame. Individual data points are observations from
SWICS instrument onboard Ulysses spacecraft over 100 day interval in 1994. The
red line represents the PUIs phase space density from the Wu et al. [2016] model at
about 3 au from the Sun. This ﬁgure is adapted from Wu et al. [2016].

PUIs (H+ ) from 8.2 au to beyond 46 au. At these heliocentric distances, PUI pressure
is the dominant internal pressure in the SW, exceeding the thermal pressure of the
core SW and magnetic pressure of the interplanetary magnetic ﬁeld. Figure 1.5 shows
an example of SWAP observations (averaged over 24 hrs) at a heliocentric distance
of ∼ 25.7 au. In this Figure the core SW protons peak at ∼600 eV/q, while the
core He++ peaks at ∼1200 eV/q (twice the E/q of core SW). The counts at lower
and higher energies (upto four times the SW speed) are produced by interstellar
H+ PUIs. Above this energy, the counts are produced by He+ PUIs which show a
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Figure 1.5: SWAP observation of PUIs at a heliocentric distance of ∼25.7 au. Model
results using V&S model are overplotted on the same ﬁgure. Vertical dashed lines
indicates the peak locations of the SW (SW bulk ﬂow speed), He++ , and the cutoﬀ
energy of the H+ PUIs (four times the SW energy). This ﬁgure is adapted form
McComas et al. [2017a].

relatively ﬂat spectra. The PUI spectra ﬁtted by the V&S model are also overplotted
on the same ﬁgure. As we can see, the ﬁt is very good indicating that the PUI
spectrum at large heliospheric distance is well represented by the V&S model, though
physically unrealistic parameters had to be used to ﬁt the data (see McComas et al.
[2017a] and also Zank et al. [2018]). Recently, McComas et al. [2021] presented an
extended observation of interstellar PUI from SWAP out to nearly 47 au. In this
study, they have provided signiﬁcantly improved analyses of prior (8.2 to 38 au) and
new observations, including the use of a cooling index (αadi ) to characterize the nonadiabatic cooling of PUI distributions. Their study shows that the vast majority
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(93.6%) of observed PUI distributions exhibit additional heating above adiabatic
cooling (see Figure 1.6). The inclusion of the cooling index also enabled them to use
physically realistic parameters to ﬁt the observed PUI distributions.

Figure 1.6: Probability distribution of cooling index (αadi ) for PUI distributions
observed by SWAP instrument onboard New Horizons. Adiabatic cooling is represented by αadi = 3/2, and is shown by a black dashed line. This ﬁgure is adapted
form McComas et al. [2021]

1.1.2

Heliospheric Termination Shock

1.1.2.1

Voyager Measurements

The Voyager 1 (V1) and Voyager 2 (V2) spacecraft have measured the in
situ plasma properties throughout their journey since 1977. Both V1 and V2 are
moving in the upwind direction of the heliosphere, V1 in the northern hemisphere
(255◦ , 34.3◦ ) and V2 in the southern (289◦ , -32◦ ). V1 crossed the HTS in 2004 at
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a heliocentric distance of 94 au [Stone et al., 2005], whereas V2 crossed the HTS in
2007 at a heliocentric distance of 84 au [Richardson et al., 2008; Stone et al., 2008].
The latitudinal asymmetry of the HTS is likely due to the time dependent eﬀect
of the supersonic SW and the asymmetric pressure of the interstellar magnetic ﬁeld
(ISMF) draped around the heliosphere. Unfortunately, the V1 plasma instrument
stopped working in 1990, and so it did not return HTS thermal particle data, while
V2 provided the ﬁrst in situ measurements of the plasma properties at the termination
shock. Measurements by V2 show that the SW plasma bulk ﬂow speed decreased from
∼ 400 km s−1 to ∼ 125 km s−1 in two steps (see Figure 1.7): ﬁrst, it decreased from
∼ 400 km s−1 at about 1 au before the shock to ∼ 320 km s−1 just upstream of the
shock in the form of an extended ∼ 0.3 − 1 au foreshock [Florinski et al., 2009; Decker
et al., 2008] and then ﬁnally to ∼ 125 km s−1 just downstream of the shock [Richardson
et al., 2008]. In contrast, the temperature of the thermalized SW increased from
about 20,000 K to 180,000 K [Figure 1.8; Richardson, 2008; Richardson et al., 2008].
The rather small increase in SW temperature indicates that the thermalized SW
downstream of the HTS contains only about 20 percent of the upstream SW ﬂow
energy, and the extra energy is believed to be carried by the PUIs created in the
supersonic SW [Zank et al., 1996a, 2010; Richardson et al., 2008]. Some of these
PUIs are heated preferentially at the HTS due to reﬂection from the electrostatic
cross-shock potential [Lee et al., 1996; Zank et al., 1996a; Kumar et al., 2018], and
are therefore referred to as reﬂected PUIs. Though Voyager 2 was not able to measure
the PUI properties downstream of the HTS, the idea of preferential heating of the
PUIs at the shock is supported by measurement of PUIs at an interplanetary shock
9

Figure 1.7: An overview of data near the termination shock in V2 direction. Daily
averages of (a) solar wind speed V, (b) density N, (c) temperature T, (d) east-west
ﬂow angle, (e) north-south ﬂow angle, and (f) magnetic ﬁeld magnitude. The dashed
line shows the termination shock crossing, where the speed decreases by a factor of
∼ 2.5. This ﬁgure is adapted from Richardson et al. [2008].
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Figure 1.8: The temperatures observed by V2 in the supersonic SW and IHS. The
points show high-time-resolution data and the lines show running 5-day averages.
This ﬁgure is adapted from Richardson [2008].

by the SWAP instrument on New Horizons [Zirnstein et al., 2018a] at about 34 au
from the Sun and recent simulations of this event by Lembége et al. [2020].
V1 crossed the HP in 2012 at a radial distance of ∼122 au which was conﬁrmed
by the observation of Langmuir waves [Gurnett et al., 2013] by the plasma wave
instrument on the spacecraft. V2 also crossed the HP in 2018 at a heliocentric distance
of ∼119 au [Richardson et al., 2019]. Both spacecraft are now sampling plasma
properties of the LISM modiﬁed by the heliosphere, sending scientiﬁc information
through the Deep Space Network. They are expected to continue working (at least
one science instrument) until their RTG power source deteriorates by the year ∼2025
(https://voyager.jpl.nasa.gov/frequently-asked-questions/).
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A study analyzing the science opportunities and practical implementations of
the “Interstellar Probe” mission is currently underway [McNutt et al., 2011, 2019],
the development of which is lead by the Applied Physics Laboratory (APL). The
goal of this mission is to launch in the 2030 period and reach 1000 au in 50 years.
This mission will answer a wide range of questions in heliophysics, planetary science, and astrophysics. More up-to-date details about this mission can be found at
http://interstellarprobe.jhuapl.edu/Science.

1.1.3

Energetic Neutral Atoms
Energetic neutral atoms (ENAs) are created by the charge-exchange interac-

tion of protons (SW + PUIs) in the IHS with neutral hydrogen atoms of interstellar
origin. A schematic representation of this process is shown in Figure 1.2. The resulting ENAs have the same speed as the parent proton and travel ballistically in
their direction at the time of charge-exchange since they are impervious to electromagnetic forces. The Voyager 2 plasma instrument measured a downstream thermal
proton temperature of ∼ 180, 000 K (Figure 1.8, Richardson [2008]). The admixture
of a relatively cold thermal proton (core SW) and very hot (minority) PUIs in the
IHS has an additive temperature of ∼ 106 K. The charge-exchange of the interstellar
neutrals with the minority hot PUIs produces ENAs of ∼1 keV energy. These higher
energy ENAs can be detected at Earth by IBEX if they propagate sunward and do
not experience charge-exchange.
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Figure 1.9: Illustration of the typical IBEX orbit and its operation. Image credit:
SWIRI/IBEX Team (http://ibex.swri.edu/multimedia/index.shtml).

1.1.3.1

IBEX Measurements

IBEX was launched in 2008 [McComas et al., 2009] to explore the global interaction between the solar wind and local interstellar medium [see McComas et al.,
2004]. Since then, it has provided a wealth of remote measurements of the SW-LISM
interaction by measuring ENAs created beyond the HTS. Figure 1.9 shows a typical
orbit of the IBEX spacecraft and its “look direction” when making measurements.
The IBEX spacecraft spins along a Sun-pointing axis so that the sensors located on
the side of the spacecraft never point at the Sun or the SW. As IBEX orbits Earth,
the Earth also orbits the Sun which enables IBEX to image every direction in the sky
in a span of six months. These measurements are presented in the form of an all-sky
map every six months. IBEX is in a highly elliptical orbit [McComas et al., 2011a]
and can sometimes enter the Earth’s magnetosphere (blue shaded region) which can
interfere with the sensors’ data collection. While magnetospheric contamination may
13

Figure 1.10: Time exposure averaged all-sky maps for the ﬁrst three years
of the mission [2009-2011, McComas et al., 2020] from ﬁve energy channels of
IBEX-Hi (0.71-4.29 keV). The map is centered on the nose direction at (long.,
lat.) = (255.7◦ , 5.1◦ ) in the ecliptic J2000 coordinates. The Data Release 16
(https://ibex.princeton.edu/DataRelease16) was used to produce these maps which
covers a full solar cycle of observation.

disrupt heliospheric ENA measurements, magnetospheric data is still useful to produce composite images of the magnetospheric environment [e.g., Fuselier et al., 2010;
McComas et al., 2011b; Dayeh et al., 2020; Fuselier et al., 2020].
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IBEX has two ENA sensors, IBEX-Lo and IBEX-Hi, located on opposite sides
of the spacecraft, each with 7◦ ﬁeld of view (FWHM). IBEX-Hi [Funsten et al., 2009]
measures ENAs in six energy bins from ∼ 0.5 − 6 keV which are energies relevant
to the plasma in the heliosheath. Figure 1.10 shows time exposure averaged all-sky
maps of energetic hydrogen atoms from IBEX-Hi for the ﬁrst three years of imaging
[McComas et al., 2020] in a Mollweide projection. The ENA maps are only shown
for the energy range from 0.71-4.29 keV. These maps are produced using a new
dataset (Data Release 16, https://ibex.princeton.edu/DataRelease16). This dataset
is Compton-Getting corrected to the solar inertial frame and survival probability
corrected between 1 to 100 au [McComas et al., 2014]. IBEX-Hi measurements show a
distinct features in the all-sky maps: a narrow, circular structure corresponding to an
enhancement in the ENA ﬂuxes (2-3 times) over the surrounding globally distributed
ﬂuxes. This feature is called the Ribbon and was one of the unexpected discoveries of
IBEX mission in 2009. The Ribbon ﬂuxes are believed to be created through the socalled secondary ENA mechanism [McComas et al., 2009; Heerikhuisen et al., 2010;
Zirnstein et al., 2015; McComas et al., 2017b; Zirnstein et al., 2018b] outside the
HP. This mechanism causes the Ribbon to be aligned perpendicularly to the draped
interstellar magnetic ﬁeld. The globally distributed ﬂuxes, on the other hand, are
primarily created from the charge-exchange of PUIs in the IHS with neutral atoms
of interstellar origin.
IBEX-Lo [Fuselier et al., 2009] measures ENAs in eight energy bins from ∼
0.01 to 2 keV with an overlapping energy range with IBEX-Hi. At suﬃciently low
energies, IBEX-Lo is able to detect neutral atoms coming directly from the interstellar
15

medium [e.g., interstellar H, He, and O; Möbius et al., 2009]. Although, there is a very
high possibility of losses of these neutrals due to charge-exchange, photo-ionization,
and electron impact ionization when they get closer to the Sun, nonetheless some are
able to avoid the ionization before reaching IBEX.

Figure 1.11: Spectral slope map for the time exposure-averaged ﬁrst three years
of data from Figure 1.10. The spectral slope is calculated over the IBEX-Hi energy
range (0.71-4.29 keV). The map is centered on the downwind tail direction at (long.,
lat.) = (75.7◦ , -5.1◦ ).

The power-law spectral slopes of IBEX ENA ﬂuxes (γ) show a broad variation
across the sky (Figure 1.11) which is ordered by both ecliptic latitude and longitude.
The spectrum is ﬂatter (lower γ) near the poles compared to the equator and midlatitude regions. This is attributed to the presence of fast SW at higher latitudes
during solar minimum periods. Also, the spectra at high latitudes in earlier analysis
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using IBEX data over 2009-2011 (Data Release 4) show a spectral break and are
not well ﬁt by a single power-law distribution [McComas et al., 2009; Dayeh et al.,
2012; Desai et al., 2012, 2014]. A recent analysis of IBEX-Hi ENA spectra performed
by Zirnstein et al. [2021] using a new dataset (Data Release 16) suggests that the
signiﬁcant break in spectra at high latitudes were actually due to the “ion gun”
background prevalent in 2009-2012 data before correction made by McComas et al.
[2014] in subsequent data release. The ion gun background refers to the counts
associated with ambient neutral atoms (e.g., molecules outgassed from the spacecraft)
that were ionized largely by SW electrons within the IBEX-Hi positive collimator
region [see McComas et al., 2014]. Spectra toward the heliospheric tail are relatively
steeper (higher γ) than those near the nose. This is likely due to the longer line-ofsight (LOS) integration in the tail that includes cooler low-energy ion populations
farther down the tail. An enhanced value of the spectral slope is observed in two
broad regions on the ﬂank side of the heliosphere (at low and mid-latitude). These
regions are associated with the port and starboard lobes of the large heliotail structure
[McComas et al., 2013] which is roughly centered on the downwind tail direction. In
addition, the spectral slope at around 30◦ north and south of the downwind tail
direction is lower [McComas et al., 2013; Zirnstein et al., 2017a] compared to the
surrounding sky. This is likely due to the presence of high-energy ENAs with energies
> 2 keV born in IHS plasma that was fast SW.
IBEX has been operating in space over a full solar activity cycle (Solar cycle
24) covering 11 years from 2009 through 2019 [McComas et al., 2020]. With a full
solar cycle of observations, IBEX has signiﬁcantly broadened in our understanding
17

of the structure of the heliosphere and its temporal evolution. The health of the
spacecraft and both instruments are still in excellent condition and will possibly
continue to provide insightful ENA observations till 2026 [McComas et al., 2019]. The
unprecedented measurement by IBEX will be followed by the Interstellar Mapping
and Acceleration Probe [IMAP, McComas et al., 2018] mission with improved energy,
angular, and temporal resolution where it is expected that IBEX will continue to
operate during the initial phase on the IMAP mission to provide cross-calibration of
measurements.

1.1.3.2

CASSINI/INCA Measurements

The Ion and Neutral CAmera (INCA) on the Cassini spacecraft [Krimigis
et al., 2009] that orbited Saturn from 1997 to 2017 has provided similar measurements
of ENAs but at higher energies (5.2-55 keV). Cassini/INCA instrument is a large
geometric factor slit geometry ENA imager [Krimigis et al., 2004] that observes ENAs
over the energy range 5 keV nuc−1 < E < 3 MeV nuc−1 . Dialynas et al. [2017] have
presented the evolution of the heliospheric ENAs observed by Cassini over 11 years
(2003-2014) at the orbit of Saturn (a distance of ∼ 10 au). These ENA maps show a
rapid time variation over 2-3 yrs in both the nose and tail directions, which roughly
appears to be correlated with the solar cycle. Westlake et al. [2020] have recently
reported the heliospheric ENA observations from the Cassini/INCA ENA instrument
during the period prior to the Cassini’s ﬂyby to Jupiter in late 2000. These maps
show distinct enhancements in the polar regions, and are consistent with the idea that
the polar emissions come from fast SW emitted from the polar coronal holes. Note
18

that a large part of the IBEX instrument team believe that INCA measurements are
likely noise and/or contamination from Jupiter. So we tend to just ignore these data
and rely on IBEX and then IMAP. Westlake et al. [2020] results also seem to agree
with this assesment.

1.1.3.3

The IMAP Mission

IMAP is a revolutionary mission that will investigate two of the most important issues in heliophysics: the acceleration of energetic particles in interplanetary
space and the interaction of the SW with the LISM [McComas et al., 2018]. This
mission was selected by NASA in 2018, the development of which is led by PI Prof.
David McComas in the “Space Physics at Princeton” Group. The IMAP spacecraft
is a Sun-pointed spinner in orbit around the Sun-Earth L1 Lagrange point that is
planned for a 2025 launch (https://imap.princeton.edu/). IMAP will carry 10 instruments [see Table 1 in McComas et al., 2018] to make in situ and remote observations
of the heliosphere. For heliospheric ENA measurements, IMAP will have signiﬁcantly
higher collection power over broader and more overlapped energy ranges compared
to IBEX. IMAP includes three ENA instruments, IMAP-Lo, IMAP-Hi, and IMAPUltra with the average collection power increased by 15 times, 25 times and 35 times
compared to IBEX-Lo, IBEX-Hi and Cassini/INCA respectively. IMAP-Lo, IMAPHi, and IMAP-Ultra will cover energy ranges of approximately 5eV-1keV, 0.4-15 keV,
and 3-300 keV respectively. All three ENA instruments on IMAP will have the ability to resolve temporal changes in ENAs possibly down to 3 months, though they
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will produce all-sky maps every 6 months. Some of the key features of IMAP ENA
instruments are outlined in Table 1.1.

Table 1.1: Characteristics of ENA instruments on IMAP.
Instruments
IMAP-Lo

5-1000 eV

Angular Resolution
(FWHM)
9◦

IMAP-Hi

0.41-15.6 keV

4◦

3-300 keV

2◦ (Hydrogen), 9◦ (Oxygen)

IMAP-Ultra

1.2

Energy Range

Understanding the Shape of the Heliosphere
The shape of the heliosphere is an ongoing area of active research. Parker

[1961] presented two limiting scenarios for the shape of the heliosphere. In the ﬁrst,
the heliosphere has a comet-like shape with a long tail in the direction of the interstellar ﬂow. In the limit of the strong interstellar magnetic ﬁeld and a stationary
Sun, Parker [1961] suggested a second shape of the heliosphere: the heliosphere has
two polar outﬂows, instead of a single well-deﬁned tail. The recent advances in our
understanding of global heliospheric structure are based largely on the numerical simulations. These simulation results are compared with the Voyager observations as well
as remote ENA measurements to improve our understanding of the structure of the
heliosphere. There is debate in the space physics community over the interpretation
of ENA measurements to infer the shape of heliosphere (explored in Section 1.2.1 and
Section 1.2.2 in detail). For example, Zirnstein et al. [2017b] qualitatively reproduced
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the heliotail ENA lobe structures seen in the IBEX globally distributed ﬂux maps over
all IBEX-Hi energies using solar cycle dependence and the transport of PUIs through
the IHS that experience losses by charge-exchange. They concluded that the source
of the north and south ENA lobes are blobs of the fast SW ﬂowing down towards
the tail after crossing the HTS though their simulation underestimated the ENA ﬂux.
Kornbleuth et al. [2018] also created the global ENA maps of the heliosphere using
the “croissant-like” heliosphere [Opher et al., 2015, 2020]. Their simulation shows heliotail ENA lobe structures similar to the IBEX globally distributed ﬂux map at high
ENA energies, but they are unable to reproduce the global ENA map qualitatively
and quantitatively. All these examples indicate that there is still signiﬁcant uncertainty when connecting ENA ﬂux data to heliospheric models. Some convergence in
the analysis and interpretaion of ENA data is needed and further related modeling is
also necessary to determine the true structure of the heliosphere.

1.2.1

Comet-like Heliosphere
The classicially accepted shape of the heliosphere is comet-like with a long tail

extending up to thousands of au. This shape is supported by a long history of analytic
modeling [Wallis, 1973; Baranov et al., 1976; Baranov , 2000] and numerical modeling
[Baranov et al., 1981; Baranov and Malama, 1993; Zank et al., 1996b, 2001, 2010,
2013; Pogorelov and Semenov , 1997; Washimi and Tanaka, 1999; Aleksashov et al.,
2000a,b; Pogorelov et al., 2004, 2006, 2009; Pogorelov et al., 2015; Pogorelov et al.,
2017; Heerikhuisen et al., 2006, 2008, 2014; Heerikhuisen et al., 2019; Malama et al.,
2006; Izmodenov et al., 2009; Izmodenov and Alexashov , 2015, 2020]. Figure 4.7 shows
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the comet-like structure of the heliosphere resulting from an magnetohydrodynamic
(MHD)-plasma/kinetic-neutral simulation of the heliosphere from Pogorelov et al.
[2017] for a LISM magnetic ﬁeld of strength 2.75 µG. This ﬁgure shows a long tail
extending more than 1000 au in the direction opposite to Sun’s motion through
LISM (negative X-direction in the ﬁgure). The TeV cosmic rays (CRs) anisotropy
simulations by Zhang et al. [2020] also show that the heliotail should extend to more
than 1000 au. See Pogorelov et al. [2015] for a detailed description of the comet-like
heliosphere.
Strong observational support for the comet-like shape of the heliosphere comes
from the measurement of ENAs observed by IBEX providing an indirect probe of the
large-scale heliospheric structure. McComas et al. [2020] presented a full solar cycle
IBEX observations of ENA ﬂux covering 11 years from 2009-2019. Figure 1.13 shows
the IBEX-Hi ram maps from McComas et al. [2020] at ∼4.3 keV energy compared
with the time series of the SW dynamic pressure at 1 au. The ram maps correspond
to the observations when the aperture of the IBEX ENA instrument is moving towards the incoming ENAs. This ﬁgure shows that the ENA maps in the upwind
hemisphere show a progressive response to the SW dynamic pressure enhancement
at 1 au in late 2014, starting at the closest region of the heliosphere and progressing
to increasingly distant regions. In contrast, the downwind hemisphere shows that
north/south and port/starboard lobes are comperatively very stable. In other words,
the heliotail has not yet responded to the enhancement in SW dynamic pressure in
the tail direction, indicating that the boundaries are signiﬁcantly farther away in the
downwind direction.
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Figure 1.12: Distribution of plasma density in the meridional plane from an MHDplasma/kinetic-neutral simulation of the heliosphere for a LISM magnetic ﬁeld of
strength 2.75 µG. This ﬁgure is adapted from Pogorelov et al. [2017].

1.2.2

Alternate Shape of the Heliosphere

1.2.2.1

Two-lobe Heliosphere

The idea of a two-lobe heliosphere was ﬁrst explored in detail by Yu [1974].
In this model, the SW’s spiral magnetic ﬁeld structure deﬁnes two lobes of the heliosphere’s tail. A recent analytic modeling [Drake et al., 2015] and a related MHD
modeling [Opher et al., 2015] have shown similar double outﬂow structures in the
tail of the heliosphere. The MHD simulations performed by Opher et al. [2015] are
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Figure 1.13: Survival probability corected ram maps from IBEX-Hi at ∼4.3 keV energy over a full solar cycle of IBEX observations compared with the time series of the
SW dynamic pressure at 1 au (top panel). Upwind and downwind hemisphere of the
same ∼4.3 keV ram map. The upwind hemisphere shows the progressive expansion of
the SW dynamic pressure enhancement at 1 au in late 2014. In contrast, the downwind hemisphere shows that north/south and port/starboard lobes are comperatively
very stable. This ﬁgure is adapted from McComas et al. [2020].

based on the assumption of a “unipolar” SW magnetic ﬁeld, steady-state uniform
SW inner boundary condition, and a strong interstellar magnetic ﬁeld of strength 4.4
µG. The neutral atoms in this model are described by a multi-ﬂuid approach [Zank
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et al., 1996b], where diﬀerent neutral ﬂuid populations represent the creation of neutral hydrogen born in diﬀerent regions of the SW-LISM domain. This model predicts
that the twisted magnetic ﬁeld of the Sun conﬁnes the SW plasma and drives jets
to north and south of the equitorial plane (Figure 1.14) and forms a “croissant-like”
shape. Michael et al. [2021] combined the MHD modeling of Opher et al. [2015] with
a kinetic treatment for the neutrals and reported that the two-lobe structure still
persists in their simulations. However, Pogorelov et al. [2015] could not reproduce
the croissant-like heliosphere under the same model assumptions, although collimation similar to Opher et al. [2015] was observed. Pogorelov et al. have also shown
that the 11 yr solar cycle destroys the collimation of the SW by solar magnetic ﬁeld
tension. Similarly, the simulation results from Izmodenov and Alexashov [2015] using
a non-regular moving grid scheme to exactly ﬁt the surface of the heliopause did not
reproduce the croissant-like heliosphere.

1.2.2.2

Bubble-like (Round) Heliosphere

ENA observations over 5.2-55 keV energies from Cassini/INCA have shown
rapid time variations over 2-3 yrs, which roughly appear to be correlated with the solar
cycle. Based on this rapid time variation of the higher energy ENAs, Dialynas et al.
[2017] proposed a roughly spherical (round) shape of the heliosphere (Figure 1.15). As
the heliosphere cannot be a closed system, this shape of the heliosphere is not likely
to be correct. Further, perfect symmetry would also require a negligible ram pressure
of the interstellar ﬂow, which is not consistent with observations. The rapid response
of high-energy ENA in the tail direction is consistent with localized sources due to the
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Figure 1.14: Two-lobe structure of the heliosphere from an MHD-plasma/ﬂuidneutral simulation [Opher et al., 2015] for the case of strong interstellar magnetic
ﬁeld of 4.4 µG. The plot shows the density contours at y = 150 au. This ﬁgure is
adapted from Opher et al. [2015].

rapid extinction of high-energy ions. Also, Schwadron and Bzowski [2018] proposed an
alternative explanation for the rapid time variations of higher energy ENAs observed
by Cassini/INCA. They argued that the INCA line of sight observations vary in
response to the episodic cooling and heating of the inner heliosheath plasma during
periods of large-scale expansion and compression. As described in Section 1.2.1, the
full solar cycle of IBEX ENA observations eliminates the possibility of this shape of
the heliosphere [McComas et al., 2020].
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Figure 1.15: The gross shape of the heliosphere in three dimensions as postulated
from remote ENA measurements from Cassini/INCA. This ﬁgure is adapted from
Dialynas et al. [2017].
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CHAPTER 2

SIMULATION OF THE HELIOSPHERE

The model for the SW-LISM interaction generating the heliosphere was put
together from several studies over the last century. The ﬁrst analytic models of the
heliosphere were developed primarily by Parker [1961, 1963]. They have considered a
steady, radially symmetric SW interacting with static, unmagnetized interstellar gas.
Later, Axford et al. [1963] studied the interaction between SW and LISM considering
both interplanetary and galactic magnetic ﬁelds. Baranov et al. [1971] considered
the interaction of the SW with a supersonic interstellar wind semi-analytically. Their
results suggest the presence of two shocks: (i) an SW termination shock due to the
slow down of SW materials and (ii) a bow shock through which the interstellar ﬂow is
decelerated and diverted around the heliosphere. The role of interstellar neutral atoms
in determining the shape of the heliosphere was recognized by Wallis [1971, 1975].
An early example of an MHD solution to the SW-LISM interaction was provided by
Holzer [1972]. They have also considered the coupling between the SW and neutral
hydrogen gas via resonant charge-exchange and photo-ionization of the hydrogen
atoms by solar photons.
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A full and detailed understanding of the global structure of the heliosphere
requires the use of numerical simulations. These simulations include minimally the
self-consistent interaction of the SW and interstellar plasma, neutrals of both interstellar and heliospheric origin, their related PUI populations, and magnetic ﬁelds.
In most global simulations, the plasma is described as an MHD ﬂuid and neutrals
are coupled to the plasma self-consistently through charge-exchange. There are two
diﬀerent approaches for modeling the neutral hydrogen population: (i) the transport
of neutral atoms are described kinetically by solving the Boltzmann equation using
a Monte Carlo method to follow individual computational particles [Baranov and
Malama, 1993; Malama, 1991; Heerikhuisen et al., 2006], (ii) neutrals are treated as a
set of ﬂuids born in diﬀerent regions of the SW-LISM interaction [Pauls et al., 1995;
Zank et al., 1996b]: (a) unperturbed LISM, (b) LISM modiﬁed by the presence of the
heliosphere, (c) IHS, and (d) supersonic SW region. Since the mean free path for a
neutral Hydrogen atom is on the order of the length of the IHS, a kinetic treatment
for neutral H is more accurate in the boundary regions between the heliosphere and
LISM.
In this Chapter we present how the heliosphere is simulated for the purose
of our studies.

The simulation is performed by using a 3D steady-state MHD-

plasma/kinetic-neutral code based on MS-FLUKSS [Pogorelov et al., 2011] and the
details of the simulation are described in Section 2.1, Section 2.2, and Section 2.3.
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2.1

Modeling Plasma Flow
We describe the plasma ﬂow throughout the SW-LISM domain by the ideal

MHD equations which express the conservation laws for the mass, momentum, total
energy, and magnetic ﬂux. The conservative form of the ideal MHD equations can be
expressed as
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where ρ is mass density, u is plasma velocity, E =

p
γ−1

+ ρ u·u
+
2

B·B
8π

(2.1)

is total energy

p
≡ internal energy density, ρ u·u
≡ kinetic energy density, and
density ( γ−1
2

magnetic energy density), B is the magnetic ﬁeld vector, ptot = p +

B·B
8π

B·B
8π

≡

is total

pressure, and Iˆ is a 3 × 3 identity matrix. Here the density, velocity, thermal pressure
(p) and total pressure (ptot ), and the magnetic ﬁeld strength are usually normalized
√
by ρ∞ , V∞ , ρ∞ V∞2 , and V∞ ρ∞ , respectively where ρ∞ and V∞ are density and the
velocity at the LISM. Time and length are also dimensionless, with L ≡ 1 au and
t≡

1 au
V∞

being the reference length and time, respectively. Equation 2.1 is written in a

symmetrizable, Galilean invariant form suggested by Godunov [1972] for the purpose
of eliminating spurious magnetic charge. The terms on the right hand side are the
source terms for momentum (Qpp−H ) and energy (Qep−H ) due to charge-exchange with
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neutral hydrogen atoms. In the case of ionization by photons, a mass source term
−8 −1
s at 1 au [Bzowski , 2008]
(Qm
p−H ) is included based on an ionization rate of 8 × 10

which scales as 1/r2 with distance.
The MHD equations are solved with a total variation diminishing CourantIsaacson-Rees scheme [Kulikovskii et al., 2001] and is second-order accurate in space
and time. The z -axis in the MHD simulation is aligned with the solar rotation
axis, the x -axis lies in the plane formed by the z -axis and the LISM inﬂow direction
(255.7◦ , 5.1◦ ) as determined by IBEX observations [McComas et al., 2015], pointed
in the upwind direction, and the y-axis completes the coordinate system.
Calculations are performed on a spherical mesh for Cartesian components of
vectors and tensors. We employ a polar grid with 380 non-uniformly spaced radial
cells, and 120 and 118 angular cells in the latitude and longitude, respectively. The
inner boundary for the MHD solver is at 10 au where the source of SW is placed,
while the outer boundary is located at 1000 au. The SW parameters injected at the
inner boundary correspond to the 1 au values advected by adiabatic expansion to
10 au. This neglects the eﬀect of plasma heating that are known to occur within 10
au due to dissipation of turbulent SW ﬂuctuations [e.g., Adhikari et al., 2015, 2020;
Zank et al., 2018]. The density, velocity, and temperature are uniformly distributed
over the inner boundary. The interplanetary magnetic ﬁeld (IMF) follows the Parker
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spiral [Parker , 1961] at the inner boundary, and is given by (in spherical coordinates)

Br = B 0

�

�

;

R02
r

�

R0
r

(2.2)

Bθ = 0;
Bφ = −B0

�

Ω sinθ
,
Vsw

where R0 is the radial distance of the Earth from the Sun (1 au), Vsw is the SW speed
at 1 au, θ is the polar angle of the ﬁeld line, and Ω is the equatorial angular velocity
of the Sun. The radial component of the IMF at 1 au (B0 ) is ∼ 37.5 µG. We assume
that the magnetic axis is aligned with the solar rotation axis. To avoid an artiﬁcial
ﬂat current sheet while maintaining the presence of magnetic ﬁeld in the heliosphere,
we adopt a unipolar ﬁeld for the SW with magnetic ﬁeld pointing away from the Sun
in both the northern and southern hemispheres. The details of simulation boundary
conditions used for both inner and outer boundaries are described in Chapter 4 and
Chapter 5.

2.2

Modeling Neutral Hydrogen
We treat the neutral Hydrogen atoms kinetically (dominated by H-H+ charge-

exchange interactions), in which the evolution of the neutral hydrogen distribution
in both the LISM and heliosphere is described by the Boltzmann transport equation,
given by
F
∂
fH + v · ∇fH +
∇v · fH = P − L,
∂t
mH
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(2.3)

where fH and fp are distribution functions for neutral hydrogen and protons respectively, v is the neutral hydrogen velocity, F is the external force, mH is the mass of
hydrogen, and P and L are production and loss term for neutral hydrogen. In general the external force will be a combination of gravity and radiation pressure, but
for neutral hydrogen in the heliosphere these forces are almost equal and opposite.
For the simulation described in this thesis we assume an exact balance of radiation
pressure and gravity (this only aﬀects solution within r ≤ 10 au). The production
and loss terms for neutral hydrogen due to charge-exchange with protons are given
by

P = fp (r, vp , t) η(r, v, t);

(2.4)

L = fH (r, vH , t) β(r, v, t),

where η and β are production and loss rates of hydrogen atoms,

η(r, v, t) =
β(r, v, t)

�

=

fH (r, vH , t) |v − vH | σex (|v − vH |) d3 vH ;

�

(2.5)

fp (r, vp , t) |v − vp | σex (|v − vp |) d3 vp .

The Boltzmann transport equation for the neutral hydrogen (Equation 2.3) is
solved using a Monte Carlo approach [e.g., Heerikhuisen et al., 2006]. The neutral
particle code tracks hydrogen atoms of interstellar origin throughout the simulation
domain on ballistic trajectories that include charge-exchange collision with protons.
Each collision results in the hydrogen atom losing its electron to become a proton,
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while the electron is captured by the proton and forms a new hydrogen atom with the
same properties of the ambient plasma. The highest probability for charge-exchange
occurs for head-on collisions [Heerikhuisen et al., 2009] and the charge-exchange predominantly results in a scattering angle of 180◦ in the center of mass frame of the
collision. The changes in momentum and energy associated with each charge-exchange
interaction are stored on a grid and passed to the MHD code as source terms to be
used for the next iteration. The momentum (Qpp−H ) and energy (Qep−H ) source terms
are given by

Qpp−H
Qep−H

=
=

� �

� �

m(vH − vp ) fp fH |vH − vp | σex (|vH − vp |) d3 vp d3 vH ;

(2.6)

m 2
(v − vp2 ) fp fH |vH − vp | σex (|vH − vp |) d3 vp d3 vH ,
2 H

where σex is the energy (collision energy) dependent charge-exchange cross section
[Lindsay and Stebbings, 2005] given by

σex (E) = (4.15 − 0.531 ln(E))

2

�

�

67.3
1 − exp −
E

��4.5

.

(2.7)

Here E is the kinetic energy in keV in the collision frame and σex is in units of 10−16
cm2 .
For ﬂuid neutrals that follow a Maxwellian velocity distribution when coupled
to a Maxwellian distribution for proton, the source term integrals (Equation 2.6) can
be calculated analytically by assuming that the cross section is constant [e.g., Pauls
et al., 1995; McNutt et al., 1998; DeStefano and Heerikhuisen, 2017]. However for
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the particle code, we need the charge-exchange rate β for a single hydrogen atom
moving through a proton distribution (similar to Equation 2.5). If the cross section is
assumed to be constant over the range of integration energies between the hydrogen
atom and ambient protons, their relative velocity (vrel ) can be computed analytically
for either Maxwellian [e.g., Ripken and Fahr , 1983; Malama, 1991; Pauls et al., 1995;
Zank , 1999; Heerikhuisen et al., 2008] or kappa distribution [Heerikhuisen et al.,
2008]. However from Equation 2.7 we can see that the cross section becomes small
at large energies, resulting a decrease in vrel σex (vrel ) above ∼ 10 keV. This reduces
the charge-exchange rate of hydrogen atom with higher energy protons, meaning
that the analytic form is not valid for very hot Maxwellians (T > 2 × 107 K), or a
kappa-distribution with enhanced tail (e.g., κ < 2). Due to this reason, the chargeexchange rate for hydrogen atoms in the Monte Carlo code is computed numerically,
and the resulting charge-exchange partner is selected from a numerically precomputed
cumulative distribution that includes the eﬀect of the energy-dependent cross section
[Heerikhuisen et al., 2015].

2.3

Multi-component PUI Model
PUIs and core SW plasma are not in thermal equilibrium in the IHS [Zank

et al., 2014] and a multi-component plasma description is required to model the total
proton distribution in the IHS. Prested et al. [2008] demonstrated that the IHS ENA
ﬂux can be simulated by post-processing the MHD-neutral solution of the heliosphere
assuming protons in the heliosheath follows a κ distribution [Livadiotis and McComas,
2013]. Heerikhuisen et al. [2008] then used a κ-distribution for heliosheath protons
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in the simulation, allowing them to aﬀect the charge-exchange source terms. The κ
distribution function exhibits a Maxwellian-like core and a power-law-like tail and it
reduces to a Maxwellian for large values of κ. The κ distribution for heliosheath protons enables suprathermal tails to aﬀect the source terms during the charge-exchange
process, making the source term diﬀerent than that derived from a single Maxwellian.
One drawback of using a κ distribution for protons in the IHS is that the assumed
value of κ ﬁxes the ratio between the core and tail number densities. Thus, we cannot
independently change the characteristics of the core without making a similar change
to the tail of the distribution.
Zank et al. [2010] developed a model for the heliosheath plasma with a superposition of three Maxwellian distributions (they have also considered using a transmitted and reﬂected shell as well) for three diﬀerent populations of protons in the
IHS to simulate the heliosheath ENA ﬂuxes. Zirnstein et al. [2014] extended this
model by considering the energy-dependent extinction of protons by charge-exchange
as they advect with the bulk plasma ﬂow through the IHS. Their model also includes the fourth population of PUIs created in the IHS by charge-exchange of any
three of the IHS proton populations with the neutral hydrogen atoms of interstellar origin. The multi-component PUI model [Heerikhuisen et al., 2019] used in this
dissertation is based on the extended model that partitions the total thermal energy
of protons obtained from MHD into following four separate Maxwellian distributions
(see Heerikhuisen et al. [2019] for details of the multi-component PUI model in the
IHS):
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1. Core SW: a thermal population that comes from the Sun and is mildly heated
by crossing the HTS (essentially equivalent to adiabatic compression).
2. Transmitted PUIs: a population of PUIs created in the supersonic SW that is
transmitted directly through the HTS and heated adiabatically.
3. Reﬂected PUIs: a population of PUIs signiﬁcantly energized at the HTS by
shock reﬂection.
4. Injected PUIs: a population of PUIs created in the IHS when one of the above
three populations charge-exchanges with an H-atom.
Note that the MHD solver is used to update the total ion distribution, and
the presence of the four separate proton populations only aﬀects the coupling to
hydrogen atoms. A neutral hydrogen atom can charge-exchange with any of the four
populations of protons which results in transfer of momentum and energy between
the plasma and neutral populations. The charge-exchange between neutrals and any
of four PUIs produces source terms that are diﬀerent than from a single Maxwellian
or kappa-distributed protons in the IHS.
The whole process of simulation of the SW-LISM interaction (see Figure 2.1)
can be described in following steps as done originally in Heerikhuisen et al. [2019];
1. In the ﬁrst step, we solve the MHD equations for plasma (Equation 2.1) without
the charge-exchange source terms using the MHD code.
2. In the second step, we run the neutral particle code using source terms derived
from assuming the MHD code provides with a Maxwellian or κ distribution
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Figure 2.1: Flow chart showing the simulation of the SW-LISM interaction with a
multi-component PUI model.

for protons. The neutral particle code provides the charge-exchange source
terms Qpp−H and Qep−H for the MHD equations. PUIs enter the MHD equations
through the charge-exchange source terms that couple neutral hydrogen and
the plasma.
3. In the third step, we run the MHD code again including the momentum and
energy source term obtained from the neutral code (step 2).
4. In the fourth step, we run the PUI solver that gives the number densities and
temperatures of diﬀerent PUI populations in the IHS. These quantities are then
provided to the neutral particle code that gives source terms diﬀerent than using
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single a Maxwellian or kappa-distribution. The steps 2, 3 and 4 are repeated
iteratively until a steady-state heliosphere is acheived.
The simulation of the SW-LISM interaction described in this thesis includes
the feedback of the presence of the PUIs onto the plasma through their chargeexchange coupling to neutral hydrogen. This calculation represent an improvement
over the multi-component PUI model employed previously [e.g., Zank et al., 2010;
Zirnstein et al., 2014], because here we compute charge-exchange of neutrals with
PUI components and apply the resulting energy and momentum source terms to
the MHD equations whereas the earlier studies did not include the feedback of the
multi-component PUI distribution in the source terms.
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CHAPTER 3

ENERGETIC NEUTRAL ATOM FLUX CALCULATION

In this chapter we discuss the post-processing of the MHD-plasma/kineticneutral simulation (Chapter 2) to calculate the LOS hydrogen ENA ﬂux at 1 au.
The post-processing analysis is performed by interpolating the plasma-neutral results
during integration of the hydrogen ENA ﬂux equation (see Equation 3.27) along the
IBEX LOS through the simulated heliosphere. This involves the partitioning of the
total number density and thermal energy at any point in the SW-LISM domain into
separate Maxwellian distribution for diﬀerent proton populations. The total proton
distribution is constructed as a sum of three (or four) Maxwellian distributions [Zank
et al., 2010; Zirnstein et al., 2014, 2017a]: (i) core SW, (ii) transmitted PUI, (iii)
reﬂected PUIs, and (iv) injected PUIs as described in more detail in Section 2.3.
Note that for the three population formulation we neglect the injected PUIs. We also
consider the energy-dependent extinction of these protons by charge-exchange as they
are advected with the bulk plasma ﬂow through the IHS.
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3.1
3.1.1

PUI Properties Downstream of the HTS
Number Density of Diﬀerent Proton Populations
We partition the total number density immediately downstream of the HTS

obtained from MHD into four separate Maxwellian distributions as

ref
inj
+ ntr
nMHD = ncore
p
p + n p + np ,

(3.1)

tr
ref
inj
where ncore
p , np , np , np , and nMHD are the densities of core SW, transmitted PUIs,

reﬂected PUIs, injected PUIs, and total protons immediately downstream of the HTS,
respectively. Note that the number density of injected PUIs just downstream of the
ref
HTS is zero. The number density of PUIs (nPUI = ntr
p + np ) just upstream of the

HTS at a direction (θ, φ) in the sky is obtained from the simulation by integrating
the production of PUIs along a radial direction by charge-exchange, photo-ionization,
and electron impact ionization of neutral hydrogen [Heerikhuisen et al., 2019].

nPUI =

�

rHTS
r0

nH (ncore
p,1 (r)σex vrel

+ νph + νe )

�

r
rHTS

�2

dr
usw

(3.2)

where r0 is suﬃciently small to ensure that nH (the background neutral hydrogen
density) is suﬃciently small initially, ncore
p,1 (r) is the density of core SW upstream of
the HTS at a radial position r, νph and νe are the photo-ionization and electron impact
ionization rates for neutral hydrogen, rHTS is the radial distance to the termination
shock, and uSW is bulk plasma ﬂow speed. We consider a photo-ionization rate of
∼ 8 × 10−8 s−1 corresponding to the solar minimum condition [Bzowski , 2008] that
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scales as r−2 with heliocentric distance. The electron impact ionization rate as a
function of heliocentric distance is calculated by using equation A.12 in Bzowski
[2008].
We deﬁne the following two density fractions:
1. The PUI density fraction at the HTS,

α=

nPUI
.
nMHD

(3.3)

The value of α at diﬀerent shock locations is obtained by solving Equation 3.2
along diﬀerent radial lines starting at the Sun, combined with nMHD upstream of
the shock from the MHD simulation. This ratio remains the same downstream
of the shock as well since PUIs are co-moving with the SW. The value of α
ranges from 0.2 to 0.3 depending on the location of the HTS.
2. The density fraction of PUIs that is reﬂected at the HTS by the electrostatic
cross-shock potential is
β=

nref
p
.
nPUI

(3.4)

If we assume that the PUIs follow a ﬁlled shell distribution [Vasyliunas and
Siscoe, 1976] in the SW upstream of the HTS, then the density fraction of
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reﬂected PUIs, can be written as (see Appendix A for a detailed derivation)
 



�
�

3/2


� 1
 Vspec − 1 − Vspec

− 1 , if Vspec ≤ u1

2u1
u1
V

1− spec

u1
β=




�
�

3/2


 Vspec + Vspec − 1
� 1

− 1 , if Vspec > u1 ,

u1

Vspec
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(3.5)

u1

where u1 is the upstream bulk plasma ﬂow speed (also the PUI cutoﬀ speed), and
Vspec is the specular reﬂection velocity for protons in the shock rest frame (i.e.,
protons with vx < Vspec in the shock rest frame experience specular reﬂection).
The value of specular reﬂection velocity can be estimated using the following
expression [Zank et al., 1996a]

2
=
Vspec

2η(r − 1) 2
u1 ,
2
MA1

(3.6)

where η is empirically found to be ∼ 2, r is the shock compression ratio, and MA1
is the upstream Alfvénic Mach number (≈ 8, from V2 observations Richardson
et al. [2008]). The value of β depends on the shock compression ratio (r), and
for a shock compression ratio of 2.5 and upstream ﬂow speed (u1 ) of 320 km
s−1 , the reﬂected PUIs density fraction becomes about 4%. This estimate is
lower than that used in Zank et al. [2010] which is ∼ 10% (note that there is a
typo in equation (11b) in Zank et al. [2010]). Finally, the density of the three
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diﬀerent proton populations in terms of α and β can be expressed as

ncore
p

= (1 − α) nMHD ;

(3.7)

= α (1 − β) nMHD ;
ntr
p
nref
p

3.1.2

= α β nMHD .

Temperatures of Diﬀerent Proton Species
We assume that the temperature of the core SW just downstream of the HTS

in all directions is similar to the V2 measurements, i.e., Tpcore ∼ 181, 000 K, though
the exact value has little impact on our results. The reason for this is that due to
their low temperature, core SW ions do not produce ENAs within the IBEX-Hi energy
range and therefore do not aﬀect our results.
The temperature of transmitted PUIs immediately downstream of the HTS can
be estimated by taking into account the PUI deceleration by the cross-shock potential
[Zank et al., 2010]. This temperature is deﬁned in terms of the shock compression
ratio as (see Appendix B for a detailed derivation)

PUI
,
Tptr = r2 Tp,1

(3.8)

PUI
PUI
is the PUI temperature upstream of the HTS. The value of Tp,1
can be
where Tp,1

obtained by taking the scalar pressure moment of the PUI ﬁlled-shell distribution

PUI
Tp,1

1

mp
=
nPUI 3kB
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�

u1
0

f (c)c2 d3 c,

(3.9)

where mp is the proton mass, nPUI is the PUI number density, c is the particle speed
in the SW frame, and u1 is the cutoﬀ speed of the ﬁlled-shell distribution in the SW
frame (upstream bulk ﬂow speed). For an observed bulk ﬂow speed (u1 ) of 320 km s−1
in the V2 direction, the upstream PUI temperature becomes 1.77 × 106 K. To obtain
the upstream PUI temperature in other directions, we ﬁrst rescale the upstream ﬂow
speed there (from MHD) to the observed value at V2 direction (see Equation 5.7)
and then use the rescaled ﬂow speed in (Equation 3.9).
The ﬁlled-shell distribution for PUIs in the SW frame in the limit that the
distance from the Sun is much larger than the ionization cavity [Vasyliunas and
Siscoe, 1976; Zank , 1999; Zank et al., 2010] is given by

f (c) =

3nPUI
3/2
8πu1

c−3/2 Θ(u1 − c),

(3.10)

where Θ(x) is the Heaviside step function.
The temperature of the reﬂected PUIs downstream of the HTS can be estimated from the trapping of the reﬂected PUIs at the perpendicular shock front by
the balance of the Lorentz force and cross-shock potential [Zank et al., 1996a, 2010].
This gives (see Appendix B for a detailed derivation)

Tpref

mp
=
3kB

�

�
1
2
1 + (rg1 /Lramp ) u21 ,
4

(3.11)

where rg1 is the gyroradius of an upstream PUI, Lramp is the shock ramp thickness, and
u1 is the upstream plasma ﬂow speed. Using rg1 ∼ 55, 000 km and Lramp ∼ 6, 000 km
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as observed by V2 [Burlaga et al., 2008] yields Tpref ∼ 9.31 × 107 K. To calculate the
reﬂected PUIs temperature in other directions, the upstream ﬂow speed there from
MHD is also rescaled with the observed upstream ﬂow speed at the V2 direction and
we assume the ratio rg1 /Lramp does not change.

3.1.3

Proton Distribution just Downstream of the HTS
By knowing the number density and temperature of diﬀerent proton species,

we can construct their distribution just downstream of the HTS. We assume that all
three proton populations follow a Maxwellian distribution, which can be written in
the plasma frame as

fpi (v) = nip

i
(=
where nip , Tpi , and vp,th

�

mp
2πkB Tpi

�3/2

�

exp −

v

2

2
i
vp,th

�

,

(3.12)

�
2kB Tpi /mp ) are number density, temperature, and thermal

speed of individual proton species, respectively. A plot of the proton distribution just
downstream of the HTS in the V2 direction for individual proton species is shown
in Figure 3.1. The total proton distribution which is the sum of the Maxwellian
distributions (multi-Maxwellian) for core SW, transmitted PUI, and reﬂected PUIs is
also shown on the same Figure. ENA spectra derived using this form of distribution
for total proton downstream of the HTS was found to be in reasonable agreement with
the IBEX spectra [Desai et al., 2012, 2014]. Also, a reasonable agreement between
particle-in-cell simulations of the proton distribution downstream of the HTS [Yang
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Figure 3.1: Maxwellian proton distributions just downstream of the HTS in the V2
direction for diﬀerent proton species. The combined total distribution is also shown
on the same ﬁgure by a solid red line.

et al., 2015; Lembège and Yang, 2018] to the distribution from Zank et al. [2010]
provide support for multi-Maxwellian distribution downstream of the HTS.

3.2

PUI Distribution in the IHS
As plasma ﬂows away from the HTS along a streamline through the IHS, pro-

tons are depleted by charge-exchange with hydrogen atoms coming from interstellar
space, and replaced by a newly “injected” population of ionized hydrogen atoms.
Hence we update the density of protons in the IHS by taking into account the extinc-
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tion eﬀect as [Zirnstein et al., 2017a]

nip (r)

=

Πip

� �
nMHD (r) exp −

r

nH (r
rHTS

�

i
i
)σex (vrel
(r� ))vrel
(r� )

ds
up (r� )

�

,

(3.13)

ref
= (1 − α), Πtr
where Πcore
p
p = α(1 − β), and Πp = αβ are density fractions of core

SW, transmitted PUIs, and reﬂected PUIs just downstream of the HTS, respectively.
The integration is carried out over a ﬂow streamline of segment ds = up (r� )dt, and
up (r� ) is the bulk plasma ﬂow speed in the IHS, and nH (r� ) is the neutral hydrogen
density along the same streamline. The energy-dependent charge exchange crossi
section σex (vrel
(r� )) for each species is obtained from Lindsay and Stebbings [2005],
i
(r� ) of each proton distribution (Maxwellian)
and the relative interaction velocity vrel

with neutral hydrogen distribution (Maxwellian) is approximated by [Pauls et al.,
1995]
i
vrel
(r� ) =

�

�
4� i
(vth,p (r� ))2 + (vth,H (r� ))2 + |up (r� ) − uH (r� )|2 .
π

(3.14)

i
Here vth,p
(r� ) is the thermal velocity for each proton distribution, and vth,H (r� ) is

the thermal velocity for the local neutral hydrogen distribution along a streamline.
Note that it is important for the global simulations to describe neutrals kinetically.
However, for the post-processing, it is suﬃcient to model only the lower energy hydrogen atoms since the ENAs produced in the SW represent on the order of 1% of
the total neutral hydrogen density in the heliosheath. Since the temperature of the
LISM and OHS are much smaller than the temperature of protons in the IHS and
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the IHS ﬂow speed, combining LISM/OHS neutrals into one Maxwellian is suﬃcient
in Equation 3.14.
To calculate the temperature of core SW, transmitted PUIs, and reﬂected PUIs
at diﬀerent locations in the IHS, we use their temperature ratios at the HTS with
the total proton temperature. These ratios are assumed to remain constant along a
streamline throughout the IHS. The temperature fraction of core SW, transmitted
PUIs, and reﬂected PUIs just downstream of the HTS can be deﬁned as

=
Γcore
p

Tpcore
;
Tp

Γtr
p =

Tptr
;
Tp

Γref
p =

Tpref
,
Tp

(3.15)

where Tp is the total proton temperature at the HTS. These fractions are calculated
by dividing the temperature of core SW (V2 observations), transmitted PUIs (Equation 3.8), and reﬂected PUIs (Equation 3.11) by the total proton temperature (Tp )
immediately downstream of the HTS. The simplest estimate for the total proton temperature is provided by the MHD temperature (Tp = TMHD ) where we assume that
the electron temperature is equal to the proton temperature (Te = Tp ). Hence the
temperature of core SW, transmitted PUIs, and reﬂected PUIs at any point in the
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IHS is given by

× Tp (r);
Tpcore (r) = Γcore
p

(3.16)

Tptr (r) = Γtr
p × Tp (r);
Tpref (r) = Γref
p × Tp (r),

where Tp (r) is the total proton temperature at a radial position r.
The number density of newly formed “injected PUIs” at any point in the
IHS can be calculated by subtracting the corresponding quantities for the core SW,
reﬂected PUIs, and transmitted PUIs from the MHD density.

� core
�
tr
ref
ninj
p (r) = nMHD (r) − np (r) + np (r) + np (r) .

(3.17)

The temperature of the injected PUIs can be calculated by subtracting the thermal
pressure of core SW, transmitted PUIs, and reﬂected PUIs from the MHD thermal
pressure. Hence

Tpinj (r)

=

�
�
core
tr
ref
ref
(r) + ntr
nMHD (r)Tp (r) − ncore
p (r)Tp
p (r)Tp (r) + np (r)Tp (r)
ninj
p (r)

. (3.18)

Note that the charge-exchange of the high energy protons (transmitted and reﬂected
PUIs) does cool the plasma, but that in this implementation the rate of cooling is the
same as MHD. As the injected PUIs traverse the IHS, they can also charge-exchange
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with the interstellar neutral Hydrogen and form ENAs with energy equivalent to the
energy of injected PUIs.

3.3
3.3.1

LOS ENA Flux at 1 au
Neutral Hydrogen Equation of Motion
The velocities of heliospheric ENAs that can be observed by IBEX are in the

range ∼50-1000 km s−1 , which corresponds to an energy range 0.01-6 keV. The motion
of such atoms between the source of its creation and inner heliosphere is determined
by (i) the force of solar gravity, and (ii) the pressure of the solar Lyman-α radiation.
The solar radiation pressure decreases with heliocentric distance as 1/r2 , similar to
solar gravity and is directed away from the Sun. Hence, it is convenient to express the
radiation pressure as a factor µ over solar gravity. Neutral hydrogen atoms (ENAs)
in the heliosphere obey an equation of motion in the form [Bzowski , 2008]:

r
d2 r
= −GM� (1 − µ(vr (r), Itot (θ))) 3 ,
2
dt
|r|
where G is the solar gravitational constant, M� is solar mass, vr (=

(3.19)

dr
r̂)
dt

is the radial

velocity of a hydrogen atom, µ is the gravitational compensation factor (ranging
between 0 and ∼ 2, see Figure 1), Itot is the wavelength integrated solar Ly-α ﬂux,
and θ is the helio-latitude angle.
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Figure 3.2: Gravitational compensation factor as a function of hydrogen radial velocity (top), and solar Ly-α composite ﬂux (bottom, Figure 33 from McComas et al.
[2012]). The compensation factor is plotted at several diﬀerent solar ﬂux values: previous solar maximum (solid red line) and minimum (solid blue line), and the current
solar maximum (dashed red line), with Ly-α ﬂux values of Itot = 5.5 × 1011 cm−2 s−1 ,
Itot = 3.53 × 1011 cm−2 s−1 , and Itot = 4.5 × 1011 cm−2 s−1 , respectively are shown.
When radiation pressure and gravity forces balance, µ equals 1 (dashed black line).
The previous solar maximum and minimum ﬂuxes were taken from Tarnopolski and
Bzowski [2009], and the current solar maximum solar ﬂux was estimated using the
composite ﬂux shown on the right, where the red line indicates the time since the
launch of IBEX. This Figure is adapted from Zirnstein et al. [2013].
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The solar Lyman-α proﬁle can be parametrized by a simple function of the
form [e.g., Bzowski, 2008]

µ(vr , Itot ) = A (1 + B Itot ) exp(−C vr2 )
×[1 + D exp(−F vr − G vr2 ) + H exp(P vr − Q vr2 )],

(3.20)

where A, B, C, D, F , G, H, P , and Q are 9 parameters of the ﬁt to the solar Lymanα line proﬁles observed by Lemaire et al. [2005] and are given by A = 2.4543 × 10−9 ,
B = 4.5694 × 10−4 , C = 3.8312 × 10−5 , D = 0.73879, F = 4.0396 × 10−2 , G =
3.51135 × 10−4 , H = 0.47817, P = 4.6841 × 10−2 , and Q = 3.3373 × 10−4 . Note
that µ is also a function of time since the radiation pressure varies with solar cycle
[Nakanotani et al., 2020].
For the IBEX-Hi energy range, the gravitational compensation factor is ∼1
that makes the right hand side of Equation 3.19 ‘zero’. The hydrogen ENA trajectory
for a LOS is then obtained by simple numerical integration of Equation 3.19. The
plasma-neutral variables at any position along the hydrogen ENA trajectory can be
obtained by using trilinear interpolation.

3.3.2

Diﬀerential Hydrogen ENA Flux in the Inertial Frame of the Sun
We calculate the hydrogen ENA ﬂux at 1 au by computing the charge-exchange

rates of all three (or four) populations of protons at all points in the IHS. The diﬀerential hydrogen ﬂux for an individual population ‘i’ in the inertial frame of the Sun
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is given by [Zirnstein et al., 2013]

1 i
fp (r, vp )v 2 P (r, v)
ΔJ (r, v) =
mH
i

��

3

�

fH (r, vH ) |v − vH | σex (|v − vH |) d vH Δt,
(3.21)

where mH is the mass of hydrogen atom, vp (= v − up , where up is the bulk plasma
velocity) is the parent proton velocity in the plasma frame, fpi (r, vp ) is the parent
proton distribution for species ‘i’ in the plasma frame (with units s3 cm−6 ), v is the
ENA speed in the Sun frame measured at 1 au, Δt is the integration time step
equivalent to the time it takes an ENA with speed v to travel over the integration
step size, fH (r, vH ) is the background hydrogen distribution (with units s3 cm−6 ).
P (r, v) is the survival probability of hydrogen ENA given by

P (r, v) = exp(−
≈1−

�

�

β(r, v)dt),

(3.22)

detector,1au

β(r, v)dt,
source

where β(r, v) is the ionization rate due to charge-exchange and photo-ionization of a
single hydrogen ENA of velocity v in the inertial frame with the proton distribution
fpi (r, vp ). i.e.,

β(r, v) = βex (r, v) + βph (r),
where βph (r) =

(3.23)

βph,1au
, and βex (r, v)
r2
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=

�
i

i
i
nip (r)σex (vrel,p
(r))vrel,p
(r),

where βph,1au is the photoionization rate at 1 au (∼ 8×10−8 s−1 during solar maximum,
i
is the relative
Bzowski [2008]), nip is the number density of the parent proton, and vrel,p

velocity between neutral hydrogen and the parent proton distribution, given by

i
(r)
vrel,p

=

ω� =

i
vth,p
(r)

�

�
�
�
exp(−ω �2 )
1
�
�
√
+ ω + � erf(ω ) ,
2ω
π

(3.24)

|v − up (r)|
.
i
vth,p
(r)

The integral term on the right side of Equation 3.21 can be simpliﬁed by
assuming a Maxwellian distribution for neutral hydrogen [Ripken and Fahr , 1983].
�

fH (r, vH ) |v − vH | σex (|v − vH |) d3 vH = nH (r)vrel,H (r)σex (vrel,H (r)),

(3.25)

where σex is the energy dependent charge-exchange cross section [Lindsay and Stebbings, 2005], and vrel,H is the relative velocity between the parent proton and background neutral hydrogen distribution given by
�
�
�
1
exp(−ω 2 )
√
+ ω+
erf(ω) ,
vrel,H (r) = vth,H (r)
2ω
π
�

ω=

|v − uH (r)|
.
vth,H (r)
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(3.26)

Finally, the diﬀerential hydrogen ENA ﬂux for an IBEX LOS in the solar
inertial frame with the use of Equation 3.25 simpliﬁes to

ΔJ(r, v) =

�

ΔJ i (r, v)

i

� 1
=
fpi (r, vp )v 2 P (r, v)nH (r)vrel,H (r)σex (vrel,H (r)) Δt,
m
H
i

(3.27)

where the summation is over the ENA ﬂux contribution from diﬀerent proton populations. We integrate Equation 3.27 from the HTS to the HP, backward along
ENA trajectories to calculate the total hydrogen ENA ﬂuxes. The losses to hydrogen ENAs within 100 au by ionization (charge-exchange and photo-ionization)
while integrating along their trajectories are ignored since the IBEX measurements
are corrected for the losses of ENAs by ionization between 1 and 100 AU with better accuracy than we can provide. Note that we also take into account the energy response function of the IBEX-Hi detectors [Funsten et al., 2009] to calculate
the diﬀerential ENA ﬂuxes in the IBEX-Hi energy range.

The energy response

data of the IBEX-Hi detector is available on the IBEX public release website at
https://ibex.princeton.edu/DataRelease1/CalibrationData.
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CHAPTER 4

QUANTITATIVE COMPARISON OF ENA FLUXES

In this chapter we present statistical comparisons between ENA ﬂuxes obtained using a global simulation of the heliosphere and data collected by the IBEX
spacecraft. The simulation of the IHS ENA ﬂux is based on a 3D steady-state heliosphere, while the data is from the IBEX-Hi instrument over the time period 2009-2015.
The statistical comparison is performed by calculating the χ2 value between the simulated ENA ﬂuxes and data for each line of sight in the sky. A comparison with time
exposure-averaged data for solar minimum and solar maximum conditions from 20092015 is also performed to see the eﬀect of SW properties on the IHS ENA ﬂuxes. Of
key interest are regions where the model and data match well, but also regions where
the match is especially poor.This chapter is adapted from Shrestha et al. [2020].

4.1
4.1.1

Simulation and Analysis Method
Simulation of SW-LISM interaction
We simulate the heliosphere separately for two sets of uniform and steady state

SW boundary conditions: (1) slow SW; and (2) fast SW. The SW conditions at the
simulation inner boundary (10 au) are obtained by adiabatic expansion of the SW
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from 1 to 10 au using an adiabatic index (γ) of 5/3. This neglects heating of plasma
due to dissipation of turbulent SW ﬂuctuations [Adhikari et al., 2015, 2020; Zank
et al., 2018]. The SW conditions at 1 au are listed in Table 4.1 for each case. The
boundary conditions are chosen in such a way that the SW dynamic pressure remains
nearly the same in both cases, which in turn helps to achieve a similar size heliosphere.
The LISM boundary condition at 1000 au are same as the 3 µG case of Zirnstein et al.
[2016], where plasma density np = 0.09 cm−3 , neutral density nH = 0.154 cm−3 , ﬂow
speed for both the species v = 25.4 km s−1 [McComas et al., 2015] from ecliptic J2000
coordinates (255.7◦ , 5.1◦ ), temperature T = 7500K, and magnetic ﬁeld with strength
3 µG is directed toward ecliptic J2000 coordinates (226.99◦ , 34.82◦ ).

Table 4.1: SW boundary condition at 1 au
Parameters
Plasma density, np (cm−3 )
Bulk plasma ﬂow speed, vp (km s−1 )
Temperature, Tp (K)
Field magnitude, Br (µG)
Dynamic pressure, 12 mp np vp2 (nPa)

4.1.2

slow SW
5.74
450
51000
37.5
0.972

fast SW
1.82
800
200000
37.5
0.968

Inner Heliosheath ENA Flux Calculation
For this analysis, we partition the total thermal energy just downstream of

the HTS obtained from MHD as

tr
ref ref
Tpcore + ntr
nMHD TMHD = ncore
p
p T p + np T p .
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(4.1)

tr
ref
We can write Equation 4.1 in terms of α, β, Γcore
p , Γp , and Γp as

ref
core
(Γtr
p α (1 − β) nMHD + Γp α β nMHD ) T = (1 − (1 − α)Γp )nMHD TMHD ,

(4.2)

where T is an arbitrary temperature parameter (�= TMHD , in general) which is obtained by solving the above equation. The value of T is then used to calculate the
ref
temperatures of reﬂected and transmitted PUIs (Tptr = Γtr
= Γref
p T, Tp
p T ). For
ref
the comparison presented in this Chapter, we set the values of β, Γtr
p , and Γp as

constrained by the Zank et al. [2010] model (see Table 4.2). This approach gives
diﬀerent temperatures for the transmitted and reﬂected PUIs than that estimated in
Zank et al. [2010].

Table 4.2: HTS parameters
Parameters

Zank et al. (2010)

Temperature
fraction
(transmitted PUI)
Γtr
p
2.5

Temperature
fraction
(reﬂected PUI)
Γref
p
23.5

Density
fraction
(reﬂected PUI)
β
0.08

We calculate the ENA ﬂux at 1 au by computing the charge-exchange rates of
all four populations (injected PUIs are considered in this analysis) of protons at all
points in the IHS using Equation 3.27.

4.1.3

IBEX Data
In this study, we used the ﬁrst seven years of data from IBEX-Hi energy

passbands 2 to 6 for the time period between 2009 and 2015 (original data, not data
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which has the ribbon subtracted, McComas et al. [2017b]). The yearly data we use
is Compton-Getting corrected to the solar inertial frame and survival probability
corrected between 1 and 100 au [McComas et al., 2014]. In addition, we also perform
time-exposure weighted averaging of the data for two (or three) year time periods
corresponding to solar maximum and solar minimum conditions. This averaging is
performed for the ram map since it provides better count statistics, and is more
suitable to see the temporal evolution of the ENA ﬂuxes [McComas et al., 2012,
2014, 2017b] from each pixel.

4.1.4

Chi-Square Analysis
For a quantitative comparison of the simulated ENA ﬂux with the IBEX-Hi

data we calculate the χ2 value between them for each LOS of the sky using the
following formula

� � JESA − Jsim,ESA �2
i
i
χ =
σ
ESAi
ESA
2

(4.3)

i

where JESAi , Jsim,ESAi , and σESAi are the IBEX-Hi data, simulated ENA ﬂux and
uncertainty in IBEX-Hi ENA ﬂux respectively for energy ‘i’. The sum is evaluated
over ﬁve diﬀerent energy channels of IBEX-Hi (ESA 2 to 6). The IBEX-Hi detector
counts incoming ENAs in 6◦ spin angle bins, so the number of atoms in each bin is
subject to Poisson statistics. Hence, the uncertainties in ENA ﬂuxes from IBEX-Hi
are computed by propagating the statistical uncertainties (assuming Poisson statistics
for ENA count rates) and adding them in quadrature to ∼20% systematic uncertainties of IBEX-Hi energy channels [Fuselier et al., 2012, 2014]. Then the reduced χ2
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value for each LOS of the sky is calculated by dividing the corresponding χ2 value by
the number of degrees of freedom (ν). There are in principle three free parameters
ref
(β, Γtr
p , Γp ) that we can vary for a given simulation run. However, for the compar-

ison presented in this paper, we have made no attempt to optimize these, and have
instead used values based on the estimates made in the Zank et al. [2010] model (see
Table 4.2) and solving Equation 3.2. Hence, the total number of degrees of freedom
(ν) = number of data points (N) - number of free parameters (p) for each LOS in the
sky. Since the free parameters are ﬁxed by a prior model (i.e., p = 0) the degrees of
freedom in this investigation is 5. A more rigorous comparison of the simulated ENA
ﬂuxes and data with a variation of free parameters at diﬀerent HTS locations will be
pursued in future work.

4.2
4.2.1

Results and Discussions
Slow SW
For this calculation, we have used a steady-state SW boundary condition at

the inner boundary with uniform slow SW at all latitudes to obtain the background
heliosphere. The SW boundary condition at 1 au are: plasma density np = 5.74 cm−3 ,
bulk plasma ﬂow speed vp = 450 km s−1 , and temperature Tp = 51, 000 K (Table 4.1).
The simulated ENA ﬂux from the IHS is compared with the time exposure averaged
seven years of data from IBEX-Hi [McComas et al., 2017b] by calculating the χ2 value
between them using Equation 4.3) for each LOS of the sky. The reduced χ2 values
(i.e., χ2 per degree of freedom) for each LOS of the sky are shown in Figure 4.1.
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The lower value of reduced χ2 indicates that the simulation result is close to the
data, whereas the higher value of reduced χ2 indicates that the simulation result is
far from the data and some physical processes are likely missing in the simulation.
This map is a cylindrical equidistant projection of the reduced χ2 values for LOS
ENA ﬂux from each direction in the sky in ecliptic coordinates and is centered in
the port region at (long., lat.) = (21◦ , 0◦ ). The simulation parameters used at the
position of the HTS for diﬀerent PUIs species are referenced in Table 4.2. Note that
we have used the same three parameters at all locations of the HTS. A quantitative
comparison using diﬀerent HTS parameters at diﬀerent locations is outside the scope
of this paper and will be followed up later. We can see that the reduced χ2 values for
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Figure 4.1: All-sky map of reduced χ2 between simulated ENA ﬂux using HTS
parameters from Table 4.2 with uniform slow SW boundary condition at 1 au and
ﬁrst seven years of the IBEX-Hi data in rectangular projection. The map is in ecliptic
coordinates and centered in the port region at (long., lat.) = (21◦ , 0◦ ).

globally distributed ﬂux are lower in low and mid-latitude regions whereas they are
higher in the polar regions. The reasons for higher values of reduced χ2 in the polar
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region may be (a) the use of uniform slow SW boundary at 1 au over the poles to
calculate the simulated ENA ﬂux or (b) use of the same HTS parameters in the polar
region for PUIs partitioning (the HTS is not necessarily perpendicular in the polar
region which can aﬀect the properties of PUIs downstream of the HTS). Also, the
signature of the ribbon is clearly visible in this map which is indicated by the very
high value of reduced χ2 . A high χ2 value for the ribbon is a clear indication that the
ENA ﬂux produced in these directions is due to diﬀerent physical processes than the
transport of PUI through the IHS in the presence of charge-exchange as presented in
our model. The higher value of reduced χ2 in the ribbon region is expected since, in
this work, we do not include a contribution to the ENA ﬂux from the outer heliosheath
where the current consensus places the ribbon’s origin [McComas et al., 2017b]. The
lowest reduced χ2 values (≤2.3) are seen in the port, starboard, and some part of the
nose region of the heliosphere as indicated by dark blue colored pixels in Figure 4.1.
The latitudinal boundary where the reduced χ2 value changes from ≤ 2.3 to > 2.3 is
approximately correlated with the transition region between slow and fast SW on both
ﬂanks of the heliosphere. The latitudinal extent of this reduced χ2 value is from the
ecliptic to ∼ 36◦ latitude on both ﬂanks of the heliosphere though it is narrower in the
starboard region. The extension of higher reduced χ2 values to lower latitude on the
northern hemisphere of starboard side is obviously due to the presence of the ribbon,
whereas, the extension on the southern hemisphere suggests possible asymmetries in
the heliospheric structure on either ﬂank side of the heliosphere (also discussed by
Zirnstein et al. [2017a]). This asymmetry on the ﬂank might be caused by the larger
external pressure induced by the interstellar magnetic ﬁeld on the starboard side of
63

the heliosphere (see also the heliopause distance map in Figure 4.7). In the nose
region, reduced χ2 values are higher compared to the port and starboard region of
the heliosphere. The downwind tail region has higher reduced χ2 values compared to
the port, starboard, and nose region. There are two lobes with highest reduced χ2
values above and below the downwind center, distributed almost symmetrically and
extends from ∼18-48◦ latitudes. These lobes were identiﬁed in McComas et al. [2013]
and simulated by Zirnstein et al. [2017a] and are likely due to plumes of plasma in
the heliotail, that originated in the fast SW which is not included in the the model
in this section.

4.2.1.1

ENA spectra

Simulated ENA spectra for six diﬀerent LOS of the sky along with the spectra
from the data set used in Figure 4.1 are shown in Figure 4.2. These six directions in
the sky are represented by greek letters δ, �, ζ, η, θ, and ι respectively in Figure 4.1.
The comparison of the spectra helps us identify the region where the simulation
has over- or underestimated the data, and at which energies. The contribution to the
simulated ENA ﬂux by core SW, transmitted PUIs, reﬂected PUIs, and injected PUIs
are also shown in the same plot. Note that the contribution to the simulated ENA
ﬂuxes due to core SW is so low that it is not visible in the graph for the scale chosen.
Figure 4.2 (a) shows the spectra for the port region at a LOS (33◦ , -15◦ ) and Figure 4.2
(b) shows the spectra for the starboard region at a LOS (117◦ , 9◦ ). In both of these
directions, the simulated ENA ﬂuxes almost match the data in each energy channel.
Figure 4.2 (c) shows the spectra for the nose region at a LOS (257◦ , 15◦ ) where the
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simulation underestimates the data in all energy channels. Figure 4.2 (d) shows the
spectra for the downwind tail lobe region at a LOS (75◦ , -27◦ ). The simulated ﬂuxes in
this direction underestimates the data for higher energy channels (ESA5 and ESA6)
whereas it overestimates the data in the lowest energy channel (ESA2). Figure 4.2 (e)
shows the spectra for the ribbon region at the LOS (339◦ , 45◦ ) where the simulation
underestimates the data in all energy channels as in the nose region but the diﬀerence
in ﬂuxes are even higher compared to the nose region. Figure 4.2 (f) shows the spectra
for the south polar region at a LOS (27◦ , -75◦ ). The simulated ENA ﬂuxes in this
direction are close to the data in lower energy channels (ESA2 and ESA3) whereas
it underestimates the data in the higher energy channels (ESA4, ESA5, and ESA6).
In short, our model for the IHS ENA ﬂux calculation underestimates the observed
ENA ﬂuxes in most of the directions. An underestimation of the observed ENA ﬂuxes
by the simulation was also reported by many authors [e.g., Zirnstein et al., 2017a;
Kornbleuth et al., 2020] and it can be partially explained by a higher interstellar
neutral hydrogen density as recently reported by Swaczyna et al. [2020].

4.2.1.2

IBEX-Hi Data for Solar Minimum Condition

The idea of fast SW causing a higher reduced χ2 over the pole is further
validated by the quantitative comparison of the simulated ENA ﬂux still using uniform
slow SW with the IBEX-Hi data collected during solar minimum conditions. Since
the ram map provides better count statistics, it is more suitable to see the temporal
evolution of the ENA ﬂuxes [McComas et al., 2012, 2014, 2017b] from each pixel.
Accordingly, we use the ram map averaged over two (or three) years time period
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Figure 4.2: ENA spectra at diﬀerent LOS of the heliosphere (red data points) for
the same data set as in the Figure 4.1 along with the simulated spectra (solid blue
line): (a) in the port region at (33◦ , -15◦ ), (b) in the starboard region at (117◦ , 9◦ ),
(c) in the nose region at (257◦ , 15◦ ), (d) in the downwind tail lobe region at (75◦ ,
-27◦ ), (e) in the ribbon region at (339◦ , 45◦ ), and (f) in the south polar region at
(27◦ , -75◦ ). These six directions in the sky are represented by greek letters δ, �, ζ,
η, θ, and ι respectively in Figure 4.1. The contribution to the simulated ENA ﬂux
by core SW (dashed black line), transmitted PUIs (dashed cyan line), reﬂected PUIs
(dashed green line), and injected PUIs (dashed magenta line) are also shown in the
same plot. Note that the contribution to the simulated ENA ﬂuxes due to core SW
is so low that it is not visible in the graph for the scale chosen.
66

800
750

60

650

30

600

0

550
500

-30

SW speed (km / s)

Heliographic Latitude (deg)

700

450

-60

400
350

1985

1988

1991

1994

1997

2000

2003

2006

2009

2012

Time (year)

Figure 4.3: Variation of the SW speed over time and latitude from IPS observations
[Sokó�l et al., 2015].

for the quantitative comparison of the simulated ENA ﬂuxes with the data and the
corresponding reduced χ2 maps for solar minimum condition are shown in Figure 4.4
(top and middle panel). Figure on the top panel corresponds to the IBEX-Hi data
between the time 2009-2011 and ﬁgure on the middle panel corresponds to the time
period between 2012-2013. The top panel of Figure 4.4 shows the highest value
of reduced χ2 over the poles even when compared to Figure 4.1, while the middle
panel of Figure 4.4 shows a slight decrease in this value. This slight decrease in
the reduced χ2 values over the pole from 2009-2011 to 2012-2013 corresponds to the
slight decrease in the observed average SW speed over the poles from 2009 to 2011,
see Figure 4.3. Also, the timing correlates well with the reduction in polar coronal
hole area [Zirnstein et al., 2017a]. Note that such a change in SW output from the
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Figure 4.4: All-sky map of reduced χ2 between simulated ENA ﬂux using same SW
boundary condition and HTS parameters as in Figure 4.1 and the IBEX-Hi data (top)
between 2009-2011, (middle) between 2012-2013, and (bottom) between 2014-2015.
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Sun takes 2 to 3 years to be reﬂected in ENA ﬂux over the poles. Also, two downwind
tail lobes are distinctly visible for both of the periods 2009-2011 and 2012-2013.

4.2.1.3

IBEX-Hi Data for Solar Maximum Condition

The more realistic comparison of the ENA ﬂux simulated using uniform slow
SW boundary condition at all latitude is provided by the IBEX-Hi data collected for
the solar maximum condition. The solar maximum condition implies that there is
not much fast SW in the IHS. The plot on the bottom panel of Figure 4.4 shows
reduced χ2 map for this SW condition which corresponds to the data averaged over
the time period 2014-2015. For this time period, the reduced χ2 values in the north
pole region are signiﬁcantly lower than the time periods 2009-2011 and 2012-2013
(top and middle panel of Figure 4.4), whereas in the south pole region they are still
high and show a decrement after one year. This decrement is seen on the data over
2016-2017 which we have not included in this paper. This feature can be explained by
the north-south asymmetry in the fast SW proﬁle observed at 1 au which is related to
an asymmetric evolution of the solar magnetic ﬁelds during the solar cycle [Bzowski
et al., 2003; Chowdhury et al., 2013]. The temporal evolution of the SW speed at
diﬀerent heliographic latitudes [Sokó�l et al., 2015] indicates that the fast SW in the
south pole region starts to disappear ∼1 year after the north pole region (Figure 4.3)
and the corresponding eﬀect is a delay in low energy ENA ﬂux observed by IBEX
over the south pole. Also, the downwind tail lobes appear to be dissipating during
solar maximum conditions between 2014-2015, which is obvious because a change in
SW condition at the Sun’s poles takes ∼ 5 years to be transported down the tail
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of the heliosphere [Zirnstein et al., 2017a]. Another interesting feature we can see
in this map is that there is a region of very high reduced χ2 in the port region of
the heliosphere (∼12–42◦ longitude and ∼-24–18◦ latitude) which is caused by the
gradual decrease in the ENA ﬂux data (see Figure 4.5) observed by IBEX for some,
currently unknown, reason. This blob does not appear to be moving but it may be
growing as indicated by the spread of the higher reduced χ2 values in the port region
seen in the data over 2016-2017 (as already mentioned and for the same reason, the
map for this time period is not shown in this paper). The source of this blob of
higher reduced χ2 values in the port region will be more clear when newer data from
IBEX-Hi becomes available.
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Figure 4.5: ENA spectra in the port region of the heliosphere at a LOS (21◦ , -3◦ )
for diﬀerent time periods along with the simulated spectra (solid blue line).
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4.2.2

Fast SW
The ﬁnal quantitative comparison of the simulated ENA ﬂuxes with the IBEX-

Hi data is performed by simulating the ENA ﬂuxes using uniform fast SW boundary
condition at all latitudes of the heliosphere. The SW boundary conditions at 1 au
are: plasma density np = 1.82 cm−3 , speed vp = 800 km s−1 , and temperature Tp =
200, 000 K (Table 4.1). The boundary conditions are chosen in such a way that the SW
dynamic pressure remains nearly the same as in the slow SW case, which also helps
to achieve a similar size heliosphere. While these boundary conditions are clearly not
physically realistic near the ecliptic plane, this approach may help us to understand
the HTS parameters over the poles and mid-latitude regions. The simulated ENA ﬂux
is compared to the data corresponding to both solar minimum and solar maximum
conditions and the results are shown in Figure 4.6. The ﬁgure on the top, middle
and bottom panel corresponds to the IBEX-Hi data for the time periods 2009-2011,
2012-2013, and 2014-2015 respectively. The ﬁgure on the top panel shows a signiﬁcant
reduction in the reduced χ2 values in the mid-latitude regions as compared to the top
panel of Figure 4.4 but there is only a small decrease over the pole. On the other
hand, the Figure on the middle panel shows a signiﬁcant reduction in the reduced χ2
values over the pole when compared to the middle panel of Figure 4.4. In addition,
the Figure on the bottom panel shows a slight increase in the reduced χ2 values over
the poles when compared to the bottom panel of Figure 4.4, which is expected since
this time period corresponds to the slow SW data over the poles at 1 au. The higher
values of the reduced χ2 over the poles even when a fast SW is present over the
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Figure 4.6: All-sky map of reduced χ2 between simulated ENA ﬂux using uniform
fast SW boundary condition at 1 au and same HTS parameters as in Figure 4.1 and
IBEX-Hi data (top) between 2009-2011, (middle) between 2012-2013, and (bottom)
between 2014-2015.
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poles at 1 au in the simulation can be attributed to the fact that the HTS is not
necessarily perpendicular over that region and the theoretical treatment of the PUI
downstream of the HTS may be inconsistent with reality. This also indicates that the
HTS parameters over the poles could be a bit diﬀerent than what we have used here.
Finally, the reduction in the χ2 values over the poles from 2009-2011 to 2012-2013
is likely due to a change in the HTS parameters over the solar cycle which is not
included in our model, or due to changes in SW speed. If the SW speed we have
used here is diﬀerent than the observed average SW speed during the time period we
are modeling the ENA ﬂuxes, the results can be slightly diﬀerent. For example, if
we model the ENA ﬂuxes with a slightly lower SW speed, say 700 km/s, we expect
a slight improvement in the results over the poles for the time period 2012-2013 and
likely a slight worsening for the time period 2009-2011. This prediction is based on
the fact that there is a slight decrease in the observed average SW speed over the
poles from 2009 to 2011 (Figure 4.3).

4.2.3

The Heliotail
The heliotail has received renewed attention in recent years following two in-

dependent claims [Opher et al., 2015; Dialynas et al., 2017] that it does not follow
the traditional comet-like shape. Let us now use our simulation and data analysis
methodology from the previous sections to investigate whether we can address the
match between the ENA data and the ENA ﬂux predicted by the comet-like heliotail
from our simulation. In Figure 4.7 we have plotted contours of the distance to the
heliopause in the simulation on the same skymap as the other ﬁgures. The location
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of the heliopause is determined using a temperature condition that varies linearly
from ∼200,000 K near the nose to ∼30,000 K where the heliotail exits the domain
[Heerikhuisen et al., 2019] to make sure that the HP is located in the steepest part
of the temperature gradient associated with it. This shows a distinctive oval-shaped
pattern around the tail direction of the heliosphere. The oval is elongated along the
direction of the interstellar magnetic ﬁeld due to the magnetic tension force exerted by
the magnetic ﬁeld on the heliopause, similar to the ﬁndings of McComas et al. [2013].
The plane containing the LISM magnetic ﬁeld and velocity vectors (the so-called B-V
plane) is also indicated on this plot (red curve). The shape seen in the heliopause
distance plot is similar to the solid red regions seen in the two plots from Figure 4.6
(top and middle panel), which represents a comparison to a simulation with only fast
SW. A similar shape can be seen in Figure 4.4 for a slow SW simulation, though
the χ2 values are not uniformly large (χ2 values close to the downwind tail center
are relatively low) as they are in the fast SW case. The higher χ2 values around 30◦
north and south of the downwind tail direction in Figure 4.6 is consistent with the
idea that it consists of a mixture of post-HTS fast and slow SW, which we do not
have in our steady-state simulation. This solid red region is also extended towards
the port and starboard sides since these regions consist of advected post-HTS slow
SW. In short, our results are consistent with a single heliotail structure ordered by
the LISM magnetic ﬁeld.
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Figure 4.7: All-sky map of distance from the ecliptic center to the heliopause from
the simulation using uniform slow SW (top panel) and uniform fast SW (bottom
panel) at the inner boundary. The contours corresponds to the location of the heliopause with same distance from the Sun. The red curve represents the B-V plane
which contains the LISM magnetic ﬁeld and velocity vector. The colorbar axis is in
logarithmic scale.

75

4.3

Summary and Conclusions
We have presented statistical comparisons between ENA ﬂuxes obtained using

a global simulation of the heliosphere to data collected by the IBEX spacecraft. The
simulations are based on a three dimensional coupled system involving plasma and
neutrals that conserves mass, momentum, energy, and magnetic ﬂux in the system.
Such simulations have the advantage of being self-consistent within the simulation
domain, but as a result they are only constrained by boundary conditions and the
physical processes that are included in the model. As such, an exact match cannot
be expected, but when a good match is found at one location the self-consistent
nature of the model allows us to extrapolate to other locations. Since our comparison
technique quantiﬁes how good the ﬁt between the data and simulation is, we can
interpret regions where the ﬁt is relatively poor as representing directions in the sky
for which the model is missing key physical processes that are impacting the data.
So by running our simulation for a relatively simple conﬁguration – uniform SW
and steady-state – we are able to determine which parts of the heliosphere can be
reasonably approximated in this simple way, and which regions cannot.
For example, even with changes to the simulation boundary conditions, or
changes to some of the parameters, the so-called IBEX ribbon always represents a
poor ﬁt to the model we are using which, for this work, does not include ribbon
physics (source of the ribbon ﬂux). Similarly, the heliotail shows a poor ﬁt to two
patches located about 30◦ above and below the ecliptic, centered on the downwind
LISM direction. These regions have been previously identiﬁed by Zirnstein et al.
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[2017b] as directions which contain a mixture of plasma with origins in both fast and
slow supersonic SW. Since we ran our simulations with uniform steady-state SW,
the simulation cannot match the plasma characteristics inside these plumes. The
simplest test for this argument of getting a poor match in the tail lobe region can be
performed by running the SW-LISM interaction using the latitudinal variation of the
SW speed proﬁle at 1 au, similar to that obtained from IPS observation as shown in
Figure 4.3. In this type of simulation, the inner boundary needs to be updated with
time for a more realistic comparison of the simulated ENA ﬂuxes with data collected
for diﬀerent time periods. Another possible factor responsible for a poor ﬁt inside
these polar plumes can be that the HTS parameters over there could be diﬀerent than
what we have used in our simulation. This can be conﬁrmed by simulating the ENA
ﬂuxes with diﬀerent HTS parameters and comparing the result with the data for a
good match, which is a subject of further studies. In short, a more rigorous analysis
in the downwind tail lobe region is needed to identify the exact cause of a poor match
between the simulated ENA ﬂuxes and data. Interestingly, our process also identiﬁes
another region to the port side of the heliotail where the ﬁt is also poor. This region
is similar to the oﬀ-set heliotail proposed by Schwadron et al. [2011] and McComas
et al. [2013], though the idea that this direction is related to the heliotail was later
withdrawn. Our analysis shows, however, that for some currently unknown reason,
the plasma properties in that direction are not as consistent with the simulation as
other nearby regions.
The idea of the fast supersonic SW advected over the poles being responsible
for the polar ENA ﬂuxes during the solar minimum condition is also illustrated by
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this analysis. This idea becomes clear from comparisons of simulated ENA ﬂuxes
using uniform slow SW at the inner boundary to data collected during two diﬀerent
solar wind conditions: (i) solar minimum, and (ii) solar maximum. The ﬁrst comparison shows a poor match to the data in the polar regions, whereas the second
comparison shows a good match. On the other hand, the simulated ENA ﬂuxes using
uniform fast SW at the inner boundary shows an unexpectedly poor match to the
data collected for the solar minimum condition, in the polar regions, although slightly
better than the uniform slow SW model. This suggests that the HTS is not likely
perpendicular (θBN angle deviates more from 90◦ ) over the poles, and so the HTS
parameters over the poles could be a little diﬀerent than that estimated by assuming
HTS as a perpendicular shock.
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CHAPTER 5

HELIOSPHERIC TERMINATION SHOCK COMPRESSION RATIO
ESTIMATION

In this chapter we discuss the method that we have developed to estimate
the HTS compression ratio at multiple directions in the sky from a quantitative
comparison of the observed and simulated IHS ENA ﬂuxes. We use a 3D steadystate simulation of the heliosphere to simulate the ENA ﬂuxes by post-processing
the MHD plasma using a multi-Maxwellian distribution for protons in the IHS. The
simulated ENA ﬂuxes are compared with time-exposure averaged IBEX-Hi data for
the ﬁrst three years of the mission. The quantitative comparison is performed by
calculating the fractional diﬀerence in the spectral slope between the observed and
simulated ENA ﬂuxes for a range of compression ratios, where the simulated ENA
spectrum is varied as a function of downstream PUI temperature (i.e., as a function
of compression ratio). The estimated compression ratio in a particular direction is
determined by the minimum value of the fractional diﬀerence in spectral slope. This
is the ﬁrst study to estimate the HTS compression ratio at multiple directions in the
sky from IBEX data. This chapter is adapted from Shrestha et al. [2021].
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5.1

Simulation Method

Figure 5.1: Variation of the SW dynamic pressure with time in the ecliptic plane
at 1 au from OMNI dataset. The dark and light gray region roughly corresponds to
the average SW condition that IBEX had observed over 2009-2011 in the upwind and
downwind region of the heliosphere, respectively.

For this analysis, we use the simulation of the heliosphere corresponding to the
uniform slow SW case of Section 4.1.1. We choose the uniform slow SW conditions
at the simulation inner boundary because the analysis presented in this Chapter is
limited close to the ecliptic plane where the SW speed is always slow. The SW
dynamic pressure ( 12 mp np vp2 ) used here also roughly corresponds to the average SW
dynamic pressure in the ecliptic plane that IBEX had observed over 2009-2011 (see
the shaded region in Figure 5.1).
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The simulation method for the IHS ENA ﬂux is practically the same as in
Chapter 4, but there are the following minor diﬀerences:
1. The temperature fractions for diﬀerent proton populations just downstream of
the HTS (Equation 3.16) are not constant as in previous simulations [Zirnstein
et al., 2014, 2017a; Shrestha et al., 2020] but rather a function of the total proton
temperature just downstream of the HTS at any shock location.
2. We neglect the injected PUIs when calculating the LOS ENA ﬂux (Equation 3.27) since we do not include any physical mechanism that might heat
this population to the IBEX-Hi energy range (> 0.7 keV).

5.2

IBEX data
The data used for the comparison of the simulated ENA ﬂux is from IBEX-Hi

over the energy range 0.71-4.29 keV (central energy) observed during the ﬁrst three
years of the mission from 2009 to 2011 [McComas et al., 2020]. The choice of the
IBEX data over this period is to ensure that it’s as close to the V2 HTS crossing time
as possible, while having a few years of IBEX data to average and improve statistics.
This data set is available to the public as Data Release 16 at the IBEX website:
https://ibex.princeton.edu/DataRelease16. This data set covers a full solar cycle (11
yrs from 2009 to 2019) of observation.
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5.3

Compression Ratio Estimation
We estimate the HTS compression ratio for a direction in the sky using a

quantitative comparison of the observed ENA ﬂuxes from IBEX-Hi with the simulated
IHS ENA ﬂuxes for a range of compression ratios. To reiterate, our model of the
IHS ENA ﬂuxes depends on the HTS compression ratio according to Equation 3.4 Equation 3.8. First, we simulate the IHS ENA ﬂuxes at a LOS of the sky for a range
of compression ratio (1.3 ≤ r ≤ 3.5). Then the simulated ﬂuxes corresponding to each
compression ratio are compared with the 9-pixels of IBEX-Hi data centered on that
LOS that are weight averaged using the measurement uncertainties. The comparison
is performed by calculating the fractional diﬀerence in the spectral slope between the
simulated ENA ﬂuxes and IBEX data as
�
�
� (γdata − γsim ) �
�
�,
|Δγfr | = �
�
γdata

(5.1)

where γdata and γsim are the spectral slopes of the ENA ﬂuxes from the data and
simulation respectively. The ENA spectral slopes are calculated by ﬁtting a powerlaw J(E) ∝ E −γ over the IBEX-Hi energy range (0.71-4.29 keV), where J is the
ENA ﬂux from data (or simulation) at energy E, and γ is the spectral slope over the
ﬁtted energy range. The power-law ﬁt involves a chi-square minimization of a linear
function ﬁt in logarithmic space which requires a variance of the ﬂux logarithm ‘ln J’
2
2
given by σln
J = (σJ /J) . We also consider an estimate of the systematic uncertainties

as 20 % of the ENA ﬂux for IBEX-Hi [Fuselier et al., 2012, 2014] and add them in
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quadrature to the statistical uncertainties for ENA count rates while calculating the
uncertainty (σJ ) in the ENA ﬂux data. However, we cannot assign any uncertainty
to the simulated ENA ﬂux, so we compute their spectral slope by assuming equal
uncertainty for logarithmic ﬂux (σln J = 1) for each energy channel. Finally, the best
compression ratio in a direction is given by the shock compression ratio corresponding
to the minimum value of |Δγfr |.
5.4
5.4.1

Results and Discussions
Compression Ratio in the Voyager 2 direction
We simulate the IHS ENA ﬂux in the V2 direction using a 3D steady-state

background heliosphere. The background heliosphere is simulated using a uniform
slow SW at all latitudes that corresponds to case III of Heerikhuisen et al. [2019],
where the electron temperature in the IHS is assumed to be equal to the MHD temperature, i.e., Te = TMHD = Tp . The bulk plasma ﬂow speed upstream of the HTS is
taken from the V2 observations (320 km s−1 ) that gives an upstream PUI temperature
PUI
) of 1.77 × 106 K (Equation 3.9). The reﬂected PUI temperature immediately
(Tp,1

downstream of the HTS is obtained from the Z10 estimate (Equation 3.11) and its
value is around 9 × 107 K. The comparison of the simulated IHS ENA ﬂuxes for
each shock compression ratio with the time exposure-averaged IBEX-Hi data for the
ﬁrst three years of the mission is shown in Figure 5.2. The plot on the top panel
of Figure 5.2 shows the variation of the fractional diﬀerence in spectral slope between IBEX-Hi data and simulated ENA ﬂux for a range of HTS compression ratios

83

Figure 5.2: (Top panel) Variation of the fractional diﬀerence in spectral slope between IBEX-Hi data and simulated IHS ENA ﬂuxes for a range of shock compression
ratios (1.3 ≤ r ≤ 3.5). (Bottom panel) ENA spectrum in the V2 direction from both
data and simulation using the best shock compression ratio of 2.4. The power-law ﬁt
to the ENA spectrum from both data and simulation is also shown by dotted red and
blue lines, respectively. The contribution to the simulated ﬂuxes by individual proton species is also shown on the same plot: (dashed black) core SW, (dashed green)
transmitted PUIs, and (dashed cyan) reﬂected PUIs. Simulated ENA ﬂuxes are also
shown beyond the IBEX-Hi energy range (a shaded region on the right) to see the
eﬀect of reﬂected PUIs on the total ENA ﬂux.
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(1.3 ≤ r ≤ 3.5). The compression ratio corresponding to the minimum value of
|Δγfr | represents the best HTS compression ratio in the V2 direction that matches
the spectral slope from the IBEX-Hi data. We obtain a compression ratio of 2.4 for
the V2 direction that is very close to the large scale compression ratio measured by
V2 (∼ 2.5) in its crossing of the HTS in 2008 [Richardson et al., 2008].
The ENA spectra in the V2 direction from both IBEX-Hi data and simulation
using the best-ﬁtted compression ratio of 2.4 are plotted on the bottom panel of
Figure 5.2. A power-law ﬁt to the ENA spectrum from both data and simulation
are also shown on the same plot (dotted red and blue lines). As the simulated ENA
ﬂuxes are lower by a factor of ∼3 (see also Figure 5.3) compared to the data in
the V2 direction, the comparison of the spectral indices between them serves a better
purpose to quantify their diﬀerences. The other reason for using spectral index is that
it is a reduced quantiﬁcation of how the compression ratio changes PUI temperature
(Equation 3.8), i.e., the slope of the distribution. A large diﬀerence in ﬂux between
simulation and data was also reported by many authors [e.g., Zirnstein et al., 2017a;
Kornbleuth et al., 2020; Shrestha et al., 2020]. All these models include a multiMaxwellian description for PUIs downstream of the HTS, unlike in Baliukin et al.
[2020]. The investigation of the exact reason for this discrepancy is a subject of a
future study. The underestimation can be partially explained by a higher interstellar
neutral hydrogen density as recently reported by Swaczyna et al. [2020]. For the
purpose of our current study, we assume that the underestimation of the observed
ENA ﬂuxes is uniform over energy and would not signiﬁcantly change our comparison
of spectral slopes. Note that the data, and especially the simulation aren’t exactly a
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pure power-law in any direction of the sky (see also Figure 5.8). The contribution to
the simulated ENA ﬂux from each proton population is also shown on the same plot
to see their eﬀect on the total ENA ﬂux. The contribution to the simulated ENA
ﬂux by core SW (black dashed line) is so low that it is not visible in the scale chosen.
It is clear from this ﬁgure that most of the ENA ﬂux in the IBEX-Hi energy range
are coming from the transmitted PUIs. Also, the reﬂected PUIs only contribute a
signiﬁcant number of ENAs in the highest energy channel of IBEX-Hi (central energy
of 4.29 keV). We have also shown the simulated ENA ﬂux for energies higher than
the IBEX-Hi energy range (up to 10 keV) on the right part of the plot shaded by
the grey color. The ENA ﬂux for the higher energy shows that the contribution of
transmitted PUIs to total ENA ﬂux drops sharply after 5 keV at which point the
reﬂected PUIs begin to dominate. Future observations by IMAP, which will measure
ENAs in this energy range, and beyond, will be essential to verify this result, and to
allow for the presence of reﬂected PUIs to inﬂuence comparisons with data.

5.4.1.1

Eﬀect of Compression Ratio on ENA spectrum

Simulated ENA spectra for three diﬀerent shock compression ratios (1.3, 2.4,
and 3.5) along with the ENA spectrum from IBEX-Hi data in the V2 direction are
shown in Figure 5.3. The simulated ENA ﬂuxes are multiplied by a normalization
factor equal to the ENA ﬂux at 1.74 keV from observation to the simulated ENA ﬂux
at the same energy using a compression ratio of 2.4 for a better comparison. Evidently,
the ENA ﬂuxes increase with increasing shock compression ratio for higher energy
channels. However, for lower energy channels, the ENA ﬂuxes ﬁrst increase with the
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Figure 5.3: ENA spectrum in the V2 direction from IBEX-Hi along with simulated
ENA spectra for diﬀerent shock compression ratios. Note that the simulated ﬂuxes
are multiplied by a normalization factor equal to the ratio of observed ENA ﬂux at
1.74 keV to the simulated ENA ﬂux corresponding to the best compression ratio at
the same energy. The normalization factor in the V2 direction is 3.2
.
compression ratio and then decrease after a certain value of shock compression. This
behavior is related to the evolution of a Maxwellian distribution for the transmitted
PUIs with an increase in the compression ratio. An increase in the compression ratio
increases the temperature of the transmitted PUIs by a factor of r2 (see Equation 3.8)
that results in PUIs gaining energy and populating the higher energy side of the
distribution. This leads to an increase in the number of ENAs in the higher energy
side of IBEX-Hi. At the same time, an increase in temperature ﬂattens the Maxwellian
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distribution leaving a lower number of particles on the lower energy side and hence
less ENAs around 1 keV.

5.4.1.2

Diﬀerential ENA Flux along the IHS and the footpoint locations
of the ﬂow streamline
1
Te = TMHD

Differential flux (each step), ENAs/(cm 2 s sr keV)

Tpref - Z10
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Figure 5.4: Simulated diﬀerential ENA ﬂux along the V2 direction along each radial
step outward from the HTS through the IHS that contribute to the total LOS ENA
ﬂux at 1 au for each IBEX-Hi energy channel. The cumulative diﬀerential ﬂux along
the IHS is also plotted on the same Figure by dashed lines. The cumulative ENA
ﬂuxes are normalized by the total ENA ﬂux for each IBEX-Hi energy channel.

The diﬀerential ENA ﬂuxes created along each radial step outward from the
HTS (the integral of which gives the total simulated ENA ﬂux) in the V2 direction
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for all ﬁve IBEX-Hi energies are shown in Figure 5.4. An interesting feature in this
Figure is that the diﬀerential ENA ﬂux does not decrease monotonically from the
HTS through the IHS, but rather reaches a maximum at a certain distance from the
HTS and then drops thereafter. Four signiﬁcant quantities aﬀecting the number of
ENAs created at any point in the IHS are: (i) bulk plasma ﬂow speed, (ii) density of
neutral hydrogen, (iii) densities of individual proton species, and (iv) temperatures
of individual proton species. If the ﬁrst two quantities are constant at all points in
the IHS, one would expect that the ENA production decreases almost exponentially
from the HTS towards the HP due to extinction by charge-exchange. But this is not
true in the heliospheric plasma ﬂow, where the radial plasma ﬂow speed decreases
gradually outwards from the HTS while the density of neutral hydrogen increases.
The higher neutral hydrogen density increases its charge-exchange rate with protons,
and hence, also increases ENA production. On the other hand, the slowing plasma
ﬂow increases the ENA ﬂux observed at 1 au due to the Compton-Getting eﬀect,
where the distribution in our frame of reference is shifted toward the inner core or
higher density part, yielding more ENAs at the same observed ENA energy. However,
densities of diﬀerent proton species are depleted by charge-exchange as plasma ﬂows
away from the HTS, which results in a lower ENA production rate. Finally, the
increased tangential ﬂow close to the HP further decreases the observed ENA ﬂux.
The net eﬀect is that ENA production slowly increases ﬁrst and then swiftly decreases
monotonically with radial distance through the IHS. The proton temperature can
also aﬀect the number of ENAs created in the IHS by increasing (or decreasing) the
number of available ions for charge exchanging into ENAs. But we do not see any
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signiﬁcant correlation between the temperature and the ENA production rate as a
function of distance through the IHS as represented in Figure 5.4. The reason for this
is likely due to a slower variation of the PUI temperature with distance compared to
the ﬂow speed. The cumulative diﬀerential ﬂuxes from the HTS in V2 direction for
each IBEX-Hi energy channels are also shown in the same Figure.
The footpoint locations at the HTS for the plasma ﬂow streamlines from each
radial step outward of the HTS along the V2 LOS are plotted in a Mollweide projection and shown in Figure 5.5. These footpoint locations are obtained by tracing the
plasma ﬂow vectors backward along each radial step outward from the HTS until it
reaches the HTS at any location. The footpoint locations are color-coded by a fractional ENA ﬂux created from each radial step. The fractional ENA ﬂux along a LOS
for each energy channel is calculated by dividing the ENAs produced at a certain
radial distance by the maximum number of ENAs produced along that LOS. The
average value of fractional ENA ﬂuxes for ﬁve energy channels is used to color-code
the footpoint locations. The footpoint locations are also binned into 6◦ × 6◦ pixels
and plotted as semi-transparent rectangular bins on the same Figure. The HTS bins
are also color-coded by the average value of fractional ﬂuxes for all coordinates lying
on that bin. It is clear from the Figure that the HTS locations contributing to the
plasma distribution along the V2 LOS are very close to that direction, and the footpoint origin of streamlines farther along the V2 LOS connect closer towards the nose
of the heliosphere. This is a direct result of the anti-noseward ﬂow of the IHS plasma
away from the IHS pressure maximum.
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Figure 5.5: Footpoint locations of plasma ﬂow streamlines at the HTS for plasma
ﬂowing along each radial step in the V2 direction plotted in a Mollweide projection.
The footpoint locations are color-coded by a fractional ENA ﬂux produced from the
plasma ﬂowing from that location to the V2 LOS. The fractional ﬂux used here is the
average of fractional ENA ﬂuxes for ﬁve energy channels of IBEX-Hi. The footpoint
locations are also binned into 6◦ × 6◦ HTS bin and are color-coded by the average
fractional ﬂux for that bin.

5.4.1.3

Eﬀect of Reﬂected PUI Temperature

All the analyses presented above are done by using Equation 3.11 for the temperature of the reﬂected PUIs (Z10 estimate) and assuming the electron temperature
in the IHS is equal to the MHD temperature (Te = TMHD ). Here we investigate
how the shock compression ratio changes for diﬀerent ways to estimate the reﬂected
PUIs temperature. Note that we still estimate the core SW and transmitted PUI
temperature immediately downstream of the HTS from V2 observations and Equation 3.8, respectively. The two other estimates for the reﬂected PUIs temperature we
investigate here are:
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Figure 5.6: (Top panels) Variation of the fractional diﬀerence in spectral slopes
between IBEX-Hi data and simulated IHS ENA ﬂuxes for a range of shock compression ratios (1.3 ≤ r ≤ 3.5) in V2 direction. (Bottom panels) ENA spectra in the
V2 direction from both data and simulation using the best shock compression ratio
corresponding to the minimum value of |Δγfr |. The two columns correspond to two
diﬀerent estimates for the reﬂected PUI temperature downstream of the HTS; (left
panels) MHD Te and Tpref from MHD pressure balance, and (right panels) variable Te
and Tpref from the MHD pressure balance.

1. We estimate the reﬂected PUI temperature immediately downstream of the HTS
using MHD pressure balance, while still assuming that the electron temperature
in the IHS is equal to the MHD temperature (Te = TMHD ). The reﬂected PUI
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temperature immediately downstream of the HTS in this case is given by

Tpref

TMHD − (1 − α)Tpcore − α(1 − β)Tptr
.
=
αβ

(5.2)

The total proton temperature immediately downstream of the HTS is ∼ 2 × 106
K (= TMHD ), and the reﬂected PUI temperature using (Equation 5.2) is similar
to the previous case (∼ 9 × 107 K). The temperature of core SW, transmitted
PUIs, and reﬂected PUIs at any point in the IHS is given by

Tpcore (r)
Tptr (r)
Tpref (r)

=
=
=

�
�

�

Tpcore
TMHD
Tptr
TMHD

Tpref
TMHD

�
�

�

HTS

HTS

HTS

TMHD (r)

(5.3)

TMHD (r)
TMHD (r).

The plots on the left panel of Figure 5.6 correspond to this case. The top
panel shows the variation of the fractional diﬀerence in spectral slope between
the data and simulation for a range of compression ratios. The best-ﬁt shock
compression ratio obtained in this case is the same as before (i.e., r = 2.4). The
bottom panel shows the ENA spectra from both data and simulation using the
best shock compression ratio. As the reﬂected PUI temperature here is similar
to that used in Section 5.4.1, we do not see much diﬀerence in ENA ﬂuxes from
the reﬂected PUIs compared to the right panel of Figure 5.2.
2. Next we consider an electron temperature in the IHS that is diﬀerent from the
ion temperature (see also case IV of Heerikhuisen et al. [2019]). More precisely,
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we assume that the electron temperature immediately downstream of the HTS
is 0.1 times the MHD temperature and increases linearly up to 800 au along
the plasma ﬂow streamline, after which it becomes equal to the proton (and
therefore MHD) temperature. The MHD temperature fraction for electrons
immediately downstream of the HTS is obtained by assuming their temperature
to be equal to the core SW temperature (Te = Tpcore & γe = Tpcore /TMHD ∼ 0.1).
Hence the total proton temperature at any point downstream of the HTS is
given by

�

Tp (r) = TMHD (r) 2 −

�

min(l, L)(1 − γe )
+ γe
L

��

,

(5.4)

where l is the distance along a streamline from the HTS, and L is the distance
beyond which we assume electron and proton temperatures are equal, and γe is
the fraction of the MHD temperature for electrons at the HTS. As mentioned
before we use L = 800 au and γe = 0.1. The total proton temperature immediately downstream of the HTS from Equation 5.4 is is almost double than
the MHD temperature, Tp = TMHD (2 − γe ). The reﬂected PUI temperature
immediately downstream of the HTS using MHD pressure balance is given by

Tpref =

TMHD (2 − γe ) − (1 − α)Tpcore − α(1 − β)Tptr
.
αβ

(5.5)

This expression gives higher temperature for the reﬂected PUIs compared to
case 1 (Equation 5.2) because of the higher total proton temperature just downstream of the HTS. The temperature of core SW, transmitted PUIs, and re-
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ﬂected PUIs at any point in the IHS is given by

Tpcore (r)
Tptr (r)
Tpref (r)

=
=
=

�
�

�

Tpcore
TMHD (2−γe )
Tptr
TMHD (2−γe )

Tpref
TMHD (2−γe )

�
�

�

HTS

HTS

HTS

�

TMHD (r) 2 −
�

TMHD (r) 2 −
�

TMHD (r) 2 −

�
�

�

min(l,L)(1−γe )
L
min(l,L)(1−γe )
L

min(l,L)(1−γe )
L

+ γe
+ γe
+ γe

��

(5.6)

��

��

.

The total proton temperature in this case (Equation 5.4) changes along a
��
�
�
e)
+
γ
’ of the MHD temperature.
streamline by a factor ‘ 2 − min(l,L)(1−γ
e
L

As the total proton temperature changes along a streamline, then the individual ion temperatures change to preserve the same ratio. The plots on the right
panel of Figure 5.6 corresponds to this case: plots on the top and bottom panel
follow the same explanations as in case 1. The higher temperature for the re-

ﬂected PUIs, represented by a Maxwellian distribution, results in more particles
having energy higher than the IBEX-Hi range. This reduces the number of PUIs
in the IBEX-Hi energy range and hence ensuring smaller number of ENAs. As
there are fewer ENAs from the reﬂected PUIs at 4.29 keV compared to case 1,
more ENAs from the transmitted PUIs are required to match the spectral slope.
This is achieved by a higher value of the shock compression ratio (r = 2.6) and
hence a higher transmitted PUIs temperature in this case.

5.4.2

Compression Ratio in Other Directions
We now estimate the shock compression ratio in several directions of the sky

using the method developed in Section 5.3 and validated from V2 observation (Sec-
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tion 5.4.1). As we are using IBEX-Hi data between 2009-2011 that corresponds to
the IHS plasma coming from the Sun during solar-minimum, and the simulated background heliosphere corresponds to solar-maximum, we limit our analysis close to the
ecliptic plane (within ±30◦ ). Note that there is a time delay of 2-6 yrs (depending
on direction in the sky) between SW measurement at 1 au and ENA measurement at
1 au (see Zirnstein et al. [2017a]). To avoid the inﬂuence of the ribbon ﬂuxes on this
analysis, we choose the directions suﬃciently far away from the ribbon location. The
electron temperature downstream of the HTS is assumed to be equal to the MHD
temperature (Te = TMHD ), and the temperature of the reﬂected PUIs just downstream
of the HTS is estimated using Equation 3.11 (Z10 estimate). The upstream bulk ﬂow
speeds at diﬀerent locations of the HTS are taken from the MHD-kinetic simulation
and then rescaled to the upstream bulk plasma ﬂow speed observed along the V2
direction. i.e., the upstream ﬂow speed at (φ, θ) in the sky is given by

u1 (φ, θ) = u1,MHD (φ, θ) ×

�

u1,data
u1,MHD

�

.

(5.7)

v2

The variation of |Δγfr | with the shock compression ratio for six diﬀerent directions in
the sky is shown in Figure 5.7. These six directions are represented by violet-colored
greek letters �, ζ, ι, λ, ξ, and τ in Figure 5.10. The best compression ratio corresponding to the minimum value of |Δγfr | for each direction is tabulated in Table 5.1. The
compression ratios in these directions is close to the compression ratio at V2, with
a maximum diﬀerence of 0.3. A slight variation in the compression ratio in diﬀerent
directions is likely due to (1) diﬀerent values of the upstream bulk plasma ﬂow speed,
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and (2) the ﬂow changes in the IHS in diﬀerent directions. The upstream bulk ﬂow
speed (obtained from the MHD) is maximum in the nose and decreases towards the
ﬂanks of the heliosphere. This is likely correlated with the higher relative PUI density
fraction on the ﬂanks of the heliosphere (see Figure 2 on [Zirnstein et al., 2017b]).
The minimum value of the compression ratio, r = 2.1, is observed on the port side of
the heliosphere at (27◦ , 15◦ ). The low compression in this direction is likely due to
the steeper IBEX spectrum on the ﬂanks of the heliosphere, which requires a smaller
compression ratio (lower PUI temperature) to compensate.
The ENA spectra in all six directions from both data and simulation corresponding to the best shock compression ratio are shown in Figure 5.8. Each plot in
Figure 5.8 also contains the contribution to the total simulated ENA ﬂuxes from each
of the three populations of protons. The ﬂux factors between the simulated ENA
ﬂux and data for all six directions are shown in Table 5.1. The simulated diﬀerential
ENA ﬂux from each radial step outward from the HTS, for all ﬁve energy channels
of IBEX-Hi, for all six LOS are shown in Figure 5.9. We can see that in the downwind tail (τ ) direction, most of the ENA ﬂux comes from within a few hundred au
of the HTS, even though the tail is long. The footpoint locations of the plasma ﬂow
streamlines for each radial step outward from the HTS for all six LOS are shown in
Figure 5.10.

5.5

Summary and Conclusions
We have presented a method to estimate the HTS compression ratio at several

directions in the sky by a quantitative comparison of the ENA ﬂux observed by
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Figure 5.7: Variation of |Δγfr | with shock compression ratio at six diﬀerent directions
in the sky. These directions are marked by violet-colored greek letters �, ζ, ι, λ, ξ, and τ
in Figure 5.10.
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Figure 5.8: ENA spectra at six diﬀerent directions in the sky from data and simulation corresponding to the minimum value of |Δγfr | in Figure 5.7.

IBEX-Hi with the simulated ENA ﬂux for a range of compression ratios. This paper
serves as a ﬁrst step to fulﬁll one of the fundamental objectives of IBEX mission 99

Figure 5.9: Diﬀerential ENA ﬂux along each radial step from HTS to the HP at
six diﬀerent directions in the sky for each IBEX-Hi energy channel. The cumulative
normalized diﬀerential ﬂux along each radial step at the same directions are also
shown on the plot (dashed lines).
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Figure 5.10: Footpoint locations of plasma ﬂow streamlines at the HTS for plasma
ﬂowing along each radial step outward for six diﬀerent LOS in a Mollweide projection,
similar to Figure 5.5.

Table 5.1: HTS compression ratio
Direction

(long, lat)

Voyager 2 (V2)
Nose 1 (�)
Nose 2 (ζ)
Port 1 (ι)
Port 2 (λ)
Starboard (ξ)
Downwind (τ )

(291◦ , -33◦ )
(255◦ , 21◦ )
(255◦ , 15◦ )
(333◦ , -15◦ )
(27◦ , 15◦ )
(117◦ , -9◦ )
(69◦ , 3◦ )

Compression
ratio (r)
2.4
2.2
2.3
2.2
2.1
2.2
2.3

Flux
factor
3.3
4.7
3.8
4.6
3.7
3.5
3.0

Distance to
HTS (au)
75.8
74.0
77.6
84.3
107.6
113.5
117.2

estimation of the global strength of the HTS. The simulations are based on a multiMaxwellian description for protons in the IHS with a 3D steady-state background
heliosphere simulated using a uniform slow SW at the inner boundary. The data
used for the comparison is from IBEX-Hi over the three yr period between 2009-
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2011. This data set is chosen to ensure that (1) it’s as close to the V2 HTS crossing
time as possible, while (2) having a few years of IBEX data to average and improve
statistics. As IBEX data for this period corresponds to the supersonic SW plasma
during the solar-minimum condition, and our background heliosphere corresponds to
solar-maximum, we have limited our analysis to the lower latitude region. Though
the compression ratio presented here is only in directions close to the ecliptic, this
method is equally applicable to other locations in the sky. The compression ratio
estimation for higher latitudes requires the simulation of the background heliosphere
with a latitude-dependent SW proﬁle, i.e., slow SW at low-mid latitudes and fast SW
at high latitudes depending on the observed time period. The magnetic ﬁeld structure
over the polar region has a diﬀerent geometry compared to the low latitude region due
to the nature of the Parker spiral. The magnetic ﬁeld structure over the polar region
will likely aﬀect the accuracy of the shock compression estimated using this method
because the PUI properties downstream of the HTS represented by Equation 3.4 Equation 3.8 may no longer be valid as the shock obliquity angle deviates away from
90◦ . A detailed analysis of which is beyond the scope of this paper and will be pursued
in the future.
The compression ratio estimated by this method is in good agreement with
the large scale compression ratio observed by V2. The shock compression ratios in
other directions are close to that in the V2 direction. Unfortunately, we do not have
a measurement of the plasma properties at the HTS in other directions of the sky
against which to compare these results. Possible future data set for comparison will be
provided by the New Horizons spacecraft if it continues to operate for a further 40-50
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au, and perhaps by a future Interstellar probe mission. It is clear from V2 observations
that the HTS evolves on short time-scales [Stone et al., 2008; Richardson et al., 2008],
yielding diﬀerent local compression ratios as the V2 spacecraft experienced multiple
crossings before ﬁnally entering the IHS. The large-scale HTS compression ratio,
however, should be more stable over time but may change with large scale changes
of the solar cycle. Of course, the timing of any crossing, during solar maximum
or minimum, will be important for any spacecraft crossing of the HTS, as with the
possibility of interplanetary shocks interacting with the HTS [e.g., Story and Zank ,
1997; Donohue and Zank , 1993]. In that case, we have to use the ENA ﬂux data for
a later time from IBEX or the future IMAP mission for better comparison.
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CHAPTER 6

CONCLUSIONS

6.1

Summary of the Results
The study presented in this dissertation focuses on using global ENA models

to extract information about the heliospheric termination shock from ENAs observed
by NASA’s IBEX spacecraft. The results of this dissertation can be summarized as
follows:
In Chapter 4, we presented statistical comparisons between ENA ﬂuxes obtained using a global simulation of the heliosphere and data collected by the IBEX
spacecraft. The simulations are based on a three-dimensional coupled system involving plasma and neutrals that conserves mass, momentum, energy, and magnetic ﬂux
in the system. Such simulations have the advantage of being self-consistent within the
simulation domain, but as a result they are only constrained by boundary conditions
and the physical processes that are included in the model. Since our comparison
technique quantiﬁes how good the ﬁt between the data and simulation is, we can
interpret regions where the ﬁt is relatively poor as representing directions in the sky
for which the model is missing key physical processes that may impact the data.
Hence, by running our simulation for a relatively simple conﬁguration – uniform SW
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and steady-state – we are able to determine which parts of the heliosphere can be
reasonably approximated in this simple way, and which regions cannot.
For example, the so-called IBEX ribbon always represents a poor ﬁt (see Figure 4.1) to the model we are using which, for this work, does not include ribbon
physics (source of the ribbon ﬂux). Similarly, the heliotail shows a poor ﬁt to two
patches located about 30◦ above and below the ecliptic, centered on the downwind
tail direction. Interestingly, our process identiﬁes another region to the port side of
the heliosphere where the ﬁt is also poor (see Figure 4.4). Our analysis shows that
for some currently unknown reason, the plasma properties in that direction are not
as consistent with the simulation as other nearby regions (see Section 4.2.1.2 and Section 4.2.1.3 for more details). The idea of the fast supersonic SW convected over the
poles being responsible for the polar ENA ﬂuxes during the solar minimum condition
is also illustrated by this analysis. This idea is clariﬁed by comparisons of simulated
ENA ﬂuxes using uniform slow SW at the inner boundary to data collected during
two diﬀerent solar wind conditions: (i) solar minimum (Section 4.2.1.2), and (ii) solar
maximum (Section 4.2.1.3). The ﬁrst comparison shows a poor match to the data in
the polar regions, whereas the second comparison shows a good match. On the other
hand, the simulated ENA ﬂuxes using uniform fast SW (Section 4.2.2) at the inner
boundary shows an unexpectedly poor match (see Figure 4.6) to the data collected for
the solar minimum condition, in the polar regions, although slightly better than the
uniform slow SW model. This suggests that the HTS is not likely perpendicular over
the poles or the fast SW speed in the model is too fast, and so the HTS parameters
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over the poles could be a bit diﬀerent than that estimated by assuming that the HTS
is a perpendicular shock globally.
In Chapter 5, we presented a method to estimate the HTS compression ratio in
several directions in the sky by a quantitative comparison of the ENA ﬂux observed
by IBEX-Hi with the simulated ENA ﬂux for a range of compression ratios. The
simulations are based on a multi-Maxwellian description for protons in the IHS with
a 3D steady-state background heliosphere simulated using a uniform slow SW at the
inner boundary. The data used for the comparison is from IBEX-Hi over the 3 yr
period between 2009-2011. This data set is chosen to ensure that (1) it’s as close to
the V2 HTS crossing time as possible, while (2) having a few years of IBEX data
to average and improve statistics. Since IBEX data for this period corresponds to
the supersonic SW plasma during the solar-minimum condition, and our background
heliosphere corresponds to solar-maximum, we have limited our analysis to the lower
latitude region.
The compression ratio estimated by this method is in good agreement with the
large scale compression ratio observed by V2 (see Figure 5.2). The shock compression ratios in other directions are close to that in the V2 direction (see Figure 5.7).
Unfortunately, we do not have a measurement of the plasma properties at the HTS
in other directions of the sky against which to compare these results. A possible
future data set for comparison will be provided by the New Horizons spacecraft if it
continues to operate for a further 40-50 au, and perhaps by a future Interstellar Probe
mission. It is clear from V2 observations that the HTS evolves on short time-scales
[Stone et al., 2008; Richardson et al., 2008], yielding diﬀerent local compression ratios
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as the V2 spacecraft experienced multiple crossings before ﬁnally entering the IHS.
The large-scale HTS compression ratio, however, should be more stable over time but
may change with large scale changes of the solar cycle. Of course, the timing of any
crossing, solar maximum or minimum, will be important for any spacecraft crossing
of the HTS, as with the possibility of interplanetary shocks interacting with the HTS
[e.g., Story and Zank , 1997; Donohue and Zank , 1993]. In that case, we have to use
the ENA ﬂux data for a later time from IBEX or the future IMAP mission for better
comparison.

6.2

Limitations in the Present Work and Future Directions
As mentioned in Section 4.2.1, the heliotail shows a poor ﬁt to two patches

located about 30◦ above and below the ecliptic, centered on the downwind tail direction. These regions have been previously indentiﬁed by Zirnstein et al. [2017b]
as directions which contain a mixture of plasma with origins in both fast and slow
supersonic SW. Since we ran our simulations with uniform steady-state SW, the simulation cannot match the plasma characteristics inside these plumes. A simple test
to evaluate the argument for obtaining a poor match in the tail lobe region is to run
the SW-LISM interaction using the latitudinal variation of the SW speed proﬁle at
1 au, similar to that obtained from IPS observations as shown in Figure 4.3. In this
type of simulation, the inner boundary needs to be temporal for a more realistic comparison of the simulated ENA ﬂuxes with data collected for diﬀerent time periods.
Another factor that may be responsible for a poor ﬁt inside these polar plumes is
that the HTS parameters in that region could be diﬀerent than we have used in our
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simulation. This can be conﬁrmed by simulating the ENA ﬂuxes with diﬀerent HTS
parameters and quantitatively comparing the results with the data to ﬁnd a good
match. In short, a more rigorous analysis in the downwind tail lobe region is needed
to outline the sources of the discrepancy between the simulated ENA ﬂuxes and data,
and this can be a subject of future study.
In Section 4.2.1.1, we have shown the importance of injected PUIs to reproduce the observed ENA ﬂuxes quantitatively, but we do not include any physical
mechanism that can heat the injected PUIs to the IBEX-Hi energy range. We still
need to explore the mechanism that can heat injected PUIs to > 0.7 keV energy in the
IHS, so that they can produce ENAs in the IBEX-Hi energy range. Another possible
explanation for the underestimation of the observed ENA ﬂuxes by simulation can
be provided by the eﬀect of the newly discovered higher interstellar neutral hydrogen
density [Swaczyna et al., 2020] on global hydrogen ENA ﬂuxes. Both possibilities
mentioned above needs to be explored in detail in the future.
In Chapter 5, we limited the HTS compression ratio estimates to directions
close to the ecliptic plane, i.e., within ±30◦ latitude. But, this method is equally
applicable to other directions in the sky. The compression ratio estimates for higher
latitudes can be done by simulating the background heliosphere with a latitudedependent SW proﬁle, i.e., slow SW at low-mid latitudes and fast SW at high latitudes. The magnetic ﬁeld structure over the polar region has a diﬀerent geometry
compared to the low latitude region due to the nature of the Parker spiral. The
structure of the polar magnetic ﬁeld will likely aﬀect the accuracy of the shock compression estimated using this method because the PUI properties downstream of the
108

HTS represented by Equation 3.4 - Equation 3.8 may no longer be valid as the shock
obliquity angle now deviates from 90◦ . A detailed analysis of this can be pursued
in future. A simulated heliosphere with a latitude dependent SW proﬁle can also be
used to study the evolution of the HTS compression ratio with large scale changes of
solar cycle.

109

APPENDICES

110

APPENDIX A

REFLECTED PUI DENSITY

A.1

Reﬂected PUI Density from a Filled Shell Distribution

Figure A.1: Sketch of the velocity phase space portrait of a PUI ﬁlled-shell distribution in the SW frame just ahead of the HTS. The grey labels represents corresponding
velocities in the shock rest frame (dotted black line). The sketch on the left panel is
for the case Vspec ≤ u1 , and the sketch on the right panel is for Vspec > u1 . This ﬁgure
is adapted form Shrestha et al. [2021].

The PUI distribution in the supersonic SW far from the Sun is a ﬁlled-shell
as represented by Equation 3.10 in the SW ﬂow frame [Vasyliunas and Siscoe, 1976;
Zank et al., 2010]. A sketch of the velocity phase space portrait of this type of
distribution is shown in Figure A.1, where the green horizontal plane represents a
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specular reﬂection velocity (Vspec ) in the shock rest frame (dotted black line) below
which all particles are reﬂected, i.e, all particles with the x-component of velocity in
the shock rest frame satisfying vx < Vspec experiences specular reﬂection. The sketch
on the left panel is for the case of Vspec ≤ u1 , and the sketch on the right panel is for
Vspec > u1 .
The number density of reﬂected PUIs can be calculated by integrating the
PUIs ﬁlled-shell distribution in the SW frame over the shaded volume in Figure A.1
as

nref
p

=

�

f (c) d3 c

(A.1)

shaded volume

i.e.,

nref
p =








3nPUI
3/2
8πu1

� 2π � π





 nPUI −

φ=0

θ=θ0

3nPUI
3/2
8πu1

� u1

|v

|

x,p
c= cos(π−θ)

� 2π � θ0 � u1
φ=0

θ=0

c−3/2 c2 dc sinθdθ dφ,

v

x,p
c= cosθ

if Vspec ≤ u1

(A.2)

c−3/2 c2 dc sinθdθ dφ, if Vspec > u1

where vx,p is the x-component of the PUI velocity in the SW frame for the planar
surface given by
vx,p = Vspec − u1 .

(A.3)

Note that the number density of reﬂected PUIs when Vspec > u1 (right panel of
Figure A.1) is obtained by subtracting the integral of the PUI distribution over the
top white (smaller) part of the shell from the total number density of PUIs (nPUI =
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� 2π � π � u1
0

0

0

f (c) d3 c). We evaluate the reﬂected PUIs number density in the two cases

separately.
� Case I: Vspec ≤ u1

On assuming θ� = π − θ, we can write the number density of reﬂected PUIs for
this case as

nref
p

=

3nPUI
3/2
8πu1

�

2π
φ=0

�

0
θ � =θ0�

�

u1
|vx,p |
c= cosθ
�

c1/2 dc sinθ� (−dθ� ) dφ,

(A.4)

where θ0� = (π − θ0 ) and can be obtained from the trigonometric relation
|vx,p |
u1

cosθ0� =

(see left panel of Figure A.1).

We ﬁnd

nref
p

=

3nPUI
3/2
4u1

nPUI
=
2
=

nP U I
2

�

θ0�
0

��

�

c3/2
3/2

� u1

|vx,p |
cosθ �

sinθ� dθ�

�
�
�
sinθ
dθ
sinθ� dθ� −
cos3/2 θ�
0
0



�
�3/2
1
(1 − |vx,p | ) − |vx,p |
× 2 �
− 1 .
|vx,p |
u1
u1
θ0�

�

|vx,p |
u1

�3/2 �

θ0�

u1

Using |vx,p | = |Vspec − u1 | = u1 − Vspec , the above expression becomes



nref
p = nPUI

�

Vspec
Vspec
− 1−
2u1
u1
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�3/2



� 1
1−

Vspec
u1



− 1  .

(A.5)

� Case II: Vspec > u1

The maximum azimuthal angle θ0 for the planar top surface on the right panel
of Figure A.1 is given by cosθ0 =

vx,p
.
u1

The φ, c, and θ integrals are same as

before and after evaluating these integrals the number density for reﬂected PUIs
becomes

nref
p = nPUI −



nPUI 
vx,p
)−
(1 −
2
u1

�

vx,p
u1

�3/2



1
× 2 �

vx,p
u1



− 1  .

Again, using vx,p = Vspec − u1 in the above equation the number density of
reﬂected PUIs becomes



nref
p = nP U I

Vspec
+
2u1

�

Vspec
−1
u1

�3/2



�

1
Vspec
u1

−1



− 1 .

(A.6)

Finally, combining Equation A.5 and Equation A.6 yields the ﬁnal expression for the
number density of reﬂected PUIs as

nref
p






�
�

3/2

spec

� 1

− 1 − Vspec
− 1 , if Vspec ≤ u1
nPUI  V2u

u1
1
V

1− spec

u1
=




�
�3/2



spec
� 1

nPUI  V2u
+ Vspec
−1
− 1 , if Vspec > u1 .

u1
1

Vspec

−1

(A.7)

u1

It is important to note that equation (Equation A.7) takes the form of the expression
given in Zank et al. [2010] (note that there is a typo in that paper) under the condition
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Vspec
u1

<< 1 as shown below:

nref
p = nPUI

�

Vspec
−
2u1

�

�
�
�2
3 Vspec 3 Vspec
1−
+
+ O(3) ×
2 u1
8
u1
��
�
��
�
�2
1 Vspec 3 Vspec
1+
+
+ O(3) − 1
. (A.8)
2 u1
8
u1

i.e.,
nref
p

3
= nPUI
2

This expression is valid for any value of

Vspec
u1

�

Vspec
2u1

�2

.

(A.9)

< 0.5, within 5% of the general expression

(Equation A.7).
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Figure A.2: Plot of the general expression for the number density of reﬂected PUIs
for diﬀerent values of Vspec . The variation of nref
p using an approximate expression
for the case Vspec < u1 along with the % error between this and general expression is
also shown.
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APPENDIX B

ESTIMATION OF THE TRANSMITTED AND REFLECTED PUI
TEMPERATURE

B.1

Transmitted PUI Temperature
The temperature of the PUIs transmitted directly across the HTS can be

estimated by accounting for the proton deceleration by the cross-shock potential [Zank
et al., 2010]. The speed of PUIs downstream of the HTS can be written as

v2 (v1 ) =

�

v12 −

eφ

,
1
m
p
2

(B.1)

where mp is the proton mass, φ is the electrostatic cross-shock potential, and v1 and
v2 are the upstream and downstream speed of PUIs.
Also, the characteristic speed for downstream PUIs is

u22 = u21 −
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2eφ
.
mp

(B.2)

Substituting the value of φ in Equation B.1, we get
�
v2 (v1 ) = v12 + u22 − u21
v22 (v1 ) − u22 = v12 − u21
v2 (v1 ) − u2 = (v1 − u1 )
= (v1 − u1 )
= r(v1 −

(v1 + u1 )
(v2 (v1 ) + u2 )
u1 (1 + uv11 )

v2 (v1 )
)
u2
(1 + uv11 )
u1 )
,
(1 + v2u(v21 ) )

u2 (1 +

r=

u1
u2

i.e.,

v2 (v1 ) − u2 = δ r(v1 − u1 )

(B.3)

or, c2 = δ rc1 ,

v

where δ =

(1+ u1 )
(1+

1
v2 (v1 )
)
u2

. Assuming

v1
v2

=

u1
,
u2

we get

v1
u1

=

v2
u2

=⇒ δ = 1.

Since the number density of reﬂected PUI is very small (∼ 4%), we can assume
that the transmitted PUI distribution is still a ﬁlled-shell. The stationary transport
equation for PUIs in the ﬂow frame is

u

du c ∂f
∂f
+
= 0.
∂x dx 3 ∂c

Integration of this Equation across the HTS yields

u1 f1 (c) = u2 f2 (c),
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(B.4)

which can be written as

3 ntr
p,1 −3/2
c
,
f2 (c) = r f1 (c) = r
3/2
8π u1

(B.5)

where r = u1 /u2 is the shock compression ratio. Equation B.5 with appropriate ntr
p,1 ,
gives the transmitted PUI distribution downstream of the HTS.
Now taking the scalar pressure moment of the transmitted PUI distribution

1
tr
= mp < c22 >
Pp,2
3
�
1
= mp f2 (c) c22 d3 c
3
� u1
mp 3 ntr
p,1
−3/2
=
rc2 r2 c2 4πc2 dc,
3 8π u3/2
0
1
tr � u1
1 mp np,1
c5/2 dc
= r3
3/2
2 u1
0

c2 = rc1 ,

c1 ≡ c

1
2
= r3 mp ntr
p,1 u1 ,
7

which implies that

tr
tr
= r3 Pp,1
,
Pp,2
tr
3 tr
tr
or ntr
p,2 kB Tp,2 = r np,1 kB Tp,1
� tr �
np,1
tr
3
tr
Tp,2 = r
,
Tp,1
ntr
p,2
tr
tr
Tp,2
= r2 Tp,1
.
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(B.6)

where

ntr
p,1
ntr
p,2

= 1r . The transmitted PUI temperature upstream of the HTS is essentially

the same as the upstream PUI temperature since there is only one species upstream
of the shock. Then the temperature of the PUIs transmitted directly across the HTS
is given by

PUI
.
Tptr = r2 Tp,1

B.2

(B.7)

Reﬂected PUI Temperature
The temperature of the reﬂected PUIs downstream of the HTS can be esti-

mated by recognizing that the reﬂected PUIs are trapped at a perpendicular shock
front by a balance of the Lorentz force and the cross-shock potential gradient [Zank
et al., 1996a]. i.e.,
evy Bz = −eEx = e
Considering upstream quantities

1 dφ
Bz1 dx
1
φ
≈
.
Bz1 Lramp

vy =

120

dφ
dx

Also, approximating the cross-shock potential as [Zank et al., 1996a]

∼ 12 mp u21 ,

eφ
φ =

1 m p u1
Bz1 u1
2 eBz1

= 12 rg1 Bz1 u1 ,

where rg1 is the upstream zyroradius of a PUI. Substituting this expression for φ in
vy gives
vy =

1 rg1
u1 .
2 Lramp

The average speed of reﬂected PUIs downstream of the HTS is

< v 2 >2

g1
= u21 + ( 12 Lrramp
)2 u21

�
�
g1
= 1 + 14 ( Lrramp
)2 u21 ,
which can be used to estimate the downstream temperature of reﬂected PUIs as

3
1
mp < v 2 > 2 =
kB Tpref
2
2
�
�
mi
1 rg1 2
ref
) u21 .
i.e., Tp =
1+ (
3kB
4 Lramp
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(B.8)
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