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La modélisation en environnement 
Les rivières, en drainant de grands territoires, constituent le chemin privilégié des contaminants vers 
les océans. Ces dernières agissent donc en intégrateur de la pollution, ce qui peut exercer de fortes 
pressions sur les systèmes aquatiques. Cependant, les impacts d’une contamination donnée pourront 
être atténués ou amplifiés par de nombreux processus physiques, biologiques ou encore chimiques. 
Dans ce contexte, la modélisation constitue un outil de première importance pour appréhender la 
complexité des interactions entre ces processus et pour poser un diagnostic sur le bassin versant et sa 
rivière. Elle permet en effet de synthétiser les connaissances sur différents processus pour étudier 
leurs interactions lorsque ces dernières sont difficilement observables. Un modèle validé permet 
également de quantifier l’importance de ces processus dans l’espace et dans le temps. Enfin, un 
modèle peut prédire l’évolution d’une contamination ou d’un processus donné. 
Historiquement, la modélisation a toujours été réalisée en parallèle avec la collecte de données. Ainsi, 
les premières données collectées sur les rivières ont été les débits et hauteurs d’eau. Ces données ont 
pu être utilisées par les premiers modèles hydrauliques de rivière pour prédire les crues et étiages et 
construire des ouvrages de protection adéquats (barrages, digues, etc.). Ensuite, la qualité de l’eau est 
devenue un enjeu majeur et des efforts considérables, tant en laboratoire qu’en modélisation, ont été 
déployés pour comprendre les contaminations en éléments biogènes (carbone, azote, phosphore) et 
pour prévenir leurs impacts tels que l’eutrophisation. Avec l’amélioration des méthodes analytiques, 
de nombreuses molécules peuvent désormais être mesurées en laboratoire telles que les produits 
phytosanitaires (pesticides), pharmaceutiques ou encore les métaux traces. L’accumulation de 
connaissances à leur sujet permet désormais de cerner les processus conditionnant leur 
comportement. En parallèle, l’augmentation de la capacité de calcul des ordinateurs permet l’écriture 
de modèles toujours plus complexes et capables de décrire des processus plus finement. La 
modélisation vient donc intégrer les connaissances sur ces polluants émergeants et proposer un 
nouvel éclairage sur leur comportement.  
Des modèles à différentes échelles spatiales et temporelles 
Les modèles de climat globaux sont les modèles environnementaux les plus connus. Cependant, il est 
possible de trouver des modèles adaptés à des processus ayant lieu à d’autres échelles. Ainsi, une 
goutte d’eau prédite par un modèle de climat tombe 7 fois sur 10 dans un océan. Son comportement 
peut alors être modélisé par un modèle océanique (Miranda et al., 2000). Pour les 3 fois sur 10 
restantes, cette eau tombe sur terre et peut être modélisée par un modèle hydrologique à l’échelle du 
bassin versant (Singh, 1995; Neitsch et al., 2009). À l’intérieur de ce bassin versant, de nouveaux 
modèles s’intéressent aux déplacements d’eaux souterraines (Crittenden et al., 1986; Harbaugh et al., 
2000), tandis que d’autres se spécialisent dans la qualité de l’eau et sa charge en polluants (Ambrose 
et al., 1993; Cole and Wells, 2008; Neitsch et al., 2009). Il est possible d’affiner davantage le niveau de 
détail en ne travaillant que sur les lacs et rivières (Miranda et al., 2000; Farley et al., 2008; Trancoso et 
al., 2009; Brunner, 2010). Encore une fois, les modèles se concentrent sur la qualité de l’eau (présence 
ou non de polluants) ou la quantité (volumes d’eau). Il est ensuite possible d’atteindre le niveau 
biologique, où la croissance de plantes ou de bactéries dépend de la présence de certains nutriments 
et de l’absence, ou faible concentration, de polluants (Sharpley and Williams, 1990). Finalement, de 
nombreux modèles vont jusqu’à la description des équilibres chimiques pour estimer très finement la 
qualité de l’eau (Allison et al., 1991; Tipping, 1994; Santore and Driscoll, 1995; Parkhurst and Appelo, 
1999).  
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Différentes approches de modélisation 
Trois approches de modélisation mathématique sont couramment utilisées dans le développement de 
modèles environnementaux, soit une approche statistique, conceptuelle ou encore mécanistique.  
Les modèles statistiques utilisent les bases de données et en extraient des relations empiriques entre 
les entrées et les sorties sans égard aux processus causant ces liens. Ainsi, plus les données sont 
abondantes, plus les relations pourront être fortes. Les modèles statistiques courants incluent les 
modèles linéaires généralisés ou encore les réseaux de neurone. Ces catégories de modèles sont 
souvent dits des boîtes noires puisque, bien qu’ils possèdent un pouvoir prédictif, leur paramètre n’ont 
habituellement aucun sens physique, bien qu’ils puissent parfois être reliés à des processus. De plus, 
un modèle statistique utilisé à l’extérieur de sa plage de calibration, donc en extrapolation, peut 
proposer des résultats très éloignés de la réalité (Kirchner, 2006). 
L’approche conceptuelle propose un analogue simple à un système complexe. Par exemple, de 
nombreux modèles hydrologiques de type Pluie – Débit cherchent à estimer le débit d’une rivière en 
fonction des précipitations en représentant le bassin versant comme un ou quelques réservoirs 
alimentés par la pluie qui, à leur tour, alimentent la rivière (Perrin et al., 2003). Ces modèles nécessitent 
de longues séries de données pour estimer la valeur de leurs paramètres. Cependant, en fonction de 
l’analogie entre le modèle et ce qu’il décrit, il est parfois possible de donner un sens physique aux 
valeurs des paramètres.  
Finalement, les modèles mécanistiques décrivent un phénomène en modélisant chaque processus ou 
mécanisme interne au phénomène (Thakur, 1991). Ces modèles permettent l’intégration d’un 
maximum d’information ou de données. Ils permettent d’extraire beaucoup de résultats. De plus, 
contrairement aux modèles conceptuels et aux modèles statistiques, de nombreux paramètres des 
modèles mécanistiques peuvent être mesurés in-situ ou en laboratoire, réduisant la taille des bases de 
données nécessaires à leur calibration tout en offrant des résultats pertinents à l’extérieur de leur 
domaine de validation. Ce type de modèle peut être utilisé en parallèle à la prise de mesures sur le 
terrain en suggérant des mesures mettant en évidence certains processus (Balseiro et al., 2003; 
Teissier et al., 2008). 
Utilité du modèle pour la compréhension d’un système complexe. 
Il est également possible d’utiliser les modèles pour tenter d’appréhender des systèmes complexes. 
Le transfert de contaminants dans une rivière, par exemple, est soumis à de nombreux processus 
différents. Ainsi, les forts débits générés par une crue permettent le transport de fortes charges de 
contaminants. À l’inverse, pour un flux de contaminant donné, si les débits diminuent, les 
concentrations augmentent puisque la rivière possède alors un pouvoir de dilution moindre et observe 
des temps de séjours plus longs. En parallèle, de nombreux processus physico-chimiques ou 
biochimiques peuvent atténuer ou amplifier les impacts d’une contamination.    
Par exemple, la décomposition d’un contaminant peut être favorisée par une exposition au soleil, que 
ce soit par photo-dégradation ou par une activité biologique accrue due à la photosynthèse. En 
parallèle, une sédimentation peut stocker ce contaminant tandis que l’écoulement de l’eau l’entraîne 
hors du secteur d’intérêt. Comment déterminer quel processus est dominant dans un tel cas? La 
modélisation permet d’y répondre en intégrant les connaissances de chaque processus provenant 
d’expériences différentes et indépendantes. Ainsi, un modèle de photo-dégradation peut être couplé 
à un modèle de biodégradation et tous deux s’intégrer à un modèle de sédimentation et d’écoulement 
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en rivière. Cet agencement de modèles peut estimer l’importance relative de chaque processus sur 
une rivière donnée. Certains processus seront alors étiquetés comme dominants tandis que d’autres 
pourront être négligés.  
La classification des processus est parfois complexe à réaliser. Lorsque c’est le cas, il est possible de 
faire appel à une famille de méthodes numériques appelée l’analyse de sensibilité. Une analyse de 
sensibilité permet de déterminer quels paramètres ou quelles variables d’entrées ont la plus grande 
influence sur les sorties d’un modèle et lesquels n’influencent peu ou pas ces sorties de modèle (Saltelli 
et al., 2006; van Griensven et al., 2006; Faivre et al., 2013). Les analyses de sensibilité consistent à 
perturber les paramètres ou variables d’entrées, nommés les facteurs, d’un modèle pour évaluer leur 
importance sur les variables de sorties.  
Un dernier rôle de la modélisation consiste à améliorer la compréhension de certains processus 
lorsque les observations sont rares, coûteuses ou difficiles à obtenir. Dans ces cas, l’intégration de 
connaissances acquises en d’autres contextes peut permettre de simuler des comportements 
difficilement observables par ailleurs. De telles simulations peuvent, à leur tour, diriger de futures 
campagnes de mesures en suggérant des points de mesure intéressants et des fréquences 
d’échantillonnage appropriées aux phénomènes que l’on souhaite décrire. 
Contamination des eaux de surface 
De nombreux contaminants peuvent polluer les eaux de surface. En région agricole, les principales 
contaminations proviennent d’apports importants en éléments biogènes tels que le carbone 
organique, l’azote et le phosphore (King, 1970; Heathwaite et al., 1996) dus à une fertilisation des 
champs excessive ou inadéquate. Des concentrations importantes en éléments biogènes peuvent 
causer une eutrophisation du milieu récepteur (King, 1970; Ryther and Dunstan, 1971; Ameziane et 
al., 2002; Gilbert et al., 2005; Stringfellow et al., 2009). Le carbone organique constitue également un 
vecteur de transport de nombreux contaminants tels que les produits phytosanitaires ou les métaux 
et son transport à l’échelle du bassin versant est bien documenté (Kalbitz et al., 2000; Oeurng et al., 
2010). Les produits phytosanitaires (herbicide, insecticide, fongicide, etc.) atteignent également les 
eaux de surface (Wauchope, 1978; Schwarzenbach and Westall, 1981; Louchart et al., 2001; Boithias 
et al., 2011; Taghavi et al., 2011).  
Différents métaux provenant des pratiques agricoles sont également des contaminants potentiels des 
rivières. Les plus connus et les mieux documentés sont le cadmium provenant des engrais riches en 
phosphate et le zinc, utilisé dans l’élevage du bétail (Williams and David, 1976; Nicholson et al., 2003), 
auxquels il est possible d’ajouter le cuivre utilisé comme fongicide (Delas, 1963; Brun et al., 1998; Xue 
et al., 2000; El Azzi et al., 2013). Les sols agricoles peuvent accumuler de grands stocks de contaminants 
(Bur et al., 2009; Redon et al., 2013). Cependant, de mauvaises pratiques culturales peuvent favoriser 
l’érosion des champs et entraîner une charge importante en sédiment et en polluants associés dans 
les rivières (Renard et al., 1997). 
Les régions urbaines et industrielles peuvent également être des sources importantes de 
contamination. Ainsi, les eaux usées rejetées, bien que traitées pour réduire leur charge en biogènes, 
contiennent souvent une charge polluante supérieure au milieu récepteur (Grady Jr et al., 2011). Les 
régions urbaines émettent également des polluants sous forme diffuse qui atteignent la rivière lors 
d’épisodes de tempête (Sartor et al., 1974; Sansalone and Buchberger, 1997). Parmi ces polluants, 
notons les éléments biogènes (azote et phosphore) et de nombreux métaux. Les anciens sites 
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industriels constituent également des sources parfois très importantes d’ETMs. Le cas du Riou-Mort et 
sa contribution à la pollution par le cadmium sur la Garonne via le Lot, par exemple, est très bien 
documenté (Boutier et al., 1989; Schäfer et al., 2002; Audry, Blanc, et al., 2004; Audry, Schäfer, et al., 
2004). Les sites miniers constituent également des sources importantes de pollution, que ce soit 
durant leur exploitation (Liu et al., 2005; Kraus and Wiegand, 2006) ou après leur fermeture (Brunel et 
al., 2003). Ainsi, les cas de drainage minier acides constituent une source de pollution métallique très 
bien documentée à travers le monde (Galán et al., 2003; Caruso, 2004; Razo et al., 2004; Akcil and 
Koldas, 2006; Caruso et al., 2008; Salvarredy-Aranguren et al., 2008; Ning et al., 2011; Nordstrom, 
2011). Enfin, les dépôts atmosphériques constituent également une source de contamination du 
bassin versant pouvant atteindre les eaux de surface par ruissellement (Galloway et al., 1982; 
Klaminder et al., 2006; Bur et al., 2009). De telles contaminations sont ensuite retrouvées dans les 
sédiments de rivière (N’guessan et al., 2009). 
Le fond géochimique d’un bassin versant est par ailleurs la source de nombreux éléments 
potentiellement contaminants. Ainsi, selon la nature des roches, les processus d’altération permettent 
le relargage de nombreux métaux à des concentrations variables (Hans Wedepohl, 1995). Cependant, 
même s’il ne s’agit pas de pollution d’origine anthropique, les concentrations de certains éléments 
peuvent dépasser les seuils de toxicité pour l’être humain. Parmi les exemples les mieux documentés, 
notons la présence d’arsenic dans les eaux souterraines de certaines régions d’Inde et du Bangladesh 
qui dépasse régulièrement la recommandation de l’OMS de 50 µg.l-1 dans les régions les plus affectées 
(Chowdhury et al., 2000; Järup, 2003). 
Les rivières peuvent montrer une résilience à ces pollutions tout comme une capacité auto-épuratrice 
dans certains cas. Ainsi, de nombreuses études ont démontré la capacité des rivières à consommer les 
nitrates (Sánchez Pérez et al., 1999; House et al., 2001; Peyrard et al., 2011) ou à stocker le phosphore 
(Meyer, 1979; Bonvallet Garay et al., 2001; Doyle et al., 2003; Vervier et al., 2009). De façon similaire, 
de nombreux polluants peuvent migrer de la phase aqueuse à la phase gazeuse. Bien qu’il s’agisse alors 
d’un transfert de pollution, la capacité de dilution de l’atmosphère est de plusieurs ordres de grandeur 
supérieure à celle des milieux aquatiques. D’autres éléments, tels que les éléments traces métalliques, 
peuvent se propager principalement sous forme particulaire, c’est-à-dire liés aux matières en 
suspension. Lorsque ces dernières sédimentent (dans une zone lentique ou en amont d’une retenue 
ou d’un barrage), les polluants associés se retrouvent piégés dans le sédiment et voient leurs impacts 
considérablement réduits (Mamoudou, 2008). Cependant, des polluants tels que les métaux ne 
peuvent pas être dégradés. Ainsi, des événements extérieurs (crue, retrait de barrage, etc.) peuvent 
remobiliser ces stocks (Brick and Moore, 1996; Ji et al., 2002; Coynel et al., 2007). 
Lorsque les processus auto-épurateurs deviennent insuffisants, de nombreux impacts viennent 
perturber les écosystèmes aquatiques et les usages anthropiques possibles. L’eutrophisation, soit une 
augmentation de l’activité biologique due à un apport excessif de nutriments, est une conséquence 
bien connue des pollutions dues au carbone organique, à l’azote et au phosphore. La bioaccumulation 
guette également certains écosystèmes. Les polluants bioaccumulables  couramment cités incluent le 
cadmium (Boutier et al., 2000), le mercure (Morel et al., 1998; Watras et al., 1998) et certains 
contaminants organiques persistants tels que le dichlorodiphényl-trichloroéthane (DDT) et les 
polychlorobiphényles (PCB) (van der Oost et al., 2003). 
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Les différentes familles de polluants (biogènes, produits phytosanitaires, ETMs, contaminants 
organiques, produits pharmaceutiques, etc.) possèdent des propriétés très différentes dans les 
rivières. Dans le cadre de ces travaux, seuls les éléments traces métalliques ont été abordés. Ces 
polluants ont des impacts en rivière à partir de très faibles concentrations. De plus, les ETMs, 
contrairement aux produits phytosanitaires ou aux contaminants organiques, ne se dégradent pas. Ils 
constituent donc de très bons traceurs des transferts s’effectuant à l’échelle d’une rivière. 
Problématique liée aux Éléments Traces Métalliques 
Les rivières constituent un chemin préférentiel et intégrateur des éléments dissous et particulaires 
depuis le bassin versant jusqu’à l’océan. Les flux d’ETMs peuvent donc y être très importants. De plus, 
les grandes rivières constituent des sources d’eau brute privilégiées pour de nombreuses villes 
installées sur leurs berges. Cependant, une eau contaminée aux ETMs peut avoir des impacts sanitaires 
majeurs (Järup, 2003). Ainsi, dans le but d’offrir une eau potable de qualité, la concentration maximale 
autorisée de nombreux ETMs dans les eaux brutes (avant traitement de potabilisation) est 
réglementée en France (Décret n° 2001-1220 du 20 décembre 2001). De même, l’Organisation 
Mondiale pour la Santé (OMS) recommande de garder les concentrations d’ETMs dans l’eau potable 
sous certains seuils (World Health Organization, 2011). Ces limites sont exprimées au Tableau 1. 
Tableau 1 : Concentration en éléments traces métalliques maximales acceptées pour une eau brute servant à la production 
d’eau potable et concentration maximale recommandée par l’OMS pour une eau potable. 
 Décret n° 2001-1220 Recommandations de l’OMS 
Zinc 5 mg.l-1 Aucune recommandation 
Baryum 1 mg.l-1 700 µg.l-1 
Arsenic 100 µg.l-1 10 µg.l-1 
Cadmium 5 µg.l-1 3 µg.l-1 
Chrome 50 µg.l-1 50 µg.l-1 
Mercure 1 µg.l-1 6 µg.l-1 
Plomb 50 µg.l-1 10 µg.l-1 
Sélénium 10 µg.l-1 40 µg.l-1 
Cuivre Aucune limite 2000 µg.l-1 
En plus des problèmes sanitaires, l’écosystème peut subir une pression forte due aux ETMs. C’est pour 
y remédier qu’a été développée la Directive Cadre sur l’Eau (DCE) à l’échelle européenne. Cette 
directive vise à prévenir et réduire la pollution de l’eau. Par exemple, la DCE propose d’éliminer les 
rejets de toutes les Substances Dangereuses Prioritaires (SDP) d’ici 2021. Parmi ces SDP, il faut noter 
la présence du cadmium, du mercure, du plomb et du nickel, de même que tous leurs composés (EC, 
2000). De nombreux autres ETMs sont jugés problématiques, mais puisqu’ils présentent une toxicité 
moindre, ils ne sont pas inclus à la liste des SDP. 
Les pressions anthropiques peuvent avoir des impacts importants tant sur les écosystèmes que sur les 
utilisations sociales des eaux de surface. Dans ce contexte, l’utilisation de modèles mathématiques 
adaptés peut permettre de poser un diagnostic sur l’état de ces pressions et évaluer les impacts de 
différents scénarios de remédiations. 
Présentation de la thèse 
Cette thèse présente différentes approches de modélisation permettant de simuler le transport des 
éléments traces métalliques en rivière. 
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Le chapitre 1 présente une revue de littérature sur les approches de modélisations actuellement 
employées pour simuler le transport des ETMs. Cette revue de littérature permet ensuite de mettre 
en évidence certains verrous scientifiques et de définir les objectifs de cette thèse. 
Le chapitre 2 décrit les choix de modélisation employés pour chaque processus modélisé. Les modèles 
couplés sont détaillés, ainsi que les techniques de couplage mises en place. L’analyse de sensibilité 
utilisée dans ces travaux y est également présentée, ainsi que les outils numériques développés pour 
réaliser tous les calculs. Finalement, le cas d’étude utilisé tout au long de ces travaux, le fleuve Garonne 
dans son cours moyen, est décrit. 
Le chapitre 3 détaille les premiers résultats de modélisation d’un modèle mécanistique distribué de 
transport d’ETMs utilisant un modèle simple de sorption – désorption. Ces résultats montrent 
l’influence de la variation spatiale des concentrations en ETMs en conditions hydrologiques stables 
(débits d’entrée et apports en ETMs et MES constants). Deux ETMs, l’arsenic et le plomb, sont simulés 
en deux conditions hydrologiques contrastées : une crue et un étiage.  
Le chapitre 4 présente la mise en place du couplage de trois modèles pour représenter le transport des 
ETMs : le modèle hydrodynamique MOHID, le modèle de stockage transitoire OTIS de même que le 
modèle de spéciation chimique WHAM. Ce modèle couplé dynamique permet ensuite la simulation du 
transport de deux ETMs, soit le plomb et le cuivre, pendant une année entière.  
Le chapitre 5 étudie la complexité du modèle développé au chapitre 4 et identifie les paramètres et 
variables d’entrées (les facteurs) les plus importants à l’aide d’une étude de sensibilité. Cette étude 
permet d’une part d’identifier les facteurs les plus sensibles, et d’autre part, les facteurs altérant 
marginalement les sorties de simulation.  
Finalement, un résumé des principaux résultats et une conclusion générale de ces travaux sont 
proposées ainsi que des perspectives de recherche futures. 
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1 Contexte scientifique 
Ce chapitre présente une revue de littérature sur les approches de modélisations actuellement 
employées pour simuler le transport des ETMs. Cette revue de littérature permet ensuite de mettre 
en évidence certains verrous scientifiques et de définir les objectifs de cette thèse. 
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1.1 Dynamique des contaminants en rivière 
Une rivière transporte bien plus que de l’eau. Ainsi, si à l’échelle planétaire, les rivières transportent 
plus de 37000 km3 d’eau par année (Baumgartner et al., 1975), Meybeck (1982) a estimé les flux de 
nutriments totaux annuels (dissous et particulaires) du carbone à 946 teragrammes (1012 g), d’azote à 
36 teragrammes et de phosphore à 21 teragrammes. Les flux de métaux ont été estimés par Martin et 
Meybeck (1979), qui ont démontré que pour des éléments comme le plomb, le cuivre ou le zinc, la 
seule altération des continents ne pouvait expliquer au maximum que 40% des flux, le reste étant dû 
aux activités humaines. 
Les deux principaux processus transportant les matières en suspension (dissoutes ou particulaires) en 
rivière sont l’advection et la dispersion. L’advection correspond au transport d’une quantité dans un 
champ de force. Dans le cadre d’une rivière, ce champ de force est la vitesse de l’eau. Ainsi tout 
élément transporté dans la direction et à la vitesse de l’eau est transporté par advection. La dispersion 
inclut les processus de mélange tels que la diffusion moléculaire exprimée par la loi de Fick et la 
dispersion par convection (Chow et al., 1988). Ces processus sont décrits mathématiquement par 
l’équation générale du transport [1]. 
 𝜕𝐶
𝜕𝑡
= ∇ ∙ (𝐷∇C) − ∇ ∙ (?⃗?𝐶) + 𝑅 + 𝑆 − 𝑃 [1] 
Où : 
- 𝐶 Concentration de l’élément 
- 𝑡 temps 
- 𝐷 Coefficient de dispersion 
- ?⃗? vélocité moyenne 
- 𝑅 Terme de réaction dans la colonne d’eau 
- 𝑆 Terme de source  
- 𝑃 Terme des puits 
L’équation [1] peut être appliquée directement sur un modèle de rivière. La vélocité moyenne de 
l’écoulement doit dès lors être calculée par un modèle hydraulique. Les termes de réaction, source et 
puits permettent d’inclure les processus ayant lieu dans la colonne d’eau. Le terme de réaction inclut 
la transformation d’un élément en un autre (ex : les nitrates NO3 se transformant en azote N2, ou 
encore un métal dissous passant dans la phase particulaire). Les termes de source et puits intègrent 
les échanges entre la rivière et l’extérieur, par exemple l’atmosphère, la zone hyporhéique ou le 
sédiment.  
En milieux naturels, les éléments en suspension ne sont pas soumis qu’aux processus d’advection et 
de dispersion. En effet, ces derniers permettent de décrire avec une bonne précision les écoulements 
dans des conduites régulières et peu turbulentes ou des rivières à fond imperméable (Bencala and 
Walters, 1983). Or, les rivières présentant des morphologies complexes peuvent être soumises à des 
processus hydrauliques modifiant le transport des éléments dissous et particulaires en suspension 
(voir Figure 1). Ainsi, de nombreuses recherches ont mis en évidence des zones de stockage d’eau lors 
de successions de radiers (secteurs de rivière à pente et vitesse d’écoulement importante) et de 
mouilles (secteurs à pente et vitesse d’écoulement faibles et à plus grande profondeur) (Bencala and 
Walters, 1983; Runkel et al., 1999; Haggerty et al., 2002; Gooseff et al., 2003; Deng and Jung, 2009). 
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Lorsqu’un traceur est injecté dans une rivière montrant cette configuration, le traceur ne s’écoule plus 
à la vitesse de la masse d’eau, mais à une vitesse inférieure. Un processus de stockage transitoire a 
donc été mis en évidence. Ce stockage peut avoir lieu dans les zones de mouilles ou encore dans la 
zone hyporhéique (Datry et al., 2008; Cardenas, 2009). La morphologie de la rivière a également été 
identifiée comme le processus clé dans la rétention du phosphore dans la rivière Garonne (Bonvallet 
Garay et al., 2001). Les éléments très solubles comme le carbone organique dissous et les nitrates 
peuvent également entrer dans les zones ripariennes et y être consommés (Sánchez Pérez et al., 1999; 
Peyrard et al., 2011). Une succession de méandres peut également voir apparaître des zones de 
mélange entre les eaux de rivière et de nappe alluviale. Ces zones peuvent être très dynamiques au 
niveau de l’épuration et du traitement des nitrates (Peyrard et al., 2008). 
 
Figure 1 : Illustration des processus de transport actifs en rivière. Le processus dominant est l’advection des éléments en 
suspension. Cependant, les échanges entre le courant principal et les différents compartiments (zone hyporhéique et zones 
mortes superficielles) peuvent altérer la dynamique du transport. Tiré de Marion et al. (2008) 
Le transport de matière particulaire, soumis aux processus d’érosion – sédimentation, est également 
conditionné par la morphologie d’une rivière. En effet, la sédimentation est généralement décrite par 
la vitesse verticale d’une particule nommée sa vitesse de chute. Cette vitesse est calculée par la loi de 
Stokes [2] (Chow et al., 1988). 
 
𝑣 =
2𝑟2𝑔Δ𝜌
9𝜇
 [2] 
Où : 
- 𝑣  Vitesse de sédimentation (m.s-1) 
- 𝑟  Rayon de la particule (m) 
- 𝑔  Accélération gravitationnelle (m.s-2) 
- Δ𝜌  Différence de masse volumique entre la particule et l’eau (kg.m-3) 
- 𝜇  Viscosité dynamique de l’eau (Pa.s) 
Lorsque la vitesse de chute est très faible, elle peut être compensée totalement par la turbulence de 
la rivière, ce qui empêche sa sédimentation.  
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L’érosion d’un matériau dépend de sa nature et de l’énergie appliquée pour en décrocher des 
éléments. Il est bien accepté dans la littérature que la meilleure mesure de l’énergie nécessaire est la 
contrainte de cisaillement appliquée à la surface du matériau. Ainsi, de nombreux protocoles existent 
pour estimer le seuil à partir duquel l’érosion se met en marche (Fernandez Luque and Van Beek, 1976; 
Hanson and Simon, 2001; Léonard and Richard, 2004). La contrainte de cisaillement en rivière est 
calculée par l’équation [3]. 
 
𝜏 = 𝜌 × 𝑔 ×
𝑈2
𝐾𝑆
2𝑅ℎ
1
3 
  [3] 
Où : 
- 𝜏 Contrainte de cisaillement (Pa) 
- 𝜌 masse volumique de l’eau (kg.m-3) 
- 𝑔 Accélération gravitationnelle (m.s-2) 
- 𝑈 Vélocité de l’eau (m.s-1) 
- 𝐾𝑆 Coefficient de Strickler (adimensionnel) 
- 𝑅ℎ Rayon hydraulique  (m) 
La contrainte de cisaillement dépend du carré de la vélocité de l’eau et cette vélocité est directement 
liée à la morphologie de la rivière. Ainsi, le processus d’érosion – sédimentation est conditionné par la 
morphologie. 
1.2 Éléments traces métalliques 
Les ETMs en rivière sont soumis à différents processus pouvant altérer significativement leur transport. 
Plusieurs processus physiques et physico-chimiques ont été abondamment étudiés et les observations 
résultantes ont permis la mise en place de différents modèles.  
1.2.1 Transport des ETMs en  rivière 
Si les nutriments et les MES sont mesurés de façon routinière et souvent en continu, les métaux et 
spécialement les éléments traces métalliques ne sont pas mesurés avec autant de précision ni à si 
haute résolution temporelle. Ces flux doivent être estimés sur la base des concentrations dissoutes (en 
µg.l-1) et particulaires (en µg.g-1) des ETMs et des flux de MES. Les flux d’ETMs sont donc 
habituellement calculés ponctuellement sur des rivières spécifiques et sur des séries de données 
relativement courtes telles qu’une crue (Abdel-Moati, 1990; Thévenot et al., 2007; Strady et al., 2009; 
Lanceleur et al., 2011; John et al., 2012; El Azzi et al., 2013). De longues séries temporelles de 
concentration d’ETMs existent également. Cependant, la résolution temporelle est alors beaucoup 
plus faible, soit hebdomadaire (Aubert et al., soumis) ou encore mensuelle (Lanceleur et al., 2011).   
Compartiments 
Les ETMs présents dans les eaux de surface ne le sont pas sous une forme unique. Ils peuvent se lier à 
de nombreuses molécules et/ou particules et voient leurs propriétés affectées en conséquence. Les 
flux d’ETMs sont habituellement calculés sur la base de leurs composantes dissoute et particulaire. La  
séparation de ces phases d’un ETM est normalement exprimée sur la base de son Kd, soit le ratio de la 
concentration de l’ETM dans la fraction particulaire sur la concentration d’ETM en solution [4]. 
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𝐾𝑑 =
𝐶𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑖𝑟𝑒
𝐶𝑑𝑖𝑠𝑠𝑜𝑢𝑠
[
𝑚𝑔
𝑘𝑔 ]
[
𝑚𝑔
𝐿 ]
= [
𝐿
𝑘𝑔
] [4] 
Les unités du Kd sont très importantes. En effet, exprimer la concentration en ETM dans la phase 
particulaire en mg d’ETM par kg de matériau permet d’exprimer un ratio de séparation 
indépendamment de la concentration en MES.  
Allison et Allison (2005) ont compilé plusieurs centaines d’études recensant des valeurs de Kd mesurés 
dans l’eau, les sédiments et dans les sols pour de nombreux ETMs. Les valeurs recensées pour un même 
élément peuvent varier de un à quatre ordres de grandeur. Par exemple, le log(Kd) de l’arsenic dans 
l’eau peut varier entre 2 et 6 log(L/kg). L’utilisation d’une échelle logarithmique (en base 10) signifie 
que la phase particulaire d’une eau donnée peut adsorber 10 000 fois plus d’arsenic qu’une autre. Le 
coefficient de séparation est donc loin d’être constant.  
Le Kd d’un élément n’est qu’une représentation numérique d’un ensemble de facteurs et processus 
menant à une fixation de cet élément dans la phase dissoute ou particulaire. Les facteurs les plus 
couramment identifiés incluent le pH de la solution (Dwane and Tipping, 1998; Christensen and 
Christensen, 2000), la nature de la phase particulaire (Tessier et al., 1979; Dzombak and Morel, 1990), 
la nature et la concentration en carbone organique dissous et particulaire (Eyrolle et al., 1996; Shafer 
et al., 1997; Christensen et al., 1999) ou encore la concentration en élément à adsorber. Chacun de ces 
facteurs peut faire varier le Kd mesuré d’un élément donné de quelques ordres de grandeur.  
Cependant, certaines études ont estimé les flux sur la base de la seule composante particulaire (Coynel 
et al., 2007). Cette approximation est valide lorsque la charge en MES est très élevée (en période de 
crue, par exemple) et que la concentration en ETM dissous est négligeable par rapport à la 
concentration en ETM particulaire. 
ETM dans la phase dissoute 
La notion de phase dissoute varie selon les études. Ainsi, elle est généralement définie par un critère 
de filtration où le filtrat récupéré après filtration constitue la phase dissoute tandis que la matière 
récupérée par le filtre constitue la phase particulaire. Dans les études les plus anciennes, les filtres le 
plus couramment utilisés ont une taille des pores de 0,45 µm (Warren and Zimmerman, 1994; Zhang 
et al., 1994; Dai and Martin, 1995; Shafer et al., 1997; Kang et al., 2010), mais plus récemment en 
raison de la mise en évidence de l’importance des phases colloïdales, la coupure à 0,22 µm tend à se 
généraliser (Aubert et al., soumis; Olivie-Lauquet et al., 2001; Brunel et al., 2003; Salvarredy-Aranguren 
et al., 2008; Strady et al., 2009; Gandois et al., 2010). Une autre méthode de récupération de la phase 
particulaire consiste à centrifuger de grands volumes d’eau (Schäfer and Blanc, 2002; Audry, Schäfer, 
et al., 2004) tandis qu’une séparation en trois phases (particulaire, colloïdale et dissoute) peut 
également être réalisée (Dai et al., 1995; Eyrolle et al., 1996; Guéguen and Dominik, 2003; Pokrovsky 
et al., 2012). Cependant, les critères de filtrations sont alors beaucoup plus variables.  
Le choix d’un critère de séparation des phases influence la forme des ETMs qui sont observés. Ainsi, 
l’effet toxicologique des ETMs dépend de leur spéciation (Allen and Hansen, 1996; Balistrieri and 
Mebane, 2014) et spécifiquement de la concentration en ion libre. À l’inverse, la séparation de la phase 
dissoute en sous-phases « dissoute vraie » et colloïdale n’affecte pas le transport des ETMs 
puisqu’elles sont soumises aux mêmes phénomènes de transport physique. 
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ETMs dans la phase particulaire 
Les MES composant la phase particulaire peuvent transporter des flux très importants d’ETMs. La 
concentration d’ETMs dans les MES dépend bien sûr de la contamination du milieu, mais également 
de la nature de la matière solide et de la nature du lien entre l’ETM et la particule.  
Dans le cadre du transport des ETMs, les MES sont définies par leur capacité à adsorber (phénomène 
de surface) ou absorber (phénomène de volume, de complexation) les ETMs. Les liens entre ETMs et 
MES sont décrits par les méthodes dites d’extraction séquentielle où un échantillon de MES est soumis 
à des traitements chimiques successifs permettant d’extraire les ETMs associés à différentes fractions 
(Tessier et al., 1979; Gibson and Farmer, 1986; Li et al., 1995; Leleyter and Probst, 1999; Shiowatana 
et al., 2001). Ainsi, Tessier et al. (1979) proposent de diviser les ETMs des MES en cinq fractions triées 
en ordre croissant selon la difficulté d’extraction : 
1. Fraction échangeable 
2. Fraction liée aux carbonates 
3. Fraction liée aux oxydes de fer et manganèse 
4. Fraction liée à la matière organique 
5. Fraction résiduelle 
Leleyter et Probst (1999) suggèrent plutôt d’utiliser sept fractions pour mieux décrire la répartition des 
ETMs : 
1. Fraction soluble dans l’eau 
2. Fraction échangeable 
3. Fraction liée aux carbonates 
4. Fraction liée aux oxydes de manganèse 
5. Fraction liée aux oxydes de fer amorphe 
6. Fraction liée aux oxydes de fer cristallin 
7. Fraction liée à la matière organique 
Enfin, Salvarredy-Aranguren et al (2008) ont proposé d’ajouter une huitième étape pour estimer la 
fraction des ETMs liés aux sulfures dans un contexte de contamination d’origine minière. 
Le choix du protocole dépend des MES analysées et de l’usage voulu des résultats. Ainsi, les travaux 
s’intéressant à la bioaccessibilité ou à la toxicité de certains métaux se focalisent davantage sur les 
premières fractions puisque les fractions fortement liées aux MES peuvent difficilement être 
mobilisées par les organismes et peuvent donc être considérées comme moins directement influentes. 
La mobilité d’un ETM peut donc être évaluée  par sa fraction porteuse.  
Drever (1997) divise les processus d’adsorption en trois catégories : l’adsorption physique due aux 
forces de van der Waals, l’adsorption électrostatique qui voit les ions attirés sur une surface de charge 
opposée et l’adsorption chimique où un lien chimique fort existe entre l’ETM et la particule. En 
pratique, l’adsorption physique est généralement négligée compte-tenu de sa faible importance vis-à-
vis de l’adsorption électrostatique et chimique. L’adsorption électrostatique a lieu avec toute surface 
chargée. Elle est notamment utilisée pour décrire le comportement des argiles à l’aide du concept de 
Capacité d’Échange Cationique (CEC). La CEC mesure la quantité de cation nécessaire pour neutraliser 
la charge de surface d’un matériau et est exprimée en cmol(+).kg-1 (centimole de charge positive par 
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kilogramme). La CEC des argiles peut varier de quelques cmol(+).kg-1 pour les kaolinites à plus de 150 
cmol(+).kg-1 pour les smectites et les vermiculites (Drever, 1997). La CEC des argiles en rivière dépend 
donc de la nature de ces argiles qui dépend du bassin versant les ayant générées (Probst, 1983). 
Finalement, l’adsorption chimique est un processus important relié aux oxydes métalliques et aux 
composés organiques. La présence de groupes hydroxyles à la surface des oxydes métalliques permet 
d’écrire les réactions d’équilibre chimique [5] et [6]. 
 
≡ 𝑆𝑂𝐻 ⇌≡ 𝑆𝑂− + 𝐻+ [5] 
 
≡ 𝑆𝑂𝐻 + 𝑀𝑧+ ⇌≡ 𝑆𝑂𝑀𝑧−1 + 𝐻+ [6] 
Où : 
- ≡ 𝑆𝑂𝐻  Groupe hydroxyle 
- ≡ 𝑆𝑂𝑀𝑧−1 Liaison chimique entre l’ion métallique et le groupe hydroxyle  
- 𝑀𝑧+  Ion métallique 
- 𝐻+  Proton (ion hydrogène) 
Des réactions similaires se produisent sur la matière organique. Cependant, plutôt que des 
groupements hydroxyles, la matière organique propose des groupements carboxyles et phénoliques. 
De plus, à l’équilibre, la charge des oxydes métalliques et de la matière organique peut être positive, 
nulle ou négative en fonction de l’équilibre atteint. Ainsi, ces matériaux peuvent présenter une CEC 
permettant une adsorption additionnelle (Tipping, 1994). 
Processus affectant le transport 
L’équilibre entre les phases dissoute et particulaire d’un ETM est influencé par la physico-chimie de 
l’eau et par la nature des matières en suspension. Ainsi, une variation de la physico-chimie ou de la 
nature des MES entraîne un rééquilibrage des phases de l’ETM et donc une perturbation du transport 
global de cet ETM. 
Influence de la physico-chimie de l’eau 
La physico-chimie inclut les propriétés de l’eau telles que sa composition chimique, son pH ou encore 
sa température. Ces propriétés peuvent affecter la forme des éléments en suspension. Par exemple, 
les changements de salinité observés dans les estuaires entraînent une mise en solution de cadmium 
lorsque la salinité augmente (Boutier et al., 1993, 2000; Chiffoleau et al., 1994). Les changements de 
pH peuvent avoir diverses origines : pollution due à un drainage minier acide (DMA) (Akcil and Koldas, 
2006; Nordstrom, 2011), à une activité photosynthétique importante (Wright and Mills, 1967) ou 
encore aux conditions hydrologiques (Semhi, 1996). Ces variations de pH permettent dans tous ces cas 
d’observer une variation des Kd des ETMs (Aubert et al., soumis; Brick and Moore, 1996; Cao et al., 
2006). Aubert et al. (soumis) ont, par exemple, observé des variations de plus d’une unité de log(Kd) 
sur plusieurs ETMs (Cu, As, Pb, Co, Ni) dans la Garonne amont. Une rivière soumise à la pollution d’un 
DMA peut observer une précipitation du fer dans son cours tandis que ses conditions chimiques se 
stabilisent. Les oxydes de fer précipités forment un excellent adsorbant pour certains ETMs et peuvent 
se déposer, réduisant d’autant leur concentration (Runkel et al., 1999; Nordstrom, 2011). La 
température peut être corrélée à une variation journalière de concentration en zinc dissous (Nimick et 
al., 2003). Cependant, si elle peut modifier les équilibres thermodynamiques dans l’eau (Tipping, 
1994), ses principaux effets se font sentir sur la biologie qui, à son tour, modifie des facteurs tels que 
le pH. 
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Finalement, la physico-chimie des matières en suspension est également un paramètre clé dans le 
transport des ETMs et est abordée à la section suivante.  
Influence des matières en suspension 
Les ETMs peuvent se fixer aux MES par absorption, un processus de volume, ou par adsorption, un 
processus de surface. Dans le premier cas, la concentration en ETMs est influencée par la génération 
de la particule. S’il s’agit d’érosion, la concentration dans la particule est égale à la concentration dans 
le matériau érodé. La précipitation de carbonates ou d’oxydes de fer ou de manganèse est également 
un processus de formation de MES (Drever, 1997; Lofts and Tipping, 2000; Nimick et al., 2003). Si cette 
précipitation a lieu en présence d’ETMs, ces derniers peuvent être absorbés aux MES nouvellement 
créées. Lofts et Tipping (2000) estiment que les particules précipitées en rivière sont de très petite 
taille, ce qui les range davantage dans la catégorie des colloïdes que dans la catégorie des MES. 
Cependant, selon Drever (1997), les oxydes métalliques peuvent également précipiter sur les grains de 
silicates et d’autres oxydes minéraux, les rendant apte à sédimenter.  
L’adsorption est un processus de surface. Ce processus est donc d’autant plus important que la surface 
totale des MES est importante. La notion de surface spécifique vient quantifier la surface totale de 
particules très fines et est exprimée en m2.g-1. En posant l’hypothèse que les particules sont 
sphériques, la surface spécifique d’un gramme de particule est donnée par l’équation [7]. 
 
𝑆𝑆 =
3
𝜌𝑟
 [7] 
Où : 
- 𝑆𝑆 Surface spécifique (m2.g) 
- 𝜌 masse volumique du matériau (g.m-3) 
- 𝑟 rayon de la particule (m) 
Selon l’équation [7], diminuer de moitié le rayon des particules revient donc à doubler la surface 
spécifique. La surface spécifique d’un sable de masse volumique moyenne de 2700 kg.m-3 et de rayon 
moyen de 1 mm est donc de 0,001 m2.g-1. La surface d’une argile de même masse volumique, mais de 
rayon de 1 µm est de 1 m2.g-1. L’adsorption des ETMs a donc lieu préférentiellement sur les particules 
les plus fines puisqu’un gramme d’argile peut avoir une surface totale mille fois supérieure à un 
gramme de sable. La surface spécifique des oxydes de fer et de manganèse peut atteindre les 200 m2.g-
1 (Drever, 1997). 
Plusieurs sources de MES peuvent alimenter une rivière donnée. Les propriétés de ces MES 
dépendront ensuite de leur source. De plus, la caractérisation des MES est intimement liée au bassin 
versant puisque l’érosion du bassin versant constitue la première source de MES. Ainsi, Veyssy et al. 
(1998) ont pu conclure que le contenu en carbone organique particulaire (COP) des MES lorsque leur 
concentration est maximale est similaire à celui des sols du bassin versant, posant du coup l’hypothèse 
que les MES en rivière proviennent essentiellement de l’érosion des sols. De nombreux liens ont 
également été faits entre la composition des MES et la composition des sols du bassin versant sur la 
Garonne (Probst, 1983; Probst and Bazerbachi, 1986; Semhi, 1996).  
À l’étiage, cependant, très peu de MES sont générées par érosion du bassin versant. Ces dernières 
doivent donc avoir une autre provenance. Les très fortes concentrations en COP observées sur de 
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nombreuses rivières à l’étiage (Meybeck, 1982; Veyssy et al., 1996; Boithias et al., 2014) ne 
s’expliquent pas par une contribution du bassin versant, mais par une production autochtone de 
biomasse. Le détachement de biofilm, la production de phytoplancton ou la croissance de 
macrophytes peuvent ainsi venir enrichir la charge en MES sur certains secteurs d’un cours d’eau, 
notamment au cours des périodes d’étiage (Garnier et al., 1995; Boulêtreau et al., 2006). 
La matière organique est connue pour être un puissant adsorbant pour les métaux (Tessier et al., 1979; 
Christensen et al., 1999; Leleyter and Probst, 1999; Christensen and Christensen, 2000; Weng et al., 
2002). Cependant, Drever (1997) souligne la très grande complexité des molécules organiques 
présentes dans les eaux naturelles. Cette complexité ne peut être observée directement à l’heure 
actuelle et doit donc être simplifiée, d’où l’idée de Tipping (1994) de conceptualiser tous les composés 
organiques sous la forme de sphères possédant un nombre fini de ligands chimiques sur lesquels 
peuvent se lier les métaux. Ce concept est à la base du modèle WHAM utilisé dans le cadre de ces 
travaux. 
Cette grande variabilité dans la provenance des MES explique le développement des techniques 
d’extraction séquentielles. Et selon la force de la liaison entre un ETM et une particule en suspension 
donnée, les processus d’érosion et de sédimentation joueront un rôle plus ou moins grand dans leur 
transport. 
Stratégies de mesure 
Avant d’envisager la modélisation d’un processus, il est essentiel de posséder des données. De plus, 
mesurer les ETMs en rivière requiert une logistique importante et un accès à des laboratoires de 
pointe. De ce fait, le nombre de prélèvements est généralement limité. Pour obtenir un maximum 
d’information à l’aide d’un minimum de mesures, différentes stratégies sont employées. Par exemple, 
le sédiment des rivières peut être vu comme un intégrateur de la phase particulaire à laquelle a été 
soumise la rivière. Son analyse permet donc d’estimer les contaminations du bassin versant et la 
possible remobilisation des métaux par l’érosion (Ip et al., 2007; N’guessan et al., 2009; Strady et al., 
2011). 
Les séries temporelles permettent de décrire l’évolution des concentrations. En pratique, deux 
approches sont utilisées, soit la description fine d’un événement hydrologique précis (Ji et al., 2002; 
Blake et al., 2003; Coynel et al., 2007), soit des prélèvements espacés (hebdomadaire ou mensuel) sur 
de longues durées (Aubert et al., soumis; Brick and Moore, 1996; Audry, Blanc, et al., 2004). Cette 
dernière méthode permet d’extraire des corrélations entre les différents paramètres physico-
chimiques et concentrations en métal. Elle ne permet pas, cependant, une représentation fidèle du 
signal, selon le théorème d’échantillonnage de Nyquist–Shannon1 (Shannon, 1949).  Coynel et al. 
(2004) suggère d’ailleurs des fréquences d’échantillonnage adaptées à différents bassins versants. 
Finalement, une troisième approche d’échantillonnage consiste à mesurer l’évolution spatiale des 
concentrations en ETMs en condition hydrologique stable (Lindenschmidt et al., 2005), en crue (Ji et 
al., 2002) ou encore en conditions hydrologiques contrastées (Davide et al., 2003; Sánchez-Pérez et al., 
2006). Bien que moins fréquente que la construction de séries temporelles, cette approche permet de 
                                                          
1 Le théorème de Nyquist-Shannon indique que la fréquence d’échantillonnage doit être au moins le double de 
la période du signal à échantillonner. Ainsi, un cycle crue – étiage de deux jours doit être échantillonné à chaque 
jour pour bien représenter le signal.  
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mettre en évidence les influences morphologiques, les sources de contaminants localisées et, lorsque 
plusieurs campagnes sont réalisées, l’influence de l’hydrologie. 
1.2.2 Modélisation des ETMs en rivière 
Cette section aborde la modélisation du transport des ETMs en fonction de l’indépendance des 
processus. Tout d’abord, les modèles hydrauliques existant sont présentés. Ensuite, les modèles de 
transport d’élément dissous et particulaires en suspension. Puis, les modèles d’érosion et 
sédimentation sont décrits avant de discuter des modèles de sorption et désorption spécifiques aux 
ETMs. Dans cet ordre, chaque nouveau processus dépend de tous les processus décrits précédemment 
et est indépendant des processus qui le suivent (voir Figure 2).  
 
Figure 2 : Représentation schématique des différents processus modélisés. 
Modélisation hydrodynamique 
Le modèle hydrodynamique permet de connaître le débit, la section mouillée et la vitesse 
d’écoulement en tout point de la rivière, ou deux d’entre elles puisque ces variables sont liées par la 
relation [8]. 
 
𝑉 =
𝑄
𝐴
 [8] 
Où : 
- 𝑉 Vitesse d’écoulement (m.s-1) 
- 𝑄 Débit (m3.s-1) 
- 𝐴 Aire de la section de l’écoulement (m2) 
Deux équations couramment utilisées pour calculer la vitesse d’écoulement moyenne dans un cours 
d’eau sont les équations de Manning [9] et de Chézy [10]. 
 
𝑉 =
𝑅
2
3𝑆𝑓
1
2
𝑛
 
[9] 
Rivière 
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𝑉 = 𝐶√𝑅𝑖 [10] 
 
Où : 
- 𝑉  Vitesse d’écoulement (m.s-1) 
- 𝑅  Rayon hydraulique (m) 
- 𝑆𝑓  Friction due à la pente (m.m
-1) 
- 𝑛  Coefficient de Manning (s.m-1/3) 
- 𝐶 Coefficient de Chézy (m1/2.s-1) 
- 𝑖 Pente du lit de la rivière 
Le rayon hydraulique est calculé en divisant l’aire de la section par le périmètre mouillé de la rivière. 
Pour une rivière peu profonde et large, le rayon hydraulique tend vers la profondeur moyenne de la 
rivière. Les coefficients de Manning ou de Chézy dépendent du frottement et de la géométrie du cours 
d’eau. Chow et al. (1988) suggèrent différentes valeurs de 𝑛 en fonction de la morphologie du cours 
d’eau. Ces équations empiriques ne sont que deux relations non-linéaires entre la hauteur d’eau 
(estimée par le rayon hydraulique) et la vitesse. Cependant, la vitesse observée à une hauteur donnée 
sera différente si la rivière est en crue ou en décrue. Ces équations ne permettent donc pas de décrire 
avec précision les variations de débit d’une rivière dynamique (Chow et al., 1988). Les équations de St-
Venant permettent de contourner cette difficulté. 
Ces équations sont composées de l’équation de continuité [11] et l’équation de quantité de 
mouvement [12]. Ces équations sont des équations aux dérivées partielles (ÉDP). De ce fait, leur 
résolution requiert une discrétisation de la rivière et l’utilisation de méthodes numériques avancées 
telles que la méthode de Crank-Nicolson (Press, 2007). C’est pourquoi trois simplifications des 
équations de St-Venant sont couramment utilisées.  
 𝜕𝑄
𝜕𝑥
+
𝜕𝐴
𝜕𝑡
= 0 [11] 
 
1
𝐴
𝜕𝑄
𝜕𝑥
+
1
𝐴
𝜕
𝜕𝑥
(
𝑄2
𝐴
) + 𝑔
𝜕𝑦
𝜕𝑥
− 𝑔(𝑆0 − 𝑆𝑓) = 0 [12] 
 
Ces simplifications successives ne permettent cependant pas de reproduire tous les mouvements 
d’eau. Ainsi, l’onde cinématique assume que le débit est uniforme (ses dérivées par rapport au temps 
et à l’espace sont nulles). L’onde diffusive estime que les forces d’inertie sont négligeables par rapport 
aux forces de gravité, de friction et de pression. Finalement, seule l’onde dynamique permet de simuler 
des débits très variables comme le passage d’une crue importante (Chow et al., 1988). Historiquement, 
des considérations pratiques de temps de calculs étaient invoquées pour simplifier les équations de 
St-Venant. Avec la puissance de calcul disponible actuellement, le calcul des variables hydrauliques est 
relégué à un calcul de routine et les processus ajoutés à la rivière tels que la chimie de l’eau accaparent 
Onde cinématique 
Onde diffusive 
Onde dynamique 
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la majorité du temps de calcul. Les équations [11] et [12] sont exprimées en une dimension bien qu’il 
soit possible de les exprimer également en 2 dimensions. 
Si les équations de St-Venant sont relativement simples, leur implémentation reste complexe puisqu’il 
est nécessaire de représenter mathématiquement la rivière, d’appliquer les équations de St-Venant à 
cette représentation puis d’y coupler une méthode de résolution d’équations différentielles partielles. 
De plus, la description de la rivière peut prendre plusieurs formes, selon l’information disponible 
(profils latéraux, méandres, obstacles hydrauliques tels que ponts, barrages, seuils, etc.). Développer 
un environnement de modélisation se révèle donc long et complexe. C’est pourquoi l’utilisation d’un 
environnement de modélisation ouvert permettant à minima la modélisation des écoulements, du 
transport d’éléments en suspension et, idéalement, la modélisation de processus biologiques et 
chimiques se révèle nécessaire.  
Il existe différents environnements de modélisation répondant à ces critères tel que HEC-RAS (Brunner, 
2010), WASP (Ambrose et al., 1993), MOHID River Network (Trancoso et al., 2009) ou encore CE-QUAL 
(Cole and Wells, 2008). Le choix d’un code plutôt qu’un autre dépendra de l’expérience de l’utilisateur 
ou des ressources internes disponibles. De plus, si ces environnements de modélisation sont libres, il 
arrive que les interfaces graphiques nécessaires à la construction du modèle soient payantes.  
Modélisation du transport en suspension (dissous et particulaire) 
Le transport des espèces en suspension peut être représenté par différentes équations.  
Transport par bilan de masse 
Le modèle SWAT (Neitsch et al., 2009) propose l’implémentation la plus simple d’un modèle de 
transport par bilan de masse dans un segment de rivière avec l’équation [13]. 
 
𝐹𝑠𝑜𝑟𝑡𝑎𝑛𝑡 = 𝑄𝑠𝑜𝑟𝑡𝑎𝑛𝑡 ×
𝑀𝑖𝑛𝑡𝑒𝑟𝑛𝑒
𝑉𝑖𝑛𝑡𝑒𝑟𝑛𝑒
 [13] 
Où : 
- 𝐹𝑠𝑜𝑟𝑡𝑎𝑛𝑡  Flux de l’espèce exportée à l’aval (mg.s
-1) 
- 𝑄𝑠𝑜𝑟𝑡𝑎𝑛𝑡 Débit sortant de la section de rivière (m
3.s-1) 
- 𝑀𝑖𝑛𝑡𝑒𝑟𝑛𝑒 Masse de l’élément dans la section de rivière (mg) 
- 𝑉𝑖𝑛𝑡𝑒𝑟𝑛𝑒 Volume d’eau dans la section de rivière (m
3) 
L’équation [13] est appliquée à chaque section de rivière et un élément en suspension donné ne peut 
que descendre la rivière puisqu’aucune contribution n’est envoyée à l’amont. Cette équation permet 
une représentation très simplifiée des transports de matière en rivière et la dispersion. Il s’agit donc 
d’un modèle de réservoirs en série où chaque segment de rivière correspond à un réservoir. 
L’inconvénient d’une telle approche est que la dispersion est dès lors contrôlée par le nombre de 
segments de rivière du modèle (une rivière composée d’un seul réservoir aura une réponse très 
différente d’une rivière composée de dizaines de segments). Cet inconvénient signifie qu’il peut être 
très difficile de modéliser la dispersion observée lors d’un test au traceur, par exemple. 
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Transport par advection – dispersion 
L’équation d’advection – dispersion offre une solution stable du transport des éléments en suspension 
et une dispersion modélisée explicitement. L’équation [14] représente la variation de la concentration 
d’un élément en solution dans le temps et en tout point de la rivière (en une dimension). 
 𝜕𝐶
𝜕𝑡
= −
𝑄
𝐴
𝜕𝑄
𝜕𝑥
+
1
𝐴
𝜕
𝜕𝑥
〈𝐴𝐷
𝜕𝐶
𝜕𝑥
〉 [14] 
Où : 
- 𝐶  Concentration de l’espèce en suspension (mg.l-1) 
- 𝑡  Temps (s) 
- 𝑥 Abscisse curviligne (m) 
- 𝑄  Débit (m3.s-1) 
- 𝐴  Aire de la section de la rivière (m2) 
- 𝐷  Paramètre de dispersion (m.s-2) 
L’équation [14] permet de séparer les termes d’advection et de dispersion comme suit : 
- −
𝑄
𝐴
𝜕𝑄
𝜕𝑥
   Terme d’advection 
- 
1
𝐴
𝜕
𝜕𝑥
〈𝐴𝐷
𝜕𝐶
𝜕𝑥
〉  Terme de dispersion  
Le paramètre 𝐷  est habituellement estimé à partir d’une injection de traceur dans la rivière. Le 
paramètre est ensuite calibré pour que la simulation représente au mieux les observations. Cependant, 
cette approche suppose que le traceur se déplace à la vitesse du courant (terme 
𝑄
𝐴
 de l’advection). Une 
telle hypothèse peut être valide dans une rivière idéale ou dans une canalisation de section constante 
sans sédiment de fond. Dans les autres cas, une certaine quantité de traceur pourra être stockée 
temporairement dans le sédiment ou la zone hyporhéique ou encore dans une zone soumise à des 
écoulements préférentiels. Le traceur se déplace donc habituellement à une vitesse inférieure à la 
vitesse de l’eau. 
Transport et stockage transitoire 
Plusieurs tentatives ont été faites pour décrire mathématiquement le retard du traceur sur le courant. 
Parmi celles-ci, le modèle One dimensional Transport and Inflow Storage (OTIS) (Bencala and Walters, 
1983; Runkel and Broshears, 1991; Runkel et al., 1999) offre une solution conceptuelle. Chaque 
segment de rivière est en contact avec un volume de stockage transitoire avec lequel il peut échanger 
un flux de soluté. Le modèle OTIS propose donc de remplacer l’équation [14] par les équations [15] et 
[16]. Une représentation conceptuelle est donnée à la Figure 3. 
 𝜕𝐶
𝜕𝑡
= −
𝑄
𝐴
𝜕𝑄
𝜕𝑥
+
1
𝐴
𝜕
𝜕𝑥
〈𝐴𝐷
𝜕𝐶
𝜕𝑥
〉 + 𝛼(𝐶𝑆 − 𝐶) [15] 
 𝑑𝐶𝑆
𝑑𝑡
= 𝛼
𝐴
𝐴𝑆
(𝐶 − 𝐶𝑆) [16] 
Où les nouvelles variables sont : 
- 𝛼  Taux d’échange entre la rivière et la zone de stockage transitoire (s-1) 
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- 𝐶𝑆 Concentration de l’espèce en suspension dans la zone de stockage transitoire (mg.l
-1) 
- 𝐴𝑠 Aire de la section de la zone de stockage transitoire (m
2) 
 
 
Figure 3 : Représentation schématique du modèle conceptuel OTIS. Un élément en suspension de concentration 𝑪  a 
comme condition limite aval 𝑪𝒊𝒏 et une condition limite amont 𝑪𝒐𝒖𝒕. Le stockage transitoire est modélisé par les échanges 
entre la rivière et la zone de stockage transitoire 𝑪𝑺. 
D’autres modèles proposent de représenter la réponse à un traceur par une distribution de temps de 
résidence exprimée par une loi de puissance (Haggerty et al., 2002), ou encore proposent différentes 
formulations pour l’équation [16] (Gooseff et al., 2003). Finalement, Deng et Jung (2009) proposent le 
modèle Variable Residence Time (VART) qui considère la rivière sur deux couches, soit la couche 
supérieure dominée par les processus d’advection et la couche inférieure dominée par les processus 
de diffusion.  
Ces modèles de stockage transitoire servent à décrire des variations dynamiques de concentration. En 
effet, en régime permanent, la concentration dans la zone de stockage tend vers la concentration dans 
la rivière. Les taux d’échange tendent alors vers zéro, désactivant de facto le processus de stockage 
transitoire. 
Modélisation de l’érosion – sédimentation en rivière 
Les MES sont transportées par les mêmes équations d’advection et dispersion que les espèces 
complètement dissoutes. Cependant, les flux verticaux peuvent être exprimés par différents modèles 
d’érosion et de sédimentation.  
L’utilisation de modèles tridimensionnels  permet théoriquement de décrire l’ensemble des forces 
s’appliquant à une particule : l’advection, la dispersion et la gravité (Cancino and Neves, 1999). Dans 
un modèle de rivière monodimensionnel, cependant, la dimension verticale est négligée. L’utilisation 
de modèle conceptuel est donc requise pour représenter les processus d’érosion et de sédimentation.  
Équations de Bagnold 
Bagnold (1977) propose de calculer la capacité de transport d’un segment de rivière par l’équation 
[17]. 
 
𝑀𝑀𝑎𝑥 = 𝑐1 × 𝑉𝑀𝑎𝑥
𝑐2  [17] 
Où  
- 𝑀𝑀𝑎𝑥  Capacité maximale de transport (ton.m
-3) 
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- 𝑐1, 𝑐2 Paramètres de l’équation 
- 𝑉𝑀𝑎𝑥 Vitesse maximale de la rivière (m.s
-1) 
Lorsque la capacité maximale est connue, si la concentration en rivière est supérieure à la capacité, il 
y a sédimentation [18]. À l’inverse, si la capacité n’est pas entièrement occupée, il y a érosion [19]. 
 
𝐶𝑠𝑒𝑑 = (𝐶𝑠𝑢𝑠𝑝𝑒𝑛𝑠𝑖𝑜𝑛 − 𝑀𝑀𝑎𝑥)𝑉𝑐ℎ [18] 
 
𝐶𝑒𝑟𝑜 = (𝑀𝑀𝑎𝑥 − 𝐶𝑠𝑢𝑠𝑝𝑒𝑛𝑠𝑖𝑜𝑛) × 𝑉𝑐ℎ × 𝐾𝐶𝐻 × 𝐶𝐶𝐻 [19] 
Où :  
- 𝐶𝑠𝑒𝑑 Taux de sédimentation (ton.jour
-1) 
- 𝐶𝑒𝑟𝑜 Taux d’érosion (ton.jour
-1) 
- 𝐶𝑠𝑢𝑠𝑝𝑒𝑛𝑠𝑖𝑜𝑛 Concentration en MES (ton.m
-3) 
- 𝑉𝑐ℎ Volume d’eau dans le segment de rivière (m
3) 
- 𝐾𝐶𝐻 Facteur d’érodabilité du chenal (adim) 
- 𝐶𝐶𝐻 Facteur de couverture du chenal (adim) 
Ces équations sont utilisées par le modèle SWAT qui a un pas de temps journalier (Neitsch et al., 2009). 
Leur avantage principal est leur simplicité. Cependant, elles ne donnent pas d’information sur le type 
de MES érodées et restent dominées par des paramètres empiriques. 
Équations de Partheniades 
Partheniades (1965) propose des équations d’érosion et sédimentation basées sur les propriétés 
physiques des MES modélisées. Ces équations sont à la base de nombreuses implémentations (Cancino 
and Neves, 1999; Rossi, 2004; Neitsch et al., 2009; Trancoso et al., 2009). Les équations décrites par 
Trancoso et al. (2009) expriment les flux de MES érodées et sédimentées par les équations [20] et [21]. 
Contrairement aux équations de Bagnold, les équations de Partheniades sont basées sur la contrainte 
de cisaillement appliquée au fond de la rivière. Cette contrainte de cisaillement constitue une 
estimation de la force (en newton) appliquée sur la surface du lit d’un segment de rivière (en mètres 
carré) par le déplacement de l’eau. Ses unités sont des N.m-2, ou des Pascals (Pa). Ainsi, si la contrainte 
de cisaillement est faible, les MES sont en mesure de sédimenter. À l’inverse, une contrainte de 
cisaillement élevée est synonyme d’érosion élevée. 
 𝜕𝑀𝑆
𝜕𝑡
= 𝐶𝑤𝑠 (1 −
𝜏
𝜏𝑆
) [20] 
 𝜕𝑀𝐸
𝜕𝑡
= 𝐸𝐶 (
𝜏
𝜏𝐸
− 1) [21] 
Où :  
- 
𝜕𝑀𝑆
𝜕𝑡
   Taux de sédimentation (kg.m-2.s-1) 
- 𝐶  Concentration en MES (kg.m-3) 
- 𝑤𝑠  Vitesse de chute (m.s
-1) 
- 𝜏  Contrainte de cisaillement calculée dans la rivière (Pa) 
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- 𝜏𝑆  Contrainte de cisaillement critique de sédimentation (Pa). La sédimentation survient 
si 𝜏 <  𝜏𝑆. 
- 
𝜕𝑀𝐸
𝜕𝑡
  Taux d’érosion (kg.m-2.s-1) 
- 𝐸  Constante d’érosion (kg.m-2.s-1) 
- 𝜏𝐸  Contrainte de cisaillement critique d’érosion (Pa). L’érosion survient si 𝜏 >  𝜏𝐸. 
À noter que si la contrainte de cisaillement est supérieure à la contrainte critique de sédimentation, 
mais inférieure à la contrainte critique d’érosion (𝜏𝑠𝑒𝑑 < 𝜏 < 𝜏𝑒𝑟𝑜), il n’y a ni sédimentation ni érosion 
dans le secteur. De plus, les équations de Partheniades sont également exprimées sous forme 
différentielle, ce qui les affranchit du pas de temps utilisé par le modèle.  
Le passage d’une crue peut déposer des sédiments plus facilement mobilisables au passage de la crue 
suivante. De même, le fond de rivière peut avoir des propriétés physiques différentes des berges. 
Certains modèles d’érosion permettent donc la coexistence de différents réservoirs de sédiments aux 
propriétés différentes. Dans le même esprit, la composition des MES observées en crue peut être très 
différente de celles observées en période d’étiage. L’utilisation de différentes classes de MES permet 
ainsi une meilleure représentativité temporelle des MES. Le modèle SWAT permet par exemple 
l’existence simultanée des classes de graviers, de sables, de limons et d’argiles. Ainsi, les crues de 
montagne peuvent dégager une énergie suffisante pour le transport de graviers, tandis que la rivière 
de plaine ne transporte plus que quelques limons et des argiles.  
Modélisation de la séparation des phases dissoutes et particulaires des ETMs 
Puisque le transport d’un ETM est conditionné par la forme, dissoute ou particulaire, sous laquelle se 
trouve cet ETM, de nombreux modèles permettent d’exprimer le coefficient de séparation Kd en 
fonction de divers paramètres empiriques ou physico-chimiques. Les approches empiriques incluent 
les modèles de Kd constant, les isothermes de Freundlich et de Langmuir. À l’inverse, les modèles 
d’échanges d’ion et de couche diffuse utilisent une approche mécanistique pour expliquer les ratios 
dissous – particulaires observés. 
Ratio dissous – particulaire fixe 
Le modèle le plus simple de séparation des phases dissoutes et particulaires utilise un seul paramètre : 
un ratio fixe de séparation. Ce modèle consiste à calculer les concentrations des phases dissoutes et 
particulaires telles que l’égalité de l’équation [22] est respectée. 
 
𝑅 =
𝐶𝑝𝑎𝑟𝑡
𝐶𝑑𝑖𝑠𝑠
 [22] 
Où : 
- 𝑅 Ratio de séparation 
- 𝐶𝑝𝑎𝑟𝑡 Concentration en ETM particulaire 
- 𝐶𝑑𝑖𝑠𝑠 Concentration en ETM dissous 
Les unités des termes de l’équation [22] sont volontairement omises. En effet, le Kd (en l.kg-1) peut 
être utilisé comme ratio auquel cas 𝐶𝑝𝑎𝑟𝑡 a des unités de mg.kg
-1 et 𝐶𝑑𝑖𝑠𝑠 a des unités de mg.l
-1. Cette 
approche est utilisée dans quelques études (Ji et al., 2002; Lindenschmidt et al., 2006). Le ratio peut 
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également être défini sans dimension si les deux fractions sont exprimées en mg.l-1. Cette approche 
est suggérée par Johansson et al. (2001).  
Dans des eaux aux paramètres physico-chimiques relativement constants dans le temps, les deux 
approches peuvent rendre des services similaires. Cependant, les conditions physico-chimiques des 
rivières sont très variables dans le temps. La concentration en MES dans la Garonne, par exemple, varie 
entre quelques mg.l-1  et plus de 800 mg.l-1 en fonction des conditions hydrologiques (Veyssy et al., 
1998). La Save, un petit affluent de la Garonne, peut voir les concentrations en MES dépasser les 2000 
mg.l-1 (Oeurng et al., 2010). Le choix des unités du ratio influencera donc significativement le 
comportement du modèle en conditions dynamiques.  
Isotherme de Freundlich 
Le modèle de Freundlich (1906) est l’un des premiers modèles empiriques de sorption – désorption à 
avoir été proposés. Il repose sur l’équation [23]. 
 
𝐾𝐹 =
𝐶𝑝𝑎𝑟𝑡
𝐶𝑑𝑖𝑠𝑠
1
𝑛
 [23] 
Où 𝐾𝐹  et 𝑛 sont des paramètres empiriques permettant de décrire l’adsorption. Contrairement au 
modèle de Kd constant, le modèle de Freundlich permet de simuler une saturation du milieu adsorbant 
à l’aide du paramètre 𝑛. Cependant, en milieu peu concentré, il est très peu flexible.  
Isotherme de Langmuir 
Le modèle de Langmuir est défini par l’équation [24]. 
 𝐶𝑝𝑎𝑟𝑡
𝐶𝑝𝑎𝑟𝑡𝑀𝑎𝑥
=
𝐾𝐿 × 𝐶𝑑𝑖𝑠𝑠
1 + 𝐾𝐿 × 𝐶𝑑𝑖𝑠𝑠
 [24] 
Où 𝐶𝑝𝑎𝑟𝑡𝑚𝑎𝑥 est la concentration en élément adsorbé à saturation et 𝐾𝐿 est la constante de Langmuir, 
qui dépend de l’élément adsorbé, de l’adsorbant et de la température. 
La principale nouveauté du modèle de Langmuir par rapport aux modèles à Kd constant et de 
Freundlich est la présence d’un niveau de saturation.  
Un élément trace métallique étant par définition présent à de très faibles concentrations dans le milieu 
naturel, sa saturation sera très rarement approchée, sauf en cas de contamination majeure. Loin de la 
saturation, les modèles de Freundlich et de Langmuir offrent peu d’avantage par rapport au modèle 
linéaire de Kd fixe. 
Foo et Hameed (2010) proposent un large éventail d’application des modèles de Freundlich et de 
Langmuir. 
Échange d’ions 
Le modèle d’adsorption par échange d’ion permet une compétition entre différents éléments présents 
en concentrations plus ou moins fortes. Tout comme le modèle de Langmuir, le modèle d’échange 
d’ions considère le nombre de sites d’adsorption comme étant fini. Cependant, dans le modèle 
d’échange d’ions, tous les sites sont occupés par un ion. Le modèle peut donc s’exprimer à l’aide des 
équations d’équilibre chimique [25] et [26]. 
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𝑆𝑂𝐻 + 𝑀𝑧+ ⇌ 𝑆𝑂𝑀𝑧−1 + 𝐻+ [25] 
 
𝐾𝑒𝑥 =
[𝑀𝑧+][𝑆𝑂𝐻]
[𝐻+][𝑆𝑂𝑀𝑧−1]
 [26] 
Où  
- 𝐻+ Ion hydrogène (proton)  
- 𝑀𝑧+ Ion métallique de charge 𝑧 
- 𝑆𝑂𝐻 Site d’adsorption occupé par un proton 
- 𝑆𝑂𝑀𝑧−1 Site d’adsorption occupé par un ion métallique 
- 𝐾𝑒𝑥 Constante d’équilibre d’échange entre l’ion métallique et l’ion 𝐻
+ 
Le modèle d’échange d’ion permet donc de voir varier le Kd d’un ETM en fonction de la qualité de l’eau 
puisque l’équation [25] doit être répétée pour chaque cation capable de se lier à un site d’adsorption. 
Ce modèle tient compte de l’influence du pH sur l’adsorption puisqu’une concentration accrue d’ions 
𝐻+ permet la désorption des ions métalliques. De même, un changement de salinité correspond à une 
augmentation marquée des ions majeurs tels que le sodium ou le calcium. Si ces derniers occupent 
une concentration accrue des sites d’adsorption, l’ion métallique se retrouve déplacé vers la solution.  
Le modèle d’adsorption par échange d’ion n’est pas conçu pour être utilisé seul. Sa base mécanistique 
en fait plutôt un processus intégré aux modèles de spéciation chimique globaux. Les nombreux 
paramètres requis pour le mettre en fonction, de même que la difficulté à résoudre les équations 
mathématiquement contribuent également à le confiner aux modèles chimiques complexes tels que 
WHAM (Tipping, 1994) ou MINTEQA (Allison et al., 1991). 
Modèle à couche diffuse 
Plusieurs modèles d’adsorption à couche diffuse ont été développés pour exprimer la capacité d’une 
surface chargée négativement de retenir des cations dans un faible volume à proximité de la surface, 
ladite couche. L’un des modèles les plus utilisés a été décrit par Dzombak et Morel (1990) et a inspiré 
de nombreux modèles tels que PHREEQC (Parkhurst and Appelo, 1999), MINTEQA (Allison et al., 1991) 
ou WHAM (Tipping, 1994). Parmi ses caractéristiques, le modèle à couche diffuse permet l’adsorption 
d’un ion principalement sur la base de sa charge. Ainsi, en solution peu concentrée en cation, les 
cations à charge élevée sont favorisés dans la couche diffuse, tandis qu’en solution concentrée en 
cation (solution saline, par exemple), les cations à faible charge sont priorisés. Par contre, le modèle à 
couche diffuse ne tient parfois compte que de la charge d’un ion et ne tient pas compte de la nature 
de l’ion. 
La notion de Capacité d’Échange Cationique utilise le concept de modèle à couche diffuse (Drever, 
1997). Le modèle MINTEQA (Allison et al., 1991) propose trois implémentations différentes de modèles 
à couche diffuse : modèle à capacitance constante, à couche diffuse et à triple couche. Le modèle 
PHREEQC implémente une version de modèle à couche diffuse adaptée des travaux de Dzombak et 
Morel. Le modèle WHAM utilise un modèle d’échange d’ions couplé à un modèle de couche diffuse de 
Dzombak et Morel simplifié. 
Modèles mécanistiques de spéciation chimique 
Les modèles d’échange d’ion et de couche diffuse présentent un haut niveau de complexité puisqu’ils 
requièrent une bonne connaissance de la composition chimique de l’eau (pH, température, ions 
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majeurs, ETMs). Le modèle mathématique correspondant requiert l’écriture d’une équation 
d’équilibre par ion et ces équations sont exprimées sous forme implicite2. De plus, des bases de 
données bien fournies sont nécessaires puisque chaque ion peut se voir attribuer de nombreux 
paramètres chimiques.  
Pour appréhender cette complexité, divers environnements de modélisations ont été développés en y 
intégrant les outils capables de générer automatiquement les équations, de même que les bases de 
données des paramètres et les outils mathématiques pour résoudre le modèle. Ces environnements 
de modélisation permettent également de calculer la spéciation chimique de toutes les espèces en 
présence. Parmi les environnements développés, WATEQ4F (Ball and Nordstrom, 2001) peut être vu 
comme l’ancêtre des modèles de spéciation chimique dans les eaux naturelles avec une première 
apparition en 1973 (Truesdell and Jones, 1973) sous le nom de WATEQ. PHREEQC (Parkhurst and 
Appelo, 1999) calcule la spéciation chimique des espèces en présence et se spécialise dans la 
géochimie et les transports hydrogéologiques. MINTEQA (Allison et al., 1991) est plus généraliste et 
permet de calculer la spéciation ainsi que l’adsorption de métaux avec l’un ou l’autre des modèles cités 
précédemment. WHAM (Tipping, 1994; Lofts and Tipping, 1998; Tipping et al., 2011), de son côté, se 
spécialise dans les eaux de surfaces riches en matière organique avec son modèle d’adsorption sur les 
matières humiques et fulviques en plus de l’adsorption sur les oxydes métalliques et sur les argiles.  
Tous ces modèles ont en commun de calculer l’équilibre chimique entre les différentes espèces 
chimiques en présence et n’offrent pas de solution dynamique. Les réactions chimiques doivent donc 
être considérées comme très rapides par rapport au système considéré puisque l’évolution temporelle 
des concentrations des différents ions n’est pas calculée. Seul PHREEQC permet de calculer un 
écoulement hydrogéologique laminaire pour estimer des gradients de concentration.  
Modèles globaux de transport des ETMs 
Différentes tentatives ont été réalisées de coupler quelques-uns des modèles présentés 
précédemment pour réaliser un modèle de transport d’ETMs à l’échelle d’une rivière ou d’un bassin 
versant. La section qui suit décrit quelques options disponibles.  
Soil and Water Assessment Tool 
Le modèle Soil and Water Assessment Tool (SWAT) (Neitsch et al., 2009) propose un modèle de bassin 
versant semi-distribué et des écoulements en rivière simulés à un pas de temps journalier par 
l’équation de Manning. Son module de transport de métaux, par contre, se limite au modèle de bilan 
de masse des ETMs totaux, sans égard à la forme sous laquelle ils existent, sur chaque section de 
rivière.  
One-dimensional transport with equilibrium chemistry 
Le modèle OTEQ (One-dimensional transport with equilibrium chemistry) (Runkel, 2009), quant à lui, 
permet de simuler le transport d’éléments dissous en rivière à l’aide du modèle de transport et de 
stockage transitoire OTIS. Ce modèle permet une description des échanges entre la rivière et la zone 
                                                          
2 Un système d’équation sous forme implicite implique l’écriture des équations sous la forme 0 = 𝑓(𝑥, 𝑦, 𝑧, … ). 
Le même système sous forme explicite est donné par 𝑥 = 𝑓(𝑦, 𝑧, … ) . Résoudre un système d’équations 
implicites revient donc à rechercher les valeurs de 𝑥, 𝑦, 𝑧, … telles que la fonction est nulle et nécessite des 
techniques numériques avancées comme la méthode de Newton-Raphson. 
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hyporhéique et utilise le modèle de spéciation chimique MINTEQA (Allison et al., 1991) pour séparer 
les ETMs entre leur phase dissoute et particulaire. 
WASP 
Le modèle WASP (Water Quality Simulation Program) (Ambrose et al., 1993) a été développé pour 
modéliser les écoulements et la qualité de l’eau en rivière. Les équations de St-Venant en 1D ou 2D 
modélisent les écoulements tandis que le module TOXI permet de modéliser le transport de métaux 
par advection et dispersion ainsi que la toxicité associée pour l’écosystème. Les processus de sorption 
– désorption sont décrits par un modèle de Kd fixe. 
MOHID River Network 
Le modèle MOHID River Network (MRN) (Trancoso et al., 2009) permet la simulation des écoulements 
en rivière par les équations de St-Venant 1D ainsi que le transport d’un nombre arbitraire de composés 
tels que les ETMs par advection et dispersion. Le modèle d’adsorption – désorption utilise un ratio 
dissous – particulaire fixe, où les deux phases sont exprimées en mg.l-1. Il ne s’agit donc pas d’un 
modèle à Kd fixe conventionnel. 
Soil and Cesium Transport Model 
Le Soil and Cesium Transport Model (SACT) (Yamaguchi et al., 2014) a été développé pour faire un suivi 
des retombées de l’accident nucléaire de Fukushima-Daiishi à l’échelle du bassin versant. Il intègre des 
équations empiriques simples mais éprouvées pour calculer les flux annuels de césium-137 sur le 
bassin versant et en rivière. 
Conclusions sur les choix de modélisation 
Les modèles des quatre processus décrits (hydraulique, transport des éléments en suspension, érosion 
– sédimentation et adsorption – désorption) proposent des niveaux de complexité différents, allant de 
relations empiriques très simples à mettre en œuvre à des modèles mécanistiques requérant une 
architecture logicielle complexe. L’exemple le plus frappant concerne les équations de St-Venant 
complètes en une dimension. Ces deux équations ([11] et [12]) sont mathématiquement simples, mais 
numériquement complexes à résoudre. Ainsi, le développement d’un modèle de rivière spécialisé dans 
le transport des ETMs devrait s’appuyer sur un modèle hydraulique préexistant. Le choix final pourra 
ensuite être influencé par la présence ou l’absence d’implémentation des processus suivants 
(transport, érosion – sédimentation, adsorption – désorption) pour minimiser le code informatique à 
écrire. 
1.3 Verrous scientifiques 
La modélisation des ETMs en rivière est une problématique peu explorée à ce jour. De plus, les 
quelques études à s’y être intéressées ont porté sur des conditions hydrologiques stables. Une 
première question est donc de savoir comment se comporte un modèle de transport des ETMs soumis 
à des conditions hydrologiques et morphologiques contrastées. 
De plus, il est reconnu que les conditions hydrologiques ont une influence sur les processus de sorption 
– désorption. Est-il possible de représenter l’évolution de la concentration en ETMs dans une rivière à 
l’aide d’un modèle de sorption – désorption simple? Ou est-il nécessaire d’inclure un modèle de 
sorption – désorption complexe? 
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Enfin, quatre processus ont été impliqués dans le modèle de transport des ETMs : Hydraulique, 
transport des éléments dissous et particulaires en suspension, érosion et sédimentation, équilibre de 
sorption – désorption. Quels sont les processus ayant le plus d’importance sur le transport des ETMs? 
Et plus finement, quels sont les paramètres et variables d’entrée démontrant l’influence maximale en 
conditions hydrologiques et hydromorphologiques contrastées? 
Comment, finalement, formaliser la dynamique de transport des ETMs en rivière à large échelle avec 
un minimum de paramètres et de variables d’entrée? 
1.4 Objectifs de la thèse 
L’objectif principal de cette thèse est le développement d’approches de modélisation permettant de 
décrire et prédire le transport des ETMs en rivière sous différentes conditions hydrologiques, 
hydromorphologiques et physico-chimiques.  
Les grandes familles de processus étudiées sont l’hydrologie, l’hydromorphologie et les variations 
physico-chimiques auxquelles est soumise la rivière. L’approche de modélisation employée a 
également pour objectif d’identifier les processus dominants et leurs paramètres clés permettant de 
décrire le transport des ETMs et de permettre un changement d’échelle.  
Les approches de modélisation sont appliquées au cas d’étude du fleuve Garonne sur un tronçon de 
87 kilomètres commençant à l’amont de la ville de Toulouse et se terminant au barrage de Malause 
pour évaluer sa capacité à représenter et à expliquer les observations. Ce site présente une hydrologie 
et hydromorphologie contrastée et est globalement sujet à une contamination polymétallique 
moyenne.  
Finalement, les connaissances tirées des simulations réalisées pourront permettre le développement 
de modèles de sorption – désorption simplifiés adaptés aux processus ayant cours en rivière à grande 
échelle. Ces résultats pourront d’autre part  orienter la prise de mesure sur le terrain. 
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2 Méthodologie globale 
Ce chapitre décrit les choix de modélisation employés pour chaque processus modélisé. Les modèles 
couplés sont détaillés, ainsi que les techniques de couplage mises en place. L’analyse de sensibilité 
utilisée dans ces travaux y est également présentée, ainsi que les outils numériques développés pour 
réaliser tous les calculs. Finalement, le cas d’étude utilisé tout au long de ces travaux, le fleuve Garonne 
dans son cours moyen, est décrit. 
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Ce chapitre détaille les modèles mathématiques utilisés pour décrire le comportement des éléments 
traces métalliques (ETMs) en rivière ainsi que les outils numériques utilisés et développés. Quatre 
processus physiques et chimiques identifiés comme étant dominant dans le transport des ETMs ont 
été représentés à l’aide de modèles mathématiques existants. Ces quatre processus sont :  
- Le transport de l’eau 
- Le transport des éléments dissous et particulaires  
- L’érosion et la sédimentation des matières en suspension  
- L’équilibre chimique des ETMs entre les phases dissoutes et particulaires. 
Chaque processus a ensuite été modélisé à l’aide de modèles mathématiques distincts (voir le schéma 
conceptuel de la Figure 4). L’environnement de modélisation MOHID a été choisi pour modéliser les 
processus de base (hydraulique, advection – dispersion et érosion – sédimentation, voir section 2.1). 
À cet environnement, nous avons ajouté le modèle de stockage transitoire OTIS (section 2.2). Enfin, le 
modèle de spéciation chimique WHAM (section 2.3) a été couplé à MOHID pour calculer le processus 
d’adsorption – désorption (section 2.4). 
 
Figure 4 : Schéma conceptuel du modèle de transport des ETMs centré sur un segment de rivière. Le modèle 
hydrodynamique inclut l’hydraulique (transport des masses d’eau) et le transport des éléments en suspension (dissous et 
particulaire) par advection – dispersion. Il intègre la dimension spatiale du modèle puisque chaque segment dépend des 
segments amont et aval (modèle 1D). Les modèles de stockage transitoire, d’érosion – sédimentation et d’adsorption sont 
des modèles 0D : ils ne dépendent que de l’état du segment auquel ils sont appliqués. 
Le modèle de rivière appliqué au cas d’étude est ensuite détaillé à la section 2.5. 
Compte-tenu de la rareté des mesures de concentrations en ETMs en rivière, des procédures 
particulières de calibration et validation du modèle ont dû être mises en place. Les méthodes 
numériques utilisées sont décrites à la section 2.6. 
Le potentiel du modèle développé a été exploré à l’aide d’une analyse de sensibilité capable 
d’identifier non seulement les processus dominants du transport des ETMs, mais également les 
facteurs (paramètres de modèle ou variables d’entrées) auxquels le transport des ETMs est le plus 
sensible. La section 2.7 décrit la méthode d’analyse de sensibilité utilisée, les techniques statistiques 
employées ainsi que la logistique informatique déployée. 
Rivière 
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Finalement, le modèle développé a été appliqué à la Garonne sur un secteur de 87 km en aval de la 
ville de Toulouse. Ce cas d’étude a permis de mettre en évidence les processus dominants dans le 
transport et le devenir des ETMs. La section 2.8 décrit le secteur étudié. Certaines données 
indispensables au modèle ne sont pas mesurées en continu sur le secteur. Des hypothèses de 
modélisation ont donc été posées pour estimer leur valeur et sont décrites en détail. Ces hypothèses 
devront être justifiées par les résultats de simulation. 
2.1 MOHID River Network – Modèle original 
Le modèle MOHID River Network (MRN) fait partie de l’environnement « MOHID Water Modelling 
System », développé par MARETEC (Marine and Environmental Technology Research Center) à 
l’Instituto Superior Técnico de l’Université Technique de Lisbonne, Portugal3. Le modèle MRN est décrit 
en détail dans l’article de Trancoso et al. (2009) et a été utilisé avec succès sur de nombreux cas d’étude 
(Braunschweig et al., 2005; Chambel-Leitão et al., 2006; Trancoso et al., 2006; Jauch et al., 2013). Il 
permet la modélisation des écoulements en rivière selon un modèle 1-D, du transport des éléments 
dissous et particulaires par advection et dispersion, de l’érosion et la sédimentation en rivière des 
éléments particulaires. De plus, sa structure modulaire permet l’ajout de modules représentant des 
puits  et sources de matière. 
2.1.1 Modèle hydrodynamique 
Le modèle hydrodynamique se compose des équations hydrauliques de St-Venant de même que des 
équations d’advection – dispersion permettant le transport des éléments en suspension. 
Modèle hydraulique 
Le modèle hydraulique utilisé par MRN est intégré au module « Drainage Network » et se base sur les 
équations de St-Venant en une dimension. Les équations de St-Venant sont des équations 
d’écoulement spatial et temporel basées sur les équations de Navier-Stockes, mais simplifiées pour 
être appliquées au cas des écoulements à surface libre et peu profonds. Il s’agit donc d’équations 
adaptées spécifiquement aux écoulements en rivière. Leur forme complète en une dimension est 
donnée par les équations [27] à [29].  
 
1
𝐴
𝜕𝑄
𝜕𝑡
+
1
𝐴
𝜕
𝜕𝑥
(
𝑄2
𝐴
) + 𝑔
𝜕𝑦
𝜕𝑥
− 𝑔(𝑆𝑂 − 𝑆𝑓) = 0 [27] 
 𝜕𝑄
𝜕𝑥
+
𝜕𝐴
𝜕𝑡
= 0 [28] 
 
𝑆𝑓 =
𝑛2
𝑅ℎ
4
3
𝑄|𝑄|
𝐴2
 [29] 
Où : 
- 𝑄  Débit (m3.s-1) 
- 𝑡  Temps (s) 
- 𝑥  Position sur la rivière (m) 
- 𝐴  Aire transversale de la rivière (m2) 
                                                          
3 www.mohid.com  
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- ℎ  Hauteur d’eau (m) 
- 𝑆𝑂  Pente du lit de la rivière telle que 𝑆𝑂 = −
𝑑𝑧
𝑑𝑥
 (m.m-1) 
- 𝑆𝑓  Terme de frottement (adimensionnel) 
- 𝑅ℎ Rayon hydraulique de la rivière, tel que 𝑅ℎ =
𝐴
𝑃𝑤
 (m) 
- 𝑃𝑤 Périmètre mouillé de la rivière (m) 
- 𝑛  Paramètre de Manning (s.m-1/3) 
- 𝑔  Gravité (m2.s-1) 
Ainsi, les équations de St-Venant sont contrôlées par les variables d’entrée 𝑆0 et 𝑔 de même que par 
le paramètre de Manning 𝑛. Les conditions aux limites du modèle sont le débit ou la hauteur d’eau à 
l’amont et la hauteur d’eau à l’aval. 
Le modèle MRN permet l’utilisation des trois équations de St-Venant (onde cinématique, diffusive et 
onde dynamique, décrites à la section 1.2.2) en fonction des besoins. Cependant, puisque 
d’importantes variations de débit doivent être représentées de manière adéquate, seule la forme 
complète des équations de St-Venant, l’onde dynamique, a été utilisée. 
Les équations de St-Venant sont résolues par une méthode de volumes finis, permettant de garantir 
la conservation de la masse dans la rivière. Une méthode de calcul semi-implicite est ensuite utilisée 
pour résoudre l’équation de quantité de mouvement [27]. Cette méthode résout explicitement les 
termes d’advection, de pression et de gravité et résout semi-implicitement le terme de friction. Selon 
Trancoso et al. (2009), cette méthode offre un compromis optimal entre la précision de la résolution 
et les temps de calcul nécessaires à la résolution d’un système d’équations implicites. Le pas de temps 
du modèle peut être fixé par l’utilisateur, au risque d’observer une instabilité numérique, ou être 
déterminé en fonction du nombre de Courant. 
Modèle de transport (Advection – dispersion) 
Le transport des éléments dissous et particulaires est calculé par le MRN selon l’équation d’advection 
et dispersion [30]. 
 𝜕𝐶
𝜕𝑡
= −
𝑄
𝐴
𝜕𝐶
𝜕𝑥
+
1
𝐴
𝜕
𝜕𝑥
[𝐴𝐷
𝜕𝐷
𝜕𝑥
] [30] 
Où : 
- 𝑄 Débit (m3.s-1) 
- 𝐴  Aire transversale de la rivière (m2) 
- 𝐶 Concentration de l’élément en suspension (mg.l-1) 
- 𝑡  Temps (s) 
- 𝑥  Distance (m) 
- 𝐷 Coefficient de dispersion (m2.s-1) 
Le premier terme de l’équation de droite (−
𝑄
𝐴
𝜕𝐶
𝜕𝑥
) correspond à l’advection, soit la capacité du soluté 
à se déplacer avec le courant, le ratio 
𝑄
𝐴
 étant la vitesse moyenne de l’eau en m.s-1. Le deuxième terme 
(
1
𝐴
𝜕
𝜕𝑥
[𝐴𝐷
𝜕𝐷
𝜕𝑥
])  est la dispersion, ou encore la capacité du soluté à se disperser dans la rivière. 
L’équation d’advection – dispersion comporte un seul paramètre, le coefficient de dispersion 𝐷. Ce 
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dernier est normalement calibré en comparant le modèle à des tests de traceur sur la rivière 
considérée.  
2.1.2 Modèle d’érosion – sédimentation 
Le modèle d’érosion utilisé est basé sur les équations de Partheniades (1965). Ces dernières se veulent 
des équations mécanistiques basées sur des processus physiques. La variable dominante des équations 
de Partheniades est la contrainte de cisaillement au lit de la rivière. Si cette contrainte est sous un taux 
de cisaillement critique de sédimentation, la sédimentation peut survenir à l’aide de l’équation [31]. 
 𝜕𝑀𝑆
𝜕𝑡
= 𝐶𝑤𝑠 (1 −
𝜏
𝜏𝑆
) [31]  
Où : 
- 
𝜕𝑀𝑆
𝜕𝑡
   Taux de sédimentation (kg.m-2.s-1) 
- 𝐶  Concentration en MES (kg.m-3) 
- 𝑤𝑠  Vitesse de chute (m.s
-1) 
- 𝜏  Contrainte de cisaillement calculée dans la rivière (voir équation [34]) (Pa) 
- 𝜏𝑆  Contrainte de cisaillement critique de sédimentation (Pa). La sédimentation ne peut 
survenir que si 𝜏 <  𝜏𝑆. 
Lorsque les contraintes sont trop fortes, le sédiment de fond peut être érodé. Comme pour la 
sédimentation, une contrainte de cisaillement critique détermine le seuil à partir duquel l’érosion 
commence. L’équation [32] permet de décrire l’érosion. 
 𝜕𝑀𝐸
𝜕𝑡
= 𝐸𝐶 (
𝜏
𝜏𝐸
− 1) [32]  
Où : 
- 
𝜕𝑀𝐸
𝜕𝑡
  Taux d’érosion (kg.m-2.s-1) 
- 𝐸  Constante d’érosion (kg.m-2.s-1) 
- 𝜏𝐸  Contrainte de cisaillement critique d’érosion (Pa). L’érosion ne peut survenir que si 
𝜏 >  𝜏𝐸. 
Les équations [31] et [32] sont implémentées dans MOHID (Trancoso et al., 2009). Elles comportent 
quatre paramètres qui doivent être calibrés à partir de données de MES sur la rivière considérée : 𝜏𝐸 ,
𝜏𝑆, 𝐸,  𝑤𝑆.  
La vitesse de chute peut être estimée à l’aide de la loi de Stokes. Cette dernière permet en effet de 
prédire le comportement d’une sphère de rayon donné soumise à une accélération dans un fluide 
visqueux par l’équation [33] : 
 
𝑣 =
2𝑟2𝑔(ρp − ρf)
9η
 [33]  
Où  
- 𝑟  Rayon de la sphère ou particule (m) 
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- 𝑔  Accélération (m.s-1) 
- 𝜌𝑝  Densité de la particule (kg.m
-3) 
- 𝜌𝑓  Densité du fluide (kg.m
-3) 
- 𝜂  Viscosité dynamique du fluide (kg.m-1.s-1) 
La loi de Stokes permet donc d’estimer la vitesse de sédimentation de MES, si leur taille moyenne et 
leur densité est connue. À l’inverse, si seule leur vitesse de chute est connue (par exemple, à l’aide 
d’une calibration numérique), il est possible d’estimer les propriétés physiques des MES en présence. 
Le modèle de Partheniades permet, outre la modélisation des MES, de décrire l’importance de la 
morphologie de la rivière. En effet, la contrainte de cisaillement est calculée par l’équation [34]. 
 
𝜏 = 𝜌𝑔
𝑛2𝑣2
𝑅ℎ
1
3
 [34]  
Où  
- 𝜏  Contrainte de cisaillement 
- 𝜌  Densité de l’eau (m3.s-1) 
- 𝑔  Constante de gravité (m2.s-1) 
- 𝑣  Vitesse moyenne de l’écoulement (m.s-1) 
- 𝑛  Paramètre de Manning (sans dimension) 
- 𝑅ℎ  Rayon hydraulique (m) 
La vitesse d’écoulement et le rayon hydraulique sont calculés par l’équation de St-Venant. Les variables 
d’entré 𝜌 et 𝑔 sont connues avec une grande précision et le paramètre 𝑛 est le même que celui utilisé 
par les équations de St-Venant. 
La contrainte de cisaillement augmente proportionnellement au carré de la vitesse d’écoulement et 
inversement à la racine cubique du rayon hydraulique. Dans une rivière à débit constant, si l’aire de la 
section de la rivière augmente, la vitesse d’écoulement diminue puisque 𝑄 = 𝑣 × 𝐴. Ainsi, les sections 
de rivière larges et profondes à vitesse d’écoulement lentes présentent de très faibles contraintes de 
cisaillement favorables à la sédimentation. À l’inverse, les sections de rivière étroites, peu profondes 
et dont la vitesse d’écoulement est rapide présentent des contraintes de cisaillement importantes très 
favorables à l’érosion. 
Les paramètres du modèle de Partheniades décrivent un type de MES spécifique. Or, en pratique, la 
composition des MES, leur taille moyenne et leur densité variera en fonction de leur provenance. Ainsi, 
un biofilm détaché du lit de la rivière ayant une taille importante mais une densité très proche de celle 
de l’eau peut présenter une vitesse de chute presque nulle. À l’inverse, des particules issues de sols 
érodés du bassin versant suite à un orage se déplacent dans la rivière tant que l’énergie (représentée 
par la contrainte de cisaillement) de celle-ci sera suffisamment élevée. Dès qu’elles rencontrent une 
zone plus tranquille, leur densité et leur taille les entraînent par le fond. Des modèles comme SWAT 
(Neitsch et al., 2009) suggèrent l’utilisation de quatre classes de particules pour décrire l’érosion et la 
sédimentation en rivière : les graviers, les sables, les limons et les argiles. Cependant, puisque 
l’adsorption est un processus de surface, l’essentiel des échanges d’ETMs entre la phase dissoute et 
particulaire a lieu sur les MES fines, présentant de grande surfaces spécifiques (Drever, 1997). Ainsi, 
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les graviers et les sables, qui nécessitent des rivières très turbulentes pour être mis en mouvement, 
sont négligés. L’hétérogénéité des MES est représentée dans ces travaux à l’aide de deux classes de 
particules fines. La première classe représente les MES montrant des taux de sédimentation 
importants à l’échelle de la rivière et sera appelée dans le reste de ces travaux la classe des MES fines. 
La seconde représente les MES qui sédimenteront peu ou pas, garantissant une concentration 
minimale en MES en toute condition et sera appelée la classe des MES très fines. La calibration 
automatique des paramètres permettra d’estimer les caractéristiques physiques des MES décrites à 
l’aide de la loi de Stockes. 
2.1.3 Construction d’un modèle de rivière MOHID 
Un modèle de rivière construit sous MOHID requiert d’abord un réseau de drainage. Ce réseau décrit 
la discrétisation de la rivière (sa découpe en section). Chaque tronçon est défini par ses coordonnées 
géographiques, la géométrie de sa section transversale et son élévation.  
Le modèle invoque ensuite différents modules, en fonction des demandes de l’utilisateur. Ces modules 
sont décrits dans des fichiers textes contenant les paramètres du modèle. Dans le cadre d’un modèle 
simulant le transport des ETMs, trois modules sont invoqués :  
- Drainage Network : Module qui lit le réseau de drainage et qui résout les équations 
d’écoulement de St-Venant et d’advection – dispersion. Ce module calcule également le 
transport des éléments en suspension par les équations d’advection – dispersion.  
- Discharge : Permet de décharger ou retirer de l’eau ponctuellement dans la rivière. C’est ce 
module qui alimente l’amont de la rivière et qui peut injecter les apports des différents 
affluents. 
- ECOSORB : Ajoute le modèle de stockage transitoire à MOHID et permet de simuler l’équilibre 
entre les phases dissoutes et particulaires des ETMs à l’aide de l’un ou l’autre des modèles 
d’équilibre Kd fixe ou WHAM. 
MOHID permet le transport de différentes quantités. Celles-ci sont appelées « propriétés » dans 
l’environnement de MOHID. Pour simuler le transport des ETMs, les propriétés activées sont : 
- cohesive sediment : La première classe de MES  
- cohesive sediment fine : La seconde classe de MES  
- particulate metal : La fraction particulaire d’un métal générique associée à la première 
classe de MES 
- particulate metal fine : La fraction particulaire d’un métal générique associée à la 
seconde classe de MES 
- dissolved metal : La fraction dissoute d’un métal générique 
- temperature : La température de l’eau 
- pH : le pH de l’eau 
Ces propriétés sont utilisées par les trois modules et sont déplacées dans la rivière par les équations 
de transport. L’utilisation de deux classes de MES permet de représenter l’hétérogénéité des MES 
rencontrées en conditions hydrologiques contrastées. Leur signification physique dépend du site 
modélisé (voir section 2.1.2)  
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2.2 Modèle de transport OTIS 
En pratique, l’équation d’advection – dispersion est souvent insuffisante pour représenter 
correctement le transport d’un élément (dissous ou particulaire) donné puisque ce dernier ne se 
déplace pas à la même vitesse que le courant. Cette vitesse relative de l’élément en suspension 
inférieure à celle du courant peut s’expliquer par des zones mortes ou des échanges avec la zone 
hyporhéique retenant une certaine masse de l’élément et le relâchant plus tard. Ces zones de stockage 
sont reliées à la morphologie du cours d’eau étudié. 
Le modèle One-dimensional Transient Storage and Inflow (OTIS) (Bencala and Walters, 1983) a été 
développé pour tenir compte de cette hétérogénéité. Les équations complètes d’OTIS sont reproduites 
aux  équations [35] et [36]. 
 𝜕𝐶
𝜕𝑡
= −
𝑄
𝐴
𝜕𝐶
𝜕𝑥
+
1
𝐴
𝜕
𝜕𝑥
[𝐴𝐷
𝜕𝐷
𝜕𝑥
] +
𝑞𝐿𝐼𝑁
𝐴
(𝐶𝐿 − 𝐶) + 𝛼(𝐶𝑆 − 𝐶) [35] 
 𝑑𝐶𝑆
𝑑𝑡
= 𝛼
𝐴
𝐴𝑆
(𝐶 − 𝐶𝑆) [36] 
Où les variables sont : 
- 𝐶 Concentration de l’élément en suspension dans la rivière (mg.l-1) 
- 𝑡 Temps (s) 
- 𝑄 Débit de la rivière (m3.s-1) 
- 𝐴 Aire de la section transversale de la rivière (m2) 
- 𝑥 Position dans la rivière (m) 
- 𝐷 Coefficient de dispersion (m2.s-1) 
- 𝑞𝐿𝐼𝑁 Taux de débit latéral (m
3.s-1.m-1) 
- 𝐶𝐿  Concentration de l’élément en suspensions dans le débit latéral (mg.l
-1) 
- 𝛼 Coefficient d’échange avec la zone de stockage transitoire (s-1) 
- 𝐶𝑆 Concentration de l’élément en suspension dans la zone de stockage transitoire  
(mg.l-1) 
- 𝐴𝑆 Aire de la section transversale de la zone de stockage transitoire (m
2) 
Les paramètres nécessaires par le modèle OTIS sont 𝐷, 𝛼 et 𝐴𝑆. Le modèle OTIS a initialement été 
développé pour être utilisé sur de petits affluents de montagne à débit constant. Il requiert donc un 
débit constant à l’amont du secteur et peut voir son débit augmenter par des affluents ponctuels ou 
par un apport latéral provenant de la nappe.  
Le modèle OTIS est intéressant dans le développement d’un modèle de transport des ETMs pour sa 
capacité à tenir compte de l’hétérogénéité du lit de la rivière. Cependant, son incapacité à simuler des 
débits variables ne nous ont pas permis de l’utiliser seul. Sa fonctionnalité la plus intéressante, soit sa 
capacité à stocker temporairement un élément en suspension, est donc intégrée au modèle final à la 
section 2.4.1. 
2.3 Modèle WHAM 
Le modèle WHAM a été décrit dans de nombreuses publications (Tipping, 1994; Lofts and Tipping, 
1998; Tipping et al., 2011) et a été appliqué sur de nombreux cas d’études (Dwane and Tipping, 1998; 
Christensen et al., 1999; Cao et al., 2006; Almås et al., 2007; Shi et al., 2007; Gandois et al., 2010). 
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Cependant, le format restreint exigé par la publication dans des journaux ne permet pas une 
description détaillée des équations et de leur résolution. Cette section souhaite palier à cette lacune 
par une description théorique du modèle. Cette description permet également de poser les bases 
mathématiques qui serviront à coupler le modèle WHAM à MOHID à la section 2.4.3. 
Le modèle WHAM permet de calculer l’équilibre chimique entre toutes les espèces chimiques en 
présence, de même que les liaisons entre certains ions et des sites de liaison présents sur les MES. Le 
modèle WHAM n’est pas spatialisé. Il ne dépend donc que de l’état physico-chimique du segment de 
rivière dans lequel il est appliqué. Il n’est pas non-plus dynamique puisqu’il ne calcule aucune 
cinétique. Toutes les réactions chimiques sont donc considérées comme étant très rapides par rapport 
au modèle hydrodynamique. Elles sont donc considérées comme toujours à l’équilibre.  
La principale caractéristique de WHAM est de modéliser explicitement la matière organique colloïdale 
ou particulaire présente dans l’eau. Les MES doivent donc être décomposées en leur principales 
fractions physico-géochimiques  pour être considérées par WHAM. Ainsi, cinq fractions sont utilisées 
actuellement pour décrire les MES : les acides humiques et fulviques, les oxydes de fer et de 
manganèse de même que les argiles.  
Le modèle WHAM est construit en trois étapes successives :  
1- Calcul de l’équilibre chimique des ions en solution (section 2.3.3) 
2- Calcul des adsorptions des différents complexes aux sites d’échange des acides humiques et 
fulviques (section 2.3.4) et aux sites d’échange des oxydes métalliques (section 2.3.5) 
3- Calcul des ions présents dans la couche diffuse (sections 2.3.6 et 2.3.7). 
2.3.1 Définitions et convention d’écriture des réactions chimiques 
Définitions 
Quelques concepts sont fondamentaux à la description du modèle WHAM. Les définitions ci-dessous 
sont utilisées pour décrire ces concepts. 
Complexe : Combinaison chimique de deux espèces élémentaires ou complexes, ou plus. 
Constante d’équilibre : Constante 𝐾 décrivant l’équilibre d’une réaction chimique. Puisque les valeurs 
numériques des constantes d’équilibre peuvent prendre des valeurs très grandes et très petites, elles 
sont exprimées sous l’une des trois formes suivantes :  
- 𝐾  Valeur exacte de la constante 
- log10 𝐾 Valeur du logarithme en base 10 de la constante 
- 𝑝𝐾 = − log10 𝐾   Valeur de l’inverse du logarithme en base 10 de la constante. 
Constante d’équilibre intrinsèque : La constante d’équilibre intrinsèque 𝐾𝑖𝑛𝑡𝑟𝑖𝑛𝑠è𝑞𝑢𝑒 entre un ion et un 
site d’adsorption est la constante d’équilibre lorsque la charge de surface résiduelle de la phase 
d’adsorption est nulle. Lorsque la charge de surface n’est pas nulle, la constante d’équilibre doit être 
corrigée. Voir les sections 2.3.4 et 2.3.5 pour la forme exacte de la correction. 
Contre-ion : Ion introduit dans une phase pour contrebalancer une charge électrique de signe opposé. 
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Espèce élémentaire : Les ions constitués d’un atome (ex : H+, Na+, Ca2+, etc.), les ETMs (ex : Pb2+, Cu2+, 
U2+, etc.) de même que certains ions courants tels que l’ion carbonate CO32- ou le nitrate NO32-. Ces 
derniers ne sont ni formés ni dissociés par le modèle WHAM. 
Notation p : Une variable précédée de « p » est lue comme suit : 𝑝𝑉𝑎𝑟 = − log10(𝑉𝑎𝑟). Cette notation 
permet d’améliorer la lisibilité des très grands ou très petits nombres. Elle est utilisée pour exprimer 
l’activité de l’ion hydrogène ( 𝑝𝐻 ) ou encore les constantes d’équilibre de différentes réactions 
chimiques (𝑝𝐾). 
Site d’adsorption : Groupement fonctionnel sur lequel viennent se fixer les cations. La nomenclature 
utilisée est la même que dans les différentes publications. Un groupement 𝑅𝑖
− fait référence au modèle 
d’adsorption sur les acides humiques et fulviques et un groupement 𝑆𝑂𝐻 fait référence au modèle 
d’adsorption sur les oxydes métalliques. 
Variable d’entrée : Variable forçant le modèle.  
Variable d’état : L’ensemble des variables permettant de définir complètement l’état du modèle en un 
instant donné.  
Variable de sortie : Variable retournée par le modèle après exécution. Dans le cadre du couplage 
MOHID – WHAM, la seule variable de sortie de WHAM est le Kd.  
Convention d’écriture 
L’implémentation des équations en Fortran pour permettre le couplage de WHAM à MOHID requiert 
une convention de l’écriture des réactions chimiques. Tout d’abord, toutes les réactions sont 
exprimées en fonction des espèces élémentaires. La concentration en ion de chaque espèce 
élémentaire constitue une variable d’état du système puisque le système chimique est entièrement 
déterminé lorsque leur concentration est connue.  
La convention utilisée est donc de noter tous les équilibres chimiques sous la forme suivante : 
 𝑎𝑝𝑟𝑜𝑑𝑢𝑖𝑡
Π(𝑎𝑟é𝑎𝑐𝑡𝑖𝑓𝑖
𝑠𝑡œ𝑐ℎ𝑖𝑜𝑚é𝑡𝑟𝑖𝑒𝑖)
= 𝐾 [37]  
Où : 
- 𝑎𝑝𝑟𝑜𝑑𝑢𝑖𝑡  Activité du produit 
- 𝑎𝑟é𝑎𝑐𝑡𝑖𝑓𝑖   Activité du réactif 𝑖 de la réaction 
- 𝑠𝑡œ𝑐ℎ𝑖𝑜𝑚é𝑡𝑟𝑖𝑒𝑖  Stœchiométrie du réactif 𝑖 
- 𝐾  Constante d’équilibre de la réaction 
Ainsi, une équation chimique implique un seul produit et la constante d’équilibre est égale à l’activité 
du produit divisée par le produit des activités des espèces élémentaires à la puissance de leur 
stœchiométrie. L’équation [38] permet de calculer l’activité du produit. 
 
𝑎𝑝𝑟𝑜𝑑𝑢𝑖𝑡 = 𝐾 × Π(𝑎𝑟é𝑎𝑐𝑡𝑖𝑓𝑖
𝑠𝑡œ𝑐ℎ𝑖𝑜𝑚é𝑡𝑟𝑖𝑒𝑖) [38]  
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2.3.2 Force ionique et activité d’un ion 
La force ionique et l’activité d’un ion sont deux concepts fondamentaux au modèle WHAM. Ils sont 
décrits brièvement à titre de rappel. On se réfèrera à un ouvrage de géochimie des eaux de surface 
pour une explication plus complète tel que Drever (1997). 
Calcul de la force ionique 
La force ionique d’une solution est une mesure de la concentration des ions en présence dans la 
solution. Elle est calculée par l’équation [39]. 
 
𝐼𝑆 =
1
2
∑ 𝑐𝑖𝑧𝑖
2
𝑛
𝑖=1
 [39] 
Où : 
- 𝐼𝑆  Force ionique (mol.l-1) 
- 𝑐𝑖  Concentration de l’ion 𝑖 (mol.l
-1) 
- 𝑧𝑖   Charge de l’ion 𝑖 
La force ionique peut être calculée lorsque la concentration de toutes les espèces en solution est 
connue. Cependant, la concentration des espèces en solution dépend de leur activité (voir section 0), 
qui dépend à son tour de la force ionique. Le calcul du modèle chimique ne peut donc pas être résolu 
par des équations explicites, mais requiert la solution de l’équation implicite [40]. 
 
0 = 𝐼𝑆 −
1
2
∑ 𝑐𝑖𝑧𝑖
2
𝑛
𝑖=1
 [40]  
La solution initialement utilisée par le modèle WHAM était : 
1. Estimer la force ionique,  
2. Calculer les concentrations des ions sur la base de cette estimation 
3. Calculer une nouvelle estimation de la force ionique par l’équation [40] 
4. Retourner à l’étape 2 jusqu’à ce que la nouvelle estimation soit égale à l’estimation en cours. 
Cette méthode est robuste, mais lente, puisqu’à chaque itération, l’approximation de la force ionique 
est légèrement meilleure. Puisque l’état du modèle dépend de la force ionique, cette dernière est une 
variable d’état du modèle. Ce faisant, la résolution de l’équation [40] pourra être réalisée par des 
algorithmes externes performants. 
Calcul de l’activité d’un ion 
L’activité d’un ion est une mesure de sa « concentration effective », c’est-à-dire la concentration de 
l’ion capable d’interagir pour atteindre l’équilibre chimique. Différents modèles permettent d’estimer 
l’activité d’un ion et le modèle WHAM utilise le modèle de Debye-Hückel étendu (voir Drever  (1997) 
pour une explication approfondie de la notion d’activité et du modèle de Debye-Hückel étendu). Ce 
modèle calcule un coefficient d’activité 𝛾 dont la valeur dépend de la charge de l’ion. Le coefficient 
d’activité est égal à 1 si la force ionique est nulle et diminue vers 0 avec la croissance de la force ionique. 
L’activité d’un ion est le produit de la concentration de l’ion par le coefficient d’activité associé à la 
charge de l’ion. 
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Plusieurs implémentations du modèle de Debye-Hückel étendu existent. WHAM utilise les équations 
[41] à [43] (Tipping, 1994). 
 
𝐴 = 0,27 + (0,0008 ∗ 𝑇) 
𝐵 = 0,33 
[41]  
 
log10 𝛾|𝑧| =
|𝑧|2 × (−𝐴 × √𝐼𝑆)
1 + 3|𝑧| × (𝐵 × √𝐼𝑆)
 [42]  
 
𝑎𝑋
𝑧 = 𝛾|𝑧|[𝑋
𝑧] [43]  
Les différents paramètres et constantes sont: 
- [𝑋𝑧] Concentration de l’ion 𝑋 (mol.l-1) 
- |𝑧| Valeur absolue de la charge de l’ion 𝑋 
- 𝛾|𝑧|  Coefficient d’activité de l’ion de charge 𝑧 
- 𝐼𝑆  Force ionique 
- 𝑇  Température en degré kelvin 
- 𝑎𝑋
𝑧   Activité de l’ion 𝑋. 
Les termes 𝐴 et 𝐵 sont estimés à partir des constantes physiques telles que la permittivité diélectrique, 
la constante des gaz parfaits et le nombre d’Avogadro.  
2.3.3 Équilibre chimique 
Le calcul des équilibres chimiques se fait en considérant toutes les réactions possibles (donc présentes 
dans les bases de données) entre les ions et molécules présents. L’équilibre entre les carbonates et le 
calcium ionique fournit un bon exemple, ne serait-ce que par la très grande importance des carbonates 
dans les eaux de surface. Ainsi, dans une solution en présence des espèces élémentaires Ca2+, H+ et 
CO32-, les espèces présentes à l’équilibre sont : Ca2+, H+, CO32-, CaCO3, CaHCO3, CaOH+, HCO3-, H2CO3 et 
OH-. Chacune de ces espèces peut s’exprimer en fonction des espèces élémentaires, de leur 
stœchiométrie et d’une constante d’équilibre 𝐾 sous la forme compacte proposée au Tableau 2. 
Tableau 2: Représentation schématique des réactions d’un modèle chimique  simple. La première colonne indique le 
produit d’une réaction, les colonnes 2 à 4 contiennent la stœchiométrie de la réaction et la cinquième colonne contient la 
constante d’équilibre de la réaction. 
produit 
Espèces élémentaires 
log10 𝐾 Ca2+ H+ CO32- 
Ca2+ 1 0 0 0 
H+ 0 1 0 0 
OH- 0 -1 0 -14,0 
CO32- 0 0 1 0 
CaCO3 1 0 1 3,0 
CaHCO3- 1 1 1 11,6 
CaOH+ 1 -1 0 -12,2 
HCO3- 0 1 1 10,2 
H2CO3 0 2 1 16,5 
Dans le Tableau 2, la première colonne indique le produit d’une réaction. Les deuxième, troisième et 
quatrième colonnes indiquent la stœchiométrie de la réaction en fonction des espèces élémentaires. 
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La dernière colonne contient la constante d’équilibre intrinsèque de la réaction (exprimée sous forme 
de logarithme en base 10 pour une meilleure lisibilité). Chaque ligne fait référence à une réaction 
d’équilibre avec toute l’information nécessaire pour reconstruire l’équation d’équilibre. Par exemple, 
l’équation 44 représente la cinquième ligne du tableau. 
 
𝐶𝑎𝐶𝑂3 ⇌ 𝐶𝑎
2+ + 𝐶𝑂3
2− [44]  
Et l’équation d’équilibre associée (voir équation [37]) est l’équation [45] : 
 𝑎𝐶𝑎𝐶𝑂3
𝑎𝐶𝑎𝑎𝐶𝑂3
= 𝐾𝐶𝑎𝐶𝑂3 = 10
3 [45]  
Où 𝑎𝐶𝑎𝐶𝑂3, 𝑎𝐶𝑎 et 𝑎𝐶𝑂3sont les activités des différentes espèces et 𝐾𝐶𝑎𝐶𝑂3 est la constante d’équilibre 
de la réaction dont la valeur est 1000. 
Le système représenté par le Tableau 2 est résolu lorsque les bilans de masse sont bouclés. Puisque 
l’équilibre est calculé sur la base des activités, ces dernières doivent être converties en concentration 
par l’équation [46]. 
 
[𝑋𝑧] =
𝑎𝑋
𝑧
𝛾|𝑧|
 [46] 
Où la concentration [𝑋𝑧]  est donnée par la division de l’activité 𝑎𝑋
𝑧  par le coefficient d’activité 𝛾 
associé à la charge 𝑧. 
Par exemple, pour le calcium, le bilan de masse est donné par l’équation [47]. 
 
0 = 𝐶𝑎𝑡𝑜𝑡 − ([𝐶𝑎
2+] + [𝐶𝑎𝐶𝑂3] + [𝐶𝑎𝐻𝐶𝑂3] + [𝐶𝑎𝑂𝐻
+])  [47]  
Donc si les concentrations totales des deux espèces élémentaires Ca et CO3 sont connues, un système 
à deux équations et deux inconnues doit être résolu (bilan de masse du calcium et des carbonates). 
Dans le cas du proton H+, l’activité est calculée sur la base de la définition du pH. 
 
𝑎𝐻 = 10
−𝑝𝐻 [48] 
Puisque seule l’activité de l’ion libre est connue, le bilan de masse n’a pas à être calculé.4 
2.3.4 Équilibre de sorption de la matière organique. 
Le modèle WHAM permet l’adsorption et la complexion des ETMs avec deux composants majeurs de 
la matière organique : Les acides humiques et les acides fulviques. Les équations régissant les réactions 
avec ces molécules sont exactement les mêmes, seules les constantes d’équilibre sont différentes. 
Ainsi, le développement qui suit utilise le terme acide humique de manière générale et sous-entend 
un développement identique pour les acides fulviques.  
Les acides humiques sont conceptualisés comme des sphères idéales possédant un nombre de sites de 
liaisons 𝑅− connu. Ces sites peuvent être occupés par des cations en solution en fonction de leur 
                                                          
4 Il est techniquement possible de calculer un bilan de masse sur l’hydrogène pour calculer le pH à partir de la 
concentration des espèces chimiques en présence. Cependant, en pratique, des problèmes numériques d’arrondi 
rendent le bilan de masse sur les protons peu fiable. Le pH est donc une variable d’entrée plutôt qu’une variable 
d’état du modèle. 
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affinité. À l’équilibre, une charge résiduelle à la surface de la sphère est calculée et est compensée par 
l’accumulation de contre-ions provenant de la solution. 
Le proton H+ joue un rôle fondamental dans le calcul de l’équilibre et ses équations sont spécifiques. 
Les équations présentées dans cette section sont tirées de Tipping et al. (2011). 
 
𝑅𝐻 ⇌ 𝑅− + 𝑎𝐻+  [49]  
Où : 
- 𝑅− Site d’adsorption libre 
- 𝑎𝐻+   Activité des protons 
- 𝑅𝐻  Site d’adsorption couplé à un proton. 
Cet équilibre dépend d’une constante d’équilibre calculé par les équations [50] et [51]. 
 [𝑅−]𝑎𝐻+
[𝑅𝐻]
= 𝐾𝑅𝐻exp (−2𝑤𝑧𝑍) [50]  
 
𝑤 = 𝑃 × log10 𝐼𝑆 [51]  
Où : 
- 𝐾𝑅𝐻 Constante d’équilibre intrinsèque de la liaison du proton au site d’adsorption 
𝑅 
- exp (−2𝑤𝑧𝑍) Correction électrostatique de la constante d’équilibre intrinsèque 
- 𝑤  Facteur d’interaction électrostatique calculé par l’équation [51] 
- 𝑧  Charge du proton (+1) 
- 𝑍  Charge résiduelle de surface de l’acide humique (eq.g-1) 
- 𝑃  Paramètre empirique servant à calculer 𝑤 
- 𝐼𝑆  Force ionique de la solution 
L’équation [50] est réorganisée pour correspondre à la convention d’écriture des réactions chimiques 
(équation [52]). 
 [𝑅𝐻]
[𝑅−]𝑎𝐻+
=
1
𝐾𝑅𝐻exp (−2𝑤𝑧𝑍)
 [52]  
La particularité du modèle d’adsorption sur les acides humiques est d’offrir un large éventail de forces 
d’adsorptions différentes pour la rétention des protons. Ainsi, deux familles de sites d’adsorption sont 
définis par le modèle : les sites de type 𝐴  et de type 𝐵 . La première famille est composée 
principalement d’acides carboxyliques tandis que la seconde est composée de sites à liaisons moins 
fortes, tel que des acides phénoliques (Lofts and Tipping, 1998). Pour bien en représenter 
l’hétérogénéité, chaque type de site possède quatre sous-types de sites décrits par des constantes 
d’équilibre situées de part et d’autre d’une valeur moyenne. Les équations [53] et [54] permettent de 
calculer les constantes d’équilibre des huit sous-types sur la base de quatre paramètres : deux valeurs 
de pK moyennes et deux facteurs de dispersion. 
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𝑝𝐾𝑖 = 𝑝𝐾𝐴 +
2𝑖 − 5
6
Δ𝑝𝐾𝐴 [53]  
 
𝑝𝐾𝑖+4 = 𝑝𝐾𝐵 +
2𝑖 − 5
6
Δ𝑝𝐾𝐵 [54]  
Où  
- 𝑝𝐾1 à 𝑝𝐾4 sont les 𝑝𝐾 des sites de type A 
- 𝑝𝐾5 à 𝑝𝐾8 sont les 𝑝𝐾 des sites de type B 
-  𝑝𝐾𝐴 et 𝑝𝐾𝐵 sont les valeurs centrales de pK  
- Δ𝑝𝐾𝐴 et Δ𝑝𝐾𝐵 sont les facteurs de dispersion 
- 𝑖 prend des valeurs de 1 à 4 
Les ETMs peuvent réagir avec les deux types de sites selon l’équation [55]. 
 
𝑅𝑀𝑧−1 ⇌ 𝑅− + 𝑀𝑧+ [55] 
Où 𝑀𝑧+ est l’ion métallique de charge 𝑧 +.  
Les ions métalliques possèdent deux constantes d’équilibre, 𝑝𝐾𝑀𝐴  et 𝑝𝐾𝑀𝐵 . Ainsi, l’équation 
d’équilibre entre l’ion métallique et un site de type 𝐴  est décrite par l’équation [56]. L’équation 
d’équilibre avec les sites de type 𝐵 est similaire. 
 [𝑅𝐴𝑀
𝑧−1]
[𝑅𝐴
−1]𝑎𝑀𝑧+
= 𝐾𝑀𝐴 exp(−2𝑤𝑧𝑍) [56] 
Où : 
- [𝑅𝐴
−1]  Concentration en site de type 𝐴 libre 
- 𝑎𝑀𝑧+   Activité de l’ion métallique 
- 𝐾𝑀𝐴 Constante d’équilibre intrinsèque entre l’ion métallique et le site de type 𝐴  
Le modèle conceptuel des acides humiques considère l’acide humique comme étant une sphère sur 
laquelle sont répartis les sites d’adsorption de façon aléatoire. Il arrive donc que certains sites soient 
jugés si proches les uns des autres qu’ils puissent générer des liaisons doubles ou triples avec les ions 
métalliques en solution. De telles liaisons sont appelées liaisons bidentées et tridentées. La constante 
d’équilibre intrinsèque entre un ion métallique et une liaison bi- ou tridentée est égale au produit des 
constantes d’équilibre intrinsèques entre l’ion métallique et chaque site d’adsorption. Les protons 
n’étant pas sujets à des liaisons bi- ou tridentées, leurs équilibres chimiques ne sont pas affectés. 
Finalement, toutes les combinaisons de site ne sont pas possibles. Tipping et al. (2011) dressent la liste 
de toutes les combinaisons possibles pour les sites bidentés (six combinaisons) et tridentés (huit 
combinaisons). Le produit des constantes d’équilibre intrinsèques signifie qu’un site d’adsorption 
double ou triple possédera une attraction très forte sur l’élément considéré.  
Les abondances de chaque site sont calculées sur la base des paramètres suivants : 
- 𝑛𝐴 Concentration en site de type 𝐴 par gramme d’acide humique (mol.g
-1) 
- 𝑛𝐵 Concentration en site de type B par gramme d’acide humique fixé à 
𝑛𝐴
2
, (mol.g-1) 
- 𝑓𝑏𝑖 Fraction des sites suffisamment proches pour générer des liens bidentés 
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- 𝑓𝑡𝑟 Fraction des sites suffisamment proches pour générer des liens tridentés 
Les sites de sous-type 1 à 4 sont présents dans la proportion 
𝑛𝐴
4
 et les sites de sous-type 5 à 8, dans la 
proportion 
𝑛𝐵
4
. Les liens bidentés ont chacun une concentration de 𝑓𝑏𝑖 ×
𝑛𝐴
8
, tandis que les liens 
tridentés ont une concentration de 𝑓𝑡𝑟 ×
𝑛𝐴
16
. 
Un exemple simple des réactions chimiques associées au lien bidenté de sous-type 1 et 2 est 
représenté aux équations [57] à [60]. 
 
𝑅1𝑅2𝐻
− ⇌ 𝑅1𝑅2
2− + 𝐻+ [57]  
 
𝑅1𝐻𝑅2
− ⇌ 𝑅1𝑅2
2− + 𝐻+ [58]  
 
𝑅1𝑅2𝐻2 ⇌ 𝑅1𝑅2
2− + 2𝐻+ [59]  
 
𝑅1𝑅2𝑀
𝑧−2 ⇌ 𝑅1𝑅2
2− + 𝑀𝑧+ [60]  
Ces équations sont régies par les équilibres [61] à [64] (en accord avec la convention d’écriture). 
 [𝑅1𝐻𝑅2
−]
[𝑅1𝑅2
2−]𝑎𝐻+
=
1
𝐾1
exp(−2𝑤(1)𝑍) [61]  
 [𝑅1𝑅2𝐻
−]
[𝑅1𝑅2
2−]𝑎𝐻+
=
1
𝐾2
exp(−2𝑤(1)𝑍) [62]  
 [𝑅1𝑅2𝐻2]
[𝑅1𝑅2
2−]𝑎𝐻+
2 =
1
𝐾1𝐾2
exp(−2𝑤(2)𝑍) [63] 
 [𝑅1𝑅2𝑀
𝑧−2]
[𝑅1𝑅2
2−]𝑎𝑀𝑧+
= 𝐾𝑀𝐴𝐾𝑀𝐴 exp(−2𝑤𝑧𝑍) [64] 
 
Où  
- 𝑅1  Site d’adsorption de sous-type 1 
- 𝑅2 Site d’adsorption de sous-type 2 
- 𝑅1𝑅2 Site d’adsorption double de sous-type 1-2 
- 𝐾1, 𝐾2  Constante d’équilibre intrinsèque entre le proton et le site de sous-type 1 ou 2 
- 𝐾𝑀𝐴 Constante d’équilibre intrinsèque entre l’ion métallique et les sites de type 𝐴 
- 𝑧  Charge de l’ion métallique 
- 𝑍 Charge de surface résiduelle de l’acide humique 
La constante d’équilibre des protons est définie par le sous-type de la liaison tandis que la constante 
d’équilibre des ions métalliques est définie par le type de liaison auquel appartient le sous-type.  
Finalement, pour simuler la possibilité de groupement d’adsorption sur des ligands possédant une 
liaison moins forte, composé d’azote ou de soufre par exemple, un dernier paramètre dépendant de 
l’acide humique vient modifier la constante intrinsèque, le facteur de dispersion Δ𝑝𝐿𝐾. Ainsi, trois 
forces d’adsorption sont générées pour chaque combinaison de sites doubles et triples. 
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Pour i = 0:2 
 𝑝𝐾𝐷𝑜𝑢𝑏𝑙𝑒 =  𝑝𝐾𝑀1 + 𝑝𝐾𝑀2 + 𝑖Δ𝑝𝐿𝐾  
 𝑝𝐾𝑇𝑟𝑖𝑝𝑙𝑒 =  𝑝𝐾𝑀1 + 𝑝𝐾𝑀2 + 𝑝𝐾𝑀3 + 𝑖Δ𝑝𝐿𝐾 
Fin 
Le ratio entre les trois types de sites est fixé à 90,1% lorsque 𝑖 = 0, à 9,0% lorsque 𝑖 = 1, et à 0,9% 
lorsque 𝑖 = 2. Autrement dit, la très grande majorité des sites d’adsorption n’est pas affectée par le 
facteur de dispersion, mais les sites les plus rares sont également ceux présentant les plus fortes 
constantes d’adsorption intrinsèques. 
L’hétérogénéité des acides humiques est donc décrite par huit sites d’adsorption différents pouvant 
se combiner entre eux pour offrir six sites bidentés et huit sites tridentés. Ces 14 sites multidentés 
possèdent chacun trois forces de liaisons différentes et doivent être modélisés indépendamment. 
Ainsi, le modèle d’adsorption sur les acides humiques requière la modélisation de 50 sites distincts 
donc 50 variables d’état additionnelles. Si on se rapporte à la structure du modèle chimique présentée 
au Tableau 2, l’ajout des acides humiques au modèle de spéciation chimique ajoute 50 colonnes 
(variables d’état) au tableau. Les réactions de protonation (équilibre entre le site et les protons) 
ajoutent huit équations pour les sites monodentés, trois équations par site bidenté (voir équations 
[57] à [59]) et sept équations par site tridenté (non représentées ici) pour un total de 230 équations. 
Chaque ion réagissant avec les acides humiques ajoutera 50 équations d’équilibre au modèle (une par 
site d’adsorption). Si des acides fulviques sont également présents dans le modèle, le nombre de 
variables d’état et d’équation est doublé. 
Tout comme pour le modèle d’équilibre chimique, le modèle de sorption sur les acides humiques est 
résolu lorsque le bilan de masse de chaque site est respecté. Ainsi, pour un site monodenté, le bilan 
de masse est donné par : 
 
0 = 𝑅𝑖𝑡𝑜𝑡𝑎𝑙 − (𝑅𝑖
− + 𝑅𝑖𝐻 + ∑ 𝑅𝑖𝑋
𝑧−1) [65] 
Où : 
- 𝑅𝑖𝑡𝑜𝑡𝑎𝑙   Concentration totale en site de sous-type 𝑖 
- 𝑅𝑖
− Concentration en sites 𝑅𝑖 libre 
- 𝑅𝑖𝐻 Concentration en sites 𝑅𝑖 liés à un proton 
- 𝑅𝑖𝑋
𝑧−1 Concentration en sites 𝑅𝑖 liés à l’ion 𝑋
𝑧+   
Pour un site bidenté, le bilan de masse équivalent est donné par : 
 
0 = 𝑅𝑖𝑅𝑗𝑡𝑜𝑡𝑎𝑙 − (𝑅𝑖𝑅𝑗
2− + 𝑅𝑖𝐻𝑅𝑗
− + 𝑅𝑖𝑅𝑗𝐻
− + 𝑅𝑖𝑅𝑗𝐻2 + ∑ 𝑅𝑖𝑅𝑗𝑋
𝑧−2) [66] 
Charge résiduelle de la phase  
La variable 𝑍 est la charge résiduelle des acides humiques et est calculée en eq/gAH (équivalent par 
gramme d’acide humique). Elle est calculée en faisant la somme de la charge de tous les complexes 
générés par le modèle chimique. Cependant, le calcul de l’équilibre chimique dépend de la charge 
résiduelle (voir équations [50] à [64]). Cette interdépendance signifie que la charge résiduelle doit être 
calculée par l’équation implicite [67]. 
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0 = 𝑍 − ∑[𝑅𝑋]𝑖𝑧𝑅𝑋𝑖  [67]  
Où [𝑅𝑋] est la concentration du complexe 𝑅𝑋 et 𝑧𝑅𝑋𝑖  est la charge associée au complexe 𝑅𝑋𝑖. 
La charge résiduelle constitue donc une variable d’état de WHAM puisque sa valeur est nécessaire 
pour définir l’état du modèle. Une charge résiduelle doit être calculée pour les acides humiques, les 
acides fulviques et les oxydes de fer, de manganèse et d’aluminium (section 2.3.5). Les argiles 
possèdent également une charge résiduelle. Mais dans leur cas, il s’agit d’une variable algébrique 
calculée sur la base des paramètres du modèle (section 2.3.6) 
2.3.5 Les oxydes  
Les oxydes de fer, manganèse ou aluminium sont modélisés par des équations similaires aux acides 
humiques et sont décrits en détail par Lofts et Tipping (1998). Les deux principales différences étant 
que les équations chimiques sont écrites sous forme d’échange d’ions et que les liaisons à des sites 
doubles ou triples sont impossibles.  
La relation des oxydes avec les protons est exprimée par les deux expressions suivantes : 
 
𝑆𝑂𝐻2
+ ⇌ 𝑆𝑂𝐻 + 𝐻+ [68]  
 
𝑆𝑂𝐻 ⇌ 𝑆𝑂− + 𝐻+ [69]  
Où 𝑆𝑂− est un site d’adsorption.  
Comme dit précédemment, WHAM considère l’adsorption d’un métal 𝑀𝑧+ par échange d’ion avec un 
proton. Ainsi, la réaction chimique de liaison d’un métal est donnée par : 
 
𝑆𝑂𝐻 + 𝑀𝑧+ ⇌ 𝑆𝑂𝑀(𝑧−1)+ + 𝐻+ [70] 
Les réactions 68, 69 et 70 sont décrites par les équilibres des équations [71], [72] et [73] : 
 [𝑆𝑂𝐻2
+]
[𝑆𝑂𝐻]𝑎𝐻
=
1
𝐾𝐻1
exp (−2𝑤𝑍) [71]  
 [𝑆𝑂−]𝑎𝐻
[𝑆𝑂𝐻]
= 𝐾𝐻2 exp(2𝑤𝑍) [72]  
 
[𝑆𝑂𝑀(𝑧−1)+]𝑎𝐻
[𝑆𝑂𝐻]𝑎𝑀
= 𝐾𝑀𝐻 exp(−2𝑤(𝑧 − 1)𝑍) [73]  
Où : 
- 𝐾𝐻1  et 𝐾𝐻2   Constantes d’équilibre intrinsèques des équations de protonation 
- 𝐾𝑀𝐻 Constante d’équilibre intrinsèque des équations d’échange d’ion 
- 𝑎𝐻 et 𝑎𝑚  Activités des protons et des métaux 
- 𝑍  Charge de surface de l’oxyde (eq/m2) 
- 𝑤  Facteur d’interaction électrostatique calculé par l’équation [74] 
 
𝑤 = 𝑃 × log10(𝐼𝑆) [74]  
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- 𝑃 Paramètre empirique de WHAM 
- 𝐼𝑆 Force ionique de la solution 
Puisque l’espèce chimique commune aux équations [68], [69] et [70] est 𝑆𝑂𝐻, c’est la concentration 
de cette dernière qui est considérée comme un réactif, donc comme une variable d’état et qui figure 
en colonne dans le Tableau 2. Pour être consistant avec la convention d’écriture des réactions 
chimiques (voir section 2.3.1), les équations [72] et [73] sont reformulées comme suit : 
 [𝑆𝑂−]
[𝑆𝑂𝐻]𝑎𝐻
−1 = 𝐾𝐻2 exp(−2𝑤(−1)𝑍) [75]  
 
[𝑆𝑂𝑀(𝑧−1)+]
[𝑆𝑂𝐻]𝑎𝑀𝑎𝐻
−1 = 𝐾𝑀𝐻 exp(−2𝑤(𝑧 − 1)𝑍) [76]  
Comme dans le cas du modèle des acides humiques, les sites d’adsorption des oxydes présentent une 
certaine hétérogénéité. Celle-ci est modélisée par trois constantes d’équilibre intrinsèques 𝑝𝐾𝑀𝐻0  
(90,1% des sites d’adsorption), 𝑝𝐾𝑀𝐻1(9% des sites) et 𝑝𝐾𝑀𝐻2  (0,9% des sites) dont les valeurs sont 
données par l’équation [77]: 
 
𝑝𝐾𝑀𝐻𝑖 = 𝑝𝐾𝑀𝐻0 + 𝑖 × ΔpKMH [77] 
Le modèle d’adsorption sur les oxydes requiert donc quatre variables d’état additionnelles, soit les 
concentrations en sites 𝑆𝑂𝐻0, 𝑆𝑂𝐻1 et 𝑆𝑂𝐻2 de même que la charge de surface 𝑍 pour chaque phase 
d’oxydes ajoutée au modèle. 
2.3.6 Les argiles 
Le modèle d’adsorption aux argiles est le plus simple de WHAM puisqu’il n’inclut aucun site 
d’adsorption discret. Les argiles ne possèdent qu’une charge résiduelle de surface qui est calculée sur 
la base de deux paramètres : La capacité d’échange cationique (CEC) et la surface spécifique (SS) de 
l’argile (équation [78]). 
 
𝑍 = 𝐶𝐸𝐶 × 𝑆𝑆 [78] 
Où :  
- 𝑍  Charge résiduelle (eq/g) 
- 𝐶𝐸𝐶 Capacité d’échange cationique (eq/m2) 
- 𝑆𝑆  Surface spécifique (m2/g) 
L’équilibre électrochimique est calculé à l’aide du modèle de la couche diffuse (voir section 2.3.7). 
2.3.7 Équilibre de la couche diffuse 
La charge résiduelle des acides humiques et fulviques, des oxydes et des argiles signifie qu’à l’équilibre 
ces phases sont des colloïdes ou particules chargées. Il se forme donc autour de ces colloïdes et 
particules une couche mince, appelée « couche diffuse », dans laquelle s’accumulent des ions de 
charge opposée pour contrebalancer la charge résiduelle. Un ion dans la couche diffuse est considéré 
immobilisé, donc adsorbé. Le volume de cette couche diffuse est donné par l’équation [79] pour les 
acides humiques et fulviques, par l’équation [80] pour les oxydes métalliques et par l’équation [81] 
 65 
pour les argiles. Tous les volumes sont en litre par gramme de particule considérée (acide 
humique/fulvique, oxyde ou argile). 
 
𝑉𝐷𝐴𝐻 =
103𝑁𝐴𝑣
𝑀
×
4𝜋
3
× [(𝑟 +
1
𝜅
)
3
− 𝑟3] [79]  
Où :  
- 𝑉𝐷𝐴𝐻  Volume de la couche diffuse des acides humiques ou fulviques (m
3) 
- 𝑁𝐴𝑣  Nombre d’Avogadro 
- 𝑀  Masse molaire de l’acide humique (g.mol-1) 
- 𝑟  Rayon de l’acide humique (m) 
- 𝜅  Longueur de Debye-Hückel (m). 
 
𝑉𝐷𝑂𝑥𝑦𝑑𝑒 =
10−3
𝜌
[
(𝑟 +
1
𝜅)
3
𝑟3
− 1] [80]  
Où : 
- 𝑉𝐷𝑜𝑥𝑦𝑑𝑒 Volume de la couche diffuse de l’oxyde (m
3) 
- 𝜌  Masse volumique de la particule (g/cm3) 
- 𝑟  rayon moyen de la particule (m) 
- 𝜅  Longueur de Debye-Hückel (m). 
 
𝑉𝐷𝑎𝑟𝑔𝑖𝑙𝑒𝑠 =
103 × 𝑆𝑆
𝜅
 [81]  
Où : 
- 𝑉𝐷𝑎𝑟𝑔𝑖𝑙𝑒 Volume de la couche diffuse de l’argile (m
3) 
- 𝑆𝑆 Surface spécifique de l’argile (m2/g) 
- 𝜅  Longueur de Debye-Hückel (m). 
La longueur de Debye-Hückel se calcule par l’équation [82] : 
 
𝜅 =
√𝐼𝑆
3,04𝐸 − 10
 [82]  
Où 𝐼𝑆 est la force ionique de la solution (eq.l-1). 
Le volume de la couche diffuse en litre par litre de solution totale est donc : 
 
𝑉𝐷 = 𝑉𝐷𝑋 × 𝐶𝑋 [83]  
Où : 
- 𝑉𝐷  Volume de la couche diffuse en litre par litre de solution totale (l.l
-1) 
- 𝑉𝐷𝑋   Volume de la couche diffuse en litre par gramme de particule 𝑋 (l.g
-1) 
- 𝐶𝑋  Concentration de particule 𝑋 dans la solution totale (g.l
-1). 
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Le volume maximal de la couche diffuse doit encore être corrigé pour les phases présentant une faible 
charge de surface. En effet, une phase ayant une charge de surface quasi-nulle verrait sa couche diffuse 
présenter une concentration en contre-ions inférieure à la solution, ce qui est impossible. Le volume 
maximal de la couche diffuse est donc corrigé par l’équation [84]. 
 
𝑉𝐷𝑚𝑎𝑥 =
𝑉𝐷 × 𝐾𝑍|𝑍|
1 + 𝐾𝑍|𝑍|
 [84]  
Où : 
- 𝐾𝑍  Paramètre de contrôle 
- |𝑍|  Valeur absolue de la charge résiduelle de la phase  
Finalement, pour éviter les problèmes numériques dus à une force ionique très faible (qui mènerait à 
un volume de couche diffuse très grand à cause de la division par un petit nombre), le modèle WHAM 
limite le volume des couches diffuses dues aux phases particulaires à 25% du volume total de la 
solution. L’équation de contrôle est : 
 
𝑉𝐷𝑋 =
𝑓𝐷𝐿 × 𝑉𝐷𝑋 𝑚𝑎𝑥
𝑓𝐷𝐿 + ∑ 𝑉𝐷𝑚𝑎𝑥
 [85]  
Où : 
- 𝑉𝐷𝑋  Volume de la couche diffuse de la phase 𝑋 
- 𝑉𝐷𝑋 𝑚𝑎𝑥   Volume maximal de la couche diffuse calculé par les équations [79] à [81] 
- ∑ 𝑉𝐷𝑚𝑎𝑥  Somme des volumes maximaux des couches diffuses des différentes phases 
présentes dans le modèle 
- 𝑓𝐷𝐿  Fraction maximale des volumes des couches diffuses, fixée à 25%.  
Dans le modèle de couche diffuse utilisé par WHAM, la concentration en contre-ion dans la couche 
diffuse est liée à la concentration du même ion dans la solution par l’équation [86]. 
 𝐶𝐶𝐷𝑋
𝐶𝑠𝑜𝑙
= 𝐾𝑠𝑒𝑙 × 𝑅
|𝑧| [86]  
Où : 
- 𝐶𝐶𝐷𝑋   Concentration de l’ion dans la couche diffuse de la phase 𝑋 
- 𝐶𝑠𝑜𝑙  Concentration de l’ion dans la solution 
- 𝐾𝑠𝑒𝑙   Constante de sélectivité spécifiant la propension d’un ion à s’adsorber.  
- 𝑅 Variable d’état contrôlant l’équilibre 
- |𝑧|  Valeur absolue de la charge de l’ion. 
Dans la version actuelle de WHAM, tous les ions ont une constante de sélectivité de 1.  
La variable 𝑅 ne peut être calculée directement puisqu’elle dépend des concentrations des différents 
ions en solution et que l’équilibre de ces derniers dépend de leur concentration dans la couche diffuse. 
Elle doit donc être calculée par l’équation implicite [87]. 
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0 = 𝑍𝑋 − ∑ 𝐶𝐶𝐷𝑋𝑖
× 𝑧𝑖 
0 = 𝑍𝑋 − ∑[𝐾𝑠𝑒𝑙 × 𝑅
|𝑧𝑖| × 𝐶𝑠𝑜𝑙] × 𝑧𝑖  
[87]  
Où la seconde équation est une réécriture de la première intégrant l’équation [86]. 
Ainsi, en connaissant la charge résiduelle à neutraliser, le volume dans lequel peuvent s’accumuler les 
contre-ions et le ratio entre la concentration des contre-ions dans la solution et la concentration dans 
la couche diffuse, il est possible de calculer la concentration des contre-ions piégés dans la couche 
diffuse.  
Solution vraie versus Solution aqueuse 
Le modèle WHAM sépare la solution en trois sous-volumes : le volume de solution vraie, le volume de 
couche diffuse des phases colloïdales et le volume de couche diffuse des phases particulaires. Ainsi, à 
la Figure 5, la zone pâle correspond à la solution vraie, la zone pointillée au volume de couche diffuse 
des phases colloïdales et la zone quadrillée au volume de couche diffuse de la fraction particulaire. La 
somme des trois volumes correspond au volume total de la solution et chaque fraction est exprimée 
en litre par litre de solution. Ainsi, le volume total de la solution est de 1 litre par litre de solution (une 
évidence, mais qui a son importance dans les calculs qui suivront). 
 
Figure 5: Représentation schématique des fractions de volume, adapté de Lofts (2012). La zone quadrillée correspond au 
volume diffus des phases particulaires, la zone pointillée correspond au volume diffus des phases colloïdales et dissoutes 
et la zone pâle correspond au volume de la solution vraie. Le volume aqueux correspond à la somme du volume de solution 
vraie et du volume diffus des phases colloïdales et dissoutes. 
Le volume de solution mobile est le volume dit aqueux et est la somme du volume de solution vraie et 
du volume de couche diffuse associé aux phases colloïdales (équation [88]). 
 
𝑉𝑎𝑞 = 𝑉𝑣𝑟𝑎𝑖𝑒 + 𝑉𝐶𝐷𝑐𝑜𝑙𝑙𝑜ï𝑑𝑎𝑙𝑒 [88]  
Le volume aqueux contient donc la totalité de la phase dissoute tandis que le volume restant contient 
la totalité de la phase particulaire et correspond au volume de solution filtré. Ainsi, les concentrations 
mesurées dans la phase dissoute sont exprimées en gramme par litre de solution aqueuse (et non en 
gramme par litre de solution totale). Puisque les calculs de WHAM sont réalisés à partir des 
concentrations en gramme par litre de solution totale, il faut convertir les unités à l’aide de l’équation 
[89]. Cette équation est utilisée pour exprimer les concentrations des différentes phases colloïdales en 
gramme par litre de solution totale. 
 
𝐶𝑡𝑜𝑡𝑎𝑙𝑒 × 𝑉𝑡𝑜𝑡𝑎𝑙𝑒 = 𝐶𝑎𝑞 × 𝑉𝑎𝑞 [89]  
Où : 
 68 
- 𝐶𝑡𝑜𝑡𝑎𝑙  Concentration en gramme par litre de solution totale (g.l
-1) 
- 𝐶𝑎𝑞𝑢𝑒𝑢𝑠𝑒  Concentration en gramme par litre de solution aqueuse (g.l
-1) 
L’équation [89] met également en lumière une équation implicite :  
 
𝑉𝑎𝑞 = 𝑉𝑣𝑟𝑎𝑖𝑒 + ∑ 𝑉𝐶𝐷𝑐𝑜𝑙𝑙𝑜ï𝑑𝑎𝑙𝑒 [90]  
 
𝑉𝐶𝐷𝐶𝑜𝑙𝑙𝑜ï𝑑𝑎𝑙𝑒 = 𝑓(𝐶𝑡𝑜𝑡𝑎𝑙𝑒) [91]  
 
𝐶𝑡𝑜𝑡𝑎𝑙𝑒 = 𝐶𝑎𝑞 ×
𝑉𝑎𝑞
𝑉𝑡𝑜𝑡𝑎𝑙𝑒
 [92]  
Où 𝑓(𝐶𝑡𝑜𝑡𝑎𝑙𝑒) correspond aux différentes équations permettant de calculer le volume de la couche 
diffuse des différentes phases (acides humiques / fulviques, oxydes métalliques ou argiles, équations 
[79] à [85]). 
En résumé, le calcul du volume aqueux dépend de la somme des volumes des couches diffuses des 
phases colloïdales. Ces derniers sont fonction de la concentration en gramme par litre de solution 
totale de leur phase respective. Et cette concentration en gramme par litre de solution totale dépend 
du volume de la solution aqueuse. 
Le volume de la solution aqueuse est donc calculé par l’équation implicite [93]. 
 
0 = 𝑉𝑡𝑜𝑡𝑎𝑙𝑒 − 𝑉𝑎𝑞 − ∑ 𝑉𝐶𝐷𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑖𝑟𝑒  [93]  
En pratique, le volume de la couche diffuse des phases particulaires est négligeable dans les eaux de 
surface. Il est par contre important dans les sols et les sédiments.   
Le modèle d’adsorption à couche diffuse permet d’adsorber des ions sur une sélection de leur charge 
uniquement puisque leur constante de sélectivité 𝐾𝑠𝑒𝑙  est unitaire. Le modèle d’adsorption dans la 
couche diffuse requiert donc une variable d’état globale, le volume aqueux de la solution, et une 
variable d’état par phase, soit le ratio entre les concentrations dans la solution et dans la couche 
diffuse. 
2.3.8 Conclusion du modèle théorique 
Le modèle de spéciation chimique WHAM possède une grande complexité intrinsèque. Il a fait l’objet 
de nombreuses révisions depuis sa création il y a 20 ans  et de nombreuses publications permettent 
d’en cerner les caractéristiques (Tipping, 1994; Lofts and Tipping, 1998; Tipping et al., 2011). Ces 
travaux utilisent pour la première fois la notion de variable d’état. Cette notion permet de 
conceptualiser les processus comme étant simultanés (et non plus séquentiels) et permet d’exprimer 
mathématiquement les différents processus sous forme d’équations implicites.  
Les variables d’état choisies pour cette implémentation du modèle sont donc : 
- La concentration des réactifs élémentaires  
o Ions dissociés et complexes simples (ex : H+, Ca2+, OH-, SO42-) 
o Sites d’adsorption libres des acides humiques (ex : R-, R1R22-) 
o Sites d’adsorption liés à un proton des oxydes métalliques (ex : SOH) 
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- La charge résiduelle des acides humiques / fulviques et des oxydes métalliques 𝑍 
- Le rapport entre les concentrations des ions dans la solution vraie et dans les couches 
diffuses pour chaque phase (acides humiques / fulviques, oxydes métalliques et argiles) 𝑅 
- La force ionique de la solution 𝐼𝑆 
- Le volume aqueux de la solution 𝑉𝑎𝑞 
De plus, une fonction d’état permet de décrire chaque variable en fonction des autres variables d’état 
(bilans de masse, de charge et de volume). Cette nouvelle écriture a permis de découpler le calcul du 
modèle de la méthode numérique utilisée pour le résoudre. Un solveur a donc été couplé à WHAM, 
qui ne dépend plus exclusivement d’un solveur interne (voir section 2.4.3). 
Les paramètres sont très nombreux et le modèle est sur-paramétré (com. pers. de Stephen Lofts), 
surtout dans le cadre d’un modèle ne calculant que l’adsorption – désorption. Ces paramètres se 
justifient cependant dans le cadre d’un modèle de spéciation chimique, permettant une connaissance 
beaucoup plus fine de l’état chimique de l’eau. De plus, le modèle WHAM a été éprouvé dans de 
nombreuses applications environnementales (Lofts and Tipping, 2000; Di Toro et al., 2001; Cao et al., 
2006; Almås et al., 2007; Shi et al., 2007; Gandois et al., 2010). Enfin, des valeurs par défaut sont 
proposées pour chaque paramètre dans les bases de données et le modèle final est plausible 
chimiquement. 
2.4 Couplage des modèles additionnels 
Le code source de MOHID est libre5. Il est écrit en Fortran 90 et est en constant développement. Pour 
des raisons de stabilité du code, la version de MOHID no. 83793 datée du 7 décembre 2012 a été 
utilisée pour développer les ajouts de ces travaux. Tous les nouveaux calculs ont été circonscrits dans 
un nouveau module, nommé ECOSORB en référence à ECOLAB  et au processus d’adsorption. L’usage 
d’un module en Fortran 90 permet d’encapsuler toutes les routines, fonctions et variables en un seul 
endroit et d’en ouvrir l’accès ou non au reste du programme. Toutes les modifications au code source 
de MOHID faites à l’extérieur du module ECOSORB ont eu pour objet de lier ce module au reste du 
code MOHID. Les fonctions d’accès aux valeurs de MES, d’ETM et de débit sont un exemple de 
fonctions externes ajoutées à MOHID pour alimenter le module ECOSORB. La Figure 6 résume les 
modifications faites au code original telles que rencontrées lors de l’exécution de MOHID. 
                                                          
5 http://mohid.codeplex.com/ 
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Figure 6: Schéma de résolution d’un modèle de rivière de MOHID et de ses modules associés. La section de gauche (bleue) 
correspond au modèle original tandis que la section de droite (rouge) inclut les ajouts réalisés dans le cadre des présents 
travaux.  
Les différentes stratégies adoptées pour le couplage des modèles sont décrites en détail dans les trois 
sous-sections suivantes. 
2.4.1 Couplage d’OTIS 
Le modèle OTIS permet de simuler trois processus de transport sur une rivière : l’advection, la 
dispersion et le stockage transitoire. De plus, il permet d’utiliser comme données d’entrées des débits 
ponctuels d’affluents ayant une concentration donnée en élément en suspension de même que des 
débits latéraux diffus (provenant par exemple de la nappe) possédant également une concentration 
en élément en suspension. Le modèle de base MOHID calcule également l’advection et la dispersion 
tout en permettant l’ajout de débits ponctuels et une connectivité bidirectionnelle entre la nappe et 
la rivière. Ainsi, le seul apport original du modèle OTIS est le terme de stockage transitoire. Cependant, 
l’ajout ou la modification d’une équation aux dérivées partielles à un modèle déjà établi n’est pas une 
tâche triviale puisque des modifications profondes doivent être apportées au code. Dans le cadre du 
MRN, il a été possible d’utiliser la structure de résolution numérique de MOHID pour inclure OTIS avec 
un traitement mathématique simple. Puisque MOHID résout le modèle de rivière de manière 
séquentielle (voir Figure 6 : calcul de l’hydraulique, puis de l’advection – dispersion et enfin des puits 
– sources), il a été possible de conceptualiser le stockage transitoire comme étant un puits – source et 
donc d’en calculer les effets indépendamment de l’advection – dispersion. Ainsi, le stockage transitoire 
est calculé indépendamment à l’aide des équations simplifiées [94] et [95]. 
 𝑑𝐶
𝑑𝑡
= 𝛼(𝐶𝑆 − 𝐶) [94] 
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 𝑑𝐶𝑆
𝑑𝑡
= 𝛼
𝐴
𝐴𝑆
(𝐶 − 𝐶𝑆) [95] 
Cette procédure entraîne une imprécision numérique puisque l’advection, la dispersion et le stockage 
transitoire devraient s’effectuer simultanément. Cependant, en découplant ces processus, les 
équations [94] et [95] peuvent être exprimées sous la forme d’une unique équation différentielle 
ordinaire (ÉDO) d’ordre 1. Cette dernière peut être résolue symboliquement pour ainsi s’affranchir de 
toute instabilité numérique6, quel que soit le pas de temps utilisé. 
La première étape consiste à calculer la concentration totale (rivière + zone de stockage transitoire) 
(équations [96] et [97]), puis à exprimer la concentration dans la rivière en fonction de la concentration 
dans la zone de stockage transitoire et de la concentration totale (équation [98]). 
 
(𝐴 + 𝐴𝑠) ∗ 𝐶𝑡𝑜𝑡 = 𝐴 ∗ 𝐶 + 𝐴𝑠 ∗ 𝐶𝑠 [96] 
 
𝐶𝑡𝑜𝑡 =
𝐴
𝐴 + 𝐴𝑆
𝐶 +
𝐴𝑠
𝐴 + 𝐴𝑆
𝐶𝑠 [97] 
 
𝐶 =
𝐴 + 𝐴𝑆
𝐴
𝐶𝑡𝑜𝑡 −
𝐴𝑠
𝐴
𝐶𝑠 [98] 
Le modèle de stockage transitoire ne contient plus qu’une seule ÉDO : 
 𝑑𝐶𝑠
𝑑𝑡
= −𝛼 (1 +
𝐴
𝐴𝑠
) 𝐶𝑠 + 𝛼
(𝐴 + 𝐴𝑠)
𝐴𝑠
𝐶𝑡𝑜𝑡 [99] 
Cette dernière équation est de la forme : 
 𝑑𝑥
𝑑𝑡
= 𝑎𝑥 + 𝑏  [100] 
La solution analytique de l’équation [100] est : 
 
𝑥 = (𝑥0 +
𝑏
𝑎
) exp(𝑎(𝑡 − 𝑡0)) −
𝑏
𝑎
 [101] 
En posant : 
 
𝑎 = −𝛼 (1 +
𝐴
𝐴𝑠
) [102] 
 
𝑏 = 𝛼
(𝐴 + 𝐴𝑠)
𝐴𝑠
𝐶𝑡𝑜𝑡 [103] 
Il est possible d’exprimer la concentration en soluté dans la rivière et dans la zone de stockage 
transitoire (équations [104] et [105]): 
                                                          
6 L’instabilité numérique n’est pas abordée dans cet ouvrage puisqu’elle concerne essentiellement les équations 
de St-Venant et de dispersion. Puisque ces équations n’ont pas été modifiées, aucun problème d’instabilité n’a 
été relevé, à l’exception de l’ajout des équations d’OTIS. La résolution symbolique des équations a levé cet 
obstacle. Cependant, pour en savoir plus, le livre Numerical Recipes in C (Press, 2007) s’avère être un excellent 
point de départ. 
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𝐶𝑠 = (𝐶𝑆0 − 𝐶𝑡𝑜𝑡) exp (−𝛼 (
𝐴𝑠 + 𝐴
𝐴𝑠
) 𝛥𝑡) + 𝐶𝑡𝑜𝑡 [104] 
 
𝐶 =
𝐴 + 𝐴𝑆
𝐴
𝐶𝑡𝑜𝑡 −
𝐴𝑠
𝐴
𝐶𝑠 [105]  
Les équations [104] et [105] permettent de résoudre le modèle OTIS de manière symbolique. Ainsi, la 
solution calculée est inconditionnellement stable et offre la précision numérique optimale aux 
équations [94] et [95]. Les équations [104] et [105] ont été ajoutées à MOHID dans le module 
ECOSORB. 
2.4.2 Couplage du modèle de Kd fixe 
Le modèle de Kd fixe ne comporte qu’un seul paramètre, le Kd. Il maintient ensuite le rapport de 
l’équation [106] constant en ajustant les concentrations d’ETM dissoutes et particulaires. 
 
𝐾𝑑 =
𝐶𝑝𝑎𝑟𝑡
∗
𝐶𝑑𝑖𝑠𝑠
 [106] 
Où : 
- 𝐾𝑑  Coefficient de partition (l.kg-1) 
- 𝐶𝑝𝑎𝑟𝑡
∗   Concentration en ETM particulaire (mg.kg-1) 
- 𝐶𝑑𝑖𝑠𝑠  Concentration en ETM dissous (mg.l
-1) 
Le modèle de Kd fixe requiert donc un seul paramètre, le Kd. En connaissant la concentration totale 
d’ETM dans un segment de rivière de même que la masse de MES, il est possible de calculer le nouvel 
équilibre des deux fractions directement. Il faut également noter que le Kd requiert la concentration 
des ETMs particulaires en mg d’ETM par kg de MES tandis que le modèle MOHID transporte les ETMs 
particulaires en mg d’ETM par litre d’eau. Les équations [107] et [108] permettent de réaliser les 
conversions nécessaires. 
 
𝐶𝑑𝑖𝑠𝑠 =
𝐶𝑡𝑜𝑡
𝐾𝑑 ∗ 𝑀𝐸𝑆 ∗ 10−6 + 1
 [107] 
 
𝐶𝑝𝑎𝑟𝑡 = 𝐶𝑡𝑜𝑡 − 𝐶𝑑𝑖𝑠𝑠 [108] 
Où : 
- 𝐶𝑝𝑎𝑟𝑡 Concentration en ETM particulaire (mg.l
-1) 
- 𝐶𝑡𝑜𝑡 Concentration totale en (mg.l
-1) de l’ETM telle que  𝐶𝑡𝑜𝑡 = 𝐶𝑑𝑖𝑠𝑠 + 𝐶𝑝𝑎𝑟𝑡 
- 𝑀𝐸𝑆 Concentration en MES (mg.l-1) 
- 10−6 Facteur de conversion (kg.mg-1) 
Le modèle de Kd fixe est 0D (voir Figure 4). Il doit donc être appliqué à chaque segment de rivière du 
modèle, mais compte tenu de son faible temps de calcul, il constitue un modèle très simple à mettre 
en œuvre et à utiliser.  
2.4.3 Couplage de WHAM 
Le couplage entre MOHID et WHAM est plus complexe que celui entre MOHID et le modèle de Kd fixe. 
Premièrement, le modèle WHAM ne considère pas la concentration totale en ETM, mais uniquement 
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la fraction dite labile. La fraction résiduelle, qui correspond aux ETMs trop fortement liés aux MES, doit 
donc être estimée et extraite des calculs de WHAM. La concentration en ETM considérée par WHAM 
est donc donnée à l’équation [109]. 
 
𝐶𝑡𝑜𝑡
∗ = 𝐶𝑑𝑖𝑠𝑠 + (1 − 𝑓𝑟𝑒𝑠) × 𝐶𝑝𝑎𝑟𝑡 [109] 
 
𝐶𝑟𝑒𝑠 = 𝑓𝑟𝑒𝑠 × 𝐶𝑝𝑎𝑟𝑡 [110] 
Où : 
- 𝐶𝑡𝑜𝑡
∗  Concentration labile totale (mg.l-1) 
- 𝑓𝑟𝑒𝑠 Fraction résiduelle en ETM 
- 𝐶𝑟𝑒𝑠 Concentration en ETM dans la fraction résiduelle (mg.l
-1) 
Le modèle WHAM est ensuite en mesure de calculer le Kd en fonction des paramètres physico-
chimiques de l’eau, schématisé par l’équation [111]. 
 
𝐾𝑑 = 𝑓(𝐶𝑡𝑜𝑡
∗ , 𝑀𝐸𝑆, 𝑝𝐻, 𝑇, 𝐶𝑚𝑎𝑗𝑒𝑢𝑟𝑠) [111] 
Où  
- 𝑝𝐻 pH de l’eau 
- 𝑇 Température en degré Celsius 
- 𝐶𝑚𝑎𝑗𝑒𝑢𝑟𝑠  Concentration des ions majeurs en solution (mg.l
-1) 
Les concentrations respectives des fractions dissoutes et particulaires des ETMs sont reconstruites à 
l’aide des équations [112] et [113]. 
 
𝐶𝑑𝑖𝑠𝑠 =
𝐶𝑡𝑜𝑡
∗
𝐾𝑑 ∗ 𝑀𝐸𝑆 ∗ 10−6 + 1
 [112] 
 
𝐶𝑝𝑎𝑟𝑡 = 𝐶𝑡𝑜𝑡
∗ − 𝐶𝑑𝑖𝑠𝑠 + 𝐶𝑟𝑒𝑠 [113] 
La résolution de l’équation [111] présente de nombreux défis algorithmiques. En effet, le modèle 
WHAM peut demander la résolution implicite simultanée de centaines d’équations. Cette complexité 
a demandé la réécriture du modèle WHAM puisque la version originale du modèle WHAM était écrite 
en Visual Basic. Sans se lancer dans la comparaison des performances des différents langages de 
programmation, il est utile de rappeler la différence entre un langage de programmation interprété et 
un langage nécessitant une compilation. Le langage interprété (ex : Visual Basic, Matlab, Python, R) 
nécessite un logiciel pour l’exécution du code. Ainsi, à chaque exécution, le logiciel lit le code, 
l’interprète et l’exécute. À l’inverse, un langage compilé (ex : C/C++, Fortran) doit être compilé avant 
d’être exécuté. Durant l’étape de compilation, le compilateur « traduit » le code source en un code 
pouvant être lu directement par le processeur de l’ordinateur.  
Les deux approches ont leurs avantages et leurs inconvénients. Ainsi, le développement d’un modèle 
est beaucoup plus rapide dans le cas des langages interprétés par une syntaxe généralement beaucoup 
plus flexible. À l’inverse, les temps de calculs d’un code compilé sont généralement plus rapides que 
ceux d’un code interprété réalisant la même tâche. L’accélération peut facilement être d’un ou deux 
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ordres de grandeur (de 10 à 100 fois plus rapides) pour une implémentation identique (expérience 
personnelle), justifiant alors le passage d’un code interprété à un code compilé.  
Dans le cadre du couplage de WHAM et MOHID, la réécriture du code de WHAM en Fortran 90 a été 
requise pour des raisons de temps de calcul et pour des raisons de compatibilité entre les deux 
modèles et a été réalisée lors d’un séjour au Centre for Ecology and Hydrology de Lancaster (Royaume-
Uni). De plus, le passage au Fortran 90 a permis de s’affranchir du système d’exploitation Windows et 
d’utiliser le modèle autant dans l’environnement Windows que Linux. 
L’implémentation de WHAM en Fortran 90 et son intégration à l’environnement de MOHID a requis 
l’écriture de plus de 6000 lignes de code séparées en trois sections : 
1. Initialisation de WHAM 
2. Calcul des fonctions d’état 
3. Sorties du modèle 
L’initialisation gère toutes les opérations qui doivent être réalisées une seule fois en début de calcul. 
Deux initialisations peuvent être distinguées : l’initialisation globale, consistant à lire les bases de 
données et à construire le modèle et l’initialisation locale qui consiste à accepter des variables d’entrée 
et à préparer une exécution du modèle. 
Initialisation globale  
L’initialisation globale est réalisée par la fonction INITIALIZE_WHAM. Cette fonction lit les différents 
fichiers de WHAM : 
- Le premier est WHAM.ini et contient la description des paramètres globaux (ex : facteurs de 
conversion entre degrés Celsius et Kelvin) et le lien vers les bases de données des huit phases 
sur lesquelles peuvent s’adsorber les ions (acides humiques, acides fulviques, oxydes de fer, 
d’aluminium et de manganèse, quartz, silice et argile).  
- Le second fichier, default.db7, est la base de données chimique par défaut. Ce fichier liste 
toutes les espèces chimiques qu’il sera possible de modéliser, de même que les réactions 
d’équilibres pouvant avoir lieu.  
- Le troisième fichier, MonModele.wi, est le problème d’équilibre chimique que l’utilisateur 
souhaite résoudre. Cette définition de problème contiendra les ions en présence et les 
conditions physico-chimiques de l’eau (pH, température, pCO2). Ce fichier contient également 
la liste des bases de données des phases qui devront être chargées. 
- Finalement, les bases de données requises sont lues (humic acid.ph7, fulvic acid.ph7, 
iron oxide.ph7, aluminium oxide.ph7, manganese oxide.ph7, clay.ph7). 
Lorsque toute l’information nécessaire à WHAM est rassemblée, la construction des différents 
modèles peut commencer. Les grandes étapes sont : 
- Calcul du nombre de réactions chimiques 
- Génération des équations du modèle chimique 
- Génération des équations du modèle d’adsorption aux acides humiques et fulviques 
- Génération des équations du modèle d’adsorption aux oxydes 
- Génération des équations du modèle d’adsorption aux argiles 
- Construction du vecteur des variables d’état 
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À la fin de l’initialisation, il ne manque plus que les variables d’entrée au modèle pour pouvoir calculer 
l’équilibre chimique des ETMs. 
Initialisation locale  
L’initialisation locale est appelée à chaque calcul du Kd. Il s’agit de l’étape qui gère toutes les 
hypothèses de modélisation demandées par l’utilisateur. Par exemple, dans le cas d’étude de la 
Garonne (voir section 2.8), la fonction d’initialisation locale détermine, en fonction de la concentration 
en MES, la concentration des MES en acides humiques, acides fulviques, oxydes de fer et de 
manganèse et en argiles. Cette fonction, spécifique au cas d’étude, est nommée 
SetPhaseConcentrations. 
Une fois les variables d’entrée fournies au modèle, l’initialisation locale doit choisir la valeur initiale 
des variables d’état. De ce choix dépend l’efficacité numérique de la résolution du modèle.  
Calcul des fonctions d’état  
Le calcul des fonctions d’état représente l’exécution du modèle et est calculé par la fonction 
ComputeResidues. La forme mathématique choisie pour représenter est : 
 
0 = 𝑓(𝑥) [114]  
Où 𝑥 représente le vecteur des variables d’état et 𝑓(𝑥) représente le système d’équation des fonctions 
d’état. La fonction ComputeResidues prend en entrée le vecteur des variables d’état et retourne la 
valeur des fonctions d’état, nommé le résidu. Le modèle est résolu lorsque le résidu est nul. 
Calcul des sorties du modèle 
Lorsque le modèle est à l’équilibre, la fonction GetKD est appelée. Celle-ci récupère les concentrations 
en ETMs dans les phases dissoutes et particulaires et renvoie le Kd calculé. Il aurait été possible de 
renvoyer directement les concentrations des différentes phases, mais pour garantir que le bilan de 
masse soit respecté, seul le Kd est renvoyé. Le modèle MOHID recalcule les concentrations des 
différentes phases sur la base du Kd, garantissant que le bilan de masse est respecté.  
Résolution du modèle 
La fonction ComputeResidues ne peut être exécutée seule. Elle doit être contrôlée par un algorithme 
de résolution de système d’équations qui modifie les variables d’état de sorte que le résidu diminue à 
chaque exécution. De nombreux algorithmes existent pour résoudre un système d’équations. Ils 
fonctionnent tous sur le même principe : en partant d’une estimation de la solution (estimé initial), 
l’algorithme calcule les résidus de toutes les équations. Ensuite, l’estimé initial est corrigé dans l’espoir 
que le résidu soit inférieur. Le processus est répété jusqu’à ce qu’une solution soit acceptable (ayant 
un résidu total suffisamment près de zéro) ou jusqu’à ce que l’algorithme déclare forfait. Ainsi, deux 
critères permettent de classer les algorithmes.  
Le premier est le nombre d’itérations nécessaire pour atteindre la solution. On parle alors de la vitesse 
de convergence de l’algorithme, définie par l’équation [115] (tirée de Press et al. (2007)). 
 
𝜖𝑛+1 = 𝑐𝑡𝑒 × 𝜖𝑛
𝑚 [115] 
Où : 
- 𝜖𝑛  Erreur (ou le résidu) de l’itération 𝑛 
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- 𝑐𝑡𝑒 Constante empirique 
- 𝑚  Paramètre qui définit la vitesse de convergence 
Lorsque l’exposant 𝑚  est de 1, l’algorithme est dit linéaire, ainsi l’erreur est réduite d’un facteur 
constant à chaque itération. Lorsque l’exposant est supérieur à 1, l’algorithme est dit super-linéaire. 
Dans ces cas, la convergence peut être atteinte en quelques itérations seulement. 
Le second critère de classification des algorithmes est la robustesse de la méthode. Dans ce cas, c’est 
la capacité de l’algorithme à converger même si le système d’équation est complexe, possède de très 
fortes non-linéarités ou si l’estimé initial est très éloigné de la solution. 
Deux techniques sont utilisées pour résoudre le système d’équations de WHAM. La première est 
construite sur les techniques utilisées par l’implémentation originelle de WHAM. Chaque variable est 
mise à jour selon ses caractéristiques propres. La méthode est donc dite manuelle puisqu’une décision 
manuelle quant à la mise à jour a été prise. La seconde technique fait appel à la librairie SUNDIALS et 
est basée sur les méthodes de Newton-Raphson. 
Méthode manuelle 
La méthode manuelle consiste à proposer une mise à jour manuelle des variables d’état en fonction 
de leur signification physique. Les variables d’état sont mises à jour individuellement, sans tenir 
compte des variations des autres variables d’état. La convergence de la méthode n’a pas été calculée, 
mais est inférieure à une convergence linéaire. Cependant, sa robustesse compense sa lenteur. 
Dans le cas des bilans de concentration, elle consiste à multiplier une variable d’état par un ratio 
supérieur à 1 si le bilan de concentration calculé sous-estime la concentration totale observée et 
inférieur à 1 sir le bilan de concentration surestime la concentration total observée. La mise à jour est 
exprimée à l’équation [116]. 
 
𝑥𝑖+1 = 𝑥𝑖 ×
𝑋𝑜𝑏𝑠
𝑋𝑐𝑎𝑙𝑐
 [116] 
 
Où : 
- 𝑥𝑖  Estimé 𝑖 de la valeur de la variable d’état 𝑥 
- 𝑥𝑖+1 Estimé mis à jour de la variable d’état 𝑥 
- 𝑋𝑜𝑏𝑠 Concentration donnée en entrée au modèle (mg.l
-1) 
- 𝑋𝑐𝑎𝑙𝑐  Concentration calculée sur la base des variables d’état (mg.l
-1) 
Ainsi, la variable 𝑥 est mise à jour jusqu’à ce que le ratio 
𝑋𝑜𝑏𝑠
𝑋𝑐𝑎𝑙𝑐
 soit de 1. 
La méthode des fractions continues est appliquée aux concentrations d’ion en solution, aux 
concentrations de sites d’adsorption des acides humiques et fulviques et aux concentrations des sites 
d’adsorption des oxydes métalliques.  
La charge de surface 𝑍  est beaucoup plus sensible à la méthode de mise à jour. La technique de 
l’implémentation originale de WHAM consistait à proposer une charge de surface pour une phase 
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donnée, de calculer tous les équilibres chimiques puis de recalculer la charge de surface de ladite phase 
à l’aide de l’équation [67] réécrite à l’équation [117]. 
 
𝑍𝑐𝑎𝑙𝑐 = ∑[𝑅𝑋]𝑖𝑧𝑅𝑋𝑖  [117] 
Où : 
- 𝑍𝑐𝑎𝑙𝑐  Charge calculée à la surface de la phase considérée 
- [𝑅𝑋]  Concentration du complexe 𝑅𝑋 
- 𝑧𝑅𝑋𝑖   Charge associée au complexe 𝑅𝑋𝑖. 
Malheureusement, tandis que l’implémentation originale de WHAM résout séquentiellement les 
modèles chimiques, puis d’adsorption, puis d’équilibre de charge, l’implémentation proposée dans ce 
travail ne considère aucune séquence de calcul : le calcul des fonctions d’état est indépendant de 
l’ordre dans lequel il est exécuté. Dans ces conditions, la mise à jour de 𝑍 par l’équation [116] s’est 
révélée beaucoup trop instable (accroissement de l’erreur au fil des itérations successives supposées 
la réduire) pour être utilisable. La méthode des fractions continues n’est pas utilisable non-plus 
puisque la charge de surface peut être positive ou négative. Ainsi, si la charge calculée est nulle (ou 
très proche de zéro), l’équation [116] tend vers ±∞. Une mise à jour alternative est donc proposée à 
l’équation [118]. 
 
𝑍𝑖+1 = 𝑍𝑖 − (𝑍𝑖 − 𝑍𝑐𝑎𝑙𝑐) [0,01 + exp (− (
(𝑍𝑖 − 𝑍𝑐𝑎𝑙𝑐)
𝑁𝑜𝑆𝑖𝑡𝑒
)
2
)] [118] 
Où : 
- 𝑍𝑖  Estimation de la charge à l’itération 𝑖 (eq.g
-1) 
- 𝑍𝑐𝑎𝑙𝑐 Charge calculée par l’équation [117] (eq.g
-1) 
- 𝑁𝑜𝑆𝑖𝑡𝑒 Nombre de sites d’adsorption par gramme de phase (mol.g-1) 
Si seuls les quatre premiers termes de l’équation [118] sont conservés (𝑍𝑖+1 = 𝑍𝑖 − (𝑍𝑖 − 𝑍𝑐𝑎𝑙𝑐)), la 
mise à jour correspond à utiliser la charge calculée comme prochaine charge estimée. Cependant, cette 
correction doit être stabilisée. Ainsi, le coefficient 0,01 garantie qu’au moins 1% de l’écart entre la 
charge estimée et la charge calculée est comblé. Ensuite, l’exponentielle est de forme exp(−(𝑥2)). 
Lorsque l’écart entre les charges estimées et calculées est grand, la fonction exponentielle est très 
faible, limitant d’autant la correction apportée. Et lorsque la charge estimée est proche de la charge 
calculée, l’exponentiel tend vers la valeur 1 et la correction est presqu’entièrement appliquée. 
Finalement, la variable 𝑁𝑜𝑆𝑖𝑡𝑒 sert à pondérer la différence de charge. Ce poids a été choisi puisque 
dans le cas limite où tous les sites d’adsorption sont libres, 𝑍𝑐𝑎𝑙𝑐 est égal à 𝑁𝑜𝑆𝑖𝑡𝑒.  
Le ratio de concentration des ions entre la couche diffuse et la solution vraie est mis à jour par une 
version modifiée de la méthode des fractions continues : 
 
𝑅𝑖+1 = 𝑅𝑖 ×
𝑍𝑐𝑎𝑙𝑐
𝑍𝐶𝐷
 [119] 
Où : 
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- 𝑅𝑖 Ratio de la couche diffuse à l’itération 𝑖 
- 𝑍𝑐𝑎𝑙𝑐 Charge calculée de la couche diffuse (eq.g
-1) 
- 𝑍𝐶𝐷 Charge balancée par les contre-ions dans la couche diffuse (eq.g
-1) 
La force ionique est une variable d’état très stable puisque qu’elle inhibe les réactions chimiques (une 
force ionique forte résulte en des réactions chimiques moins fortes). Ainsi, il est possible de mettre à 
jour la force ionique estimée par la force ionique calculée. 
 
𝐼𝑆𝑖+1 = 𝐼𝑆𝑐𝑎𝑙𝑐 [120] 
Finalement, le volume de la solution aqueuse est mis à jour par l’équation [121]. 
 
𝑉𝑎𝑞𝑖+1 =
𝑉𝑎𝑞𝑖
𝑉𝑎𝑞 + ∑ 𝑉𝐶𝐷𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑖𝑟𝑒
 [121] 
Où : 
- 𝑉𝑎𝑞𝑖   Estimation du volume aqueux à l’itération 𝑖 
- 𝑉𝐶𝐷𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑖𝑟𝑒  Volume de la couche diffuse des phases particulaires 
Le dénominateur de l’équation [121] correspond au volume total calculé de la solution. Puisque le 
volume de la solution est défini comme étant 1 litre, si le volume calculé est supérieur à 1, le volume 
aqueux est trop important et doit être réduit. 
Méthode de Newton-Raphson 
La méthode de Newton-Raphson est un algorithme bien connu permettant de résoudre un système 
d’équation. L’algorithme permet, à partir d’une estimation initiale, de calculer une correction 
s’approchant de la solution par l’équation [122].  
 
𝑥𝑖+1 = 𝑥𝑖 − 𝐽(𝑥𝑖)
−1𝑓(𝑥𝑖) [122] 
Où  
- 𝑥𝑖  Vecteur des variables d’état estimées de l’itération 𝑖,  
- 𝐽(𝑥𝑖)  Matrice jacobienne des dérivées partielles des fonctions d’état évaluée en 𝑥𝑖  
- 𝑓(𝑥𝑖)  Vecteur des fonctions d’état évaluées en 𝑥𝑖 
La méthode de Newton a une vitesse de convergence théorique quadratique, c’est-à-dire que l’erreur 
à chaque itération est proportionnelle au carré de l’erreur précédente. En pratique, la matrice 
jacobienne est généralement inconnue et son approximation réduit la vitesse de convergence. Cette 
dernière demeure cependant largement supérieure à 1, offrant une très grande vitesse de 
convergence. L’une des implémentations de la méthode de Newton les mieux documentées est la 
méthode de BFGS et a été décrite en détail par Press et al. (2007). 
Dans le cadre de ces travaux, il a été décidé d’utiliser la librairie SUNDIALS (SUite of Nonlinear and 
DIfferential/ALgebraic equation Solvers, (Hindmarsh et al., 2005)) qui propose une implémentation 
efficace et performante des méthode de Newton-Krylov (non décrites ici). Ces méthodes sont 
développées pour résoudre un système d’équation générique possédant un grand nombre d’équations 
et sont regroupées à l’intérieur du solveur KINSOL. L’implémentation du solveur KINSOL requiert 
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uniquement l’écriture d’une fonction Fortran acceptant un vecteur de variables d’état et retournant 
un vecteur des résidus des fonctions d’état. Son prototype est : 
SUBROUTINE FKFUN (U, FVAL, IER) 
Où FKFUN est le nom de la fonction, U est le vecteur des variables d’état (variable d’entrée de la 
fonction) et FVAL est le vecteur des résidus des fonctions d’état (variable de sortie de la fonction). IER 
est un code d’erreur permettant au modèle d’interrompre le solveur KINSOL. Dans le cadre de 
l’implémentation de WHAM, la fonction FKFUN appelle la fonction ComputeResidues avec différents 
jeux de variables d’état jusqu’à ce que les résidus soient nuls. 
Contrairement à la méthode manuelle, le solveur KINSOL ne considère aucune hypothèse quant à la 
validité de la solution. Par exemple, une concentration négative en ETMs sera acceptée si tous les 
résidus sont nuls. Une fonction de vérification des variables d’état a donc été écrite pour garantir la 
réalité physique des variables d’état calculées par le solveur KINSOL. Cette fonction s’assure 
simplement que chaque variable d’état est à l’intérieur des bornes physiquement possibles (ex : une 
concentration en ion libre supérieure à zéro, mais inférieure ou égale à la concentration totale en cet 
ion). En cas de violation d’une seule variable d’état, l’ensemble de la solution est rejetée. 
Couplage de la méthode de Newton-Raphson et de la méthode manuelle 
La méthode manuelle est complexe à mettre en place puisque chaque variable d’état a un 
comportement qui lui est propre. De plus, cette méthode ne fait appel qu’à des opérations 
monovariées : la mise à jour d’une variable d’état ne dépend que d’elle-même et de sa fonction d’état. 
Cela signifie que les interactions entre les variables d’état ne sont pas prises en compte. Cette approche 
entraîne deux comportements problématiques : 
1. La convergence est très lente  
2. Les résidus peuvent se mettre à osciller entre deux états de part et d’autre de la solution. 
Le premier problème est résolu en utilisant la méthode manuelle uniquement pour approcher la 
solution. Lorsque les résidus sont suffisamment faibles, la méthode manuelle est arrêtée et le solveur 
KINSOL est appelé pour raffiner la solution. 
Le second problème est résolu en diminuant la correction aux variables d’état en fonction du nombre 
d’itérations réalisées (voir équation [123]). 
En pratique, la technique de résolution du modèle WHAM est réalisée comme suit : 
1. Lancer KINSOL avec les estimés initiaux disponibles 
2. Si le solveur KINSOL atteint la solution, arrêt. 
3. Sinon, lancer 𝑛 itérations de la méthode manuelle. Mettre les variables d’état à jour à l’aide 
de la relation [123] : 
 
𝑥𝑖+1 = (
𝑖
𝑛
) 𝑥𝑖 + (
𝑛 − 𝑖
𝑛
) 𝑥𝑚𝑎𝑛𝑢𝑒𝑙 [123] 
Où : 
- 𝑖 Itération courante 
- 𝑛 Nombre maximal d’itérations 
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- 𝑥𝑖  Variables d’état à l’itération 𝑖 
- 𝑥𝑚𝑎𝑛𝑢𝑒𝑙 Variables d’état mises à jour par la méthode manuelle 
4. Si le maximum d’appel à KINSOL n’est pas atteint, retourner à l’étape 2. 
5. Sinon, conserver la solution calculée par la méthode manuelle et considérer le modèle 
WHAM résolu. 
En pratique, l’équation [123] a démontré sa grande robustesse et sa lente convergence. Le nombre 
maximal d’itérations a été fixé à 50, permettant à un estimé initial éloigné de la solution de converger 
vers la solution et à un estimé initial proche de la solution de ne pas osciller autour de la solution à 
l’aide de corrections amorties par le ratio 
𝑛−𝑖
𝑛
 lorsque 𝑖  devient grand. Le maximum d’appel à la 
fonction KINSOL est nécessaire pour garantir que le modèle MOHID n’entrera pas dans une boucle 
infinie. S’il est nécessaire de sortir de la boucle, seule la méthode manuelle donne des résultats proches 
de la solution. C’est pourquoi le Kd est calculé sur la base des résultats de cette méthode.  
Choix des hypothèses de travail dans l’implémentation 
Le couplage du modèle WHAM au modèle MOHID a nécessité certains choix méthodologiques.  
Au niveau chimique, il a été décidé de ne pas inclure les réactions de précipitation des carbonates et 
des oxydes métalliques. Cette décision a été prise parce que la complexité des équations de 
précipitation du modèle WHAM original nécessitait un nombre variable de variables d’état et de 
fonctions d’état. En effet, selon le cas où la précipitation peut ou ne peut pas se produire, la variable 
de précipitation existe ou non dans le système. Or une variable dormante est à même d’empêcher le 
solveur KINSOL de fonctionner puisqu’aucune fonction d’état ne dépend de sa valeur. Les dérivées 
partielles des fonctions d’état par rapport à cette variable dormante sont donc nulles et la matrice 
jacobienne devient singulière. 
Au niveau mathématique, la conceptualisation des équations sous forme de variables d’état et de 
fonctions d’état est également un apport à l’implémentation originale de WHAM. En effet, la 
construction d’un système d’équation unique décrivant l’ensemble du système a permis l’utilisation 
de méthodes numériques avancées (KINSOL) pour calculer la solution de WHAM avec une plus grande 
précision et plus rapidement.  
Au niveau de la programmation, la conversion du modèle depuis Visual Basic vers le Fortran 90 permet 
un couplage direct entre MOHID et WHAM. Au-delà de la simplicité de couplage, le passage au Fortran 
a également permis d’ouvrir la porte à d’importantes optimisations de temps de calcul. Ainsi, le solveur 
KINSOL utilise actuellement la méthode de Newton-Raphson. Si cette dernière est performante, elle 
est lente sur de gros systèmes d’équation. Cependant, le solveur KINSOL donne également accès aux 
méthodes dites de Newton-Krylov. Ces dernières s’affranchissent du calcul de la matrice jacobienne et 
du calcul de son inverse. Les algorithmes numériques impliqués dépassant le cadre de cette thèse 
(préconditionneur des entrées et des solutions, méthode des espaces de Krylov, système d’équation 
mal conditionné), ils n’ont pas été inclus à ces travaux. Cependant, tous les outils sont en place pour 
l’application future de ces méthodes. 
2.5 Modèle de transport des ETMs 
Le modèle de transport des ETMs nécessite quelques équations pour lier les ETMs aux autres variables. 
Cette section présente les relations utilisées.  
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Dans l’environnement de modélisation MOHID, un ETM se propage sous trois formes : 
- Phase dissoute (dissolved metal) 
- Phase particulaire liée aux MES fines (particulate metal), notées ETM – F  
- Phase particulaire liée aux MES très fines (particulate metal fine), notées ETM – TF. 
Le comportement des ETM – F et ETM – TF est liée au comportement des MES – F et MES – TF. 
Cependant, MOHID calcule le transport de ces espèces indépendamment. Les ETMs sont donc soumis 
aux mêmes paramètres d’érosion – sédimentation que les MES – F et MES – TF correspondants, soit 
les contraintes critiques d’érosion et de sédimentation 𝜏𝑒𝑟𝑜, 𝜏𝑠𝑒𝑑  et la vitesse de chute 𝑊𝐶 . Le 
quatrième paramètre, la constante d’érosion 𝐸 , correspond au taux d’érosion des ETMs dans le 
sédiment. Il est égal à la constante d’érosion des MES correspondantes multipliées par la concentration 
en ETMs dans le sédiment (équations [124] et [125]) 
 
𝐸𝐸𝑇𝑀−𝐹 = 𝐶𝐸𝑇𝑀 × 𝐸𝑀𝐸𝑆−𝐹 [124] 
 
𝐸𝐸𝑇𝑀−𝑇𝐹 = 𝐶𝐸𝑇𝑀 × 𝐸𝑀𝐸𝑆−𝑇𝐹 [125] 
 Où : 
- 𝐸𝐸𝑇𝑀−𝐹 Constante d’érosion des ETMs – F (kg.m
-2.s-1) 
- 𝐸𝑀𝐸𝑆−𝐹 Constante d’érosion des MES – F (kg.m
-2.s-1) 
- 𝐸𝐸𝑇𝑀−𝑇𝐹 Constante d’érosion des ETMs – TF (kg.m
-2.s-1) 
- 𝐸𝑀𝐸𝑆−𝑇𝐹 Constante d’érosion des MES – TF (kg.m
-2.s-1) 
- 𝐶𝐸𝑇𝑀 Concentration en ETM dans le sédiment (kg.kg
-1) 
Le paramètre 𝐶𝐸𝑇𝑀 permet donc de lier le modèle d’érosion – sédimentation des MES au modèle de 
transport global des ETMs tout en permettant aux quatre variables (MES et ETM fins et très fins) d’être 
mis à jour indépendamment par MOHID. 
Enfin, les ETMs sont séparés en trois classes (ETM dissous, ETM – F et ETM – TF) à chaque pas de temps 
et dans chaque élément fini du modèle en fonction du Kd. Le calcul de la séparation dissous – 
particulaire a été décrit aux sections précédentes (2.4.2 et 2.4.3). La séparation entre les deux fractions 
particulaires des ETMs est, quant à elle, réalisée en fonction du poids relatif des fractions de MES 
correspondantes (voir équations [126] et [127]). 
 
𝐸𝑇𝑀𝐹 =
𝑀𝐸𝑆𝐹
𝑀𝐸𝑆𝐹 + 𝑀𝐸𝑆𝑇𝐹
× 𝐸𝑇𝑀𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑖𝑟𝑒 [126] 
 
𝐸𝑇𝑀𝑇𝐹 =
𝑀𝐸𝑆𝑇𝐹
𝑀𝐸𝑆𝐹 + 𝑀𝐸𝑆𝑇𝐹
× 𝐸𝑇𝑀𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑖𝑟𝑒 [127] 
Où : 
- 𝐸𝑇𝑀𝐹 Concentration en ETM particulaire dans la fraction fine (mg.l
-1) 
- 𝐸𝑇𝑀𝑇𝐹 Concentration en ETM particulaire dans la fraction très fine (mg.l
-1) 
- 𝑀𝐸𝑆𝐹 Concentration en MES – F (mg.l
-1) 
- 𝑀𝐸𝑆𝑇𝐹 Concentration en MES – TF (mg.l
-1) 
- 𝐸𝑇𝑀𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑖𝑟𝑒 Concentration totale en ETM particulaire (mg.l
-1) 
 82 
2.6 Procédure de calibration – Validation 
La calibration d’un modèle consiste à trouver le jeu de paramètres représentant le mieux les données 
observées. Une fois calibré, un modèle doit être validé sur un jeu de données indépendant. Cette 
validation viendra confirmer que les paramètres trouvés correspondent au cas d’étude et ne sont pas 
un coup de chance mathématique.  
2.6.1 Critères d’évaluation des modèles 
Différents critères numériques permettent de quantifier la représentation des données par un modèle 
(Hauduc et al., 2011). Ainsi, le critère de la racine de l’erreur moyenne au carré (REMC, « Root mean 
square error » en anglais) est calculé par la somme suivante : 
 
𝑅𝐸𝑀𝐶 = √∑
(𝑥𝑜𝑠𝑏 − 𝑥𝑠𝑖𝑚)2
𝑛
 [128] 
Où : 
- 𝑥𝑜𝑏𝑠  Observations de la variable 𝑥 
- 𝑥𝑠𝑖𝑚 Simulation de la variable 𝑥 
- 𝑛 Nombre d’observation 
Le REMC calcule donc une erreur dont les unités sont les mêmes que celles des observations. De plus, 
les grandes erreurs sont très pénalisées par la puissance 2 de la formule. 
Pour réduire l’influence des plus grands écarts entre la simulation et l’observation, il est possible de 
calculer l’erreur moyenne absolue (EMA, « Mean absolute error » en anglais). 
 
𝐸𝑀𝐴 = ∑
|𝑥𝑜𝑏𝑠 − 𝑥𝑠𝑖𝑚|
𝑛
 [129] 
Dans le cas de l’EMA, les grandes erreurs ont moins de poids et les biais ressortent plus dans le critère. 
Le coefficient de corrélation de Pearson 𝑟 est également un critère couramment utilisé pour décrire la 
capacité d’une simulation à reproduire les tendances des observations. 
 
𝑟 =
𝜎𝑜𝑏𝑠,𝑠𝑖𝑚
𝜎𝑜𝑏𝑠𝜎𝑠𝑖𝑚
 [130] 
Un coefficient 𝑟 de 1 ou de -1 signifie une corrélation parfaite entre les observations et les simulations. 
Le signe négatif signifie une corrélation inverse entre observations et simulations. 
Finalement, un critère largement utilisé en hydrologie est le critère de Nash-Sutcliffe. Ce dernier 
compare la performance du modèle à la performance d’un modèle statistique simple : la moyenne des 
observations. L’équation [131] résume le calcul du critère de Nash-Sutcliffe.   
 
𝑁𝑆 = 1 −
∑(𝑥𝑜𝑏𝑠 − 𝑥𝑠𝑖𝑚)
2
∑(𝑥𝑜𝑏𝑠 − 𝑥𝑜𝑏𝑠̅̅ ̅̅ ̅̅ )2
 [131] 
Si la simulation représente exactement les observations, le numérateur de l’équation [131] est nul et 
le NS est de 1. Il s’agit de la valeur optimale. À l’inverse, si la simulation représente moins bien la 
simulation que la moyenne des observations, le NS est négatif. Dans ce cas, la moyenne des 
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observations est une meilleure estimation des observations que le modèle. Le point de bascule du NS 
est à 0, c’est-à-dire lorsque le modèle est un prédicteur aussi performant que la moyenne des 
observations. 
Le choix du critère dépend donc de l’optimisation qui est souhaitée. Par exemple, en hydrologie, si le 
débit des crues est l’information requise, le critère le plus adapté est le NS ou le REMC. À l’inverse, si 
les débits de base doivent être modélisés avec précision, l’EMA offrira de meilleurs résultats. 
2.6.2 Algorithme d’optimisation 
Il est possible de manipuler les paramètres d’un modèle manuellement jusqu’à ce que les résultats 
semblent optimaux à l’utilisateur. Cependant, en pratique, cette technique se révèle la plus lente et la 
moins précise. Dans le cadre de ces travaux, un seul algorithme d’optimisation a été utilisé : le Shuffled 
Complex Evolution (SCE-UA) développé par Duan et al. (1993). Cet algorithme utilise la méthode du 
Simplex de Nelder et Meade (1965) pour résoudre un problème d’optimisation globale en présence de 
nombreuses zones d’attraction et ayant une réponse fortement non-linéaire.  
Le SCE-UA utilise la notion de complexe, c’est-à-dire un ensemble de 𝑛 + 1 jeux de paramètres du 
modèle capables d’évoluer à l’aide de la méthode du Simplex où 𝑛 est le nombre de paramètres du 
modèle. 
1. Générer 𝑚 × (𝑛 + 1) jeux de paramètres et évaluer le score de chaque jeu de paramètre 
2. Trier les jeux de paramètres en fonction de leur score 
3. Construire 𝑚  complexes. Le premier complexe contient les jeux de paramètres 1 , 𝑚 + 1, 
2𝑚 + 1, …, le second contient les jeux 2, 𝑚 + 2, 2𝑚 + 2, …, et ainsi de suite.  
4. Faire évoluer les complexes à l’aide de la méthode du Simplex durant un nombre prédéterminé 
d’itérations. 
5. Rassembler tous les complexes, les trier et vérifier si un optimum a été atteint. Si ce n’est pas 
le cas, l’algorithme retourne à l’étape 3. 
La méthode du SCE-UA est une méthode dite globale. Ainsi, l’ensemble de l’espace des paramètres 
peut être exploré et le véritable optimum peut être retrouvé. La méthode est donc lente, nécessitant 
l’évaluation de plusieurs centaines de jeux de paramètres pour des modèles simples, mais elle 
converge habituellement vers une solution globale.  
Dans le cadre de ces travaux, les temps de calculs nécessaires pour la simulation ont été suffisamment 
courts pour permettre l’utilisation de la méthode SCE-UA dans tous les problèmes d’optimisation. 
2.6.3 Optimisation séquentielle des différents modules hydrodynamiques  
L’optimisation des paramètres du modèle hydrodynamique est réalisée séquentiellement. Quatre 
processus sont donc calibrés sur quatre jeux de données différents : 
1. L’hydrodynamique 
2. Le transport des espèces en suspension 
3. L’érosion – sédimentation 
4. Le transport des ETMs 
Chacun de ces quatre processus dépend de tous les processus précédents et est indépendant des 
processus suivants.  
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1. Le module hydraulique (voir section 2.1.1) requiert la calibration du paramètre de Manning. 
Les données nécessaires à la calibration sont les débits entrant la rivière et les débits sortant. 
La comparaison entre les débits simulés sortants et les observations permet l’ajustement du 
paramètre de Manning. 
2. Le module de transport des espèces en suspension (voir section 2.1.1) requiert la calibration 
de 3 paramètres : La dispersion D, l’aire de stockage transitoire 𝐴𝑠 et le taux d’échange entre 
la rivière et la zone de stockage transitoire 𝛼 . Ce module peut être calibré à l’aide 
d’expériences de traçage sur le tronçon considéré. 
3. Le module d’érosion – déposition (voir section 2.1.2) nécessite quatre paramètres par classe 
de particule : la vitesse de chute 𝑊𝑐, la constante d’érosion 𝑒, la contrainte de cisaillement 
critique de sédimentation 𝜏𝑠𝑒𝑑  et la contrainte de cisaillement critique d’érosion 𝜏𝑒𝑟𝑜 . Le 
développement d’un modèle de rivière soumise à une hydrologie variable requiert au moins 
deux classes de particules pour pouvoir décrire les MES apportées par le bassin versant 
présentant un fort taux de sédimentation et celles, beaucoup plus fines ou légères, qui 
sédimentent très peu. L’utilisation de deux classes de MES implique donc la calibration de huit 
paramètres. Des mesures de MES récupérées dans des conditions très contrastées sont 
nécessaires pour espérer obtenir une calibration satisfaisante. 
4. Le module de sorption – désorption ne requiert qu’un seul paramètre si le modèle de Kd fixe 
est utilisé. Ce paramètre, le Kd, peut être estimé à partir de la littérature ou calculé à partir 
des concentrations dissoutes et particulaires observées des ETMs. Si le modèle WHAM est 
utilisé, il est possible de l’utiliser avec le jeu de paramètres par défaut puisque le modèle est 
mécanistique et se veut une représentation chimique de la réalité (plutôt que conceptuelle ou 
statistique). Cependant, la physico-chimie de l’eau doit être mesurée précisément (ions 
majeurs, pH, température) de même que la nature des MES (teneur en acides humiques et 
fulviques, en oxydes de fer, de manganèse, d’aluminium et en argiles).  
2.7 Analyse de sensibilité 
L’objectif de l’analyse de sensibilité est de quantifier l’influence des paramètres et variables d’entrées 
sur la physico-chimie des ETMs en rivière. Les paramètres (notés 𝜃) et variables d’entrées (notés 𝑦) 
testés sont rassemblés sous le titre de facteurs et sont notés 𝑥. 
L’analyse de sensibilité permet d’isoler les facteurs ayant l’influence maximale sur le modèle et 
d’écarter les facteurs très peu sensibles. Puisqu’il s’agit d’une étude exploratoire de la sensibilité du 
modèle, il a été décidé d’utiliser la méthode de Morris pour couvrir au maximum l’espace des facteurs. 
Cette méthode est couramment utilisée pour analyser rapidement la sensibilité de modèles 
comportant un nombre important de facteurs. 
La méthode de Morris a été abondamment abordée dans la littérature (Morris, 1991; Saltelli et al., 
2006; van Griensven et al., 2006; Faivre et al., 2013). Elle consiste à prendre 𝑛  jeux de facteurs 
aléatoires à l’intérieur de bornes prédéfinies puis à perturber chaque facteur pour en estimer l’effet 
élémentaire. Ainsi, pour un jeu de paramètre donné, les effets élémentaires sont calculés par 
l’équation [132]. 
 
𝐸𝐸𝑖,𝑗 =
𝜏𝑦
𝜏𝑥
𝐹(𝑥1, … , 𝑥𝑗 + Δ𝑥𝑗, … , 𝑥𝑚) − 𝐹(𝑥1, … , 𝑥𝑗, … , 𝑥𝑚)
Δ𝑥𝑗
 [132] 
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Où : 
- 𝐸𝐸𝑖,𝑗  Effet élémentaire du paramètre 𝑗 sur le jeu de paramètre 𝑖 
- Δ𝑥𝑗 Pertubation du facteur 𝑥𝑗 
- 𝜏𝑦 Poids pour normaliser la sortie 𝑦 
- 𝜏𝑥 Poids pour normaliser le facteur 𝑥 
Si la perturbation Δ𝑥 est suffisamment petite, l’effet élémentaire devient une dérivée partielle 
pondérée 
𝜏𝑦
𝜏𝑥
𝜕𝑌
𝜕𝑥𝑖
 où 𝑌 est le score d’intérêt et 𝑥𝑖 le i
ème facteur. Lorsque les 𝑛 effets élémentaires de 𝑌 
sont évaluées, leur moyenne donne une indication de la dispersion du score 𝑌. La variance des effets 
élémentaires donne quant à elle une indication des interactions entre les différents facteurs sur le 
score de même que des comportements non-linéaires du modèle.  
Le choix de la perturbation peut influencer la valeur d’un effet élémentaire. Plus la perturbation est 
faible, plus l’approximation de la dérivée partielle est précise. Les limites du calcul numérique 
empêchent cependant de prendre une perturbation infinitésimale. À l’inverse, si la perturbation est 
trop importante, des effets non-linéaires du modèle peuvent devenir importants et dégrader la 
précision de l’approximation. En pratique, des perturbations de l’ordre de 0,01% sont courantes dans 
la littérature (Press, 2007). Dans le cadre de ces travaux, la complexité du modèle nous a fait préférer 
une perturbation de 0,1%. Les paramètres ne présentant aucune sensibilité ont été testés avec une 
perturbation de 10% pour confirmer que l’absence de sensibilité n’était pas due à une perturbation 
insuffisante. 
Finalement, les poids utilisés permettent de comparer les effets élémentaires de facteurs ayant des 
unités différentes. Ainsi, tous les facteurs ont été normalisés de sorte qu’ils varient entre 0 et 1. De 
plus, deux fonctions de normalisations ont été utilisées. La première est linéaire pour les facteurs dont 
l’amplitude est du même ordre de grandeur (ex : la variation de température) et la seconde est 
exponentielle pour les facteurs variant sur plusieurs ordres de grandeurs (ex : la vitesse de chute des 
MES). Pour convertir un facteur 𝑥 variant entre 0 et 1 à un paramètre 𝜃 variant entre 𝜃𝑀𝑖𝑛 et 𝜃𝑀𝑎𝑥 
selon l’échelle linéaire, il suffit d’utiliser l’équation [133]. 
 
𝜃 = 𝜃𝑀𝑖𝑛 + 𝑥 × (𝜃𝑀𝑎𝑥 − 𝜃𝑀𝑖𝑛) [133] 
L’équation [134] permet, quant à elle, de faire varier le paramètre 𝜃 sur une échelle exponentielle. 
 
𝜃 = exp(𝑙𝑜𝑔(𝜃𝑀𝑖𝑛) + 𝑥 × 𝑙𝑜𝑔(𝜃𝑀𝑎𝑥 − 𝜃𝑀𝑖𝑛)) [134] 
Ces deux équations permettent donc d’exprimer tous les facteurs entre 0 et 1 et de leur donner une 
distribution uniforme. Elles permettent également de fixer 𝜏𝑥 à 1 pour tous les facteurs. Dans le cadre 
de ces travaux, 𝜏𝑦 est également fixé à 1. 
2.7.1 Méthode d’échantillonnage 
La méthode de Morris nécessite un nombre d’expériences 𝑛 pour pouvoir calculer les statistiques. 
Compte-tenu du grand nombre de paramètres à tester, plus de 100 expériences ont été testées. 
Cependant, l’exploration d’un espace des paramètres en 34 dimensions peut être réalisée de 
nombreuses façons. De plus, 100 points aléatoires tirés dans 34 dimensions peuvent avoir une très 
mauvaise représentation spatiale et statistique. L’échantillonnage par hypercube latin (McKay et al., 
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1979) permet de contourner ce problème en subdivisant chaque paramètre en 100 sous-sections et 
en s’assurant qu’il y ait un paramètre tiré dans toutes les sous-sections et que la ième  sous-section de 
tous les paramètres ne contienne qu’un seul jeu de paramètres. 
L’échantillonnage par hypercube latin a été réalisé sur R à l’aide de la fonction ramdomLHS du package 
lhs (Carnell, 2012). Chaque jeu de paramètre a ensuite généré 34 jeux de paramètres supplémentaires 
à l’aide de la boucle Matlab suivante : 
for i = 1:100 
  Param(end+1,:) = Expérience(i,:); 
   
  for j = 1:34 
    Param(end+1,:) = Param(end,:); 
    Param(end,j) = Param(end,j) + D_theta; 
  end 
end 
 
Où : 
- Param est la matrice contenant un jeu de paramètre à exécuter par ligne 
- Expérience est la matrice contenant les jeux de paramètres générés par l’échantillonnage 
par hypercube latin 
- D_theta est la perturbation à appliquer à un paramètre 
La boucle Matlab génère 3400 jeux de paramètres différents qui devront être testés.  
2.7.2 Calcul des intervalles de confiance de la moyenne et de l’écart-type 
Une méthode de bootstrap (Efron, 1979) a été utilisée pour calculer les intervalles de confiance de la 
moyenne et de l’écart-type.  
Pour 𝑁 expériences de Morris, la méthode de bootstrap est réalisée comme suit : 
1. Pour i = 1 :1000 
a. Tirer 𝑁 expériences de façon aléatoire, avec remise.  
b. Calculer la moyenne et l’écart-type de l’échantillon aléatoire 
2. Trier les moyennes et écart-types en ordre croissant. 
3. L’intervalle de confiance 95% est obtenu en éliminant les 2,5% inférieurs et supérieurs de 
l’échantillon des moyennes et des écart-types. 
La méthode de bootstrap permet d’estimer la robustesse de l’analyse de sensibilité. Surtout, elle 
permet de valider l’échantillonnage. Cette méthode est suggérée par Faivre et al. (2013) pour expliquer 
les interactions non-linéaires et le niveau de discrétisation 
2.7.3 Logistique informatique 
Chaque simulation nécessite de deux à trois heures de calcul. Dans ces conditions, exécuter les 3400 
simulations demande plus de 7000 heures de calcul, soit un peu plus de  290 jours. Il est donc 
essentiel d’utiliser des ressources de calcul puissantes. L’organisme CALMIP (Calcul en Midi-Pyrénées) 
héberge le méso-centre de calcul Hyperion (http://www.calmip.cict.fr/spip/). Cette infrastructure a 
été utilisée pour lancer les calculs sur 128 processeurs en parallèle.  
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L’utilisation de ressources de calcul parallèle a requis l’écriture d’un programme fortran utilisant la 
technologie MPI (Message Passing Interface). Un programme utilisant le MPI est lancé en parallèle sur 
autant de processeurs que nécessaire. Les fonctions MPI permettent ensuite à chaque instance du 
programme de savoir qui il est en lui assignant un numéro de processus. Elles permettent également 
aux différents processus de communiquer entre eux à l’aide de fonctions plus ou moins spécialisées. 
Le programme pilote de l’analyse de sensibilité a été construit sur le schéma Maître – Esclave.  
Le processus zéro est désigné Maître. Son rôle est de lire tous les jeux de paramètres à exécuter de 
même que tous les jeux de paramètres déjà exécutés. Il distribue ensuite à chaque Esclave un jeu de 
paramètre unique et attend les résultats des scores calculés par les Esclaves. Lorsque tous les jeux de 
paramètres ont été distribués et que tous les résultats ont été récupérés, le Maître envoie le signal de 
fin de programme pour tous les processus puissent terminer leur tâche. 
Tous les processus restants sont désignés Esclaves. Leur première tâche est de construire une copie du 
modèle qui leur est propre. Ainsi, chaque instance de MOHID – WHAM peut être lancée 
indépendamment sans risque que deux modèles ne tentent d’écrire dans les mêmes fichiers de sortie. 
Ensuite, les Esclaves envoient le signal au Maître comme quoi ils sont prêts à travailler et attendent un 
jeu de paramètre à lancer. Sur réception du jeu de paramètre, ils modifient les fichiers de MOHID – 
WHAM pour mettre à jour les paramètres. Ils lancent ensuite le modèle et attendent la fin de son 
exécution. Une fois le modèle exécuté, ils chargent les fichiers de sortie du modèle et calculent les 
différents scores. Une ligne de texte est ensuite générée contenant le numéro du jeu de paramètre, 
les 34 paramètres utilisés et les 80 scores calculés sur la base du jeu de paramètre testé. Cette ligne 
de test est envoyée au processus Maître et l’Esclave attend le jeu de paramètre suivant. 
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Tableau 3 : Schéma du programme d’exécution de l’analyse de sensibilité. Chaque changement de ligne correspond à des 
communications entre tous les processus. Durant les deux premières lignes, le programme est identique pour tous les 
processus. À partir de la troisième, un schéma Maître – Esclave est mis en place pour l’exécution des simulations.  
Lancement des processus 0 à N 
Si (processus == 0) Processus Maître 
Sinon Processus esclave 
Maître Esclave 1 .. N 
Lit les jeux de paramètres à exécuter et les jeux de 
paramètres déjà exécutés 
Crée une copie locale du modèle pour 
chaque esclave 
Envoie un jeu de paramètre à chaque esclave prêt à 
travailler 
Se déclare prêt à travailler et attend un jeu 
de paramètre 
Tant que tous les jeux de paramètres n’ont pas été 
exécutés: 
Reçoit les résultats d’un esclave 
Met à jour les résultats globaux 
Envoie un nouveau jeu de paramètres 
Entre les paramètres dans le modèle 
Lance le modèle 
Compile les scores du modèle 
Quand tous les jeux de paramètre sont testés,  
Envoie un signal de fin de programme à tous les 
esclaves 
Termine le programme 
 
L’avantage de ce choix d’implémentation a été d’être indépendant du nombre de processeurs utilisés. 
Compte-tenu des faibles ressources requises par le processus Maître, ce choix est le bon si le nombre 
de processus est grand puisque 𝑛 − 1 processus servent à faire des calculs.  
Le programme décrit ci-dessus est nommée MPI_Driver. Il est compilé à l’aide du script suivant : 
module load sgi-mpt/2.0.4  
module load intel-fc-14/14.0.0 
ifort -traceback -o MPI_Driver MPI_Driver.f90 -lmpi 
Où la fonction module load sert à charger les librairies MPI et le compilateur Intel fortran. La 
troisième ligne compile le code source MPI_Driver.f90 avec les options permettant d’utiliser les 
fonctions MPI. 
L’analyse de sensibilité est ensuite lancée sur Hyperion à l’aide du script PBS suivant : 
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2.8 Application sur le cas d’étude : La Garonne 
Le cas d’étude choisi pour tester les approches de modélisation est le fleuve Garonne dans sa section 
comprise entre la ville de Toulouse et la jonction avec la rivière Tarn, avant la retenue de Malause.  
La Garonne est le principal fleuve du Sud-Ouest de la France avec ses 600 km et draine un bassin 
versant de 60000 km2 (voir Figure 7 – a). 
#PBS -S /bin/bash 
#PBS -N Sens32 
#PBS -l select=16:ncpus=8:mpiprocs=8 
#PBS -l walltime=48:00:00 
#PBS -j eo 
#PBS -e err.txt 
#PBS -M cyril.garneau@ensat.fr -m abe 
 
module load sgi-mpt/2.0.4 
module load intel-fc-14/14.0.0 
 
cd $PBS_O_WORKDIR 
. $MODULESHOME/init/sh 
mkdir /tmpdir/ECOLAB_CG/Sens 
mkdir /tmpdir/ECOLAB_CG/Sens/tempSim 
cp -r ./Run /tmpdir/ECOLAB_CG/Sens  
cp MPI_Driver /tmpdir/ECOLAB_CG/Sens/MPI_Driver 
cp Inputs.txt /tmpdir/ECOLAB_CG/Sens/Inputs.txt 
cd /tmpdir/ECOLAB_CG/Sens 
 
mpiexec_mpt -np 128 MPI_Driver > t.txt 
 
cp /tmpdir/ECOLAB_CG/Sens/Outputs.txt $PBS_O_WORKDIR/Outputs.txt 
 
Options du gestionnaire de calcul PBS. 
Chargement des librairies 
Copie des fichiers sur les disques de calcul 
Lancement des calculs 
Récupération des calculs dans le répertoire personnel 
 90 
 
Figure 7 : Carte des points de prélèvement lors des quatre campagnes de prélèvement de 2005. Les points notés GX sont 
prélevés dans la Garonne, tandis que les points notés TX sont prélevés sur les principaux tributaires de la Garonne. Tiré de 
Sanchez-Pérez et al. (in prep.). 
Sur le secteur d’étude, deux stations hydrologiques sont présentes. La première est située à Portet, en 
amont de Toulouse (point G1 sur la Figure 7), et la seconde à Verdun (point G6). À Verdun, le bassin 
versant possède une superficie de 13730 km2 et les débits mensuels moyens varient de 75 m3.s-1 en 
août à 341 m3.s-1 en mai pour une moyenne annuelle de 190 m3.s-1. Toujours à Verdun, le VCN (volume 
consécutif minimal) pour 10 jours ayant une récurrence de 5 ans est de 32 m3.s-1. La crue à récurrence 
5 ans montre, quant à elle, un débit journalier moyen de 2000 m3s-1m (Banque Hydro, 
http://www.hydro.eaufrance.fr/). Les précipitations annuelles sont de 900 mm en moyenne, mais 
peuvent atteindre 2000 mm dans les secteurs montagneux. Les précipitations mensuelles moyennes 
sont maximales en mai – juin et minimales en juillet – août ainsi qu’en février, définissant un régime 
nivo-pluvial à la confluence entre la Garonne et l’Ariège (Pardé, 1935; Probst, 1983; Dauta et al., 2009). 
Ce régime est dû aux précipitations neigeuses ayant lieu dans les Pyrénées. À l’aval de la confluence 
avec l’Ariège, les débits de la Garonne sont influencés principalement par deux affluents, soit le Tarn 
et le Lot. Les autres affluents entraînant des apports mineurs d’eau (Pardé, 1935). 
Le secteur d’étude mesure 87 km dans la plaine alluviale (voir Figure 7 – b). Il commence en amont de 
Toulouse et se termine à la confluence avec le Tarn. La Garonne, dans ce secteur, est soumise à une 
hydromorphologie complexe. Elle comporte trois seuils et barrages dans la traversée de Toulouse et 
un barrage après la confluence avec le Tarn (retenue de Malause). La Figure 8 montre le profil 
longitudinal du cas d’étude pour un débit de 70 m3.s-1. La hauteur minimale du fond, de même que la 
hauteur d’eau sont décrits.  
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Figure 8 : Profil en long de la Garonne de Portet à la confluence avec le Tarn. La ligne bleue correspond à la hauteur d’eau 
et la ligne noire, le point le plus bas du fond de la rivière. Le point kilométrique (pkm) correspond à la distance entre le 
point et la source de la Garonne. La première section correspond à la traversée de Toulouse. Les hauteurs d’eau sont 
significativement plus hautes que dans le reste du tronçon et les vitesses d’écoulement plus lentes. La seconde section est 
la plaine alluviale, caractérisée par des successions de radier (zones d’écoulement rapides) et mouilles (zones d’écoulement 
lentes). La troisième section est la retenue de Malause et est caractérisée par un écoulement très lent. Adaptée de Simeoni-
Sauvage (1999). 
La Figure 8 montre les variations géomorphologiques observées. Ainsi, la traversée de Toulouse 
(section 1) est marquée par deux retenues importantes générant des écoulements lents et une 
sédimentation importante. La plaine alluviale correspond à la section 2. Il s’agit d’une succession de 
radiers et de mouilles qui peuvent, dans certaines conditions, créer une succession de zones d’érosion 
et de sédimentation. Finalement, la troisième section correspond à l’approche de la retenue de 
Malause. Ce réservoir fonctionne à hauteur fixe.  
2.8.1 Données utilisées 
Plusieurs sources de données ont été utilisées pour alimenter le modèle (données entrantes), le 
calibrer et le valider. 
Données bathymétriques 
Les données bathymétriques se présentent sous forme de profils transversaux de la rivière à intervalles 
plus ou moins réguliers. Sur le secteur d’étude, plus de 200 profils séparés de 30 m à 2 km sont 
disponibles. Ces derniers viennent de différents organismes tels que la Direction Départementale de 
l’Équipement (DDE) ou la Direction Régionale de l’Environnement (DIREN – regroupée dans la Direction 
régionale de l’environnement, de l’aménagement et du logement DREAL) et ont été rassemblés lors 
de travaux antérieurs (Simeoni-Sauvage, 1999).  
Donnée hydrauliques  
Les données de débit utilisées pour la calibration et la validation du modèle proviennent de la Banque 
Hydro (http://www.hydro.eaufrance.fr). Deux jeux de données sont utilisés : Les débits observés à 
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Portet, qui permettent d’alimenter le modèle, et les débits observés à Verdun, qui permettent d’avoir 
un point de comparaison entre les observations et les simulations à l’intérieur du secteur d’étude. 
Données issues de la campagne de traçage 
Le comportement du transport des éléments dissous a été étudié lors de trois campagnes de traçage 
(E.A.T.C and SETUDE, 2008). Durant ces campagnes, entre 20 et 50 kg de Rhodamine B ont été déversés 
dans la rivière au Pont des Catalans, à la sortie de Toulouse. Le passage du traceur a été observé aux 
différents ponts et prises d’eau le long de la Garonne (six points de prélèvement, incluant les points 
G2, G3 et G4 de la Figure 7). Deux campagnes, correspondant à deux conditions hydrologiques, ont été 
utilisées. La première a été réalisée le 17 septembre 2007 avec un débit de 61 m3.s-1, tandis que la 
seconde a été réalisée le 1er avril 2008 en présence d’un débit de 447 m3.s-1. 
Les observations des campagnes de traçage ne peuvent être utilisées directement. En effet, le modèle 
hydrodynamique de rivière est un modèle 1D considérant que la masse d’eau dans une section est 
entièrement mélangée et se déplace à une même vitesse moyenne. Or, au point d’injection, le traceur 
est injecté au centre de la rivière et est sujet à un chemin préférentiel jusqu’à ce que la turbulence de 
la rivière ne le mélange. La distance de mélange est la distance entre l’injection et l’endroit à partir 
duquel le traceur est complètement mélangé. Dans le cas de l’injection au Pont des Catalans, cette 
distance a été estimée à 8 km en basses eaux et à 14 km en hautes eaux (E.A.T.C and SETUDE, 2008). 
L’injection de traceur au modèle de rivière est donc réalisée non pas au point d’injection, mais au point 
estimé de bon mélange.  
Données géochimiques, physico-chimiques et ETMs 
Une station d’alerte est installée à Portet pour protéger les installations de production d’eau potable 
de la ville de Toulouse. Cette station mesure en continu différents paramètres physico-chimiques  de 
la Garonne pour le compte du Laboratoire Départemental de l’Eau du Conseil Général de Haute-
Garonne (http://labo-eau.haute-garonne.fr/). Les paramètres utilisés par le modèle sont le pH, la 
température et la turbidité (sa capacité à laisser passer la lumière) et ont été mesurés en moyenne 
toutes les 25 minutes. 
La concentration en MES à Portet est estimée à l’aide de la turbidité de l’eau. La relation entre la 
turbidité (mesurée en Unité de Turbidité Néphélométrique, ou UTN) et la concentration en MES a été 
modélisée empiriquement par Aubert et al. (soumis) sur la base de mesures simultanées de MES et de 
turbidité réalisées lors de nombreuses études (Probst, 1983; Probst and Bazerbachi, 1986; Etchanchu, 
1988; Semhi, 1996) en conditions hydrologiques variables. Trois courbes relient la turbidité aux MES. 
La première considère la totalité des 349 couples de données (équation [135]) et a un r2 de 0,97. 
 
𝑀𝐸𝑆 = 3,29 × 𝑇𝑢𝑟𝑏0,912 
N = 349, r2  = 0,97 
[135] 
Deux autres équations ne considèrent que les turbidités inférieures à 400, soit 336 couples.  
 
𝑀𝐸𝑆 = −3,687 + 2,156 × 𝑇𝑢𝑟𝑏 [136] 
 
𝑀𝐸𝑆 = −13027 + 13025 × exp(0,0001621 × 𝑇𝑢𝑟𝑏) [137] 
Où  
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- 𝑇𝑢𝑟𝑏 Turbidité (UTN) 
- 𝑀𝐸𝑆 Concentration en MES (mg.l-1) 
Les deux équations se concentrant sur les faibles UTN ont un r2 de 0,95.  
L’équation [135] donne un poids trop important aux hautes concentrations en MES. Puisque la 
turbidité observée la plus faible est de 2 UTN, l’équation donnera toujours une concentration en MES 
supérieure à 6 mg.l-1. Or, les concentrations les plus faibles observées à l’étiage sont de l’ordre de 2 à 
3 mg.l-1. L’équation [136], à l’inverse, prédit une concentration en MES de 0,6 mg.l-1. Seule l’équation 
[137] prédit une concentration de 2 mg.l-1 lorsque la turbidité atteint 2 UTN. Puisque les étiages sont 
une composante importante du modèle, l’équation [137] a été choisie pour convertir les données de 
turbidité en MES. 
La qualité de l’eau de la Garonne a été mesurée durant quatre campagnes de mesure en 2005 (Figure 
9) en conditions hydrologiques contrastées (Sánchez-Pérez et al., 2006). L’hydrologie de l’année 2005 
est caractérisée par des crues de faible amplitude puisque la plus importante crue a atteint 800 m3.s-1 
à la station hydrologique de Verdun. Cette valeur est inférieure à la crue biennale de 1400 m3.s-1. 
Durant ces quatre campagnes, les paramètres physico-chimiques, les ions majeurs et les ETMs ont été 
mesurés en neuf points de la Garonne, de même qu’à l’exutoire des principaux affluents, pour un total 
de 17 stations de mesures. La Figure 7 montre le secteur à l’étude, de même que les stations 
d’échantillonnage. 
 
Figure 9 : Hydrogramme de l’année 2005 sur la Garonne à Verdun (station G6 de la Figure 7). Les quatre campagnes de 
prélèvement sont identifiées par les traits verticaux. 
Les paramètres physico-chimiques mesurés sont le pH, la température, la conductivité, la turbidité, 
l’alcalinité totale, les concentrations en MES, matière sèche sans cendre (MSSC), carbone organique 
dissous et les ions majeurs (Na, K, Mg, Ca, Cl, SO4, NO3). Les éléments traces métalliques mesurés 
sont Al, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, As, Cd, Sb, Pb, U et Mo et ils ont été mesurés dans la phase 
dissoute (suite à une filtration à 0,22 µm) et dans la phase particulaire. Ces différentes fractions 
peuvent être observées à la Figure 10. 
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Figure 10: Fraction dissoute (grisée) et particulaire (blanche) des différents éléments traces métalliques à l’étiage d’hiver 
(218 m3.s-1, à gauche) et en crue (804 m3.s-1, à droite) à la station de Verdun. Figure tirée de (Sánchez Pérez et al., in prep.). 
La Figure 10 montre que les fractions particulaires sont plus importantes en période de crue qu’en 
période d’étiage et donc que l’hydrologie joue un rôle important dans la distribution entre les phases 
des ETMs. Un tel comportement a déjà été observé sur la Garonne (Aubert et al., soumis; Audry, Blanc, 
et al., 2004) et sur d’autres rivières (Pettine et al., 1994; Davide et al., 2003; Bednarova et al., 2013; 
Matsunaga et al., 2014). De plus, le fractionnement dissous – particulaire varie de façon importante 
pour les éléments Cu, Cd, Ni, Cr, V, Fe et Co. À l’inverse, les éléments Mo, As, Sc et Sb sont 
principalement sous phase dissoute tandis que les éléments Pb, Mn et Ti sont principalement sous 
phase particulaire sous les deux conditions hydrologiques. 
Finalement, une seconde source de données a été utilisée pour générer les intrants du modèle : Aubert 
et al. (soumis) ont mesuré les ETMs dans les phases dissoute et particulaire en amont de Toulouse 
(station de Portet G1) et l’Ariège (station Lacroix-Falgarde T1, voir Figure 7) avec un suivi hebdomadaire 
sur l’année hydrologique 2002. Ces données ne permettent pas d’observer une dynamique des ETMs 
puisque la durée d’un événement hydrologique est souvent inférieure à la semaine, bien que certains 
événements hydrologiques aient été échantillonnés à plus haute fréquence (jusqu’à une fréquence 
journalière). Ces données permettent néanmoins de calculer des corrélations entre les concentrations 
en ETMs et les concentrations en MES pour une large gamme de conditions hydrologiques. Ces 
corrélations peuvent ensuite être utilisées pour estimer les flux d’ETMs entrant dans la Garonne. 
2.8.2 Hypothèses spécifiques de modélisation appliquées à la Garonne 
Hydraulique et morphologie 
Le modèle de rivière de la Garonne est alimenté à l’amont par les observations journalières de débit à 
Portet. Ces observations intègrent tant la Garonne que l’Ariège. Compte-tenu de leurs faibles débits, 
les affluents secondaires de la Garonne ont été négligés. En effet, la somme des débits des affluents 
secondaires sur le secteur dépasse rarement les 2% du débit total de la Garonne. Ce choix est aussi 
justifié par l’absence de données de turbidité ou de données de MES en continu sur ces affluents. 
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Le modèle MOHID définit la morphologie de la rivière en fonction des profils transversaux. Ces derniers 
ont donc dû être transformés en un format compatible avec MOHID. Ainsi, bien que MOHID accepte 
des profils de géométrie quelconque, il a été nécessaire de simplifier les profils mesurés en des profils 
à section trapézoïdale. La Figure 11 montre la simplification réalisée.  
 
Figure 11 : Profil mesuré dans la traversée de Toulouse versus profil simplifié. La simplification permet de garder l’essentiel 
de la forme du profil tout en utilisant seulement quatre variables pour le définir, soit la hauteur de la berge, la profondeur 
du profil, la largeur de la base et la largeur entre les berges. 
Cette simplification a été réalisée en considérant que la base était constituée de tous les points situés 
à moins d’un mètre du point le plus profond. Puisque le modèle hydraulique est un modèle 1D, la 
position de la base n’influence pas les calculs. Le modèle n’a besoin que de l’aire de la section remplie 
d’eau et de la largeur du fond pour les équations d’érosion et sédimentation. 
Éléments traces métalliques utilisés en simulation  
Un modèle hydro-bio-géo-chimique de transport des ETMs nécessite beaucoup de données d’entrées. 
Si les données les plus importantes (débit, MES) sont connues avec une bonne précision dans des 
conditions dynamiques, de nombreux paramètres physico-chimiques sont mesurés ponctuellement ou 
sont sujets à une dynamique dont la complexité nécessiterait un modèle en soit. C’est pourquoi de 
nombreuses hypothèses de modélisation ont été faites pour réduire le volume de données requis. 
Le premier choix de modélisation concerne les ETMs à modéliser. Bien que de nombreux métaux aient 
été mesurés, il a été jugé nécessaire de ne modéliser que des éléments ayant des comportements 
contrastés. Ainsi, quatre ETMs ont été modélisés au cours de ces travaux : Le plomb, l’arsenic, 
l’uranium et le cuivre. 
Le plomb a été choisi pour sa tendance très forte à se fixer aux MES (voir Figure 10). Il s’agit d’un des 
éléments possédant le comportement le plus lié à la phase particulaire. L’arsenic, l’uranium et le cuivre 
ont été choisis tous trois pour leur composante dissoute très importante. L’arsenic a servi aux 
premières simulations utilisant un modèle chimique simplifié. Cependant, l’arsenic n’est pas inclus 
dans les bases de données du modèle WHAM. Pour cette raison, il a d’abord été remplacé par 
l’uranium. Cependant, ce dernier possède une chimie complexe qui n’est pas suffisamment détaillée 
dans la base de données chimique de WHAM. Ce manque de précision a généré des comportements 
contradictoires avec les observations. Aussi, le cuivre qui a déjà été éprouvé dans WHAM a finalement 
été retenu.  Le cuivre peut présenter une phase particulaire relativement plus importante que l’arsenic 
135
136
137
138
139
140
141
142
0 50 100 150 200 250 300
H
au
te
u
r 
(m
)
Distance de la berge (m)
Profil mesuré
Profil simplifié
 96 
et l’uranium du fait de sa grande affinité au carbone organique. Cette complexité permet cependant 
de tester le comportement d’un ETM ayant une plus grande variété de comportements en fonction 
des conditions hydrologiques.  
Dans le cadre des simulations dynamiques réalisées au chapitre 4, les concentrations dissoutes et 
particulaires en plomb entrant le secteur d’étude ont été estimées à l’aide des travaux d’Aubert et al. 
(soumis), tandis que les concentrations dissoutes et particulaires du cuivre l’ont été à l’aide des travaux 
de Sánchez-Pérez et al. (2006). Les relations utilisées sont résumées au Tableau 4. 
Tableau 4 : Relations entre la concentration en ETM à l’entrée du secteur modélisé, le débit et la concentration en MES 
 Phase dissoute (µg.l-1) Phase particulaire (µg.g-1) 
Pb 0,0014 × 𝑄0,4635 131,17 × 𝑀𝐸𝑆0,7997 
Cu 0,547 40,0 
Classification et composition des MES 
Les MES sont divisées en deux classes, les MES fines et les MES très fines. L’équation [137] permet 
d’estimer la concentration en MES totales. La répartition en MES en deux classes a été réalisée en 
considérant que les 5,3 premier mg.l-1 de MES entrant en rivière à l’amont constituent les MES très 
fines tandis que la différence entre les MES totales et MES très fines constitue la classe des MES fines. 
La valeur de 5,3 mg.l-1 correspond à la concentration en MES moyenne à l’étiage mesurée par Probst 
et Bazerbachi (1986). Les équations [138] et [139] résument la séparation des MES totales en deux 
classes. 
 
𝑀𝐸𝑆𝑇𝐹 = min(𝑀𝐸𝑆𝑡𝑜𝑡𝑎𝑙; 5,3) [138] 
 
𝑀𝐸𝑆𝐹 = max(𝑀𝐸𝑆𝑡𝑜𝑡𝑎𝑙 − 𝑀𝐸𝑆𝑇𝐹; 0,0) [139] 
Les fonctions « minimum » et « maximum » permettent de garantir que la somme des concentrations 
des deux classes de MES égale la concentration totale en MES tout en ne calculant aucune 
concentration négative. 
Le modèle WHAM a besoin d’une composition détaillée des MES. Plus particulièrement, des 
hypothèses de modélisation ont été nécessaires pour estimer la concentration en carbone organique 
particulaire (COP) et dissous (COD), en oxydes de fer et de manganèse, et en argiles.  
La fraction de COP dans les MES est formalisée par l’équation [140], basée sur de nombreux travaux 
(Ludwig et al., 1996; Veyssy et al., 1996; Boithias et al., 2014). 
 
𝑓𝐶𝑂𝑃 =
𝐶𝑂𝑃𝑁𝑈𝑀
𝑀𝐸𝑆 − 𝑀𝐸𝑆𝑙𝑖𝑚𝑖𝑡𝑒
+ 𝑓𝐶𝑂𝑃𝑀𝑖𝑛 [140] 
Où : 
- 𝑓𝐶𝑂𝑃  Fraction en COP des MES 
- 𝑓𝐶𝑂𝑃𝑀𝑖𝑛  Fraction minimale en COP dans les MES 
- 𝑀𝐸𝑆𝑙𝑖𝑚𝑖𝑡𝑒 Asymptote verticale de l’équation 
- 𝐶𝑂𝑃𝑁𝑈𝑀 Paramètre décrivant le changement de l’origine du COP 
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La valeur de 𝑓𝐶𝑂𝑃𝑀𝑖𝑛  est de l’ordre de la fraction de COP sur les sols érodés du bassin versant. Lorsque 
la concentration en MES tend vers 𝑀𝐸𝑆𝑙𝑖𝑚𝑖𝑡𝑒 , la fraction de COP tend vers l’infini. La valeur de 
𝑀𝐸𝑆𝑙𝑖𝑚𝑖𝑡𝑒  doit donc être inférieure à la concentration minimale en MES. Enfin, le paramètre 
𝐶𝑂𝑃𝑁𝑈𝑀décrit la transition de l’origine du COP entre le COP autochtone (lorsque la concentration en 
MES est basse) et allochtone (lorsque la concentration en MES est élevée). Il s’agit d’un paramètre à 
calibrer sur la base des observations. 
Dans le cadre du site d’étude, la fonction utilisée a été calibrée à l’aide des observations réalisées lors 
des campagnes de mesure de 2005 et est donnée par l’équation [141]. 
 
𝑓𝐶𝑂𝑃 =
0,60
𝑀𝐸𝑆 − 1,0
+ 0,021 [141] 
Finalement, une valeur maximale doit être fixée pour la fraction du COP. Dans le cadre de la Garonne, 
cette fraction maximale a été fixée à la fraction maximale observée par Veyssy et al. (1996), soit à 24% 
des MES.  
Le modèle WHAM ne demande pas la concentration en COP, mais en acides humiques et fulviques. Le 
taux de chaque acide est un paramètre de calibration. Cependant, il est suggéré de fixer la 
concentration des deux acides à 50% de la concentration du COP (Lofts, communication personnelle). 
Les concentrations des oxydes de fer et de manganèse ont été fixés à la valeur moyenne des 
concentrations de fer et de manganèse observés dans les MES lors des campagnes de 2005. Ainsi, les 
oxydes de fer représentent 3% des MES tandis que les oxydes de manganèse représentent 0,1% des 
MES. 
Finalement, la concentration en argiles des MES est estimée sur la base des travaux de Semhi (1996) 
qui a évalué que 50% des MES correspondait à des argiles. Pour éviter que la somme des fractions ne 
dépasse le tout, il est considéré que la fraction des argiles correspond à 50% des MES non 
caractérisées. Les hypothèses de fractionnement des MES sont résumées au Tableau 5. 
Tableau 5 : Synthèse des hypothèses de fractionnement des MES appliquées au cas d’étude de la Garonne 
 Fraction observe 
Carbone organique particulaire 
𝑓𝐶𝑂𝑃 = min (
0,60
𝑀𝐸𝑆 − 1,0
+ 0,021,    0,24) 
Acide humique 𝑓𝐴𝐻 = 0,5 × 𝑓𝐶𝑂𝑃 
Acide fulvique 𝑓𝐴𝐹 = 0,5 × 𝑓𝐶𝑂𝑃 
Oxyde de fer 𝑓𝐹𝑒𝑂𝐻 = 0,03 
Oxyde de manganèse 𝑓𝑀𝑛𝑂𝐻 = 0,001 
Argiles 𝑓𝑎𝑟𝑔𝑖𝑙𝑒 = 0,50 × (1 − 𝑓𝐶𝑂𝑃 − 𝑓𝐹𝑒𝑂𝐻 − 𝑓𝑀𝑛𝑂𝐻) 
Composition de la phase dissoute 
La composition de la phase dissoute a été construite en considérant les valeurs moyennes des 
concentrations de chaque ion, du pH et du COD observées lors des campagnes de mesure de 2005. La 
concentration en CO2 est tirée des travaux de Semhi (1996). Les valeurs sont résumées au Tableau 6. 
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Tableau 6 : Synthèse des hypothèses de la composition de la phase dissoute appliquées au cas d’étude de la Garonne. 
Concentration des ions majeurs (µg.l-1) 
K 2700 
NO3 12000 
Na 1243 
Ca 46800 
Mg 6290 
SO4 24163 
Cl 16010 
Al 9,3 
Fe(III) 118 
Paramètres physico-chimiques 
Carbone organique dissous (mg.l-1) 1,87 
pCO2 (ppm) 1680 
Le fractionnement du COD a été fait selon la même hypothèse que le fractionnement du COP. Ainsi,  
les acides humiques composent 50% du COD tandis que les acides fulviques représentent les 50% 
restants. 
La concentration en CO2 permet de calculer la concentration en bicarbonates. Une concentration en 
CO2 de 1680 ppm correspond à une alcalinité de 3,3 mmol.l-1. Cette valeur se compare à l’alcalinité 
observée dans la Garonne (entre 1,0 et 5,3 mmol.l-1). 
2.8.3 Paramètres testés dans le cadre de l’analyse de sensibilité 
Tous les paramètres calibrés du modèle couplé à deux classes de particules ont été inclus dans l’étude 
de sensibilité pour un total de 12 paramètres. Cependant, puisque le modèle WHAM n’est pas calibré, 
ses nombreux paramètres n’ont pas été testés. À la place, les variables d’entrée de WHAM ont été 
perturbées par l’analyse de sensibilité. Les hypothèses posées pour définir les variables d’entrés sont 
définie à la section 2.8.2. Ce choix sous-entend que le modèle est parfait, mais que les entrées qui 
l’alimentent sont empreintes d’incertitude. Ce choix permet également de quantifier l’importance de 
chaque variable d’entrée. Ainsi, 22 entrées additionnelles ont été ajoutées à l’analyse de sensibilité 
pour un total de 34. Les paramètres sont résumés au Tableau 2. 
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Table 1: Paramètres et variables d'entrées analysés par la méthode de Morris. La valeur par défaut correspond à la valeur 
calibrée sur le cas d’étude (voir section 2.8). La dernière colonne indique si la distribution est uniforme (valeur de 0) ou 
logarithmique (valeur de 1). Les facteurs sans dimension sont notés « adim » (adimensionnel). 
Sous-modèle  Facteur Unités 
Valeur 
par 
défaut 
Minimum Maximum log 
Hydraulique 1 Manning s.m-1/3 0,02 0,01 0,04 0 
Transport 
(OTIS) 
2 Diffusivité m2.s-1 3,9E-02 1,0E-07 3,0E+01 1 
3 𝛼 (adim) 1,2E-04 1,0E-06 1,0E-03 1 
4 𝐴𝑆 m
2 34 10 130 0 
Érosion et 
sédimentation 
5 
Concentration 
en ETM dans le 
sédiment 
g.g-1 7,0E-04 1,0E-08 3,0E-03 1 
6 𝜏𝑒𝑟𝑜𝐹  Pa 45 20 60 0 
7 
Constante 
d’érosion F 
g.m-2 6,0E-05 1,0E-06 1,0E-03 1 
8 
Vitesse de 
chute F 
m.s-1 8,0E-04 1,0E-06 1,0E-03 1 
9 𝜏𝑠𝑒𝑑𝐹 Pa 16 10 20 0 
10 𝜏𝑒𝑟𝑜𝑇𝐹  Pa 12,4 8 15 0 
11 
Constante 
d’érosion TF 
g.m-2 4,4E-06 1,0E-06 1,0E-04 1 
12 
Vitesse de 
chute TF 
m.s-1 4,2E-05 1,0E-05 1,0E-03 1 
13 𝜏𝑠𝑒𝑑𝑇𝐹  Pa 4,8 0,1 8 0 
Séparation des 
MES 
14 𝑓𝐴𝐻 (adim) 0,5 0,1 0,9 0 
15 𝑓𝐹𝐸𝑂𝐻 % 3 1 10 0 
16 𝑁𝑈𝑀 (adim) 60 8 200 0 
17 𝑀𝐸𝑆𝑙𝑖𝑚𝑖𝑡𝑒 (adim) 1 0,5 5 0 
18 𝑓𝐶𝑂𝑃𝑀𝑖𝑛  % 2,1 0,2 5 0 
19 𝑓𝑎𝑟𝑔𝑖𝑙𝑒𝑠 % 50 10 100 0 
20 𝑓𝑀𝑛𝑂𝐻 % 0,1 1,0E-02 1,0 1 
Hypothèses 
chimie de l’eau 
21 𝐶𝐶𝑂𝐷 mg.l
-1 2,0 0,5 5,0 0 
22 𝐹𝑟é𝑠𝑖𝑑𝑢𝑒𝑙𝑙𝑒 (adim) 0,5 0,2 0,8 0 
23 𝐶𝑁𝑎 mg.l
-1 12 3 66 0 
24 𝐶𝑀𝑔 mg.l
-1 3,2 0,001 8 0 
25 𝐶𝐴𝑙 mg.l
-1 1,2E-02 1,3E-04 3,8E-02 0 
26 𝐶𝐾 mg.l
-1 1,2 0,6 3,6 0 
27 𝐶𝐶𝑎 mg.l
-1 42 10 73,5 0 
28 𝐶𝐹𝑒 mg.l
-1 0,14 0,05 0,415 0 
29 𝐶𝐶𝑙 mg.l
-1 16 3 65 0 
30 𝐶𝑁𝑂3 mg.l
-1 2,7 1 60 0 
31 𝐶𝑆𝑂4 mg.l
-1 31 6 75 0 
32 pH (adim) 0 6 9 0 
33 pCO2 ppm 0 600 1600 0 
34 Δ  T Kelvin 0 -2 2 0 
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Les paramètres d’érosion et sédimentation notés « F » font référence à la classe de MES fines tandis 
que ceux notés « TF » font référence à la classe de MES très fines.  
Les limites inférieures et supérieures du paramètre de Manning ont été choisies sur la base des travaux 
de Chow et al. (1988). Les différentes applications d’OTIS ont été considérées pour le choix des limites 
du sous-modèle de transport (Bencala and Walters, 1983; Runkel et al., 1999; Gooseff et al., 2005) 
tandis que différents travaux sur les traceurs ont servi à limiter la diffusivité (Sauvage et al., 2003; 
Gooseff et al., 2005). Le sous-modèle d’érosion – sédimentation contient un paramètre lié aux ETMs, 
soit la concentration en ETM dans le sédiment. Les limites ont été choisies sur la base des travaux de 
N’Guessan et al. (2009). L’avis d’experts sur la Garonne (A. Probst, communication personnelle) a 
également été utilisé. Les paramètres des équations de Partheniades ont été basés sur de nombreux 
travaux sur le transport sédimentaire en rivière (Cancino and Neves, 1999; Hanson and Simon, 2001; 
Léonard and Richard, 2004; Rossi, 2004; Berenbrock and Tranmer, 2008; Neitsch et al., 2009). Les 
limites du  sous-modèle de séparation des MES ont été déterminées à l’aide de nombreuses 
publications sur la caractérisation des MES de la Garonne (Probst, 1983; Probst and Bazerbachi, 1986; 
Etchanchu, 1988; Semhi, 1996; Veyssy et al., 1996; Schäfer and Blanc, 2002). Lorsque de grandes séries 
de mesures sont disponibles, les minima et maxima observés sont pris comme limites de l’analyse de 
sensibilité. Les paramètres liés à la séparation du COP sont estimés sur la base de nombreux travaux 
(Meybeck, 1982; Probst, 1983; Cao et al., 2006; Shi et al., 2007; Boithias et al., 2014). Enfin, les 
hypothèses sur la chimie de l’eau ont été estimées à l’aide des campagnes de mesure à la base de ces 
travaux (voir section 2.8.1) ainsi qu’à l’aide des travaux de Semhi (1996). 
2.8.4 Scores extraits de l’analyse de sensibilité 
Pour optimiser les temps de calcul, un maximum de scores ont été extraits de chaque simulation de la 
rivière. La première décision à prendre a été de choisir sur quelle période lancer les simulations. Pour 
maximiser la variation des conditions hydrologiques de la rivière, une crue printanière importante (800 
m3s-1) et un étiage sévère (40 m3s-1) ont été inclus dans la période modélisée (voir Figure 12). La période 
inclut également une décrue importante. Les dates exactes de la simulation sont du 1er mai 2005 au 
1er octobre 2005.  
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Figure 12 : Période hydrologique utilisée pour la réalisation des analyses de sensibilité : 1er mai 2005 au 1er octobre 2005. 
Elle inclut la crue la plus importante de l’année de même qu’un étiage estival. Débit moyen journalier observé à Verdun 
(point G6 de la Figure 7). 
Ce choix permet d’observer les plus fortes variations du Kd sur la rivière. Les scores extraits de chaque 
simulation ont été :  
- Kd minimal 
- Kd maximal 
- Kd moyen  
- Écart type des Kd observés 
- Asymétrie de la courbe du Kd (moment d’ordre 3 du Kd centré réduit) 
- Amplitude du Kd (Kd max – Kd min) 
- Instant où le Kd min est observé 
- Instant où le Kd max est observé 
Ces scores ont été calculés en 10 points de la rivière, soit au point d’entrée de la rivière dans le modèle, 
aux points de mesure G3 à G9 des campagnes de 2005 (voir Figure 7) et en deux endroits dans la 
retenue de Malause, pour un total de 80 scores extraits par simulation. De ces dix scores7, deux ont 
été conservés pour leur capacité à intégrer les variations du modèle : le Kd moyen observé durant la 
simulation et l’écart-type du Kd durant la simulation. Le Kd moyen permet d’identifier les paramètres 
menant à une augmentation ou diminution globale du Kd sous l’ensemble des conditions testées. 
L’écart-type du Kd, quant à lui, permet d’estimer la variation temporelle du Kd résultant des différentes 
conditions hydrodynamiques simulées.  
 
                                                          
7  L’analyse des scores résultant des Kd minimaux et maximaux était prometteuse, cependant, un nombre 
important de simulations voient les Kd minimaux et maximaux apparaître dans les 60 premières secondes de la 
simulation. Une période de chauffe (période de transition pour s’affranchir des conditions initiales du modèle) 
des simulations n’a pas été correctement prise en compte et a dominé ces deux scores. Il a donc été décidé 
d’écarter de l’analyse ces deux scores et les scores associés (Amplitude et instant ou les Kd min/max sont 
observés). 
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3 Modélisation du transport des 
éléments traces métalliques dans une 
rivière sous différentes conditions 
hydrologiques 
Ce chapitre détaille les premiers résultats de modélisation d’un modèle mécanistique distribué de 
transport d’ETM sur la base d’un modèle de St-Venant en une dimension couplé au modèle OTIS et à 
un modèle simple de sorption – désorption. Deux ETMs, l’arsenic et le plomb, ont été simulés sur la 
Garonne dans son cours moyen en deux conditions hydrologiques contrastées : une crue et un étiage.  
La section 3.1 propose un résumé de l’article. Ensuite, les principaux objectifs sont rappelés à la section 
3.2, suivis des principaux résultats (section 3.3) et des conclusions et perspectives (section 3.4). 
Finalement, l’article intégral est présenté à la section 3.5. 
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3.1 Résumé 
La modélisation des ETMs dépend fortement des conditions hydrauliques, du transport des éléments 
en suspension (dissous et particulaires) et de la séparation des phases dissoute et particulaire des 
ETMs. 
Un modèle mécanistique, dynamique et distribué est proposé pour décrire le devenir des ETMs en 
rivière en fonction de l’hydrodynamique, de la morphologie de la rivière, du processus d’érosion – 
sédimentation et de l’adsorption – désorption des ETMs dans le but d’identifier les processus et 
paramètres dominants à l’échelle de la rivière. 
Le modèle hydraulique est composé des équations de St-Venant en une dimension et intègre les profils 
transversaux de la rivière pour en définir la morphologie. Le modèle de transport des éléments dissous 
et particulaires en suspension est construit sur les équations d’advection – dispersion couplées au 
modèle de stockage transitoire One dimensional Transport with Inflow and Storage (OTIS). Le modèle 
d’érosion – sédimentation utilise les équations de Partheniades. Finalement, le transport des ETMs est 
simulé à l’aide de l’ajout de deux paramètres additionnels : le coefficient de séparation des phases Kd 
ainsi qu’un paramètre décrivant la concentration en ETMs présente dans le matériel érodé. 
Le modèle développé a été testé sur le fleuve Garonne, situé dans le sud-ouest de la France, sur un 
secteur de 80 kilomètres dans son cours moyen sous deux conditions hydrologiques contrastées (80 
m3.s-1 et 800 m3.s-1). Le modèle hydraulique a été calibré à l’aide de données de débits mesurés en 
deux points dans le secteur. Deux expériences au traceur réalisées à l’étiage et en crue sur le secteur 
ont permis de calibrer le modèle de transport. Les modèles d’érosion - sédimentation et de transport 
des ETMs ont été calibrés en régime stationnaire à l’aide des observations réalisées simultanément en 
13 points du secteur d’étude sur les deux conditions hydrologiques. Deux ETMs ont été utilisés, soit 
l’arsenic compte-tenu de son caractère très dissous et le plomb pour son importante fraction 
particulaire. 
Le modèle présenté requiert la calibration de 10 paramètres divisés en quatre sous-modèles pour 
chaque condition hydrologique considérée (période d’étiage et de crue). Il a été possible de valider 
toutes les valeurs des paramètres par des observations sur la rivière, suggérant que le modèle puisse 
être appliqué à d’autres cas d’étude. Le fait d’utiliser des jeux de données différents pour des 
conditions hydrologiques différentes a permis de A) estimer l’importance du stockage transitoire dans 
le secteur étudié, B) proposer une description détaillée des processus d’érosion – sédimentation des 
MES, et C) mettre en évidence l’importance des ETMs fraichement érodés comme source secondaire 
d’ETMs dans les eaux de surface. 
3.2 Objectifs 
L’objectif de cet article a été d’évaluer la possibilité de modéliser les ETMs dans une grande rivière à 
l’aide d’un modèle mécanistique, dynamique et distribué en intégrant l’hydromorphologie, le stockage 
transitoire, la dynamique des MES et la séparation des ETMs à l’aide d’un coefficient de séparation (le 
Kd). Les résultats de simulation permettent ensuite d’identifier les paramètres et processus clés au 
transport des ETMs. 
3.3 Principaux résultats 
Le modèle hydrodynamique a été appliqué à la Garonne sous deux conditions hydrologiques : une crue 
de 800 m3.s-1 et un étiage de 80 m3.s-1. De ce fait, il a été possible d’utiliser un jeu de paramètre unique 
 106 
au modèle hydraulique, mais des jeux de paramètres différents ont dû être employés pour les trois 
autres sous-modèles.  
La calibration du modèle de transport par les essais de traceur a été réalisée suite à la calibration du 
modèle hydraulique. Dans ces conditions, le modèle de stockage transitoire s’est révélé essentiel 
puisque le pic du traceur injecté s’est déplacé à une vitesse inférieure à celle de la masse d’eau. Les 
paramètres calibrés en absence de modèle de stockage transitoire nécessitent des valeurs irréalistes 
et sans signification physique. 
La calibration des équations de Partheniades a mis en évidence une composition différente des MES. 
Ainsi, l’analyse du paramètre décrivant la vitesse de chute des particules permet d’estimer leur taille 
à un diamètre moyen de 20 µm à l’étiage et de 80 µm en période de crue. Ces résultats de simulation 
sont en accord avec les observations indépendantes de Seiger et Gurnell (2003) qui ont observé que 
les sédiments déposés après une crue sont composés de 15 à 100 % de sédiment fin (< 63 µm). 
Les simulations des profils longitudinaux des ETMs ont démontré un bon accord avec les observations. 
Ils ont également mis en évidence la contribution de l’érosion au flux d’ETMs en rivière puisqu’il s’agit 
du seul processus source d’ETMs. L’érosion est décrite par un paramètre exprimant la concentration 
en ETMs dans le matériel érodé. Ce paramètre a été calibré automatiquement et a ensuite été comparé 
aux mesures d’ETMs dans les sédiments de Garonne et est du même ordre de grandeur  pour le plomb 
et l’arsenic. La Figure 13 présente les principaux résultats de simulation de l’arsenic et du plomb en 
conditions hydrologiques contrastées (étiage et crue). L’arsenic est présent principalement sous forme 
dissous à l’étiage tandis que la phase particulaire devient plus importante en crue. Le modèle réussit à 
rester proche des observations et le coefficient de corrélation de Pearson indique que les tendances 
observées sont bien représentées par la simulation. 
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Figure 13 : Résultats de simulation de l’arsenic (en haut) et du plomb (en bas) lors d’un épisode d’étiage (80 m3.s-1 à droite) 
et de crue (800 m3.s-1 à gauche). 
La concentration en ETM dans le sédiment érodé est fixée par un paramètre pour chaque condition 
hydrologique. Ces valeurs calibrées ont pu être comparées aux observations réalisées par le Système 
d’Information sur l’Eau du bassin Adour-Garonne (SIEAG) entre 2003 et 2011. La concentration en 
arsenic dans le sédiment a été calibrée à 4 et 5,4 µg.g-1, respectivement en étiage et en crue, tandis 
que le SIEAG observait des concentrations entre 2,9 et 13 µg.g-1. La concentration en plomb dans le 
sédiment a été calibrée à 9,8 et 6,8 µg.g-1 (étiage et crue). Ces valeurs sont du même ordre de grandeur 
que les observations du SIEAG : entre 5 et 23 µg.g-1.  
3.4 Conclusions et perspectives 
La modélisation des ETMs dans les rivières dépend fortement des conditions hydrodynamiques, du 
transport des MES ainsi que du modèle de séparation des phases dissoutes et particulaires. Ces travaux 
ont proposé un modèle de transport des ETMs dynamique et discrétisé. Ce modèle inclut une 
description détaillée des processus hydrauliques, de transport des éléments en suspension, d’érosion 
– sédimentation et d’adsorption – désorption. Dix paramètres ont été nécessaires pour calibrer ce 
modèle soumis à deux conditions hydrologiques contrastées. Ces paramètres ont été calibrés sur des 
jeux de données indépendants et ont tous pu être validés par les propriétés physiques du site d’étude. 
L’utilisation de différents jeux de données pour la calibration a mis en évidence l’importance : 
a) Du stockage transitoire sur le site d’étude 
b) D’une description détaillée des processus d’érosion – sédimentation 
c) De l’érosion à titre de source d’ETMs dans les eaux de surface. 
Le modèle a également démontré la grande importance des processus hydrologiques en démontrant 
le besoin de jeux de paramètres distincts pour chaque condition hydrologique. Ce résultat suggère que 
le passage à un modèle de transport dynamique soumis à une hydrologie variable nécessitera une 
adaptation du modèle d’érosion – sédimentation. En effet, la grande variation des valeurs des 
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paramètres suggère que les MES présentes à l’étiage sont fondamentalement différentes de celles 
simulées en crue. Ainsi, deux classes de particules seront nécessaires dans les travaux suivants. 
Enfin, ce modèle a permis de simuler le transport de deux ETMs en conditions stationnaires. 
Cependant, en conditions dynamiques, les conditions physico-chimiques peuvent être très variables. 
L’influence de la physico-chimie sur les transferts dynamiques des ETMs doit encore être évaluée et 
quantifiée. 
3.5 Article 
 109 
 110 
 111 
 112 
 113 
 114 
 115 
 116 
 117 
 118 
 
 119 
4 Couplage du modèle hydrodynamique 
MOHID au modèle de spéciation 
chimique WHAM pour simuler le 
transport d’un élément trace 
métallique 
Ce chapitre présente la mise en place du couplage de trois modèles pour représenter le transport des 
ETMs : le modèle hydrodynamique MOHID, le modèle de stockage transitoire OTIS de même que le 
modèle de spéciation chimique WHAM. Ce modèle dynamique a permis la simulation du transport de 
deux ETMs, soit le plomb et le cuivre, pendant une année entière.  
La section 4.1 propose un résumé de l’article. Ensuite, les principaux objectifs sont rappelés à la section 
4.2, suivis des principaux résultats (section 4.3) et des conclusions et perspectives (section 4.4). 
Finalement, l’article intégral est présenté à la section 4.5. 
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4.1 Résumé 
Les éléments traces métalliques (ETMs) en rivière sont soumis à une chimie complexe qui influence 
leur comportement. Cette chimie est couramment simplifiée par deux fractions : la phase dissoute, ou 
non-filtrable, et la phase particulaire. Le coefficient de séparation des phases dissoutes et particulaires, 
ou Kd, est loin d’être constant, surtout lorsque les conditions hydrodynamiques sont variables. Très 
peu de modèles de rivière sont actuellement capables de tenir compte de cette complexité dans la 
simulation du transport des ETMs. 
L’objectif de cet article est de coupler le modèle hydrodynamique MOHID au modèle de spéciation 
chimique WHAM dans le but de simuler le transport des ETMs dans une rivière démontrant une 
hydromorphologie complexe et une hydrologie dynamique. L’importance de simuler un Kd variable à 
l’aide de WHAM est ensuite mise en évidence en comparant les résultats avec ceux d’un modèle 
hydrodynamique couplé à un modèle de séparation des phases basé sur un Kd constant. Enfin, le 
dernier objectif est de mettre en évidence les paramètres et les processus contrôlant le transport des 
ETMs. 
Le modèle a été testé sur le fleuve Garonne (Sud-Ouest de la France) sur un secteur de 80 km dans son 
cours moyen. Ce secteur est sujet à une hydromorphologie complexe. Une année entière a été simulée 
pour tester le modèle sous des conditions hydrologiques variables (de 40 m3.s-1 à 800 m3.s-1). Deux 
ETMs ont été modélisés : le plomb pour son caractère très particulaire et le cuivre pour sa fraction 
dissoute très importante. Différentes hypothèses de modélisation ont été posées pour décrire la 
physico-chimie de l’eau ainsi que la composition des matières en suspension. 
Les résultats montrent la capacité du modèle à simuler les ETMs sous des conditions hydrologiques 
contrastées et montrent l’importance d’une bonne description de la concentration en carbone 
organique et du pH pour simuler le transport du cuivre. Le plomb, de son côté, est davantage influencé 
par la concentration en oxydes de fer et de manganèse et par le pH. Enfin, le modèle offre de 
nombreuses applications potentielles, allant du calcul de bilan de masse des ETMs le long de la rivière 
à un bilan écotoxicologique lié aux transferts de contaminants sur une rivière sujette à une hydrologie 
et une morphologie contrastées. 
4.2 Objectifs 
Le comportement des ETMs en rivière est bien documenté par de nombreuses études expérimentales. 
Cependant, les options de modélisation du processus d’adsorption – désorption d’un ETM en 
conditions hydrologiques variables sont limitées. Les objectifs de cet article ont donc été de simuler le 
transport des ETMs en rivière en couplant un modèle de spéciation chimique à un modèle 
hydrodynamique. Le modèle chimique WHAM et le modèle hydrodynamique MOHID ont été couplés 
pour former le modèle MOHID – WHAM. Les résultats du modèle MOHID – WHAM ont ensuite été 
comparés à ceux d’un modèle d’adsorption – désorption à Kd fixe couplé à MOHID. Ces deux approches 
ont été utilisées pour : 
A) Évaluer la capacité du modèle couplé MOHID – WHAM de simuler le transport des ETMs sur 
une grande rivière soumise à une morphologie complexe et une hydrologie dynamique 
B) Évaluer l’influence d’un Kd dynamique sur la partition des phases dissoutes et particulaires 
C) Mettre en évidence à l’aide du modèle les paramètres et processus dominants qui contrôlent 
le transfert des ETMs dans une grande rivière. 
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Le fleuve Garonne dans son cours moyen a été utilisé comme cas d’étude. 
4.3 Principaux résultats 
Le modèle couplé MOHID – WHAM a démontré sa capacité à simuler le transport des ETMs à l’échelle 
annuelle ainsi qu’à l’échelle de la rivière en fonction de l’hydrologie, de l’apport en ETMs et en MES à 
l’amont de la rivière et de la variation du pH. Pour y arriver, de nombreuses hypothèses ont été posées 
pour définir la physico-chimie de l’eau ainsi que la composition des MES. 
Les simulations du cuivre et du plomb ont été comparées aux observations réalisées sur le secteur 
d’étude lors des quatre campagnes de mesure en différents points (Figure 14 et Figure 15). Les 
résultats ont mis en évidence deux types de variation, soit une variation due à l’hydrologie (visible lors 
des crues de janvier et de mai) ainsi qu’une variation journalière due à l’évolution du pH. L’influence 
du pH est principalement marquée durant l’étiage d’hiver (au début de mars) et la récession des eaux 
du mois de juin.  
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Figure 14 : Évolution des concentrations simulées et observées en cuivre dissous (gauche) et particulaire (droite) en trois 
points du secteur. Le point G1 est situé à 17 km du début du secteur modélisé, le point G5 est à 54 km et le point G8 à 84 
km. Le débit de la rivière est affiché en G1 pour donner le contexte hydrologique. 
 
Figure 15 : Évolution des concentrations simulées et observées du plomb dissous (gauche) et particulaire (droite) en G1 
(17km du début du secteur modélisé), G5 (54 km) et G8 (84 km). 
Il a également été possible de tracer l’évolution dynamique du Kd des deux ETMs simulés (Cu et Pb) et 
de lier leur évolution à l’hydrodynamique et aux conditions physico-chimiques (Figure 16). 
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Le Kd du plomb est soumis à une variation journalière importante (entre 5,5 et 6,5) lorsque les débits 
sont moyens et que le pH varie fortement. À l’inverse, en période de crue, le Kd est beaucoup plus 
stable, tout comme le pH. Le Kd du cuivre, en revanche, est moins sensible aux variations journalières. 
Il varie davantage en fonction de l’hydrologie, en diminuant à 4,3 au passage d’une crue et augmentant 
à un maximum de 5,0 durant les étiages d’été. Ces résultats doivent être analysés en regard avec les 
hypothèses posées pour décrire la physico-chimie de l’eau ainsi que la caractérisation des MES. Les 
trois hypothèses dominant la variation du Kd ont été l’estimation de la concentration en carbone 
organique particulaire (COP) ainsi qu’en oxydes de fer et de manganèse.  
 
 
Figure 16 : Évolution du Kd simulé du cuivre et du plomb soumis à des conditions hydrologiques variables durant l’année 
2005. Les Kd ont été calculés à 54 km du point d’entrée du modèle. Un zoom est réalisé sur la crue de mai 2005 et sur les 
variations diurnales qui ont été observées en juin. 
Enfin, le modèle couplé MOHID – WHAM a été comparé à un modèle couplé MOHID – Kd fixe. Deux 
Kd ont été choisis pour les comparaisons, soit le Kd maximal observé lors des campagnes de mesure 
et le Kd minimal (Figure 17).  
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Figure 17 : Comparaison de l’évolution des phases dissoutes (gauche) et particulaires (droite) du cuivre (haut) et du plomb 
(bas) en fonction de trois scénarios de calcul du Kd : Kd fixe minimal, Kd variable (à l’aide du modèle WHAM) et Kd fixe 
maximal. Les données ont été extraites à 54 km de l’entrée du modèle. La figure ne présente pas les concentrations 
particulaires observées lors des crues de janvier et de mai puisque la concentration particulaire de ces trois scénarios 
diffère d’au plus 5% durant ces événements. 
Les Kd utilisés pour la simulation du cuivre ont été de 4,4 et 5,0. Dans cet intervalle, la simulation avec 
Kd variable a démontré un comportement similaire au scénario du Kd minimal lors des moyennes et 
hautes eaux et un comportement proche du scénario du Kd maximal lors des étiages. 
Les Kd utilisés pour la simulation du plomb ont été de 5,4 et 6,7. La simulation du plomb soumis à un 
Kd variable est restée très proche de celle à Kd maximal. Cependant, des variations journalières très 
importantes ont pu être simulées. De plus, compte-tenu de son Kd moyen très élevé, une très faible 
variation de la fraction particulaire a pu être simulée.  
4.4 Conclusions et perspectives 
Le modèle couplé MOHID – WHAM propose une approche de modélisation mécanistique pour la 
simulation du transport des ETMs soumis à des conditions physico-chimiques variables.  
Ce modèle a été appliqué à une grande rivière soumise à une hydrologie contrastée et une 
hydromorphologie complexe. La dynamique d’un ETM tel que le cuivre a été fortement influencée par 
une variation dynamique de son Kd. Les principales variables contrôlant cette variation ont été la 
concentration en COP et le pH.  
La dynamique du plomb a été liée principalement aux fortes variations journalières du pH. Bien que 
les flux totaux de plomb ne soient pas significativement perturbés par ces variations, la concentration 
en plomb dissous simulé a varié d’un facteur allant jusqu’à 100 sur une base journalière. 
Enfin, l’approche de modélisation mécanistique proposée signifie qu’un très grand nombre de 
paramètres et de variables d’entrées ont été requis pour réaliser les simulations. La sensibilité de ces 
paramètres et variables d’entrées doit être estimée à l’aide d’une analyse de sensibilité.  
4.5 Article 
Dissolved fraction Particulate fraction 
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5 Analyse de sensibilité du modèle 
MOHID – WHAM 
Ce chapitre étudie la complexité du modèle développé au chapitre 4 et identifie les paramètres et 
variables d’entrées (les facteurs) les plus importants à l’aide d’une étude de sensibilité. Cette étude 
permet d’une part d’identifier les facteurs les plus influents, et d’autre part, les facteurs altérant 
marginalement les sorties de simulation.  
L’utilisation du modèle couplé MOHID – WHAM a démontré ses capacités à simuler le comportement 
d’ETMs en rivière sur le cas d’étude de la Garonne. Les simulations ont mis en évidence l’affinité du 
cuivre avec le carbone organique et celle du plomb avec les oxydes de fer, de même que l’influence 
très importante du pH. Cependant, le modèle et ses hypothèses sous-jacentes requièrent un nombre 
important de paramètres et de variables d’entrée, menant à des risques de sur-paramétrisation. 
Une analyse de sensibilité a donc été réalisée pour identifier les facteurs dominant le calcul du Kd dans 
le contexte hydrologique contrasté de la Garonne. Cette analyse a également permis d’identifier les 
processus les plus importants. 
Ce chapitre débute par un rappel (tiré du chapitre 2) du contexte général du cas d’étude (section 1.1) 
et de la méthodologie employée pour réaliser l’analyse de sensibilité (section 5.2). Les résultats sont 
ensuite présentés aux sections 5.3 et 5.4, puis une discussion des résultats obtenus est proposée à la 
section 5.5. 
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5.1 Contexte général du cas d’étude 
L’analyse de sensibilité souhaite mettre en évidence les paramètres ayant une influence dominante 
sur une rivière similaire à la Garonne (voir Figure 18). C’est pourquoi le modèle de transport des ETMs 
appliqué à la Garonne a été utilisé ainsi que les hypothèses de modélisation. L’analyse de sensibilité 
est donc appliquée sur une rivière peu contaminée et dont les concentrations en ETMs restent proches 
des concentrations dues au fond géogénique. De plus, la période hydrologique considérée pour 
l’analyse contient un épisode de crue ainsi qu’un étiage. 
5.1.1 Rappel des hypothèses fortes du modèle 
Les hypothèses fortes constituent les facteurs qui ont été fixés dans l’analyse de sensibilité. Ainsi, le 
modèle de terrain, représenté par les successions de profils transversaux, est conservé sans 
modification. Les successions de radier – mouille sont donc actives. Les entrées dynamiques suivantes 
du modèle sont également conservées constantes (voir chapitre 2) :  
- Débit entrant la rivière (entre 40 m3.s-1 et 800 m3.s-1) 
- Température de l’eau observée à l’entrée (entre 5 °𝐶 et 15 °𝐶) 
- MES entrant dans la rivière (mg.l-1) basées sur la turbidité 
- Séparation des MES entre les MES fines (MES – F) et très fines (MES – TF) 
- ETM entrant dans la rivière (mg.l-1) 
Au chapitre 4, le pH était une variable d’entrée dynamique ayant une variation journalière importante. 
Cependant, les simulations nécessaires à l’analyse de sensibilité ont été lancées avec une version 
antérieure du modèle requérant un pH fixe. De plus, considérant les temps de calcul de l’analyse de 
sensibilité importants (plus de 21 000 heures de calcul), il n’a pas été techniquement possible de 
relancer l’analyse avec la version la plus à jour du modèle. Ce faisant, le pH utilisé durant l’analyse de 
sensibilité est fixé à une constante pour la totalité d’une simulation. 
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Figure 18 : A) Carte du site d’étude (©GEOPORTAIL). Le secteur étudié commence à Portet (au sud) et se termine à la 
retenue de Malause au nord. Les points échantillonnés lors des campagnes de mesure des ETMs sont utilisés comme sorties 
de l’analyse de sensibilité ainsi que deux points additionnels dans la retenue de Malause utilisés pour l’analyse de 
sensibilité. Le modèle de rivière MOHID – WHAM n’inclut que la Garonne (section large) et néglige les affluents sur le 
secteur. B) L’hydrogramme indique les conditions hydrologiques à Verdun (au centre du secteur) utilisées pour l’analyse 
de sensibilité. 
5.1.2 Rappel des facteurs soumis à l’analyse de sensibilité 
Les 34 facteurs soumis à l’analyse de sensibilité proviennent des différents modèles (hydraulique, de 
transport, d’érosion – sédimentation et de WHAM), des hypothèses fortes sur la séparation des MES 
en cinq phases et des variables d’entrées nécessaires au modèle WHAM.  
De ces modèles, les équations menant à la séparation des MES sont, à notre connaissance, utilisées 
pour la première fois dans un modèle hydrodynamique. Elles sont donc rappelées aux équations [142] 
à [147].  
 
 
 
 
 
Toulouse 
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𝐶𝑂𝑃 = 𝑀𝐸𝑆 × (
𝐶𝑂𝑃𝑁𝑈𝑀
𝑀𝐸𝑆 − 𝑀𝐸𝑆𝑀𝐼𝑁
+ 𝑓𝐶𝑂𝑃𝑀𝑖𝑛) [142] 
 
𝐴𝐻 = 𝑓𝑟𝐴𝐻 × 𝐶𝑂𝑃 [143] 
 
𝐴𝐹 = (1 − 𝑓𝑟𝐴𝐻) × 𝐶𝑂𝑃 [144] 
 
𝐹𝑒𝑂𝑥 = 𝑓𝑟𝐹𝑒𝑂𝑥 × 𝑀𝐸𝑆 [145] 
 
𝑀𝑛𝑂𝑥 = 𝑓𝑟𝑀𝑛𝑂𝑥 × 𝑀𝐸𝑆 [146] 
 
𝐴𝑟𝑔𝑖𝑙𝑒𝑠 = 𝑓𝑟𝐴𝑟𝑔𝑖𝑙𝑒𝑠 × (𝑀𝐸𝑆 − 𝐶𝑂𝑃 − 𝐹𝑒𝑂𝑥 − 𝑀𝑛𝑂𝑥) [147] 
Où les concentrations des différentes phases en mg.l-1 sont :  
- 𝐴𝐻  Concentration en acides humiques 
- 𝐴𝐹  Concentration en acides fulviques 
- 𝐹𝑒𝑂𝑥  Concentration en oxydes de fer 
- 𝑀𝑛𝑂𝑥  Concentration en oxydes de manganèse 
- 𝐴𝑟𝑔𝑖𝑙𝑒𝑠  Concentration en argiles 
Et les paramètres inclus dans l’analyse de sensibilité sont : 
- 𝐶𝑂𝑃𝑁𝑈𝑀  Paramètre au numérateur de la relation MES – COP  
- 𝑀𝐸𝑆𝑀𝐼𝑁 Concentration minimale de MES observée dans la rivière 
- 𝑓𝐶𝑂𝑃𝑀𝑖𝑛   Fraction minimale en COP dans les MES 
- 𝑓𝑟𝐴𝐻  Fraction du COP composant les acides humiques 
- 𝑓𝑟𝐹𝑒𝑂𝑥  Fraction d’oxydes de fer dans les MES  
- 𝑓𝑟𝑀𝑛𝑂𝑥  Fraction d’oxydes de manganèse dans les MES  
- 𝑓𝑟𝐴𝑟𝑔𝑖𝑙𝑒𝑠 Fraction d’argiles dans les MES 
Les facteurs choisis sont rappelés au Tableau 7 et une brève explication des implications de chaque 
facteur est fournie. Tous ces facteurs sont décrits en détail au chapitre 2. 
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Tableau 7 : Facteurs inclus dans l’analyse de sensibilité. L’équation ou le processus dans lequel apparaît le facteur est 
donné. Les colonnes Min et Max décrivent les limites données aux facteurs dans l’analyse de sensibilité. Le type 
d’échantillonnage indique si un échantillonnage uniforme (log == 0) ou l’exponentiel d’un échantillonnage uniforme 
(log == 1) a été utilisé. Un rappel de la définition de chaque facteur est indiqué dans les notes. 
 No. Facteur Unités Min Max log Note 
St
-V
en
an
t 
1 Manning s.m-1/3 0,01 0,04 0 
Décrit le frottement du lit de la 
rivière. Influence les vitesses 
d’écoulement. 
Tr
an
sp
o
rt
  2 Diffusivité m
2.s-1 1,0E-07 3. 0E+01 1 Paramètre de dispersion 
3 𝛼 (adim) 1,0E-06 1,0E-03 1 
OTIS : Décrit les échanges entre la 
rivière et la zone de stockage 
4 𝐴𝑆 m
2 10 130 0 
OTIS : Définit la section transversale 
de la zone de stockage 
Ér
o
si
o
n
 e
t 
sé
d
im
en
ta
ti
o
n
 
5 𝐸𝑇𝑀𝑠𝑒𝑑𝑖𝑚𝑒𝑛𝑡 g.g
-1 1,0E-08 3,0E-03 1 
Concentration en ETM dans le 
sédiment érodé 
6 𝜏𝑒𝑟𝑜 – F Pa 20 60 0 
Contrainte de cisaillement critique 
d’érosion des MES fines 
7 𝐸 – F g.m-2 1,0E-06 1,0E-03 1 Constante d’érosion des MES fines 
8 𝑊𝐶  – F m.s
-1 1,0E-06 1,0E-03 1 Vitesse de chute des MES fines 
9 𝜏𝑠𝑒𝑑 – F Pa 10 20 0 
Contrainte de cisaillement critique 
de sédimentation des MES fines 
10 𝜏𝑒𝑟𝑜 – TF Pa 8 15 0 
Contrainte de cisaillement critique 
d’érosion des MES très fines 
11 𝐸 – TF g.m-2 1,0E-06 1,0E-04 1 
Constante d’érosion des MES très 
fines 
12 𝑊𝐶  – TF m.s
-1 1,0E-05 1,0E-03 1 Vitesse de chute des MES très fines 
13 𝜏𝑠𝑒𝑑 – TF Pa 0,1 8 0 
Contrainte de cisaillement critique 
de sédimentation des MES très 
fines 
Sé
p
ar
at
io
n
 d
es
 M
ES
 
14 𝑓𝐴𝐻 (adim) 0,1 0,9 0 
Fraction d’acides humiques dans le 
carbone organique 
15 𝑓𝐹𝑒𝑂𝑥 % 0,01 0,1 0 
Fraction d’oxydes de fer dans les 
MES 
16 𝐶𝑂𝑃𝑁𝑈𝑀 (adim) 8 200 0 
Numérateur de l’équation du calcul 
de la fraction de COP dans les MES. 
Détermine les fractions 
intermédiaires du COP 
17 𝑀𝐸𝑆𝑀𝑖𝑛 (adim) 0,5 5 0 
Concentration minimale en MES à 
laquelle la fraction de COP est 
maximale 
18 𝑓𝐶𝑂𝑃𝑀𝑖𝑛  % 0,2 5 0 
Fraction minimale de COP dans les 
MES 
19 𝑓𝑎𝑟𝑔𝑖𝑙𝑒𝑠 % 0,1 1 0 Fraction d’argiles dans les MES 
20 𝑓𝑀𝑛𝑂𝑥 % 1,0E-04 1,0E-02 1 
Fraction d’oxydes de manganèse 
dans les MES 
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Tableau 7 (suite) 
 No. Facteur Unités Min Max exp Note 
C
h
im
ie
 d
e 
l’e
au
 
21 [COD] mg.l-1 0,5 5,0 0 Concentration en COD dans l’eau 
22 𝐹𝑟é𝑠𝑖𝑑𝑢𝑒𝑙𝑙𝑒 (adim) 0,2 0,8 0 
Fraction d’ETM résiduels, donc inclus 
dans les réseaux cristallins de la phase 
particulaire 
23 [Na] mg.l-1 3 66 0 Concentration en sodium dans l’eau 
24 [Mg] mg.l-1 0,001 8 0 
Concentration en magnésium dans 
l’eau 
25 [Al] mg.l-1 1,3E-04 3,8E-02 0 Concentration en aluminium dans l’eau 
26 [K] mg.l-1 0,6 3,6 0 Concentration en potassium dans l’eau 
27 [Ca] mg.l-1 10 73,5 0 Concentration en calcium dans l’eau 
28 [Fe] mg.l-1 0,05 0,415 0 Concentration en fer dans l’eau 
29 [Cl] mg.l-1 3 65 0 Concentration en chlorure dans l’eau 
30 [NO3] mg.l-1 1 60 0 Concentration en nitrate dans l’eau 
31 [SO4] mg.l-1 6 75 0 Concentration en sulfate dans l’eau 
32 pH (adim) 6 9 0 pH de l’eau 
33 pCO2 ppm 600 1600 0 Concentration en CO2 dans l’eau 
34 ΔT Kelvin -2 2 0 Variation de température 
5.2 Rappel méthodologique 
L’analyse de sensibilité a été réalisée selon la technique décrite par van Griensven et al. (2006) décrite 
à la section 2.7.  
En résumé, la méthode de Morris (1991) utilisée analyse les effets élémentaires (EE) de chaque facteur 
(paramètre ou variable d’entrée du modèle). La méthode est réappliquée à de nombreux jeux de 
facteurs choisis aléatoirement par un échantillonnage par hypercube latin tel que suggéré par Morris 
(1991) et par van Griensven et al. (2006). Les facteurs ont été normalisés entre 0 et 1 selon deux lois 
d’échantillonnage (uniforme ou exponentiel) pour que tous aient des EE similaires. 
Lorsque tous les effets élémentaires sont calculés, la moyenne [148] et l’écart-type [149] sont calculés 
pour chaque facteur.  
 
𝜇𝑗
∗ = 𝑚𝑜𝑦𝑒𝑛𝑛𝑒(|𝐸𝐸(: , 𝑗)|) [148] 
 
𝜎𝑗 = é𝑐𝑎𝑟𝑡 − 𝑡𝑦𝑝𝑒(𝐸𝐸(: , 𝑗)) [149] 
La moyenne 𝜇∗ correspond à la moyenne des valeurs absolues des effets élémentaires. Elle permet 
d’évaluer l’amplitude moyenne d’un EE indépendamment de son signe. 
Une moyenne des effets élémentaires élevée est synonyme d’un paramètre dominant tandis qu’un 
écart-type important indique que les effets non-linéaires et les interactions entre les paramètres sont 
importants. 
Finalement, la méthode de Morris permet de trier les facteurs du plus influent au moins influent. La 
méthode usuelle est de considérer le facteur ayant la moyenne 𝜇∗ la plus élevée comme étant le plus 
influent. Cependant, dans le cadre de ces travaux, les effets élémentaires sont mesurés en 10 points 
de la rivière pour deux ETMs. Ainsi, la méthode de tri proposée par van Griensven  et al. (2006) a été 
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utilisée. Cette méthode propose de calculer tous les rangs locaux des facteurs où le rang 1 indique le 
facteur le plus influent et le rang NoFacteur étant le rang du facteur le moins influent. Le rang global 
de chaque facteur est ensuite posé comme étant le rang le plus élevé observé sur les dix points 
(équation [150]).  
 
𝑅𝑔𝑙𝑜𝑏𝑎𝑙 = min(𝑅𝑙𝑜𝑐𝑎𝑢𝑥) [150] 
Les facteurs sont ensuite triés en trois catégories. Les facteurs très influents sont ceux dont le rang 
global est de 1, les facteurs influents ont un rang global de 2, 3 ou 4 et les facteurs peu influents ont 
un rang global égal ou supérieur à 5. Le choix des limites est arbitraire, mais cohérent avec les résultats 
observés, de même qu’avec la méthode de van Griensven (2006). Cette méthode a l’avantage de 
favoriser les facteurs qui ont été influents en au moins un secteur pour au moins un ETM.  
5.3 Représentation sigma – mu* 
Les deux scores retenus pour l’analyse de sensibilité sont le Kd moyen (moyenne des Kd horaires 
calculés) sur la période considérée et la dispersion des Kd, estimée par l’écart-type des Kd horaires 
calculés. Le premier score met en évidence les paramètres influant le Kd moyen sur toute la période 
et est appelé « Kd Moyen », tandis que le second permet de détecter les paramètres ayant une 
influence sur l’amplitude des variations du Kd en fonction des conditions hydrologiques dynamiques 
données en entrée du modèle et est appelé « Variabilité Temporelle ». 
Les valeurs de 𝜎 et 𝜇∗ ont été générées à partir de 100 jeux de facteurs pour le cuivre et pour le plomb. 
Pour chaque jeu de facteur, 35 simulations ont été nécessaires pour calculer les effets élémentaires, 
ce qui a donc nécessité l’exécution de 7000 simulations au total ((100+100)*35). 
Les intervalles de confiance 95% de la moyenne 𝜇∗ et de l’écart-type 𝜎 ont été calculés par la méthode 
du bootstrap. 
Finalement, l’influence des facteurs a été évaluée à l’entrée du modèle, à tous les points de 
prélèvement des différentes campagnes de mesures de même qu’en deux endroits de la retenue de 
Malause (Figure 18). 
5.3.1 Analyse du score du Kd moyen 
Les résultats 𝜎 − 𝜇∗ du score du Kd moyen pour chaque facteur  sont représentés aux 10 points de 
calculs à la Figure 19.  
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Figure 19 : Graphiques  𝝈 − 𝝁∗  de la sensibilité du Kd moyen pour le cuivre (gauche) et le plomb (droite).  
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Figure 19 (suite) 
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Le facteur offrant la plus importante réponse linéaire, définit par la valeur maximal de 𝜇∗ , est la 
variation du pH. Ainsi, aux dix points étudiés et dans le cas des deux ETMs testés, le pH démontre un 
𝜇∗ très constant entre 1,2 et 1,3 pour le cuivre et entre 2,1 et 2,8 pour le plomb. Une telle valeur de 𝜇∗ 
signifie qu’en négligeant les effets non-linéaires et les interactions entre les facteurs, il serait possible 
de voir une variation du Kd du cuivre de l’ordre de 1,2 à 1,3 si le pH passait de sa valeur minimale à sa 
valeur maximale. Toutefois, les effets non-linéaires sont importants, comme le confirme l’écart-type 
des effets élémentaires du pH, autours de 1,0 pour le cuivre et de 1,8 pour le plomb. Trois autres 
paramètres ont une grande influence sur tout le secteur : la fraction résiduelle en ETM (facteur no. 22, 
𝑓𝑟𝑟é𝑠𝑖𝑑𝑢𝑒𝑙𝑙𝑒), la fraction des oxydes de fer (facteur no. 15, 𝑓𝑟𝐹𝑒𝑂𝑥) et le numérateur de l’équation 
calculant la fraction de COP (facteur 16, 𝐶𝑂𝑃𝑁𝑈𝑀). L’effet de la fraction résiduelle est prévisible sur le 
Kd moyen puisque plus elle est importante, plus la fraction capable de changer de phase est faible, ce 
qui augmente automatiquement le Kd. La présence de la fraction des oxydes de fer, observée 
principalement sur les  résultats du plomb, confirmerait plutôt son importance dans le transport du 
plomb. Finalement le paramètre 𝐶𝑂𝑃𝑁𝑈𝑀 décrit l’évolution de la concentration de COP en fonction de 
la concentration de MES. Son importance sur l’analyse du Kd moyen du cuivre témoigne de 
l’importance du COP sur son adsorption. 
Peu d’autres facteurs offrent des résultats aussi clairs sur tout le secteur. Cependant, il est possible de 
mettre en évidence l’influence spatiale du modèle sur la progression des ETMs dans le secteur d’étude 
en regardant l’évolution des facteurs influents depuis Portet (à l’amont) et la retenue Malause (à 
l’aval). Les facteurs liés à l’érosion et à la sédimentation (facteurs no. 6 à 13) sont très peu influents à 
l’amont du secteur et deviennent dominants à l’aval, jusqu’à laminer l’influence des autres facteurs 
dans la retenue de Malause. Le coefficient de Manning (facteur no. 1) suit une progression similaire. 
L’aval du secteur montre également les intervalles de confiance prendre des proportions très 
importantes. Ces intervalles de confiance ont été calculés en utilisant la méthode du bootstrap sur les 
100 expériences de Morris réalisées. Les très grands intervalles de confiance s’expliquent par une ou 
deux expériences qui ont montré des effets élémentaires très importants. Ainsi, ces quelques 
expériences tirent les valeurs de 𝜇∗ et de 𝜎 vers le haut. Ce comportement suggère l’existence d’une 
région de l’espace des paramètres où le modèle est moins stable. Et comme ce sont les paramètres 
liés à l’érosion qui sont en jeu (voir st Aignan ou Malause), ces résultats suggèrent que certaines 
combinaisons de paramètre sont capables de générer une érosion très dynamique qui, en fonction des 
hypothèses physico-chimiques retenues, entraîne une grande variabilité du Kd moyen.  
La variation spatiale des écart-types, de Portet à la retenue de Malause, montre deux types de 
progressions spatiales des valeurs 𝜎 − 𝜇∗. Les coordonnées 𝜎 − 𝜇∗ de paramètres tels que le pH ne 
varient pas spatialement. Leur influence est similaire du début du secteur à la fin. Ainsi, les 
coordonnées du pH dans le cas du cuivre sont autours de [1,4, 1,2] aux huit points analysés. Les autres 
principaux facteurs réagissant selon ce schéma incluent la fraction en oxydes de fer (facteur no. 15), la 
fraction résiduelle en ETM (facteur no. 22), le paramètre 𝐶𝑂𝑃𝑁𝑈𝑀  (facteur no. 16) ou encore la 
pression en CO2 (facteur no. 33). Ces facteurs ont tous en commun de décrire la physico-chimie de 
l’eau ou des MES. À l’inverse, certains facteurs sont peu influent à l’amont de la rivière et très influents 
à l’aval, montrant plutôt un schéma d’amplification de cette influence avec la distance. Ces facteurs 
incluent la vitesse de chute des MES – F (facteur no. 8), les paramètres d’érosion – sédimentation des 
MES – TF (facteurs no. 10 à 13) et le coefficient de Manning (facteur no. 1). Ces facteurs ont en commun 
de décrire les relations entre la morphologie de la rivière et les concentrations en MES totales.  
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5.3.2 Analyse du score de la Dispersion du Kd 
La Figure 20 montre le résultat de l’analyse de sensibilité de Morris sous la forme de graphiques 𝜎 −
𝜇∗ pour le score de la Dispersion du Kd observée durant la période simulée.  
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Figure 20 : Graphiques  𝝈 − 𝝁∗  de la sensibilité de la Dispersion du Kd pour le cuivre (gauche) et le plomb (droite). 
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Figure 20 (suite). Un changement d’échelle a été effectué pour améliorer la lisibilité. 
𝝈 
𝝈 
𝝈 
𝝈 
𝝈 
𝝁∗ 𝝁∗ 
183 
La dispersion du Kd est estimée par l’écart-type des Kd calculés. Dans ce contexte, un grand écart-type 
est synonyme d’une variation temporelle importante du Kd entre la période de crue et l’étiage. Par 
exemple, l’évolution temporelle du Kd du cuivre et du plomb sur la période considérée avec les 
paramètres par défaut est donnée à la Figure 21.  
 
Figure 21 : Évolution temporelle du log(Kd) du cuivre (gauche) et du plomb (droite) pour un jeu de paramètre calibré sur la 
Garonne. Ces simulations ont été réalisées à pH constant. 
Le score de la dispersion du Kd permet donc d’intégrer autant les Kd minimaux et maximaux observés 
que la transition entre ces extrema. Si seul un effet linéaire est observé (valeur de  𝜇∗  élevée et valeur 
de 𝜎 nulle), il est possible d’en déduire une expansion de l’ensemble des points. À l’inverse, les effets 
non-linéaires sont caractéristiques d’une perturbation localisée de la courbe des Kd.  
La Figure 20 montre que le pH est un paramètre sensible dans la section amont du modèle (de Portet 
à Verdun). Dans la section aval, ce sont les paramètres liés à l’érosion des MES très fines (𝜏𝑒𝑟𝑜 – TF, 
𝜏𝑠𝑒𝑑  – TF, 𝑊𝐶  – TF) de même qu’à l’hydraulique (coefficient de Manning). Encore une fois, les très 
grands intervalles de confiance peuvent être interprétés par l’identification d’une région de l’espace 
des paramètres où le modèle devient instable.  
La comparaison des deux éléments traces utilisés dans l’analyse suggère que le comportement du 
plomb est beaucoup plus stable sous les hypothèses utilisées. En effet, sur les secteurs amont de 
l’étude (de Portet à Grisolles), les valeurs de 𝜇∗ ne dépassent pas 0,08 pour le plomb tandis qu’elles 
atteignent 0,40 pour le cuivre. À partir de Verdun, les valeurs de 𝜎 − 𝜇∗ augmentent avec la distance 
par rapport à Portet. Il faut noter que dans les deux cas (le cas du cuivre et du plomb), les facteurs 
montrant les plus fortes variations sont les paramètres d’érosion et sédimentation liés aux MES – TF 
(facteurs no. 9 à 13), le coefficient de Manning (facteur no. 1) ainsi que la vitesse de chute des MES – 
F (facteur no. 8).  
Les écarts-types des EE de plusieurs facteurs sont très élevés, lorsque comparés aux valeurs de 𝜇∗ de 
ces mêmes facteurs. Ce résultat suggère que le score de dispersion du Kd possède de très fortes non-
linéarités. Ainsi, les paramètres fortement non-linéaires sont susceptibles d’avoir un effet important 
sur une durée finie de la simulation. Par exemple, la vitesse de chute des MES très fines (facteur 12, 
𝑊𝐶  – TF) est un paramètre influent et actif uniquement lorsqu’une sédimentation des MES très fines 
est possible. Sur la période simulée, ces conditions sont réunies principalement à l’étiage, soit au mois 
de juillet. Durant le reste de la simulation, il est peu probable que ce facteur ait une influence. 
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5.4 Rang des paramètres 
Les Tableau 8 et Tableau 9 mettent en évidence le rang des paramètres sur les deux scores étudiés, 
soit le Kd moyen des ETMs et l’amplitude de la variation des Kd décrite par l’écart-type des Kd. La 
variable µ* a été utilisée pour trier les paramètres. 
Les calculs réalisés à Portet ont été retirés de l’analyse parce qu’ils présentent trop d’effets de bord. 
Puisque ces effets résultent en une instabilité numérique, le rang des paramètres associés est biaisé. 
Finalement, les facteurs sont séparés en trois groupes de facteurs : les facteurs très influents, les 
facteurs influents et les facteurs peu influents.  
5.4.1 Analyse du rang des facteurs en fonction du score du Kd moyen  
Le Tableau 8 indique clairement que le seul facteur très influent du score du Kd moyen est le pH 
(facteur no. 32) puisque, pour les deux métaux simulés et pour tous les points de calcul considérés, il 
se retrouve en tête des facteurs les plus influents. Ce résultat était déjà évident à la Figure 19. Les 
autres facteurs influents (donc possédant un rang global de 2, 3 ou 4) sont la fraction résiduelle, la 
fraction d’oxydes de fer, le coefficient de Manning, la contrainte de cisaillement critique d’érosion 𝜏𝑒𝑟𝑜 
– TF, le paramètre 𝐶𝑂𝑃𝑁𝑈𝑀, le coefficient d’érosion 𝐸 – TF, et la pression de CO2 (facteurs no. 22, 15, 
1, 10, 16, 11, 33). Les 26 autres facteurs sont considérés comme peu influents.  
Les facteurs mis en évidence par l’analyse de sensibilité montrent l’importance de la physico-chimie 
avec la présence du pH, de la pression de CO2, de la fraction résiduelle, de la fraction d’oxydes de fer 
ainsi que du paramètre 𝐶𝑂𝑃𝑁𝑈𝑀 . Les processus d’érosion et sédimentation sont également très 
importants, puisque la contrainte de cisaillement critique d’érosion et le coefficient d’érosion des MES 
– TF, ainsi que le coefficient de Manning sont présents.  
Seul le Kd moyen du cuivre est sensible au paramètre 𝐶𝑂𝑃𝑁𝑈𝑀. En effet, le plomb n’a montré aucune 
sensibilité puisque son Kd dépend peu des concentrations en matière organique. 
Enfin, peu de différences amont – aval sont observables au Tableau 8. Parmi les facteurs influents, le 
𝐶𝑂𝑃𝑁𝑈𝑀 montre une plus grande influence à l’amont du secteur sur le cuivre, avec un rang local de 3 
jusqu’à Verdun, avant de descendre graduellement au rang local 7 au point de la Retenue de Malause 
2 (RM2). Le comportement inverse peut être observé pour la constante d’érosion 𝐸 – TF, qui atteint le 
rang 4 également au point de la Retenue de Malause 2.  
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Tableau 8 : Rang des facteurs associés au score du Kd moyen. Le cuivre et le plomb sont représentés et le rang global inclut 
les rangs des deux métaux. 
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pH 32 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
𝑓𝑟é𝑠𝑖𝑑𝑢𝑒𝑙𝑙𝑒 22 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 2 
𝑓𝐹𝑒𝑂𝑥 15 4 4 5 4 3 3 3 4 6 2 2 2 2 2 2 2 2 2 2 
Manning 1 5 5 4 5 5 6 5 3 5 8 7 6 6 6 6 7 8 6 3 
𝜏𝑒𝑟𝑜 – TF 10 9 8 9 9 8 7 11 5 3 11 9 9 8 9 8 8 7 8 3 
𝐶𝑂𝑃𝑁𝑈𝑀 16 3 3 3 3 4 5 4 6 7 22 23 23 23 23 23 23 23 23 3 
𝐸 – TF 7 8 7 7 7 7 4 6 7 4 6 6 7 7 7 7 6 9 10 4 
PCO2 33 6 6 6 6 6 8 7 8 10 4 4 4 4 4 4 4 4 4 4 
𝑊𝐶  – TF 12 13 13 12 13 12 13 13 11 9 19 14 16 10 15 10 9 10 5 5 
𝜏𝑠𝑒𝑑 – TF 13 12 12 13 12 13 12 12 9 11 18 17 18 15 12 12 14 5 9 5 
[Fe] 28 10 10 10 10 10 11 9 12 12 5 5 5 5 5 5 5 6 7 5 
𝑊𝐶  – F 8 7 9 8 8 9 9 8 10 8 12 10 10 12 14 11 15 11 12 7 
𝐸𝑇𝑀𝑠é𝑑𝑖𝑚𝑒𝑛𝑡 5 14 15 14 14 14 14 14 14 14 7 8 8 9 8 9 10 12 11 7 
[Al] 25 21 21 21 21 21 21 21 21 21 9 11 11 11 10 13 11 14 14 9 
[COD] 21 11 11 11 11 11 10 10 13 13 13 13 13 14 13 15 16 17 16 10 
[Mg] 24 20 20 20 20 20 20 20 20 19 10 12 12 13 11 14 12 15 15 10 
𝜏𝑠𝑒𝑑 – F 9 19 19 18 17 19 17 18 15 20 23 20 20 19 19 16 13 13 20 13 
𝜏𝑒𝑟𝑜 – F 6 17 17 17 18 15 16 19 18 16 17 19 19 20 20 20 21 16 13 13 
[SO4] 31 24 24 24 24 23 24 23 23 23 14 15 14 16 16 17 17 18 17 14 
𝐸 – F 7 16 14 15 15 16 18 16 17 18 15 18 15 18 17 19 19 20 19 14 
[Ca] 27 15 16 16 16 17 15 15 16 15 16 16 17 17 18 18 18 19 18 15 
𝑀𝐸𝑆𝑀𝑖𝑛 17 18 18 19 19 18 19 17 19 17 27 27 26 27 26 27 27 27 26 17 
[Cl] 29 26 26 26 26 26 26 26 25 26 20 21 21 21 21 21 20 21 21 20 
[Na] 23 25 25 25 25 24 25 24 24 24 21 22 22 22 22 22 22 22 22 21 
𝑓𝐴𝐻 14 22 23 22 22 22 23 22 22 22 24 25 24 24 24 24 24 24 24 22 
Diffusivité 2 23 22 23 23 25 22 25 26 25 26 24 27 26 27 26 26 26 27 22 
[NO3] 30 27 27 27 27 27 27 27 27 27 25 26 25 25 25 25 25 25 25 25 
[K] 26 28 29 32 29 29 30 29 32 29 28 28 28 28 28 28 28 28 29 28 
𝑓𝑎𝑟𝑔𝑖𝑙𝑒𝑠 19 29 28 28 28 28 28 28 28 28 30 30 29 29 29 29 29 29 28 28 
As 4 32 33 30 31 32 32 32 30 33 29 29 29 30 30 30 30 28 30 28 
Δ T 34 30 31 31 30 30 31 31 29 30 30 30 29 30 30 30 30 29 30 29 
𝛼 3 32 30 32 31 32 33 33 32 32 30 30 29 30 30 30 30 29 30 29 
𝑓𝑀𝑛𝑂𝑥 20 32 32 29 31 31 29 30 31 31 30 30 29 30 30 30 30 29 30 29 
𝑓𝐶𝑂𝑃𝑀𝑖𝑛  18 31 33 32 31 32 33 33 32 33 30 30 29 30 30 30 30 29 30 29 
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Tableau 9 : Rang des facteurs associés au score de la variation des Kds. Le cuivre et le plomb sont représentés et le rang 
global inclut les rangs des deux métaux. 
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Manning 1 3 1 1 2 3 2 2 1 2 3 2 2 1 3 2 2 4 3 1 
𝜏𝑒𝑟𝑜 – TF 10 5 4 5 4 2 1 4 2 1 4 5 5 3 5 4 6 2 2 1 
𝐸 – TF  11 4 2 2 1 4 5 1 6 4 2 3 4 5 2 8 3 5 5 1 
𝑊𝐶  – TF  12 9 6 6 6 1 7 9 4 6 11 4 3 2 4 1 1 6 1 1 
𝜏𝑠𝑒𝑑 – TF 13 8 9 9 7 7 4 6 3 5 10 7 8 7 1 5 5 1 4 1 
pH 32 1 3 3 3 5 6 3 7 7 1 1 1 4 6 7 7 9 9 1 
𝑊𝐶  – F  8 2 5 4 5 6 3 5 5 3 6 6 6 6 8 3 8 3 7 2 
𝜏𝑠𝑒𝑑 – F 9 12 12 12 11 12 12 12 12 15 12 11 12 12 11 6 4 8 8 4 
𝐸𝑇𝑀𝑠é𝑑𝑖𝑚𝑒𝑛𝑡 5 14 14 14 13 14 14 13 13 12 5 8 7 8 7 9 9 11 10 5 
𝐶𝑂𝑃𝑁𝑈𝑀 16 6 7 7 9 10 10 8 9 9 16 18 17 18 17 18 17 18 16 6 
𝜏𝑒𝑟𝑜 – F 10 11 11 11 12 8 11 11 10 11 8 10 10 11 12 12 12 7 6 6 
𝑓𝐹𝑒𝑂𝑥 15 7 8 8 8 9 9 7 8 8 9 9 9 9 10 10 10 12 11 7 
𝐸 – F  11 10 10 10 10 11 13 10 11 10 7 13 11 10 9 11 11 13 13 7 
Diffusivité 2 17 16 18 17 18 8 21 18 19 18 12 24 17 22 16 20 10 20 8 
𝑓𝑟é𝑠𝑖𝑑𝑢𝑒𝑙𝑙𝑒 22 22 21 19 22 22 22 22 19 18 13 14 13 13 13 13 13 14 12 12 
𝑀𝐸𝑆𝑀𝑖𝑛 17 13 13 13 14 13 15 14 14 13 21 21 20 21 20 21 22 22 22 13 
[Fe] 28 15 15 15 15 15 16 15 15 14 14 15 14 14 14 14 14 15 14 14 
[Ca] 27 16 17 16 16 16 17 16 16 16 15 16 15 15 15 15 15 16 15 15 
PCO2 33 19 19 20 19 19 19 18 20 20 17 17 16 16 16 17 16 17 17 16 
𝑓𝐴𝐻 14 18 18 17 18 17 18 17 17 17 22 22 21 22 21 22 21 21 21 17 
[Mg] 24 20 20 21 20 20 20 19 21 21 19 19 18 19 18 19 18 19 18 18 
[Al] 25 21 22 22 21 21 21 20 22 22 20 20 19 20 19 20 19 20 19 19 
[COD] 21 23 23 23 23 23 23 23 23 23 23 23 22 23 23 23 23 23 23 22 
[SO4] 31 24 24 24 24 24 24 24 24 24 24 24 23 24 24 24 24 24 24 23 
[Na] 23 25 25 25 25 25 25 25 25 25 27 27 27 27 27 27 28 27 27 25 
[Cl] 29 26 26 26 26 26 26 26 26 26 25 25 25 25 25 25 25 25 25 25 
𝛼 3 30 32 32 31 29 30 32 31 34 26 26 26 26 26 26 26 26 26 26 
[NO3] 30 28 27 28 27 28 28 28 27 27 28 28 28 28 28 28 27 28 28 27 
𝑓𝑎𝑟𝑔𝑖𝑙𝑒𝑠 19 27 28 27 28 27 27 27 28 28 30 30 29 32 30 31 30 30 31 27 
𝑓𝑀𝑛𝑂𝑥 20 31 29 30 30 30 29 30 30 30 33 33 33 33 33 33 33 33 33 29 
[K] 26 32 30 29 32 32 32 31 34 29 32 32 32 30 32 32 31 32 32 29 
𝐴𝑆 4 29 31 31 29 31 31 29 29 31 29 29 30 29 29 29 29 29 29 29 
𝑓𝐶𝑂𝑃𝑀𝑖𝑛  18 34 34 34 34 33 34 34 33 33 31 31 31 31 31 30 32 31 30 30 
Δ T 34 33 33 33 33 34 33 33 32 32 33 33 33 33 33 33 33 33 33 32 
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5.4.2 Analyse du rang des facteurs en fonction du score de la dispersion du Kd 
Le Tableau 9 montre le rang des facteurs associé au score de la dispersion du Kd aux différents points 
de la rivière. 
Ce score met en évidence plusieurs facteurs très sensibles, soit le coefficient de Manning, l’ensemble 
des paramètres d’érosion – sédimentation associés aux MES – TF et le pH. Ces six facteurs sont 
dominants en au moins deux points du modèle pour le cuivre ou le plomb. De plus, ces facteurs très 
sensibles mettent en évidence une influence morphologique puisque le coefficient de Manning et le 
pH occupent le premier rang dans les secteurs amont du modèle (Gagnac, Grenade et Grisolles) pour 
les deux ETMs, tandis que les paramètres d’érosion – sédimentation des MES – TF occupent le premier 
rang dans les secteurs aval (de Verdun à la retenue de Malause 2). Les facteurs sensibles, dont le rang 
global est compris entre 2 et 4, sont la vitesse de chute et la contrainte de cisaillement critique de 
sédimentation des MES – F. Ainsi, la dispersion du Kd est sensible au processus de sédimentation des 
MES – F. Finalement, la dispersion du Kd est peu sensible aux 26 facteurs restants. 
Ces résultats montrent que la dispersion du Kd est très sensible à un seul facteur chimique : le pH. Tous 
les autres facteurs physicochimiques influencent peu la dispersion du Kd durant une simulation. À 
l’inverse, le processus d’érosion – sédimentation est déterminant pour la dispersion du Kd.  
5.5 Discussion 
La méthode de Morris a fait ses preuves pour séparer les facteurs sensibles des facteurs peu sensibles 
à faible coût de calcul (Holvoet et al., 2005; van Griensven et al., 2006). Cependant, elle n’a pas pour 
objectif de quantifier les interrelations entre les facteurs. Cette quantification requiert des méthodes 
plus complexes telles que la méthode de SOBOL ou FAST (Faivre et al., 2013). Les méthodes de Monte-
Carlo peuvent également décrire ces interactions, mais elles nécessitent de très nombreuses 
simulations Sincock et al. (2003) en ont utilisé 20 000 sur un modèle de qualité de l’eau appliqué en 
rivière). Ainsi, l’analyse des écart-types des effets élémentaires calculés par la méthode de Morris 
permet d’estimer les effets non-linéaires induits par un facteur sur le modèle, mais ne permettent pas 
d’identifier les facteurs corrélés ou de quantifier les effets non-linéaires. Cependant, cette analyse de 
sensibilité est réalisée dans un contexte exploratoire. L’identification de facteurs corrélés sera 
envisagée davantage dans une optique de réduction du nombre des facteurs. 
5.5.1 Hypothèse de modélisation du pH 
Tel que mentionné en début de chapitre, l’analyse de sensibilité a été réalisée avec une version du 
modèle acceptant un pH constant plutôt que variable. Ce choix implique, entre autre, la disparition 
des variations diurnales. Néanmoins, la méthode de Morris étudie la variation d’un score plutôt que 
son amplitude. Ainsi, il est possible d’estimer que l’utilisation d’un pH variable aurait généré une 
solution similaire de la part de l’analyse de sensibilité et que le pH serait resté un paramètre dominant 
sur les deux scores utilisés. 
5.5.2 Analyse des deux scores utilisés 
Les deux scores choisis permettent de mettre en évidence les facteurs ayant une influence sur la valeur 
moyenne du Kd de même que sur sa dispersion temporelle. Ce type de score est inhabituel puisqu’il 
est plutôt coutume de choisir un score comparant les résultats de simulation à des observations 
(Holvoet et al., 2005; van Griensven et al., 2006), bien que des études de sensibilités aient également 
été appliquées sur des modèles purement théoriques (Dubus et al., 2003).  
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5.5.3 Kd moyen 
La relation entre le Kd d’un ETM et le pH de la solution est bien connue et est intégrée à un grand 
nombre de modèles de sorption (Allison et al., 1991; Lofts and Tipping, 1998; Radovanovic and 
Koelmans, 1998; Parkhurst and Appelo, 1999; Christensen and Christensen, 2000). Ainsi, il n’est pas 
surprenant que le Kd moyen soit très sensible au pH. Les facteurs sensibles restants sont classés en 
deux catégories, à savoir les facteurs physicochimiques (fraction résiduelle, fraction d’oxyde de fer, 
pression de CO2, paramètre 𝐶𝑂𝑃𝑁𝑈𝑀) et les paramètres d’érosion (contrainte de cisaillement critique 
d’érosion et constante d’érosion) des MES – TF. La présence de la fraction résiduelle n’est pas 
surprenante puisqu’elle est directement responsable d’une partie de la valeur du Kd. Puisque son 
action est similaire sur les deux ETMs testés (cuivre et plomb), il est intéressant de noter que ses 
valeurs de 𝜎 − 𝜇∗ sont d’environ (0,3, 0,6) pour les deux éléments en tout point de la rivière. Le Kd 
moyen du plomb est davantage sensible à la fraction d’oxyde de fer que celui du cuivre (bien qu’une 
grande sensibilité puisse être observée). Sa présence s’explique par la forte affinité du plomb pour les 
oxydes de fer (Swallow et al., 1980; Dzombak and Morel, 1990; Bargar et al., 1997; Lofts and Tipping, 
1998). Le cuivre possède également une affinité avec les oxydes de fer, mais cette dernière est moins 
importante qu’avec le carbone organique (Allen and Hansen, 1996; Lofts and Tipping, 1998; Sarathy 
and Allen, 2005). Cette affinité avec le carbone organique explique la présence des paramètres 
d’érosion ainsi que du paramètre 𝐶𝑂𝑃𝑁𝑈𝑀. En effet, dans le cadre des hypothèses de séparation des 
MES en cinq phases, la concentration totale en MES est utilisée pour estimer son contenu en COP. 
Ainsi, le paramètre 𝐶𝑂𝑃𝑁𝑈𝑀 permet de décrire la variation en COP en fonction de la concentration en 
MES tandis que les paramètres d’érosion (𝜏𝑒𝑟𝑜 – TF, 𝐸 – TF) viennent faire varier la concentration en 
MES. Les MES – TF sont les plus susceptibles d’être érodées dans la simulation utilisée puisque la 
contrainte de cisaillement nécessaire pour les éroder est plus basse que celle des MES – F. Il est donc 
normal que le Kd moyen soit plus sensible aux paramètres des MES – TF qu’aux paramètres des MES 
– F. Finalement, la pression en CO2 est le dernier facteur auquel est sensible le Kd moyen des deux 
ETMs. La présence de ce facteur s’explique du fait que la concentration en carbonates est estimée sur 
la base de la pression en CO2 et par l’importance du système des carbonates dans les eaux de surface 
(Drever, 1997).  
L’analyse de sensibilité du Kd moyen démontre également que deux ETMs peuvent être sensibles à 
des processus distincts. Ainsi, si le Kd moyen du cuivre dépend grandement des paramètres contrôlant 
le COP, l’analyse a montré que le paramètre 𝐶𝑂𝑃𝑁𝑈𝑀 a une influence très limitée sur le Kd moyen du 
plomb, avec un rang médian de 23. 
Finalement, l’estimation des intervalles de confiance des différents 𝜎 − 𝜇∗  par la méthode du 
bootstrap a mis en lumière le caractère fortement non-linéaire du modèle. En effet, les grands 
intervalles de confiance estimés dans la retenue de Malause sont principalement dus à une ou deux 
expériences de Morris qui ont mesuré des effets élémentaires d’un ou deux ordres de grandeur 
supérieurs aux autres expériences. Ces grands intervalles sont causés par des combinaisons de facteurs 
générant des variations rapides du Kd moyen lorsque les facteurs sont légèrement perturbés. Les 
résultats obtenus montrent une réalité mathématique du modèle. Cependant, l’analyse de sensibilité 
ne donne pas d’indication quant à la probabilité d’observer une rivière décrite par ces combinaisons 
de facteurs. L’analyse met donc en lumière l’importance de bien calibrer les paramètres liés à 
l’hydrodynamique (coefficient de Manning, facteur no. 1) et à l’érosion – sédimentation des MES – TF 
(facteurs no. 10 à 13) ainsi que la vitesse de chute des MES – F (facteur no. 8).  
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5.5.4 Dispersion du Kd 
L’analyse de sensibilité du score de dispersion du Kd permet de mettre en évidence les facteurs ayant 
une influence sur la variabilité temporelle du Kd. Puisque la période de simulation choisie pour 
l’analyse de sensibilité inclut une crue (800 m3.s-1) ainsi qu’un étiage (40 m3.s-1), le score de dispersion 
met également en évidence l’influence de l’hydrologie sur la variation du Kd. Un facteur qualifié 
d’influent ou très influent est donc un facteur capable de faire varier fortement le Kd d’un ETM en 
fonction des variations hydrologiques, physiques et chimiques auxquelles est soumise la rivière. 
Alternativement, un facteur influent peut également n’influencer qu’un ensemble restreint de 
conditions hydrologiques, physiques et chimiques, par exemple, les périodes de crue ou les périodes 
d’étiage. 
Cinq des six facteurs qualifiés de très influents par l’analyse de sensibilité de la dispersion du Kd sont 
liés à l’érosion – sédimentation des MES – TF : les quatre paramètres du modèle d’érosion – 
sédimentation des MES – TF ainsi que le coefficient de Manning. Ce dernier est très important puisqu’il 
détermine la vélocité de l’eau qui, à son tour, permet de calculer la contrainte de cisaillement sur 
laquelle sont basées les équations de Partheniades (Partheniades, 1965; Chow et al., 1988). La 
description des MES – TF constitue donc le processus dominant permettant de simuler les variations 
de Kd.  Ce résultat s’explique entre autre par le fait que le Kd est lié à la concentration en COP, elle-
même dépendant de la concentration en MES totales qui, à l’étiage, dépend presqu’exclusivement des 
MES – TF (les MES – F sédimentant rapidement). L’influence de la concentration en MES sur le Kd a été 
abondamment étudiée et démontrée (Aubert et al., soumis; Di Toro et al., 1986; Honeyman and 
Santschi, 1988; Guéguen and Dominik, 2003). De voir le Kd varier en fonction de la concentration en 
MES est donc un comportement prévisible. Le sixième facteur est le pH et, à nouveau, sa présence 
parmi les facteurs très influents n’est pas étonnante. Le pH utilisé dans le cadre de l’analyse de 
sensibilité était maintenu constant tout au long d’une simulation.  
Les facteurs influents, soit la vitesse de chute et la contrainte de cisaillement critique de sédimentation 
des MES – F (𝑊𝐶  – F et 𝜏𝑠𝑒𝑑 – F, facteurs no 8 et 9) démontrent l’importance de la sédimentation des 
MES – F en période de crue. Leur présence parmi les facteurs influents et non parmi les facteurs très 
influents peut être due au fait qu’ils ne sont actifs qu’en période de crue puisqu’en période de décrue 
et à l’étiage, la concentration en MES – F est négligeable par rapport à la concentration en MES – TF. 
Finalement, il est intéressant de noter que les facteurs influents et très influents ne sont pas beaucoup 
influencés par le choix de l’ETM. En effet, des six facteurs très influents, un seul facteur ne montre 
aucun rang 1 pour l’analyse de sensibilité du cuivre (𝜏𝑠𝑒𝑑  – TF) et deux facteurs sont dans la même 
situation pour l’analyse de sensibilité du plomb (𝜏𝑒𝑟𝑜 – TF et 𝐸 – TF). Cependant, ces trois facteurs 
présentent tout de même des rangs élevés (inférieurs ou égal à 4) sur plusieurs secteurs de la rivière. 
Seul le paramètre 𝜏𝑠𝑒𝑑 – F est de rang 4 dans l’analyse du plomb et descend au 11
e rang dans l’analyse 
du cuivre.  
5.5.5 Analyse hydromorphologique 
Enfin, l’analyse de sensibilité met en évidence l’influence croissante de l’hydromorphologie vers l’aval 
de la rivière sur l’influence des facteurs liés à l’érosion et à la sédimentation (coefficient de Manning, 
facteur no.1 et les paramètres d’érosion et sédimentation, facteurs no. 6 à 13). Cette influence peut 
être expliquée par deux processus : un effet intégrateur de l’érosion – sédimentation sur la rivière ou 
un effet de la morphologie locale de la rivière. Dans le premier cas, une variation du taux d’érosion 
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moyen serait synonyme d’une plus grande variation de charge en MES à l’aval qu’à l’amont de la 
rivière, influençant du même coup le calcul du Kd des ETMs. Cependant, la ligne d’eau calculée par 
Steiger et Corenblit (1999) suggère que la pente moyenne de la rivière est régulière entre Gagnac et 
St-Aignan. Ainsi, l’intégration de l’érosion – sédimentation de la rivière entière peut difficilement 
expliquer les très grands effets non-linéaires (les écart-types des effets élémentaires) de la Figure 20 
dans la retenue de Malause (points 1 et 2). La morphologie locale très contrastée de la retenue 
(vitesses d’écoulements très lentes du réservoir) suggère donc que l’influence des paramètres est 
principalement due à l’effet du réservoir plutôt qu’à la traversée du reste de la rivière. 
Finalement, il est important de souligner que l’hydromorphologie influence davantage la dispersion du 
Kd des ETMs que leur valeur moyenne. Ce résultat suggère que les facteurs influents le sont durant 
des conditions hydrologiques spécifiques, n’influençant pas l’ensemble de la courbe du Kd telle que 
présentée à la Figure 21, mais seulement des périodes hydrologiques spécifiques telles que la montée 
de crue, la décrue ou encore l’étiage. 
5.6 Conclusion 
L’analyse de sensibilité a permis de trier les facteurs en trois catégories en fonction de leur influence 
sur le Kd moyen calculé en rivière et sur la dispersion de ce dernier lorsque la rivière est soumise à une 
hydrologie contrastée et à des conditions physico-chimiques variables. Les facteurs qualifiés de « très 
influents » et « influents » sont résumés au Tableau 10. 
Tableau 10 : Résumé des facteurs influents et très influents en fonction du score considéré et de la classe de processus sur 
laquelle le facteur a une influence. 
 Kd moyen Dispersion du Kd 
 
Facteur 
physico-
chimique 
Facteur 
hydrodynamique 
Facteur 
physico-
chimique 
Facteur 
hydrodynamique 
Facteurs très 
influents 
pH  pH 
Manning 
𝜏𝑒𝑟𝑜 – TF 
𝐸 – TF 
𝑊𝐶  – TF 
𝜏𝑠𝑒𝑑 – TF 
Facteurs 
influents 
𝑓𝑟é𝑠𝑖𝑑𝑢𝑒𝑙𝑙𝑒 
𝑓𝐹𝑒𝑂𝑥 
𝐶𝑂𝑃𝑁𝑈𝑀 
pCO2 
Manning 
𝜏𝑒𝑟𝑜 – TF 
𝐸 – TF 
 
𝑊𝐶  – F 
𝜏𝑠𝑒𝑑 – F 
Ces résultats indiquent clairement l’importance du pH sur la physico-chimie des ETMs dans les eaux 
de surface. Ils permettent également d’isoler quatre facteurs physico-chimiques additionnels. Ces 
facteurs indiquent les paramètres physico-chimiques à étudier en priorité pour décrire le transport des 
ETMs. Ainsi, la fraction résiduelle donne des informations sur la mobilité des ETMs et sur la fraction 
capable de passer de la phase particulaire à la phase dissoute. Les paramètres 𝑓𝐹𝑒𝑂𝑥  et 𝐶𝑂𝑃𝑁𝑈𝑀 
décrivent la composition des MES et la capacité de ces derniers à adsorber des ETMs. Enfin, la pression 
du dioxyde de carbone (pCO2) permet d’estimer la concentration des carbonates en solution et peut 
être reliée à l’alcalinité de l’eau. 
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La seconde catégorie de facteurs, les facteurs hydrodynamiques, inclut de nombreux paramètres du 
modèle d’érosion – sédimentation ainsi que le paramètre de Manning. Cet ensemble de facteur a mis 
en évidence l’importance de l’érosion de MES sur la physico-chimie de la rivière puisque les hypothèses 
de composition des MES reposent uniquement sur la concentration totale en MES dans l’eau. 
L’analyse de sensibilité a également fait ressortir une variation des résultats en fonction de l’ETM 
choisi. Ainsi, le Kd moyen du cuivre est jugé sensible au paramètre 𝐶𝑂𝑃𝑁𝑈𝑀 , qui définit la 
concentration en carbone organique particulaire. Par contre, le Kd moyen du plomb n’y est pas du tout 
sensible. Ce résultat suggère qu’un choix différent d’ETMs mènera à un nouveau jeu de facteurs 
sensibles, limitant la portée de cette étude aux éléments autres que le cuivre et le plomb. 
De plus, une variation spatiale de l’influence de certains facteurs a été observée. En effet, certains 
facteurs liés à l’érosion et à la sédimentation voient leur influence augmenter significativement vers 
l’aval de la rivière. Ces résultats doivent tenir compte des importants intervalles de confiance associés, 
mais permettent tout de même d’identifier un effet intégrateur sur la rivière. 
Enfin, ces résultats suggèrent de nombreuses pistes de réflexion quant au changement d’échelle de la 
modélisation du transport des ETMs. En effet, l’analyse de sensibilité a mis en évidence les facteurs 
ayant la plus grande influence sur le Kd moyen d’un ETM ainsi que sur la dispersion de ce dernier. Ainsi, 
un modèle parcimonieux, incluant un minimum d’entrées et de paramètres, pourrait n’inclure que les 
facteurs influents et fixer tous les paramètres non influents. Une telle approche empirique ou 
statistique permettrait de réduire considérablement la complexité du modèle tout en conservant un 
maximum d’information. 
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Résumé des principaux résultats 
Cette section résume les principaux résultats obtenus lors de ces travaux  
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L’objectif de ce travail a été de développer des approches de modélisation permettant de décrire et 
de prédire le transport des ETMs en rivière et d’identifier les principaux processus affectant ces 
transferts à diverses échelles spatiales et temporelles. Dans un contexte de contamination modérée 
comme l’est la Garonne dans son cours moyen entre Toulouse et la retenue de Malause, les approches 
de modélisation ont permis d’améliorer la compréhension du transport des ETMs en rivière. Ces 
approches ont inclus quatre processus, soit l’hydraulique, le transport avec stockage transitoire des 
matières dissoutes et particulaires, l’érosion – sédimentation et la séparation des ETMs entre les 
phases dissoutes et particulaires.  
Une première approche de modélisation du transport des ETMs a été réalisée à l’aide d’un modèle de 
rivière discrétisé en régime stationnaire (à débit et apport en MES et ETMs constants) et appliquée à 
deux conditions hydrologiques contrastées (hautes eaux et étiage). Ce modèle a utilisé un modèle 
d’adsorption – désorption à Kd fixe. Cette approche a démontré l’importance des quatre processus 
dans le transport des ETMs et a mis en évidence la possibilité de simuler ce transport à l’aide de 
modèles simples en régime stationnaire tout en soulignant les difficultés à passer au régime 
dynamique. Ces difficultés se trouvaient dans la description des processus d’érosion – sédimentation 
ainsi que dans le modèle d’adsorption – désorption utilisé. Ces résultats ont orienté les travaux 
suivants en régime dynamique, durant lesquels des modifications ont été apportées à la modélisation 
des MES ainsi qu’au modèle d’adsorption – sédimentation.  
La seconde approche de modélisation a utilisé un couplage en Fortran 90 de trois modèles différents, 
soit les modèles MOHID, OTIS et WHAM. Le premier a fourni les modules hydrauliques et d’érosion – 
sédimentation. Le second, le module de transport par advection – dispersion et stockage transitoire. 
Enfin, le troisième a fourni le modèle physico-chimique d’adsorption – désorption. Le modèle couplé 
résultant permet donc la simulation du transport des ETMs en rivière soumis aux quatre processus en 
utilisant les modèles de pointe existant dans la littérature. Les paragraphes qui suivent reprennent 
chaque processus modélisé et rappellent les principales conclusions en découlant quant au transport 
des ETMs.  
Module hydraulique 
Dans les approches de modélisation développées, le modèle hydraulique est la base décrivant le 
comportement des ETMs. Dans un premier temps, une implémentation développée localement des 
équations complètes de St-Venant a été utilisée comme base. Ensuite, l’environnement de 
modélisation MOHID a été utilisé. 
Les équations de St-Venant n’ont qu’un seul paramètre à calibrer : le coefficient de Manning (ou son 
inverse, le coefficient de Strickler). Bien que deux implémentations différentes des équations de St-
Venant aient été utilisées aux chapitres 3 et 4, ce paramètre a été calibré avec succès dans les deux 
cas à la même valeur et cette valeur numérique a pu être comparée à celles colligées par Chow et al 
(1988), soit une rivière ayant un lit de gravier et des berges enrochées. Cette description s’applique 
très bien à de grandes sections de la Garonne décrites par Steiger et al. (2001).  
Le modèle hydraulique a permis de calculer les vitesses d’écoulement en tout point de la rivière. 
Puisque le débit entrant dans le secteur de rivière modélisée est constant, ces vitesses d’écoulement 
n’ont pas d’influence sur les bilans de masse. Les vitesses d’écoulement permettent cependant 
d’estimer les contraintes de cisaillement sur le lit de la rivière qui, à leurs tours, servent au calcul de 
l’érosion et de la sédimentation. Ainsi, une description réaliste des vitesses d’écoulement a été 
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essentielle à une bonne description du processus d’érosion – sédimentation. Cette importance a été 
mise en valeur par l’analyse de sensibilité, où le coefficient de Manning a été inclus dans les catégories 
des facteurs influents et très influents, selon le score considéré.  
Module de transport et de stockage transitoire 
Lorsque l’hydraulique de la rivière a été simulée de façon satisfaisante, il a été possible d’y coupler le 
module de transport et de stockage transitoire. Ce module a utilisé les équations de transport 
d’advection et dispersion. Cependant, les premières tentatives de calibration à partir de données de 
traçage sous différentes conditions hydrologiques ont démontré que ces équations étaient 
insuffisantes et qu’un modèle de stockage transitoire était nécessaire pour bien décrire le transport 
d’un élément conservatif, dissous ou particulaire (voir chapitre 3). Le besoin d’utiliser un modèle de 
stockage transitoire a été mis en évidence par la calibration indépendante du modèle hydraulique 
puisque les vitesses d’écoulement moyennes de l’eau sont supérieures à la vitesse du traceur.  Le 
modèle de stockage transitoire OTIS (Bencala and Walters, 1983) a été utilisé pour tenir compte de 
l’hétérogénéité de la rivière, notamment de la zone hyporhéique. Ce modèle a montré au chapitre 3 
une excellente capacité de reproduction des observations. Cependant, le passage à l’échelle de temps 
annuelle a réduit son importance. En effet, le modèle de stockage transitoire appliqué au cas d’étude 
a permis de ralentir le passage du pic de concentration du traceur de quelques heures sur des secteurs 
de 12 à 28 kilomètres. Cependant, bien qu’il permette d’estimer les dimensions de la zone hyporhéique 
en l’assimilant à la zone de stockage transitoire, le modèle OTIS n’a démontré aucune influence sur les 
flux d’ETMs annuels ou sur les concentrations simulées en continu. Ce fait s’est expliqué 
principalement par la faiblesse des variations de concentrations en ETMs. En effet, les modèles de 
stockage transitoire sont utiles pour représenter la réponse d’une rivière à une injection ponctuelle 
importante. Lorsque les concentrations sont à l’équilibre entre la rivière et la zone de stockage 
transitoire, ou qu’elles varient lentement, la zone de stockage ne possède pas de capacité de stockage 
excédentaire pour faire varier significativement les concentrations en rivière.  
Cette absence d’influence a également été observée lors de l’analyse de sensibilité. En effet, les 
facteurs associés au modèle OTIS (l’aire de la section transversale de stockage 𝐴𝑆 et le taux d’échange 
𝛼) n’ont démontré aucune influence. Ces résultats doivent cependant être interprétés en fonction des 
scores testés. En effet, les deux scores ont étudié le Kd moyen et l’amplitude de sa variation en fonction 
de l’hydrologie. Puisque le modèle de stockage transitoire n’a aucun lien avec la physico-chimie, il était 
prévisible de ne pas observer de sensibilité. 
Enfin, si le stockage transitoire n’a pas d’effet sur des événements à l’échelle annuelle, il reste un 
processus très important pour des événements ayant lieu à des échelles de temps plus courtes comme, 
par exemple, un déversement important de contaminant associé à des métaux. 
Module d’érosion – sédimentation 
Puisque de nombreux ETMs sont associés aux MES, le sort de ces deux éléments est intimement lié. 
C’est pourquoi un modèle d’érosion – sédimentation basé sur les équations de Partheniades (1965) a 
été couplé aux deux modèles précédents. Le premier modèle construit sur la base d’une seule classe 
de MES, décrit au chapitre 3, a mis en évidence la variation de la composition des MES en fonction des 
conditions hydrologiques. Ainsi, les paramètres permettant de décrire les concentrations de MES à 
l’étiage sont très différents de ceux décrivant la période de crue. Ce résultat, suggérant que la nature 
des MES soit différente selon les conditions hydrologiques, a été étudié sur la Garonne (Probst, 1983; 
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Veyssy et al., 1996, 1998; Steiger and Gurnell, 2003) et sur de nombreuses rivières à travers le monde 
(Meybeck, 1982; Walling, 1983; Rachold et al., 1996). Il a donc orienté les choix de modélisation pour 
la simulation des MES à un pas de temps infra-journalier sur une échelle annuelle. C’est pourquoi deux 
classes de MES ont été utilisés au chapitre 4. La première, composée de MES sédimentant facilement, 
existe principalement en période de crue, tandis que la seconde sédimente très peu et est présente en 
tout temps, incluant les périodes d’étiage.  
L’utilisation des équations de Partheniades a également mis en évidence l’importance de la 
morphologie de la rivière dans la description des processus d’érosion – sédimentation. En effet, 
l’utilisation de profils transversaux de la Garonne a permis de modéliser les zones de radiers (sujets à 
l’érosion) et de mouilles (plus propices à la sédimentation). La simulation des MES a également permis 
de retrouver les zones morphologiquement actives définies par Steiger et al. (2001). Enfin, la 
modélisation a mis en évidence les zones d’accumulation de sédiments ainsi que d’ETMs.  
Les calculs de flux de MES sédimentés sont principalement dus aux MES fines (première classe) puisque 
l’essentiel du flux de MES traverse la rivière lors des périodes de crues, tel que démontré par de 
nombreuses études (Walling and Webb, 1982; Milliman and Syvitski, 1992; Coynel et al., 2004; Oeurng 
et al., 2010). Cependant, les MES très fines (seconde classe) ont démontré une grande influence sur la 
physico-chimie de la rivière durant l’analyse de sensibilité (voir chapitre 5). Cette influence dépend des 
hypothèses physico-chimiques employées et dans le cas de la Garonne, c’est du lien entre la 
concentration en MES dans l’eau et le pourcentage de carbone organique particulaire que découle 
cette influence. Ce lien a d’ailleurs été démontré par de nombreuses études (Probst, 1983; Semhi, 
1996; Veyssy et al., 1996).  
Il faut finalement noter que le lien entre la physico-chimie et les MES ne dépend que de la 
concentration totale en MES. Ainsi, les choix de modélisation effectués peuvent faire l’objet de 
modifications dans d’autres contextes. Cependant, compte-tenu de l’importance de la concentration 
en MES sur les flux d’ETMs et compte-tenu de l’influence des paramètres d’érosion – sédimentation 
sur l’analyse de sensibilité, tout modèle de transport d’ETMs est très sensible au modèle d’érosion – 
sédimentation. La nature (granulométrie, minéralogie) et  la composition physique et chimique des 
MES doit donc faire l’objet d’études très attentives. Enfin, le processus d’érosion – sédimentation est 
intrinsèquement spatialisé, l’érosion ayant lieu dans des zones très distinctes et différentes des zones 
de sédimentation. L’analyse de sensibilité a également mis en évidence cette spatialisation. 
Module d’adsorption – désorption 
Le dernier maillon de la chaîne de modèles a consisté en un modèle d’adsorption – désorption séparant 
les ETMs en deux phases : dissoute et particulaire. L’utilisation d’un modèle de Kd fixe a permis, à l’aide 
d’un seul paramètre, de représenter un ETM sous ces deux phases. Cependant, la séparation entre ces 
deux phases est linéaire, ce qui sous-entend une capacité d’adsorption infinie et une indépendance 
entre le comportement des ETMs et la physico-chimie de l’eau. Bien que les ETMs soient présents en 
concentration loin de la saturation, les conditions physico-chimiques des eaux de surface démontrent 
une grande variabilité. C’est pourquoi un modèle de spéciation chimique tel que WHAM a été couplé 
aux équations pour permettre de simuler le comportement dynamique des ETMs. 
Le modèle du Kd fixe a été utilisé sur tous les modèles développés. Dans le contexte des conditions 
hydrologiques stables du chapitre 3, la valeur du Kd a été fixée à la moyenne des Kd observés sur le 
secteur. Ce faisant, des Kd très similaires ont été utilisés pour la simulation à l’étiage et la simulation 
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en crue. Cependant, une telle proximité entre les Kd à l’étiage et en crue n’est pas habituelle et de 
nombreuses études signalent une forte variation du Kd en fonction des conditions hydrologiques et de 
la concentration en MES (Aubert et al., soumis; Di Toro et al., 1986; Honeyman and Santschi, 1988; 
Guéguen and Dominik, 2003; Roussiez et al., 2013). C’est pourquoi le modèle de spéciation chimique 
WHAM a été couplé au modèle hydrodynamique MOHID.  
Le modèle MOHID – WHAM a exigé l’ajout de nombreuses variables d’entrées en plus des nombreux 
paramètres requis par le modèle WHAM et la formulation de certaines hypothèses physico-chimiques. 
Cet ajout de complexité a cependant permis de mettre en évidence des variations importantes du Kd 
à deux échelles : l’échelle événementielle (telle qu’une crue ou un étiage) et l’échelle annuelle.  
Le modèle MOHID – WHAM a, entre autre, nécessité l’ajout du pH parmi les variables d’entrées. 
Puisque des séries temporelles de pH à haute résolution étaient disponibles, elles ont été utilisées en 
entrée de modèle. Dans le contexte des hypothèses de modélisations utilisées, ces variations de pH 
ont généré des variations importantes du Kd des ETMs simulés. L’effet a été maximal sur la phase 
dissoute du plomb puisque les concentrations simulées du plomb dissous ont varié d’un facteur 10 
durant ces épisodes avec, toutefois, un effet beaucoup moins senti sur la concentration en plomb de 
la phase particulaire. Le cuivre a été soumis aux mêmes variations avec des effets tout aussi visibles, 
quoique moins importants. Ce résultat a mis en évidence un processus imprévu, soit une variation 
importante du Kd des ETMs due à l’importante variation de pH, elle-même due à la respiration des 
algues en rivière. Ce processus a été observé sur différentes rivières (Brick and Moore, 1996; Nimick 
et al., 2003), mais les travaux similaires sont embryonnaires sur la Garonne (Coutaud et al., 2014). 
Ainsi, il est fort probable que certaines hypothèses chimiques posées dans le cadre de ces simulations 
doivent être modulées par la prise en compte de ce processus. Son importance pourra ensuite être 
analysée en fonction des conditions saisonnières et hydrologiques. Parmi ces hypothèses, notons : 
- L’utilisation d’une concentration en bicarbonates constante bien que les processus biologiques 
puissent en consommer ou en émettre 
- L’absence de processus faisant varier le pH en rivière 
- L’instantanéité des réactions chimiques par rapport aux processus hydrodynamiques 
- L’absence d’oxydes de fer et de manganèse sous forme colloïdales qui pourraient tamponner 
les variations journalières.  
Néanmoins, le modèle suggère que la variation journalière du pH est une réalité ayant un effet 
potentiel important sur la spéciation des ETMs et plus d’information sur la variation journalière de la 
physico-chimie (ions majeurs et carbonates, par exemple) de l’eau sera nécessaire pour permettre de 
quantifier son effet sur les ETMs.  
À l’échelle annuelle, la physico-chimie de la Garonne est influencée par les saisons (Probst, 1983; 
Etchanchu, 1988; Semhi, 1996). Le Kd simulé du cuivre aux étiages d’été a été plus élevé de près d’un 
demi-point par rapport aux valeurs moyennes calculées le reste de l’année. L’hypothèse de simulation 
expliquant cette observation est la teneur en COP des MES. En effet, cette teneur est inversement 
proportionnelle à la concentration en MES. Or, les MES prélevées lors des événements d’étiage sévère 
sont en très faible concentration, suggérant une très forte fraction de carbone organique. Ainsi, 
puisque le cuivre montre une grande affinité avec le carbone organique (Xue and Sigg, 1993; Xue et 
al., 2000) et que le modèle WHAM suggère une sensibilité très forte entre le cuivre et la matière 
organique (Lofts and Tipping, 2000; Tipping et al., 2003), les MES présentes à l’étiage sont en mesure 
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de fixer davantage de cuivre que le reste de l’année. Cette hypothèse a été supportée par les travaux 
d’Aubert et al. (soumis) qui ont observé une relation inverse entre le Kd du cuivre et la concentration 
en MES.  
Aubert et al. (soumis) ont observé une relation similaire pour le Kd du plomb, mais le modèle n’a pas 
été en mesure de la reproduire. Cet écart entre les observations et la simulation s’est expliqué par 
l’adsorption préférentielle du plomb aux oxydes de fer. En effet, WHAM suggère que la quasi-totalité 
du plomb se fixe aux oxydes de fer. Or, puisque la fraction de ces oxydes a été gardée constante quelle 
que soit la concentration en MES, l’adsorption du plomb a été affectée marginalement par les autres 
fractions de MES et son Kd a dépendu beaucoup plus de la physico-chimie que des conditions 
hydrodynamiques du modèle. Ce résultat suggère cependant que la compréhension des processus 
affectant les oxydes de fer pourrait grandement affecter les résultats de simulation. 
Le modèle MOHID – WHAM a tout de même permis d’estimer les flux annuels de deux ETMs, le cuivre 
et le plomb, et de comparer ces flux à ceux calculés par le modèle MOHID couplé à un modèle de 
sorption – désorption classique à Kd fixe. Ces calculs ont suggéré que le flux annuel traversant un 
secteur de rivière d’un ETM à phase particulaire dominante comme le plomb est similaire quel que soit 
le modèle de sorption – désorption choisi. À l’inverse, une variation importante de flux peut être 
calculée dans le cas d’ETM ayant une importante phase dissoute (le cuivre, par exemple) en fonction 
du modèle choisi. 
L’analyse de sensibilité a mis en évidence l’importance relative des différents facteurs nécessaires au 
modèle WHAM. Elle a bien sûr rappelé l’importance fondamentale du pH sur les réactions chimiques, 
mais également l’importance du carbone organique particulaire sur le Kd. En effet, les différents 
paramètres d’érosion – sédimentation apparaissant comme sensible ne l’ont été qu’à cause de leur 
importance dans la détermination du taux de COP dans les MES. Une autre conclusion très intéressante 
de l’analyse de sensibilité a été la faible sensibilité du Kd aux concentrations des différents ions 
majeurs. Ce résultat suggère que le modèle WHAM n’a pas besoin d’une connaissance précise des 
variations de concentration des ions majeurs lorsqu’il est appliqué à des eaux douces à pH neutre à 
élevé (pH entre 6 et 9, soit les limites de l’étude de sensibilité). Le passage à des pH plus acides pourrait 
être envisagé puisque le modèle WHAM a été développé à l’origine pour des eaux acides (pH 
descendant jusqu’à 3) et peu tamponnées (Tipping and Hurley, 1992). Cependant, le modèle WHAM 
estime la force ionique d’une solution à l’aide de la théorie de Debye-Hückel (Tipping, 1994). Or ce 
modèle n’est valide qu’à de faibles forces ioniques, donc à de faibles concentrations en sels dissous. Il 
ne faudrait donc pas transposer ce résultat à des eaux beaucoup plus chargées en ions majeurs telles 
que celles retrouvées en estuaire ou en conditions marines sans recherches supplémentaires.  
Analyses de sensibilité 
Le modèle couplé MOHID-OTIS-WHAM ne permet pas de quantifier directement l’importance de 
chacun des processus modélisés. Cette quantification a donc été réalisée à l’aide d’une étude de 
sensibilité utilisant la méthode de Morris.  
L’analyse de sensibilité a mis en évidence l’importance de facteurs physico-chimiques tels que le pH 
ou la concentration en carbonates sur le partitionnement dissous – particulaire des ETMs modélisés 
(cuivre et plomb). Cependant, en plus des facteurs physico-chimiques, de nombreux facteurs liés au 
processus d’érosion – sédimentation ont pu être mis en évidence. Dans le cadre des hypothèses de 
simulation utilisées, l’importance du processus d’érosion – sédimentation sur le partitionnement des 
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ETMs a été lié directement à la composition des matières en suspension, lien observé lors de 
nombreuses études sur la Garonne.  
Enfin, les nouvelles connaissances tirées du modèle couplé MOHID – OTIS – WHAM ainsi que de ses 
analyses de sensibilité permettent de concevoir une simplification du modèle d’adsorption – 
désorption basée sur le site d’étude (la Garonne ou une autre rivière) et le comportement physico-
chimique de l’ETM considéré. Par exemple, la modélisation du transfert du plomb dans le secteur 
étudié du fleuve Garonne pourrait être réalisée par un modèle d’adsorption très simple à Kd fixe 
puisque le Kd modélisé par le modèle couplé a varié avec une très faible amplitude. De plus, les 
différents choix de modélisation (Kd fixe ou Kd variable) ont permis le calcul de flux très similaires. 
Ainsi, une relation empirique simple entre le Kd et le pH moyen de la rivière considérée permettrait 
l’utilisation d’un modèle très simple d’adsorption – désorption et il est possible de poser l’hypothèse 
qu’une telle relation sera suffisante pour tout élément voyageant principalement sous forme 
particulaire. À l’inverse, le Kd du cuivre a été soumis à des variations de grande amplitude lors des 
simulations dynamiques et les différents scénarios de transferts de cuivre (Kd fixe ou variable) ont 
montré une grande variation dans les flux de cuivre à l’exutoire du secteur d’étude. Ainsi, une relation 
forte a été observée entre le Kd et le pH de la rivière, mais également entre le Kd et les concentrations 
en MES. Des relations empiriques simples peuvent donc être construites entre le Kd, le pH et la 
concentration en MES, mais le modèle de transport gagnera beaucoup en précision à utiliser un 
modèle d’adsorption – désorption à Kd variable.
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Conclusions et perspectives 
Cette section intègre les principales conclusions tirées de ces travaux, les limitations associées à la 
construction du modèle ainsi qu’à sa calibration avant d’offrir des perspectives de travaux futurs. 
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Conclusion générale 
Ces travaux ont porté sur la modélisation des éléments traces métalliques (ETM) dans les eaux de 
surface. L’absence de modèle capable de décrire le transport d’ETM soumis à une hydrologie 
dynamique et à une physico-chimie complexe nous a mené à développer des modèles couplant 
différents sous-modules représentant des processus distincts, à savoir l’hydraulique, le transport 
d’espèces en suspension dans l’eau, l’érosion – sédimentation ainsi que l’adsorption – désorption des 
ETMs. Nous avons testé le modèle développé sur le fleuve Garonne dans son cours moyen, soit entre 
Toulouse et la retenue de Malause (70 km). Ce secteur, soumis à une morphologie très contrastée, a 
été utilisé en conditions hydrodynamiques variables. 
L’utilisation d’un modèle hydrodynamique basé sur les équations de Saint-Venant en une dimension 
et sur les équations de transport (advection et dispersion) ont tout d’abord permis d’identifier 
l’importance de l’hydrologie sur le transport des ETMs. Ces résultats se sont traduits par des 
calibrations du modèle très différentes en fonction des conditions hydrologiques qui nous ont permis 
d’estimer les caractéristiques des matières en suspensions (MES) en fonction de la condition 
hydrologique considérée. Suite à ces premiers résultats, l’influence de l’hydrologie dynamique a été 
représentée à l’aide d’un modèle hydraulique dynamique, MOHID River Network (MRN), et d’un 
modèle d’érosion et sédimentation considérant deux classes de particules distinctes : une classe de 
particules très fines et une classe plus grossière. Ces deux classes ont représenté l’hétérogénéité des 
MES dans les rivières et ont permis de simuler autant les forts taux de sédimentation observés en 
période de crue que l’érosion de particules très fines en période d’étiage. Enfin, avant d’appliquer ce 
modèle au transport des ETMs, le processus d’adsorption – désorption a été décrit à l’aide de deux 
modèles distincts. Le premier, un modèle à Kd fixe, considère le rapport entre les ETMs dissous et 
particulaires constant. Le second, le modèle physico-chimique complexe WHAM, intègre la variation 
dynamique de la physico-chimie de l’eau pour calculer un coefficient d’adsorption – désorption variant 
en fonction des conditions hydrodynamiques de la rivière. Le couplage du modèle MOHID – WHAM, 
appliqué aux flux de plomb et de cuivre sur le secteur concerné a permis de mettre en évidence d’une 
part la capacité du modèle à simuler la dynamique des ETMs et d’autre part l’influence des variations 
physico-chimiques sur les transferts d’ETMs. Cette influence sur les flux a été visible principalement 
sur le cuivre, un ETM possédant une fraction dissoute importante, tandis qu’elle était beaucoup moins 
visible sur le plomb, un ETM présent très majoritairement sous forme particulaire. De plus, le modèle 
MOHID – WHAM a permis de simuler les variations du Kd infra-journalières dues principalement à la 
variation du pH générée par la biologie de la rivière. 
Le modèle MOHID – WHAM développé est un modèle mécanistique très complexe et nécessitant de 
très nombreux paramètres et variables d’entrée. Nos travaux ont pu, à l’aide d’une analyse de 
sensibilité, quantifier l’importance relative des différents processus simulés et des facteurs spécifiques 
les plus influents dans le cadre des hypothèses de modélisation utilisées. Ces facteurs ont pu être 
réduits à deux classes : les facteurs physico-chimiques (pH et concentration en carbonates) et les 
facteurs hydrodynamiques, principalement liés à l’érosion et la sédimentation.  
Ces travaux suggèrent que la complexité des modèles d’adsorption – désorption peut être réduite en 
fonction du comportement de l’ETM considéré. Ainsi, les flux d’ETMs très particulaires comme le 
plomb peuvent être simulés à l’aide de modèles simples comme le modèle à Kd fixe. À l’inverse, les 
flux d’ETMs possédant une fraction dissoute importante comme le cuivre seront simulés plus 
précisément à l’aide de modèles physico-chimiques plus complexes.  
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De façon plus générale, ces travaux montrent encore une fois l’utilité des approches de modélisation 
pour aider à comprendre les processus dynamiques dans le temps et l’espace et arriver à mieux les 
représenter. Cette compréhension pourra ensuite être utilisée pour concevoir des campagnes de 
mesure capable d’observer des phénomènes spécifiques. Enfin, les modèles constituent d’excellents 
outils de communication permettant l’intégration de connaissances provenant de disciplines 
différentes. Cependant, certaines limitations importantes doivent être soulignées pour une application 
plus large de l’outil développé. 
Limites de la modélisation 
Développer un modèle sans données pour le valider est un exercice périlleux. Cependant, même avec 
peu de données, il est possible d’en tirer des enseignements intéressants. Dans le cadre de ces travaux, 
un jeu de données intéressant a pu être utilisé (90 mesures ponctuelles à l’amont du modèle tirées 
d’Aubert et al. (soumis) et 85 mesures lors des quatre campagnes de 2004-2005 sur la Garonne 
(Sánchez-Pérez et al., 2006)). Ainsi, les résultats géochimiques présentés dans ces travaux ont tous été 
calibrés avec des données mesurées, mais le modèle n’a pu être validé sur des jeux de données 
indépendants. Néanmoins, l’analyse des paramètres calibrés a révélé que ces derniers étaient 
cohérents avec les mesures réalisées par diverses études indépendantes. Il reste cependant 
nécessaire, afin de valider la robustesse du modèle, de le confronter à des cas d’études différents. 
De plus, la collecte de données a été réalisée de façon indépendante au développement du modèle. 
Dans ces conditions, les données de terrain n’ont pas été réfléchies pour être en adéquation avec les 
besoins de modélisation. Néanmoins, ces premières données ont permis le développement de 
modèles qui, à leur tour, pourront suggérer de nouvelles campagnes de mesure pour en raffiner les 
hypothèses.  
Le choix des ETMs utilisés dans les simulations du modèle couplé MOHID – WHAM constitue également 
une limite des approches de modélisation employées. En effet, les deux ETMs ont été choisis pour 
maximiser le contraste dans leur transport, le cuivre étant présent principalement sous forme dissoute 
et le plomb principalement sous forme particulaire. Cependant, le modèle WHAM suggère des phases 
d’adsorption préférentielles pour chaque ETM. Cela signifie que le modèle doit être validé pour tous 
les ETMs d’intérêt avant de lancer des simulations. À titre d’exemple, cette étape n’a pu être réalisée 
pour l’uranium puisque sa chimie est très complexe et le modèle WHAM en fait une description trop 
incomplète (Lofts, communication personnelle). De plus, le modèle WHAM ne permet l’adsorption que 
des cations puisque tous les sites d’adsorption simulés sont chargés négativement. Ce faisant, des 
éléments souvent problématiques tels que l’arsenic ou l’antimoine ne peuvent être simulés par le 
modèle couplé MOHID – WHAM. Une expansion des bases de données devrait donc être envisagée 
pour ces éléments. 
Le choix a également été fait de simuler le transport de chaque ETM indépendamment. Ainsi, le 
transport de deux ETMs est complètement découplé alors qu’en réalité, une compétition peut exister 
entre les deux ETMs en plus de la compétition avec les ions majeurs présents pour les différents sites 
d’adsorption. Dans le cadre de ces travaux, l’hypothèse que les concentrations en ETMs soient 
suffisamment faibles pour ne pas entraîner de compétition entre deux métaux a été jugée 
satisfaisante, cette hypothèse ayant déjà été utilisée dans la littérature (Koelmans and Luklema, 1992; 
Radovanovic and Koelmans, 1998). Cependant, dans le contexte d’une contamination importante en 
ETMs, certains éléments traces pourraient intervenir en concentrations suffisantes pour entraîner une 
205 
compétition sur les différentes phases adsorbantes, en fonction des conditions physico-chimiques. 
L’hypothèse d’indépendance doit donc être validée pour chaque cas d’étude. 
Le modèle WHAM a également été utilisé sur une plage différente de ses applications habituelles. 
Ainsi, il a été détecté qu’à des pH élevés tels que ceux observés sur la Garonne, la complexation des 
carbonates est problématique et peut remettre en question les estimations de concentration et flux 
d’ETMs.  
La précipitation des phases minérales est un processus qui a été négligé dans l’élaboration des 
hypothèses physico-chimiques. Les carbonates et les oxydes de fer ou d’aluminium n’ont donc pas été 
produits par le modèle WHAM. La précipitation est une réaction possible dans l’implémentation 
originale du modèle WHAM, mais elle n’a pas été introduite dans le modèle couplé MOHID – WHAM. 
Cette absence s’explique entre autre par la dynamique de la précipitation beaucoup plus lente que les 
autres réactions d’équilibre chimique. En effet, le modèle WHAM ne calculant que l’équilibre chimique, 
aucune réaction chimique dynamique n’est possible. 
Enfin, dans les résultats de simulation présentés, si l’hypothèse d’un taux de COP dans les MES 
inversement proportionnel à la concentration en MES a été validée par un grand nombre d’études de 
terrain (Meybeck, 1982; Veyssy et al., 1996), les hypothèses formulées concernant la fraction d’oxydes 
de fer et de manganèse sont beaucoup moins fortes. Dans ces conditions, mesurer la concentration en 
oxydes de fer dans les eaux naturelles pourrait améliorer la prédiction de la mobilité entre les phases 
dissoutes et particulaires des différents ETMs.  
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Perspectives 
La modélisation d’éléments présents en très faibles concentrations tels que les ETMs dans les eaux de 
surface n’est pas encore un champ de recherche arrivé à maturité. C’est pourquoi ces travaux ouvrent 
de nombreuses perspectives abordées dans cette section. 
L’un des principaux défis de la modélisation des ETMs dans les eaux de surface est la difficulté d’obtenir 
des observations en quantités suffisantes pour permettre la calibration d’un modèle et, surtout, sa 
validation. De plus, les fleuves et rivières étant des milieux très dynamiques, la meilleure stratégie de 
prélèvement pour alimenter un modèle reste la constitution de séries temporelles d’observations. 
Idéalement, un minimum de deux séries temporelles est nécessaire : une première pour définir les 
conditions amont de la physico-chimie de la rivière ainsi qu’une seconde plus à l’aval pour comparer 
le modèle à la réalité observée. De telles séries doivent avoir une résolution temporelle suffisante pour 
bien décrire les processus modélisés. La résolution minimale est souvent définie comme étant la moitié 
de l’événement à échantillonner (théorème de Nyquist-Shannon). Sur un fleuve comme la Garonne, 
un épisode de crue peut durer de quelques jours pour un événement ponctuel à quelques semaines 
pour la crue de fonte. Ainsi, un taux d’échantillonnage minimal peut être d’un échantillon par semaine 
pour les processus lents comme la fonte à un échantillon par jour pour une crue typique, bien que les 
processus d’hystérésis hydrologiques ou les caractéristiques physiques du bassin versant puissent 
requérir un échantillonnage plus fin (Coynel et al., 2004, 2007; Oeurng et al., 2011). Enfin, les variations 
de pH observées sur la Garonne suggèrent une variation diurnale importante. Ce phénomène devrait 
faire l’objet d’une étude en soit pour valider les sorties de modèle observées. 
La modélisation du stockage transitoire n’a pas été un processus important dans le cadre de ces 
travaux. Cependant, certains travaux ont testé l’utilité d’inclure des processus physico-chimiques dans 
la zone de stockage transitoire (Bencala and Walters, 1983; Runkel, 2009) et cette avenue pourrait 
permettre d’observer une nouvelle dynamique des ETMs similaire à celle déjà observée pour le 
phosphore (Bonvallet Garay et al., 2001; Vervier et al., 2009). Enfin, le stockage transitoire pourrait 
être simulé à l’aide d’un modèle hydrodynamique tridimensionnel incluant des échanges avec la zone 
hyporhéique. Cependant, un modèle conceptuel tel qu’OTIS demeurera toujours beaucoup plus simple 
à mettre en œuvre et à utiliser.  
Les éléments traces métalliques possèdent une physico-chimie qui leur est propre. De ce fait, le 
modèle WHAM permet d’identifier les variables clés permettant de décrire leur physico-chimie. Dans 
le cadre de ces travaux, il a été possible d’identifier les oxydes de fer comme étant un adsorbant très 
important du plomb aux pH considérés. Ainsi, une connaissance approfondie de la dynamique de ces 
oxydes de fer permettrait fort probablement d’améliorer la description du transport du plomb dans 
les rivières. Cependant, bien que la chimie du fer soit bien connue, peu d’études à l’échelle du réseau 
hydrographique ou du bassin versant ont été réalisées pour en décrire les transferts.  
Le transport d’un ETM tel que le cuivre est contrôlé principalement par la matière organique. Dans ce 
cas, de nombreux modèles de bassin versant incluent le transport du COP ou du COD. Il serait 
intéressant de comparer leurs résultats à ceux obtenus par l’équation empirique simple utilisée dans 
nos travaux. De plus, la croissance de biofilm peut offrir une surface de contact importante capable 
d’adsorber des ETMs. Ce stock est-il important? Négligeable? Des mesures in-situ permettraient de 
répondre à cette question. En effet, des mesures de concentrations des ETMs dans les biofilms avaient 
été réalisées à titre exploratoires dans le cadre du programme P1 Ecobag  (2004) sur ce tronçon de 
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Garonne montrant notamment pour le cuivre des concentrations significatives, en raison de l’affinité 
de cet élément pour la matière organique (A. Probst, communication personnelle). En cas de stock 
important, il s’agirait d’un processus intéressant à modéliser puisqu’il a été démontré que le 
détachement de biofilm pouvait être très localisé dans le temps (Boulêtreau et al., 2006). 
Il reste également de nombreuses zones d’ombre quant à la chimie de certains ETMs. Ainsi, les 
tentatives de modéliser le transport de l’uranium se sont butées à un échec du à une chimie trop 
complexe (S. Lofts, communication personnelle) que le modèle WHAM n’est pas arrivé à représenter. 
Les facteurs de contrôle de la chimie de l’uranium n’ont donc pas pu être isolés et ne peuvent être 
décrits actuellement pas le modèle WHAM. Une expansion de la base de données chimique de WHAM 
sera donc nécessaire avant que cet ETM ne puisse être modélisé en rivière. En outre, de nombreux 
éléments traces ne sont pas pris en compte par le modèle chimique WHAM. Les plus notables sont les 
éléments présents sous forme anionique et cationique tels que l’arsenic et l’antimoine. Ainsi, bien que 
ces deux éléments possèdent une toxicité avérée, il n’est pas possible d’en modéliser le transfert en 
rivière en fonction de la physico-chimie de l’eau. Pour l’heure, la seule option de modélisation consiste 
à utiliser le modèle de sorption – désorption à Kd fixe.  
Le modèle couplé MOHID – WHAM a permis de mettre en évidence l’influence de la physico-chimie et 
de l’hydromorphologie sur le transport des ETMs. Cependant, d’autres utilisateurs peuvent être 
intéressés par ce modèle. Par exemple, il a été possible d’estimer les flux et concentrations d’ETMs 
traversant tous les secteurs étudiés. Ainsi, le modèle peut estimer les périodes hydrologiques 
présentant les flux minimaux d’ETMs ou encore les périodes où la concentration en ETMs dépasse un 
seuil donné par l’utilisateur, permettant d’optimiser l’utilisation de l’eau par pompages, par exemple.  
Le modèle WHAM calcule également une spéciation complète des ETMs. Puisque certains ETMs ont 
une toxicité variable en fonction de leur spéciation, il serait possible d’adapter le modèle MOHID – 
WHAM pour estimer la toxicité de l’eau en fonction des conditions hydrologiques et physico-
chimiques.  
L’analyse de sensibilité a mis en évidence les facteurs les plus importants du modèle couplé MOHID – 
WHAM. Elle a également isolé les facteurs peu influents. Les facteurs peu influents peuvent voir leur 
valeur être fixée à une constante, être regroupés en un méta-facteur, ou encore simplement être 
éliminés du modèle.  
Ainsi, certains facteurs tels que la fraction d’acide humique (𝑓𝐴𝐻), la fraction d’argiles (𝑓𝑎𝑟𝑔𝑖𝑙𝑒𝑠) ou la 
fraction d’oxydes de manganèse (𝑓𝑀𝑛𝑂𝑥) dans les MES ont révélé une très faible influence. Des valeurs 
par défaut peuvent être proposées à ces paramètres pour réduire le nombre de paramètres à fixer par 
calibration.  
Une seconde approche conceptuelle consiste à regrouper des variables ou paramètres en facteurs 
génériques. Par exemple, dans le modèle WHAM, les cations peuvent occuper trois positions : être 
sous forme d’ion libre, former des sels avec les anions présents en solution ou être adsorbés à l’une 
ou l’autre des phases de carbone organique, d’oxydes métalliques ou d’argiles. Ainsi, les cations 
n’interagissent jamais directement entre eux, mais entrent en compétition pour se lier aux anions ou 
aux différents sites d’adsorption disponibles. Ces cations sont également nécessaires pour estimer la 
force ionique de la solution. Le modèle WHAM pourrait ainsi être simplifié grandement en considérant 
deux cations génériques. Ces deux cations auraient une charge de +1 et +2, puisque certains processus 
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chimiques courants dépendent uniquement de la charge des cations, par exemple, la force ionique ou 
les équations d’échange d’ions (Drever, 1997). 
Enfin, l’équation reliant la teneur en carbone organique à la concentration en MES totales comporte 
trois paramètres (équation [151]). Or, seul le paramètre  𝐶𝑂𝑃𝑁𝑈𝑀 est influent. Les deux paramètres 
supplémentaires ont une signification physique (concentration minimale en MES dans les eaux 
𝑀𝐸𝑆𝑀𝑖𝑛 et taux de carbone sur les sols érodables du bassin versant 𝑓𝐶𝑂𝑃𝑀𝑖𝑛), mais le modèle n’est pas 
sensible à leur valeur. L’analyse de sensibilité suggère que de fixer leur valeur à zéro ne perturberait 
pas significativement le comportement du modèle tout en lui enlevant deux paramètres. 
 
%𝐶𝑂𝑃 =
𝐶𝑂𝑃𝑁𝑈𝑀
𝑀𝐸𝑆 − 𝑀𝐸𝑆𝑀𝑖𝑛
+ 𝑓𝐶𝑂𝑃𝑀𝑖𝑛  [151] 
Le modèle couplé MOHID – WHAM a tenté d’inclure un maximum de processus physiques et chimiques 
pour représenter le plus finement possible le transport des ETMs. Cependant, le résultat est un modèle 
d’une grande complexité et l’analyse de sensibilité a démontré que de nombreux facteurs ont une 
influence minime sur les sorties. Ainsi, le passage du modèle à l’échelle du bassin versant peut profiter 
de certaines hypothèses simplificatrices listées ci-dessus pour réduire la complexité des processus 
ajoutés.  
L’utilisation d’un modèle d’adsorption – désorption à Kd fixe constitue sans doute l’hypothèse la plus 
contraignante. Cependant, ces travaux ont démontrés que les flux totaux d’un ETM simulés étaient 
similaires peu importe le modèle d’adsorption – désorption lorsque l’ETM en question avait une phase 
particulaire importante, comme le plomb. Les modèles de Kd variables deviennent pertinents lorsque 
la phase dissoute doit être modélisée précisément. 
L’un des avantages de travailler à l’échelle du bassin versant plutôt qu’à l’échelle d’un tronçon de 
rivière est la connaissance de la provenance de l’eau. Ainsi, il a été démontré que le bassin versant de 
la Garonne comprenait différentes formations géologiques et que les eaux issues de chaque formation 
avait une physico-chimie qui lui était propre (Etchanchu, 1988). Or certaines approches de 
modélisation à l’échelle du bassin versant ont simulé avec succès la qualité physico-chimique (pH, 
cations, alcalinité, etc.) de l’eau des affluents en fonction de son origine géographique (Krysanova et 
al., 1998; Wade et al., 1999; Tong and Chen, 2002; Evans et al., 2006). Par exemple, Wade et al. (1999) 
sont parvenu à relier l’acidité, l’alcalinité et la concentration en calcium à l’occupation des sols à l’aide 
de simples modèles de mélange et de chimie simple. Si ces approches sont intégrées à des modèles de 
bassin versants, une telle approche permettrait de réduire les hypothèses chimiques à poser pour le 
modèle. 
Une autre approche consiste à dégrader le modèle chimique d’adsorption et de lui trouver un analogue 
conceptuel ou empirique, aussi nommé un méta-modèle (modèle de modèle). Les résultats rapportés 
dans ces travaux suggèrent qu’un modèle d’adsorption – désorption simplifié nécessite une 
connaissance fine des variables d’entrées suivantes : concentrations en MES, pH ainsi que les 
carbonates (exprimées sous forme de pression CO2, de concentration en ion carbonate ou d’alcalinité). 
Les autres variables d’entrées chimiques (contenu en carbone organique, concentrations en ions 
majeurs, température, composition des MES) peuvent être rassemblées dans quelques paramètres 
intégrateurs. Un modèle de régression statistique pourrait alors être appliqué à un jeu de données 
généré à l’aide du modèle WHAM original. Une littérature abondante existe sur la construction de 
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méta-modèle (Reichert et al., 2011; Faivre et al., 2013). Cependant, une technique semble 
particulièrement prometteuse, soit l’entraînement d’un réseau de neurone à l’aide d’un modèle 
chimique mécanistique tel que WHAM (Antony et al., 2006). Cette approche pourrait permettre une 
modélisation empirique applicable à une très grande variété de cas d’étude en permettant de coupler 
une approche mécanistique, donc robuste, à une approche statistique, donc très économe en temps 
de calcul. 
Finalement, le modèle MOHID – WHAM a été développé dans l’optique de la modélisation du transfert 
des ETMs en rivière. Or, de nombreux micropolluants (produits phytosanitaires, pharmaceutiques, 
polluants organiques, etc.) ont une dynamique similaire aux ETMs. Comme ces derniers, ils sont sujets 
aux différents processus hydrodynamiques (hydraulique, transport et stockage transitoire, érosion – 
sédimentation). Leur physico-chimie, par contre, peut être très différente de celle observée pour les 
ETMs. Ainsi, les processus d’adsorption dépendent davantage de leur caractère hydrophile ou 
hydrophobe que de leur charge cationique. De même certaines molécules organiques peuvent être 
dégradées en métabolites dont les impacts sont encore indéterminés. Cela dit, les approches de 
modélisation proposées peuvent être appliquées à ces molécules. Ainsi, deux ajustements devraient 
être suffisants pour proposer un modèle de transfert de micropolluant : l’adaptation du modèle de 
sorption – désorption en fonction de la molécule considérée ainsi que l’ajout d’un modèle de 
dégradation lorsque nécessaire. Des modèles d’adsorption adaptés aux produits phytosanitaires ont 
déjà été proposés (Boithias et al., 2014) et pourraient être inclus au modèle MOHID – WHAM. 
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 Résumé 
Les éléments traces métalliques (ETMs) sont une catégorie de polluants présents dans les eaux de surface pouvant 
atteindre des concentrations importantes. Cependant, les outils de modélisation de ces ETMs en rivière restent rares et 
spécialisés. 
Ces travaux proposent des approches de modélisation permettant de simuler le transport des ETMs dans les eaux de 
surface en conditions hydrodynamiques et morphologiques contrastées et soumises à une physico-chimie complexe et 
dynamique. Pour se faire, quatre processus spécifiques sont considérés, soit l’hydraulique, le transport d’éléments 
dissous et particulaires en suspension avec stockage transitoire, l’érosion et la sédimentation des matières en 
suspension (MES) et l’adsorption – désorption des ETMs sur les MES. Une section de 87 km du fleuve Garonne dans son 
cours moyen sert de cas d’étude pour tester le modèle. Les données utilisées sont tirées de différentes campagnes de 
mesures en conditions hydrologiques contrastées. Trois ETMs sont retenus pour tester la capacité du modèle à 
représenter leur dynamique, soit l’arsenic et le cuivre pour leur caractère dissous dans l’eau et le plomb pour son 
caractère particulaire très important.  
Le modèle Modelo Hidrodinâmico (MOHID) a servi de modèle hydrodynamique, simulant l’hydraulique de la rivière à 
l’aide des équations de St-Venant complètes en une dimension, le transport par les équations d’advection – dispersion 
et l’érosion – sédimentation par les équations de Partheniades. Le modèle One-dimensional Transport with Inflow and 
Storage (OTIS) y a été couplé pour modéliser le stockage transitoire des éléments dissous et particulaires. Deux modèles 
chimiques d’adsorption – désorption lui ont été ajoutés, soit un modèle utilisant un coefficient de séparation des phases 
dissoutes et particulaires, dit le Kd, constant et le modèle de spéciation chimique Windermere Humic Acid Model 
(WHAM) qui calcule un Kd variable en fonction des conditions  physico-chimiques et des caractéristiques des MES. Sur 
la base d’hypothèses de modélisation, le modèle hydro-géo-chimique résultant a été calibré sur le site d’étude et tous 
les paramètres ont pu être validés ou expliqués par des observations directes ou indirectes. 
Les approches de modélisation ont fait ressortir l’importance d’une très bonne description des MES en toute condition 
hydrologique pour simuler le transport des ETMs. De plus, le transport d’ETMs très particulaires tel que le plomb est 
bien décrit par un modèle d’adsorption simple (Kd fixe), tandis que le transport d’ETMs très solubles comme le cuivre 
est beaucoup mieux décrit par un modèle à Kd variable. Enfin, l’analyse de sensibilité a montré que le Kd est très sensible 
au pH. En outre, le Kd moyen est sensible principalement aux paramètres physico-chimiques tandis que sa variation 
dépend davantage des facteurs hydrodynamiques (coefficient de Manning et paramètres d’érosion – sédimentation). 
Ces travaux ouvrent des perspectives sur la formalisation des transferts d’ETMs à plus large échelle 
Abstract 
Trace Metals (TM) are a class of pollutant found in surface waters that can reach important levels. However, modelling 
tools available to simulate TM in rivers are rare and very specialized. 
These works propose a modelling approach to simulate transport of TM in rivers subject to dynamic and complex 
hydrology and physico-chemistry. Therefore, four processes have been modeled: the hydraulics, the transport of 
dissolved and particulate suspended elements with transient storage, the erosion – sedimentation of suspended 
particulate matter (SPM) and the sorption – desorption of TM onto the SPM. The developed model was applied to an 
87 km reach of the Garonne River in its middle course. Available data were taken in various sampling campaigns under 
contrasted hydrological conditions. Three TM were used to assess the model ability to simulate their fate. The arsenic 
and copper were selected for their highly dissolved nature and the lead for its highly particulate nature. 
The Modelo Hidrodinâmico (MOHID) model provided the hydrodynamic model, using the full St-Venant equations in 
one dimension for the hydraulics of the river, the advection – dispersion equations for the transport of dissolved and 
particulate suspended elements and the Partheniades equations for the erosion – sedimentation of the SPM. The One-
dimensional Transport with Inflow and Storage (OTIS) model was added to account for the transient storage of dissolved 
and particulate elements. Two chemical model of sorption – desorption were coupled to MOHID. The first one uses a 
constant separation coefficient of the dissolved and particulate phase of TM, the so-called Kd, while the second is the 
Windermere Humic Acid Model (WHAM), which computes a variable Kd based on the physico-chemistry and the SPM 
composition. With the help of modelling hypothesis, the resulting hydro-geo-chemical model was calibrated on the 
study case and each parameter was either validated or explained by direct or indirect observations. 
These modelling approaches highlighted the importance of a very good description of the SPM dynamics under a 
variable hydrological context to simulate TM transport. Furthermore, the transport of a particulate TM such as lead is 
well represented with a simple sorption model (fixed Kd) while a dissolved TM such as copper is better represented with 
a variable sorption model. Finally, the sensitivity analysis of the model showed that the Kd was very sensitive to the pH. 
Moreover, the average Kd proved to be sensitive to physico-chemical factors while its variation was mostly influenced 
by hydrodynamic factors (Manning coefficient and erosion – sedimentation parameters). These works open new insights 
on the formalism of TM transfer at larger scale. 
