I. INTRODUCTION
For linear and circular convolution, it is possible to make use of short convolution algorithms given by Winograd [l, ch. 21 to achieve a reduction in computational complexity (CC). These short convolution algorithms have been used together with block processing for reducing the CC of running FIR filtering [4] and [6] . Multirate architectures offer a convenient framework for doing this, as has been illustrated in these references.
The quadratic filter involves a polynomial of second degree in the input process at a number of past samples, which may be represented as a "generalized convolution." In view of this, it would be expected that the principles that enable a reduction in CC for linear convolution have their counterparts for quadratic filters. In this correspondence, it is shown that this is indeed the case.
Quadratic kernels may be realized using an "LDL structure" [3] having an FIR filter in each of its parallel branches. The order of these FIR filters increases from one branch to the next. The basic idea in this correspondence is the following: Some of the longer FIR filters on the parallel paths in the LDL structure can be realized using multirate architectures that reduce the CC of the realization. By developing a mean-length lemma, it is shown that the realization of a set of FIR filters with increasing length can offer some additional advantages in multiplicative complexity (MC) over realizing an isolated filter, while leaving the additive complexity (AC) unaffected.
LDL STRUCTURES FOR QUADRATIC KERNELS
Consider a quadratic Volterra filter acting on the current sample and -If past samples of an input process (I to produce the output process P. The LDL' decomposition of symmetric matrices may now be used to decompose H , into the product of a lower triangular, diagonal, and upper triangular matrix Due to the symmetry of H,, the upper and lower triangular matrices are related through transposition
where L , is lower triangular with unit diagonal, and D , is diagonal By doing so, it is possible to realize the quadratic kemel as a parallel "LDL structure" [3] shown in Fig 1 Substituting (2) in (1) gives
Denoting the Ith element of the vector The filters in each of the parallel paths of Fig. 1 are linear. Some of them may be realized using reduced CC multirate architectures. From (6)-(8), it is clear that each of the terms on the right-hand sides of the equations may be regarded as a polynomial of degree 1, with "coefficients" equal to the polyphase components of the respective signals. Taking the product of the :-transforms X ( s ) and H ( x ) may then be regarded as taking a product of two polynomials for which one may use an efficient polynomial multiplication Winograd algorithm. The "multiplications" of "coefficients" in this algorithm now translate into linear convolutions, which are implemented on the channels of MR2. The analysis segment combines the input polyphase components linearly for the purpose of providing appropriate input sequences to the channels, whereas the synthesis segment combines the results of these partial convolutions suitably to produce the output polyphase components. Other examples of multirate architectures that reduce the CC of FIR filtering are given in [4] . An example of an architecture, henceforth referred to as MR3, based on a three-point by three-point algorithm [I, p. 851 is shown in Fig. 3 . The channel filters in this figure are derived from the polyphase components of order 3 of the FIR filter H ( ; ) to be realized. introduces a minimum delay of 9 -1 [SI. Thus, MR2 and MR3 incur only a minimum delay of 1 and 2, respectively. However, this delay can be "absorbed' conveniently as is shown in Section V.
The MC and AC of direct realization, as well as of realization with an arbitrary reduced CC multirate architecture, may be expressed in the following general "slope-intercept" form:
where L is the length of the FIR filter segment being realized. The constants 1) and s have been tabulated in Table I If MC is the lone criterion, it is seen that it is always advantageous to use an architecture .4, for which p < 1, as compared with direct realization. However, from the point of view of AC, the use of A will be preferred to direct realization above a certain threshold length only. If 4 is either MR2 or MR3, this threshold L r is derivable from the CC may be realized using such architectures. In this section, both MC and AC will be kept in mind while making calculations. As mentioned before, MR3 becomes advantageous over MR2 only for L 2 18. If the quadratic kernel involves fewer than 18 samples of the input, only MR2 need be used. That situation is considered first.
From (4), each FIR filter in the quadratic kernel of Fig. 1 has a leading coefficient equal to I, which does not need a multiplication. If we consider the impulse response coefficients of the FIR filters other than the leading I , they form an FIR filter in their own right. MR2 can be used to realize them with no additional delay incurred since they already have a delay of 1 incorporated. L in (1 1) will then be taken to mean one less than the filter length since the leading unity coefficient has been omitted.
The special feature of the current situation is that it is possible to use the system MR2 from filter segment lengths less than six onwards, even if the overall AC is to be left unaffected. This would be useful if multiplications are much more cumbersome than additions in a given signal processing situation, where one may gain more in overall MC without losing in AC. The mean of the filter lengths in this set is easily calculated to be ( L t L + L l ) / 2 . From the mean length lemma and Table I , the use of the architecture A, with given p7 and st is preferable to direct realization (for which = I, s , = -l), provided
IV. THE MEAN LENGTH LEMMA FOR REALIZING A SET OF FII~TERS
This section develops a lemma that addresses the following situation: Two realizations -4, and A, are considered for realizing each filter in any set of AV filters keeping AC in mind. The set of filter
It is assumed that the slope parameter of A , , viz. y 3 , is less than p L of A, i.e., 11, < pi.
I ) The Mean Length Lemma:
It is advantageous to use the realization A, as compared with ,4z in this situation if the mean of F/, exceeds a threshold, i.e., provided
In order that 14, should be preferred over d4z, it should be true that
which proves the lemma. If the filter lengths are consecutive, then this lemma may be used to gain additionally in MC without losing in AC. This is shown in the next section.
V. MULTIRATE SYSTEMS AND QUADRATIC KERNELS
The FIR filters in the parallel paths of the LDL structure that are "long enough" to merit the use of a multirate architecture for reducing The gain in MC is enhanced by using MR2 for L 2 Ll, rather than L 2 6, if Ll < G . This is because one has availed of the MC advantage for L , 5 L < 6 as well while suffering from no loss in AC. The gain in MC as a function of L , which is denoted MCqa17, ( L ) , as compared with direct realization, is
is therefore L For the specific example of Lj = 4, L,, = 9, and MCL11,,L72 = 9.7.5.
The additional gain in MC due to the filters of length Li 5 L < G having been realized with MR2 is then obtained by putting Li = 4, L, = 5 in (19), and is 2.25. This computation may be repeated for any values of Lt, and Ll.
The situation is now considered when the number of samples involved in the quadratic Volterra kernel is greater than 18 and, hence, large enough to warrant the use of MR3. Suppose 22 samples, viz.
.r [n] . . . . . ,r[n -211, are involved in the quadratic kemel. A look at (4) reveals that none of the FIR filters of the LDL structure, except the longest one, involves the sample s [ n ] .
In other words, all of them, barring the first one, have inbuilt delays, which increase with decreasing length. Therefore, in the current example, the shortest filter has an inbuilt delay of 21; the filter with length 2 (and hence L = 1) has a delay of 20, and so on. For using MR3, a delay of two samples would have to be taken care of. This is implicitly provided for in all the filters of length less than or equal to 20. For the length 21 filter, there is an inbuilt delay of 1, and on omitting the leading coefficient of 1 as explained in the beginning of this section, an additional delay of 1 has automatically been provided for, as required by MR3. For the length 22 filter, however, one additional coefficient must be realized "loose" as explained earlier, other than the leading coefficient of 1. Thus, for the length 21 and 22 filters, 20 filter coefficients can be included in the realization employing MR3 while taking care of the delay incurred.
Were a single filter segment being considered in isolation, then it would be appropriate to use MR3 for L > 18. However, a consequence of the mean length lemma is that one may begin from a smaller length since all that one requires is that the mean length of the set of filter segments realized using MR3 be greater than 18. Thus, one may use MR3 to realize the filters with length 17 onwards in this example. From the preceding discussion, the set FI, for thejfilter segments being realized with MR3 in this case is (16, 17, 18, 19, 20, 20) after considering coefficient omissions to take care of delays and leading unity coefficients. The mean is 18.33, which is greater than 18. The MC of MR2 is (3/4)L, and that of MR3 is ( 2 / 3 ) L . Thus, one has additionally gained by ( 3 / 3 -213) * (16 + 17) = 11/4 in MC by realizing the filter segments of lengtlh 16 and 17 using MR3.
VI. CONCLUSION
In this correspondence, the use of multirate architectures for the realization of quadratic Volterra kernels with reduced CC is investigated. A mean-length lemma is developed to explain the variations that arise when a set of FIR filters is being realized by using multirate architectures as opposed to an isolated filter. This note studies the nonlinear behavior of the quantized LMS algorithm when products by a power-of-two step size p are implemented as right shifts. The results for the arbitary step size case, which have been derived in [SI, cannot be used because the operational order is different, and the quantizer input is a product of two unquantized signals. Furthermore, the mathematical approach used in [8] cannot be applied either. Instead, the quantizer operation is expressed as the sum of linear and periodic functions. Then, characteristic functions are used to evaluate conditional expectations in the adaptive weight recursion. A small j i approximation yields recursive equations for
