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The traditional way to cope with missing data problems has been to combine the available
data with assumptions strong enough to point-identify the probability distribution describing
a population. However, such assumptions often are not well motivated. An alternative
approach is to ﬁrst determine what may be inferred using the empirical evidence alone and
then study the identifying power of credible assumptions. The generic result is that one may
partially identify the probability distribution of interest: an identiﬁcation region gives the
set of distributions generated by combining the available data with all possible distributions
of missing data. This expository article collects ﬁndings on partial identiﬁcation with missing
data. The focus is on identiﬁcation of means, quantiles, and other parameters that respect sto-
chastic dominance. It is shown how distributional assumptions using instrumental variables
shrink the identiﬁcation regions for these parameters. Findings are given on conditional pre-
diction with missing data on outcomes or covariates.
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Suppose that one wants to use data to draw conclusions about a population of
interest. Econometricians and statisticians have long found it useful to separately
study identiﬁcation problems and problems of statistical inference. Studies of iden-
tiﬁcation seek to characterize the conclusions that could be drawn if one were able
to observe an unlimited number of realizations of a speciﬁed sampling process. Stud-
ies of statistical inference seek to characterize the generally weaker conclusions that
can be drawn given a sample of positive but ﬁnite size. Koopmans, in [1], put it this
way in the article that introduced the term identiﬁcation (p. 132):In our discussion we have used the phrase ‘‘a parameter that can be determined
from a suﬃcient number of observations’’. We shall now deﬁne this concept
more sharply, and give it the name identiﬁability of a parameter. Instead of rea-
soning, as before, from ‘‘a suﬃciently large number of observations’’ we shall
base our discussion on a hypothetical knowledge of the probability distribution
of the observations, as deﬁned more fully below. It is clear that exact knowl-
edge of this probability distribution cannot be derived from any ﬁnite number
of observations. Such knowledge is the limit approachable but not attainable
by extended observation. By hypothesizing nevertheless the full availability
of such knowledge, we obtain a clear separation between problems of statistical
inference arising from the variability of ﬁnite samples, and problems of identi-
ﬁcation in which we explore the limits to which inference even from an inﬁnite
number of observations is suspect.Statistical and identiﬁcation problems limit in distinct ways the conclusions that
may be drawn in empirical research. Statistical problems are most severe when the
available sample is small. Identiﬁcation problems are most severe when the research-
er knows little about the population under study and the sampling process yields
only weak data on the population.
A leading source of identiﬁcation problems is missing data. Suppose that each
member j of a population J has an outcome yj in a space Y. The population is a prob-
ability space (J,X,P) and y: J! Y is a random variable with distribution P(y). Sup-
pose that a sampling process draws persons at random from J. However, not all
realizations of y are observable. Let the realization of a binary random variable z
indicate observability; y is observable if z = 1 and not observable if z = 0.
By the Law of Total ProbabilityP ðyÞ ¼ P ðy jz ¼ 1ÞP ðz ¼ 1Þ þ P ðy jz ¼ 0ÞPðz ¼ 0Þ: ð1ÞThe sampling process reveals P(yjz = 1) and P(z), but is uninformative regarding
P(yjz = 0). Hence, the empirical evidence partially identiﬁes P(y). In particular, it
reveals that P(y) lies in the identiﬁcation regionH ½P ðyÞ 	 ½P ðy j z ¼ 1ÞP ðz ¼ 1Þ þ cP ðz ¼ 0Þ; c 2 CY ; ð2Þ
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tributions has the same structure as the ones generated in other settings by the
gross-error model of [2] and the linear-vacuous mixture model of [3].
The identiﬁcation region H[P(y)] is a proper subset of CY whenever the proba-
bility P(z = 0) of missing data is less than one, and is a singleton when
P(z = 0) = 0. Hence, P(y) is partially identiﬁed when 0 < P(z = 0) < 1 and is point-
identiﬁed when P(z = 0) = 0. In any case, an empirical researcher having a random
sample of ﬁnite size N may use the empirical distributions PN(yjz = 1) and PN(z)
to estimate P(yjz = 1) and P(z) respectively. Hence, a natural estimate of H[P(y)]
is [PN(yjz = 1)PN(z = 1) + cPN(z = 0), c 2 CY].
The traditional way to cope with missing data problems has been to combine the
available data with assumptions strong enough to yield point identiﬁcation. Such
assumptions often are not well motivated, and empirical researchers debate their
validity. In contrast, I have recommended that researchers ﬁrst ask what may be in-
ferred about the distribution of interest using the empirical evidence alone, and then
ask how the identiﬁcation region shrinks if certain assumptions are imposed.
Beginning with the empirical evidence alone establishes a domain of consensus
among researchers who may hold disparate beliefs about what assumptions are
appropriate [4]. It also makes plain The Law of Decreasing Credibility posed in
[5] (p. 1):
The Law of Decreasing Credibility: The credibility of inference decreases with the
strength of the assumptions maintained.
This principle implies that empirical researchers face a dilemma as they decide
what assumptions to maintain: stronger assumptions yield inferences that may be
more powerful but less credible.
This expository paper summarizes ﬁndings on partial identiﬁcation with missing
data collected in Chapters 1 through 3 of [5]. Section 2 shows how the identiﬁcation
region H[P(y)] generates identiﬁcation regions for means, quantiles, and other
parameters that respect stochastic dominance. Section 3 shows how some distri-
butional assumptions using instrumental variables shrink these identiﬁcation re-
gions. Section 4 studies conditional prediction when data on outcomes or
covariates may be missing. The numbering of propositions in the paper corresponds
to the numbering in [5], where all propositions are proved.
Many of the ﬁndings discussed here originally appeared in research articles pub-
lished in economics and statistics journals; see [6–10]. Related ﬁndings not discussed
here are reported in [11–14]. Several articles related to partial identiﬁcation with
missing data have appeared recently in artiﬁcial intelligence and computing journals;
see [15–20].2. Identiﬁcation of population parameters using the empirical evidence alone
The identiﬁcation region H[P(y)] states what may be learned about a probability
distribution P(y) when data are generated by random sampling and some outcome
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particular parameters of P(y). Let s(Æ): CY ! T map probability distributions on Y
into a space T and consider inference on the parameter s[P(y)]. The identiﬁcation re-
gion for s[P(y)] is
Hfs½P ðyÞg ¼ fsðgÞ; g 2 H ½PðyÞg: ð3Þ
In what follows, I characterize H{s[P(y)]} when s is the mean of a function of y
(Section 2.1) or a parameter that respects stochastic dominance (Section 2.2).2.1. Means of functions of y
Let R 	 [1,1] be the extended real line, which closes the ordinary real line by
including its limits 1 and1 as elements of R. Let G be the space of functions that
map Y into R and that attain their lower and upper bounds g0 	 infy2Yg(y) and
g1 	 supy2Yg(y). Let the problem of interest be to infer the expectation E[g(y)] using
only the empirical evidence. The Law of Iterated Expectations givesE½gðyÞ ¼ E½gðyÞ j z ¼ 1Pðz ¼ 1Þ þ E½gðyÞ jz ¼ 0Pðz ¼ 0Þ: ð4ÞThe sampling process reveals E[g(y)jz = 1] and P(z), but is uninformative regar-
ding E[g(y)jz = 0], which can take any value in the interval [g0,g1]. We therefore have
the very simple
Proposition 1.1. Let g 2 G. Given the empirical evidence alone, the identification
region for E[g(y)] is the closed interval
HfE½gðyÞg ¼ ½E½gðyÞ j z ¼ 1P ðz ¼ 1Þ þ g0Pðz ¼ 0Þ;
E½gðyÞ jz ¼ 1P ðz ¼ 1Þ þ g1P ðz ¼ 0Þ: ð5Þ
The intervalH{E[g(y)]} is a proper subset of [g0,g1], and hence informative, when-
ever the probability P(z = 0) of missing data is less than one and g(Æ) has ﬁnite range.
The width of the region is (g1  g0)P(z = 0). Thus, the severity of the identiﬁcation
problem varies directly with the probability P(z = 0) of missing data.
The situation changes if g0 = 1 or g1 =1. The identiﬁcation region is [1,
E[g(y)jz = 1]P(z = 1) + g1P(z = 0)] in the former case and [E[g(y)jz = 1]P(z = 1) +
g0P(z = 0),1] in the latter. In both cases, the region remains informative but has
inﬁnite length. The region is [1,1] if g is unbounded from both below and above.
Thus, credible assumptions are a prerequisite for inference on the mean of an un-
bounded random variable if there is any missing data at all.
Proposition 1.1 has many applications. Perhaps the most far reaching is the iden-
tiﬁcation region it implies for the probability that y lies in any non-empty, proper set
B  Y. Let gB(Æ) be the indicator function gB(y) 	 1[y 2 B]; that is, gB (y) = 1 if y 2 B
and gB(y) = 0 otherwise. Then gB (Æ) attains its lower and upper bounds on Y, these
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Hence, Proposition 1.1 has this corollary.
Corollary 1.1.1. Let B be a non-empty, proper subset of Y. Given the empirical
evidence alone, the identification region for P(y 2 B) is the closed interval
H ½P ðy 2 BÞ ¼ ½P ðy 2 B jz ¼ 1ÞP ðz ¼ 1Þ; P ðy 2 B jz ¼ 1ÞP ðz ¼ 1Þ þ Pðz ¼ 0Þ:
ð6ÞIllustration. Horowitz and Manski [9] used data from the National Longitudinal
Survey of Youth (NLSY) to estimate the probability that a member of the surveyed
population is employed in 1991. In the 1979 base year of the survey, the NLSY
sought to interview a random sample of 6812 individuals and succeeded in obtaining
interviews from 6111 of the sample members. Data on employment status in 1991 are
available for 5556 of the 6111 individuals interviewed in the base year. The remai-
ning 555 are nonrespondents, some because they declined to be interviewed in
1991 and some because they did not answer the employment-status question in their
1991 interviews. Table 1 presents these response statistics and the frequencies with
which diﬀerent outcome values are reported.We use these frequencies to generate empirical probabilities of events and use
these empirical probabilities as ﬁnite-sample estimates of population quantities.
The empirical nonresponse rate, which takes account of sample members who were
never interviewed, is PN(z = 0) = 1256/6812 = 0.184. The empirical probability of
employment for the 5556 persons who responded to the 1991 employment-status
question is PN(y = 2jz = 1) = 4332/5556 = 0.780. The probability of employment
among nonrespondents can take any value in the interval [0, 1]. Hence, Corollary
1.1.1 yields this estimate of H[P(y = 2)]: [(0.780)(0.816), (0.780)(0.816) + (0.184)] =
[0.636,0.820].
2.2. Parameters that respect stochastic dominance
Let CR denote the space of all probability distributions on R = [1,1]. Let P
and P 0 be any two members of CR. Distribution P is said to stochastically dominateTable 1
1991 Employment status of NLSY respondents
Employment status Number of respondents
Employed (y = 2) 4332
Unemployed (y = 1) 297
Out of labor force (y = 0) 927
Ever-interviewed non-respondents 555
Never-interviewed non-respondents 701
Total 6812
156 C.F. Manski / Internat. J. Approx. Reason. 39 (2005) 151–165P 0 if all left-tail probabilities of P are no larger than the corresponding left-tail prob-
abilities of P 0; that is, if P[1, t] 6 P 0[1, t] for all t 2 R. An extended real-valued
function D(Æ): CR ! R is said to respect stochastic dominance if D(P) P D(P 0) when-
ever P stochastically dominates P 0.
The venerable concept of stochastic dominance formalizes the loose notion that
one probability distribution may be ‘‘larger’’ than another. Ref. [21] introduced
the class of parameters that respect stochastic dominance. Leading examples are
the mean and quantiles of real random variables. If distribution P stochastically
dominates P 0, the mean of a random variable distributed P must be at least as large
as that of one distributed P 0. Similarly, the a-quantile of a random variable distri-
buted P must be at least as large as that of one distributed P 0, for all a 2 (0,1).
Spread parameters such as the variance or interquartile range do not respect stochas-
tic dominance.
The reasoning underlying Proposition 1.1 extends to all parameters that respect
stochastic dominance. The smallest feasible value of such a parameter if obtained
by making the distribution P[g(y)jz = 0] of missing data as ‘‘small’’ as possible in
the sense of stochastic dominance; that is, by letting P[g(y)jz = 0] have all of its mass
at the point g0. Similarly, the largest value of the parameter is obtained by letting
P[g(y)jz = 0] have all of its mass at g1. This gives
Proposition 1.2. Let D respect stochastic dominance. Let g 2 G. Let
Rg 	 [g(y), y 2 Y] be the range set of g. Let Cg be the space of probability
distributions on Rg. Let c0g 2 Cg and c1g 2 Cg be the degenerate distributions that place
all mass on g0 and g1 respectively. Given the empirical evidence alone, the smallest
and largest points in the identification region for D{P[g(y)]} are D{P[g(y)jz =
1]P(z = 1) + c0gP(z = 0)} and D{P[g(y)jz = 1]P(z = 1) + c1gP(z = 0)}.
This proposition determines sharp lower and upper bounds on D{P[g(y)]}, but it
does not assert that the identiﬁcation region is the entire interval connecting these
bounds. Proposition 1.1 showed that the identiﬁcation region is this interval if D
is the expectation parameter. However, the interval may contain non-feasible values
if D is another parameter that respects stochastic dominance. A particularly simple
example occurs when g(y) is a binary random variable and D is a quantile of P[g(y)].
A quantile must be an element of the range set Rg. Hence, D{P[g(y)]} cannot take a
value in the interior of the interval [0, 1].
More generally, the a-quantile of P[g(y)] is deﬁned to be Qa[g(y)] 	 min t:
{P[g(y) 6 t] P a}. Proposition 1.2 shows that the smallest feasible value of Qa
[g(y)] is the a-quantile of P[g(y)jz = 1]P(z = 1) + c0gP(z = 0), and the largest is the
a-quantile of P[g(y)jz = 1]P(z = 1) + c1gP(z = 0). For any value of a, the lower and
upper bounds are generically informative if P(z = 1) > 1  a and P(z = 1) P a,
respectively. This holds whether or not g has ﬁnite range. This shows that the impli-
cations of missing data for inference on quantiles are quite diﬀerent from the impli-
cations for inference on means; the bound for a mean given in Proposition 1.1 is a
ﬁnite interval only if g has ﬁnite range.
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Distributional assumptions may enable one to shrink identiﬁcation regions ob-
tained using the empirical evidence alone. One may assert that the distribution
P(yjz = 0) of missing outcomes lies in some set C0Y  CY. Then the identiﬁcation re-
gion shrinks from H[P(y)] to
H 1½P ðyÞ 	 ½Pðy jz ¼ 1ÞP ðz ¼ 1Þ þ cP ðz ¼ 0Þ; c 2 C0Y : ð7Þ
Or one may assert that the distribution of interest, P(y), lies in some set
H0[P(y)]  CY. Then the identiﬁcation region shrinks from H[P(y)] to
H 1½P ðyÞ 	 H 0½P ðyÞ \ H ½PðyÞ: ð8Þ
Assumptions of the former type are not empirically testable because, after all, the
empirical evidence reveals nothing about P(yjz = 0). Assumptions of the latter type
may be empirically testable: if the intersection of H0[P(y)] and H[P(y)] should be
empty, then P(y) cannot lie in H0[P(y)].
Many distributional assumptions make use of instrumental variables. Suppose
that each person j is characterized by a covariate vj in a space V. Let v: J! V be
the random variable mapping persons into covariates and let P(y,z,v) denote the
joint distribution of (y,z,v). Suppose that all realizations of v are observable. Observ-
ability of v provides an instrument or tool that may help to identify the outcome dis-
tribution P(y). Thus v is said to be an instrumental variable.
The presence of an instrumental variable does not, per se, help to identify P(y).
However, observability of v may be useful when combined with distributional
assumptions. This section shows how. For simplicity, I assume that the space V is
ﬁnite, with P(v = v) > 0, all v 2 V.
Section 3.1 assumes that y is statistically independent of z conditional on v; that is,
outcomes are missing-at-random conditional on v.
Outcomes missing-at-random ðassumption MARÞ :
P ðy jv; z ¼ 0Þ ¼ Pðy j v; z ¼ 1Þ:
This assumption is sometimes stated as P(zjv,y) = P(zjv), but the equivalent form
given above is more convenient for present purposes. Section 3.2 assumes that y is
statistically independent of v; that is:
Statistical independence of outcomes and instrumentsðassumption SIÞ :
P ðy jvÞ ¼ P ðyÞ:
Other distributional assumptions that use instrumental variables are studied in [5],
Chapter 2.
3.1. Outcomes missing-at-random
Assumption MAR point-identiﬁes P(y) and is not empirically testable. Proposi-
tion 2.1 gives the result.
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P ðyÞ ¼
X
v2V
P ðy jv ¼ v; z ¼ 1ÞP ðv ¼ vÞ: ð9Þ
Assumption MAR is not empirically testable.
To show (9), use the Law of Total Probability to write P ðyÞ ¼Pv2V P ðy jv ¼
vÞP ðv ¼ vÞ. Assumption MAR states that P(yjv) = P(yjv,z = 1); hence, (9) holds.
Assumption MAR is not empirically testable because the empirical evidence reveals
nothing about P(yjv,z = 0).
Proposition 2.1 has long been well-known, so much so that it is unclear when the
idea originated. Whatever v may be, the credibility of assumption MAR is regularly
a matter of controversy. Empirical researchers sometimes assert that the assumption
becomes more credible as the instrumental variable partitions the population into
more reﬁned sub-populations. That is, if v1 and v2 are alternative speciﬁcations of
the instrumental variable, with P(v1jv2) degenerate, researchers may assert that v2
is a more credible instrumental variable than is v1. Unfortunately, this assertion typ-
ically is backed up by nothing more than the empty statement that v2 ‘‘controls for’’
more determinants of missing data than v1. In principle, assumption MAR could
hold for both, either, or neither of v1 and v2.
3.2. Statistical independence
Assumption SI usually does not point-identify P(y), but it is empirically testable.
Proposition 2.2 gives the basic result and two corollaries ﬂesh it out.
Proposition 2.2. (a) Let assumption SI hold. Then the identification region for P(y) is
HSI½P ðyÞ ¼
\
v2V
fP ðy jv ¼ v; z ¼ 1ÞP ðz ¼ 1 jv ¼ vÞ
þ cv  P ðz ¼ 0 jv ¼ vÞ; cv 2 CY g: ð10Þ
(b) Let the set HSI[P(y)] be empty. Then assumption SI does not hold.
Part (a) holds because, for each v 2 V, the empirical evidence alone places
P(yjv = v) in the identiﬁcation region {P(yjv = v,z = 1)P(z = 1jv = v) + cv Æ P(z = 0jv
= v), cv 2 CY}. Assumption SI states that P(yjv = v) is the same for all values of v.
Hence, the common value P(y) must lie in the intersection of these regions.
The identifying power of assumption SI can range from point identiﬁcation of P(y)
to no power at all, depending on the nature of the instrumental variable. Point iden-
tiﬁcation occurs if there exists a v 2 V such that P(z = 1jv = v) = 1; then one of the sets
whose intersection is taken in (10) is a singleton. The assumption has no identifying
power if v is unrelated to (y,z) in the sense that (a) z is statistically independent of v
and (b) y is statistically independent of v conditional on the event {z = 1}; that is, if
P(zjv) = P(z) and P(yjv,z = 1) = P(yjz = 1). ThenH[P(yjv = v)], v 2 V are all the same
as the identiﬁcation region obtained using the empirical evidence alone.
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the assumption logically cannot hold. Of course, non-emptiness of HSI[P(y)] does
not imply that the assumption is correct.
Proposition 2.2 is simple in form but is too abstract to communicate much about
the size and shape of the identiﬁcation region. Corollary 2.2.1 gives a useful alter-
native characterization of the region. Part (a) shows that a distribution is a feasible
value for P(y) if and only if the probability that it places on each subset of Y is no
less than an easily computed lower bound. This characterization further simpliﬁes
when Y is countable. Then, part (b) shows that one need only consider the probabil-
ity placed on each atom of Y. This ﬁnding yields a simple necessary and suﬃcient
condition for existence of a unique feasible distribution, given in part (c). See [5], Sec-
tion 2.4 for the proof of this corollary and of the subsequent Corollary 2.2.2.
Corollary 2.2.1. Let assumption SI hold. Let g 2 CY. For BY, define
pV ðBÞ 	 max
v2V
Pðy 2 B jv ¼ v; z ¼ 1ÞP ðz ¼ 1 jv ¼ vÞ: ð11Þ
(a) Then g 2 HSI[P(y)] if and only if g(B) P pV (B), "BY.
(b) Let Y be countable. Then g 2 HSI[P(y)] if and only if g(y) P pV(y), "y 2 Y.
(c) Let Y be countable. Let SV 	
P
y2YpV ðyÞ. Then HSI[P(y)] contains multiple distri-
butions if SV < 1 and a unique distribution if SV = 1. If SV = 1, the unique feasible
distribution is gV(y) 	 pV(y), y 2 Y. If SV > 1, then assumption SI does not hold.When Y is a countable subset of the real line, Corollary 2.2.1 implies simple char-
acterizations of the identiﬁcation regions for parameters that respect stochastic dom-
inance. Corollary 2.2.2 gives the result. Part (a) determines the endpoints of the
identiﬁcation region for any parameter that respects stochastic dominance. Part
(b) focuses on the expectation parameter and shows that its identiﬁcation region is
the closed interval connecting the endpoints determined in part (a).
Corollary 2.2.2. Let assumption SI hold. Let Y be a countable subset of R, and let Y
contain its lower and upper bounds y0 	 infy2Y and y1 	 supy2Y. Let g0 and g1 be
probability distributions on Y such that, for each y 2 Y,
g0ðyÞ ¼ pV ðyÞ if y > y0 and g0ðy0Þ ¼ pV ðy0Þ þ ð1 SV Þ; ð12aÞ
g1ðyÞ ¼ pV ðyÞ if y < y1 and g1ðy1Þ ¼ pV ðy1Þ þ ð1 SV Þ: ð12bÞ
(a) Let D respect stochastic dominance. Then the smallest and largest elements of
HSI{D[P(y)]} are D(g0) and D(g1).
(b) The closed interval
HSI½EðyÞ ¼
X
y2Y
ypV ðyÞ þ ð1 SV Þy0;
X
y2Y
ypV ðyÞ þ ð1 SV Þy1
" #
ð13Þ
is the identification region for E(y).
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A large part of statistical practice aims to predict outcomes conditional on cova-
riates. In research on artiﬁcial intelligence, a covariate may be called a feature or
attribute. When the outcome to be predicted is categorical, it may be called a class.
The prediction problem may be called pattern classiﬁcation.
Suppose that each member j of population J has an outcome yj in a space Y and a
covariate xj in a space X. Let the random variable (y,x): J! Y · X have distribution
P(y,x). In general terms, the objective is to learn the conditional distributions
P(yjx = n), n 2 X. A particular objective may be to learn the conditional expectation
E(yjx = n), conditional median M(yjx = n), or another point predictor of y condi-
tional on an event {x = n}.
Suppose that a sampling process draws persons at random from J and realizations
of (y,x) may be observable in whole, in part, or not at all. Two binary random vari-
ables (zy,zx) now indicate observability. A realization of y is observable if zy = 1 but
not if zy = 0; a realization of x is observable if zx = 1 but not if zx = 0. The sampling
process reveals the distributions P(zy,zx), P(y,xjzy = 1,zx = 1), P(yjzy = 1,zx = 0),
and P(xjzy = 0,zx = 1). The problem is to use this empirical evidence to infer
P(yjx = n), n 2 X.
In practice, empirical researchers may face complex patterns of missing data;
some sample members may have missing outcome data, others may have missing
covariate data, and others may have jointly missing outcomes and covariates. Nev-
ertheless, it is instructive to study the polar cases in which all missing data are of the
same type. Section 4.1 brieﬂy reviews the case in which only outcome data are miss-
ing. Section 4.2 supposes that all sample members with missing data have jointly
missing outcomes and covariates. Section 4.3 supposes that only covariate data
are missing. With these polar cases understood, Section 4.4 gives an empirical illus-
tration with a general pattern of missing data. Finally, Section 4.5 considers para-
metric prediction with missing data. For simplicity, I assume that the space X is
ﬁnite, with P(x = n) > 0, n 2 X.
The present discussion focuses on identiﬁcation using the empirical evidence
alone. [5], Chapter 3 presents ﬁndings using distributional assumptions as well.4.1. Missing outcomes
Recall identiﬁcation of P(y) when some realizations of y are missing. The results
in Sections 2 and 3 apply immediately to P(yjx = n) if realizations of x are always
observable. One simply needs to redeﬁne the population of interest to be the sub-
population of J for which {x = n}. In particular, the identiﬁcation region using the
empirical evidence alone isH ½P ðy jx ¼ nÞ ¼ ½P ðy jx ¼ n; zy ¼ 1ÞP ðzy ¼ 1 jx ¼ nÞ
þ cP ðzy ¼ 0 jx ¼ nÞ; c 2 CY : ð14Þ
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Jointly missing outcomes and covariates is a regular occurrence in survey re-
search. Realizations of (y,x) may be missing in their entirety when sample members
refuse to be interviewed or cannot be contacted by survey administrators. Joint miss-
ingness also occurs when outcomes are missing and the objective is to learn a distri-
bution of the form P(yjy 2 B), where B  Y. If the outcome y is not observed, then
the conditioning event {y 2 B} necessarily is not observed.
Let zyx = 1, if zy = zx = 1 and zyx = 0 otherwise. Proposition 3.1 gives the identiﬁ-
cation region using the empirical evidence alone.
Proposition 3.1. Let P(zy = zx = 1) + P(zy = zx = 0) = 1. Then
H ½P ðy jx ¼ nÞ ¼ fP ðy jx ¼ n; zyx ¼ 1ÞrðnÞ þ c½1 rðnÞ; c 2 CY g; ð15aÞ
where
rðnÞ 	 P ðx ¼ n jzyx ¼ 1ÞP ðzyx ¼ 1Þ
P ðx ¼ n jzyx ¼ 1ÞPðzyx ¼ 1Þ þ P ðzyx ¼ 0Þ : ð15bÞ
The present identiﬁcation region for P(yjx = n) has the same form as the region
(14) obtained when only realizations of y are missing, except that r(n) here replaces
P(zy = 1jx = n) there. The quantity r(n) is the smallest feasible value of P(zyx = 1jx =
n). It is obtained by using Bayes theorem to writeP ðzyx ¼ 1 j x ¼ nÞ ¼ P ðx ¼ n jzyx ¼ 1ÞP ðzyx ¼ 1ÞP ðx ¼ n j zyx ¼ 1ÞP ðzyx ¼ 1Þ þ P ðx ¼ n jzyx ¼ 0ÞP ðzyx ¼ 0Þ
ð16Þ
and by conjecturing that all missing covariate values equal n; that is, by setting
P(x = njzyx = 0) = 1. Thus, joint missingness of (y,x) exacerbates the identiﬁcation
problem produced by missingness of y alone.
With r(n) replacing P(z = 1jx = n) and zyx replacing z, all results obtained in Sec-
tion 2 hold when realizations of (y,x) are jointly missing. In particular, Proposition
1.2 has this analog.
Proposition 3.2. Let D respect stochastic dominance. Let g 2 G. Let
P(zy = zx = 1) + P(zy = zx = 0) = 1. Then the smallest and largest points in the
identification region for D{P[g(y)jx = n]} are D{P[g(y)jzyx = 1]r(n) + c0g[1  r(n)]}
and D{P[g(y)jzyx = 1]r(n) + c1g[1  r(n)]}.4.3. Missing covariates
Suppose now that realizations of y are always observed but realizations of x may
be missing. In this case, the identiﬁcation region does not have a simple form
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for P(yjx = n) using the empirical evidence alone. See [5], Section 3.4 for the proof.
Proposition 3.5. Let P(zy = 1) = 1. Then
H ½P ðy jx¼ nÞ ¼ [p2½0;1 Pðy j x¼ n; zx ¼ 1Þ P ðx¼ n j zx ¼ 1ÞP ðzx ¼ 1ÞPðx¼ n j zx ¼ 1ÞP ðzx ¼ 1Þþ pP ðzx ¼ 0Þ

þg pPðzx ¼ 0Þ
P ðx¼ n j zx ¼ 1ÞP ðzx ¼ 1Þþ pPðzx ¼ 0Þ ; g2CY ðpÞ

; ð17Þ
where CY(p) 	 CY \ {[P(yjzx = 0)  c(1  p)]/p, c 2 CY}.
Missing covariates pose a less severe observational problem than do jointly miss-
ing outcomes and covariates. Hence, the identiﬁcation region derived in Proposition
3.5 necessarily is a subset of the one obtained in Proposition 3.1. Indeed, P(yjx = n)
may even be point identiﬁed. This happens if P(yjx = n,zx = 1) = P(yjzx = 0), and
these distributions are degenerate. Then region (17) contains only one element,
P(yjx = n,zx = 1).4.4. General missing data patterns: an empirical illustration
A proposition covering general missing data patterns can be developed by com-
bining the ﬁndings of Sections 4.2–4.4. See [5], Chapter 3 for details. Here I present
an empirical illustration drawn from [10], which analyzes data from a randomized
trial comparing treatments for hypertension.
In the trial in question, patients were randomly assigned to one of six antihyper-
tensive drug treatments (treatments 1–6) or to a placebo (treatment 7). Treatment
was deemed by the investigators to be successful if diastolic blood pressure (DBP)
was less than 90 mmHg on two consecutive measurements in the ﬁrst phase of treat-
ment and less than 95 mmHg in the second. Treatment was unsuccessful otherwise.
Thus, the outcome of interest was binary, with y = 1 if the criterion for success was
met and y = 0 otherwise.
Among the measured covariates, one was the biochemical indicator ‘‘renin re-
sponse,’’ taking the values n = (low,medium,high). Renin-response data were miss-
ing for some patients in the trial. Moreover, some patients dropped out of the trial
before their outcomes could be determined. The observed outcomes and the pattern
of missing covariate and outcome data are shown in Table 2.
Table 3 uses these data to estimate the identiﬁcation regions for the success prob-
abilities for each treatment. These estimates are computed using the empirical evi-
dence alone, making no assumptions about the distribution of missing outcome
and covariate data.
Consider a physician who accepts the success criterion, observes renin response,
and has no other information on mean treatment response or the distribution of
missing data. Suppose that all treatments have the same cost. How might this phy-
sician choose treatments in a population similar to that studied in the trial?
Table 2
Data in the hypertension trial
Treatment Number
randomized
Observed
successes
None
missing
Missing
only y
Missing
only x
Missing
y and x
1 188 100 173 4 11 0
2 178 106 158 11 9 0
3 188 96 169 6 13 0
4 178 110 159 5 13 1
5 185 130 164 6 14 1
6 188 97 164 12 10 2
7 187 57 178 3 6 0
Table 3
Identiﬁcation regions for success probabilities conditional on renin response
Renin
response
Treatment
1 2 3 4 5 6 7
Low [0.54,0.61] [0.52,0.62] [0.43,0.53] [0.58,0.66] [0.66,0.76] [0.54,0.65] [0.29,0.32]
Medium [0.47,0.62] [0.60,0.74] [0.53,0.68] [0.50,0.69] [0.68,0.85] [0.41,0.65] [0.27,0.32]
High [0.28,0.50] [0.64,0.86] [0.56,0.75] [0.63,0.84] [0.55,0.78] [0.34,0.59] [0.28,0.40]
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that cannot possibly be optimal, whatever the distribution of missing data may be.
Table 3 shows that for patients with low renin response, treatments 1–4, 6, and 7
are all dominated by treatment 5, which has the greatest lower bound (0.66). For pa-
tients with medium renin response, treatments 1, 3, 6, and 7 are dominated by treat-
ment 5, which again has the greatest lowest bound (0.68). For patients with high
renin response, treatments 1, 6, and 7 are dominated by treatment 2, which has
the greatest lowest bound in this case (0.64). Thus, without any knowledge of the
nature of the missing data, the physician can reject treatments 1, 6, and 7 for all pa-
tients, can reject treatment 3 for patients with medium renin response, and can deter-
mine that treatment 5 is optimal for patients with low renin response.
In the absence of assumptions about the distribution of missing data, it is not pos-
sible to give the physician guidance on how to choose among undominated treat-
ments for patients with medium and high renin response. A physician using the
maximin rule would choose treatment 5 for patients with medium renin response
and treatment 2 for patients with high renin response. This is a reasonable treatment
rule, but one cannot say that it is an optimal rule.
4.5. Parametric prediction with missing data
The above discussion has concerned nonparametric prediction of outcomes con-
ditional on covariates. Researchers often specify a parametric family of predictor
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respect to some loss function. Let the outcome y be real-valued. Let H be the param-
eter space and f(Æ, Æ): X · H ! R be the family of predictor functions. Let L(Æ):
R! [0,1] be the loss function. Then the objective is to ﬁnd a h* 2 H such that
h 2 arg minh2HEfL½y  f ðx; hÞg: ð18Þ
The function f(Æ,h*) is called a best f(Æ, Æ)-predictor of y given x under loss function
L. For example, in the familiar problem of best linear prediction under square loss,
f(x,h) = x 0h and L[y  f(x,h)] = (y  x 0h)2. As is well known, h* = E(xx 0)1E(xy),
provided that E(xx 0) is non-singular.
The identiﬁcation region for h* is the set of parameter values that minimize ex-
pected loss under some feasible distribution for the missing data. This set can be
determined by brute-force solution of the best-prediction problem (18) for all possi-
ble data conﬁgurations. This gives
HðhÞ ¼
[
ðg10;g00;g01Þ2C10C00C01
farg minh2HP ðzyx ¼ 1ÞEfL½y  f ðx; hÞ j zyx ¼ 1g
þ P ðzx ¼ 1; zy ¼ 0Þ 
Z
L½y  f ðx; hÞdg10 þ Pðzx ¼ 0; zy ¼ 0Þ

Z
L½y  f ðx; hÞdg00 þ Pðzx ¼ 0; zy ¼ 1Þ 
Z
L½y  f ðx; hÞdg01g: ð19Þ
Here P(zyx = 1) is the probability that (y,x) are both observed, P(zx = 1,zy = 0)
that x is observed but not y,P(zx = 0,zy = 0) that (y,x) are both missing, and
P(zx = 0,zy = 1) that y is observed but not x. C10 is the set of all distributions on
Y · X with x-marginal P(xjzx = 1,zy = 0), C00 is the set of all distributions on
Y · X, and C01 is the set of all distributions on Y · X with y-marginal
P(yjzx = 0,zy = 1).
The natural estimate of H(h*) is its sample analog, which uses the empirical dis-
tribution of the data to estimate P(zyx), P[(y,x)jzyx = 1],P(xjzx = 1,zy = 0), and
P(yjzx = 0,zy = 1). However, computation of this estimate can pose a considerable
challenge. This is so even in the relatively benign setting of best linear prediction
under square loss, where the sample analog of H(h*) is the set of least squares esti-
mates produced by conjecturing all possible values for missing outcome and covar-
iate data; see [18].Acknowledgments
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