Abstract. Upper and lower bounds for fractional moments of automorphic Lfunctions are found. §1. Introduction
Note that for I 1 (T ) and I 2 (T ), asymptotics are known; these classical facts were proved by Hardy and Littlewood and by Ingham, respectively.
Our purpose in the present paper is to transfer the result of Heath-Brown to some automorphic L-functions.
Consider the space S κ (Γ) of holomorphic cusp forms
of even weight κ ≥ 12 with respect to the full modular group Γ = SL(2, Z), z = x + iy, y > 0; let S κ (Γ) + be the set of all Hecke eigencuspforms with a f (1) = 1 in this space. In the sequel it is always assumed that f ∈ S κ (Γ) + . Set
then λ f (n) is an eigenvalue of the Hecke operator T n , n = 1, 2, 3, . . . . By the classical result by Deligne, for any prime p we have
We consider the following automorphic L-functions, defined initially on the half-plane Re(s) > 1:
(the L-function of the Rankin-Selberg convolution of f with itself). The L-functions introduced above admit analytic continuation to the entire s-plane; the functions L(s, f ) and L(s, sym 2 f ) are entire, and L(s, f ×f ) has a simple pole at s = 1 as a unique singularity. Each of these functions obeys a functional equation relating its values at s and 1 − s. Below (up to §5) we need the functional equation for L(s, sym 2 f ):
We introduce the mean value 
. The proof is presented in § §2-4 and involves the approach of [1] (see also [2] ). Similar results for the L-functions L(s, f ), L(s, f ×f ), and ζ K 3 (s) will be considered in § §5 and 6.
All constants implied by the (or ) notation may depend on k (and on f , which is regarded as fixed) unless otherwise indicated. However, the constants are independent of the variable σ introduced in §3. The symbols a 1 , a 2 , a 3 , . . . will denote positive constants; ε > 0 is an arbitrarily small fixed number. §2. Dirichlet polynomials
(for the details, see [1] ). We have the formula
We fix a branch of log L(s,
and then use the formula
to choose a branch of L k (s, sym 2 f ). Let the coefficients ν(n, k) be defined by the expansion
The principal result of this section is as follows.
Lemma 1. For any fixed real
Moreover,
We shall use the following result by Odoni. 
We pass to the proof of Lemma 1. With every form f ∈ S κ (Γ) + , we associate a form F on GL(3) with the Fourier coefficients a(m, n) and the L-function
The form F is called the Gelbart-Jacquet lift (the adjoint square lift) of f ; the existence of it was established in [4] . Let L(s, F × F ) be the L-function of the Rankin-Selberg convolution of the form F with itself. Recall that
The L-function L(s, F × F ) has a simple pole at s = 1, and is analytic elsewhere, and obeys a functional equation relating its values at s and 1 − s (see [5] ). Consider the function
It is easily seen that
, where
Using methods of the theory of distribution of primes, we show that there is a region
that is free from zeros of L(s, F × F ). This yields the asymptotic formula
which shows that
By Theorem B,
where 0 < γ < 1 is an arbitrary but fixed number, and
The constant of the leading term was calculated with the help of Wirsing's result [6] . Now, the first part of Lemma 1 follows easily from (2.2) by summation by parts. §3. Convexity estimates
The basis of the further considerations is the following result by Gabriel.
Theorem C (Gabriel [7] ). Let 
Consider some applications of Theorem C. Put
In Theorem C, we take
By the functional equation and convexity,
Re(s) ≥ 1 2 . 
Lemma C and the above estimate yield
Finally, integrating over T ≤ τ ≤ 2T , we get the following.
Lemma 2. Suppose
However,
Combining this with (3.2), integrating over T ≤ τ ≤ 2T , and using Hölder's inequality, we obtain the following statement.
Lemma 3. Suppose
We need some new notation. We write k = u/v, where, in the case of Theorem 1 (i), u and v are positive coprime integers, in the case of (ii) v = 1 and u = k is any positive real number, and in the case of (iii) v = 1 and 0 < u = k < 2/3. We may assume that k > 0, because for k = 0, the theorem is trivial.
Now we define N = T 1/2 in the cases of (i) and (ii), and N = T (10+3k)/12 in the case of (iii). We introduce the following quantities:
In the cases of (ii) 
where the implied constant is absolute.
Lemma 4. Suppose
where, in the cases of (ii) and (iii), ERH is assumed.
For the proof, in Theorem C we take
Observe that
Consequently,
Therefore, (3.3) and the above inequality imply that
We integrate over T ≤ τ ≤ 2T and apply Hölder's inequality, obtaining
First, we consider cases (ii) and (iii). We have
In the case of (i),
We have
Now, to prove Lemma 4 it remains to use (3.4). §4. Proof of Theorem 1
We define
. Note (see [1] ) that
for t ≤ 0 and t ≥ 3T , whence
Moreover, w(t, T ) 1 for all t, and w(t, T ) 1 for 4T/3 ≤ t ≤ 5T/3. Theorem D yields
Hence, Lemma 1 shows that
and also that
Lemma 5. In the cases of (i) and (ii) we have the estimate
where in case (ii), ERH is assumed. In the case of (iii), under ERH we have the estimate
We start the proof of the first part of the lemma with the trivial inequality
Similarly,
First, let K 
and the assertion is proved. Now, let K 
where we have set
Recall that N = T 1/2 . Relations (4.3), (4.6), and (4.5) imply that
We write σ − 
with C 1 = C 1 (k). Since this fails if c = c(k) is sufficiently large, the alternative (4.8) holds true. Inequality (4.8) and Lemma 3 imply that
With this value of c in σ − 1 2 = c(log T ) −1 , the above inequality and (4.1) give
which proves the first part of the lemma. We pass to the proof of the second part of the lemma. If K 
Thus, either
With the help of (4.9) and Lemma 2, we obtain
Since λ = 1 − 2ε 3 may be chosen arbitrarily close to 1, for 0 < k < Replacing T by (4/5) n T and summing over n, we deduce (1.4), completing the proof of Theorem 1.
We finish with a remark. Jutila [2] observed that if k = 1/n, n = 1, 2, 3, . . . , then the implied constants in Theorem A can be taken to be independent of k. Jutila indicated the necessary changes in Heath-Brown's proof; as a corollary, he obtained information on large deviations of log ζ 
