We prove the following theorem: let A be a UCT Kirchberg algebra, and let a be a prime-order automorphism of K Ã ðAÞ, with að½1 A Þ ¼ ½1 A in case A is unital. Then a is induced from an automorphism of A having the same order as a. This result is extended to certain instances of an equivariant inclusion of Kirchberg algebras. As a crucial ingredient we prove the following result in representation theory: every module over the integral group ring of a cyclic group of prime order has a natural presentation by generalized lattices with no cyclotomic summands.
Introduction
This paper is concerned with Kirchberg algebras satisfying the universal coe‰cient theorem (UCT). (Following [12] we use the term Kirchberg algebra for a separable nuclear simple purely infinite C Ã -algebra.) Deep results of Kirchberg, Rørdam, Elliott, and Phillips have made the class of Kirchberg algebras a prominent example of Elliott's classification program: the algebras are classified by K-theory, and homomorphisms at the level of Ktheory are induced from Ã-homomorphisms of algebras. Because of this classification theorem ( [7] , [11] ), it is possible to prove results about UCT Kirchberg algebras by choosing a convenient model. In this paper we use a construction based on graph C Ã -algebras (see [16] ) to model general UCT Kirchberg algebras.
It is tempting to conjecture that there might be a right inverse to the K-theory functor for the class of Kirchberg algebras. As pointed out in [1] , this is not possible in general. However if the morphisms between K-groups are required to be injective, the conjecture has not yet been contradicted. Nevertheless it seems to be quite a subtle problem. The first step was taken in [1] , where it was proved that if the identity element of a (unital UCT) Kirchberg algebra is trivial in K 0 , then every automorphism of the K-theory having order two is induced from an automorphism of the algebra having order two. The proof uses a technical equivariant process for turning a general C Ã -algebra into a Kirchberg algebra. In order to use this construction, the authors prove a general structure theorem for modules over the group ring of the cyclic group of order two.
The analogous theorem for modules over the group ring of a cyclic group of arbitrary prime order was proved independently in [2] . In this paper we use this theorem to extend the result of [1] to arbitrary prime-order automorphisms of Kirchberg algebras. Our construction is very di¤erent from that of [1] . We use the explicit construction of Kirchberg algebras from directed graphs given in [16] . Our strategy is to start with an abelian group with a prime-order automorphism. We then construct a directed graph in which the group appears as a subset of the vertex set, and such that there is an automorphism of the graph extending the automorphism of the group and having the same order. The vertices and edges of the graph are generators of its C Ã -algebra, and the relations reflect the structure of the graph. Thus there is a homomorphism from the automorphism group of the graph to the automorphism group of its C Ã -algebra.
An abelian group with an automorphism of prime order defines a module over the integral group ring of the cyclic group of that prime order. Our construction of the directed graph with automorphism requires the solution of a certain problem in integral representation theory that we hope will be of independent interest. It concerns generalized lattices over this group ring. The main result of [2] is that every generalized lattice is a direct sum of (finitely generated) lattices. The (classical) theory of lattices classifies the indecomposable lattices into three types: trivial, cyclotomic and projective. We prove that a certain natural free presentation of the group results in generalized lattices having no cyclotomic summands. Our proof yields a more general result for the simultaneous resolution of an inclusion of modules. We apply this to the problem of lifting prime-order automorphisms to an inclusion of Kirchberg algebras that is equivariant for actions of a cyclic group of prime order.
The first section of the paper is devoted to the precise statement and proof of our results on modules over group rings. Along with the result of [2] already mentioned, we rely heavily on the paper [9] , in which all finitely generated indecomposable modules are classified (the case of finite indecomposables was proved in [10] ). In the second section, from a given abelian group G with prime-order automorphism we construct the directed graph whose C Ã -algebra is the (non-unital) UCT Kirchberg algebra having K-theory ðG; 0Þ, and admitting a graph-automorphism of the same prime order. We then use the construction in [16] to treat the general case. In the case of an inclusion of modules, our result in section 1 applies if and only if a certain partial purity condition is satisfied (see Corollary 1.18). In certain cases where this condition fails, however, the result on inclusions of Kirchberg algebras can be established by alternate means.
Non-cyclotomic presentations of modules
Throughout we let p denote a prime integer, and C p ¼ Z=pZ the cyclic group of order p. We let a denote the generator 1 þ pZ of C p . Let R ¼ ZC p denote the integral group ring of C p . An abelian group M with an automorphism of order p becomes a module over R. Throughout this paper the only modules we will consider will be R-modules; hence we will usually omit the prefix R-. We will make frequent use of two particular elements of R. Definition 1.1. We let t and s denote the following elements of R:
We note that R is isomorphic to Z½x=ðx p À 1Þ. We will occasionally let t and s denote the elements x À 1 and 1 þ x þ Á Á Á þ x pÀ1 in Z½x.
For any abelian group M, let p M : ZM ! M denote the canonical surjection
where fx x : x A Mg denotes the canonical basis of the free abelian group ZM. We let N M denote the kernel of p M . If M is a module then ZM becomes a module via
and p M is a module map. Thus N M is also a module. Thus we have a presentation of the module M by modules that are free abelian groups:
Note that this construction respects inclusions of modules. We observe that the decomposition of M into orbits under a determines a decomposition of ZM as a direct sum of submodules that are isomorphic as modules to R or to the trivial module Z. We conjecture that N M can be decomposed in a similar manner. We have not been able to prove this. However, for our purposes, the following theorem is su‰cient.
Theorem 1.2. N M can be decomposed as a direct sum of finitely generated projective modules and a trivial module.
We use Theorem 1.2 to prove the following result, which is the main goal of this section.
There is a short exact sequence of modules,
where N 1 and N 2 are free abelian groups, and each is the direct sum of a free module and a trivial module. (Moreover, the modules may be chosen so that the following holds. N 2 may be written in the form
so that every element of M is the image of a basis element of the form a i x j or h k .)
Proof. We note that if A is a finitely generated projective module there is another module A 0 such that A l A 0 is a finitely generated free module. Hence
Let R y denote the free module with rank equal to @ 0 times the cardinality of the set of finitely generated projective summands of N M , as provided by Theorem 1.2. Then by Theorem 1.2, N 1 ¼ N M l R y is isomorphic to the direct sum of a free and a trivial module. Let N 2 ¼ ZM l R y ; by the earlier observation this is also the direct sum of a free and a trivial module. Define maps N 1 ! N 2 and N 2 ! M by ðx; yÞ 7 ! ðx; yÞ, respectively ðx; yÞ 7 ! p M ðxÞ. The final claim can be seen by using the elements fx x : x A Mg. r A crucial tool for proving Theorem 1.2 is the following recent result of Butler, Campbell and Kovács (the case p ¼ 2 of this result was proved independently in [1] ). Theorem 1.4 ([2], Theorem 1.1). Every module whose underlying abelian group is free is a direct sum of finitely generated modules.
It is convenient to use the terminology of [2] . A generalized lattice over R is an Rmodule whose underlying abelian group is free. (A lattice over R is then a finitely generated generalized lattice.) According to the Diederichsen-Reiner structure theory of R-lattices (see, e.g., [3] , section 74), there are finitely many isomorphism classes of indecomposable lattices, classified as projective, trivial or cyclotomic. Thus Theorem 1.2 states that for any R-module M, the generalized lattice N M is non-cyclotomic, according to the Definition 1.5. A generalized R-lattice is non-cyclotomic if it has no cyclotomic summands.
It follows from Theorem 1.4, and the Diederichsen-Reiner structure theory, that a generalized R-lattice N is non-cyclotomic if and only if kerðsÞ X N ¼ tN.
Lemma 1.6. Suppose that Theorem 1.2 is true for the modules M 1 and M 2 . Then it is true for M 1 l M 2 .
Proof. We first note that for any module M, Z0 0 is a direct summand of N M , with complementÑ
Now let M 1 and M 2 be modules for which Theorem 1.2 holds. We will identify M 1 and M 2 with the corresponding submodules of M 1 l M 2 . Then in the obvious way we havẽ
Þ with x 1 and x 2 both nonzero. Define
To see this, let x A N M 1 lM 2 be arbitrary. Then
We will write p for p M 1 lM 2 . We then have
It follows that the groups on the right-hand side of 1.1 span the left-hand side. Since these groups are clearly linearly independent, 1.1 is correct as a direct sum of abelian groups. To see that it is a direct sum of modules, note that for x A L,
Thus N 3 is a module. Finally, since L is a union of a-orbits, so is fx x : x A Lg. Hence N 3 is the direct sum of a free and a trivial module. r
Consider an inclusion of modules M 0 L M. The following lemma may be thought of as a partial purity result for N M 0 in N M . Lemma 1.13 and Lemma 1.14 below give necessary and su‰cient conditions on the inclusion M 0 L M for N M 0 to be a pure submodule of N M .
since tðxÞ A N M 0 and ZðMnM 0 Þ is invariant for a. It follows that aŷ y ¼ c ay ay ¼ŷ y, so that
Let M 0 L M be an inclusion of modules, and suppose that Theorem 1.2 is true for M. Then it is true for M 0 .
Proof. By the discussion following Definition 1.5, it su‰ces to show that kerðsÞ X
r Lemma 1.9. Theorem 1.2 is true for the following modules:
(1.9.2) R=ðq k Þ, for any prime q and k > 0.
(1.9.3) Any trivial module.
We claim that fx x : x A RnBg is a Z-basis for N R . To see this, note first that thex x term in x x implies that the collection is linearly independent (over Z). To see that it spans, let
Applying p we find that for each i,
Therefore the partition of RnB into a-orbits determines a decomposition of N R as a direct sum of a free and a trivial module. x i nðe i Þ, where for definiteness, we assume that 0 e x i < q k for all i. For x A MnnðBÞ let
The proof is essentially the same as the proof in part (1.9.1), except that the last computation yields, for each i,
Letting this number be denoted a i q k we find that x ¼ P
, the argument in part (1.9.1) shows that N M is the direct sum of a free and a trivial module.
(1.9.3) If M is a trivial module, then so is N M . r Lemma 1.10. Theorem 1.2 is true for any finitely generated indecomposable module.
Proof. By Lemma 1.6 and Lemma 1.8 it su‰ces to prove that any finitely generated indecomposable module is a submodule of a direct sum of modules of the types considered in Lemma 1.9. We rely on the paper [9] of Levy describing all finitely generated indecomposable R-modules. (See also [10] .) Following [9] , we may realize R as a pullback:
The maps n i are defined by n 1 ð1Þ ¼ 1 and n 2 ðzÞ ¼ 1, and the generator of C p L R is a ¼ ð1; zÞ. We let P i ¼ ker n i , so that P 1 ¼ pZ and P 2 ¼ ðz À 1ÞZ½z, and we set P ¼ P 1 l P 2 L R. Levy calls an R-module M P-mixed if each torsion element of M has order ideal containing a power of P (equivalently, if the torsion subgroup of the abelian group M is p-primary). [9] , Proposition 3.1 states that every finitely generated R-module is of the form M 0 l M 1 l M 2 , where M 0 is P-mixed, and for i ¼ 1; 2, M i is an R i -torsion module with no p-primary component. It su‰ces to prove the lemma separately for indecomposable modules of the three types.
We first consider the case of P-mixed modules. It is proved in [9] , section 1 that all finitely generated indecomposable P-mixed R-modules are of two types: deleted cycle and block cycle. We first treat the special case of deleted cycle indecomposables called basic building blocks. A basic building block is a pullback of R-modules of the form
We note the following inclusions of R-modules:
Items (1.10.1)-(1.10.5) finish the case of a basic building block. We remark that it follows from (1.10.4) that every basic building block which is finite is contained in a module of the form Z=ðp k Þ l R=ðp k Þ for any large enough k. To prove (1.10.5), we claim that p and ðz À 1Þ pÀ1 generate the same ideal in R 2 . This follows from the following lemma. Lemma 1.11. There exist f ; g; h A Z½x such that hð1Þ ¼ À1, and
Proof. Note that ts ¼ x p À 1. Since all but the first and last terms of t p have coe‰cients divisible by p, there exists h A Z½x such that t p À ts ¼ pth, and hence t pÀ1 ¼ ph þ s, proving (1.11.1). Setting x ¼ 1 we find that hð1Þ ¼ À1.
We may replace the coe‰cient p on the right by the entire expression on the right. Repeating this procedure p À 1 times gives equation (1.11.2). r
We continue with the proof of Lemma 1.10. To describe the remaining two types of indecomposable modules [9] uses the (unique) submodules of R 1 =P n 1 and R 2 =P n 2 isomorphic to C p ¼ Z=ðpÞ. In the first case, the submodule of Z=ðp n Þ is generated by (the coset of ) p nÀ1 . In the second case, the submodule of Z½z= À ðz À 1Þ n Á is generated by (the coset of ) ðz À 1Þ nÀ1 . In the case n ¼ kðp À 1Þ, we compute the image of ðz À 1Þ nÀ1 in R=ðp k Þ under the inclusion (1.10.5) above. From inclusion (1.10.3) above we have ðz À 1Þ nÀ1 7 ! ða À 1Þ n ¼ t n . Note that for any f A Z½a, fs ¼ f ð1Þs. From (1.11.1), we find that
kÀ1 p kÀ1 s:
Thus ðz À 1Þ kð pÀ1ÞÀ1 7 ! ðÀ1Þ kÀ1 p kÀ1 s.
g be a basic building block. If S 1 ¼ Z=ðp n Þ we define a module map l : Z=ðpÞ ! S by lð jÞ ¼ ð jp nÀ1 ; 0Þ. If S 2 ¼ Z½z= À ðz À 1Þ n Á we define r : Z=ðpÞ ! S by rð jÞ ¼ À 0; jðz À 1Þ nÀ1 Á . Now let S j ¼ fS 1j ! ! C p S 2j g, for j ¼ 1; . . . ; n, be basic building blocks, and assume that S 1j is finite for j > 1 and that S 2j is finite for j < n. Let l j ; r j : Z=ðpÞ ! S j be as above, when defined. The deleted cycle indecomposable M is constructed by successive push-outs:
where for 2 e j e n we have used r j also to denote the composition C p ,! r j S j ,! M jÀ1 .
Using the inclusions (1.10.1)-(1.10.5) we may choose k such that
Then in order to embed M into a direct sum, it su‰ces to consider the pushout fR=ðp k Þr C p ,! l Z=ðp k Þg, where the map r here is obtained by composing the map r defined above with the inclusion (1.10.5). Let us define an epimorphism
kÀ1 ys; y Á . The kernel of this map is the set of all ðx; yÞ such that y ¼ jp kÀ1 and x ¼ jðÀ1Þ k p kÀ1 s, for some j. In other words, ðx; yÞ ¼ j À Àrð1Þ; lð1Þ Á . It follows that the image is isomorphic to the push-out. We thus obtain the inclusion
Finally we consider the block cycle indecomposables. Consider the basic building blocks S 1 ; . . . ; S n as before, but assume that S 11 and S 2n are also finite modules. Let
To simplify the description of the inclusion, we will consider a larger class of modules, not all of which are indecomposable. Let M be the deleted cycle indecomposable constructed from S 1 ; . . . ; S n . Let a 1 ; . . . ; a n A C p with a 1 3 0. Let o ¼ À ða 1 p u 1 À1 ; 0Þ; . . . ; ða nÀ1 p u nÀ1 À1 ; 0Þ; À a n p u n À1 ; ðz À 1Þ v n À1 ÁÁ A M:
The block cycle indecomposable is M=ðoÞ.
Under the inclusion M ,!M M we find that o 7 !õ o ¼ À a 1 p kÀ1 ; ða 2 p kÀ1 s; 0Þ; . . . ; ða n p kÀ1 s; 0Þ; p kÀ1 s Á :
Since
by separating the first summand. Then we may write bõ o ¼ ðp kÀ1 ; p kÀ1 mÞ. Define an epi-morphismM
by ðy; xÞ 7 ! ðy; x À ymÞ. As in the case of a deleted cycle indecomposable, we find that the kernel of this map is generated by bõ o, so that
This concludes the proof for P-mixed indecomposables.
A finitely generated R 1 -torsion module with no non-zero p-torsion elements is a finite abelian group having no p-primary component, on which the C p -action is trivial. Such a module is a direct sum of trivial modules of the form Z=ðq k Þ with q 3 p. The above results have an unexpected further consequence for inclusions of Rmodules. We first present two lemmas. 
Proof. Let x A N M and l
relative to the decomposition ZM ¼ ZM 0 l ZðMnM 0 Þ of R-modules. Then lx 1 ¼ 0. We first consider the case where t divides l. Write l ¼ t j m where j > 0, t does not divide m, and the degree of m is less than p À 1. Let z A supp x 1 . If z is not a fixed point of a let c i be the coe‰cient of c a i z a i z in x 1 . We have
It follows that for all i, l i x i . Since the degree of m is less than p À 1, mðW Þ is an injective linear operator. It follows that ðW À I Þc ¼ 0, and hence that c 0
a i z is a fixed point for a in M. If z is a fixed point of a then also pðc zẑ zÞ ¼ c z z is a fixed point. Thus
Now suppose that t does not divide l. Then there can be no fixed points in suppðx 1 Þ.
For, if z is a fixed point of a, then lc zẑ z ¼ 0, and hence P pÀ1 i¼0 l i ¼ 0. It follows that
l j a i indices taken modulo p;
and hence t divides l. Again let z A supp x 1 , and let c i be the coe‰cient of c a i z a i z in x 1 . We again have f ðW Þc ¼ 0. Since c 3 0, f ðxÞ must vanish at some point in the spectrum of W , i.e. at a pth root of unity. Since f ð1Þ 3 0, f ðxÞ must be a multiple of sðxÞ, i.e. f ¼ l 0 s. Then it follows that P i c i ¼ 0. As before, we find that
for some gðaÞ A R. Summing over a-orbits in supp x 1 , we obtain w A M such that pðx 1 Þ ¼ tw.
Then tw A M 0 . Since we are assuming that ðtMÞ 
is an exact sequence of R-modules such that N and P are non-cyclotomic generalized lattices. Let P 0 L P be a submodule with pðP 0 Þ ¼ M 0 , and set N 0 ¼ P 0 X N. Suppose further that P 0 is a direct summand of P. If ðtMÞ X M 0 3 tM 0 then N 0 is not a pure submodule of N.
Notice that x ¼ z 0 À td 1 is also the decomposition of x in P 0 l P 1 . We have sx ¼ sz 0 A P 0 X N ¼ N 0 . We claim that sx B sN 0 . To see this, suppose to the contrary that there is h A N 0 with sx ¼ sh. Then x À h A ker s X N ¼ tN, since N was assumed to be non-cyclotomic. Choose m A N such that x À h ¼ tm. Write m ¼ m 0 þ m 1 with m i A P i . Then tm 1 þ td 1 A P 1 , and also
we have tx ¼ tðx À yÞ A tM 0 . But then tz ¼ tx þ tpðd 0 Þ A tM 0 , a contradiction. r Proof. From the proof of Lemma 1.13 we see that N M 0 is always a pure subgroup of N M . For the rest of this argument, we consider the modules only as abelian groups. Since N M is torsion free, it follows that N M =N M 0 is torsion free. From [6] , exercise 52, it su‰ces to show that every finite rank subgroup of N M =N M 0 is finitely generated. Let x 1 ; . . . ; x n A N M , and let H be the finite-rank subgroup of N M =N M 0 generated by fx j þ N M 0 : 1 e j e ng over Q. Write
Let h A N M X span Q fx 1 ; . . . ; x n g þ N M 0 . Then there are an integer b 3 0 and m A N M 0 such that bh A m þ span Z fx 1 ; . . . ; x n g. Hence there are integers a x for x A E such that
and hence H is finitely generated. r Proof. From Lemma 1.16 and Theorem 1.2 we know that N M =N M 0 is a direct sum of finitely generated projective modules and copies of the trivial module R=ðtÞ. Since N M 0 is a pure submodule of N M , by Lemma 1.13, N M 0 is a direct summand of N M (as in [6] , Notes, section 7). r
We now have the following generalization of Theorem 1.3 to inclusions of modules. ? ?
x ?
? ?
x ? ? ?
such that N, N 0 , P and P 0 are direct sums of free and trivial modules, and such that N 0 , respectively P 0 , is a direct summand of N, respectively P.
Proof. If ðtMÞ X M 0 ¼ tM 0 , then by Theorem 1.17 we may take N 0 ¼ N M 0 and P 0 ¼ ZM 0 and construct such a diagram in which N and P (and hence also N 0 and P 0 ) are non-cyclotomic generalized lattices. The proof of Theorem 1.3 can then be used to add free summands to make N, N 0 , P and P 0 direct sums of free and trivial modules. If ðtMÞ X M 0 3 tM 0 then by Lemma 1.14 there can be no such diagram. (We remark that this direction does not require that M be countable.) r
Graphs representing Kirchberg algebras
We will consider the following situation. Let G be an abelian group. (In our main application, G will be countable. However the construction does not require this.) Let G be a subgroup of the group of automorphisms of G. Let A be a G-set and p 0 : A ! G an equi-variant map whose range generates G. Define p :
where fâ a : a A Ag is the canonical basis of ZA. Then p is a surjective equivariant homomorphism (where the action of G on ZA is defined by g Áâ a ¼ d g Á a g Á a). Then ker p is a subgroup of ZA and hence is free abelian. Let B be a free basis for ker p. We obtain a free presentation of G:
where the map ZB ! ZA is defined byb b 7 ! b. If the basis B for ker p can be chosen to be G-invariant, then the sequence (2.1) is equivariant. For an element c ¼ P a A A c aâ a A ZA we will let c G a ¼ maxfGc a ; 0g. We will also view c, c þ and c À as funtions from A to Z. In working with graph algebras we will follow [15] in letting vertices of a graph also represent the corresponding projections in the graph algebra.
Theorem 2.1. Let G be an abelian group, let G be a subgroup of the group of automorphisms of G, and let p 0 : A ! G be an equivariant map of a G-set A to G with range generating G. Define p as above, and assume that the basis B for ker p is G-invariant. Then there is a directed graph E with the following properties: (2.1.6) K 0 OðEÞ G G and K 1 OðEÞ ¼ ð0Þ.
(2.1.7) The isomorphism of K 0 OðEÞ with G is defined by ½a 7 ! p 0 ðaÞ, for a A A.
Proof. We describe the graph E in pieces of four types:
The four types are depicted in figures 1-4. A schematic of how the graph E is assembled from the pieces is given in figure 5 . We remark that in E B ðbÞ the vertex z G b is present if and only if b G 3 0 (as a function on A), and in E AB ða; bÞ only half of the pictured graph is present (namely, the half for which the number of edges is nonzero).
We give a brief explanation for the structure of the graph. The purpose of the graphs E AB ða; bÞ, and the portion of E B ðbÞ near the vertex z b , is to impose the relations B on the elements f½a : a A Ag in K 0 OðEÞ. (This is a variation on a device used by Szymań ski, [17] .) The loop at the vertex a in E A ðaÞ leaves ½a otherwise unrestricted. The purpose of E A ðaÞ is to trivialize the contribution of the vertex a in K 1 OðEÞ. The purpose of the right portion of E B ðbÞ is to trivialize the class ½z b in K 0 OðEÞ. The purpose of v is to make E transitive, without a¤ecting the K-theory. Also, the construction in [16] requires that there be a distinguished vertex emitting infinitely many edges. The vertex v plays this role. The purpose of E v is to trivialize the class ½v in K 0 OðEÞ. Finally, the loop at the vertex a imposes conditions in K 1 at the vertices fz b : b A Bg. It is to satisfy these conditions that we are forced to choose the basis B for ker p in the first place. It is the di‰culty of finding a G-invariant basis for ker p that stands in the way of using the methods of this paper to lift larger groups of automorphisms from the K-theory of a Kirchberg algebra.
The action of G on E is defined by permuting the pieces of types E A , E B and E AB according to the actions of G on A and B, and is defined to be trivial on E v . Then properties (2.1.1)-(2.1.5) are obvious. We compute the K-theory of OðEÞ by the following formulas. A simple proof may be found in [4] . In the case of a graph without sinks these formulas are equivalent to those given in [5] . (See also [18] .) We refer the reader to [14] for details on graph algebras and our notation for them. For convenience we define the basic notation used here. A (directed ) graph is a pair of sets E ¼ ðE 0 ; E 1 Þ (vertices and edges) with two maps o, t : E 1 ! E 0 (origin and terminus). For x A E 0 we let E 1 ðxÞ ¼ fe A E 1 : oðeÞ ¼ xg.
We use the pound sign K to denote the cardinality of a set.
; ð2:2Þ
(Note that the sum in the expression for K 1 OðEÞ is finitely nonzero, since f is finitely supported and vanishes at vertices emitting infinitely many edges.)
In K 0 we let ½x denote the equivalence class of d x . We first compute K 0 OðEÞ. From E B ðbÞ we find
We have further
For each b A B we consider fE AB ða; bÞ : a A suppðbÞg, together with the leftmost portion of E B ðbÞ, to find that
Combining these with (2.3) gives for each b A B,
Consideration of E v gives ½c i ¼ ½c i þ ½c iÀ1 , where we let v ¼ c 0 , and hence ½v ¼ ½c i ¼ 0; for all i: ð2:5Þ
Consideration of E A ðaÞ gives ½x 0 a; i ¼ 2½x 0 a; i þ ½v, and hence with (2.5) we get ½x 0 a; i ¼ À½v ¼ 0:
We also have ½a ¼ ½a þ ½x a; i and ½x a; i ¼ ½x a; i þ ½x 0 a; i þ ½v, hence ½x a; i ¼ 0; for all i: ð2:6Þ
We thus find that
This proves (2.1.7) and the first half of (2.1.6).
We now compute K 1 OðEÞ. Let f A K 1 OðEÞ and fix a A A. From fE AB ða; bÞ : b A Bg, and the loop at a in E A ðaÞ, we have 
so that f ðc 1 Þ ¼ 0. Therefore f ¼ 0, and we have K 1 OðEÞ ¼ ð0Þ. This concludes the proof of the theorem. r
We remark that in the next theorem, if the groups are not countable then the result is an inseparable simple purely infinite nuclear C Ã -algebra in the UCT class.
Theorem 2.2. Let G 0 and G 1 be countable abelian groups, let G i be a subgroup of AutðG i Þ, let p 0; i : A i ! G i be an equivariant map of a G i -set A i to G i with range generating G i , let p i : ZA i ! G i be the associated homomorphism as defined before Theorem 2.1, and assume that a G i -invariant basis B i for ker p i exists. Then there are a non-unital Kirchberg algebra Y in the UCT class and a homomorphism y : G 0 Â G 1 ! AutðYÞ such that K i ðYÞ G G i and yðg 0 ;
Proof. Let E i be the directed graph constructed in Theorem 2.1 from G i , G i , p 0; i and A i . Let F 0 be the usual graph describing O y : one vertex w 0 , and denumerably many loops at w 0 . Let F 1 be a graph describing the (non-unital) UCT Kirchberg algebra with K-theory ð0; ZÞ. (See figure 6 . The K-theory of the C Ã -algebra of this graph is easily computed using the formulas (2.2).) The theorem now follows from Theorem 2.1, [16] , Proposition 3.20, and the Kü nneth formula ( [13] ). r Corollary 2.3. Let A be a UCT Kirchberg algebra, let a be an automorphism of the K-theory of A such that a p ¼ id, where p is prime. Then there is an automorphism y of A such that y Ã ¼ a and y p ¼ id.
Proof. This follows from Theorem 2.2 and the Kirchberg-Phillips classification theorem. r There are various alternative corollaries that could be stated. For example, if A is a UCT Kirchberg algebra, and if a 0 and a 1 are prime order automorphisms of K 0 ðAÞ and K 1 ðAÞ respectively, then there are commuting automorphisms y 0 and y 1 of A such that y 0Ã ¼ ða 0 ; idÞ, y 1Ã ¼ ðid; a 1 Þ, and y i has the same order as a i .
The results on R-modules from section 1 have implications for inclusions of Kirchberg algebras.
Theorem 2.4. Let G 0 and G 1 be countable abelian groups and let a i be an automorphism of G i having prime order p i . Let H i be a subgroup of G i invariant for a i . Let t i ¼ a i À 1, and suppose that ðt i G i Þ X H i ¼ t i H i for i ¼ 0; 1. Then there is an inclusion of UCT Kirchberg algebras { : B ,! A, and commuting automorphisms y 0 and y 1 of A, such that K Ã ðAÞ ¼ ðG 0 ; G 1 Þ, { Ã : K i ðBÞ ! K i ðAÞ is the inclusion H i L G i , and . We define an order p automorphism of the graph by cyclically permuting the strands indexed 1; . . . ; p, and fixing the strand indexed 0. Thus K 1 becomes the module R. Since the central vertex emits infinitely many edges, the subgraph obtained by deleting the strand indexed 0 has C Ã -algebra contained in the C Ã -algebra of the whole graph. (Its C Ã -algebra is isomorphic to the relative Toeplitz algebra it determines (see [14] , Theorem 2.35).) This subgraph is invariant for the automorphism, has C Ã -algebra with trivial K 0 and K 1 G Z pÀ1 , and together with the automorphism the K 1 group becomes the module Z½z. The modules may be moved to K 0 by forming the product 2-graph (see [8] ) with the graph in figure 6. Moreover, for any group G with an order p automorphism, the inclusion G l Z pÀ1 L G l Z p may be treated by forming the product 3-graph of the above 2-graph with the graph for G constructed in Theorem 2.1.
