Abstract. L.A. Bunimovich and B.Z. Webb developed a theory for isospectral graph reduction. We make a simple observation regarding the relation between eigenvectors of the original graph and its reduction, that sheds new light on this theory. As an application we propose an updating algorithm for the maximal eigenvector of the Markov matrix associated to a large sparse dynamical network.
Introduction
The science of real world networks, i.e. networks found in nature, society and technology, has been in recent years one of the most active areas of research. Frequently cited examples include biological networks, social and economical networks, neural networks, networks of information like citation networks and the Internet ( [1, 8, 9, 11] ). These networks are typically described by a large and often complex graph of interactions, whose nodes represent elements of the network and whose edges determine the topology of interactions between these elements.
In [5, 4, 6] it was introduced a tool, the isospectral graph transformation, that provides a way of understanding the interplay between the topology of a network and its dynamics. More precisely, the authors introduce a concept of transformation of a graph (either by reduction or expansion) with the key property of preserving part of the spectrum of the graph's adjacency matrix. In order to not contradict the fundamental theorem of algebra, isospectral graph transformations preserve the spectrum of the graph (in particular the number of eigenvalues) by permitting edges to be weighted by functions of a spectral parameter λ (see [5, Theorem 3.5.] ). These transformations allow changing the topology of a network (modifying the interactions, reducing or increasing the number of nodes), while maintaining properties related to the network's dynamics. In [6, 10] the authors relate the pseudospectrum of a graph to the pseudospectrum of its reduction.
The work [5] contains also an application of this isospectral theory to a class of dynamical systems modeling dynamical networks. In particular, they provide a sufficient condition for a dynamical network having a globally attracting fixed point.
The aim of this paper is to show that isospectral graph reductions preserve the eigenvectors associated to the eigenvalues of the graph's weighted adjacency matrix. This result can also be obtained as a corollary of the relation between the pseudospectrum of a graph with the pseudospectrum of its reduction (see [6, In section 2 we state and prove our main result, explaining how to reconstruct an eigenvector of the graph's adjacency matrix from an eigenvector of the reduced matrix.
In section 3 we give a probabilistic interpretation and an application of the main theorem to Markov Chains.
In section 4 we describe an updating algorithm for page rank type eigenvectors, i.e., eigenvectors which assign the relative importance of each node in a dynamical network. We compare the cost of this algorithm with the cost of approximating a page rank eigenvector by iterations of the updated adjacency matrix.
In the last section (appendix) we prove a bound used to estimate the cost of the updating algorithm in the previous section.
Eigenvectors of isospectral graph reductions
Let G be the class of weighted directed graphs, with edge weights in the set C. More precisely, a graph G ∈ G is an ordered triple G = (V, E, ω) where V = {1, . . . , n} is the vertex set, E ⊂ V × V is the set of directed edges, and ω : E → C is the weight function. Denote by M G = (ω(i, j)) i,j∈V the weighted adjacency matrix of G, with the convention that ω(i, j) = 0 whenever (i, j) / ∈ E. A path γ = (i 0 , . . . , i p ) in the graph G = (V, E, ω) is an ordered sequence of distinct vertices i 0 , . . . , i p ∈ V such that (i , i +1 ) ∈ E for 0 ≤ ≤ p − 1. The vertices i 1 , . . . , i p−1 ∈ V of γ are called the interior vertices. If i 0 = i p then γ is a cycle. A cycle is called a loop if p = 1 and i 0 = i 1 . The length of a path γ = (i 0 , . . . , i p ) is the integer p. Note that there are no paths of length 0 and that every edge (i, j) ∈ E is a path of length 1.
If S ⊂ V we will write S = V \S.
Given a λ-structural set S, let us call branch of (G, S) to a path β = (i 0 , i 1 , . . . , i p−1 , i p ) such that i 1 , . . . , i p−1 ∈ S and i 0 , i p ∈ V . We denote by B = B G,S the set of all branches of (G, S). Given vertices i, j ∈ V , we denote by B ij the set of all branches in B that start in i and end in j. For each branch β = (i 0 , i 1 , . . . , i p ) we define the weight of β as follows:
Definition 2.2. (Reduced matrix) Given G ∈ G and a λ-structural set S, the reduced matrix R S (G, λ) is the S × S-matrix with entries R ij (G, S, λ), i, j ∈ S.
The following theorem states that isospectral graph reduction preserves the eigenvectors associated to eigenvalues of the graph's weighted adjacency matrix. Theorem 1. Given G ∈ G, let λ 0 be an eigenvalue of M G and u = (u 1 , u 2 , . . . , u n ) ∈ C n be the corresponding eigenvector, M G u = λ 0 u. Assume that S = {m + 1, . . . , n} is a λ 0 -structural set of G. Then λ 0 is also an eigenvalue of R S (G, λ 0 ) and R S (G, λ 0 ) u S = λ 0 u S , where u S = (u m+1 , . . . , u n ) is the restriction of u to S.
In the proof of Theorem 1 we will use the following useful notation. Given vertices i, j ∈ S, we denote by B (p) ij the set of all branches in B of lengh p that start in i and end in j.
With this notation, it is clear that the reduced weights R ij (G, S, λ), i, j ∈ S, associated to the structural set S = {m + 1, . . . , n} satisfy
To simplify the notation we will write R ij and R (p) ij instead of R ij (G, S, λ) and R (p) ij (G, S, λ), respectively. We now prove Theorem 1.
Proof. Clearly, the eigenvector u can be written as u = (u S , u S ), where u S = (u ) ∈S and
Hence for all i ∈ S,
Substituting u by (2.3) in this relation we get
Proceeding inductively, we obtain for all 1 ≤ p ≤ m
Note that the indices in S are all distinct because there are no non-loop cycles in S. Since S = {1, . . . , m} has m elements, after m + 1 steps we get that
This in turn is equivalent to
Therefore, we get that
and hence for all i ∈ S,
This proves that λ 0 is also an eigenvalue of
To explain how to reconstruct the eigenvector of M G from the eigenvector of the reduced matrix R S (G, λ 0 ) we need the following concept of depth of vertex i ∈ V . Definition 2.3. (Depth of a vertex) The depth of a vertex i ∈ V is defined recursively as follows.
(1) A vertex i ∈ S has depth 0. (2) A vertex i ∈ S has depth k iff i has no depth less than k, and (i, j) ∈ E implies j has depth < k, for all j ∈ V . We denote by S k the set of all vertices of depth ≤ k. Because S is a structural set, every vertex i has a finite depth. We call depth of (G, S) to the maximum depth of a vertex. Figure 1 shows the depth hierarchy of a graph G with vertex set V = {1, 2, 3, 4, 5, 7} and structural set S = {1, 3, 5}.
If λ 0 is an eigenvalue of M G , by Theorem 1 it is also an eigenvalue of the reduced matrix R S (G, λ 0 ). Knowing the eigenvector u S of this reduced matrix, we can recover the corresponding eigenvector of M G as follows:
Proposition 2.1. If λ 0 is an eigenvalue of M G and u S = (u S i ) i∈S is an eingenvector of the reduced matrix R S (G, λ 0 ) then the following recursive relations Proof. Just notice that if ∈ S k \ S k−1 then the second part of (2.3) can only contain terms
u with ∈ S k−1 . Hence (2.4) follows from (2.3).
A probabilistic interpretation
In this section we present a probabilistic interpretation of Theorem 1.
Consider a graph G ∈ G such that M G = (ω(i, j)) i,j is a stochastic matrix. More precisely assume ω(i, j) = p ij is the transition probability of some finite state Markov Chain (MC) {X n } n∈N with state space V . Note that in this case λ = 1 is an eigenvalue of M G .
Assume that S ⊂ V is a 1-structural set such that G has no loops in S, i.e., p ii = 0 for all i / ∈ S. We consider the reduced matrix R S (G, λ) with λ = 1, denoted hereafter by R S (G).
We will interpret the entries of R S (G) as taboo probabilities. Recall that given a set S ⊂ V , the taboo probability S p (n) ij is defined as (see [7] )
If i, j ∈ S, this is the probability of the MC returning for the first time to S, with state j, at time n, given that the process starts in state i at time 0. Because λ = 1 and ω( , ) = p = 0 for any ∈ S, applying Bayes' theorem we derive from (2.1) that R
is the probability of the process returning for the first time to S, with state j, given that it starts in state i at time 0. We remark that the (normalized) eigenvectors of M G , corresponding to the eigenvalue λ = 1, are precisely the stationary distributions of the given Markov process.
Define recursively the sequence of stopping times
and consider the S-valued random process Y n (ω) := X τn(ω) (ω). The previous considerations show that this process is a MC with transition probability matrix R S (G). Thus, from Theorem 1 we derive the following result in probability theory.
Proposition 3.1. Let X n be a finite MC with state space V and consider the graph G ∈ G determined by the MC's transition probabilities p ij . Assume
q = (q i ) i∈V is a stationary distribution of the Markov chain X n . Then the process Y n = X τn(ω) is a stationary MC with transition probability matrix R S (G) and stationary distribution q S = (q j / k∈S q k ) j∈S .
An application: page rank type eigenvectors
The motivation for the following application of Theorem 1 was the PageRank algorithm used by the Google search engine to calculate a web page's importance. The PageRank algorithm assigns the relative importance of each web page by computing the dominant eigenvector (the page rank vector) of a particular stochastic weighted adjacency matrix of the World Wide Web graph (see [3] ).
In general, given a network we can assign the importance of each node by computing the dominant eigenvector of a weighted adjacency matrix of the correspondent graph of interactions. Thus, our goal in this application is the following. Suppose that we have a dynamical network (like the World Wide Web) that changes its topology (modifying its interactions, reducing or increasing the number of nodes), and that we want to update the dominant eigenvector of the modified network. We show that (in some cases) it is computationally more efficient to perform an isospectral graph reduction, calculate the dominant eigenvector of the reduced graph and then use this vector to update the dominant eigenvector of the entire modified network rather than use the recalculated matrix of the whole modified network to compute the dominant eigenvector through an iterative procedure.
Let G = (V, E, ω) be a weighted directed graph where V = {1, 2, . . . , N }. We assume that
ω(i, j) = 1 for all j ∈ V , i.e., M G is a stochastic matrix, (5) S ⊂ V is a 1-structural set (in the sense of Definition 2.1), (6) M G is a stochastic primitive matrix.
The matrix M G should be sparse in some sense for the described goal to be attainable. In particular, by the Perron-Frobenius theorem, M G has a unique dominant eigenvector v G = (v i ) i∈V ∈ R N + , normalized by the condition j∈V v j = 1, associated to the eigenvalue 1. We will refer to v G as the dominant eigenvector of the primitive matrix M G .
Recall that B = B G,S denotes the set of all branches of (G, S). Given vertices i, j ∈ V , we denote respectively by B ij , B i * , B * j and B * i * , the sets of all branches in B that start in i and end in j, respectively that start in i, that end in j, and that go through i. Notice that, since λ = 1 and the graph has no loops, for each branch β = (i 0 , i 1 , . . . , i p ) we have (see (2.1))
Recalling (2.2), we have for all
In Definition 2.2 we have introduced the reduced matrix R S (G), that we now extend according to the following definition. Definition 4.1. We call extended reduced matrix to the N ×N matrix R S (G) with entries R ij (G, S). Let us denote by M S the matrix (ω(i, j)) i,j∈S , i.e., the restriction of M G to S.
Proposition 4.1. The set S is a structural set of G if and only if M S is nilpotent. Moreover, the depth of (G, S) is the smallest k ∈ N such that (M S ) k = 0.
Proof. We denote by D k the set of all vertices in S of depth k. We just need to observe that there exists a permutation matrix P such that
In the sequel we care about the following measurements • N = V is graph's number of vertices,
• s = S is the cardinal of the structural set,
• k is the depth of (G, S),
• m = max{max i∈S B * i * , max i∈V B * i , max i∈V B i * } is the maximum number of branches through any vertex i, • is the maximum number of iterations allowed to approximate the eigenvectors, • p is the maximum number of vertices or edges to be added to the graph, which we assume to satisfy the relations
The following data is stored, in the proposed algorithm:
• the set B of all branches of (G, S),
• the normalized dominant eigenvector of the reduced matrix R S (G),
• the normalized dominant eigenvector of matrix M G .
Besides the stored data, the input of the algorithm will consist on a short list of vertices and edges to be added to, or removed from, the original graph. Next we briefly describe the main steps of an Updating Algoritm to recompute the stored data for the modified graph, denoted henceforth by (G , S ).
(1) Update the matrix M G .
(2) Check if the structural set S remains structural for G , and recompute S if necessary, by adding some of the new edges' endpoints. (3) Update the set B of branches of (G , S ). (4) Update the extended reduced N × N matrix R S (G ). Next we give some rough estimates on the corresponding computational costs.
(1) The cost of updating A G and M G is comparatively very small, and will be neglected. Note that the number of modified entries of these matrices is p s N . (2) New vertices do not change the structural set. Let us compute the cost of updating S by adding a new edge (i, j). If i, j ∈ S and R ji (G, S) > 0, then S is no longer a structural set of the new graph G = (V, E ), where E = E ∪ {(i, j)}. In this case we set S := S ∪ {i}. Otherwise S is still a structural set for G , and we set S := S. Since the number of new edges is small this cost is comparatively low, and will be neglected. (3) We consider first the cost of updating B by adding a new edge (i, j). We divide this cost in two cases: (i) Assume S = S. In this case all existing branches remain. The set of new branches can be identified with B * i × B j * , and is contained in B * i * ∩ B * j * . Therefore, since all branches have at most length k, the updating cost is of order (k + 1) · m. (ii) Assume S = S ∪ {i}. In this case there are no new branches, but we have to delete all branches through i, i.e., branches in B * i * . Therefore, the updating cost is of order k · m. The general cost of updating B by adding or deleting up to p objects (vertices or edges) is at most p · (k + 1) · m. (4) For the cost of updating the extended reduced N ×N matrix R S (G ), note that for each deleted, respectively added, branch β we have to subtract from, respectively add to, R S (G) the entry ω(β) which is a product of at most k + 1 factors. Hence, since there are at most p·m modified branches, the total cost is at most p·(k+1)·m. (5) To approximate the dominant eigenvector of the s × s reduced matrix R S (G ), we have to iterate this matrix times. The corresponding cost is s 3 . (6) Finally, to compute the dominant eigenvector of M G , we have to use the recursive relations (2.4), with the following computational cost
where k is the depth of G , and S j is the set of vertices of (G , S ) with depth ≤ j. By Lemma 5.1 (in the appendix) and since k ≤ k + p, this cost is at most
The computational cost for updating the dominant eigenvector of M G with iterations of this matrix is N 3 . Adding up the partial costs above, associated with the proposed updating algorithm, and minding (4.1), we see that all partial updating costs (3)-(6) are clear improvements on the global cost N 3 . The same procedure can be applied to non-stochastic primitive matrices satisfying assumptions (1)-(4) by keeping track of both the eigenvalue λ and the eigenvector u S of the reduced matrix R S (G , λ) in the following iterative procedure:
The World Wide Web graph has over N = 25×10 9 and average degree of about 10 links per page (see [2] ). These numbers, from 2006, are surely out-of-date. We just mention them to stress how sparse is the Google matrix.
We have used Wolfram Mathematica to randomly generate some sparse graphs, and compare the cost of updating the dominant eigenvector according to the algorithm above with corresponding global cost of updating it through an iterative procedure.
We have considered graphs with no more than N ≤ 60 nodes with an average degree of 2 or 3 links per node. For each generated graph we have computed a structural set S, its depth k, and the maximum number m of branches through any node. We have always considered p = 3 vertex or edge modifications in the graph. The standard updating of the dominant eigenvector was considered to take = 10 iterations of the graph's matrix. Note that we didn't implement the updating algorithm but only compared the costs made explicit above.
An empirical (expected) observation is that the size and depth of the structural sets decrease when the random graphs become sparser. Under the previous specifications, most of the graphs randomly generated satisfied the conditions (4.1), and the computational cost savings of the updating algorithm relative to the standard iterative algorithm were most of the times over 70%. Figure 2 shows a randomly generated graph with N = 60, s = 14, k = 13 and m = 1125. In this case, based on the derived bounds, the cost savings amount to 87.94%.
Appendix
We prove here an auxiliary lemma used to estimate the computational cost of updating the dominant eigenvalue of matrix M G .
Given m ∈ N and N ∈ R, define the m-dimensional simplex . Given x ∈ ∂∆ m N , then either x 0 = 0 or else x j = x j+1 for some j = 0, 1, . . . , m − 1. In any case, dropping the coordinate x j we get a sequence x ∈ In other words, the coordinates of x form an arithmetic progression. This shows p is the only critical point of F in int(∆ m N ), and hence the claimed inequality must hold for m.
