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Short block codes for guaranteed
convergence in soft-bit assisted iterative
joint source and channel decoding
Nasruminallah and L. Hanzo
Short block codes designed for guaranteed convergence in soft-bit
assisted iterative joint source and channel decoding are proposed,
which assist iterative soft-bit source decoding to attain an inﬁnites-
imally low bit error ratio.
Introduction: Soft-bit source decoding (SBSD) was proposed by
Fingscheidt and Vary [1] for improving the convergence of iterative
source-channel decoding (ISCD) [2] by exploiting the natural residual
redundancy of the source-coded bit-stream. However, when using
sophisticated state-of-the-art coding techniques, only modest residual
redundancy is left in the source coded bit-stream. Therefore we propose
to intentionally impose additional redundancy on the source coded
bit-stream with the aid of the novel class of short block codes (SBCs)
proposed.
The algorithm: The conventional SBSD scheme determines the extrin-
sic information from the natural residual redundancy, which remains in
the bit-stream after source encoding. More explicitly, the source-
encoded bit-stream is partitioned into M ¼ 2
N-ary, or N-bit symbols,
each of which has a different probability of occurance and will be
termed as the information word encoded by the proposed SBC. We
then characterise the redundancy of the source bit-stream with the aid
of the non-uniform M ¼ 2
N-ary symbol probability distribution
P[sk(t)], where sk(t) ¼ [s
k(1), s
k(2), ..., s
k(M)], with k ¼ 1, 2, ...,
N denoting the number of bits in each M ¼ 2
N-ary symbol. The
details of the algorithm used for generating the extrinsic information
using SBSD for the zero-order Markov model can be found in [2].
Provided that the bits of an M ¼ 2
N-ary symbol may be considered inde-
pendent of each other, the channels’ output information generated for
the tth N-bit symbol is given by the product of each of the constituent
single-bit probabilities as follows:
P½^ yðk;tÞjyðk;tÞ ¼
Y N
i¼1
P½^ yðiÞðk;tÞjyðiÞðk;tÞ ð 1Þ
where ^ yðk;tÞ ¼½ ^ yð1Þk;t; ^ tð2Þk;t ,..., ^ yðNÞðk;tÞ , is the received N-bit
sequence. For each desired bit ½yðlÞðk;tÞ , the extrinsic channel output
information P^ y
½ext 
ðk;tÞjy
½ext 
ðk;tÞ is expressed as:
P ^ y
½ext 
ðk;tÞjy
½ext 
ðk;tÞ
hi
¼
Y N
i¼1;i=l
P½^ yðiÞðk;tÞjyðiÞðk;tÞ ð 2Þ
Finally, the resultant extrinsic logarithmic likelihood ratio (LLR)
value can be obtained for each bit by combining its channel output
information and the a priori knowledge of the corresponding tth
symbol as [1, 2]:
LLR½yðlÞk;t ¼
log
P½ext 
k;t P½y
½ext 
ðk;tÞjyðlÞk;t ¼þ 1  P½^ yðk;tÞjyðk;tÞ 
P½ext 
k;t P½y
½ext 
ðk;tÞjyðlÞk;t ¼  1  P½^ yðk;tÞjyðk;tÞ 
 !
ð3Þ
Using efﬁcient state-of-the-art encoders, only limited source redundancy
is left in the source coded bit-stream, which typically results in modest
system performance improvements beyond two decoding iterations.
Hence carefully controlled redundancy is imposed by the proposed
rate r ¼ [N/N þ 1] SBCs to ensure that the resultant [N þ 1]-bit code-
words exhibit a minimum Hamming distance of dH ¼ 2 between the
M ¼ 2
N number of legitimate N-bit source codewords, which was
shown to be the necessary and sufﬁcient condition for achieving the
highest possible source entropy denoted as H(X) ¼ L
extr
SBSD ¼ 1 bit, pro-
vided that the input a priori information of the SBSD is perfect, i.e. we
have H(X) ¼ L
apri
SBSD ¼ 1 bit [3]. According to our proposed SBCencod-
ing procedure, ﬁrst a redundant bit rt is generated for the tth M-ary
source word by calculating the XOR function of its N constituent bits,
according to rt ¼½ btð1Þ btð2Þ    btðNÞ ; where   represents
the XOR operation. The resultant redundant bit can be incorporated in
any of the [N þ 1] different bit positions of the resultant SBC, in order
to create [N þ 1] different SBC-encoded word combinations, as depicted
in Table 1, each having a minimum Hamming distance of dH ¼2 from all
the others.
Table 1: [N þ 1] Different SBC combinations
Symbols C1 C2 ... CNþ1
S(1) r1b1b2..bN b1r1b2..bN . b1b2..bN r1
S(2) r2b1b2..bN b1r2b2..bN . b1b2..bN r2
: : :::
S(2N) r2Nb1b2..bN b1r2Nb2..bN . b1b2..bNr2N
Design example: The schematic of our proposed videophone arrange-
ment used as our design example for quantifying the performance of
various SBC schemes is shown in Fig. 1. At the transmitter side
the video sequence is compressed using the H.264 video codec and
the video source bit-stream xk is mapped or encoded into the bit-
string x0
m using the speciﬁc bit-coding scheme of the SBC employed.
Subsequently the output bit-string of the SBC is interleaved using the
bit-interleaver P of Fig. 1, yielding the interleaved sequence x ¯m,
which is then encoded by a recursive systematic convolution
(RSC) code having a speciﬁc code rate. The resultant bit-stream is
QPSK modulated and transmitted over a correlated narrowband
Rayleigh fading channel, associated with the normalised Doppler
frequency of fD ¼ 0.01. The received signal is QPSK demodulated
and the resultant soft-information is passed to the RSC decoder. The
extrinsic information gleaned is then exchanged between the SBSD
and RSC decoders of Fig. 1, in order to attain the lowest possible bit
error ratio (BER).
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Fig. 1 Proposed system model for design example
Table 2: Code rates for different error protection schemes
SBC
Code rate
SBC
Code rate
RSC SBC Overall RSC SBC Overall
Rate-1 1/21 1 /2 Rate-4/55 /84 /51 /2
Rate-2/33 /42 /31 /2 Rate-5/63 /55 /61 /2
Rate-3/42 /33 /41 /2 Rate-6/77 /12 6/71 /2
Results: The achievable system performance was evaluated using the
‘Akiyo’ video sequence [4] consisting of 45 (176   144) pixel
quarter common intermediate format (QCIF) frames and encoded
using the H.264/AVC JM 13.2 reference video codec at 15 frames-
per-second (fps) at the target bitrate of 64 kbit/s. Each QCIF frame
was partitioned into nine slices and each slice was composed of 11
macro-blocks (MBs) of a row of MBs within a QCIF frame. An
intra-coded ‘I’ frame was inserted in the video sequence after every
45 frames, in order to curtail error propagation. Additionally, to
control the effects of error propagation, we used intra-frame coded
MB updates of three randomly dispersed MBs per frame. The coding
parameters of the different SBC schemes is shown in Table 2. The
overall code-rate of R ¼ 1/2 was maintained by adjusting the punctur-
ing rate of the RSC in order to accommodate the different SBC rates of
Table 2. The attainable BER performance using 2/3, 3/4, 4/5, 5/6,
and 6/7 rate SBCs is shown in Fig. 2. It is observed from Fig. 3
that SBSD operating in conjunction with rate-1 SBC results in
an inferior PSNR performance in comparison to all the other SBC
schemes having a rate lower than one, with an additional Eb/N0 gain
of 20 dB, relative to the rate-1 SBC, which in effect dispensed with
the SBC.
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Fig. 2 BER performance of various error protection schemes
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Fig. 3 PSNR-Y performance of various error protection schemes
Conclusion: Generic low-complexity SBCs are proposed for meeting
the sufﬁcient condition of dH,min ¼ 2 and hence guaranteeing decoding
convergence for arbitrary SBSD-aided multimedia source codecs. The
H.264/SBC/RSC design example exhibited a 20 dB Eb/N0 gain.
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