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PERBANDINGAN 3 METODE DATA MINING UNTUK PENENTUAN HIPERTENSI DI 
RUMAH SAKIT UMUM DAERAH Dr. MOEWARDI SURAKARTA 
 
 
       Abstrak 
Perubahan gaya hidup dan banyaknya unsur makanan mengadung lemak tinggi serta minuman yang  
mengandung alkohol yang dikonsumsi oleh masyarakat dapat menimbulkan terjadinya hipertensi, hal ini 
bisa terjadi karena masyarakat kurang mengetahui faktor-faktor hipertensi. Dengan demikian data pasien 
di RSUD Dr. Moewardi surakarta yang sebelumnya hanya dibiarkan saja dan hanya menimbulkan 
penumpukkan data yang besar, hal ini bisa dijadikan informasi yang berguna untuk penentuan hipertensi. 
Penelitian ini bertujuan untuk penentuan hipertensi berdasarkan faktor-faktor yang paling mempengaruhi 
menggunakan teknik data mining dengan menggunakan tiga metode yaitu decision tree Algortima ID3, 
naïve bayes dan regresi linier. Adapun atribut yang digunakan adalah Jenis Kelamin, Kategori Usia, 
Asupan Lemak dan Konsumsi Alkohol. Hasil perbandingan metode ini menggunakan Software Rapid 
Miner 5 dan Microsoft Excel untuk mengetahui metode yang paling akurat, sehingga dari hasil 
implementasi  tiga metode dapat diketahui berdasarkan nilai accuracy, precision, recall metode regresi 
linier lebih akurat digunakan dengan nilai accuracy 72,09% dan precision 78,52%. Atribut yang paling 
mempengaruhi dalam penentuan hipertensi di RSUD Dr. Moewardi Surakarta adalah Konsumsi Alkohol. 
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Abstract 
 
changes of lifestyle and many foods containing fat high as well as drinks containing alcohol that 
consumed by the community could cause the occurrence of hypertension, it can happen because the 
community doesn’t know factor of hypertension. This data patients in RSUD Dr. Moewardi Surakarta 
who previously only will be left alone and only causing accumulation of big data, this could be useful 
information to determine the hypertension. This research aims to the determination of hypertension based 
on factor the most affect using in data mining techniques with using three method are Decision tree 
Algoritma ID3, naïve bayes and regresi linier. While attribute – an attribute that used is gender, age 
categories, intake fat, consumption of alcohol and the results of hypertension. The results of a comparison 
this method using Software Rapidminer 5 and Microsoft Excel to know a method of the most accurate, so 
from the implementation of three method it can be seen based on virtue of value accuracy, precision, 
recall. Method of linear regression it is better used with having  value accuracy 72,09% and precision 
78,52% . An atribute that most affect in the determination of hypertension in RSUD Dr. Moewardi 
Surakarta is the consumption of alcohol.  
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1. PENDAHULUAN  
Rumah Sakit Umum Daerah Dr. Surakarta memberikan pelayanan untuk pemeriksaan tekanan 
darah di poli dalam, adapun penyakit hipertensi yang diklasifikasikan menjadi dua kategori yaitu 
YA dan TIDAK . Hipertensi adalah keadaan dimana supply oksigen dan nutrisi yang dibawa 
oleh darah terhambat dalam proses pengirimanya ke jaringan tubuh yang membutuhkan. 
Penyakit ini dapat menimbulkan gangguan pada organ tubuh lain karena menyebabkan organ-
organ tersebut harus bekerja lebih keras, keadaan ini disebut dengan komplikasi. (Ningrat Dkk, 
2012). Penelitian ini menerapkan data mining dengan membandingkan tiga metode dengan 
tujuan untuk memudahkan mencari faktor-faktor yang paling mempengaruhi dan mencari 
algoritma yang paling akurat dalam penentuan hipertensi serta memanfaatkan data yang setiap 
harinya meningkat dan hanya dibiarkan menumpuk, hal ini bisa dijadikan informasi yang 
bermanfaat dalam penentuan hipertensi. 
Data mining adalah proses yang menggunakan teknik statistik, machine learning untuk 
mengekstraksi dan mengidentifikasi informasi yang bermanfaat dan pengetahuan yang terkait 
dari database yang besar. (Ridwan Dkk, 2013). Decision tree dengan algoritma ID3 adalah 
metode yang menggunakan pohon keputusan dan konsep dari entropy informasi dalam pemilihan 
atau penentuan atribut dengan menggunakan Information Gain.(Obbie, 2015). Naïve bayes 
adalah suatu metode klasifikasi atau probabilitas yang berdasarkan teorema bayes, naïve bayes 
digunakan untuk membuat model dengan kemampuan prediktif pada studi kasus.(Manjusha et al, 
2014). Regresi linear adalah metode statistika yang digunakan untuk membentuk model 
hubungan antara variabel terikat (dependen) dengan satu atau lebih variabel bebas (independen). 
Apabila banyaknya variabel bebas hanya ada satu, disebut sebagai regresi linier sederhana, 
(Susanto, 2014). Berdasarkan permasalahan tersebut maka dalam penelitian ini akan dilakukan 
perbandingan terhadap 3 metode untuk menentukan hipertensi menggunakan data mining, yaitu 
metode Decision Tree algoritma ID3, Naive Bayes dan Regresi Linier. Diharapkan setelah 
diterapkan data mining, dapat memberikan informasi penentuan hipertensi dengan mudah dan 
mengetahui faktor-faktor yang paling mempengaruhi, serta mencari algoritma dengan nilai 
akurasi yang tinggi dengan hasil rekomendasi terbaik. 
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2.METODE PENELITIAN 
2.1 Penentuan Atribut dan Variabel  
Atribut dan variabel yang digunakan dalam data mining ini dihasilkan berdasarkan dari tujuan 
penelitian dan konsultasi kepada dokter di poli dalam, atribut dan variabel yang digunakan yaitu 
seperti pada Tabel 1 : 
Tabel 1. Atribut dan Variabel Pasien 
Atribut Variabel 
Jenis Kelamin X1 
Kategori Usia X2 
Asupan Lemak X3 
Konsumsi Alkohol X4 
Hasil Hipertensi Y 
Atribut dan variabel di hasilkan dari hasil konsultasi dengan dokter di poli dalam tentang faktor-
faktor yang mempengaruhi hipertensi di RSUD Dr.Moewardi surakarta.  
2.2 Pengumpulan Data Pasien 
Data yang digunakan adalah data pasien pemeriksaan hipertesi di poli dalam dan rekam medik 
tahun 2015 di RSUD Dr. Moewardi Surakarta. 
2.3 Penentuan Sampel Data Pasien 
Jumlah data pasien pada tahun 2015 yang diperoleh dari poli dalam dan rekam medik di rumah 
sakit Dr. Moewardi surakarta dihitung dengan metode Slovin untuk menentukan jumlah sampel 
yang digunakan sebagai data pengujian proses data mining (Nugroho, 2014) seperti pada 
persamaan 1. 
𝒏 =
𝑵
𝟏+𝑵𝒆𝟐
  …………………………………………………………. (1) 
Dimana : 
n = jumlah Sampel 
N = jumlah keseluruhan data  
e = persen toleransi ketidaktelitian dapat ditolerir (max 5%) 
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2.4 Penerapan Naive Bayes  
Naïve Bayes adalah suatu metode klasifikasi atau probabilitas yang berdasarkan teorema bayes, 
naïve bayes digunakan untuk membuat model dengan kemampuan prediktif pada studi 
kasus.(Manjusha et al, 2014) 
Persamaan 2 teorema Bayes : 
𝑃(𝐻|𝑋) =
P(X|H).P(H)
𝑃(𝑋)
  …………………………………………………..(2) 
2.5 Penerapan Decision Tree Algoritma ID3  
Decision tree adalah salah satu metode  algoritma yang mempunyai pohon keputusan  untuk 
menguji setiap node, serta menggunakan entropy dan information gain dalam menghitung setiap 
atribut.(Lakshmi et al, 2014) 
Persamaan 3 Rumus Entropy : 
𝐸𝑛𝑡𝑟𝑜𝑝𝑖(𝑦) =  −𝑝1log2p1 – 𝑝2log2p2 − … − 𝑝nlog2pn …………………... (3) 
Persamaan 4 Rumus Information Gain : 
𝑔𝑎𝑖𝑛(𝑦, 𝐴) = 𝑒𝑛𝑡𝑟𝑜𝑝𝑖(𝑦) − ∑
𝑦𝑐
𝑦𝑐∈𝑛𝑖𝑙𝑎𝑖(𝐴)
𝑒𝑛𝑡𝑟𝑜𝑝𝑖(𝑦𝑐) ……………........ (4) 
2.6 Penerapan Regresi Linier 
Regrsi linier adalah suatu metode statisitk yang sangat penting yang menyelidiki hubungan 
antara variabel respon Y (independen) dan variabel X (Prediktor). (Smadi & Abu-Afouna, 2012) 
Persamaan 5 Regresi Linier : 
𝑌𝑖 = 𝑏0 + 𝑏1𝑥1 …………………………..………………….…………… (5) 
3.HASIL DAN PEMBAHASAN 
3.1 Pengambilan Sampel Data Pasien 
Diketahui dalam satu tahun jumlah pasien pemeriksaan di poli dalam RSUD Dr.Moewardi 
Surakarta memiliki jumlah 7400 pasien dan memiliki toleransi ketidaktelitian 5%, Maka jumlah 
sampel yang akan diambil bisa dihitung berdasarkan Persamaan 1. 
n = 7400 / 1 + 7400 X (0.05)2 
n = 7400 / 1 + 7400 X 0.0025 
n = 7400 / 1 + 18.5 
n = 7400 / 19.5 
n = 379,487179487 pasien 
         Jadi dibulatkan menjadi 379 pasien. 
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3.2 Implementasi Naive Bayes Menggunakan  Software RapidMiner  5  
Rancangan Proses untuk memprediksi data pasien Hipertensi mengguanakan software 
RapidMiner 5 seperti Gambar 1. 
 
Gambar 1. Rancangan Proses Naive Bayes menggunakan data training. 
 
Hasil prediksi data pasien yang sudah di proses dapat dilihat pada Gambar 2. 
 
Gambar 2. Tampilan hasil Naïve Bayes untuk memprediksi hasil Hipertensi pada Result 
Perspective 
Berdasarkan Gambar 2 menunjukkan hasil prediksi penentuan hipertensi dengan nilai confidance 
“tidak dan nilai confidance “ya”. Dengan jenis kelamin “perempuan” dan kategori usia 
“dewasa”, dengan asupan lemak “cukup” dan konsumsi alkohol “tidak” menghasilkan niai 
confidance “tidak” 0,891 dan nilai confidance”ya” 0,109 serta menghasilkan prediksi  hasil 
hipertensi “Tidak”. 
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Hasil pada Scatter Plot Naive Bayes berdasarkan data testing dapat dilihat pada Gambar 3. 
 
Gambar 3. Tampilan Hasil Naive Bayes Scatter Plot Menggunakan Data Training 
Berdasarkan plot view pada gambar 3, menunjukkan penentuan hipertensi pasien dengan 
konsumsi alkohol “Ya” dengan kategori usia “Dewasa”,”remaja”,”tua” menghasilkan lebih 
dominan“Ya” hipertensi, sedangan untuk konsumsi alkohol “tidak” dengan kategori usia 
“dewasa”,”remaja”,”tua” menghasilkan lebih dominan “Tidak” hipertensi. Sedangkan konsumsi 
alkohol “ya” dengan kategori usia “remaja” mengasilkan “Ya” hipertensi. Sedangkan untuk 
konsumsi alkohol “tidak” dengan kategori usia “remaja” menghasilkan “Tidak” hipertensi. 
 
3.3 Implementasi  Regresi Linier menggunakan Software RapidMiner 5 
Rancangan proses dengan metode Regresi Linier menggunakan Software RapidMiner 5 
ditunjukkan pada   Gambar 4. 
 
 
Gambar 4. Rancangan Regresi Linier menggunakan Software RapidMiner 5 
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Tampilan untuk melihat hasil dari Scatter Plot, hasil dapat dilihat pada Gambar 5. 
 
Gambar 5. Hasil dari Scatter Plot menggunakan Software RapidMiner 5 
Berdasarkan plot view pada gambar 5 menunjukkan penentuan hipertensi pada pasien 
dengan konsumsi alkohol “ya” dan kategori usia “dewasa”, “tua” menghasilkan lebih dominan 
“Ya” hipertensi. Sedangkan untuk konsumsi alkohol “tidak” dan kategori usia “tua”,”dewasa” 
menghasilkan lebih dominan “Tidak” hipertensi. Untuk konsumsi alkohol “ya”,“tidak” dengan 
kategori usia “remaja” mengasilkan “Ya” hipertensi. 
3.4 Implementasi Decision Tree menggunakan Software RapidMiner 5 
Rancangan proses algoritma klasifikasi data pasien Hipertensi menggunakan Software 
RapidMiner 5 ditujukan pada Gambar 6. 
 
 
 
Gambar 6. Rancangan proses Decision Tree menggunakan data training 
Hasil skema pohon yang telah di proses data pasien pemeriksaan hipertensi menggunakan 
Software RapidMiner 5 dapat dilihat pada Gambar 7 
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Gambar 7. Hasil tampilan skema pohon Decision Tree untuk klasifikasi penentuan 
hipertensi  
Dari hasil skema pohon keputusan pada Gambar 7 atribut konsumsi alkohol menempati 
posisi sebagai root node. sedangkan posisi internal node pertama pada konsumsi alkohol “ya” 
adalah kategori usia, sedangkan posisi internal node pertama pada konsumsi alkohol “tidak” 
adalah jenis kelamin. Semua atribut yang digunakan dalam penelitian ini mempengaruhi dalam 
penentuan hipertensi pada pasien. 
3.5 Implementasi Perhitungan Naive Bayes Menggunakan Software Microsoft Excel 
Sebagai contoh perhitungan diambil data pasien yang memiliki ciri sebagai berikut : Jenis 
Kelamin “perempuan” Kategori Usia “tua” Asupan Lemak “cukup” dan Konsumsi Alkohol 
“tidak”. Apakah pasien tersebut mempunyai gejala Ya hipertensi atau Tidak Hipertensi ? hasil 
perhitungan menunjukkan  Persamaan 2. 
P(Y= Ya) = 187/379= 0,493 
P(Y= Tidak) = 192/379= 0,507 
P(X1= Perempuan |Ya = 76/187= 0,406 
P(X1= Perempuan|Tidak =97/192= 0,505 
P(X2= Tua |Ya = 169/187= 0,904 
P(X2= Tua |Tidak = 125/192= 0,651 
P(X3= Cukup |Ya = 109/187= 0,582 
P(X3= Cukup | Tidak = 155/192= 0,807 
P(X4= Ya |Ya = 118/187= 0,631 
P(X4= Ya |Tidak = 179/192=0,932 
HMAP dari fakta di atas dapat dihitung dengan : 
P(X1= Perempuan, X2= Tua, X3= Cukup, X4= Ya | Y= Ya) 
    =
76
187
×
169
187
×
109
187
×
118
187
×
187
379
=  0,067 
P(X1= Perempuan, X2= Tua, X3= Cukup, X4= Tidak | Y= Tidak) 
   =
97
192
×
125
192
×
155
192
×
179
192
×
192
379
= 0,125  
KEPUTUSAN PENENTUAN HIPERTENSI = TIDAK HIPERTENSI.  
9 
 
3.6 Implementasi Perhitungan Regresi Linear Menggunakan Software Microsoft Excel 
Pada metode regresi rumus dihasilkan dari rumus rapidminer 5 sebagai contoh diambilkan satu 
data uji sebagai berikut : Y =  0,309 * (Jenis Kelamin) - 0,400 * (Kategori Usia) - 0,512 (Asupan 
Lemak) - 1,122 * (Konsumsi Alkohol) + 0,874 -0,309 * (Jenis Kelamin) +0,400* (Kategori 
Usia) + 0,512 * (Asupan Lemak) + 1,122 * (Konsumsi Alkohol) -0,874 . Memasukkan nilai 
variabel X ke dalam model regresi :  
 X1= 1, X2=1, X3=0, X4=0. Sehingga, Y = (0,309*1) - (0,400*1) – (0,512*0) – (1,122*0) + 0,874 
– (0,309*1) + (0,400*1) + (0,512*0) + (1,122*0) – 0,874 = 0.  
Hasil perhitungan dengan menggunakan rumus hasil rapidminer 5 menghasilkan nilai nol, yang 
berakti “Tidak” hipertensi.                                                
3.7 Implementasi Perhitungan Decision Tree Menggunakan Software Microsoft Excel 
3.7.1 Menentukan Root Node Atribut 
Atribut yang memiliki nilai information Gain tertinggi dipilih sebagai Root Node. Hasilnya dapat 
dilihat pada Tabel 3. 
Tabel 3. Information Gain tertinggi 
Atribut Nilai gain 
Jenis Kelamin 0,007 
Kategori Usia 0,078 
Asupan Lemak 0,044 
Konsumsi Alkohol 0,104 
Dari Tabel 3 dapat disimpulkan bahwa atribut konsumsi alkohol menepati sebagai root note 
dapat dilihat pada Gambar 8. 
 
Gambar 8. Root Node 
3.7.2 Menentukan Internal Node pertama Atribut 
Menentukan Internal Node pada Konsumsi Alkohol “Ya” didapatkan nilai Informatin Gain  pada 
Tabel 4. 
Tabel 4. Nilai Informaton Gain Kategori Usia 
Nilai Information 
gain 
Konsumsi 
Alkohol “Ya” 
Jenis Kelamin 
0,000 
Kategori Usia 
0,178 
Asupan Lemak 
0,012 
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Dari hasil Tabel 4 dapat disimpulkan bahwa atribut Kategori Usia merupakan internal node 
pertama pada konsumsi alkohol “ya”. Dapat dilihat pada Gambar 9. 
 
Gambar 9. Internal Node Pertama 
3.7.3 Menentukan Internal node kedua Atribut 
Menentukan Internal Node pada konsumsi alkohol “ya” dengan kategori usia “dewasa” hasilnya 
seperti pada Tabel 5. 
Tabel 5. Nilai Information Gain konsumi alkohol “ya” dengan kategori usia “Dewasa” 
Nilai Information 
Gain 
Konsumsi Alkohol “ya” 
dengan Kategori Usia 
“Dewasa” 
Jenis Kelamin 0,000 
Asupan Lemak 0,129 
Dari hasil Tabel 5 dapat disimpulkan bahwa atribut asupan lemak merupakan internal node 
kedua pada konsumsi alkohol “ya” dengan kategori usia “dewasa” Dapat dilihat pada Gambar 
10. 
 
Gambar 10. Internal Node Kedua 
3.7.4 Menentukan Internal Node ketiga dan leaf node Atribut 
Menentukan internal node ketiga dan leaf node pada konsumsi alkohol “ya” dengan kategori 
usia “dewasa” pada asupan lemak “cukup” dan jenis kelamin “laki-laki” hasilnya seperti pada 
Tabel 6. 
Tabel 6. Nilai Information Gain Jenis Kelamin “laki-laki” 
Nilai Information Gain 
Konsumsi Alkohol “ya” , Kategori Usia 
“Dewasa” Asupan Lemak “cukup” dan Jenis 
Kelamin “laki-laki” 
Jenis Kelamin 
0,000 
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Dari hasil Tabel 6 dapat disimpulkan bahwa konsumi alkohol “ya” dengan kategori usia 
“dewasa” asupan lemak “cukup” dan jenis kelamin “laki-laki” menghasilkan leaf node “Tidak” 
Hipertensi dikarenakan hasil dari Information Gain bernilai 0 dapat dilihat pada Gambar 11. 
 
Gambar 11. Internal Node ketiga dan Leaf Node 
3.8 Hasil Perbandingan 3 Metode Data Mining 
Setelah melakukan analisa dari 3 metode tersebut untuk mengetahui metode tinggi tingkat 
akurasinya dengan hasil rekomendasi yang paling baik dalam penelitian ini yaitu Decision Tree, 
Naive Bayes dan Regresi Linier. Maka selanjutnya melakukan perbandingan berdasarkan nilai 
accuracy, Precision dan Recall. Hasil perbandingan dapat dilihat pada  Tabel 7.  
 
Tabel 7. Hasil Perbandingan 3 Metode Data Mining 
Komponen Decision Tree Naive Bayes Regresi Linier 
Accuracy 70,98 % 72,56 % 73,09 % 
Precision 73,91 % 76,10 % 78,52 % 
Recall 63,64 % 64,71 % 62,57 % 
 
Berdasarkan hasil perbandingan pada Tabel 7, dapat disimpulkan bahwa metode Regresi Linier 
merupakan metode yang memiliki tingkat Accuracy 73,09% dan Precision 78,52% lebih baik 
digunakan dalam penelitian ini, sedangkan metode Naive Bayes memiliki tingkat Recall 64,71% 
yang lebih baik, dan metode Decision Tree memiliki tinkgkat Recall 63,64% lebih baik 
dibandingkan dengan metode Regresi Linier 62,57%. 
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3.9  Hasil Penelitian 3 Metode Data Mining 
Dari hasil analisa yang dilakukan memberikan gambaran dalam penentuan Hipertensi dengan 
tiga metode. Metode yang digunakan adalah metode Decision Tree Algoritma ID3, Naive Bayes 
dan Regresi Linear. Hasil penelitian ini dapat diketahui sebagai  berikut: 
1. Hasil penelitian menggunakan metode Decision Tree Alogritma ID3  
Dalam penelitian ini menghasilkan Konsumsi Alkohol sebagai atribut yang paling 
mempengaruhi. Hal Ini dibuktikan pada metode Decision Tree bahwa Konsumi Alkohol yang 
menepati posisi sebagai root node. Aturan yang terbentuk dari hasil penelitian bahwa jika 
konsumsi alkohol “ya” maka tergantung pada kategori usia. 
a. Pada konsumsi alkohol “ya” dengan kategori usia “dewasa” dipengaruhi asupan lemak 
“cukup” dan dengan jenis kelaminn “laki-laki” maka pasien menderita “Ya” hipertensi, 
b. Untuk konsumsi alkohol “ya” dengan kategori usia ”dewasa” dipengaruhi asupan lemak 
“lebih” dan dengan jenis kelamin “laki-laki” maka pasien menderita “ya” hipertensi.  
c. Untuk konsumsi alkohol “ya” dengan kategori usia “remaja” maka pasien “tidak” hipertensi. 
Sedangkan untuk konsumsi alkohol “ya” dengan jenis kelamin “laki-laki” dan dipengaruhi 
asupan lemak “cukup” maka pasien menderita “ya”hipertensi. 
d. Untuk konsumsi alkohol “ya” kategori usia”tua” dengan jenis kelamin “laki-laki” dan 
dipengaruhi asupan lemak “lebih” maka pasien menderita “ya”hipertensi. 
e. Pada konsumsi alkohol “tidak” dapat dipastikan akan menghasilkan pasien “tidak” hipertensi, 
kecuali pasien dengan kategori usia “tua” dan dipengaruhi asupan lemak “lebih” maka pasien 
penderita “ya” hipertensi. 
2. Hasil penelitian menggunakan metode Naive Bayes  
a. Dalam penelitian ini menghasilkan prediksi yaitu pada pasien dengan ciri-ciri jenis kelamin 
“perempuan” dengan kategori usia “tua” asupan lemak “cukup” dan konsumsi alkohol 
“tidak”menghasilkan pasien “tidak” hipertensi. 
b. Sedangkan pada pasien dengan ciri-ciri jenis kelamin “laki-laki” dengan kategori usia “tua” 
asupan lemak “lebih” dan konsumsi alkohol “ya” menghasilkan pasien “ya”hipertensi. 
3. Hasil penelitian menggunakan metode Regresi Linier 
Dalam penelitian ini menghasilkan rumus yang dihasilkan oleh rapidminer 5 untuk penentuan 
hipertensi dapat diambil contoh pada penelitian ini : 
a. Pada pasien dengan ciri-ciri jenis kelamin”laki-laki” dengan kategori usia “dewasa” dan 
asupan lemak “cukup” konsumsi alkohol “tidak” dan menghasilkan pasien “Tidak”hipertensi  
b. Sedangkan pada pasien dengan ciri-ciri jenis kelamin “laki-laki” dengan kategori usia “tua” 
dan asupan lemak “lebih” konsumsi alkohol “ya” menghasilkan pasien “Ya”hipertensi. 
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4.PENUTUP 
Berdasarkan hasil penelitian, maka dapat disimpulkan bahwa : 
a. Konsumsi Alkohol merupakan atribut yang paling mempengaruhi dalam penelitian ini. Hal ini 
dibuktikan pada metode Decision Tree yang menghasilkan konsumsi alkohol menempati 
sebagai root node.  
b. Berdasarkan nilai accuracy dan precision, metode Regresi Linier memiliki nilai yang lebih 
baik dibandingkan dengan metode yang lain, dengan nilai accuracy 73,09% dan precision 
78,52%. 
c. Berdasarkan nilai recall  metode Naive Bayes memiliki nilai lebih tinggi dibandingkan 
dengan metode yang lain, dengan nilai recall  64,71%.  
d. Data yang melimpah dan menumpuk yang hanya menjadikan beban database bisa di jadikan 
informasi yang berguna dan bermaanfaat dengan menerapkan data mining. 
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