Improved Stability Criterion for Recurrent Neural Networks With Time-Varying Delays.
In this brief, the problem of delay-dependent stability of recurrent neural networks with time-varying delays is studied. A newly augmented Lyapunov-Krasovskii functional (LKF) that considers the information of the nonzero lower bound of time-varying delays is developed. Moreover, the information of the delayed state terms is not considered as elements of augmented vectors when constructing the LKF. An improved stability criterion with the framework of linear matrix inequalities is derived by employing the integral inequality and reciprocally convex combination. With the comparison to the existing ones, the developed stability criterion for neural networks has less conservatism and complexity. Finally, two widely used numerical examples are given to show the effectiveness and superiority of the obtained stability criterion.