We derive the matrix that minimizes a quadratic criterion subject to linear equality constraints. Since we do not assume that the matrix of the quadratic form criterion is nonsingular, our optimization result is more general than those previously published. We make use of the extended result of this paper to (i) obtain the best linear unbiased estimate of the parameters in a linear regression with singular residual covariance, and (ii) design a (temporal or spatial) lter with prespeci ed stop-and pass-bands.
Introduction and Preliminaries
Consider the following optimization problem: min H H RH subject to H = C (1.1) where the superscript denotes the conjugate transpose; H 2 C m n (with m > n) is the matrix variable of the problem; and R 2 C m m , 2 C m p (with m > p) and C 2 C p n are given matrices. R is assumed to be (Hermitian and) nonnegative de nite, and to have full (column) rank: R = R 0 (1.2) and rank( ) = p (1. 3)
The assumption (1.2) above on R guarantees that a solution to the problem (1.1) exists.
Assumption (1.3) on is actually no restriction as any set of linear constraints with a rankde cient can be brought to a form that satis es ( In some applications, however, the matrix R is singular and hence (1.4) is not applicable.
Examples of such applications include: (i) Capon-like spectral estimation with singular data covariances (a singular data covariance matrix may occur in either high SNR scenarios or when the number of data samples collected is less than the dimension of the data vector); (ii) Best linear unbiased estimation (BLUE) of the parameters in linear regression models with singular residual covariance; and (iii) Filter design problems with narrow-band stop and pass bands.
In the next section, we derive the solution to the optimization problem (1.1) under the conditions (1.2) and (1.3). The known solution (1.4), which holds whenever R is strictly positive de nite, is readily shown to be a special case of our more general result. In Section 3, we make use of our matrix optimization result to solve the aforementioned BLUE problem (see, for example, 2] and 3] for other derivations of the BLUE in case of singular residual covariances). Finally, in Sections 4 and 5, we provide a solution to the lter design problem mentioned in (iii) above, and compare the frequency characteristics of the so-derived lter with those of a lter obtained by a more ad-hoc design.
2 Matrix Optimization Result It follows from (2.9) and (2.10) that:
(which is, of course, nothing but a consequence of (2.8) and the fact thatR yR is the orthogonal projector onto R(R)). Combining (2.13) and (2.15) yields:
From (2.12) and (2.16), we obtain:
and the proof is concluded.
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The minimum value of the matrix criterion in (1.1) can be readily derived. Indeed, a simple calculation shows that
Whenever the matrix R is known to be nonsingular, the range space inclusion result, (2.8), in the proof of the above theorem holds regardless of whether P is singular or nonsingular. Therefore in such a case, we can set P = 0 in (2.1), which immediately leads to the known special result (1.4). Such an estimate is said to be unbiased if its expected value equals the true parameter vector:
where E( ) denotes the expectation. Under the assumption that E(e) = 0, it is readily checked that E(y) = . Hence the estimate (3.2) is unbiased, for any , if and only if:
Let R denote the noise covariance matrix:
and assume that E(ee T ) = 0 (which means that e has a circularly symmetric distribution). (3.6) it follows that the derivation of the BLUE amounts to solving the following optimization problem:
min H H RH subject to H = I (3. 7)
The solution to (3.7) is provided by the theorem proved in Section 2. Inserting the so-obtained solution of (3.7) into (3.2), we arrive at the following BLUE formula:
= (R + P ) y ] ?1 (R + P ) y y The integerm above should be selected as a compromise between performance and computational complexity. More exactly, the performance of the lter obtained from (4.2) should improve asm increases (indeed, the larger them, the ner the grids used to describe s and p , and hence the smoother the lter characteristic over these frequency bands). On the other hand, the computational e ort necessary to compute the solution to the lter design problem (4.2) can be expected to increase with increasingm (see below for details). Additionally, note thatm should not be chosen much larger than m; otherwise the columns in both (4.4) and (4.5) will become nearly linearly dependent.
In the above type of lter design problems, there is usually enough a priori information to choose (k; k) and (p; p) such that (k ? k) m and (p ? p) m. In other words, the speci ed stop-and pass-bands, s and p , are typically quite narrow. In particular, this implies that the matrix R in (4.2) and (4.3) is singular (and so is R + ). Consequently, solving the optimization problem (4.2) requires the extended result (2.1) rather than its particular case (1.4). For other choices ofm, di erent from (4.14), h a will generally be di erent from h o .
It is worth noting that the gain at the grid points in s is equal to zero! Assume that the matrix h S i has full column rank, which is the normal case in the lter design problem.
Then using (4.12) yields: Remark. The above calculation shows the gain at the grid points in s . The gain should stay small in between the grid points, at least ifm is reasonably large (but not much larger than m, as already explained). 2
As expected, h a has a larger gain in the stop-band: Finally, we remark that the lter design solution previously introduced can mutatis mutandis be applied to non-uniformly sampled time series data or to spatial signals measured by an array of sensors. The only di erence from the previously described application will lie in the de nitions of the a( ) vector (see, e.g., 4,5]).
Numerical examples of lter design
In this section we compare the frequency characteristics of h o and h a in a number of cases of interest. In the rst case the pass-band and the stop-band are well-separated : s = (0:63; 1:88) and p = (3:46; 4:08). The lter length is set to m = 20 andm is set tom = m. The constant signi cantly a ects the performance of the lter, as a small gives only a marginal improvement over the ad-hoc solution, while a higher gives a very good performance in s and p but also in ates the \noise gain" outside these bands. The parameter can thus be used to modify the lter depending on the present amount of wide-band noise. In the following examples we have set = 1:5. With this choice of , the bands s and p above can be described as in (4.7) and (4.8) with (k = 3; k = 9) and (p = 16; p = 19).
As seen from Figure 1 , the optimal solution reduces the stop-band gain by more than 20 dB as compared to the ad-hoc solution. Outside the frequency bands s and p , the performance of the optimal solution is slightly worse than that of the ad-hoc solution as predicted by the previous analysis.
By increasing the length of the lter the performance of the optimal lter compared to the ad-hoc lter is signi cantly improved in the stop-band, as shown in Next we study the case when the stop-band and passband are more closely located : s = (0:63; 1:88) and p = (2:83; 3:46), (k = 3, k = 9, p = 13 and p = 16). As seen from Figure 3 the \noise gain" for the optimal solution increases as the stop-and pass-bands move closer together. Also notice that the frequency response of the ad-hoc lter changed little as compared with the previous case.
Another case of interest is the case of narrower pass-and stop-bands. In the following example s = (1:51; 1:88) and p = (3:39; 3:77), (k = 7, k = 9, p = 16 and p = 18). As the bands are smaller in this case, should be increased to give a similar performance as in previous cases, therefore is here set to 2:5.
The optimal lter h o once more outperforms the ad-hoc one h a , as shown in Figure 4 . More exactly the performance of h o in the stop-band is much better than that of h a , whereas the performance of the two lters outside s are similar. 
