In many practical applications, we are interested in computing the product of given matrices and/or a power of a given matrix. In some cases, the initial matrices are only known with interval uncertainty. It turns out that under this uncertainty, there is a principal difference between the product of two matrices and the product of three (or more) matrices:
WHY INTERVAL MATRICES
In many real-life situations, we do not know the exact value of a physical quantity x, we only know the interval x of possible values of x. This happens, e.g., if our information about x comes from measurement, and the only information that we have about the possible error of the measuring instrument is that this error is guaranteed not to exceed a certain bound ∆. In this case, if the measurement result is x, then from the fact that | x − x| ≤ ∆, where x is the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 
A typical example of when matrices emerge is when we describe the system's dynamics, i.e., how it transforms from a state s(t) = (s 1 (t), . . . , s n (t)) at a given moment of time t to the state s(t + 1) = (s 1 (t + 1), . . . , s n (t + 1)) at the next moment of time t + 1. In general, we have a dependence
. . , sn(t)).
In many practical situations, e.g., in control, we have a stable state s (0) that does not change in time, and we are interested in small deviations from this stable state s(t) ≈ s (0) , i.e., the situations when ∆s i (t)
is small. In terms of ∆si, the dynamic equation can be written as follows: ∆s i (t + 1) = F i (∆s 1 (t), . . . , ∆s n (t)).
Since the values ∆s i (t) are small, we can often safely ignore the quadratic and higher order terms in the dependence Fi, and assume that the function Fi is linear. Since ∆s1(t) = . . . = ∆sn(t) = 0 leads to ∆si(t + 1) = 0, this linear dependence has no free term, i.e.:
for some coefficients aij. These coefficients form a matrix A, and in terms of this matrix, the dynamic equations take the form of a matrix product: ∆s(t + 1) = A ∆s(t). In many real-life situations, we do not know the exact values of the quantities aij; for each i and j, we only know the interval aij of possible values of aij; see, e.g., [2, 3] . These intervals form an interval matrix in the following sense: Definition 1. By an square interval matrix (or simply interval matrix, for short), we mean a square matrix whose elements are intervals: 
Definition 2. We say that a matrix A with entries a ij is consistent with the information described by an interval matrix -and denote it by A ∈ A -if aij ∈ aij for all i and j.
WHY PRODUCTS OF INTERVAL MA-TRICES
In many application problems, it is important to find the product of two or more matrices. For example, if the transition (2) from the moment t to the moment t + 1 is described by a matrix A, and the transition from the moment t + 1 to the moment t + 2 is described by a matrix B, then the transition from the moment t to the moment t + 1 can be described by the product matrix C = BA, with entries
So, in the situations when the only information that we have about A is that A ∈ A, and the only information that we have about B is that B ∈ B, we would like to know the resulting bounds on c ij , i.e., we would like to know, for every i and j, the set (interval) of possible values:
Definition 3. By a product of two n × n interval matrices A and B, we mean an interval matrix with the entries
Similar, for a transition from t to t + 3, we are interested in the "product" of three interval matrices: Definition 4. By a product of three n × n interval matrices A, B, and C, we mean an interval matrix with the entries
How can we compute these products?
COMPUTING PRODUCTS OF INTER-VAL MATRICES: TRADITIONAL AP-PROACH
The problem of computing the product of two or three matrices is a particular case of the following general problem: we have a function f (x 1 , . . . , x n ) of n variables, we know the interval x i of possible values of each of these variables, and we must find the range
of this function when x i ∈ x i . This general problem is called the problem of interval computations; see, e.g., [5, 6, 13] .
It is known that this range estimation problem is, in general, NP-hard [7] . Interval computations techniques enable us to either compute this range exactly, or at least to provide an enclosure for this range. For the case when n = 2 and the function f (x1, x2) is one of the standard arithmetic operations (+, −, multiplication, etc.), there are known explicit formulas for the range of f . For example,
These formulas form interval arithmetic; see, e.g., [5, 6, 13] . One way to compute the range for more complex functions f is to use straightforward ("naive") interval computations, i.e., replace each operation forming the algorithm f with the corresponding operation from interval arithmetic. This technique leads to an interval that is guaranteed to be an enclosure, i.e., to contain the desired range; it is known, however, that sometimes, this interval contains excess width, i.e., it is wider than the desired range [5, 6, 13] .
An important case when straightforward interval computations lead to the exact range is the case of single-use expressions (SUE), when each variable x i occurs only once; see, e.g., [4, 5] . So, we immediately arrive at the (known) feasible algorithm for computing the product of two interval matrices: Proposition 1. There exists a feasible (polynomialtime) algorithm for computing the product of two interval matrices.
Proof. Indeed, the formula (4) is a SUE, so for the product AB = (c ij ) of two interval matrices, we can compute cij as follows:
COMPUTING THE PRODUCT OF THREE INTERVAL MATRICES IS NP-HARD
For the product D = ABC of three matrices, the expres-
a ik ·b kl ·c lj is not SUE, so we can only guarantee that the straightforward interval computation leads to an enclosure. Actually, we can prove not only that it is not always exact, but that the problem of computing the exact product (6) of three interval matrices is NP-hard:
The problem of computing the exact product of three square interval matrices is NP-hard.
Proof. Indeed, it is known [7, 14] that the following problem is NP-hard: given a square matrix B = (bij), compute the range of the sum
. This sum is a product of three matrices: x T By. To extend this result to n × n matrices A, B, and C, we can simply add 0s to x T and y:
For the product D = ABC, we have d11 = x T By. So, since computing the range of x T By is NP-hard, computing the range ABC is also an NP-hard problem.
WHY POWER OF A MATRIX
In many practical situations, we know that the system is stationary, i.e., that the transition from each moment of time to the next is described by the same matrix A. In this case, the transition from the moment t to the moment t+2 is described by the matrix A 2 , the transition from the moment t to the moment t + 3 is described by the matrix A 3 , etc. When we only know A with interval uncertainty, i.e., when we only know that A ∈ A for a given interval matrix A, then we would like to know, for every i and j, the set (interval) of possible values of A 2 and/or A 3 :
Definition 5. By a square A 2 of an interval matrix A, we mean an interval matrix with entries
Definition 6. By a cube A 3 of an interval matrix A, we mean an interval matrix with entries
FEASIBLE ALGORITHM FOR COM-PUTING THE SQUARE OF AN INTER-VAL MATRIX
For B = A 2 , the expression bij = n k=1 a ik · a kj is not SUE.
For example, for i = j, we have two occurrences of a ij : aij · ajj (when k = j) and aii · aij (when k = j). However, the problem is still feasible:
Proposition 2. There exists a feasible (polynomialtime) algorithm for computing the square of an interval matrix.
Proof. Indeed, the above occurrences are the only case when we have a multiple occurrence of a ij in the formula for the square matrix b ij . We can therefore reformulate the formulas for A 2 into the following equivalent SUE expression:
Similarly, the expression for bii can be reformulated in the SUE form:
By applying straightforward interval computations to these expressions, we get a feasible algorithm for computing the exact bounds for A 2 :
COMPUTING THE CUBE OF AN IN-TERVAL MATRIX: INTERVAL MATRIX PRODUCT IS NOT ASSOCIATIVE
For A 3 , we can, in principle, also use straightforward interval computations and compute the enclosure. It is worth mentioning that not only the resulting enclosure is not exact, but we get different results depending on the order in which we apply the matrix multiplication.
Namely, let us denote the straightforward product (10) of two interval matrices by A * s B. Then, this operation is not even associative: in general, (A * s A) * s A = A * s (A * s A). Such an example was first given in [10, 11, 12] ; in this paper, we give the simplest possible example of a 2 × 2 matrix A in which only one entry is known with interval uncertainty and all the values and endpoints of the intervals are equal to 0, 1, or −1:
.
1 + a 12 −(1 + a 12 ) ; hence
Comment. It should not be surprising that if we take uncertainty into consideration, then a previously associative operation becomes non-associative. For example, in constructive mathematics, a computable real number x is usually defined as an algorithm that maps a natural number k into a 2 −k -approximation r(k) to the number x, i.e., into the rational number for which |x − r(k)| ≤ 2 −k ; see, e.g., [1] for the general introduction and [8, 9] for the software implementation.
If we know such algorithms r and s for two real numbers x and y, then we can construct the algorithm r ⊕s for approximating the sum x+y: namely, (r⊕s)(k) = r(k+1)+s(k+1);
If we have three numbers x, y, and z to add, with the algorithms r, s, and t, then we can construct the algorithm for approximating the sum x + y + z as either (r ⊕ s) ⊕ t or as r ⊕ (s ⊕ t). Let us show that these two algorithms are, in general, different, i.e., that ⊕ is not associative.
Proposition 3. The operation ⊕ is not associative.
and, similarly,
As an example where these expressions differ, let us take three algorithms that approximate the real number 0:
Non-associativity also naturally emerges if we consider probabilistic uncertainty; see, e.g., [15] .
COMPUTING THE CUBE OF AN IN-TERVAL MATRIX IS NP-HARD
Let us prove that, in general, computing A 3 is NP-hard.
Theorem 2. The problem of computing the cube of an interval matrix is NP-hard.
Proof. For this proof, we will use the same result from [7, 14] as we used to prove that computing the product of three interval matrices is NP-hard: that, given a square matrix B = (b ij ), it is NP-hard to compute the range of the product x T By, where x i = y j = [−1, 1]. Specifically, for each n × n matrix B, we will consider the following (2n + 2) × (2n + 2) interval matrix:
where
Please note that L is a traditional (number-valued) matrix, i.e., a degenerate case of an interval matrix -that is why we denoted it by the font reserved for such matrices. On the other hand, the matrix U has non-degenerate interval entries and is, thus, a truly interval matrix.
For every matrix
we have
hence
Here,
Since computing the range of x T By is NP-hard, computing the range A 3 is also an NP-hard problem.
CONCLUSION
In many practical applications, the relation between the state s(t) = (s1(t), . . . , sn(t)) at a moment of time t and the state s(t + 1) at the next moment of time is linear, i.e., has the form s(t + 1) = A(t)s(t) for some matrix A(t) -that may be, in general, different for different moments of time t. In this situation, the transition over several time intervals, i.e., the transition from s(t) to s(t + k), where k ≥ 2, is described by a formula s(t + k) = Cs(t), where C = A(t + k − 1)A(t + k − 2) . . . A(t) is the product of k matrices A(t + k − 1), . . . , A(t). For stationary systems in which the transition matrix A(t) = A is the same for all moments t, we get a similar formula s(t + k) = Cs(k), where C = A k . So, to describe such transitions, it is important to compute the product of given matrices and/or a power of a given matrix.
In some real-life cases, the initial matrices are only known with interval uncertainty. In such situations, different possible values a ij (t) of matrix entries for A(t) lead, in general, to different entries c ij in the resulting matrix C. It is desirable to find the exact range of values for these entries.
It is -more or less -known that the problems of computing the exact range for the product of two matrices -and for the square of a matrix -are computationally feasible. In this paper, we show that already for three matrices, the situation is radically different. Specifically, we prove that the problems of computing the exact ranges for the product of three matrices -and for the third power of a matrix -are NP-hard.
