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The non-ending growth of data traffic resulting from the continuing emergence of Internet 
applications with high data-rate demands sets huge capacity requirements on optical interconnects 
and transport networks. This requires the adoption of optical communication technologies that can 
make the best possible use of the available bandwidths of electronic and electro-optic components 
to enable data transmission with high spectral efficiency (SE). Therefore, advanced modulation 
formats are required to be used in conjunction with energy-efficient and cost-effective transceiver 
schemes, especially for medium- and short-reach applications. Important challenges facing these 
goals are the stringent requirements on the characteristics of optical components comprising these 
systems, especially laser sources. Laser phase noise is one of the most important performance-
limiting factors in systems with high spectral efficiency. In this research work, we study the effects 
of the spectral characteristics of laser phase noise on the characterization of lasers and their impact 
on the performance of digital coherent and self-coherent optical communication schemes. The 
results of this study show that the commonly-used metric to estimate the impact of laser phase 
noise on the performance, laser linewidth, is not reliable for all types of lasers. Instead, we propose 
a Lorentzian-equivalent linewidth as a general characterization parameter for laser phase noise to 
assess phase noise-related system performance. Practical aspects of determining the proposed 
parameter are also studied and its accuracy is validated by both numerical and experimental 
demonstrations. Furthermore, we study the phase noises in quantum-dot mode-locked lasers (QD-
MLLs) and assess the feasibility of employing these devices in coherent applications at relatively 
low symbol rates with high SE. A novel multi-heterodyne scheme for characterizing the phase 
noise of laser frequency comb sources is also proposed and validated by experimental results with 
the QD-MLL. This proposed scheme is capable of measuring the differential phase noise between 
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multiple spectral lines instantaneously by a single measurement. Moreover, we also propose an 
energy-efficient and cost-effective transmission scheme based on direct detection of field-
modulated optical signals with advanced modulation formats, allowing for higher SE compared to 
the current pulse-amplitude modulation schemes. The proposed system combines the Kramers-
Kronig self-coherent receiver technique, with the use of QD-MLLs, to transmit multi-channel 
optical signals using a single diode laser source without the use of the additional RF or optical 
components required by traditional techniques. Semi-numerical simulations based on 
experimentally captured waveforms from practical lasers show that the proposed system can be 
used even for metro scale applications. Finally, we study the properties of phase and intensity noise 
changes in unmodulated optical signals passing through saturated semiconductor optical amplifiers 
for intensity noise reduction. We report, for the first time, on the effect of phase noise enhancement 
that cannot be assessed or observed by traditional linewidth measurements. We demonstrate the 
impact of this phase noise enhancement on coherent transmission performance by both semi-
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      Chapter 1 : Introduction 
Introduction 
1.1 Motivation and Outline 
Driven by the growing use of internet traffic in a wide range of applications that require high data 
throughput, such as ultra-high definition video streaming and gaming, cloud computing, and 
modern mobile network services, there is a huge demand for optical communication networks to 
cope with the required transmission capacities. This growth includes all the different scales of 
optical networks, ranging from short interconnects used to transmit data between network elements 
in the same datacenter room, to metro, regional, long-haul, and submarine transmission systems 
that can extend to thousands of kilometers in reach, operating at multiple tera bit per second (Tb/s) 
rates for each optical fiber link. This growing demand of higher network capacity requires existing 
systems to upgrade in a scalable fashion, with minimum cost and energy per transmitted bit. This 
can only be achieved by developing modern transmission technologies with high spectral 
efficiency (SE) to upgrade the current optical networks represented by the deployed fiber 
infrastructures and the photonic system components comprising the wavelength division 
multiplexing (WDM) network nodes, like optical amplifiers, filters, and (de)multiplexers. 
Furthermore, dynamic reconfigurability of optical networks is also required to address the time-
changing nature of traffic demands and desired service availability and survivability with 
reconfigurable optical add-drop multiplexing (ROADM) capabilities at high transport efficiency. 
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Therefore, advanced transmission schemes with higher spectral efficiency and robustness against 
transmission impairments are needed to meet these requirements in the current and next generation 
of optical transmission systems.  
Current high-speed optical links used in medium- and short-reach optical interconnects 
operate at data rates of 10 to 200 Gb/s per wavelength, carrying time-division-multiplexed (TDM) 
and Ethernet packet data. This includes different commercial standards. For example, the 
synchronous optical network (SONET) and the synchronous digital hierarchy (SDH) as TDM 
standards, the modern optical transport network (OTN) standard [1], and the packet-based optical 
client interface standards of (ultra-)high-speed Ethernet services ranging from the 1 GbE to the 
200 GbE standards [2]. The current efforts of standardization organizations are focused on 
standardizing the 400 GbE and 800 Gbps interfaces for the next generation of optical interconnects 
[3]. Technology forecasts show a potential demand for interconnect technologies operating at > 
Tb/s rates in the foreseeable future. Transceivers operating at these high data rates are required to 
have high energy efficiency, low system complexity and cost, and small transceiver footprint to 
allow higher port density. This is important especially for systems employing nested client 
interfaces on the front panels of data equipment boards in high-capacity packet-network routers 
and datacenters, comprising most practical systems using these high throughput technologies 
today. Intensity modulation and direct detection (IMDD) schemes, known for their low system 
complexity and cost, are the dominant technologies used in the current standards of these short-
reach applications. For instance, the 4-level pulse amplitude modulation (PAM4) is the modulation 
scheme used in the modern standards of 200 GbE and 400 GbE. The practical SE of < 2 bit/s/Hz 
of this modulation scheme mandates the use of multiple coarse WDM (CWDM) channels to 
achieve the required ≥ 200 Gb/s rates, with the highest available bandwidths of the electronic and 
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electro-optic components limited to only tens of GHz [3]. The link reach of these schemes can 
extend to only a few kilometers before the linear fiber impairments, such as power losses and 
chromatic dispersion, become unmanageable. Digital coherent technology, on the other hand, can 
provide much higher SE by enabling high-order quadrature amplitude modulation (QAM) formats 
and polarization multiplexing. However, this technology has relatively higher complexity and cost 
stemming from the stringent requirements on the specifications of subsystem components such as 
the laser sources, optical modulators and receivers, and the essential digital signal processing 
(DSP) units. These requirements have limited the use of coherent technology primarily to high-
capacity long reach applications that require high performance and resilience to severe channel 
impairment conditions. Employing the coherent technologies in short and medium reach 
applications only recently became a very active area of research in academic and industrial 
communities, with various schemes and technologies demonstrated to achieve high spectral 
efficiency and channel impairment mitigation capabilities. Therefore, ongoing research works aim, 
generally, to make the best utilization of the bandwidths of state-of-the-art electronic and electro-
optic components at the lowest possible complexity, cost, and energy consumption. 
The focus of this dissertation is to investigate, in depth, one of the major concerns in the 
design and implementation of coherent optical transceivers for short reach applications: laser phase 
noise. Phase noise is one of the performance-limiting factors in coherent communication systems 
in which the information is carried by both the phase and the intensity of the optical carrier. In 
general, phase noise can be induced by transmitter and receiver laser sources, nonlinear effects in 
the fiber channel or other system components such as the optical amplifiers, limited accuracy of 
the compensation of frequency offset between the transmitter and receiver laser sources, or by 
some digital signal processing stages, such as the equalization-enhanced phase noise (EEPN) [4-
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6]. The overall phase perturbations from these different sources must be tracked and compensated 
at the receiver side by (digital or analog) signal processing before making decisions on the received 
signals to recover the transmitted information bits. High-quality laser sources with low levels of 
phase noise, typically, external cavity lasers (ECLs), are usually used in coherent systems that are 
developed for long reach applications. However, these lasers are usually associated with high 
fabrication complexity, high costs, and relatively large footprints. This limits the feasibility of 
using these types of lasers for short reach coherent applications, where lasers are the main sources 
of phase noise. Although laser phase noise is a well-known and extensively studied impairment, 
there is still a lack of systemic investigations to embrace lasers with non-white phase noise and 
specify their impact on the performance of DSP-enabled coherent optical systems. To this end, 
this dissertation provides an insight into studying the characteristics, specifications, and 
measurements of laser phase noises and their impact in system performance. An emphasis on a 
special class of multi-wavelength (or multi-mode) semiconductor laser sources is made, namely, 
quantum-dot mode-locked lasers (QD-MLL). The dissertation is organized as follows: 
- The rest of Chapter 1 will provide an overview on the evolution of the transmission 
technologies adopted by optical communication networks; describe the basic structures 
of generic IMDD, coherent, and self-coherent optical communication systems; and will 
give a basic description of laser phase and intensity noises and their measurements. 
- Chapter 2 will establish the foundation of the contributions of this research work in 
the characterization of laser phase and the assessment of its impact in digital coherent 
systems. The major focus of this study is on the spectral properties of laser phase noise 
and their relationship with the measured spectral linewidth, as well as the performance 
of coherent systems. The study is intended to be generic to include lasers with various 
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phase noise features, and the investigations include theoretical modeling, numerical 
simulations, and experimental validation. 
- Chapter 3 presents a detailed study of the properties of phase noises in QD-MLLs. 
These devices generate multiple spectral lines simultaneously, with unique phase noise 
properties. Based on the analysis and assessment criteria provided in Chapter 1, the 
performance of intra- and inter-line phase noises from these comb sources is assessed 
with support of experimental demonstrations. Also presented in this chapter is a 
coherent multi-heterodyne technique used for simultaneous measurement of phase 
noises from all comb lines of an optical comb source. 
- Chapter 4 presents a novel system structure that simultaneously generates multiple 
single-sideband (SSB) field-modulated channels from a single QD-MLL comb source 
for self-coherent DD systems. The proposed system utilizes the mutual coherence 
between adjacent comb lines and provides a low-complexity, cost effective, and energy 
efficient way to transmit multiple SSB channels with QAM modulation formats for 
simple direct detection reception at the receiver side. Theoretical analysis is performed 
to understand the effects of phase and intensity noises in the proposed scheme. 
Simulations based on experimentally measured complex optical field waveforms from 
a practical QD-MLL source were used for the assessment of system performance. 
- Chapter 5 is dedicated to the study of phase noise properties when an unmodulated 
optical carrier passes through a semiconductor optical amplifier (SOA) operating in the 
saturation regime, used to suppress the laser intensity noise. We found that associated 
with the intensity noise reduction was a phase noise enhancement. Despite that this 
phase noise enhancement is not measurable by conventional linewidth measures, it can 
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deteriorate the performance in coherent systems. Theoretical, simulation, and 
experimental results are provided to explain the observed effect. 
- Finally, Chapter 6 is dedicated to the proposed directions for potential extensions of 
the current work. 
 
1.2 Evolution of Transmission Technologies in Fiber Optic Communications 
Most commercial high-speed optical transmission systems used IMDD schemes carrying binary 
modulation formats until the early 2000s. A common modulation scheme for these systems was 
the IMDD of non-return-to-zero (NRZ) line coding format, wherein the maximum theoretical 
spectral efficiency was limited to only 1 bit/s/Hz. These links operated at rates of up to 10 Gb/s 
per a single WDM channel in standardized synchronous networks. During that time, several lab 
demonstrations were reported for systems operating at 40 Gb/s per single WDM channel [7,8]. 
This was only achieved with high-complexity systems that required careful optical management 
of linear and nonlinear fiber channel impairments, along with the use of high-performance and 
expensive optical modulators and electronic subsystems. The need for higher link capacities drove 
the research efforts to focus on higher SE systems to avoid the proportional increase in optical and 
electrical bandwidth with the transmitted channel data rate. The high SE requirement revived the 
research interest in coherent detection systems, after they gradually lost attention in the years 
following 1990 due to the high costs of low-phase-noise lasers and the commercial emergence of 
erbium-doped fiber amplifiers (EDFAs) [9]. In fact, in these early years, the major purpose of 
employing coherent detection was to improve receiver sensitivity and extend repeaterless 
transmission distances [10,11].  
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The initial research efforts that were made in the early 2000s targeting higher spectral 
efficiency resulted in developing schemes employing differential coherent detection of quaternary 
phase shift keying (QPSK) optical signals, which modulates binary data on each of the in-phase 
(I) and quadrature (Q) components of the complex optical field. This results in a theoretical spectral 
efficiency of 2 bit/s/Hz for each single optical channel [12,13]. Increasing the data rate for these 
schemes would require higher electrical bandwidth at the transmitter and receiver electronics, 
which hindered these systems from addressing the increasing capacity demands, and limited their 
transmission rates to operate at 40 Gb/s per WDM channel. This increase in required bandwidth 
not only influences system complexity and cost, but also increases the effects of linear channel 
impairment, like chromatic dispersion (CD) and polarization-mode dispersion (PMD), which 
limits the repeaterless link reach, given that the tolerance to these effects reduces about 4 times 
when the symbol rate is doubled [14]. To double the spectral efficiency of these systems, 
polarization division multiplexing was also investigated to modulate two independent data 
channels on the two polarizations of the optical signal within the same bandwidth [15]. In these 
systems, unfortunately, dynamic polarization control was required at the receiver to follow the 
time-varying rotations in the state of polarization, which adds more cost and complexity and limits 
system design flexibility. Homodyne coherent optical transmission was demonstrated by many 
groups with the potential to achieve SE of >2 bit/s/Hz. However, these systems suffered from the 
high cost and complexity in the optical phase-locking loop (OPLL) required to lock the optical 
frequency and phase of an optical local oscillator (LO) laser with that of the incoming optical 
signal [16]. Implementing the phase locking in the RF domain with the optical heterodyne scheme 
would increase the required receiver electrical bandwidth further. 
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The advancement in DSP systems has paved the way in the mid 2000s for the 
implementation of coherent communication systems with free running LO lasers, in what is known 
today as digital coherent receivers [17-20]. These systems use the intradyne scheme, where the 
LO laser operates at a frequency as close as possible to the center frequency of the incoming data 
signal, without the use of OPLL. Therefore, all the associated DSP algorithms are applied on the 
complex data signals in the baseband. The residual difference in frequency is compensated in the 
digital domain by a frequency estimation and compensation algorithm. Phase mismatch and 
fluctuations are tracked and compensated by dedicated DSP algorithms within the digital receiver 
as well. Nonetheless, linear transmission impairments can also be compensated for digitally, and 
polarization tracking can be done digitally as well with the use of adaptive DSP filters with 
dynamic coefficients. These attractive capabilities of digital coherent systems have revolutionized 
the optical communications research and industry and added much flexibility to link and network 
design with powerful capabilities. Since its first commercial introduction in 2008, digital coherent 
technology has been the dominant technology in the metro scale and longer reach networks. 
Nevertheless, coherent technology for applications with shorter reach is being explored by 
academic and industrial research groups and standardization organizations [21,22]. 
The intradyne digital coherent receiver, as will be shown below, requires a hybrid optical 
network to mix the incoming optical signal with that from the LO. In addition, four PDs, two 
transimpedance amplifiers (TIAs), and two analog-to-digital converters (ADCs) are typically 
required at the receiver side to recover the I and Q components from each orthogonal polarization 
of the complex envelope of the received optical signal [23]. This scheme is still considered of high 
complexity for cost-sensitive applications, compared to DD systems that require only a single PD, 
TIA and, optionally, an ADC at the receiver. Therefore, there has been an increasing interest in 
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developing single PD-based DD schemes with SE values exceeding that of the PAM4 for cost 
sensitive and high transceiver density applications. This can be achieved by SSB complex 
modulation of QAM formats at the transmitter, with DD and DSP at the receiver. The DSP at the 
receiver is required to mitigate a known problem in this DD scheme: the signal-signal beat 
interference (SSBI), where each different spectral component within the data band mixes with the 
other components due to the nonlinear transfer function of the PD. The adoption of DSP at the 
receiver also enables electronic dispersion compensation (EDC) to mitigate the chromatic 
dispersion effect for applications that extend for tens of kilometers with standard single-mode 
fibers. Furthermore, demultiplexing two orthogonal polarizations has also been demonstrated in 
SSB-DD schemes with the aid of adaptive DSP. Several effective DSP schemes have been 
proposed in the years 2015-2016 to mitigate the effect of SSBI [24-28]. The Kramers-Kronig (KK) 
field reconstruction scheme [28] has been proven to exhibit superior performance compared to the 
other proposed schemes that are typically based on SSBI calculation and compensation [29]. 
Therefore, this scheme is chosen as the SSBI mitigation scheme in the work presented in Chapter 
4. The basic structure and operation principle of this scheme will be provided in Sec. 1.3.2. 
1.3 Background Information 
This section will provide some background and introductory information about the main 
underlying topics comprising the rest of the chapters in this dissertation. 
1.3.1 Direct vs. Coherent Detection Systems 
Optical communication systems can be divided into two main categories according to the method 
they modulate the data on the optical carrier and the way they retrieve the information from the 




is modulated on the intensity of the optical carrier and detected at the receiver by simply applying 
the received optical signal onto a photodetector diode (PD) which will convert the optical intensity 
variations into an electric current according to the square-law detection; hence the name IMDD. 
Modulation at the transmitter can be done either in direct modulation, or by an external modulation 
technique. In the case of direct modulation, the data signal is used to control the bias current of the 
laser source and, therefore, the output signal intensity is modulated accordingly. Whereas in 
external modulation, the intensity of a continuous wave (CW) signal output from the laser source 
is altered by an external electro-optic modulator according to the level of the modulating data 
symbol [30,31]. Common modulation formats in such systems are the NRZ, return-to-zero (RZ), 
PAM4, and DD orthogonal frequency-division multiplexing (OFDM) [31,32]. As was mentioned 
above, for its low complexity and cost effectiveness, the IMDD scheme is the most common 
scheme for cost-sensitive and short distance applications. The schematic of a generic IMDD 






Fig. 1.1. Generic schematic of (a) direct detection and (b) digital coherent transmission system. 
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As shown in Fig. 1.1, the output photocurrent from the photodetector is converted into a voltage 
signal through the TIA, after which the signal is processed in the electronic receiver either in its 
analog form or in the digital domain after being converted into the digital form by an ADC, 
depending on the modulation format, performance requirements, and system design. Equalization 
and clock and data recovery are the main processing stages required in these receivers. 
On the other hand, in coherent communication systems the information can be modulated 
on the phase of the carrier (in addition to the intensity) through an external phase modulator or I/Q 
complex modulator [31]. Phase shift keying (PSK) modulation can be implemented in such 
systems using optical phase modulators, without modulating the magnitude [33]. Examples of 
common PSK levels used in such systems are the binary PSK (BPSK), QPSK, and 8-PSK formats. 
M-QAM formats can be obtained when an I/Q optical modulator is used, allowing for theoretical 
SE values of log2(M) bit/s/Hz per single polarization. The receiver in coherent systems must 
recover the phase of the incoming modulated signal. Homodyne and heterodyne optical coherent 
receiver techniques can be used for this purpose. However, their high implementation complexity 
makes the digital (intradyne) coherent receiver scheme the dominant, practical technique in 
modern high-speed systems [16,31]. In digital coherent receivers the incoming optical signal is 
mixed with an LO optical signal in a 90-degree optical hybrid so that the I and Q components of 
the modulated complex data signal are recovered. To utilize all the available degrees of freedom 
in an optical signal, independent QAM data can be modulated on the two orthogonal polarization 
components of the optical carrier to double the transmission data rate and SE in what is called 
polarization division multiplexing (PDM) [23]. The schematic of a generic, single polarization 
digital coherent receiver is shown in Fig. 1.1(b). The I/Q modulator consists of two Mach-Zehnder 
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modulators (MZMs) and a 90-degree phase shifter to modulate the I and Q components of the 
baseband complex data symbols on the I and Q components of the optical carrier [23,31,34]. 
Following the notations in Fig 1.1(b), the field of the received optical signal, 𝐸𝑅𝑥(𝑡), and the LO, 
𝐸𝐿𝑂(𝑡),  can be expressed as 
𝐸𝑅𝑥(𝑡) = 𝐴𝑅𝑥(𝑡)𝑒
𝑖[𝜔𝑅𝑥𝑡+𝜑𝑅𝑥(𝑡)]                                             (1.3) 
𝐸𝐿𝑂(𝑡) = 𝐴𝐿𝑂𝑒
𝑖[𝜔𝐿𝑂𝑡+𝜑𝐿𝑂(𝑡)]                                                  (1.4) 
where 𝐴𝑅𝑥(𝑡) is the complex amplitude of the received signal, 𝐴𝐿𝑂 is the constant amplitude of 
the LO, and 𝜔𝑅𝑥,𝐿𝑂 and 𝜑𝑅𝑥,𝐿𝑂(𝑡) are the optical angular frequency and phase of the signals 
denoted by the subscripts, respectively. The optical signals at the outputs of the phase diversity 
90-degree 2×4 optical hybrid can be expressed as 
𝐸1 = 𝐸𝑅𝑥 + 𝐸𝐿𝑂  ,         𝐸2 =  𝐸𝑅𝑥 − 𝐸𝐿𝑂 
𝐸3 = 𝐸𝑅𝑥 + 𝑖𝐸𝐿𝑂  ,        𝐸4 = 𝐸𝑅𝑥 − 𝑖𝐸𝐿𝑂                                     (1.5) 
 The corresponding photocurrents generated at the photodiodes are expressed by [23,31]: 
𝐼1 = ℜ|𝐸1|
2 = ℜ[𝑃𝑅𝑥(𝑡) + 𝑃𝐿𝑂 + 2𝑅𝑒{𝐸𝑅𝑥(𝑡)𝐸𝐿𝑂
∗ (𝑡)}] 
𝐼2 = ℜ|𝐸2|
2 = ℜ[𝑃𝑅𝑥(𝑡) + 𝑃𝐿𝑂 − 2𝑅𝑒{𝐸𝑅𝑥(𝑡)𝐸𝐿𝑂
∗ (𝑡)}] 
𝐼3 = ℜ|𝐸3|
2 = ℜ[𝑃𝑅𝑥(𝑡) + 𝑃𝐿𝑂 + 2𝐼𝑚{𝐸𝑅𝑥(𝑡)𝐸𝐿𝑂
∗ (𝑡)}] 
𝐼4 = ℜ|𝐸4|
2 = ℜ[𝑃𝑅𝑥(𝑡) + 𝑃𝐿𝑂 − 2𝐼𝑚{𝐸𝑅𝑥(𝑡)𝐸𝐿𝑂
∗ (𝑡)}]                         (1.6) 
 where ℜ is the PD responsivity, 𝑃 is the optical power of the signal denoted by the subscript, and 
𝑅𝑒{∙}, 𝐼𝑚{∙}, and ∗ denote the real, imaginary, and complex conjugate of a complex quantity, 
respectively. The first two terms in the right-hand side of Eq. (1.6) represent DC components, 
assuming 𝑃𝐿𝑂 ≫ 𝑃𝑅𝑥, and are cancelled out by subtracting 𝐼2 from 𝐼1 and 𝐼4 from 𝐼3 to get the 
normalized beat terms of interest as 
𝐼𝐼 = 𝐼1 − 𝐼2 = 𝑅𝑒{𝐸𝑅𝑥(𝑡)𝐸𝐿𝑂
∗ (𝑡)}, and 
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𝐼𝑄 = 𝐼3 − 𝐼4 = 𝐼𝑚{𝐸𝑅𝑥(𝑡)𝐸𝐿𝑂
∗ (𝑡)}                                               (1.7) 
Note from Eq. (1.3) and (1.4) that if 𝜔𝐿𝑂 = 𝜔𝑅𝑥 the 𝐼𝐼 and 𝐼𝑄 in Eq. (1.7) represent the I 
and Q components of the received optical signal, and, ideally, the transmitted data symbols. 
However, these frequencies are practically separated by a frequency offset (FO) that must be 
estimated and compensated for by receiver DSP [23,35]. Furthermore, the phase of the received 
optical signal 𝜑𝑅𝑥(𝑡) not only contains the phase-modulated data, but also the transmitter laser 
phase noise and some other channel-induced phase noises. These phase noises and the LO phase 
noise can be estimated and compensated for to some extent using DSP-based carrier phase 
recovery (CPR) algorithms [4,5,23,35]. 
In the case of polarization-division multiplexing (PDM) transmission the 2×4 optical 
hybrid shown in Fig. 1.1(b) is replaced by a 2×8 optical hybrid with polarization diversity and, 
accordingly, the number of PDs and TIAs is doubled to handle the complex information on the 
two polarizations [23,35]. To support PDM transmission, the transmitter generates two 
independent I/Q-modulated optical signals from the same laser source and combine them with 
orthogonal polarization states using a polarization beam combiner (PBC). Figure 1.2 shows the 
structure of a PDM transmitter and the polarization diversity digital coherent receiver with the 
main DSP blocks of each part. At the transmitter, the binary data is first encoded using a forward 
error correction (FEC) scheme and the encoded data is fed to the QAM modulator block for bits-
to-symbol mapping. In general, this mapping block can employ any PSK or QAM constellations. 
Geometric and/or probabilistic constellation shaping can be implemented within these two blocks 
as well [36,37]. The output QAM data samples are up-sampled and fed into the spectral shaping 
filters for temporal (pulse) and spectral shaping, which can be implemented either in the time or 
frequency domain [35]. Raised-cosine or root-raised-cosine filters are typically used as Nyquist 
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pulse shaping filters [23,35]. Spectral shaping may include digital pre-emphasis (pre-distortion) to 
compensate for optical modulators’ and DACs frequency roll-off responses [38-40]. The digital 
output signals from the shaping filters are then converted into the analog domain through four 
DACs [41] and used to drive the I and Q inputs of the two optical I/Q modulators to map the 
complex QAM signals to the complex envelopes of the two orthogonal polarizations of the optical 
signal. The outputs of these modulators are combined orthogonally by the PBC and amplified 
before being launched into the fiber channel. 
 
 
Fig. 1.2. General functional blocks of (a) transmitter and (b) receiver in a PDM digital coherent 
communication system. 
The receiver contains the main DSP blocks that enable the mitigation and compensation of 
transmission channel impairments and transceiver component imperfections. As shown in Fig. 
1.2(b), the received optical signal is input to a polarization and phase diversity 2×8 optical hybrid. 
The four photocurrent signals, comprising the I and Q components of the two polarizations, are 






































































































































the four ADCs operating at a sampling frequency higher than the transmission symbol rate [41]. 
The fist DSP block is the orthogonalization and de-skew which compensates for the imperfections 
in the receiver front end components, like the non-perfectly orthogonal 90-degree phase shifters 
and the relative time delays between the I and Q components arriving the PDs [35,42]. This can 
also compensate for the PDs’ responsivity and TIAs’ gain mismatches. Gram-Schmidt or Löwdin 
procedure can be employed for signal orthogonalization, and time de-skew can be achieved 
through nonlinear interpolation [42,43]. The chromatic dispersion incurred by the propagation 
through the fiber channel is then compensated either by linear convolution in the time domain by 
employing finite impulse response (FIR) filters, with impulse responses representing the inverse 
of the CD effect, or in the frequency domain, by multiplying the Fourier transform of the signal 
by the channel transfer function [35,42,44]. After dispersion compensation, the clock frequency is 
recovered from the data and the signal is resampled to a specific oversampling rate, typically with 
oversampling of 2 Sa/Sym. The output from the clock recovery process may be send in a feedback 
loop to the ADCs for stabilization [42]. The resampled output is fed to adaptive equalization blocks 
which compensate for the PMD and demultiplexes the orthogonal polarization components [35]. 
Residual frequency offset between the signal carrier and the LO signal is estimated and 
compensated by a frequency offset compensation (FOC) algorithm [35,45-48]. CPR is then applied 
to compensate for the phase noise before symbol-to-bits de-mapping and FEC decoding 
[4,5,35,42].  
 The functional bocks shown in Fig. 1.2(b) represent the mandatory building blocks in a 
digital coherent receiver required to ensure practical functionality of the receiver. Several receiver 
architectures can be built with some modifications to the order of some of these blocks. Feedback 
and control loops may be used between different block, not shown in the schematic above for 
16 
 
simplicity. Examples of feedback signals can be from the frequency estimation block to the LO 
drive circuit to limit the range of frequency drifting, which may reach up to 5 GHz for free-running 
practical tunable lasers before their end of life [49]; or from the carrier phase estimation to the 
frequency estimation for increasing the operational accuracy of the latter [42]; or from the output 
of the CPR block to the adaptive equalization filters to update the filter tap values in the case of 
decision-directed equalization [35]. 
1.3.2 Self-Coherent Optical SSB Modulation and the Kramers-Kronig Receiver 
The single-PD DD system shown in the previous section (Fig. 1.1(a)) supports only intensity 
modulation with PAM formats at the transmitter side, i.e., IMDD. In which case the modulation is 
a double-sideband (DSB) modulation and the optical signal bandwidth is, typically, equal to double 
the value of the symbol rate of the transmitted signal, resulting in a relatively low optical SE. 
Furthermore, because of the square law detection at the receiver PD, IMDD schemes cannot use 
receiver-side EDC to compensate for the CD induced by the fiber channel [31,50,51]. This is 
because the electrical signal generated at the output of the photodetector is proportional to only 
the intensity of the optical signal and it does not preserve information about the phase of the optical 
signal, which is required for the EDC process [35]. Therefore, to increase the SE and enable EDC 
in DD systems, it is required to exploit the field of the optical signal for both phase and amplitude 
data modulation. This can be achieved by modulating the complex envelope of the transmitted 
optical signal with single-sideband (SSB) modulation, which can be done by the same technique 
as in coherent systems with an I/Q optical modulator at the transmitter side. SSB modulation not 
only enables the adoption of M-QAM formats that can outperform the IMDD formats in SE, but 
also provides the possibility of implementing EDC by receiver DSP.  
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An unmodulated optical CW signal is required to be added with the SSB modulated signal 
for DD with a single-PD reception. This CW tone must have an optical frequency out of the 
spectral band of the SSB modulated signal to mix with every spectral component of the SSB signal 
at the PD receiver without spectral interference. The CW component is either injected at the 
receiver side before the PD detection [52] or transmitted along with the modulated signal band at 
the transmitter side [53-56]. Systems with the latter option are referred to as self-coherent. After 




Fig. 1.3. General functional blocks of (a) transmitter and (b) receiver in a self-coherent SSB DD 
system. 
Figure 1.3 shows a generic structure of self-coherent SSB DD system in which the 
transmitted signal is generated by modulating a QAM signal (either single-carrier or in OFDM) on 
a single side of the main optical carrier using an optical I/Q modulator. This modulation is similar 
to that in a coherent system, with the only difference being the I and Q electrical signals fed into 









































This is done so that the center frequency of the modulated optical band does not sit at the center 
of the optical carrier. The modulator bias is tuned so that a component of the carrier is output 
without being totally suppressed, to provide the CW tone required for the DD, as shown in the 
inset of Fig. 1.3(a). This SSB modulation is also referred to as sub-carrier modulation (SCM) 
[29,53]; and the CW tone at the side (or the edge) of the signal band is considered equivalent to a 
local oscillator signal.  
Another method of generating the SSB signal with a CW carrier component at one side is 
by modulating the baseband of the I and Q components on the center of the optical carrier with 
total carrier suppression, just like what is done in a typical coherent system, and adding the carrier 
in the optical domain. The carrier in this case can be generated from another laser source or by 
using a separate modulator to produce a frequency-shifted version of the original carrier after 
tapping that signal from the laser source [56]. Alternatively, a carrier tone can be generated at the 
edge of the complex baseband data in the electrical domain before the optical modulation, which 
will reflect to an optical carrier after normal optical I/Q modulation. This can be implemented 
either in the digital [54] or the analog domain [55,56]. 
A known intrinsic problem in SSB modulation with DD schemes is the signal-to-signal 
beat interference (SSBI) resulting from the nonlinear mixing between the spectral components of 
the modulated data band at the PD in the square law detection operation. To better understand this, 
the complex envelope of the received optical signal, 𝐸𝑅𝑥(𝑡), at the PD can be expressed as 
𝐸𝑅𝑥(𝑡) = 𝐸𝑐 + 𝑆(𝑡) exp(𝑗𝜋𝐵𝑡)                                              (1.8) 
where 𝐸𝑐 is the unmodulated CW carrier component and 𝑆(𝑡) is the QAM signal with total 
bandwidth of 𝐵. The frequency component in the second term, exp(𝑗𝜋𝐵𝑡), indicates that 𝑆(𝑡) is 
frequency shifted from the carrier tone 𝐸𝑐 by 𝐵/2 Hz, or equivalently, the carrier component 𝐸𝑐 is 
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sitting at the edge of the spectrum of 𝑆(𝑡), as shown in the inset of Fig. 1.3(a). The photocurrent 
generated at the PD output is 
𝑖(𝑡) =  |𝐸𝑅𝑥(𝑡)|
2 = 𝐸𝑐
2 + |𝑆(𝑡) exp(𝑗𝜋𝐵𝑡)|2 + 𝐸𝑐
∗ ⋅ 𝑆(𝑡) exp(𝑗𝜋𝐵𝑡) 
+𝐸𝑐 ⋅ 𝑆
∗(𝑡)exp (−𝑗𝜋𝐵𝑡)            (1.9) 
where 𝑥∗ indicates the complex conjugate notation of 𝑥, and the PD responsivity is assumed to be 
unity. The first term in the right-hand side is (ideally) a constant DC term. The second term is the 
SSBI term that falls within the same frequency band of the useful term, the third term, and corrupts 
the data signal 𝑆(𝑡). The last term is a conjugated version of the useful signal at the other side of 
the spectrum and can be cancelled out by a simple digital filtration operation. The spectrum of 𝑖(𝑡) 
is shown in the inset in Fig. 1.3(b). Note that as 𝑖(𝑡) is a real and positive signal, it has a DC 
component and its spectrum has even symmetry around the origin. The spectrum of the SSBI term 
is represented by the dark component in the spectrum, which typically has stronger components at 
low frequencies and its spectral density tends to decrease at higher frequencies. This SSBI can be 
avoided by leaving a sufficient frequency guard band between the data-bearing band and the 
unmodulated carrier tone. But this results in reduced system SE, and will require double the 
bandwidth for the receiver optical and electronic components, which violates the high-SE goal of 
this modulation and detection scheme. Instead, an electronic SSBI cancellation procedure based 
on DSP can be adopted to remove (or reduce) the effect of SSBI and improve system performance. 
After applying the SSBI cancellation algorithm, EDC can be applied before the signal undergoes 
consequent demodulation processing.  
Several SSBI cancellation schemes, also known as receiver-linearization schemes, with 
different advantages and drawbacks have been proposed. The most known schemes are: the single-
stage linearization filter [24]; the two-stage linearization filter [25]; the SSBI estimation and 
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cancellation filter [26]; the iterative linearization filter [27]; and the Kramers-Kronig (KK) field 
reconstruction algorithm [28]. 
The first four schemes assume that the SSBI is a perturbation that can be calculated or 
estimated and subtracted from the signal. The KK scheme is based on field reconstruction from 
the intensity of the signal that satisfies a specific condition called the minimum-phase condition, 
which is related to the carrier-to-signal power ratio (CSPR). The CSPR is defined as the ratio of 
the optical power of the unmodulated CW carrier to the power of the data-bearing signal. That is 
𝐶𝑆𝑃𝑅 = 10 × 𝐿𝑜𝑔10(𝑃𝑐/𝑃𝑠)  [𝑑𝐵]                                         (1.10) 
where 𝑃𝑐 = 𝐸𝑐
2 and 𝑃𝑠 = 〈|𝑆(𝑡)|
2〉 are the optical powers of the unmodulated carrier and the 
modulated signal, respectively, and 〈∙〉 represents time averaging. Regardless of which SSBI 
cancellation scheme is used, CSPR is a significant parameter in determining the performance of 
SSB DD systems. 
As was mentioned above, the KK field reconstruction algorithm has been shown to provide 
superior results compared to all the other proposed SSBI cancellation schemes [29]. To understand 
the physical meaning of the minimum phase condition required for successful reconstruction of the 
complex field from the intensity of the signal, let us consider the complex envelope of the optical 
SSB signal given by Eq. (1.8), that is 
𝐸𝑅𝑥(𝑡) = 𝐸𝑐 + 𝑆(𝑡) exp(𝑗𝜋𝐵𝑡) 
The signal 𝐸𝑅𝑥(𝑡) is said to be of minimum phase only when its time trajectory does not wind 
around the origin of the complex plane. To satisfy this condition, the magnitude of the CW tone 
𝐸𝑐 has to be larger than the maximum magnitude in the signal 𝑆(𝑡), i.e., |𝐸𝑐| > max {|𝑆(𝑡)|}. 
Therefore, this condition is directly related to the CSPR defined by Eq. (1.10) and the peak-to-
average power ratio (PAPR) of 𝑆(𝑡). Figure 1.4 shows examples of the time trajectories of 𝐸𝑅𝑥(𝑡) 
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with different values of the ratio |𝐸𝑐|/max {|𝑆(𝑡)|}, where 16-QAM is assumed for 𝑆(𝑡). Note that 
since CSPR is calculated with the average of |𝑆(𝑡)|2 over time other than the maximum value, and 
the PAPR of a signal is calculated as 
𝑃𝐴𝑃𝑅𝑆(𝑡) = 𝑚𝑎𝑥{|𝑆(𝑡)|
2} /〈|𝑆(𝑡)|2〉 ,                                   (1.11) 









 𝑃𝐴𝑃𝑅𝑆(𝑡)                               (1.12) 
Equation (1.12) states that for a signal to satisfy the minimum phase condition (|𝐸𝑐| >
max {|𝑆(𝑡)|}) the CSPR of 𝐸𝑅𝑥(𝑡) should be higher than the PAPR of modulated signal 𝑆(𝑡). In 
other words, the required power of the unmodulated carrier tone to satisfy the minimum phase 
condition not only depends on the average power of the modulated signal 𝑆(𝑡) , but also on the 
PAPR of the signal. The PAPR depends on different parameters like the modulation format and 
the pulse shaping filter used to limit the signal bandwidth in Nyquist QAM signals. For instance, 
the signal in Fig. 1.4(b) has a |𝐸𝑐|/max {|𝑆(𝑡)|} ratio of 1, and its CSPR is 3.8 (or 5.8 dB) because 
𝑆(𝑡) is a Nyquist 16-QAM signal shaped by a raised-cosine (RC) filter with a roll-off factor of 𝛽 
= 0.1, having a PAPR of 3.8 (5.8 dB).  
When a signal satisfies the minimum phase condition, there is a unique relation between 
its instantaneous intensity and phase, the KK relation [28]. Therefore, the phase of the optical 
signal can be uniquely resolved from the intensity detected by the PD, i.e., the complex signal 
𝑆(𝑡) exp(𝑗𝜋𝐵𝑡) can be reconstructed from 𝑖(𝑡) =  |𝐸𝑅𝑥(𝑡)|
2. Figure 1.5 shows the block diagram 
of the KK receiver algorithm. First, the positive, real-valued digital sequence from the ADC, 
representing the photocurrent 𝑖(𝑡), is normalized and resampled with an oversampling factor of 
≥4 Sa/Sym. Next, the phase of the optical signal 𝐸𝑅𝑥(𝑡) is calculated by applying the Hilbert 





Fig. 1.4. Time trajectory on the complex plane for (a) S(t): 16-QAM signal pulse-shaped by a RC 
filter (β=0.1); (b), (c), and (d) show ERx(t)=Ec+S(t) at different values of CSPR. Black markers 
indicate samples at the center of symbols. S(t) is assumed in the baseband in (b)-(d) for clarity. 
𝜙𝐸(𝑡) = ℋ {log (√𝑖(𝑡))}                                            (1.13) 











where 𝑝. 𝑣. is the integration principal value. This transform operation can also be conveniently 
implemented in the frequency domain as 
Φ𝐸(𝜔) = 𝑗 ⋅ 𝑠𝑔𝑛(𝜔) ⋅ ℱ {log (√𝑖(𝑡))}                                    (1.15) 
|𝐸𝑐|/max {|𝑆(𝑡)|} <1 
CSPR = 3 dB 
𝑆(𝑡)  
 
|𝐸𝑐|/max {|𝑆(𝑡)|} =1 
CSPR = 5.8 dB 
|𝐸𝑐|/max {|𝑆(𝑡)|} >1 











where ℱ{⋅} is the Fourier Transform operation and 𝑠𝑔𝑛(⋅) is the signum function. Then 𝜙𝐸(𝑡) can 
be recovered from Φ𝐸(𝜔) by the inverse Fourier transformation. After obtaining the phase of 
𝐸𝑅𝑥(𝑡), the complex field can be simply constructed as 
𝐸𝑅𝑥(𝑡) =  √𝑖(𝑡) exp [𝑗 ⋅ 𝜙𝐸(𝑡)]                                          (1.16) 
The baseband complex data signal 𝑆(𝑡) can then be obtained by suppressing 𝐸𝑐 and 
frequency down shifting as 
𝑆(𝑡) =  {𝐸𝑅𝑥(𝑡) − 𝐸𝑐}  ⋅ exp (−𝑗𝜋𝐵𝑡)                                    (1.17) 
 
Fig. 1.5. Block diagram of the receiver DSP with Kramers-Kronig field reconstruction algorithm. 
Consequent demodulation DSP can be implemented after digital down-sampling of the 
reconstructed field, including EDC, equalization, FOC, CPR, and de-mapping into original binary 
data. It is worth mentioning here that the purpose of up-sampling the data before applying the KK 
algorithm is to deal with the bandwidth broadening that happens because of the nonlinear 
operations, the square root and natural logarithm functions. This oversampling adds computational 
complexity to DSP implementation [57]. Nonetheless, a DSP-efficient implementation of the KK 
algorithm without up-sampling has been proposed in [58], with minimal performance penalty 
compared to the conventional algorithm discussed above [59]. 
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1.3.3 Laser Phase and Intensity Noises and their Measurements 
Laser sources transmit optical signals at a specific optical frequency, determined by the natural 
frequency of the lasing mechanism, and a specific optical power level. An ideal source would 
produce a constant-amplitude pure sinusoidal wave at a single optical frequency with an 
infinitesimal width in the frequency spectrum of the electric field of the light signal. The complex 
electric field of such an ideal signal can be expressed as  
𝐸(𝑡) = 𝐸0𝑒
𝑖𝜔0𝑡,                                                     (1.18) 
where 𝐸0 is the field amplitude, related to the signal optical power 𝑃0 as 𝐸0 = √𝑃0 , and 𝜔0 is the 
optical angular frequency given by 𝜔0 = 2𝜋𝑐/𝑛𝜆, where 𝑐 is the speed of light in vacuum, 𝜆 is 
the signal wavelength, and 𝑛 is the refractive index of propagation medium. However, practical 
laser sources have amplitude and phase (frequency) perturbations around the average values for 
the power and center frequency of the generated optical signal, respectively. To include these noise 
components, the expression in Eq. (1.18) can be recast to 
𝐸(𝑡) = 𝐸0(𝑡)exp (𝑖[𝜔0𝑡 + 𝜑(𝑡)]),                                    (1.19) 
where 𝐸0(𝑡) = √𝑃(𝑡) is the time-dependent instantaneous field magnitude, and 𝜑(𝑡) is the phase 
noise component, which is, like 𝐸0(𝑡), a nondeterministic random perturbation that can be 
characterized by its statistical measures. The magnitude and phase perturbations are attributed in 
semiconductor lasers mainly to the spontaneous emission events inside the laser active cavity [30]. 
Other physical sources of intensity perturbations can be the reflections caused by externally-
formed cavities in the optical system connected to the laser, like cavities created by multiple 
reflections between fiber connectors [60]. Typically, the intensity (magnitude) noise is 
characterized by the relative-intensity noise (RIN), defined as the ratio between the noise power 
spectral density (PSD) and the square of the average power and is usually measured in units of 
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dB/Hz (or dBc/Hz, referencing to the carrier power) [30,31]. If the optical signal is detected by a 




                                                           (1.20) 
 where 𝑆𝑒(𝑓) is the electrical noise PSD resulting from the optical intensity noise and 𝑃𝑒 is the 
average electrical power determined by the average optical power and PD responsivity. It should 
be noted here that in practical measurement of 𝑆𝑒(𝑓) the contributions of the instrumentation 
thermal noise and the signal-dependent shot noise should be subtracted from the total measured 
PSD at the electrical spectrum analyzer (ESA) [30]. Another parameter used for quantifying the 
RIN is by measuring the ratio between the statistical variance and the mean of the electrical signal 




                                                            (1.21) 
where 𝜎2 and 𝑚 are the variance and mean of the voltage 𝑣(𝑡) measured at the output of the PD 
receiver, respectively. Note that 𝜎2 is a function of the electrical bandwidth of the measurement, 
hence the measurement bandwidth should be specified when using 𝑅𝐼𝑁𝑎𝑣𝑔 to quantify the RIN.  
 
Fig. 1.6. RIN measurement of different practical lasers. 
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Figure 1.6 shows different examples of RIN measurements of practical lasers with different 
RIN spectral profiles. These are: individual comb lines from two different QD-MLLs; and two 
ECLs from different manufacturers. These measurements were obtained by a calibrated PD and 
an ESA, as given by Eq. (1.20), after subtracting the contributions from the instrumentation 
thermal noise and the PD shot noise on the measured PSDs. 
The phase noise from a laser source is typically quantified by the spectral broadening of 
the optical field spectrum; namely, by the full-width at half-maximum (FWHM) linewidth of the 
spectrum of the envelope of the optical signal. This is also called the -3dB linewidth of the laser. 
Note that since the intensity perturbations are relatively small, the broadening of the spectrum of 
the optical signal from a laser is mainly attributed to the frequency (phase) modulation by the phase 
noise. The spectrum of the optical field can be measured after down-shifting the signal from the 
optical to the RF domain. This can be done by heterodyning the optical signal with another signal 
of a different optical frequency in a PD and measuring the spectrum of the beating tone by an ESA 
[30]. The optical signal can be self-heterodyned with a frequency-shifted and decorrelated version 
of itself in what is known as the delayed self-heterodyne setup [30,61,62]. In this case, the 
measured linewidth in the ESA is double the actual linewidth of the laser, because the resulting 
RF spectrum represents the frequency-domain convolution of the signal with its delayed version. 
Due to measurement resolution limitations, the spectrum width at low power levels (e.g., at -20 
dB relative to the peak level) are measured and a Lorentzian function fitting is used to estimate the 
FWHM [30]. 
Spectral measurement of the linewidth does not reveal the temporal properties of the phase 
perturbations, which have significant importance in the impact on system performance in coherent 
communication application. An alternative way to characterize laser phase noise is by using digital 
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coherent receivers with real-time sampling oscilloscopes (RTSOs) to capture the beating tone of 
the laser signal with an optical LO [63,64]. Spectral and temporal characteristics of the phase 
perturbations can be obtained by offline processing of the phase noise trajectories (PNT) of the 
complex envelope of the captured waveforms. Figure 1.7 shows the time evolution and the 
spectrum of the measured phase noise from a distributed-feedback (DFB) laser. The measurement 
setup is similar to that shown in Chapter 2, with an ECL used as the LO at the coherent receiver. 
  
Fig. 1.7. (a) Time evolution of the phase and (b) the field spectrum of a DFB laser obtained by a 
coherent receiver. 
RIN is one of the factors that may limit the performance of optical communication systems 
due to the interference of the random noise intensity variations with the information-carrying 
variations modulated on the intensity of the optical signal. The effect of RIN on transmission 
performance becomes seriously detrimental when it has high spectral components extending to 
frequency ranges comparable to the symbol rate of data transmission. Phase noise has significant 
effects on the performance of coherent transmission systems that utilize the phase of the optical 
signal for data modulation, and should be addressed very carefully in system design. Figure 1.8 
shows the constellation diagrams of numerical simulations of a 28 GBd 16-QAM signal with a 




laser with a 100 kHz linewidth. Note that the QAM symbols are severely displaced from their 
original locations and symbol decisions cannot be made without phase noise correction by CPR. 
 
Fig. 1.8. Constellations of a 16-QAM signal at 28 GBd and SNR of 23 dB (a) without and (b) with 
the effect of phase noise from a laser with a linewidth of 100 kHz. Burst length = 2×105 symbols. 
 The impact of the phase noise in a digital coherent system is determined by three major 
factors: the modulation type, the transmission symbol rate, and the linewidths of the transmitter 
and LO lasers. In the next chapter, however, it will be shown that a more detailed study of the 







                                           Chapter 2 : Spectral Properties of Phase Noise and the Performance of 
Digital Coherent Systems  
Spectral Properties of Phase Noise and the Performance of Digital 
Coherent Systems 
In this chapter we study the measurements the FM-noise power spectral density of different lasers 
and compare this to their measured linewidths as predictors of performance in a digital coherent 
system. Investigation of system performance with simulations based on the measured phase 
sequences and back-to-back coherent transmission experiments show that QD-MLLs with 
linewidths of several MHz can have comparable performance to that of a laser with only a few 
hundreds of kHz of Lorentzian linewidth, due to the non-white part of their FM noise. We show 
that spectral linewidths of lasers with similar spectral properties can underestimate their 
performance in coherent systems, regardless of the linewidth measurement technique used. We 
propose a “Lorentzian-equivalent linewidth” measure to characterize lasers with non-white FM 
noise and to estimate their impact in digital coherent optical systems. This measure is obtained 
from phase variations at frequencies higher than typical frequencies often used to characterize 
lasers with white FM noise, and comparable to the system baud. The proposed measure is shown 
to be a better predictor of system phase noise-related performance than the measured linewidth, 
for lasers with non-white FM noise. The impact of non-white FM noise on the optimization of 




Since its commercial introduction in 2008, digital coherent transmission has become a dominant 
technology for optical transport and datacenter interconnect (DCI). Continued progress in optical, 
electro-optic and application-specific integrated circuit (ASIC) technologies enable coherent 
transmission for short reach low power applications [21,65-67]. These are expected to include 
intra-DCIs, next-generation passive optical networks (NG-PONs) and modern mobile network 
backhaul/fronthaul systems. Laser phase noise can limit coherent transmission performance 
[4,5,23,68]. This noise, together with some phase noise induced by non-linear transmission, is 
tracked by a carrier phase recovery (CPR) circuit implemented in digital signal processing (DSP) 
at the receiver. The associated transmission signal-to-noise ratio (SNR) penalty is proportional to 
the amount of phase noise induced by the transmitter (Tx) and receiver (Rx) lasers. Laser phase 
noise is often characterized by a spectral linewidth, as a full-width at half-maximum (FWHM) of 
the power spectral density (PSD) of the unmodulated optical signal. A narrow laser linewidth, 
corresponding to low phase noise, can result in better system performance. Given this phase noise 
measure, laser linewidth × symbol period product (Δ𝑣 ∙ 𝑇𝑠) is often used to estimate laser phase 
noise related system performance limit [4,5,68-76]. In practice, the tolerable value of Δ𝑣 ∙ 𝑇𝑠 
depends on the CPR algorithm in use, modulation format, as well as the SNR margin of the system. 
Based on the Δ𝑣 ∙ 𝑇𝑠 product criterion, combined Tx and Rx laser linewidth must decrease with 
symbol rate to preserve CPR performance. Narrow linewidths can lead to higher laser part costs 
that may compromise the feasibility of the aforementioned applications at low baud. Furthermore, 
although coherent systems are typically required to operate at high symbol rates (e.g., 28 GBd or 
higher), digital subcarrier multiplexing [21] within each wavelength channel is sometimes used to 
enhance system resilience to different channel impairments and this reduces the symbol rate of 
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each subcarrier. Therefore, more in-depth investigations of the opportunities of using the currently 
available laser technologies in these different applications are warranted. 
Distributed-feedback (DFB) lasers and external cavity lasers (ECLs) are used in 
communication applications. These lasers generally have white frequency modulation (FM) noise 
PSD, 𝑆𝐹𝑀(𝑓), and, consequently, have a phase noise that can be suitably characterized by the 
FWHM, Δ𝑣, of their Lorentzian optical PSD [61,63,64,77]. Other types of lasers, notably 
quantum-dot(dash) mode-locked lasers (QD-MLLs), have a non-white FM noise PSD and, 
consequently, their optical PSD is not Lorentzian. QD-MLLs are multi-wavelength (comb) sources 
and are attractive for multi-channel applications. For these lasers, linewidth does not adequately 
specify the phase noise that is operative in coherent systems at different symbol rates. Thus, the 
Δ𝑣 ∙ 𝑇𝑠 measure does not apply in assessing phase noise related system performance [77]. In this 
study, detailed analysis about the impact of non-white FM noise in digital coherent system 
performance is reported for the first time. A blind phase search (BPS) and the Mth-power CPR are 
used and compared in the system performance study. Their optimization is considered in the light 
of linewidth and FM noise PSD.  
2.2 Laser Phase Noise Characterization 
2.2.1 General Characterization 
As was mentioned in Chapter 1, for the phase noise caused by spontaneous emission, phase 
evolution of an optical field is a random stochastic process. In the absence of intensity noise, the 
normalized optical field at a laser output is 𝐸(𝑡) = exp{𝑖[𝜔0𝑡 + 𝜑(𝑡)]}, where 𝜔0 is the optical 
angular (carrier) frequency and 𝜑(𝑡) is the phase noise. Typically, the phase noise is constrained 
by specifying a FWHM linewidth, Δ𝑣, of the PSD of the envelope of 𝐸(𝑡), 𝑆(𝑓). This can be 
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measured, for example, with a delayed self-heterodyne (DSH) detection [61] or phase noise 
trajectory (PNT) digital methods [63,64]. In a measurement system, when 𝜑(𝑡) is sampled at a 
sampling period of 𝜏, the phase difference between adjacent samples is  
∆𝜑𝜏(𝑡) = 𝜑(𝑡) − 𝜑(𝑡 − 𝜏)                                               (2.1) 
This phase difference is a zero-mean Gaussian process with a variance of 𝜎𝜑
2(𝜏), which can 




 ,                                                           (2.2) 
and the variance 𝜎𝜑
2(𝜏) is related to the FM noise by [64]: 
𝜎𝜑









where 𝑆𝐹𝑀(𝑓) is the PSD of FM noise ∆𝑓(𝑡).  
When 𝜑(𝑡) is a Wiener process with ∆𝜑𝜏(𝑡) a zero-mean “white” Gaussian process, 
𝑆𝐹𝑀(𝑓) should also have a white profile, according to Eq. (2.2). In this case, the integration in Eq. 
(2.3) results in 𝜎𝜑
2(𝜏) = 2𝜋2?̃?𝐹𝑀𝜏, where ?̃?𝐹𝑀 is a frequency-independent FM spectral density, and 
the PSD of 𝐸(𝑡) has a Lorentzian shape given by 
𝑆(𝑓) =
Δ𝑣





                                                       (2.4) 
where  Δ𝑣 = 𝜋?̃?𝐹𝑀 is the FWHM of the Lorentzian function [64]. Therefore, in this model Δ𝑣 is 
linearly related to 𝜎𝜑
2(𝜏) for a given 𝜏 as 
𝜎𝜑
2(𝜏) = 2𝜋Δ𝑣𝜏                                                       (2.5) 
It can be inferred from Eq. (2.5) that in this model the measurement of Δ𝑣 based on 𝜎𝜑
2(𝜏) 
is independent of the parameter 𝜏, because the variance 𝜎𝜑
2(𝜏) itself is linearly proportional to 𝜏 (a 
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well-known property for a Wiener process). Thus, for white FM noise and Lorentzian optical 
PSD, Δ𝑣 ∙ 𝜏 determines phase noise variance. If, on the other hand, 𝑆𝐹𝑀(𝑓) is not white, Eqs. (2.4) 
& (2.5) no longer apply and the variance given by Eq. (2.3) is no longer linear with 𝜏. Instead, 
𝜎𝜑
2(𝜏) at every value of 𝜏 will depend on the specific spectral profile of  𝑆𝐹𝑀(𝑓), as will be shown 
next. 
2.2.2 Characterization of Lasers with Non-white FM Noise 
Although many DFB lasers and ECLs have white FM noise spectra, not all practical lasers for 
coherent detection have the same characteristics. QD-MLLs and sampled-grating distributed 
Bragg reflector (SGDBR) lasers are examples of semiconductor lasers with non-white FM noise 
PSDs [78-81]. These have relatively high FM noise PSDs at the low frequency region below tens 
of MHz. A contrasting example is the differential phase noise between adjacent spectral lines of a 
QD-MLL, whose FM noise PSD in the low frequency region (below 10 MHz) can be an order of 
magnitude lower than that at frequencies around 1 GHz [82]. Measurements of different FM noise 
PSD profiles will be presented in the following section. 
With a semi-analytic model supported by experimental demonstration, it was suggested in 
Refs. [83,84] that Δ𝑣 can be estimated by integrating 𝑆𝐹𝑀(𝑓) only in the low frequency region 
from DC up to the point of intersection between 𝑆𝐹𝑀(𝑓) and an FM index line given by 
(8 log (2)𝑓)/𝜋2 . This line is called the 𝛽-separation line and is shown as a dashed line in Fig. 
2.1(a). Similarly, another model based on the power area method was also introduced in Ref. [85], 
which agrees with the findings in Ref. [83]. High frequency contents of 𝑆𝐹𝑀(𝑓) mainly contribute 
to the wings of 𝑆(𝑓) at frequencies higher than those used to evaluate the FWHM spectral 
linewidth. On the other hand, Eq. (2.3) indicates that the variance 𝜎𝜑
2(𝜏) depends on 𝑆𝐹𝑀(𝑓) at all 
frequencies. Thus, two lasers with the same 𝜎𝜑
2(𝜏) when evaluated at the same interval 𝜏 can have 
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different Δ𝑣 if their  𝑆𝐹𝑀(𝑓) spectra are not the same. For the impact in the coherent system 
performance, CPR-related penalty is more sensitive to the untracked part of the carrier phase, 
largely determined by the high frequency region of 𝑆𝐹𝑀(𝑓). 
We use 𝜎𝜑
2(𝜏) evaluated at the system symbol interval (i.e., at 𝜏 = 𝑇𝑠) to bound coherent 
CPR-related penalty for lasers with non-white FM noise. The choice of symbol interval stems from 
the fact that CPR algorithms operate on 𝑇𝑠-spaced samples. However, signal to noise ratio 
constraints in the measurement setup may limit the feasible choice of 𝜏 to values longer than 𝑇𝑠 in 
practical systems, as will be shown below. For comparison with laser sources with Lorentzian-
only phase noise, the variance 𝜎𝜑
2(𝜏) of non-Lorentzian phase noise can be represented by a 
Lorentzian-equivalent linewidth (LEL) by means of Eq. (2.5). We will show that, once optimized 
for a given non-white FM noise, the CPR algorithm performance is very close to that of a white 
FM noise laser with linewidth equal to the specified LEL [77]. 
Following this discussion, Fig. 2.1 shows numerically-generated phase noise with white 
PSD profile before (blue) and after (yellow and orange) applying spectral modifications to produce 
non-white FM noise. In this example, the spectral modification mask is applied to enhance the 
low-frequency components of 𝑆𝐹𝑀(𝑓) with a factor of G up to a specific frequency F1. A slope of 
-10 dB/decade is used for the transition between the low-frequency region (up to F1 Hz) and the 
high-frequency region (starts at F2 Hz) of the spectrum. 2 million white phase noise samples were 
generated in the simulation at 20 GS/s with an ideal Lorentzian linewidth of 1 MHz (𝜎𝜑
2(𝜏) =
𝜋×10-4 rad2). Two different examples of spectral modification masks are applied with {F1, G} = 
{10 MHz, 20} and {F1, G} = {50 MHz, 10}, labeled as “Modified 1” and “Modified 2” in Fig. 
2.1, respectively, to represent two different lasers with non-white FM noise characteristics. The 
phase difference variance 𝜎𝜑
2(𝜏) was re-set to its original value (𝜋×10-4 rad2) after applying the 
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spectral modification. Note that since the frequency is shown in logarithmic scale, PSD reduction 
at high frequencies is barely noticeable. Figure 2.1(b) displays the optical field PSDs 
corresponding to the three FM noise PSDs in Fig. 2.1(a), showing significant FWHM linewidth 
Δ𝑣 enhancement due to the increase of low frequency FM noise components. With the FM noise 
spectral modification, Δ𝑣 is increased from 1 MHz to >8 MHz despite the same value of 𝜎𝜑
2(𝜏). 
Δ𝑣 of each spectrum in Fig. 2.1(b) was estimated through Lorentzian fitting, commonly used in 
DSH or a coherent receiver setup, by measuring the -20-dB linewidth Δ𝑣−20𝑑𝐵 so that ∆𝑣 =
∆𝑣−20𝑑𝐵/ξ99 [86,87]. 
 
Fig. 2.1. (a) Simulated FM noise PSDs before (blue) and after (yellow and orange) spectral 
modifications; and (b) corresponding optical field spectra (each normalized to its maximum PSD). 
Figure 2.2(a) shows the LELs evaluated by Eq. (2.5) at different sampling intervals of 𝜏. 
The value of 𝜏 was changed by decimating the phase sequences which were originally generated 
at a high sampling rate of 20 GS/s. No anti-alias filtering was used in this process because we are 
interested in studying the relation between 𝜎𝜑
2(𝜏) of the non-white FM noise and the sampling 
frequency while avoiding possible measurement bandwidth limitation that would underestimate 
the actual phase variance [87]. Note that we will use the term “sampling frequency” hereinafter 




rate (with a unit of Sample/s) used to generate the original phase sequences (or to acquire digital 
sequences in a measurement setup).  
 
Fig. 2.2. Lorentzian-equivalent linewidths of the phase noise sequences used to obtain Fig. 2.1, 
(a) without and (b) with the effect of additive instrumentation noise included. BW: bandwidth. 
As expected, the results show that for the white FM noise, the linewidth (1 MHz in this 
case) is obtained from phase variance through Eq. (2.5) independent of the sampling frequency. 
Thus, a low-speed digital receiver with a bandwidth of only a few hundred MHz may suffice for 
characterizing the phase noise through linewidth estimation [64]. On the other hand, the measured 
LEL can vary drastically with the change of sampling frequency for non-white FM noise. 
Therefore, much higher sampling frequencies are required to evaluate 𝜎𝜑
2(𝜏) at frequencies 
comparable to the symbol rate in practical coherent systems (usually >5 GBd). Ideally, sampling 
the phase noise information at the transmission symbol rate would be desirable to measure the 
phase noise variance for assessing the CPR performance, which operates typically on 𝑇𝑠-spaced 
samples, as will be demonstrated in Sec. 2.4. However, additive noise commonly exists in the 
measurement setup (induced by, e.g., photodiode shot noise, and electronic circuit noise) can 
drastically overestimate the measured phase noise variance if wide measurement bandwidths are 
used [87]. Thus, limiting the measurement bandwidth is also required to reduce the impact of 




LELs evaluated at 5 GHz sampling frequency can be reasonably accurate to represent high 
frequency 𝜎𝜑
2(𝜏). In fact, limiting the signal bandwidth to 5 GHz (±2.5 GHz) affected the 
measurement of the LEL only marginally at the sampling frequency (1/𝜏) of 5 GHz. Figure 2.2(b) 
shows the effect of additive noise on the measurement with and without applying the 5 GHz 
bandwidth limitation. In the simulation, before extracting the signal phase, instrumentation noise 
was added to the unity power signal optical field with a white Gaussian PSD of -68 dB/Hz for the 
real and imaginary parts; resulting in a total SNR of 35 dB over a 10 GHz bandwidth. Even with 
this high SNR, the LELs at 20 GHz were overestimated by approximately 400%. Limiting the 
measurement bandwidth to 5 GHz resulted in more accurate estimation of the LEL at the 5 GHz 
sampling frequency for all three examples of FM noise used in this simulation, with only ~23% of 
average overestimation. In practice, the optimum measurement bandwidth will depend on the level 
of the additive noise and the specific phase noise characteristics of the laser. However, the 
examples here suggest that a sampling frequency of 5 GHz is sufficient in setups used to measure 
the LELs for lasers of similar non-white FM noise profiles with the wide range of {F1, G} 
parameters used for the examples shown in Fig. 2.1. This also dictates that a digital receiver with 
a sampling rate of at least 5 GS/s is required for the characterization purpose. 
2.3 Experimental Setup and Laser Phase Noise Measurements 
Several lasers with different measured FM noise PSDs were used in this experimental study. These 
include: an ECL; a DFB laser; and two single-section InAs/InP QD-MLLs with different repetition 
frequencies. QD-MLLs are mode-locked laser sources that produce multiple spectral lines with 
equal spacing over a wide range of wavelengths [78,88]. Their application has been demonstrated 
in multiple-lane and WDM systems [89-92]. Both QD-MLLs used in this work operate in the C-
band with 11-GHz and 25-GHz frequency spacing between adjacent spectral lines, hereinafter 
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denoted by “11G-MLL” and “25G-MLL”, respectively. A phase-diversity coherent receiver, 
comprising a 2×4 optical hybrid, two balanced photodetectors and transimpedance amplifiers, was 
used to down-shift the complex field envelope of the optical signal to the RF domain through 
heterodyne detection [63,64], as shown in Fig. 2.3. The local oscillator (LO) is a tunable ECL with 
<50-kHz linewidth. A 1-nm tunable optical bandpass filter was used to select only a few spectral 
lines when measuring QD-MLLs. This was followed by a polarization controller to maximize the 
mixing efficiency between the laser under test (LUT) and the LO. A dual-channel real-time 
sampling oscilloscope (RTSO) operating at 50 GS/s with 23-GHz RF bandwidth was used to 
capture the in-phase (I) and the quadrature-phase (Q) components of the RF beat tone. Multiple 
sets of data, each of 106 samples, were recorded from each LUT over 20 𝜇𝑠 of measurement time. 
Offline PC processing in MATLAB was used for phase noise analysis and CPR performance 
estimation [64].  
 
Fig. 2.3. Schematic of the experimental setup used for phase noise acquisition. T-BPF: tunable 
bandpass filter; PC: polarization control; BPD: balanced photodetector. 
To process the signal, the intermediate frequency (IF) of each captured RF waveform was 
shifted to the origin and the bandwidth of the heterodyne complex beat tone was then limited by a 
5 GHz ideal brick-wall filter. Signal optical phase 𝜑(𝑡) was then obtained by unwrapping the phase 




























Fig. 2.4. (a) Experimental FM-noise PSD for different lasers, and (b) Lorentzian-equivalent 
linewidths calculated at different sample interval τ. Inset in (b) shows the corresponding field 
spectra. 
Figure 2.4(a) shows the 𝑆𝐹𝑀(𝑓) profiles of the 4 lasers used in this experiment. Both the 
ECL and the DFB lasers have relatively flat PSD profiles. In contrast, both QD-MLLs exhibit more 
than an order of magnitude higher PSDs in the low-frequency region extending up to tens of MHz, 
compared to those at the high frequency region around 1 GHz. It is important to note that these 
results are a property of the QD-MLLs used in this investigation [77,79], not to be confused with 
the enhancement of 𝑆𝐹𝑀(𝑓) at low frequencies stemming from extended measurement times and 
reported elsewhere (e.g., Ref. [64]). Figure 2.4(b) shows the LELs calculated from 𝜎𝜑
2(𝜏) evaluated 
at different sampling intervals. Here 𝜏 was changed by decimating the phase sequence 𝜑(𝑡) 
originally captured at 50 GS/s. Due to their white FM noise, the ECL and DFB laser used in this 
experiment have relatively constant LELs over the entire sampling frequency range. In 
comparison, the LELs of QD-MLLs vary by a factor of >10 within the same sampling frequency 
range. FWHM linewidths, ∆𝜐, measured from the PSDs of the beat tones, shown in the inset of 
Fig. 2.4(b), were comparable to the LELs calculated at the lowest sampling frequency of 0.1 GHz 
for all lasers. This is because low sampling frequencies are closer to the flat low-frequency region 




linewidths, as was explained in Sec. 2.2. The results in Fig. 2.4 illustrate the ambiguity of ∆𝜐 as a 
parameter to describe phase noise of lasers with non-white FM noise. Furthermore, the QD-MLLs 
with ∆𝜐 values of 17 MHz and 9 MHz for the 11G-MLL and the 25G-MLL, respectively, have 
LELs of 1 MHz and 900 kHz near 5 GHz sampling frequency, comparable with the 700 kHz 
linewidth of the DFB laser. Note that if 𝜏 is equal to the symbol period 𝑇𝑠 in a digital coherent 
receiver, the abscissa in Fig. 2.4(b) represents the symbol rate of the system. In the next section, 
we show that despite their relatively large FWHM linewidths, QD-MLLs exhibits similar 
performance as the DFB laser in coherent systems at practical symbol rates.  
2.4 Performance in Digital CPR Algorithms 
Digital CPR algorithms can be implemented in single or multiple stages and they vary in 
performance and implementation complexity. For example, feed-forward CPR algorithms are 
practical and often used at high symbol rates [68-76]. These schemes typically use the blind phase 
search (BPS) [4] and/or the Mth-power [70] algorithm as the main (or the only) functional stage. 
These two schemes are feed-forward schemes, hence convenient for parallel hardware 
implementations. Details about the structures and working mechanisms of these algorithms can be 
found in Ref. [4] and Ref. [70]. As such, we restrict our CPR performance evaluations to these two 
feed-forward methods. Without loss of generality, differential QAM encoding/decoding will be 
used to accommodate any quadrant jump events (or cycle slips) resulting from excess phase noise. 
Differential encoding induces unwanted optical SNR (OSNR) penalty overhead. However, 
differential encoding can be avoided only when the probability of cycle slip is very low (~10-18 < 
target post-FEC BER), which can be attained only in systems operating at high symbol rates and 




Fig. 2.5. Simulated BER performance for differential 16-QAM at 10 GBd for the measured phase 
noises and ideal Lorentzian phase noises with (a) BPS and (b) Mth-power CPR. Optimum half-
window length used for each case is shown in the parenthetical numbers in the legends. I.L.: Ideal 
Lorentzian. 
In this study, measured phase sequences 𝜑(𝑡) from all lasers were down-sampled by 
decimation to 10 GS/s and imposed on differentially-encoded 16-QAM symbols for system 
performance simulation. The signal-to-noise ratio per bit (Eb/N0) was varied in the simulation by 
loading additive white Gaussian noise to the modulated signal before CPR and symbol-to-bit 
differential de-mapping. Perfect frequency offset compensation and symbol-timing recovery were 
asserted in the simulation to restrict the investigation to the penalty caused by residual phase noise 
only. A single-stage BPS with B = 64 test points was used [4]. The Mth-power CPR algorithm is 
a constellation-partitioned 4th-power algorithm with sliding window [70]. The averaging window 
size was optimized in both CPR algorithms around the value of Eb/N0 that results in BER=10
-3 for 
every laser. Simulated 10 GBd BER performance versus Eb/N0 is shown in Fig. 2.5. To compare 
the system BER performance, ideal Lorentzian phase noises were generated numerically with the 
FWHM linewidths equal to the measured LELs of the LUTs evaluated at 5 GHz (see Fig. 2.4(b)). 
At least 5 million QAM symbols were simulated and 100 bit errors were counted for each data 
point for BER estimation. Also shown in Fig. 2.5 is the simulated BER performance of ideal 




(Δ𝑣 = 9 MHz). As a reference, the dotted-dashed curve in Fig. 2.5 shows the BER performance in 
the absence of laser phase noise. 
The performances of both MLLs are very close to the ideal Lorentzian phase noises with 
FWHM linewidths equal to the LELs of MLLs sampled at 5 GHz, except for BER floors observed 
at values below 10-5 (<< typical FEC thresholds) for MLLs. For the MLLs with strong low-
frequency FM noise PSDs, FWHM linewidths, mainly determined by the low-frequency 
components, significantly overestimate the system impact of phase noise. In fact, for a FWHM 
linewidth of 17 MHz, the product “Δ𝑣 ∙ 𝑇𝑠” of this system would be 1.7×10
-3, which is an order of 
magnitude higher than a reported limit of 1.4×10-4 for 16-QAM for a SNR penalty of 1 dB (based 
on the ideal Lorentzian model) for both CPR schemes [4,70]. Whereas system performance of the 
11G-MLL with 17 MHz FWHM linewidth is comparable with the DFB laser of a FWHM of only 
700 kHz. These results indicate that if FM noise is non-white, laser phase noise cannot be 
characterized by the FWHM linewidth, and the  “Δ𝑣 ∙ 𝑇𝑠” criterion is not adequate to assess phase-
noise-induced system penalty. 
To further confirm these results, we used the 25GHz-MLL in a back-to-back (B2B) 
coherent communication experiment and compared it to an ECL as the Tx light source. A single 
comb line at 1537.34 nm wavelength was used to carry a differentially encoded Nyquist 16-QAM 
signal at 5 GBd with a roll-off factor of 0.1. The choice of this relatively low symbol rate was 
intentionally made to demonstrate the concept at an extreme condition. The output from the 
bandpass filter in Fig. 2.3, representing the selected comb line, was amplified by an Erbium-doped 
fiber amplifier (EDFA) and fed into an optical I/Q modulator followed by another EDFA and noise 
loading stage to change the OSNR of the modulated signal. The optical signal is then passed 
through a bandpass filter and sent to a polarization control and consequently the coherent receiver. 
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The rest of the setup is the same as shown in Fig. 2.3. The I and Q components of the received 
signal were captured by the RTSO at a rate of 25 GS/s and processed offline. The offline receiver 
DSP comprised resampling to 2 Sam/Sym, frequency offset compensation, root-raised cosine 
matched filtering, symbol timing recovery, adaptive equalization, CPR, and differential symbol-
to-bit de-mapping for BER counting. The BPS with B = 64 was used for CPR. The QD-MLL was 
then replaced by an ECL similar to the one used as the LO (with a linewidth of <50 kHz) in the 
transmission experiment for comparison.  
 
Fig. 2.6. Experimental B2B BER performance as a function of OSNR with differential 16-QAM 
at 5 GBd for the 25GHz-MLL and an ECL at the Tx side. BPS was used as the CPR with B = 64. 
Parenthetical numbers in the legend represent the optimum half-window length used for each 
case. 
Figure 2.6 shows the BER as a function of OSNR for both the QD-MLL and the ECL as 
the Tx light sources. The OSNR penalty of using the QD-MLL at BER of 10-3 is only ~0.7 dB 
compared to the case of the ECL. This result comes in line with the semi-numerical simulation 
results shown in Fig. 2.5. This result also demonstrates the feasibility of adopting QD-MLLs for 
relatively low-baud coherent applications despite their broad linewidths. 
The results presented above show that for a laser with non-white FM noise, the LEL is 
dependent on the measurement sampling frequency, and the impact of phase noise in a coherent 
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system is more relevant to the LEL evaluated at a relatively high sampling frequency. Next, we 
investigate how the accuracy of SNR penalty estimation is affected by the choice of sampling 
frequency in the measurement of LEL. 
 
Fig. 2.7. Simulated Eb/N0 penalty error between the actual performance and the LEL estimates as 
a function of sampling frequency. Numbers in parentheses represent the Lorentzian-equivalent 
linewidth in MHz and the optimum half-window length used in the BPS CPR, respectively. 
Figure 2.7 shows the system penalty error of using Lorentzian-equivalent linewidth 
measured at different sampling frequencies. The system penalty error is defined as the difference 
of the required Eb/N0 (to achieve BER=10
-3) between using the actual phase noise 𝜑(𝑡) of the 
MLLs and the numerically generated ideal Lorentzian phase noises with FWHM linewidths equal 
to the LELs obtained from 𝜑(𝑡) decimated at different sampling frequencies. BPS was used for 
CPR and with optimized averaging window size for each case. The penalty errors shown in Fig. 
2.7 diminish at relatively high sampling frequencies of higher than 3 GHz, which agrees with the 
results suggested by Fig. 2.2 for measuring LELs. Thus 5 GHz sampling frequency is generally 
sufficient for accurately characterizing this type of lasers for use in coherent systems. This result 
comes in contrast to the case of a laser with white FM noise (e.g., DFB or ECL), in which FWHM 
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linewidth is always equal to the LEL, independent of the sampling frequency, and thus a receiver 
with a few hundred MHz bandwidth would be sufficient [63], [64]. 
2.4.1 Impact of Non-white FM Noise on Averaging Window Length 
In general, all CPR algorithms in digital coherent receivers average the phase estimates over an 
adequate number of consecutive symbols, or window length, to reduce the effect of additive noise 
on the phase estimation accuracy. A longer window reduces the influence of additive noise, but 
also averages out instantaneous phase variations within the window and reduces the accuracy of 
phase estimation. Thus, window length is optimized for different phase noise and additive noise 
levels to achieve the best effect. It can be noted from the legends in Fig. 2.5 that the optimum 
window size is shorter for the case of non-white FM noise, compared to the ideal Lorentzian phase 
noise of the same Lorentzian-equivalent linewidth. To explain this effect, we consider non-white 
FM noise on a QPSK modulated optical signal (or, equivalently, 4-QAM), and apply the Mth-








                                                (2.6) 
where 𝑟𝑚 = 𝑑𝑚 + 𝑛𝑚 is the 𝑚th received complex symbol consisting of the data symbol with 
phase noise (𝑑𝑚) and an additive zero-mean noise (𝑛𝑚), and the window length is 𝑁 = 2𝑙 + 1. 
For a non-white FM noise with strong low-frequency components, the mean phase averaged over 
a certain window length will vary more compared to white FM noise scenario with equal phase 
variance 𝜎𝜑
2. This increased variation of averaged phase will likely to require a shorter averaging 
time window to optimize the system performance. This can be clearly observed in the absence of 
additive noise. With the consideration of additive noise as a random process statistically 
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independent of the phase noise, the total mean squared error of the phase estimate can be 
approximated as 
𝜎𝑒𝑟𝑟
2 (𝑁) ≅ 〈𝑒?̂?,𝑛(𝑘, 𝑁)
2〉 + 〈𝑒?̂?,𝑝𝑛(𝑘, 𝑁)
2〉                                   (2.7) 
where the phase estimate total mean squared error 𝜎𝑒𝑟𝑟
2 (𝑁) represents the variance of the difference 
between the Tx-Rx combined laser phase noises and the estimated phase, i.e., 𝜎𝑒𝑟𝑟
2 (𝑁) =
𝑣𝑎𝑟[𝜑(𝑘) − ?̂?(𝑘, 𝑁)], 〈𝑒?̂?,𝑛(𝑘, 𝑁)
2〉 is the variance of phase estimate error induced by the 
additive noise in absence of phase variations within the averaging window 𝑁, and 〈𝑒?̂?,𝑝𝑛(𝑘, 𝑁)
2〉 
is the variance of phase estimate error induced by instantaneous phase noise variations within the 
averaging window 𝑁 in the absence of additive noise. According to Eq. (2.6), these quantities can 
be evaluated as 
〈𝑒?̂?,𝑛(𝑘, 𝑁)
2〉 = 𝑣𝑎𝑟[𝑒?̂?,𝑛](𝑁) = 𝑣𝑎𝑟 [
1
4




]                     (2.8) 
      〈𝑒?̂?,𝑝𝑛(𝑘, 𝑁)
2〉 = 𝑣𝑎𝑟[𝑒?̂?,𝑝𝑛](𝑁) = 𝑣𝑎𝑟 [𝜑(𝑘) −
1
4
𝑎𝑟𝑔 ∑ 𝑒𝑖4𝜑(𝑚)𝑚=𝑘+𝑙𝑚=𝑘−𝑙 ]            (2.9) 
We emphasize on that 𝜎𝑒𝑟𝑟
2 (𝑁) in Eq. (2.7) is only an approximation and the exact mean 
squared error is not a straightforward summation of the presented terms; nonetheless, it will be 
shown next that this is a very good approximation and it gives exact results in terms of the values 
of 𝑁 at which minimum values of 𝜎𝑒𝑟𝑟
2 (𝑁) occur, which is the main focus of this analysis. The 
received symbols in Eq. (2.8) are assumed here to have a unity power and a mean phase of 0 for 
simplicity. However, any constant mean phase value could have been assumed without changing 
the results (e.g., 𝜋/4 for 4-QAM). The additive noise, 𝑛𝑚, is modeled as a complex Gaussian 
random sequence of zero mean and variance of 1/(2SNR) for both the real and the imaginary parts. 
Figure 2.8 shows the numerical evaluations of Eqs. (2.7)-(2.9) for ideal Lorentzian phase noise 
with Δ𝑣 = 500 kHz and non-white FM noise of the same variance generated by using the spectral 
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modification parameters {F1, G} = {50 MHz, 10} as was described in Sec. 2.2. Both phase noises 
have equal variance 𝜎𝜑
2(𝜏) = 𝜋×10-4 rad2 at 10 GS/s ( = 100ps). The SNR was set to 13 dB and 
each data point was calculated over 105 samples. As shown in the figure, 𝑣𝑎𝑟[𝑒?̂?,𝑝𝑛](𝑁) increases 
linearly with 𝑁 for ideal Lorentzian noise; but increases super-linearly for the non-white FM noise. 
Note that the second term on the right-hand side of Eq. (2.9) is equivalent to a non-weighted 
moving-average filter applied to the phase sequence 𝜑(𝑘), known to have a linear relation between 
the estimate error variance and filter length when ∆𝜑(𝑘) = 𝜑(𝑘) − 𝜑(𝑘 − 1) has a white 
Gaussian distribution [94].  
 
Fig. 2.8. Phase estimation mean squared error components for Eqns. (2.7-2.9) evaluated over 105 
samples for different window lengths. Vertical bars indicate points of minima on corresponding 
curves. I.L.: Ideal Lorentzian. 
The moving-average filter has low-pass characteristics with a cut-off frequency inversely 
proportional to the filter (window) length. This emphasizes the impact of low-frequency noise 
portion of 𝑆𝐹𝑀(𝑓). As the sum of two contributions, the total mean square error 𝜎𝑒𝑟𝑟
2  in Eq. (2.7) 
has window length-dependent minima, which are demarked by vertical bars in Fig. 2.8. Each 
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minimum identifies an optimum window length, which can be different for different combinations 
of modulation format, phase noise variance and spectral profile, and SNR. We observe this 
optimum window length contracts (from 35 to 25) for the spectrally modified phase noise due to 
its non-white spectral profile. The circled markers show the results of the exact values of 𝜎𝑒𝑟𝑟
2 (𝑁) 
obtained after modulating random QPSK symbols with the same phase noise sequences and SNR 
value and comparing the estimated phase noise from the Mth-power CPR, by means of Eq. (2.6), 
to the original phase noise. They show that Eq. (2.7) gives very accurate results for the ideal 
Lorentzian case and fairly close values for the non-white FM noise case. Note that for either case 
the value of N at which the minimum 𝜎𝑒𝑟𝑟
2  occurs coincides with the prediction of Eq. (2.7), which 
shows the accuracy of the approximation made in this analysis. This result explains the reason why 
the optimized window lengths are shorter for the non-white FM noise of MLLs shown in Fig. 2.5 
(and Fig. 2.6) for both CPR algorithms, compared to the ideal Lorentzian phase noise of similar 
LELs. For the case of non-white FM noise, the phase estimation error is more sensitive to the 
variation of window length, and the minimum estimation error at the optimum window length is 
also slightly higher than that obtained with the white FM noise. This will be further discussed in 
the next section.  
Following the analysis of optimum averaging window length, the results are confirmed by 
BER simulations using the measured phase noise of the 25G-MLL. Differentially encoded 16-
QAM symbols were modulated on the phase sequences decimated at 10 GS/s to simulate a 10 GBd 
system. Both Mth-power and BPS based algorithms were used to obtain system penalties at BER 
=10-3 for the ideal Lorentzian phase noise and the phase noise measured from the MLL at different 
averaging window lengths. As shown in Fig. 2.9(a) & (b), the predictions obtained from the 
analysis above are confirmed for different CPR algorithms. The optimum window shifts to a 
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smaller size for non-white 𝑆𝐹𝑀(𝑓) as was predicted from Fig. 2.8. The increased sensitivity of 
system penalty to the choice of window length for non-white FM noise indicates that the CPR 
optimization in system design may be based on measured phase noise sequences rather than an 
ideal Lorentzian model. 
 
Fig. 2.9. Eb/N0 penalty at BER=10-3 for 10 GBd differential 16-QAM for (a) BPS and (b) Mth-
power CPR. Penalties are calculated with reference to the ideal case in the absence of phase 
noise. Vertical bars indicate points of minima. 
2.4.2 Phase Estimation Efficiency and Performance Prediction Accuracy 
For the case of non-white FM noise, the minimum 𝜎𝑒𝑟𝑟
2  at the optimum window length is higher 
than that of white FM noise as shown in Fig. 2.8. This can be regarded as a reduced efficiency of 
phase estimation, which introduces additional system SNR penalty. Note that this increase of 
penalty was not clear in the results shown in Fig. 2.9(a) & (b), which we attribute to a slight 
overestimation of the LEL due to the instrumentation noise. In this section, the efficiency of phase 
estimation is studied for different 𝑆𝐹𝑀(𝑓) profiles and CPR algorithms, and the related residual 
SNR penalty is quantified. CPR estimation efficiency can be measured by the ratio between the 
mean squared error 𝜎𝑒𝑟𝑟
2  and the theoretical minimum achievable error expressed by the Cramér-
Rao lower bound (CRLB) [95]. For square QAM signals with practical SNR values, 








(2𝑁 ∙ 𝑆𝑁𝑅)−1 ∗ 100
𝑣𝑎𝑟[𝜑(𝑘) − ?̂?(𝑘, 𝑁)]
≤ 100%                        (2.10) 
where SNR is the ratio between the average symbol energy and the power spectral density of 
additive noise, that is Es/N0 = log2(M)·Eb/N0. 
 
Fig. 2.10. Phase estimation efficiency η versus averaging window half-length for the BPS and the 
Mth-power CPR for a 16-QAM signal at 10 GBd with SNR=17dB. 
Figure 2.10 shows the calculated phase estimation efficiency versus half-window length 
for an ideal Lorentzian phase noise with 500 kHz linewidth and a non-white phase noise for both 
the Mth-power and the BPS CPR algorithms. The non-white noise was generated with spectral 
modification as shown in Fig. 2.1(a) with parameters {F1, G}={50 MHz, 10}, and slope = -10 
dB/decade. Both the white and the non-white phase noises have the same phase difference variance 
𝜎𝜑
2(𝜏) = 𝜋×10-4 rad2 sampled at 10 GS/s ( = 100ps). The optical field with phase noise was loaded 
with 16-QAM symbols, and the SNR was set to 17 dB through noise loading. In comparison to the 
Mth-power CPR, BPS algorithm has better phase estimation efficiency, especially for short 
averaging windows. The phase estimation efficiency is lower for the laser with non-white FM 
noise compared to that with white FM noise for both CPR algorithms, and this difference is more 
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pronounced for the BPS at long window lengths. This agrees with the fast increase of SNR penalty 
with the window length shown in Fig. 2.9(a) for the non-white FM noise sequences of the 25G-
MLL. 
Note that although system penalty due to phase noise is closely related to phase estimation 
efficiency, it cannot be assessed solely by this efficiency. This is because BER is also affected by 
the probability of cycle slips which are not included in the calculation of phase estimation 
efficiency, as have been removed before calculating the estimation error in the denominator of Eq. 
(2.10). The probability of cycle slip events can vary for different profiles of 𝑆𝐹𝑀(𝑓). Therefore, 
for the case of non-white FM noise, it is more accurate to investigate the phase-noise-induced SNR 
penalty directly from the BER calculation after CPR. 
To investigate the impact of non-white FM noise on SNR penalty without the ambiguity of 
laser characterization errors, we run a computer simulation using digitally generated phase noise 
sequences with increased low-frequency components in 𝑆𝐹𝑀(𝑓) as described in Sec. 2.2. Ideal 
Lorentzian phase noise was first generated with a linewidth of 500 kHz or 1 MHz. Spectral 
modification was then applied to generate the non-white FM noise with G = 10 and 20. The 
parameter F1 was swept from 0 to 300 MHz in 20 equal steps on the logarithmic frequency scale, 
representing different bandwidths of low-frequency excess FM noise. The phase difference 
variance 𝜎𝜑
2(𝜏) of the spectrally-modified non-white FM noise is then rescaled to its original value 
before spectral modification [𝜎𝜑
2(100 𝑝𝑠)=2𝜋×10-4 or 𝜋×10-4 rad2 at 10 GS/s]. This assures that 
all phase noise sequences with different spectral profiles have the same LEL at  = 100 ps, although 
they may have very different FWHM linewidths. The results of this simulation will also show the 
accuracy of using LEL sampled at the signal symbol rate in predicting system performance, 




Fig. 2.11. SNR penalty and optimum window length versus F1 for differential 16-QAM at 10 GBd 
with BPS algorithm and initial ideal Lorentzian laser linewidth of (a) 500 kHz and (b) 1 MHz. 
Figures 2.11(a) and (b) show the Eb/N0 penalty (for BER = 10
-3) as the function of F1 for 
the LELs of 1 MHz and 500 kHz, respectively. 16-QAM differential encoding is used to generate 
the 10 GBd signal with 5 million data symbols simulated at each point. BPS is employed for CPR 
with B = 64 [4]. The optimum window length (indicated by the right y-axes in the figures) was 
optimized for each value of F1. The penalty was calculated with reference to the ideal case without 
phase noise and was found to be 0.33 dB and 0.49 dB for the ideal Lorentzian phase noise without 
spectral modification, for the linewidths of 500 kHz and 1 MHz, respectively (see horizontal 
dashed lines in the figures). With the increased low frequency components of 𝑆𝐹𝑀(𝑓) through 
spectral modification, the penalty starts to increase when the frequency F1 reaches to a few 10s of 
MHz (~0.1% of symbol rate), and the optimum window length is reduced accordingly with the 
increase of F1. For the case shown in Fig. 2.11(a), the spectral modification increases the FWHM 
linewidths from 500kHz to 4 MHz and 6 MHz, with F1 = 100 MHz and G = 10 and 20, respectively, 
but the system penalty is only increased by less than 0.2 dB. Given that 𝜎𝜑
2(𝜏) is kept constant 
(sampled at the system symbol rate), so as the LEL, this 0.2 dB discrepancy represents the 




linewidth is increased from 1 MHZ to 6 MHz and 8 MHz for F1 = 100 MHz and G = 10 and 20, 
respectively. The highest discrepancy of system SNR penalty evaluated based on the LEL system 
is less than 0.45 dB even with a relatively high F1 of 300 MHz (3% of symbol rate) and an 
enhancement factor G of 20. This discrepancy is much less than what would be expected based on 
the FWHM linewidth (e.g., >4 dB for FWHM of 9 MHz, see Fig. 2.5(a) & (b)), indicating that 
LEL is a much more accurate parameter to specify the system impact of lasers with non-white FM 
noise.  
2.5 Conclusion 
We have measured phase noise and spectral linewidths of different laser diodes and found that FM 
noise spectral profiles of these lasers are not always white and can have significant variations at 
different frequencies for some types of lasers. Excess low-frequency FM noise components may 
extend up to tens of MHz in some types of lasers, like the QD-MLLs, with more than an order of 
magnitude ratio compared to higher frequencies. This non-white characteristic of FM noise is 
found to affect the use of spectral linewidth when estimating the performance of optical systems 
that require CPR. Based on measured optical phase noise waveforms of different types of lasers, 
we have shown that the spectral FWHM linewidth alone is not sufficient to characterize phase 
noise, or to determine its impact on the design of an optimum CPR for coherent receivers for non-
white FM noise. Using the measured phase noise from different QD-MLLs with several MHz 
FWHM linewidths, we have shown by simulation comparable system performance to a DFB laser 
of only a few hundred kHz FWHM linewidth, due to dissimilarity in their FM noise spectral 
profiles. This result was further supported by a B2B 16-QAM transmission experiment comparing 
a QD-MLL with an ECL at a low symbol rate of 5 GBd. The OSNR penalty was found to be only 
~0.7 dB when replacing the ECL (<50 kHz FWHM linewidth) with the QD-MLL (>8 MHz 
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FWHM linewidth) in the experiment, with optimizing the CPR averaging window size. We have 
also shown that a “Lorentzian-equivalent linewidth”, evaluated by sampling the phase noise 
waveform at a relatively high sampling frequency, can be a reliable and accurate parameter for 
assessing the impact of laser phase noise in the digital coherent system. The choice of a practical 
sampling frequency may depend on the characteristics of the phase noise and the SNR in 
measurement setup. However, we have shown that for a wide practical range of non-white FM 
noise profiles a sampling frequency at 5 GHz is adequate. Furthermore, by semi-analytical analysis 
and supporting results from the experimental measurements, the optimum averaging window 
length in CPR algorithms was shown to be shorter for non-white phase noise with enhanced low-
frequency phase noise power spectral density at fixed phase difference variance. This observation 
suggests that CPR algorithms should be optimized in system design stage based on the actual phase 










                                      
                                          Chapter 3 : Phase Noises in Quantum-Dot Mode-Locked 
Multi-Wavelength Light Sources 
Phase Noises in Quantum-Dot Mode-Locked Multi-Wavelength 
Light Sources 
Quantum-dot(dash) mode-locked lasers (QD-MLLs) are multi-wavelength light sources that can 
generate multiple optical carriers by a simple DC bias electrical current injection. This chapter 
provides a detailed study of the phase noises of individual comb lines and the differential phase 
noise (DPN) between adjacent comb lines in QD-MLLs. The conclusions from the investigations 
presented in Chapter 1 are used as a foundation for the studies presented here. First, we study 
phase-noise spectral properties of comb lines from a QD-MLL and show that their large linewidth 
variability attributes to the low-frequency phase variations. Semi-numerical and experimental 
simulations show that these variations have minimal effect on coherent system performance at 
practical symbol rates. Second, we show that the DPN between adjacent comb lines in QD-MLLs 
may exhibit higher phase noise impacts in (self-)coherent transmission systems than their apparent 
narrow linewidths, due to unique spectral profiles. Finally, we present a coherent multi-heterodyne 
technique used to instantaneously measure multiple comb lines from a QD-MLL. This technique 
enables the measurement of inter- and intra-line phase noises of any comb source by a single 
measurement, which also enables the measurement of temporal properties of the optical signal 




Optical datacenter interconnects (DCIs) are expected to provide >400 Gb/s data rate capabilities 
in the foreseeable future, driven by the continuing growth of internet applications and centralized 
cloud services. At these throughputs, coherent solutions can rival and best IMDD by measure of 
density, power per bit and reach [97-99]. Coherent transmission can also improve system reach 
and spectral efficiency for applications with relatively lower symbol rates, such as passive optical 
networks (PONs) and mobile network backhaul systems [100,101]. QD-MLLs are attractive multi-
wavelength light sources by virtue of their small footprint, energy efficiency, and integrability in 
photonic integrated circuits (PICs) [78,102,103]. QD-MLLs can simultaneously generate tens of 
CW signals (or comb lines) equally spaced by a specified repetition frequency over a wavelength 
window of typically ~10 nm [78,102-104]. The demonstration of these devices with desired line 
spacing on the order of tens of GHz shows that they are suitable for WDM applications. Therefore, 
detailed understanding of the phase noises in these sources is of high importance. In general, these 
devices can suffer from relatively high phase noise exhibited by individual comb lines compared 
to high-quality DFB lasers and ECLs commonly used in coherent communication applications 
[77,78,104]. It has been shown that the linewidths of comb lines of a QD-MLL vary with the 
wavelength parabolically [78,102,104]. However, these studies quantified the phase noise only by 
means of the FWHM linewidths of individual lines, without investigating the properties of their 
phase noises. In this chapter, Sec. 3.2 we will study the spectral properties of the phase noise of 
~40 individual comb lines across the emission window of a QD-MLL with 25 GHz line spacing. 
Section 3.3 will study the DPN between adjacent comb lines and show its impact in self-coherent 
applications. Finally, Sec. 3.4 will present the coherent multi-heterodyne technique used to 
characterize phase noises in a QD-MLL with 11 GHz line spacing. 
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3.2 Phase Noise Spectral Properties Across Individual Comb Lines in 
Quantum-Dot Mode-Locked Lasers 
In this section we study the FM noise spectral profiles of different comb lines across the emission 
window and show that the variation of linewidths as the function of wavelength is mainly caused 
by the variation of low-frequency components of the FM noise of these spectral lines. Although 
the linewidth varies by >500% across the emission band, we show that the system performance 
using these spectral lines as light sources only change slightly. We also show that with proper 
device biasing, and careful receiver CPR design, all comb lines of a QD-MLL can be used for 
coherent transmission, even at relatively low symbol rates. This is due to the relatively low FM 
noise components at the high frequency for all comb lines. This avoids the need for linewidth 
reduction techniques such as feed-forward [105] or feedback injection locking [106]. 
3.2.1 Experimental Procedure and Device Characterization 
The QD-MLL used in our experiment is a single section InAs/InP operating in the lower half of 
the C-band from 1531 to 1541 nm with 25 GHz comb line spacing. Figure 3.1(a) shows the optical 
spectrum of the device with two different bias current and device temperature combinations chosen 
to align the same comb lines to the 25-GHz ITU-T Grid. The spectra were obtained by an optical 
spectrum analyzer (OSA) with a resolution bandwidth (RBW) of 0.01 nm. To characterize spectral 
properties of individual comb lines, we used a 25:50 GHz interleaver followed by a tunable 
bandpass filter and an EDFA to select and amplify individual comb lines. The experimental setup 
used here is similar to that shown in Fig. 2.3 in Chapter 2. An integrated phase-diversity coherent 
receiver with a tunable ECL (linewidth <30 kHz) as the LO was employed to downshift the 
selected comb line to the RF domain. The I and Q components of the RF signal were captured at 
50 GS/s by a real-time oscilloscope with an electrical bandwidth of 23 GHz and a nominal vertical 
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resolution of 10 bits. The temperature sensitivity of QD-MLL comb line wavelength was found to 
be ~0.1 nm/oC. We chose four cases of the set temperature from 16 oC to 22 oC in a step of 2 oC 
(0.2 nm wavelength change) to align the comb to the 25-GHz grid. At the same time, the bias 
current was reduced in every step to re-align the same comb line back to the same original 
wavelength (see the legend of Fig. 3.1(b)). On the other hand, the required current change ranges 
from 55mA to 85mA (depending on the temperature) to create a 0.2-nm wavelength change. 
Change of frequency spacing between comb lines due to temperature and current change was not 
observed for the given range of measurements. 
 
    
Fig. 3.1. (a) Optical spectra of the QD-MLL (RBW=0.01nm) for two different bias and 
temperature cases, and (b) measured linewidths of 10 different comb lines. Filled markers: 





We characterize the linewidth of individual lines by two different measures: (1) a statistical 
linewidth calculated from the phase difference variance, 𝜎𝜑
2(𝜏) = 𝑣𝑎𝑟[𝜑(𝑡) − 𝜑(𝑡 − 𝜏)], at 𝜏 =10 
ns, where the linewidth is obtained as Δ𝑣 = 𝜎𝜑
2/(2𝜋𝜏) [64]; and (2) a spectral linewidth calculated 
from the normalized field spectrum at -20 dB and converted to the -3dB linewidth, assuming a 
Lorentzian shape, as Δ𝑣−3𝑑𝐵 = Δ𝑣−20𝑑𝐵/ξ99. Figure 3.1(b) shows the calculated linewidths for 
10 comb lines for each of the 4 bias cases covering the 6-dB emission window of Case 4. Each 
point in the figure shows an average of three different measurements, each of 1 million samples 
(20 𝜇s duration). Unlike the case for most single-mode semiconductor lasers, we find that the QD-
MLL does not show monotonic decrease of linewidths when increasing the current or decreasing 
the temperature. Instead, for all cases, the spectral widths of comb lines have similar dependence 
on the wavelength. Also shown in Fig. 3.1(b) are the Lorentzian-equivalent linewidths (LELs) for 
the corresponding measurements, with the small size markers. LELs are equivalent to the statistical 
linewidths calculated at a specific sampling frequency (1/𝜏); 5 GHz was used here. As was shown 
in Chapter 1, for lasers with non-white FM noise, LELs at high frequencies are better indicators 
of the laser performance in coherent systems than the actual spectral linewidths. The measured 
statistical and spectral linewidths show comparable values for all measurements except for the 
short wavelength region of Case 1. Fig. 3.1(b) also indicates that the measured linewidths can 
change significantly over the wavelength. For example, Case 2 shows a change of statistic 
linewidth from 1.5 MHz to 4.8 MHz (220% variation) for the comb lines at 1532.29 and 1539.37 
nm. However, the corresponding LELs at 5 GHz show a much smaller variation from 0.75 MHz 
to 1 MHz (33% variation) across the entire wavelength window of between these comb lines. 
Figure 3.2(a) displays the FM-noise PSDs of four equally-spaced wavelengths across the 3-dB 





Fig. 3.2. (a) FM-noise PSD of four different comb lines at Case 2 (18oC, 370mA), and (b) 
corresponding LELs vs. frequency. Cxxx indicate the channel number according to the 25-GHz  
Although the FM noise spectral contents in the low frequency region around 10 MHz vary 
by ~7dB, FM noise at high frequencies above 100 MHz show only very small variations. Figure 
3.2(b) shows the corresponding LELs evaluated at different sampling frequencies. In this figure, 
measured LEL values at 100 MHz and at 5 GHz correspond to the statistical linewidths and the 
LEL values shown in Fig. 3.1(b) (Case 2), respectively, for the same set of comb lines. The inset 
shows the corresponding measured field spectra. It can be noticed that the LELs at 100 MHz 
(representing the spectral linewidths) have a larger variation (~220%) than that of the LELs at 5 
GHz (~33%), analogous to the trend found in Fig. 3.2(a) for the FM-noise PSDs, as a function of 





components of the FM noise comparable to the symbol rate, all comb lines across the emission 
band are expected to exhibit comparable performances, with much smaller variation than 
suggested by their spectral linewidths, as will be shown next.  
3.2.2 Performance in Digital Coherent Systems 
To investigate and compare the performance in coherent transmission, two different comb lines, 
at 1532.29 nm and 1540.16 nm, were used as the Tx light sources with statistical linewidths of 4.8 
MHz and 1.45 MHz and LELs of 1 MHz and 0.73 MHz, respectively. The QD-MLL bias 
conditions were set as in Case 2. Figure 3.3 shows the schematic of the experimental setup. Comb 
line selection and coherent receiver used in the system experiments were the same as those 
described above, except that the signal was I/Q modulated, and extra optical noise was loaded 
before the coherent receiver to change the OSNR. The 16-QAM signal was differentially pre-
coded and Nyquist pulse-shaped with a roll-off factor of 0.1. The I and Q components from the 
coherent receiver were captured at 25 GS/s and processed offline with the basic coherent receiver 
DSP stages comprising resampling, frequency compensation, matched filtering, symbol timing, 
equalization, CPR, and hard-decision symbol-to-bit de-mapping. A single-stage blind phase search 
was used for CPR with 64 test phase points, and the optimum half-window length of 6 was used 
[4]. 
 

















Fig. 3.4. (a) Experimental BER vs. OSNR, and (b) experimental R-OSNR at 10-3 BER. 
Figure 3.4(a) shows the measured OSNR performance of a coherent system with single-
polarization 16-QAM modulation at 5 GBd. The required OSNRs (R-OSNR) to achieve the 
conventional FEC BER threshold of 10-3 were 15.95 dB and 14.7 dB for the 1532.29 nm and the 
1540.16 nm comb lines, respectively, with a difference of only 1.25 dB. An ECL was also used as 
the Tx light source for comparison, which shows a R-OSNR of 14.1 dB at the same BER threshold. 
We then measured the R-OSNR of every other comb line across the 8.2-nm emission band. The 
I/Q modulator control and the optical input power to the coherent receiver were monitored 
throughout the experiment to avoid any wavelength-dependent performance dissimilarities in the 
setup. The results in Fig. 3.4(b) show that the R-OSNR varies only by 1.25dB across the 
wavelength window, which is much smaller than one would expect from the large linewidth 
variation of these comb lines.  
With increasing the symbol rate, the sensitivity of performance to low-frequency FM noise 
is expected to drop. To observe this, we used measured waveforms of the complex envelopes of 
unmodulated comb lines, to simulate the system performance at different symbol rates [64] for the 





Fig. 3.5. Simulation setup used to measure the performance at different symbol rates from the 
measured phase noise waveforms. 
In the simulation, the 16-QAM data symbols were carried by the experimental complex 
waveforms of the comb lines, and white Gaussian noise (WGN) was added to change the per-bit 
signal to noise ratio (Eb/N0) before BPS CPR (no. of test points B=64) and demodulation. Optimum 
averaging window length was used for each case. Figure 3.6 shows the required Eb/N0 to achieve 
a threshold BER of 10-3. At 5 GBd, the penalty difference between the comb lines of shortest and 
longest wavelengths is 1.14 dB of ROSNR, which agrees reasonably well with the experimental 
results (the 1.25 dB for the R-OSNR difference between these lines). The required Eb/N0 difference 
reduces drastically with increasing the symbol rate. Negligible performance difference is observed 
when using all these comb lines at 10 GBd symbol rate and above. For comparison, the unfilled 
markers represent the case where computer-generated white phase noise is used for each comb 
line, in which the white FM noise was generated as a Weiner process with Lorentzian linewidths 
equal to the measured statistical linewidth and LEL (gray and colored unfilled markers, 
respectively) for each comb line of the QD-MLL. The results of the statistical linewidths show a 
much bigger variation of SNR performance compared to the phase noise from the QD-MLL, at all 
symbol rates; whereas the results of the LELs show reasonably accurate predictions at both 10 and 
16.67 GBd rates. This indicates that measured statistical and spectral linewidths of the comb lines 
from a QD-MLL, with their high variability, are not reliable indicators in assessing the impact of 
















predictions and could be used to predict the phase noise impact of these lasers at practical symbol 
rates when compared to lasers with white FM noise profiles such as DFB lasers. 
 
Fig. 3.6. Semi-numerical simulations of required Eb/N0 for differential 16-QAM at different 
system baud. Sim. PN: simulated phase noise. 
3.3 Differential Phase Noise Properties in QD-MLL and its Performance in 
Coherent Transmission Systems 
While the phase noise from individual comb lines has linewidths of a few MHz, the DPN between 
adjacent spectral lines is much lower, with a linewidth on the order of kHz [107]. This is attributed 
to the mutual coherence between adjacent spectral lines, which is an attractive property of DQ-
MLLs, which can be utilized in self-coherent systems. For example, an unmodulated adjacent 
spectral line can be used as the LO to perform heterodyne detection at a self-coherent receiver, as 
will be shown in Chapter 4, where the DPN will become the effective phase noise source. 
In this section we show that DPN in a QD-MLL exhibits a contrary property to that of 
individual lines, hereinafter referred to as the common-mode phase noise (CMPN) to discriminate 
it from the DPN. Although the apparent linewidth of DPN is quite narrow, its impact in the system 
performance can be substantial due to the relatively strong high frequency components of FM-
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noise PSD. We show that DPN affects system performance more than what is estimated by the 
FWHM linewidths. 
3.3.1 Experimental Procedure and DPN Characterization 
Two single-section InAs/InP QD-MLLs with 11 GHz and 25 GHz repetition frequencies are used 
in our experiment, hereinafter referred to as 11GHz-MLL and 25GHz-MLL, respectively. Both 
lasers operate in the C-band with an approximately 10 nm spectral bandwidth, with about 110 and 
50 total spectral lines, respectively. The lasers were biased at 430 mA for the 11GHz-MLL and 
350 mA for the 25GHz-MLL, at room temperature. A phase-diversity coherent receiver was used 
to down-convert the optical fields to the electrical domain with the exact setup shown in Fig. 2.3 
in Chapter 2. An external cavity laser (ECL) with <50 kHz linewidth was used as the LO. A 1nm 
bandwidth tunable optical filter was used to select several spectral lines from the QD-MLLs, 
followed by a polarization controller to maximize the mixing efficiency with the LO. A real-time 
sampling oscilloscope operating at 50 GS/s (23 GHz analog bandwidth) was used to capture the I 
and Q components of the down-converted complex optical field. A second ECL, also with <50 
kHz linewidth, was used for comparison. Multiple data sets, each with 107 sample points (0.2ms 
in period), were recorded from each laser for characterization and performance assessment through 
computer processing.  
In offline processing, the coherently detected complex optical fields were frequency-
shifted and bandlimited to select individual comb lines. The unwrapped phase noise sequences 
𝜑(𝑛), where 𝑛 is the sample index, from each line were then obtained. The DPN between two 
adjacent lines, δ𝜑(𝑛), from each QD-MLL were obtained by mixing one line with the complex 
conjugate of its neighbor. Figure 3.7(a) shows the FM-noise PSD, 𝑆𝐹𝑀(𝑓), of the CMPN from the 
11GHz-MLL, the DPN for both MLLs, and the beat tone of the two ECLs for comparison. It is 
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evident that the CMPN exhibits strong low frequency components extending up to ~100-MHz, as 
was shown in the previous section and Chapter 2. In contrast, the FM-noise PSDs of DPN are 3 
orders of magnitude lower than that of CMPN at the low frequency region; but they exhibit 
relatively strong high frequency components for both QD-MLLs. In comparison, the ECL has a 
relatively flat FM-noise PSD profile. The narrow Δ𝑣 of DPN is predominately determined by the 
low frequency components of FM-noise.  
 
      
Fig. 3.7. (a) FM-noise PSD profiles of DPN compared to CMPN and ECLs; and (b) Lorentzian-
equivalent linewidths at different sampling frequencies. 
Use same 





Figure 3.7(b) shows the LELs of these phase noise profiles at different sampling 
frequencies. The CMPN and DPN exhibit contrasting trends with changing the sampling 
frequency, due to their different 𝑆𝐹𝑀(𝑓) profiles. Actual FWHM linewidths Δ𝑣 are comparable to 
the LELs at lowest sampling frequencies. The inset in Fig. 3.7(b) shows the spectrum of the 
11GHz-MLL DPN with a Lorentzian fitting of 10kHz FWHM linewidth; however, the actual PSD 
is higher at high frequencies due to the high frequency components of  𝑆𝐹𝑀(𝑓).  
3.3.2 Performance of DPN in Digital CPR 
To assess the impact of DPN in coherent systems employing digital CPR algorithms, the DPN 
sequences were resampled at the signal baud rate and used as the combined Tx-Rx laser phase 
noise. The simulation setup is similar to that used in Fig. 3.5. Differentially-mapped 16-QAM and 
64-QAM symbols were encoded on the measured optical phases of the 11GHz-MLL and ECL beat 
tone of Fig 3.7(a) at 5 and 10 GBd, respectively. The Eb/N0 was varied by loading additive white 
Gaussian noise to the signal before CPR and symbol-to-bit de-mapping. Perfect frequency offset 
compensation with ideal symbol synchronization is assumed, so that laser phase noise is the only 
effect to investigate. The Mth-power [70] and the single-stage blind phase search [4] algorithms 
were used for CPR of the 16-QAM and the 64-QAM signals, respectively.  
Figure 3.8 shows the BER versus Eb/N0 using the 11GHz-MLL. BER curves without phase 
noise and using ECLs as the light sources are also shown for comparison. Despite the narrow 
linewidth of DPN (~10 kHz) it results in higher penalty compared to the ECLs with higher 




Fig. 3.8. BER vs. Eb/N0 for the 11GHz-MLL DPN and ECLs with 16-QAM at 5 GBd and 64-
QAM at 10 GBd. 
In conclusion, we have shown that the differential phase noise in QD-MLLs exhibits high 
FM-noise PSD components at high frequencies; thus, imposing stronger impact on coherent 
system performance than what would be estimated by the relatively narrow spectral linewidths. 
However, it will be shown in the next chapter that the DPN from QD-MLL has practically low 
phase noise compared to the differential phase noise between two independent single-mode lasers, 
like the DFB lasers. Therefore, the QD-MLLs can be utilized in generating multiple channels in 
SSB self-coherent applications.  
3.4 Coherent Multi-Heterodyne for Phase Noise Characterization of Frequency 
Comb Sources 
Common-mode and differential-mode phase noises have been characterized and analyzed for 
various types of mode-locked lasers. Passively mode-locked fiber lasers and diode-pumped solid 
state lasers such as Ti:Sapphire and Nd:YAG lasers usually have repetition rates lower than 100 
MHz, allowing a large number of discrete optical spectral lines to be mixed and measured within 
the electrical bandwidth of a wideband photodiode and RF spectrum analyzer. In this way relative 
phase variations and mutual coherence between different spectral lines have been measured 
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[108,109]. Passively mode-locked diode lasers based on quantum-dash or quantum dot (QD) 
semiconductor materials have also been characterized [110]. Because of the short optical cavity 
length, the repetition rate of such a laser is typically a few to tens of GHz. While this is desirable 
as a channel spacing in WDM applications, it makes characterization based on the same technique 
as diode-pumped solid-state lasers difficult as the required electrical bandwidth beggars that of 
available instrumentation. As a result, the phase relation with distant lines cannot be evaluated 
with this standard method. By way of solution, two tunable laser frequency references, have been 
mixed with two spectral lines of a diode-comb in an SOA using a nonlinear four-wave mixing 
process [111]. This provides frequency translation so that spectral lines with large frequency 
separation can be detected by a photodiode and displayed by an RF spectrum analyzer. 
Alternatively, two tunable lasers have been mixed with the two spectral lines of a QD diode laser 
comb using an I/Q intradyne coherent detection [107]. This allows the complex optical fields of 
the two selected lines to be simultaneously converted into the electric domain for analysis. Both 
these techniques measure and compare only two selected spectral lines at a time. Characterization 
of a large number of spectral lines requires a series of independent measurements. The technique 
reported here is a multi-heterodyne detection method that allows simultaneous downshift of many 
optical spectral lines from a QD-MLL into the electrical domain. CMPN and DPN are obtained by 
analysis of electric domain waveforms. Although multi-heterodyne detection has been used to 
characterize phase profiles of frequency stabilized semiconductor comb sources [112,113], it has 
not to our knowledge been used to characterize differential-mode phase correlations among many 
mode locked spectral lines of QD-MLLs. 
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3.4.1 Theoretical Background 
It has been predicted theoretically that the phase noise of each optical spectral line in a passively 
mode-locked diode laser can be expressed as [114] 
𝜑𝑛(𝑡) = 𝜑𝑟(𝑡) + ∆𝜑𝑟,𝑛(𝑡) = 𝜑𝑟(𝑡) + (𝑟 − 𝑛)𝛿𝜑(𝑡)                                  (3.1) 
where 𝜑𝑟(𝑡) is a time-varying common-mode phase of a specific spectral line with line index 𝑟, 
∆𝜑𝑟,𝑛(𝑡) is the differential phase between spectral line 𝑛 and 𝑟 where 𝑛 is a variable, and 𝛿𝜑(𝑡) 
is the intrinsic differential-mode phase (IDMP) which is defined as the differential phase between 
adjacent spectral lines. For an optical frequency comb with the phase noise described by Eq. (3.1), 
the spectral linewidth of the nth spectral line can be expressed by [110] 






                                                 (3.2) 
where Δ𝑣𝑟 is a common-mode spectral linewidth of the reference spectral line 𝑟 at wavelength 𝜆𝑟 , 
and Δ𝑣𝑑𝑖𝑓𝑓 is the intrinsic differential linewidth attributed to the IDMP noise between adjacent 
spectral lines separated by the pulse repetition frequency 𝐹. While the common-mode linewidth in 
a passively mode-locked diode laser originates from spontaneous emission and can be predicted 
by the modified Schawlow–Townes formula [115], differential linewidth is mainly attributed to 
the inter-pulse timing jitter. 
 Theoretically, if there is no correlation between the common-mode and the differential 




                                                                (3.3) 
This indicates that the timing jitter 𝛿𝑡𝑗(𝑡) is also a Gaussian random walk. The statistical nature of 
the timing jitter can be quantified by its standard deviation 𝜎𝑗 which is proportional to the square 
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root of the observation time 𝑇. That is 𝜎𝑗(𝑇) = ξ𝐷 ⋅ 𝑇 , where 𝐷 is commonly referred to as the 
diffusion constant [114].  
3.4.2 Comb Source Characterization with Multi-Heterodyne Technique 
When a frequency comb signal from a comb source under test (CUT) with frequency repetition of 
𝐹 is mixed with a single-mode LO using the coherent receiver technique presented in Sec. 2.3, the 
resulting electrical signal will represent a down-converted version of the optical spectrum with 
same line spacing. Therefore, the maximum number of captured spectral lines will be limited by 
the available electrical bandwidth of the system 𝐵𝑒 , 𝑁𝑚𝑎𝑥 ≤ ⌊𝐵𝑒/𝐹⌋, as illustrated in Fig. 3.9(a), 
which limits the usefulness of this technique when the CUT has spectral spacing 𝐹>10 GHz. 
This bandwidth limitation can be avoided to allow the measurement of time-dependent phase 
relations among a large number of spectral lines. This is accomplished in a multiheterodyne 
technique, which uses a reference frequency comb as the LO in coherent heterodyne detection as 
illustrated in Fig. 3.9(b). The reference comb with an optical bandwidth 𝐵𝑜 has a repetition 
frequency 𝐹 + 𝛿𝑓 which differs slightly from 𝐹 of the CUT. Assume the first spectral line of the 
reference comb 𝑏1 is a frequency 𝛥 away from the closest spectral lines 𝑎1 of the CUT, coherent 
mixing between 𝑏𝑛 and 𝑎𝑛 will create an RF spectral line 𝑒𝑛 at frequencies [𝛥 + (𝑛 − 1)𝛿𝑓] (with 
𝑛 = 1 to 7 in the example shown in Fig. 3.9) on the positive frequency side of the RF spectrum. 
Meanwhile, mixing between 𝑏𝑛 and 𝑎𝑛 + 1 will create an RF spectral line 𝑑𝑛 at frequencies [(𝑛 −
1)𝛿𝑓 − 𝛥] − 𝐹 on the negative frequency side as shown in Fig. 3.9(b). This coherent multi-
heterodyne mixing translates the CUT with line spacing 𝐹 into an RF comb of line spacing 𝛿𝑓 <
< 𝐹. In order to avoid frequency aliasing, optical bandwidth 𝐵𝑜 ≤ 𝐹
2/𝛿𝑓 is required, and the 
maximum number of spectral lines that can be measured is 𝑁𝑚𝑎𝑥 ≤ ⌊𝐵𝑒/𝛿𝑓⌋ assuming that the 
single-side electric bandwidth of the coherent receiver is 𝐵𝑒 ≥  𝐹. Note that if a simple coherent 
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detection is used with a single photodiode, only the amplitude of the optical field is detected. In 
such a case the maximum number of spectral lines that can be measured in the RF domain without 
spectral aliasing is determined by 𝑁𝑚𝑎𝑥 ≤ ⌊𝐹/2𝛿𝑓⌋ [116], which is only half compared to that 
using coherent I/Q detection. 
              
Fig. 3.9. (a) Illustration of coherent I/Q mixing between CUT with a repetition frequency F and a 
LO with a single spectral line. (b) Coherent I/Q mixing between CUT and a reference comb with 
a repetition frequency F+δf . Double-ended arrows indicate mixing between spectral lines and 
single-ended arrows indicate locations of resultant spectral lines in the RF domain. 
For a more general analysis, the complex optical fields of the CUT and the reference comb, 
respectively, can be written as the superposition of discrete frequency components, i.e., 
𝐴(𝑡) = ∑ 𝑎𝑛exp {𝑗[2𝜋𝑓𝐴𝑛𝑡 + 𝜑𝐴𝑛(𝑡)]}
𝑁
𝑛=1
                                         (3.4) 
𝐵(𝑡) = ∑ 𝑏𝑛exp {𝑗[2𝜋𝑓𝐵𝑛𝑡 + 𝜑𝐵(𝑡)]}
𝑁
𝑛=1
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where, 𝑎𝑛 and 𝑏𝑛, are real amplitudes, 𝑓𝐴𝑛  and 𝜑𝐴𝑛 are frequency and phase of the n
th spectral line 
of the CUT, and 𝑓𝐵𝑛  and 𝜑𝐵, are frequency and phase of the n
th spectral line of the reference comb 
where we assumed that 𝜑𝐵 is stable and independent of line number 𝑛. 𝑁 is the total number of 
spectral lines of the reference comb. With coherent I/Q mixing, the photocurrents are 𝑖𝐼(𝑡) ∝
𝑅𝑒(𝐴∗𝐵) and 𝑖𝑄(𝑡) ∝ 𝐼𝑚(𝐴𝐵
∗) for the I and Q channels, respectively. With coherent I/Q 
detection, two photocurrents are obtained, which can be combined to form complex RF waveforms 
and further decomposed into discrete frequency components as: 
𝑖1(𝑡) = 𝑖𝐼(𝑡) − 𝑗𝑖𝑄(𝑡) = 𝜉𝐴
∗𝐵 





      (3.6) 
𝑖2(𝑡) = 𝑖𝐼(𝑡) + 𝑗𝑖𝑄(𝑡) = 𝜉𝐴𝐵
∗ 





      (3.7) 
where, 𝜉 is a proportionality constant, 𝛿𝑓 is the constant repetition frequency difference between 
the CUT and the reference comb, 𝐹 is the repetition frequency of the CUT, and 𝛥 is a frequency 
offset at 𝑛 = 𝑘 = 1.  
Double-sided spectra can be obtained from Fourier transforms of photocurrents 𝑖1(𝑡) and 
𝑖2(𝑡) of Eqs. (3.6) and (3.7), respectively. As illustrated in Fig. 3.9(b), each spectral line in the RF 
domain is a frequency-downshifted optical spectral line of the CUT. On the positive RF sideband 
of Fig. 3.9(b), each line is the mixing between 𝐴𝑛 and 𝐵𝑛 (𝑘 = 𝑛 in Eq. (3.6)), while on the 
negative side of the RF spectrum in Fig. 3.9(b), each line is the mixing between 𝐴𝑛 + 1 and 𝐵𝑛 
(𝑘 = 𝑛 − 1 in Eq. (3.6)). For 𝑘 > 𝑛 and 𝑘 < 𝑛 − 1, the RF spectral lines will have frequencies 
higher than 𝐹 and they are normally outside the bandwidth of the receiver.  
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Without loss of generality, consider the mth spectral line (set 𝑘 = 𝑛 = 𝑚 in Eq. (3.6)) on 
the positive side of the RF frequency, which is the Fourier Transform of 
𝑖1𝑚(𝑡) = 𝜉𝑎𝑚𝑏𝑚𝑒𝑥𝑝[2𝜋(𝑚 − 1)𝛿𝑓𝑡 + 2𝜋Δ − 𝜑𝐴𝑚(𝑡) + 𝜑𝐵(𝑡)]                  (3.8) 
Decomposing the phase noise 𝜑𝐴𝑚(𝑡) into a common-mode phase 𝜑𝑟(𝑡) and a differential phase 
∆𝜑𝑟,𝑛(𝑡) as defined in Eq. (3.1) for the CUT, Eq. (3.8) becomes 
𝑖1𝑚(𝑡) = 𝜉𝑎𝑚𝑏𝑚𝑒𝑥𝑝[2𝜋(𝑚 − 1)𝛿𝑓𝑡 + 2𝜋Δ − 𝜑𝑟(𝑡) − ∆𝜑𝑟,𝑚(𝑡) + 𝜑𝐵(𝑡)]               (3.9) 
 Similarly, let 𝑘 = 𝑛, Eq. (3.7) is modified to 
𝑖2(𝑡) = 𝜉 ∑ 𝑎𝑛𝑏𝑛𝑒𝑥𝑝{𝑗[−2𝜋(𝑛 − 1)𝛿𝑓𝑡 − 2𝜋Δ + 𝜑𝑟(𝑡) + ∆𝜑𝑟,𝑛(𝑡) − 𝜑𝐵(𝑡)]}
𝑁
𝑛=1
      (3.10) 
where ∆𝜑𝑟,𝑚(𝑡) and ∆𝜑𝑟,𝑛(𝑡) are differential phases between spectral lines 𝑚 and 𝑟, and 𝑛 and 𝑟, 
respectively, for the CUT. 
 As both 𝑖1(𝑡) and 𝑖2(𝑡) obtained from the coherent receiver can be digitized and recorded; 
DSP such as filtering and mixing can be performed in the digital domain offline. Selecting the mth 
spectral component 𝑖1𝑚(𝑡) from the positive frequency side of the RF spectrum with a digital filter, 
mixing it with the negative frequency side of the spectrum 𝑖2(𝑡), the complex conjugate of the 
mixing products will be  
{𝑖1𝑚(𝑡)𝑖2(𝑡)}
∗ = 𝜉2𝑎𝑚𝑏𝑚 ∑ 𝑎𝑛𝑏𝑛𝑒𝑥𝑝{𝑗[2𝜋(𝑛 − 𝑚)𝛿𝑓𝑡 + ∆𝜑𝑚𝑛(𝑡)]}
𝑁
𝑛=1
         (3.11) 
where ∆𝜑𝑚𝑛(𝑡) = ∆𝜑𝑟,𝑚(𝑡) − ∆𝜑𝑟,𝑛(𝑡) is phase difference between the n
th and mth spectral lines. 
This digital mixing process allows us to separate the DPN from the CMPN. 
3.4.3 Experimental Setup and Results 
In the experiment a laser frequency comb source is used as the CUT, which is a single-section 
InAs/InP QD-MLL with a pulse repetition frequency of 11 GHz. The laser emits phase locked 
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discrete spectral lines ranging from 1540 nm to 1550 nm. A detailed description of the laser 
structure can be found in Ref. [88]. Although not hermetically sealed by telecommunications 
standard, this QD-MLL is packaged with standard temperature control and low noise current 
control, and the optical output is coupled to a polarization-maintaining (PM) fiber pigtail through 
an optical isolator. Device temperature, injection current, and the average output optical power can 
be monitored through a computer interface. The optical spectrum shown in Fig. 3.10(a) was 
measured with an optical spectrum analyzer OSA (RBW = 0.01 nm). All experiments reported in 
this section were performed with 400 mA constant bias current on the laser, and the optical power 
at the output of the PM fiber pigtail was approximately 10 mW. This operation point was chosen 
to obtain an optimally flat optical spectrum in the wavelength window from 1540 nm to 1550 nm. 
Different bias conditions can result in different phase noise characteristics, as may be found by 
comparing the results presented here and in elsewhere in this dissertation, for the same device. 
    
Fig. 3.10. (a) Optical spectral density of the QD-MLL measured with 0.01nm resolution 
bandwidth, and (b) RF spectra of the 1st and the 2nd order beating notes and Lorentzian fitting, 
where the frequency has been shifted by the central frequency 𝑓𝑛 (n = 1, 2) of each peak. 
The beat signal of adjacent spectral lines was first measured with direct detection in a high-
speed photodiode and an ESA [109]. Figure 3.10(b) shows the 1st and 2nd order beating spectra 
recorded by the ESA with 25 GHz RF bandwidth. The central frequency of each peak has been 
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downshifted to 0 for comparison. The peak of the 1st order beating tone at 𝑓1 = 11 GHz is the 
mixing between all adjacent spectral lines, and the 2nd order beating at frequency 𝑓2 = 22 GHz is 
the mixing between all next-nearest lines. These mixing spectra can be fitted to a Lorentzian line 
shape (given by Eq. (2.4) in Chapter 2). The continuous lines in Fig. 3.10(b) show the Lorentzian 
fits with the FWHM linewidths of 2.9 kHz and 9.1 kHz for the 1st order and the 2nd order mixing 
peaks, respectively. The narrow RF linewidths shown indicate that adjacent optical spectral lines 
of the QD-MLL are highly correlated with low IDMP noise. However, the optical phase noise of 
individual lines can be much larger, some multiple megahertz in the linewidth.  
The spectral linewidths were then measured using coherent heterodyne detection by mixing 
the QD-MLL output with an external-cavity tunable laser (<50 kHz spectral linewidth) in an I/Q 
coherent receiver. I and Q photocurrents were digitized and recorded by a dual-channel real-time 
oscilloscope at 50 GS/s sampling rate. Complex RF spectra are derived from Fourier 
transformation of these photocurrents. An example of the measured RF spectrum is shown in Fig. 
3.11(a). As illustrated in the inset, assume that there are three spectral lines 𝑎1, 𝑎2 and 𝑎3 of the 
QD-MLL near the optical frequency of the local oscillator ELO. The optical frequency of the local 
oscillator is set approximately 2.9 GHz away from the nearest spectral line (𝑎2) of the QDLFC, 
and the coherent I/Q receiver downshifts the optical spectrum into the RF domain with three RF 
spectral lines 𝑎1ELO, 𝑎2ELO, and 𝑎3 ELO at −8.1 GHz, 2.9 GHz and 13.9 GHz, respectively. The 
complex nature of the composite photocurrent obtained from coherent I/Q detection avoids 
spectral aliasing about the zero frequency. The FWHM of each RF spectral line can be evaluated 
from the recorded I/Q photocurrent signals based on the PSD. The inset of Fig. 3.11(b) shows an 
example of the measured PSD of the phase, 𝑆Δ𝜑(𝑓), with the characteristic −20 dB/dec slope with 
respect to frequency so that 𝑓2𝑆∆𝜑(𝑓) should be relatively independent of the frequency. Hence 
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the linewidth can be obtained by averaging the values of 2𝜋𝑓2𝑆∆𝜑(𝑓) between 100 kHz and 
10MHz. 
 
Fig. 3.11. (a) Example of measured spectrum of heterodyne detection using a tunable external 
cavity laser as the local oscillator, (b) measured spectral linewidths (square markers) of spectral 
lines at different wavelengths by tuning the LO wavelength across the window, and parabolic 
fitting (solid line); inset in (b) is an example of phase noise PSD and −20dB/decade fitting, and 
(c) spectral linewidth extracted from the phase of each spectral line in (a) below in 
multiheterodyne measurement. Solid line is the same parabolic fit as that in (b). Inset in (c) shows 
wavelength of minimum linewidth predicted by minimum correlation between common-mode 
and IDMP noises. 
By tuning the wavelength of the LO from 1540 nm to 1549.5 nm, the linewidths of different 
spectral lines of the QD-MLL were measured across that range. Results are shown as square 
markers in Fig. 3.11(b). The solid line in the figure shows fitted parabolic dependence with 
wavelength as defined in Eq. (3.2) with Δ𝑣𝑟 = 8.5 MHz as the minimum linewidth extrapolated at 
wavelength 𝜆𝑟 = 1552.3 nm, which lies outside the comb emission spectrum, and Δ𝑣𝑑𝑖𝑓𝑓 = 2.1 
kHz as the linewidth attributed to the IDMP noise between adjacent spectral lines separated by F 
= 11 GHz. The parabolic shape of linewidth as the function of wavelength shown in Fig. 3.11(b) 



















































































































agrees with those previously reported in Refs. [110,114]. The location of minimum linewidth 
outside the emission spectrum is unusual, but this observation is supported also by multi-
heterodyne measurements reported below. The offset of the minimum linewidth spectral line from 
the center of the optical spectrum is attributed to the temporally asymmetric chirped pulses, as was 
suggested in Ref. [110]. 
In order to measure a large number of spectral lines of the QD-MLL simultaneously and 
investigate phase relations between these lines, a multi-heterodyne measurement setup was 
implemented, in which a reference comb was created by means of a recirculating loop. Figure 3.12 
shows the block diagram of the experimental setup with the details of reference comb 
implementation. An electro-optic I/Q modulator inside a re-circulating loop performs carrier-
suppressed single-sideband modulation on the input optical signal [117]. This modulator is driven 
by an RF oscillator at frequency F + δf, with F = 11 GHz. The RF oscillator determines the 
repetition frequency of the reference comb. δf = 200 MHz sets the frequency difference between 
the reference comb and the QDLFC. A tunable external cavity semiconductor laser at an optical 
frequency 𝑓𝑜 serves as seed. It has a spectral linewidth <50 kHz. Two intra-loop EDFAs 
compensate for the power loss of optical components and modulation efficiency of the I/Q 
modulator. On every loop roundtrip, the optical signal is frequency shifted by F + δf. A 4-nm 
optical bandpass filter (O-BPF) limits the optical bandwidth of the reference comb. The alignment 
of spectral lines in multi-heterodyne detection is illustrated in Fig. 3.9(b), and experimentally the 
optical frequency of the first spectral line of the reference comb, 𝑓𝑜, can be adjusted with respect 
to the frequency of a particular spectral line of the QD-MLL. The mode spacing difference, 𝛿𝑓, 
can be adjusted with the RF drive on the I/Q modulator. The two combs are mixed in a coherent 
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receiver with balanced photodetectors which provide the I/Q photocurrents. A polarization 
controller is used to match the state of polarizations between the reference comb and the QD-MLL. 
  
Fig. 3.12. Experimental setup for multi-heterodyne experiment, where a reference comb is 
generated by a re-circulating loop resonator. 
A dual-channel RTSO at 50 GS/s sampling rate was used to record the I and Q components, 
and a complex multi-heterodyne RF spectrum with frequency spacing 𝛿𝑓 between adjacent RF 
spectral lines is obtained through a Fourier Transform. 𝛿𝑓 = 200 MHz was chosen in the 
experiment to avoid spectral overlap between adjacent spectral lines in the RF domain. Within the 
available RF bandwidth of 11 GHz (set by the QD-MLL mode spacing), the maximum number of 
spectral lines 𝑁𝑚𝑎𝑥 was about 55.  Figure 3.13 shows the optical spectra of the QD-MLL together 
with the reference comb generated by the re-circulating loop resonator with a bandpass optical 
filter (1542.3-1546.5 nm) at a repetition frequency of 11.2 GHz. Within the 4.-nm (~525GHz) 
optical bandwidth, the reference comb has approximately 50 spectral lines. Owing to its 
comparative narrow linewidth (<50 kHz vs. ~10 MHz for the QD-MLL) we treat the reference 
comb as an “ideal” frequency reference with negligible phase noise. The magnitude variation of 




























(PMD) as the loop is composed of a mixture of PM fiber (pigtails of I/Q modulator) and non-PM 
fiber (EDFAs), which created wavelength-dependent polarization rotation. Amplified spontaneous 
emission (ASE) noise also accumulates in the loop, degrading optical signal-to-noise ratio 
(OSNR), especially in the long wavelength side. However, as long as the SNR of each spectral 
line in the RF spectrum is high enough, phase retrieval will not be affected significantly by the 
flatness of the line amplitudes. 
 
Fig. 3.13. Measured optical spectra of the comb laser source (blue) plotted together with the 
reference comb (red) in the 1542.3-1546.5-nm wavelength window. 
Figure 3.14 shows the double-sided spectra obtained from Fourier transforms of 
photocurrents 𝑖1(𝑡) and 𝑖2(𝑡) of Eqs. (3.6) and (3.7), respectively. On the positive sideband of Fig. 
3.14(a), each line is the mixing between 𝐴𝑛 and 𝐵𝑛 (𝑘 = 𝑛 in Eq. (3.6)), while on the negative side 
of the spectrum in Fig. 3.14(a), each line is the mixing between 𝐴𝑛+1 and 𝐵𝑛 (𝑘 = 𝑛 − 1 in Eq. 






















Fig. 3.14. RF spectra obtained by Fourier transform of (a) 𝑖𝐼(𝑡) − 𝑗𝑖𝑄(𝑡) and (b) 𝑖𝐼(𝑡) + 𝑗𝑖𝑄(𝑡). 
As each RF spectral line shown in Fig. 3.14 is a frequency-downshifted optical spectral line of the 
QD-MLL, it includes both CMPN and DPN. In order to separate the contributions of common-
mode and differential phases as the function of time, we used RF mixing technique in the digital 
domain as described by Eqs. (3.9)-(3.11). For convenience, Fig. 3.15(a) shows the positive 
frequency side of Fig. 3.14(a) which includes about 55 spectral lines of QD-MLL in the window 
from 1542.3 nm to 1546.5 nm. RF mixing using the mth spectral line as the phase reference can 
remove the contribution of 𝜑𝑟(𝑡) from the multi-heterodyne spectrum, and the impact of the 
reference comb phase 𝜑𝐵(𝑡) is also removed as indicated in Eq. (3.11). For Fig. 3.15(b), the lowest 
index spectral line is used as the phase reference (m = 1) corresponding to the optical spectral line 
at 1542.3 nm. As a result, it has the narrowest spectral linewidth and the highest peak spectral 
density. Due to the differential phase noise with respect to this reference spectral line, linewidth 
increases and peak spectral density decreases with the increase of the line index |n|. Figure 3.15(c) 
shows the spectrum in which the phase reference is chosen in the middle of the band with m = 25, 
corresponding to an optical wavelength of approximately 1544.5 nm. Thus, the relative frequency 











































is zero at the 25th spectral line counting from the left side of the spectrum, which has the narrowest 
linewidth and the highest peak spectral density. 
 
Fig.  3.15. Positive-frequency side of the multi-heterodyne RF spectrum, (b) Spectrum obtained 
after removing the common-mode phase noise using the first spectral line (m = 1) as the reference, 
(c) same as (b) but the 25th spectral line (m = 25) is used as the phase reference. 
The cancelation of common-mode optical phase noise through RF mixing allows 
evaluation of differential phase noise, which determines mutual coherence between different 
spectral lines. Figure 3.16(a) shows the waveforms of differential phase as a function of time for 
the spectral lines of n = 1, 10, 20, 30, and 40 with the first line (m = 1) used as the reference line. 
These differential phase waveforms were obtained by shifting the central frequency of the target 
spectral line, n, in Fig. 3.15(b) to zero and extracting phase information 𝛥𝜑𝑚𝑛(𝑡) by digital 
processing. In this process, the average differential phase within the observation time window has 
been set to zero. It is apparent that waveforms of differential phase of different spectral lines are 
































































highly correlated with a correlation factor of >97% for all traces shown in Fig. 3.16(a). Figure 
3.16(b) shows the differential phase waveforms of lines n = 1, 10, 20, 30, and 40 normalized by 
the line separation from the reference line m, this results in the IDMP 𝛿𝜑(𝑡) = 𝛥𝜑𝑚𝑛(𝑡)/(𝑛 −
𝑚), for 𝑛 ≠ 𝑚, which is the differential phase between adjacent spectral lines. The result of almost 
identical waveforms of 𝛿𝜑(𝑡) obtained from a large number of spectral lines shown in Fig. 3.16(b) 
suggests that they were originated from a common perturbation source, which is the timing jitter. 
 
Fig. 3.16. (a) Differential phase 𝛥𝜑𝑚𝑛(𝑡) of lines 1, 10, 20, 30 and 40 as the function of time with 
m = 1 as the reference line, and (b) differential phase normalized by line separation with the 
reference line m. 
To demonstrate that Eq. (3.11) is valid independent of the selection of the reference line, Fig. 
3.17(a) and (b) show the differential phase Δ𝜑𝑚𝑛(𝑡) and the IDMP 𝛿𝜑(𝑡), respectively where m 
= 25 is the chosen reference line (at the middle of the spectral window). Figure 3.17 shows that 
differential phases move to opposite directions for spectral lines on the left (𝑛 < 𝑚) and the right 
(𝑛 > 𝑚) sides of the reference line 𝑚 as anticipated by 𝛥𝜑𝑚𝑛(𝑡)  = 𝛿𝜑(𝑡)(𝑛 − 𝑚), where 𝛿𝜑(𝑡) 
remains independent of 𝑛 and 𝑚. The observed n-independence of the IDMP 𝛿𝜑(𝑡) is consistent 
with a timing jitter interpretation. The right y-axes of Figs. 3.16(b) and 3.17(b) indicate the 
corresponding timing jitter values, which are linearly related to 𝛿𝜑(𝑡) as defined by Eq. (3.3). 
Within the 200 μs observation time, the timing jitter can reach as much as ±14 ps. The standard 
























































deviation of 𝛿𝜑(𝑡) can be found as 𝜎𝑗 = 4.4 ps within this observation time, corresponding to a 
diffusion constant D = 9.7×10−5 fs. The diffusion constant is more than 2 orders of magnitude less 
than reported elsewhere for a similar laser [114]. 
 
Fig. 3.17. Same as Fig. 3.16, except that m = 25 is chosen as the reference line. 
 
 
Fig. 3.18. FWHM spectral linewidth as the function of the spectral line index for reference line 
chosen as m = 1 (a) and m = 25 (b). Examples of spectral line shapes (inset in (a)), and phase 
noise power spectral densities (insets in (b)) of n = 2 (red), 25 (black), and 48 (blue). Both insets 
were obtained with m = 1 as the reference line. 
Once a reference spectral line is assigned, the spectral linewidth of the differential phase noise can 
be obtained from the power spectral densities of these differential phase waveforms 𝛥𝜑𝑚𝑛(𝑡) 
(shown in Figs. 316(a) and 3.17(a)) as Δ𝑣 = 2𝜋𝑓2𝑆𝛥𝜑𝑚𝑛(𝑓). Figure 3.18 shows the measured 

















































































































































differential phase noise linewidth as the function of 𝑛. With m = 1 used as the reference in Fig. 
3.15(b) the linewidth increases monotonically as the line index increases, and reaches ~5 MHz at 
the maximum line index of n = 49, a frequency separation of 520 GHz (~4.2nm) from the reference. 
When m = 25 is chosen as the reference as shown in Fig. 3.15(c), linewidths increase parabolically 
on either side of the reference as shown in Fig. 3.18(b). 
Solid lines in both Figs. 3.18(a) and 318(b) show parabolic fitting to the differential 
linewidth as the function of the line index 𝑛 by 
Δ𝑣𝑛 = Δ𝑣𝑎𝑚 + (𝑛 − 𝑚)
2Δ𝑣𝑝𝑚                                            (3.12) 
where, m = 1 and m = 25 are the indices of reference spectral lines used in Figs. 3.18(a) and 3.18(b), 
respectively. Δ𝑣𝑎𝑚 = 15k Hz and Δ𝑣𝑝𝑚 = 2.1 kHz are used to best fit the measured results in both 
figures. As the RF power spectral density is the autocorrelation of the optical field in this 
measurement, amplitude noise has a contribution to the measured spectral linewidth, which is 
represented by Δ𝑣𝑎𝑚, and is independent of the line index n. Whereas Δ𝑣𝑝𝑚 is the same as 𝛥𝑣𝑑𝑖𝑓𝑓 
defined in Eq. (3.2), which originates from timing jitter and introduces differential phase noise 
between spectral lines, and thus the differential linewidth increases quadratically as the line index 
moving away from the reference line [118]. The inset in Fig. 3.18(a) show examples of spectral 
line shapes with n = 2, 25 and 48 with m = 1 as the reference line. The corresponding power 
spectral densities of the phase noise 𝑆Δ𝜑(𝑓) of these three spectral lines are shown in the inset of 
Fig. 3.18(b), with dashed straight lines representing the −20dB/dec slope, indicating classic 
Gaussian statistics of the phase noise. Notice that for n = 2, high frequency components of the 
phase noise are increased due to the reduced SNR in the measured differential phase waveform 
when the phase variation is small. The intrinsic differential linewidth 𝛥𝑣𝑝𝑚 of 2.1 kHz measured 
here is much narrower than that previously reported 48.5 kHz for a passively mode-locked 
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semiconductor quantum-dash laser [114]. This explains why the diffusion constant D measured 
here is more than two orders of magnitude smaller than that reported in Ref. [114]. 
For a passively mode-locked semiconductor laser, optical phase noise consists of a 
common-mode component originated from spontaneous emission, and a differential-mode 
component attributed to the timing jitter, as predicted by Eq. (3.1). These two components should 
be uncorrelated since they arise from different physical processes. Equation (3.1) suggests that 
there exists a mode index 𝑟 at which all phase noise is common-mode, and the phase noise of line 
𝑟 is substantially uncorrelated with the IDMP noise. 
 
Fig. 3.19. Optical phase of spectral lines n = 5, 10, 20, 30 and 40 shown in the spectrum of Fig. 
3.15(a) without common-mode phase noise cancelation. 
Figure 3.19 shows the optical phases noise 𝜑𝑛(𝑡) as the function of time for spectral lines n = 
5, 10, 20, 30, and 40 extracted from the spectrum shown in Fig. 3.15(a) without common-mode 
phase noise cancelation. The optical spectral linewidths can be obtained from the PSD of the 
optical phase 𝜑𝑛(𝑡) of each spectral line. These results are shown in Fig. 3.11(c). The solid line in 
Fig. 3.11(c) is the same parabolic fitting as used to obtain Fig. 3.11(b) based on Eq. (3.2) with 𝛥𝑣𝑟 
= 8.5 MHz, 𝜆𝑟 = 1552.3 nm, 𝛥𝑣𝑑𝑓𝑓 = 2.1 kHz, and 𝐹 = 11 GHz. 
Using Eq. (3.1) we search for an integer value 𝑟 which minimizes the correlation between 
[𝜑𝑛(𝑡) − (𝑛 − 𝑟)𝛿𝜑(𝑡)] and 𝛿𝜑(𝑡) for each measured spectral line 𝑛. Then, the optical frequency 
corresponding to the spectral line 𝑟 can be found by 𝑓𝑟  =  𝑓𝑛  +  (𝑟 −  𝑛)𝐹 . The inset in Fig. 
















3.11(c) shows the wavelength 𝜆𝑟 = 𝑐/𝑓𝑟 that corresponds to the minimum optical spectral 
linewidth predicted by a group of measured spectral lines in the 1542.3 nm-1544.5 nm band. The 
average of these measurements points to 𝜆𝑟 = 1552.3 nm which agrees with the optical linewidth 
measurements and parabolic fitting shown in Figs. 3.11(b) and (c). For this particular device, 𝜆𝑟 is 
outside the mode-locking bandwidth of the QD-MLL and the common-mode phase noise 
waveform cannot be directly measured at that location. However, with the knowledge of the line 
index 𝑟 corresponding to the wavelength of 𝜆𝑟, the common-mode optical phase noise waveform 
𝜑𝑟(𝑡) can be extracted based on Eq. (3.1) as shown in Fig. 3.20 (red curve). The black curve in 
Fig. 3.20 is the IDMP noise 𝛿𝜑(𝑡) magnified by a factor of 65 for display purposes. The correlation 
between 𝜑𝑟(𝑡) and 𝛿𝜑(𝑡), is −3×10
−4. 
 





















































                                      
                                             Chapter 4 : Optical Comb-Based SSB Superchannel Generation 
with Kramers-Kronig Reception 
Optical Comb-Based SSB Superchannel Generation with 
Kramers-Kronig Reception 
For their capability of electronic dispersion compensation, transmission systems based on direct 
detection of single-sideband (SSB) signals are attractive candidates as energy-efficient and cost-
effective alternative solutions to intradyne digital coherent systems for inter-data-center and metro 
applications. The Kramers-Kronig (KK) receiver scheme has been shown to provide superior 
performance compared to other schemes in signal-to-signal beat interference (SSBI) cancellation 
in these direct-detection systems. In this chapter, we propose a low-complexity and cost-effective 
scheme of generating an optical superchannel comprising multiple SSB channels, based on a single 
quantum-dot mode-locked laser source (QD-MLL). The proposed system does not require 
additional photonic or RF components at the transmitter to generate the required SSB signal with 
a continuous wave (CW) carrier. It also preserves the full digital-to-analog converters’ bit 
resolution for data modulation, in contrast to other methods based on digital generation of the CW 
component. Simulations of system performance with KK receiver, based on measured laser output 
field show that the proposed system can achieve BER below the hard-decision forward error 
correction threshold for 16-QAM Nyquist SSB signals after transmission through 3 amplified 
spans of single-mode fiber in a 240 km link. Using 8 KK channels at 23 GBd each, the proposed 
scheme will be able to achieve a transmission rate of 736 Gb/s with noncoded spectral efficiency 
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of 2.45 b/s/Hz. The impacts of carrier-to-signal power ratio, per channel launch power into the 
fiber, and component frequency drifting on transmission system performance are also discussed. 
4.1 Introduction 
The increasing demand for high data rate and high interface density optical links for metro, long 
reach data center interconnect (DCI) and backhaul applications has brought increased interest in 
developing cost-effective and energy-efficient transmission schemes to operate at ≥100 Gb/s. The 
optical links in such applications may extend from several tens to a few hundred kilometers, 
making electronic dispersion compensation (EDC) an essential requirement. Direct-detection 
(DD) optical receivers with a single photodiode (PD) and an analog-to-digital converter (ADC) 
are attractive candidates for these applications for their low cost and low complexity, compared to 
coherent detection. As was explained in Sec. 1.3.2 in Chapter 1, to enable complex field 
modulation and EDC in DD systems, the signal must be transmitted in SSB so that the complex 
optical field can be translated to the electric domain at the receiver for digital processing. 
The CW tone required for SSB transmission can be added either at the receiver side or at 
the transmitter side, and the ratio of this CW power to the SSB signal power must be sufficient to 
satisfy the minimum phase condition required for linear reconstruction of the complex envelope 
of the SSB optical signal [28]. The first option is equivalent to a coherent optical receiver as a 
tunable laser source has to be available at the receiver which makes the hardware more complicated 
[52]. In comparison, generating the CW tone at the transmitter side is more practical for a simpler 
receiver structure. There are different techniques used to generate the CW tone at the transmitter, 
each has its own intrinsic advantages and disadvantages. The CW component can be generated by 
biasing an electro-optic I/Q modulator above the null point and driving its inputs with the I and Q 
components of a SSB signal generated by digital subcarrier modulation (SCM) of the baseband 
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data [29,53]. In this case, the maximum optical SSB signal bandwidth is equal to the analog 
bandwidth B of the digital-to-analog converters (DACs) and the I/Q modulator. For the same DAC 
and modulator bandwidth B, the optical signal bandwidth can be doubled by utilizing carrier-
suppressed complex double-sideband modulation. The CW tone can then be added at either side 
of the spectrum, either digitally, known as the digital virtual carrier [54], or in the analog domain 
by adding an RF local oscillator signal directly to the optical I/Q modulator driving signals [55,56]. 
For these two bandwidth-efficient carrier insertion techniques, the first method has the 
disadvantage of reduced DAC resolution available for data signals by at least 50% because of the 
increased dynamic range of the signal (by a factor of ≥2) to achieve the minimum phase condition, 
which affects system’s performance for high order modulation formats, hence limits the SE [41]. 
The second method adds complexity to the system as an additional RF LO and wideband and sharp 
analog diplexers would be required to combine signals from LO and DACs without imposing 
significant power losses. In comparison, directly inserting a CW optical tone after the modulator 
may provide a better solution as it allows full utilization of the analog bandwidth of DACs and 
optical modulator and preserves the full bit resolution of the DACs for the information-bearing 
signals. Nonetheless, generating an independent CW optical tone with a precise frequency shift 
from the modulated optical signal will require another optical frequency-locked laser source. 
Otherwise, carrier-suppressed single sideband optical modulation can be used to generate a 
frequency-shifted optical carrier to be added to the modulated SSB signal through an optical 
coupler [56,119]. This added complexity to the transmitter can be significant when multiple 
wavelength channels are used for WDM, which is the practical case in the intended applications 
of metro and DCI networks. 
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In this work, we propose a simple and energy-efficient scheme of generating multiple SSB 
signals in a superchannel configuration [120] based on a single QD-MLL optical comb source and 
dual SCM of SSB channels. Unlike the methods mentioned above, in our proposed scheme no 
additional optical or RF components are needed for the generation of the CW tones. The dual SSB 
channel modulation allows for ~93% utilization of the DACs and I/Q modulator analog bandwidth 
for high baud rate systems (~20 GBd) and does not reduce the available DAC bit resolution for 
data modulation. Individual spectral lines from a QD-MLL comb source usually exhibit higher 
intensity and phase noises compared to single-wavelength sources used in communication 
applications, like DFB lasers. Phase noise from individual comb lines from a QD-MLL is higher 
than that of a typical DFB laser (as was shown in Chapter 3). However, our proposed scheme 
utilizes the mutual coherence between adjacent spectral lines of a QD-MLL, which usually has 
very low differential phase noise equivalent to a linewidth of only a few tens to a few hundred kHz 
[78,107]. This will reduce the receiver penalty due to laser phase noise compared to typical DFB 
lasers. Equivalent results can only be obtained from high quality and relatively expensive ECLs if 
the CW component is to be added from a separate laser source. System performance simulations, 
based on experimentally-recorded complex optical field of QD-MLL, show that even in the 
presence of relatively high intensity noise the proposed system performs well below the hard-
decision forward error correction (HD-FEC) threshold BER with 16-QAM modulation for up to 
240 km of standard single-mode fiber (SSMF). This makes this system an attractive solution for 
long-reach DCI and metro applications. 
The rest of the chapter is organized as follows: Section 4.2 provides an overview of the KK 
scheme, the impacts of laser phase noise and intensity noise, and presents the proposed 
superchannel generation scheme. Section 4.3 presents the details of the experimental setup and the 
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results of QD-MLL characterization. Results of system performance analysis based on semi-
numerical simulations are presented in Sec. 4.4, and Sec. 4.5 provides the conclusions. 
4.2 SSB-Modulated Superchannel Generation  
4.2.1 The Kramers-Kronig Self-Coherent Scheme 
The KK field reconstruction algorithm is based on an essential condition of minimum phase, where 
the phase of an optical signal satisfying this condition can be recovered from the detected intensity 
[28]. Ideally, in the absence of phase noise and intensity noise, the complex envelope of the optical 
signal at the PD can be expressed as 
𝐸(𝑡) = 𝐸𝑐 + 𝑆(𝑡) exp(𝑗𝜋𝐵𝑡),                                              (4.1) 
and the photocurrent generated at the output of the PD, assuming a unit responsivity, is then given 
by 
            𝑖(𝑡) =  |𝐸(𝑡)|2 
= 𝐸𝑐
2 + |𝑆(𝑡)exp(𝑗𝜋𝐵𝑡)|2 + 𝐸𝑐
∗ ⋅ 𝑆(𝑡) exp(𝑗𝜋𝐵𝑡) + 𝐸𝑐 ⋅ 𝑆
∗(𝑡) exp(−𝑗𝜋𝐵𝑡)        (4.2) 
where 𝐸𝑐 is a CW carrier component, 𝑆(𝑡) is the QAM modulated signal with total bandwidth 𝐵, 
and 𝑥∗ represents the complex conjugate of 𝑥.  exp(𝑗𝜋𝐵𝑡) in Eq. (4.1) indicates that 𝑆(𝑡) is 
frequency shifted from the carrier tone 𝐸𝑐 by 𝐵/2 Hz, or equivalently, the carrier component 𝐸𝑐 is 
sitting at the edge of the spectrum of 𝑆(𝑡). On the right-hand side of Eq. (4.2), the first term is a 
constant DC term, the second term represents SSBI, and the third term is the useful signal-carrier 
beat term containing 𝑆(𝑡). The last term is the complex conjugate of the useful signal on the 
opposite side of the spectrum as 𝑖(𝑡) is real. The carrier-to-signal power ratio (CSPR) of 𝐸(𝑡) in 
Eq. (4.1) is defined as 𝐶𝑆𝑃𝑅 = 𝐸𝑐
2/〈|𝑆(𝑡)|2〉, which must be high enough to satisfy the minimum 
phase condition required for the KK field reconstruction [28]. 〈⋅〉 denotes time averaging. 
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With the KK algorithm, the reconstructed complex field signal can be obtained by 
𝐸𝑟𝑒𝑐(𝑡) =  √𝑖(𝑡) exp [𝑗 ⋅ 𝜙𝐸(𝑡)],      𝜙𝐸(𝑡) = ℋ {𝑙𝑜𝑔 (√𝑖(𝑡))}                        (4.3) 
where ℋ{⋅} represents the Hilbert Transform. This reconstructed signal can be expressed as 
𝐸𝑟𝑒𝑐(𝑡) = 𝐸𝐷𝐶 + 𝑆𝑟𝑒𝑐(𝑡) exp(𝑗𝜋𝐵𝑡), where 𝐸𝐷𝐶 is a DC component. The baseband complex data 
signal 𝑆𝑟𝑒𝑐(𝑡) can be recovered by subcarrier demodulation as 
𝑆𝑟𝑒𝑐(𝑡) =  {𝐸𝑟𝑒𝑐(𝑡) − 𝐸𝐷𝐶}  ⋅ exp (−𝑗𝜋𝐵𝑡)                                       (4.4) 
where 𝐸𝐷𝐶 can be practically estimated for the real and imaginary components in DSP as the mean 
value of the corresponding components of  𝐸𝑟𝑒𝑐(𝑡) over a sufficient number of samples. 
To include the effects of phase and intensity noises from laser source(s), Eq. (4.1) can be 
re-written as 
𝐸(𝑡) = [1 + 𝑛𝑐(𝑡)]𝐸𝑐𝑒
𝑗𝜙𝑐(𝑡) + [1 + 𝑛𝑚(𝑡)]𝑆(𝑡) 𝑒
𝑗𝜙𝑚(𝑡)𝑒𝑗𝜋𝐵𝑡,                       (4.5) 
where 𝑛𝑐(𝑡) and 𝑛𝑚(𝑡) are zero-mean random processes with variances determined by the RIN of 
the CW carrier and the signal sideband, respectively, and 𝜙𝑐(𝑡) and 𝜙𝑚(𝑡) are their phase noise 
components. In this case, the carrier-signal beat term (third term in Eq. (4.2)) can be expressed as 
[1 + 𝑛𝑐(𝑡)]𝐸𝑐𝑒
−𝑗𝜙𝑐(𝑡) ∙ [1 + 𝑛𝑚(𝑡)]𝑆(𝑡) 𝑒
𝑗𝜙𝑚(𝑡)𝑒𝑗𝜋𝐵𝑡 
≈ 𝐸𝑐𝑆(𝑡)𝑒
𝑗[𝜙𝑚(𝑡)−𝜙𝑐(𝑡)+𝜋𝐵𝑡] + [𝑛𝑐(𝑡) + 𝑛𝑚(𝑡)]𝐸𝑐𝑆(𝑡)𝑒
𝑗[𝜙𝑚(𝑡)−𝜙𝑐(𝑡)+𝜋𝐵𝑡]              (4.6) 
Following the KK reconstruction procedure in Eqs. (4.3) and (4.4), the recovered baseband 
signal can be expressed as 
 𝑆𝑟𝑒𝑐(𝑡) =  𝑆(𝑡)𝑒
𝑗[𝜙𝑚(𝑡)−𝜙𝑐(𝑡)] + [𝑛𝑐(𝑡) + 𝑛𝑚(𝑡)]𝑆(𝑡)𝑒
𝑗[𝜙𝑚(𝑡)−𝜙𝑐(𝑡)] + 𝑛𝑐
′ (𝑡)𝑒𝑗𝜙𝑐
′ (𝑡)     (4.7) 
where the first term shows that the effective phase noise in the received signal is the differential 
phase noise (DPN) between the CW tone and the signal sideband [𝜙𝑚(𝑡) − 𝜙𝑐(𝑡)], the second 
term represents the effects of carriers’ intensity noises on the received signal. The third term 
represents the noise imposed on the received signal through the imperfect KK field reconstruction. 
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This is because the first term of 𝑖(𝑡) in Eq. (4.2) is no longer a simple DC term; instead, it includes 
a noise component that will result in both phase, 𝑛𝑐
′ (𝑡), and intensity, 𝜙𝑐
′ (𝑡), fluctuations affecting 
the baseband constellation points after KK field reconstruction. It is evident from Eqs. (4.3) & 
(4.6) that the noise parameters 𝑛𝑐
′  and 𝜙𝑐
′  will have variances proportional to the variance of 𝑛𝑐(𝑡). 
The second term in Eq. (4.7) shows that the RINs of the CW tone and the signal sideband have 
equal contributions to transmission performance degradation. However, the RIN of the CW tone 
(𝑛𝑐(𝑡)) usually has stronger impact in the transmission performance than that of the optical carrier 
used for SSB modulation (𝑛𝑚(𝑡)) (see Eq. (4.6)). This is a consequence of using high CSPR 
(which is usually ≥6 dB) to satisfy the minimum phase condition for conventional QAM signals. 
The analytical model presented above is derived for the back-to-back configuration with a purpose 
to show the impact of laser noises on the quality of the recovered signal with the KK detection. As 
the proposed system is based on QD-MLLs, which are known to have higher phase and intensity 
noises compared to typical ECL and DFB lasers, the impact of laser phase noise and intensity noise 
is the main focus of this section. A general analytical model for KK systems including the effects 
of phase-to-amplitude noise conversion through fiber chromatic dispersion and equalization-
enhanced phase noise can be found in [121]. Nonetheless, noise contributions from these effects 
can also be mapped into the general noise term (third term) in Eq. (4.7) in the model presented 
here. 
4.2.2 The Proposed SSB Superchannel Generation Scheme 
The schematic diagram of the proposed superchannel transmitter based on QD-MLL as the light 
source is shown in Fig. 4.1. A QD-MLL generates a large number of equally-spaced spectral lines, 
known as a frequency comb, with a free-spectral range (FSR) Δ𝐹. The QD-MLL is selected as the 
comb source for this system for its higher energy efficiency compared to four-wave-mixing-based 
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ring resonator comb sources [122]; and its practical frequency spacing, compared to passively 
mode-locked fiber lasers [123]. 
 
Fig. 4.1. Schematic of the proposed SSB superchannel transmitter. A-ITL: asymmetric 
interleaver. PM OC: polarization-maintaining optical combiner. Amp: optical amplifier. 
In the proposed system, the output of QD-MLL is first fed to an optical asymmetric 
interleaver (A-ITL) [124-126] with an FSR of 3 Δ𝐹 and 30%/70% frequency band assignments for 
the odd and even channels as illustrated in Fig.4.2, where Δ𝐹 = 25 GHz is assumed. The “30% 
port” of the interleaver selects spectral lines spaced by 3 Δ𝐹, and the “70% port” selects pairs of 
adjacent spectral lines spaced by Δ𝐹. The spacing between the closest lines of two neighboring 
pairs is 2 Δ𝐹. As shown in the insets of Fig. 4.1, the 3Δ𝐹-spaced line pairs are amplified and 
demultiplexed for data modulation. Every demultiplexed carrier is modulated with two Nyquist 
SCM channels, one on each side of the optical carrier, through an optical I/Q modulator. These 
two subcarrier-modulated sidebands can carry independent Nyquist QAM signals multiplexed in 
the transmitter DSP, so that the I and Q RF signals driving each modulator contain data of two 
independent SCM channels. The modulator must be biased at the null point so that the optical 
carrier is suppressed, as shown in the inset of Fig. 4.1, where the suppressed carriers after optical 
modulation are shown as dashed arrows for the purpose of illustration. After multiplexing and 
amplifying the modulated channels, the CW pairs from the “70% port” output of the A-ITL are 
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amplified and re-combined with the modulated signals. The CSPR can be simultaneously set for 
all channels by controlling the gain of the optical amplifier for the CW tones. It is of high 
importance to ensure that the modulated optical signals and the CW tones are co-polarized when 
they combine. One way to ensure this is to use polarization maintaining optical connections and 
components in the transmitter. The optical amplifiers in this transmitter can be in the form of 
semiconductor optical amplifiers (SOAs). With the recent advances in photonics integration, this 
transmitter structure may be realized in an integrated planar lightwave circuit (PLC), allowing for 
small footprint and low cost [127-130]. 
 
Fig. 4.2. Ideal transfer function of the 37.5GHz-75GHz asymmetric (30%/70%) de-interleaver 
used to separate comb lines. 
     The asymmetric channel configuration of the resulting superchannel uses 𝑁 I/Q modulators to 
support 2𝑁 independent data channels, and the frequency spacing between adjacent channel pairs 
is ΔF. This provides relaxed requirements on the optical filters used to select individual channels 
at the receiver. A similar channel plan was proposed in [131], where, in contrast to our proposed 
system, each WDM channel was generated individually using a dedicated laser source and an I/Q 
modulator. For a conventional WDM frequency grid with equal channel spacing filled by the SSB 
modulated signal on one side of each CW carrier, spectral components of adjacent channel can 
create significant crosstalk if the optical filter is not sharp enough. For the superchannel frequency 
arrangement in the proposed system in Fig. 4.1, however, spectral guard band (Δ𝐹) reserved 
between each pair of channels (25 GHz in this example) helps relaxing the spectral selectivity 
ITL 
Response 




requirements of receiver optical filters. Crosstalk from the nearest channel (see Fig. 4.5(a)) only 
creates high frequency components (>Δ𝐹) when mixing with the CW carrier, which does not affect 
the SSB condition. Therefore, only a very small guard band can be sufficient between the two 
channels in a pair to avoid their interference, which compensates for the relatively wide gap Δ𝐹 
between channel pairs and results in an overall superchannel noncoded spectral efficiency of 
2
3
𝜂𝑙𝑜𝑔2( 𝑀) b/s/Hz, where 𝜂 is the system baud to Δ𝐹 ratio, and 𝑀 is the QAM modulation order. 
Furthermore, with this channel allocation grid channel selection at the receiver may be done by 
using de-interleavers with offset center frequencies and equal FSRs followed by conventional low-
cost arrayed waveguide grating (AWG) filters, as was proposed in [56,131].  
4.3 Experimental Setup and QD-MLL Characterization 
To demonstrate the practicality of adopting the QD-MLL comb sources in the transmission of a 
SSB superchannel in the proposed transmitter scheme for KK reception, we first characterize the 
phase and intensity noise properties of a single-section InAs/InP QD-MLL with 25 GHz FSR. The 
driving current of the laser was set to 400 mA at an operating temperature of 19 oC. This MLL 
operates in the lower half of the C-band with a 3-dB spectral bandwidth of 1.35 THz in the 
wavelength range of 1532.0-1542.5 nm, consisting of 54 equally spaced spectral lines with 25 GHz 
channel spacing. The optical spectrum of the laser output is shown in Fig. 4.4(a), which was 
measured by an OSA with 0.01 nm RBW. To characterize the phase and intensity noises of 
individual spectral lines, a coherent I/Q receiver was employed with a tunable ECL as the LO, 
which has a FWHM linewidth of <50 kHz. A 1-nm tunable optical band-pass filter was used to 
select a set of comb lines with the state of polarization aligned to that of the LO through a 
polarization controller to maximize the mixing efficiency. The complex beat tones between the 
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LO and the nearest two comb lines of the QD-MLL were recorded using a digital storage 
oscilloscope operating at 50 GS/s with 23 GHz of analog bandwidth. The measured electrical SNR 
after sampling was 57 dB in a resolution bandwidth of 50 kHz. The recorded waveforms were 
processed offline for evaluating the phase and intensity noises of the comb lines. Optical 
transmission system performance was then evaluated numerically using the measured complex 
field of the MLL comb lines as the optical sources. Schematic diagrams of the experimental and 
simulation setups of this work are shown in Fig. 4.3. 
 
Fig. 4.3. Experimental and simulation setup schematics. T-OBPF: tunable optical bandpass filter. 
PC: polarization control. ECL: external cavity laser. DSO: digital storage oscilloscope. RRC: 
root-raised cosine. SCM: sub-carrier modulation. OC: optical combiner. DD: direct detection. 
In the process of characterizing phase noise and RIN of QD-MLL comb lines, the recorded 
coherent detection waveforms were used, which represent a downshifted version of the complex 
optical field of QD-MLL spectral lines into the RF domain. An ideal BPF with 2 GHz bandwidth 
was applied to select the spectral line under consideration and limit the broadband receiver noise. 
For phase noise measurement, the linewidth of each selected comb line was calculated from the 
variance of the phase difference between field samples spaced at 𝜏 =10 ns as Δ𝑣 = 𝜎2/(2𝜋𝜏), 
where 𝜎2 is the variance of the phase difference sequence. As shown in Fig. 4.4(a), the linewidths 
were found to vary between 0.9 MHz and 4.5 MHz within the spectral window of the QD-MLL 
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The spectra of two adjacent spectral lines are shown in Fig. 4.4(b) which can be best fitted by the 
Lorentzian function with 2 MHz FWHM linewidth. Also shown in the same figure is the spectrum 
of the differential phase between these two comb lines, which was obtained by multiplying one of 
the tones with the complex conjugate of the other in the time domain. The differential phase was 
found to have a variance equivalent to 300 kHz of FWHM Lorentzian linewidth. Note that the 
accuracy of determining the differential phase noise is not affected by the linewidth of the LO as 
it is common for both spectral lines. Fig. 4.4(c) shows the measured RIN spectral profiles of four 
comb lines, obtained by extracting the perturbations in the magnitude of the field envelope through 
time averaging and mean subtraction. Unlike the case of the phase noise, comb lines of different 
wavelengths have very similar RIN characteristics with a higher spectral density at the low 
frequency region extending to 1 GHz. No correlation was found between intensity noises of 
adjacent comb lines.  
The small differential phase noise between adjacent comb lines is a key feature of QD-
MLL sources that makes them suitable for the proposed scheme in this work. As was shown in 
Sec. 4.2.1, the effective phase noise in KK transmission is determined by the phase difference 
between the modulated signal sidebands and the CW tone. Therefore, despite the relatively broad 
linewidths of individual spectral lines, QD-MLL sources are expected to perform well in this 
transmission scheme. To verify this property, the measured optical fields of two adjacent comb 
lines (1532 and 1532.2 nm) both with linewidths of approximately 4.5 MHz were used in the 
simulation to generate one SSB channel of 23 GBd 16-QAM signal together with the required CW 
tone for KK detection in a back-to-back configuration. Figure 4.4(d) shows the OSNR penalty 
calculated at the BER level of 10-4 after noise loading compared to the ideal case in the absence of 
phase noise. Details of the simulation procedure are provided in the next section. As shown in Fig. 
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4.4(d), the QD-MLL exhibits a very small penalty (<0.1 dB) compared to the case of using 
independent lasers. In this simulation, the phase noise in the case of independent lasers was 
generated as a Weiner process with variance of 𝜎2 = 2𝜋Δ𝑣𝑇𝑠, where 𝑇𝑠 is the sampling (symbol) 
period. Equal linewidths for the modulated signal and the CW tone were assumed for every point 
in Fig. 4.4(d).  
   
   
Fig. 4.4. (a) Optical spectrum of the 25GHz QD-MLL and linewidth of some selected comb lines, 
(b) field spectra of two adjacent comb lines from the middle of the comb band with a Lorentzian 
fitting  corresponding to their average linewidth, and their differential phase spectrum, (c) RIN 
spectral profiles of some selected wavelengths, and (d) simulated OSNR penalty from laser phase 
noise in 23 GBd 16-QAM KK transmission using the QD-MLL measured phase noise waveforms, 
compared to using independent lasers with different linewidths. 
Systems of relatively low baud rates are more susceptible to laser phase noise; and 
maintaining a low phase noise is important to limit phase noise penalty [4]. Lasers with very low 
phase noise are usually of high cost, that might exceed the feasible system design budget for 





phase-noise-induced system penalty after fiber transmission is not only limited to the penalties 
presented in Fig. 4.4(d), but will also include SNR penalties from phase-to-amplitude conversion 
and equalization-enhanced effects [121], which will inherently be included in the numerical 
simulations presented in Sec. 4.4.  
4.4 System Performance Semi-Numerical Simulation Results 
In the QD-MLL characterization, the captured complex waveforms from the coherent I/Q receiver 
preserve the full information of the phase and intensity noises. As the complex optical fields of 
adjacent optical spectral lines are captured simultaneously, their phase relation is also captured. 
Therefore, they can be used for accurate transmission performance evaluation through computer 
simulation with practical system parameters and numerical models implemented in MATLAB. 
The block diagram of simulation setup is shown in Fig. 4.3. Eight independent 16-QAM data 
channels were generated at 23 GBd from random binary data sets, up-sampled and Nyquist-pulse-
shaped by a root-raised cosine (RRC) filter with a roll-off factor of 0.05. The binary data were 
differentially mapped into the 16-QAM constellation points, where the first two bits in a nibble 
were used to differentially determine the quadrant with Gray coding, and the other two bits were 
used to determine the symbol in that assigned quadrant [4]. Next, four SCM channel pairs were 
formed, each pair consists of two data channels of ~23 GHz bandwidth, and they are mixed with 
subcarriers at ±13.25 GHz, so that the spacing between them is ~3.5 GHz. The four pairs of data 
channels were complex I/Q modulated into optical domain with different quasi-optical carrier 
frequencies spaced by 75 GHz (3Δ𝐹) as shown in Fig. 4.5(a). The DACs were assumed to have a 
frequency-independent resolution of 8 bits throughout the simulation steps. The captured complex 
optical field containing two adjacent comb lines of the QD-MLL were demultiplexed, normalized, 
and resampled to match the simulation sampling rate. One of them was used to carry Ch5 and Ch6, 
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and the other one on the left edge of Ch5 is used as the CW tone for KK detection of Ch5. Optical 
carriers of all other channels, as crosstalk channels, are ideal without noise. This results in a 250 
MHz of guard-band between the Nyquist channel and its corresponding CW tone in the optical 
domain, and a value of 𝜂 = 0.92. The overall superchannel noncoded spectral efficiency is 2.45 
b/s/Hz (8 channels × 23 GBd × 4 bits / 300 GHz = 
2
3
𝜂log2( 𝑀), 𝜂 = 0.92, 𝑀 = 16) with total 
superchannel noncoded (line) transmission rate of 736 Gb/s.  
For KK detection, the receiver simulation uses a 3rd order super-Gaussian bandpass filter 
with 35 GHz bandwidth, which is centered at 10.35 GHz (0.45×baud) from the CW tone of Ch5 
(shown in purple dashed line in Fig. 4.5(a)) to represent a WDM demultiplexer. This is followed 
by an ideal PD [132] and an ADC of 8-bit resolution. After the ADC, the KK field reconstruction 
(Eqs. (4.3)) was implemented at a sampling rate of 6 Sam/Sym, followed by down-sampling to 2 
Sam/Sym, DC removal and frequency down-conversion (Eq. (4.4)). EDC is then applied, in case 
of fiber transmission, and the signal is sent to demodulation DSP. The demodulation DSP 
comprises a matched RRC filter followed by a feed-forward blind equalizer for sample re-timing 
and signal quality improvement, carrier phase recovery based on constellation partitioning and the 
4th power algorithm [70], and a hard-decision symbol-to-bit differential de-mapping. 
System performance was first tested in back-to-back configuration with noise loading. The 
BER was calculated by error counting for different values of CSPR by changing the power of 
added noise to vary the OSNR. At least 2 million symbols (8 million bits) were transmitted for 
every BER point for all the results presented in this work. The OSNR is defined here as the power 
ratio of the SSB modulated signal without the CW tone to the power of ASE noise in a 0.1 nm 
bandwidth. Figure 4.5(b) shows that with CSPR of < 6 dB, the transceiver performance is degraded 
with BER floors at high OSNR values because the minimum phase condition is not satisfied. On 
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the other hand, increasing the CSPR beyond 8 dB, the performance also deteriorates as shown in 
dashed-curves in Fig. 4.5(b). This is attributed to the strong beating between the CW tone and the 
ASE noise at the opposite side of the carrier, which violates the SSB condition. With higher CSPR 
values ≥ 13 dB, the BER performance could not achieve the 7% HD-FEC conventional threshold 
of 3.8×10-3 even for high OSNR values of up to 32 dB (shown in dashed-dotted curves in Fig. 
4.5(b)). Comparing the BER performances corresponding to CSPR of 6 and 7 dB, one finds that 
they exhibit optimality in different regions of OSNR values. This would suggest that CSPR should 
be optimized for the specific OSNR of the system to achieve the optimum performance. However, 
the difference in BERs is very small for a wide range of OSNRs (22~28 dB) achieving BER 
performance above the FEC threshold; and choosing a fixed CSPR value at the system design stage 
would achieve acceptable performance without the complexity of required Rx-to-Tx feedback 
control loop. Figure 4.5(c) shows the required OSNR at the HD-FEC threshold for different values 
of CSPR. The optimum CSPR value was found to be at 6 dB. All CSPR values below 6 dB violate 
the minimum phase condition. CSPR values of higher than 6 dB will introduce linear degradation 
due to the high-power of CW tone which mixes with the ASE noise on both sides of the spectrum 
around the CW tone. It is also clear that the required OSNR varies only for less than 0.5 dB for 
CSPRs spanning the range from 5 to 8 dB. 
To simulate system performance with fiber transmission, the superchannel was sent 
through a fiber link consisting of 1, 2, or 3 spans, each of 80 km of SSMF with a dispersion 
parameter D=17 ps/nm/km, a nonlinear parameter 𝛾=1.2 W-1.km-1, and a loss factor of 0.2 dB/km. 
Each fiber span is followed by an EDFA with 5 dB noise figure, and the total single span loss was 
assumed to be of 20 dB to account for splice and connector losses in an actual fiber link. The 
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symmetric split-step Fourier method was used to simulate signal propagation, so that both 
dispersion and Kerr nonlinearity impairments are included in the results presented here. 
 
 
Fig. 4.5. (a) Spectrum of the generated optical superchannel in simulation, (b) B2B BER 
performance versus OSNR for different values of CSPR, and (c) required OSNR at the 7% HD-
FEC threshold (3.8×10-3) for different CSPR values. Dotted-dashed line shown in (b) represents 
system performance with ideal optical and electrical components at 7-dB CSPR. 
Figure 4.6(a) shows the BER versus the CSPR values for different number of spans in the 
fiber link. These BER values were calculated at the optimum launch power per channel including 
both the signal sideband and CW tone. The optimum CSPR value is clearly different from what 
was found in the back-to-back configuration. In comparison, one finds that this optimum CSPR 
value is about ~2 dB less than what is found in other works (like in [54] or [133], for instance), 
which is attributed to the high RIN in the CW tone used in our work, as was discussed in Sec. 





4.2.1. Nonetheless, the system still achieves BER values below the HD-FEC threshold for the 240 
km link over >4 dB window of CSPRs. Figure 4.6(b) shows the dependence of system performance 
on the launched optical power per WDM channel for the 240 km link. The optimum launched 
power is found to increase with the increase of the CSPR value. For the optimum CSPR of 8 dB, 
the optimum power was found to be at 0 dBm. For all 3 CSPR values used in Fig. 4.6(b), varying 
the launched power for ±4 dB from the optimum value still keeps the BER value below the HD-
FEC threshold. 
 
Fig. 4.6. (a) BER versus CSPR at optimum launch power values for different link lengths, and (b) 
BER versus launch optical power per channel for 3 spans (240 km) at different values of CSPR. 
The KK algorithm is known to require an oversampling ratio higher than the typical 2 
Sam/Sym due to the broadening of the spectrum caused by the nonlinear logarithm operation, 
which increases DSP complexity and energy consumption. Some alternative schemes of 
implementing the KK algorithm were proposed to avoid the logarithm operation, but they still 
require repetitive or additional operations that add their own computational complexities [28,58]. 
This oversampling requirement is of high importance in energy-sensitive applications such as DCI. 
Figure 4.7(a) shows the dependence of receiver BER on oversampling used in the implementation 
of the KK algorithm in our simulation. The results indicate that an oversampling ratio of 4 




Sam/Sym for the proposed system with QD-MLL as the optical source. The selection of the KK 
algorithm implementation scheme in system design will depend on the symbol rate, energy 
consumption constraints, and the power/OSNR budget of the application. 
Finally, the sensitivity to the center frequency drift of the optical filter at the receiver is 
investigated by changing the center frequency of the 35 GHz super-Gaussian filter with the orders 
of 3 and 7. The OSNR penalties for BER=10-3 are shown in Fig. 4.7(b). The asymmetry of the 
penalty with respect to the direction of filter drifting can be explained as follows. Consider Ch5 in 
Fig.4.5(a), when the bandpass filter shifts to a higher frequency, less amount of ASE noise on the 
left side of the CW tone is selected, which improves the performance as long as the drift is small 
enough and the CW tone is not attenuated. Once the positive drift significantly attenuates the CW 
tone, system performance degrades rapidly. On the other hand, for the filter drifting to the lower 
frequency, the cutoff of the continuous signal spectrum is gradual, so is the performance 
degradation. It is also shown in Fig. 4.7(b) that the quality (steepness) of the filter does not improve 
the performance tolerance to negative frequency drift if the filter is centered at the same frequency 
relative to the data spectrum. Therefore, the choice of filter center frequency should be optimized 
for different filter transfer functions and drifting tolerances. It is worth mentioning that as the 
frequency drifting is relative between the filter and the laser, the penalty caused by QD-MLL 
frequency drift is also predicted by Fig. 4.7(b). In general, frequency drifts of QD-MLL affect all 
comb lines equally with little change in the frequency spacing. For instance, in the QD-MLL used 
in our experimental work the differential frequency drift between adjacent comb lines was only in 
the order of a few MHz for the common-mode frequency drift of multiple GHz due to temperature 
changes. This small differential frequency drift can be easily eliminated in receiver DSP by a 




Fig. 4.7. (a) BER versus KK oversampling ratio for 240 km with optimum CSPR (8 dB) and 
launch power (0 dBm), and (b) OSNR penalty [dB] at BER=10-3 versus receiver optical filter 
frequency drift for 3rd and 7th order super-Gaussian filter response in B2B configuration with 
noise loading. EVM values of constellations in insets of (a) are 10.8% and 14.9% for 6 Sam/Sym 
and 3 Sam/Sym, respectively. 
4.5 Conclusions  
In this work we have proposed a low-complexity and cost-effective scheme for generating a 
superchannel of SSB modulation based on a single QD-MLL optical source. By utilizing the 
mutual coherence between adjacent comb lines, the proposed system has been shown through 
experimental measurement of a QD-MLL and numerical simulations to exhibit good system 
performance despite the relatively-high individual linewidths and RIN of QD-MLL comb lines. 
The system was shown to perform below the HD-FEC threshold for up to 3 spans of SSMF 
extending up to 240 km with 16-QAM Nyquist-SCM channels, achieving an overall superchannel 
line spectral efficiency of 2.45 b/s/Hz. Compared to conventional systems of generating WDM 
SSB channels based on multiple laser sources, our proposed system simultaneously provides 
optimum utilization of DAC bit resolution and analog bandwidth of DAC and optical I/Q 
modulators without the need for additional RF or optical components to achieve this result. 
Furthermore, the adoption of QD-MLL together with the dual channel modulation technique in the 




and I/Q modulators compared to those required in conventional multichannel generation systems, 
hence provide higher energy efficiency. With the recent advances of integrated photonics and 
















































                                      
                                             Chapter 5 : Phase Noise Enhancement in Saturated SOA used for 
RIN Reduction 
Phase Noise Enhancement in Saturated SOA used for 
RIN Reduction 
This chapter studies the characteristics of relative intensity noise (RIN) reduction and the 
associated phase noise enhancement of continuous-wave (CW) optical signals passing through a 
semiconductor optical amplifier (SOA) operating in the saturation regime. We show that although 
the RIN can be considerably reduced, signal phase noise may be enhanced at the high-frequency 
region. While this high frequency phase noise enhancement is not shown as an increase of spectral 
linewidth, it affects system performance when coherent detection is used. System performances of 
both PAM4 modulation with direct detection and 16-QAM complex modulation with coherent 
detection have been measured. A single spectral line from a quantum-dot mode-locked laser is 
used as the light source, which is known to have relatively high RIN (>-120 dB/Hz in the low 
frequency region). The impacts of using SOA-based RIN reduction in both systems are evaluated 
experimentally. 
5.1 Introduction 
Semiconductor optical amplifiers (SOAs) have small size, low power consumption, wide gain 
bandwidth, and can be integrated in photonic integrated circuits (PIC) [134,135]. SOAs can 
provide a low-cost alternative to erbium-doped fiber amplifiers (EDFAs) in fiber-optic 
communication systems [136-139], notably in short reach interconnect applications based on PIC 
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[140]. SOAs also find use in all-optical signal processing through nonlinear saturation and 
nonlinear wave mixing [141,142]. Furthermore, the reduction of relative intensity noise (RIN) of 
unmodulated continuous wave (CW) optical signals has been demonstrated when the signal passes 
through a saturated SOA [143-145]. Recently, multi-wavelength optical sources such as quantum-
dot(dash) mode-locked lasers (QD-MLLs) have been studied in WDM and multi-lane interconnect 
applications [93,140,144-145]. Each spectral line of a QD-MLL usually has relatively low power 
and high RIN on the order of -120 dB/Hz in the low frequency region of up to 100MHz. An SOA 
can provide power amplification and RIN reduction. SOA-based RIN reduction also has lower 
complexity compared to other techniques based on, e.g., injection locking [146]. 
 RIN affects the performance of IMDD systems, often used in short-reach and optical 
interconnection applications. RIN may also have strong impact in coherent systems. For coherent 
systems, although the effect of RIN from the LO can be greatly reduced using balanced photodiode 
PD detection given high enough common-mode rejection ratio [147], the transmitter side laser 
RIN can limit the transmission performance, especially when high modulation orders of QAM are 
employed. RIN also has a direct impact in self-coherent systems with single PD detection [93]. In 
order to adopt potentially low-cost and small-footprint lasers, such as multi-wavelength QD-MLL 
with relatively high RIN, better understanding of RIN reduction through SOA is important. 
In this work, we show that although a saturated SOA can effectively reduce the RIN of a 
CW optical signal, it introduces the enhancement of high-frequency phase noise, which impairs 
system performance when QAM coherent detection is used. Interestingly, this phase noise 
enhancement has minimal effect on the measured linewidth of the CW signal after the SOA. This 
is because spectral linewidth is primarily determined by the low frequency components of phase 
noise. High frequency phase noise measurement must be used to assess the amount of the phase 
113 
 
noise enhancement. To our best knowledge, this non-linewidth-broadening effect has not been 
reported elsewhere in the literature. We first demonstrate the effect by numerical simulations, and 
then we report the measured phase noise and intensity noise properties of a CW signal from a QD-
MLL before and after passing through a saturated SOA. Then we report results of back-to-back 
transmission experiments using both IMDD and intradyne coherent detection, with and without an 
SOA, to assess its impact in the transmission performance of these two types of systems. 
5.2 Device Modeling and Simulations 
We modeled RIN reduction and the associated phase noise enhancement caused by a saturated 
SOA. We carried out simulations using numerically-generated CW optical signal with RIN and 
phase noise, and passed this signal through an SOA model. The nonlinear characteristics and the 








{exp[ℎ(𝑡)] − 1}                                    (5.1) 
where ℎ(𝑡) = ∫ 𝑔(𝑧, 𝑡)𝑑𝑧
𝐿
0
 is the power gain integrated along the active length of the device 𝐿. 
ℎ0 = 𝑙𝑛𝐺0 with 𝐺0 being the small signal gain. 𝜏𝑐 is the carrier lifetime, 𝐸𝑖𝑛(𝑡) is the input signal 
complex optical field, and 𝑃𝑠𝑎𝑡 is the saturation output power of the SOA. The complex optical 
field at the SOA output is given by 𝐸𝑜𝑢𝑡(𝑡) = 𝐸𝑖𝑛(𝑡)exp [(1 − 𝑗𝛼)ℎ(𝑡)/2], where 𝛼 is the chirp 
parameter. 𝑃𝑠𝑎𝑡 and 𝐺0 can be determined in a steady-state measurement by varying the average 
input power to the SOA and measuring the average output power. 𝜏𝑐 and 𝛼 can be determined 
dynamically by measuring and comparing signal waveforms at the input and output of the SOA. 
A standard 4th-order Runge-Kutta method was used to numerically solve Eq. (5.1) [149]. In our 
simulations, we used the measured parameter values of the SOA, that is used in our experimental 




The optical signal input to the SOA was created at 50 GS/s with 5 million points and a RIN 
of -125 dB/Hz. The phase noise was modeled as a Weiner process with a 3-dB FWHM Lorentzian 
linewidth of 1 MHz, and the intensity noise was also assumed to be white-Gaussian. It should be 
noted that these assumptions for the optical signal are for the purpose of showing the impact of the 
saturated SOA, and the actual phase and intensity noises of the laser signal used for the 
experiments have non-white spectra as will be shown in the next section. The input power to the 
SOA was set to -20 dBm and 0 dBm, for the linear and saturated regimes, respectively. Figure 
5.1(a) shows the RIN of the signal before and after passing through the SOA. As expected, the 
RIN does not experience a significant change when the SOA operates in the linear regime. Whereas 
in the saturated regime the RIN is clearly reduced by approximately 7 dB for frequencies lower 




√𝐺𝑐𝑤2 𝑏2 + 2𝐺𝑐𝑤𝑏 − 2𝑏2 − 4𝑏 − 1  ,            𝑏 =
ln(𝐺0/𝐺𝑐𝑤)
𝐺𝑐𝑤 − 1
                   (5.2) 
where 𝐺𝑐𝑤 is the saturated power gain. RIN levels at frequencies higher than 𝑓𝑐 remain unaffected. 
This stems from the high-pass characteristic of the saturated SOA [143,145] and it shows the 
importance of the carrier lifetime and the saturation depth in determining the RIN reduction 
efficiency. 𝐺𝑐𝑤 was found to be equal to 8.2 dB in our simulation at the input power of 0 dBm, 
resulting in 𝑓𝑐=1.32 GHz.  
Table 5.1. Measured parameters of the SOA device. 
Parameter Quantity Measured Value 
𝐺0 Small signal gain 16 dB 
𝜏𝑐 Carrier lifetime 300 ps
 
𝑃𝑠𝑎𝑡 Saturation power 5 dBm 






Fig. 5.1. Simulation results for (upper) RIN and (lower) FM-noise PSD before and after passing 
through SOA with linear (Pin = -20 dBm) and saturated (Pin = 0 dBm) operation regimes. The 
inset in displays the corresponding field spectra, showing no any enhancement to the linewidth. 
The RIN of the optical signal introduces carrier density modulation of the SOA which 
results in a modulation of the refractive index, and thus the phase of the optical signal is modulated 
by the RIN through the chirp of the SOA [135,148]. As the FM noise is often used to describe the 
spectral properties of the phase noise, the latter can be converted into the FM noise through:  







                                           (5.3) 
where ∆𝜑(𝜏) is the phase variation of the complex optical field sampled at a time interval 𝜏. Figure 
5.1(b) shows the FM-noise PSDs of the same optical signals of Fig. 5.1(a). After passing through 
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the SOA, the FM noise PSD of the optical signal is the superposition of the original FM noise of 
the laser source and the extra FM noise generated at the SOA. At low frequencies below 𝑓𝑐, the 
phase noise PSD is flat due to the low pass characteristic of the carrier density modulation, and 
thus the SOA-induced FM noise increases as a function of 𝑓2 as indicated by Eq. (5.3). The 
increase of FM noise as the function of frequency ceases for 𝑓 > 𝑓𝑐, due to the reduced efficiency 
of carrier density modulation. The example in Fig. 5.1(b) shows that the FM noise generated at the 
SOA is higher than that of the input signal for frequencies higher than ~500 MHz, after which 
there is an observable ~15 dB enhancement, and the FM noise after the SOA is no longer white. 
As the FWHM linewidth of an unmodulated optical signal is determined mainly by the low 
frequency components of the FM noise PSD, typically below the intersection with a so-called 𝛽-
separation line [83], the high-frequency phase noise enhancement does not affect the measurable 
linewidth of the CW signal. The inset in Fig. 5.1(b) shows the optical field spectra before and after 
the SOA, and the spectral shape is unaffected by the SOA even for frequencies at which the 
normalized spectral density is as low as -40 dB. However, a coherent system performance depends 
heavily on the high frequency components of the FM-noise PSD, and the phase noise of a CW 
signal with non-white FM noise is better quantified by a Lorentzian-equivalent linewidth (LEL) 
rather than the traditional -3 dB or -20 dB linewidth measures, as was shown in Chapter 2. LEL is 
determined by the FM noise at a specified sampling frequency. In our simulation, the LEL 
evaluated at a sampling frequency of 5 GHz was found to be enhanced from 1 MHz to nearly 15 
MHz after the saturated SOA. This large enhancement is a result of the assumed white RIN 
spectrum extending beyond 𝑓𝑐, which may not be realistic for practical lasers. Thus, phase noise 
enhancement in the high frequency region for practical lasers with lower high-frequency RIN 
PSDs could be much lower. 
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5.3 Experimental Setup and Results 
The experimental setup used for RIN and phase noise characterization and transmission 
experiments is shown in Fig. 5.2, where the dashed-outlined blocks are used only for the coherent 
transmission. We use a single-section InAs/InP QD-MLL [145] operating in the 1550 nm 
wavelength window as the light source, which has a relatively high RIN (>-120 dB/Hz at the low 
frequency, and an average RIN [145] of -28.4 dB in the 25kHz-5GHz frequency window). The 
device temperature was stabilized at 18.5 oC and the bias current was set to 360 mA. This laser 
simultaneously emits approximately 50 spectral lines with 25 GHz line spacing, and we selected a 
single spectral line with two narrowband optical filters at 1537.33nm. The signal is optically 
amplified to approximately 0 dBm by an EDFA inserted between the two optical filters. Then the 
optical signal is coupled into an SOA. The SOA is biased at 240 mA injection current, resulting in 
𝐺0=16 dB small signal gain. With the 0 dBm input power, the SOA operates in the saturation 
regime. The optical signal before and after the SOA is down-shifted to the RF domain through a 
phase diversity coherent receiver employing an ECL as the LO with <50 kHz spectral linewidth 
and <-140 dB/Hz RIN. Thus, the impacts of both phase noise and RIN of the LO on the 
measurement are negligible compared to those of QD-MLL. The I and Q components of the 
complex RF signal are captured and stored by a RTSO at 50 GS/s with 2 × 106 sample points 
(duration of 40 𝜇s) and processed offline by MATLAB. The optical power input to the coherent 
receiver was kept constant for all measurements so that the instrumentation noise contribution is 
equal for all cases. The RIN is obtained by extracting the magnitude perturbations of the complex 
envelope (after frequency down-shifting to the origin) and calculating the spectrum. Figure 5.3(a) 
shows the RIN with and without passing through the saturated SOA, with a clear reduction of 6~7 
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dB at low frequencies, with measured average RIN reduction from -28.4 dB to -35 dB over the 
frequency range from 25 kHz to 5 GHz. 
 
Fig. 5.2. Schematic of the experimental setup used for phase and intensity noise measurements 
and back-to-back coherent transmission. Dashed-outlined blocks are used only for the coherent 
transmission setup. QD-MLL: quantum-dot mode-locked laser; T-BPF: tunable bandpass filter; 
CoRx: coherent receiver; RTSO: real-time sampling oscilloscope. 
The measured FM-noise PSDs are shown in Fig. 5.3(b). Note that the QD-MLL inherently 
has non-white FM noise spectral profile before the SOA (blue), and the high-frequency spectral 
region near 1 GHz has about a decade lower FM noise PSD compared to that at lower frequencies, 
as was shown in Chapter 3. FM-noise PSD is enhanced after passing through the SOA (orange) 
with similar high-pass characteristic explained above in the previous section. The FM-noise PSD 
enhancement starts to reduce for frequencies higher than 1 GHz due to the reduced high frequency 
RIN PSD shown in Fig. 5.3(a). The field spectra, displayed in the inset, show only a negligible 8% 
linewidth enhancement (36 MHz to 39 MHz at -20 dB). On the other hand, the Lorentzian-
equivalent linewidth measured at 5 GHz sampling frequency was found to be enhanced by 155% 
(from 0.95 MHz to 2.43 MHz). As will be shown next, this enhancement will have noticeable 





















Fig. 5.3. Measured (upper) RIN and (lower) FM-noise PSDs before and after passing through the 
SOA with saturated (Pin = 0 dBm) gain. The insets in (a) display the complex-plane scatter plots 
of the normalized complex envelopes without and with passing through the SOA, within 5 GHz 
bandwidth. The inset in the lower plot shows the corresponding measured field spectra. 
To evaluate the performance of an IMDD system, the CW optical signal, with or without the 
SOA, is modulated by a LiNbO3 Mach-Zehnder modulator (MZM) driven by a 10 GBd PAM4 
signal from an arbitrary waveform generator (AWG) at 25 GS/s sample rate, followed by a driver 
amplifier. The setup is shown in Fig. 5.4. The MZM is biased at the quadrature point. The signal 
from the AWG included raised-cosine pulse shaping, with a roll-off factor of 0.1, and pre-
equalization to compensate Tx-Rx frequency roll-off. The optical power of the modulated signal 
was changed through a variable attenuator before direct detection in a PD. The PD output is 
captured by the RTSO at 25 GS/s and processed offline with filtering, resampling, symbol-timing 
120 
 
synchronization, and hard-decision symbol-to-bit Gray decoding. Figure 5.5 shows the BER as a 
function of the received signal power PRX. The receiver sensitivity is improved by >2.5 dB at 10
-3 
BER when the signal passes through the SOA for RIN reduction. While the experimental setup 
was not calibrated for optimum receiver sensitivity, an ECL with -140dB/Hz RIN is used as the 
transmitter light source for comparison. 
 
Fig. 5.4. IMDD performance experimental setup. 
In the coherent 16-QAM transmission, the I/Q modulator is driven by 5 GBd Nyquist (RRC 
roll-off of 0.1) signal at 21.4 GS/s. The received signal is digitally captured at 25 GS/s and 
processed offline. The signal processing included normalization, resampling to 2 Sa/Sy, matched 
filtering, frame and symbol synchronization, adaptive equalization, carrier phase recovery with the 
blind phase search (BPS), and symbol-to-bit hard decision for BER calculation. The BPS window 
half-length was optimized for each case (8 for ECL and 6 for QD-MLL). Despite the RIN 
reduction, Fig. 5.5 shows that the OSNR performance is degraded by about 1.5 dB at BER=10-3 
when the signal passes through the SOA. A computer simulation based on the measured CW 
waveforms reveals that RIN reduction alone would improve the required OSNR by about 0.2 dB, 
while the enhancement of high-frequency FM noise introduced a 1.7 dB OSNR degradation. This 
degradation can be more severe if a higher order modulation is used such as 32- or 64-QAM. 














Fig. 5.5. (Left): BER as a function of received optical power for PAM4 at 10 GBd; and (right): 
BER as a function of OSNR for a 16-QAM coherent link at 5 GBd, both with and without SOA-
based RIN reduction. ECL with RIN <-140 dB/Hz was used as the transmitter CW source for 
comparison. 
 We perform semi-numerical simulations to investigate the dependence of the overall 
impact of the opposing results of RIN reduction and phase noise enhancement on the symbol rate 
and the radial and angular cardinality of the QAM constellations. Figure 5.6 shows the results of 
simulations of 16- and 64-QAM signals based on using the measured complex waveforms of the 
beat tone with and without the SOA (shown in Fig. 2(b) & (c)) at different symbol rates. The 
simulation setup is similar to that shown in Fig. 3.5 in Chapter 3. The results are presented in terms 
of the difference of the required Eb/N0 in dB to achieve a threshold BER of 10
-3, which shows a 
performance improvement for the 64-QAM at the symbol rate of 65 GBd despite the enhance 
phase noise. This is due to the fact that the enhanced phase noise has slow variations compared to 
the symbol rate, whereas the intensity noise reduction can significantly introduce performance 




Fig. 5.6. Simulation results of the difference of required Eb/N0 with and without SOA-based RIN 
reduction as a function of symbol rate. Parenthetical numbers show the optimum half-window 
length used in the BPS CPR. 
5.4 Conclusion 
We have investigated the phase and intensity noise properties of a CW optical signal passing 
through a saturated SOA. A QD-MLL is used as the laser source which has a relatively high RIN 
(>-120 dB/Hz) at the low frequency region. We showed that although the signal linewidth remains 
unchanged, this RIN reduction through the SOA introduces an increase of high-frequency FM 
noise, which may impact the performance of coherent systems. The performance of the SOA has 
been analyzed through a rate equation model, and simulated results agree well with the measured 
FM noise spectra when the signal passes through the SOA. The translation of an optical signal 
RIN into the increase of high-frequency FM noise is attributed to the RIN-induced carrier density 
modulation and the chirp effect of the semiconductor material. The performance impact of RIN 
reduction in an IMDD system, and the high-frequency FM noise increase in a coherent system has 
been measured experimentally. The trade-off between RIN reduction and high-frequency FM 
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noise enhancement should be optimized for phase-sensitive transmission applications through the 

















































                                      
                    Chapter 6: Proposed Future Work 
 
Proposed Future Work 
The major topics presented in this dissertation studied the most challenging impairment to the 
implementation of digital coherent receivers at relatively low symbol rates: the phase noise. As 
the cost effectiveness, energy efficiency, and transmission latency are major concerns in the design 
of optical interconnection systems, we propose the following research directions as extensions to 
the current work: 
1- Investigating and developing hardware-efficient CPR algorithms that exhibit effectiveness 
in tracking the low-frequency parts of the FM noise to reduce the penalty overhead 
resulting from these low-frequency perturbations. This could be a combined FOC and CPR 
algorithm design. Averaging window length adaptation could also be investigated for 
improved performance. The application of Kalman filters in frequency and phase tracking 
may be investigated for as well, with a focus on the spectral properties of the tracking 
mechanism. 
2- As the SNR performance is not the major concern in short-reach applications, we proposed 
investigating different modulation constellations that may exhibit high resilience to phase 
noises and require easier CPR algorithms with less DSP efforts. 
3- As an extension to the work presented in Chapter 4, we propose investigating the 
implementation of SSB modulation using only analog circuits. This can be implemented 
by employing true log amplifiers with 90o electrical hybrid couplers to emulate Hilbert 
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transform required for the SSB modulation, as was done in Ref. [150] but with high-SE 
modulation formats. At the receiver, the analogue implementation of the KK receiver could 
also be investigated. True log amplifiers could be built as integrated circuits to help 
implement the KK phase reconstruction process. The analog implementation at the Tx and 
Rx side will not only reduce the energy consumption, but also reduces the transmission 
latency by avoiding the DSP processing delays resulting from the parallelized 
implementations. 
4- The opto-electronic analog implementation of KK receivers can also be investigated. The 
nonlinear functions required for the KK field reconstruction may be implemented in the 
optical domain. For instance, the log function could be implemented in a nonlinear electro-
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