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In the case of classical logic, the Stone isomorphism between Boolean Algebras and Boolean 
Rings is at the basis of the methods which reduce alogical problem to an algebraic one about 
polynomials. In this paper, we generalize this kind of reduction to the case of any multi-'~alued 
logic. Our main result is the Theorem 4.4 which transforms a deduction problem in a 
multi-valued logic to an equivalent problem about ideal membership n a polynomial ring. 
We give some examples of applications; for instance we d tail the case of Lukasiewicz's modal 
logic. 
Introduction 
A mult i -valued logic is a logic where the proposi t ions can have other values than the 
usual  true and false values. Some questions are better explained with the cons iderat ion 
of  such logics. For  instance, when we want to take care of the case of  unknown value 
(or undef ined value, or error value) it can be useful to introduce such values for the 
proposit ions:  see examples in Kleene (1964), Bird (1976), Turner (1984) or  G ibb ins  
(1988). Some moda l  logics can also be defined as a finite mult i -valued logic; as in the 
case of Lukasiewicz's  moda l  logic (Rescher, 1969). 
Nevertheless the $5 modal  logic and the Intuit ionist ic logic cannot be def ined as a 
finite mult i -valued logic. Mult i -va lued logics can also be used to prove the independence  
of  the axioms of the classical ogic (Mendelson,  1964). Mult i -va lued logics are also very 
often used in the domain  of  logic circuit design; there is an annual IEEE sympos ium,  
International Symposium on multiple-valued logics, with numerous papers on the subject. 
In this paper  we give an algorithm to decide if a formula 'It is a tautology ( tauto logy 
problem),  and more general ly to decide i f  a formula 9 can be deduced from some other  
formulas: 
{c I '1 , . . . ,  Ok} ~ ~ (deduct ion problem).  
w The present paper has been written by the first pair of authors, during the stay of A. Riscos at Nice. The 
second pair of authors, independently and as a continuation of a previous joint work with A. Riscos, have 
submitted a paper with similar esults to our Theorem 3.4 (restricted to the prime case). As their paper could 
not be published separately, we have decided to add their names here. 
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In the classical ogic, we can reduce the deduction problem to the equivalent tautology 
problem: 
but such reduction is not possible in general, because the deduction theorem: 
can be false for multi-valued logics. 
We use algebraic methods following the recent works of Hsiang & Dershowitz (1983), 
Hsiang (1985), and Kapur & Narendran (1984) concerning the classical ogic. Hsiang 
(1985) introduces a canonical term-rewriting system for a Boolean algebra, therefore, 
using the Stone isomorphism, the solution of  the tautology problem is reduced to the 
calculation of  the normal value of a Boolean term. The deduction problem is reduced to 
proving the inconsistency of the set of formulas {r 9 dPk, --n~}, and this contradiction 
is revealed using a method based on the Knuth-Bendix Completion Procedure, by the 
production of  a rule like 1 --> 0. Kapur and Narendran keep the previous idea of represent- 
ing a polynomial by a Boolean term, but they associate a polynomial ideal with the 
hypotheses {~, , . . . ,  Ok} and they prove that the deduction problem can be reduced to 
the question of  ideal membership of a polynomial associated with the conclusion ~. So 
the K_nuth-Bendix method is replaced by the computation of a GrSbner basis. 
In this paper we extend the point of view of Kaput and Narendran to the case of 
multi-valued logics. This extension is not trivial because there are the following difficulties 
to solve. We do not have a Stone isomorphism in the case of multi-valued logics, so we 
have to find a kind of substitute. For each connective of the logic we construct an 
interpolating polynomial which takes the values given by each row of the truth table of 
the connective. More generally we associate (Theorem 2.1) a polynomial to each logical 
formula such that the semantic values of the formula are precisely the values of the 
polynomial. I f  we have an s-valued logic, then all the polynomials have their coefficients 
in the finite field •p, where p is the least prime integer greater than s. In this paper we 
use Z,, to denote the set of  residue classes modulo m. The tautology problem for a formula 
is reduced to the calculation of the associated polynomial (Theorem 3.4). The next 
difficulty, and the main one, consists in the generalization to this algebraic framework of 
the equivalence between the deduction problem and the question of ideal membership 
(Theorem 4.4). The proof is based on the technical Lemma 4.2. 
Alonso, Briales & Riscos (1987) studied some 3-valued logics and gave an algorithm 
for the tautology problem based on this algebraic method, but the deduction problem 
was not considered. 
We believe that one of the main interests of this kind of algebraic method is the 
possibility of giving a meaning to the notion of  compiling hypotheses in these logics. The 
computation process is given here by the computation of a GrSbner basis; for this purpose 
we indicate also a strategy adapted from Chazarain (1986). 
For some special multi-valued logics there exists other methods like the Sequent 
Calculus of Gentzen, or its variation the tableaux method, and some generalizations of
the Resolution method. There is a large amount of literature on these subjects so we 
prefer to refer to surveys, such as Wolf (1977) and Farifias del Cerro & Orlewska (1985), 
Our method can be applied in a uniform manner to any multi-valued logic and reduces 
a logical problem to an algebraic one which can be studied by well-known systems of 
symbolic calculus such as MACSYMA. So, this kind of relation has a theoretical and 
computational interest. 
Multi-valued Logic 183 
To give some examples of deduction in our method, we consider in more detail the 
case of Lukasiewicz's modal logic and the case of a sequential logic. 
The structure of this paper is as follows: section 1, s-valued logic; section 2, polynomials 
associated with logical formulas; section 3, algebraic haracterization f the tautologies; 
section 4, algebraic haracterization f the deduction; section 5, compiling hypotheses 
in logic; section 6, applications to several ogics; section 7, conclusion. 
1. s-Valued Logic 
Let us consider an s-valued logic given by a set C of logical connectives with their 
arity. The formulas of this logic are the terms P = ~'((7, Var), built with the connectives 
of C and the variables of the set Vat. More explicitly, we can define recursively the set 
P of formulas by 
Var c P 
~b E C with arity k ,O~, . . . ,  ~bk~ P~bO~.  9 9 Ok~P. 
In the following we shall use Lukasiewicz's modal logic as an example to illustrate the 
main definitions and results. It is a 3-valued logic with connective set C= 
{v, ~,  ^ , ~ ,  r (), [ ]} where ()  and [ ] are unary connectives meaning respectively, 
possibility and necessity. For the binary connectives we use the infix notation: [ ] ( (~X)vY) 
is more readable than [ ]v-IXY. 
The semantics of the connectives i given by truth tables. For each connective ~ ~ C 
of arity k, we have a function q~: 77k--> Zs which is the truth table of ~. For instance, for 
the connective [ ], the function [ ]: 7/3->7/3 is defined by 0-~0, 1-~ 1, 2-~0 (more details 
in 6.2). 
The semantic notion of truth is defined by means of the concept of valuation: avaluation 
is an application v: Var-~ Zs. When Var = {X1, . . . ,  X,} we identify a valuation v with a 
point (v(X1) . . . .  , v(X.)) in 7/~. In the following we denote by p the least prime number 
greater than or equal to s and we identify Z2 as a subset of Z~. 
The fact that each valuation v admits a unique extension V, Vt p~7/s  such that 
~lVar = 1) 
(1.1) 
V(6CIDI""" (I)k): 6(V((I)l) . . . . .  V((I)k) ) 
results immediately from the inductive definition of P. 
As for the sets, we can consider v and its extension V as applications to Zp, with values 
in ?/~. 
We recall the 
DEFINITION 1.1. A formula 9 ~ P is a tautology, ~ ,  iff V(~) = 1 for all valuation v. 
And d9 ~ p is a contradiction iff V(~) = 0 for all valuation v. 
2. Polynomials Associated with Logical Formulas 
We recall that in classical logic the Stone isomorphism allows us to transform formulas 
in polynomials. This transformation is defined for each connective v, ^ , -7 ,~ by: 
XvY~X.  Y+X+Y 
X^Y~X 9 Y 
-nX-~X+ 1 
X~Y--~ X 9 Y+X+I .  
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We have to find a kind of substitute in the case of multi-valued logics. Let us consider 
the ring of polynomials A = Zp[X1, . . . ,  X,]. We recall that the value of a polynomial on 
a given point of Z~ defines an homomorphism from A to Zp. I f  we take Vat = {XI,  9  X,} 
as the set of variables for the formulas P then, for any valuation v, there is a unique 
homomorphism V*: A~ Zp defined by taking the value of a polynomial at the point of 
Z~ associated with v. 
THEOREM 2.1. There is an application T: P ~ A such that 
V* a T = V for all valuation v. 
In other words, the semantic value of a formula in a valuation is equal to the value of 
the corresponding polynomial. The application T is exactly the Stone isomorphism in the 
case of  Classical Propositional Calculus. It has been already generalized to several 3-valued 
logics in Alonso, Briales & Riscos (1987). 
PROOF. To each logical connective ~b e C of arity k we associate a polynomial T~ 
71p[Y1, 9 . . ,  Yk] such that 
T~,(zl . . . . .  Zk) = q~(Zl,..., Zk) for all ( z l , . . . ,  Zk) e Z k (2.1) 
That is to say: the polynomial Tq~ takes the values given by the truth table of the 
corresponding connective ~b. Such a polynomial can be computed with the Lagrange 
interpolation formula 
~-x (Ym-j)r: ..~
T , (Y1 , . . . ,  Yk) = Y. q~(i, . . . .  , ik) 1-[ 
O~--il~s-I m=l  j=O ~, lm- - J /  
.*, j~ i  m 
0~ik~s--1 
(2.2) 
Although q~ takes its values in Z~ all the operations are done in the field Zp. For example, 
the polynomial Tr ~ associated with [ ] is 2Y~+ 2Y1 and we verify that T t 1(0) = 0, T t 1(1) = 1, 
and T E j(2) = 0 in 77~. 
We define the application T recursively on the formulas of P by: 
T(Xi) =Xi,  i = 1 , . . . ,  n (2.3) 
T(r 1 ..  9 dPk) = Tr T(~k)). 
The polynomial T(O) can become very complicated but we shall see later (Remark 3.5) 
that we need in fact calculate only some reduced polynomials. 
To finish the proof of Theorem 2.1 we show, by structural induction on formulas, that 
V*oT= V: 
V* o T(Xi) = V*(Xi) = v(Xi) = V(Xi), 
i = 1, 9 9 9 n, by construction of T, V and V* 
V* oT(4~01" ' '  Ok) 
= V*(T(q~O, ' ' "  Ok)) 
= V* (Tr  . . . .  T(Ok))) by (2.3) 
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= T~(V*(T(r 9 . . , V*(T(~K ))) 
= T6(V(@~), . . . ,  V(~bk)) 
= t~(V( ( I ) l ) ,  . . , , V ( t~k) )  
= v(4~eg~ ' "  9 ~k)  




3. Algebraic Characterization of the Tautologies 
We denote by 0g = (UI . . . .  , U,) the ideal of A generated by the n polynomials: 
Ui = I-[~_1o (Xi - j ) ,  i = 1 , . . . ,  n, which vanish for Xi = 0 . . . .  , s - 1. We always use the above 
notation to denote the ideal generated by some polynomials. 
REMARK 3.1. In the case s=p we have Ut=XP-X i ,  i= l , . . . ,n .  In the case s=2 
(Classical Propositional Calculus), the polynomials U~ are X~-X~, which induce a 
rewriting rule (see section 5) X2--> Xi. This kind of reduction can be found for example 
in Hsiang's canonical system for Boolean Algebras (Hsiang, 1985), for the idempotence 
property. Logically, the polynomial X2-  X is the corresponding one to the trivial tautology 
X v-qX. 
In the generalization proposed, the role of these polynomials is algebraic rather than 
logical: ~ is the ideal of polynomials vanishing on 7/~' (see Lemma 3.3). 
REMARK 3.2. These polynomials form a Gr6bner basis of ~ because all the highest 
monomials X~ are relatively prime in pairs and therefore all the critical pairs are trivially 
non-ambiguous i.e. confluent (more details about this in section 5). 
We need the 
LEMMA 3.3. For every polynomial PeA,  we have P 9  r /ff V*(P)=0 for all valuation v 
(that is to say P vanishes on 7]~). In other words, qA is the ideal of polynomials vanishing 
on 7_~. 
PROOZ. The only if part is obvious since the polynomials Ui vanish everywhere on 7/~. 
We shall prove the if part by induction on the number n of variables. 
I f  n= 1, the Euclidean division of P by U~ gives P---A. U~+B with 
S--1 
A, BcA and B= 5~ bjXi w i thb jEZp, j=0 . . . .  , s -1 .  
j=0  
From the hypothesis, we have B(0) . . . . .  B (s -1 )  --- 0, so B is a polynomial of  degree 
--<s - 1 which has s distinct roots, hence bj = 0, j = 0 . . . .  , s - 1, and P = A.  Ui e q/. 
I f  n> 1 we use the same division in the variable X1. We have, as before, P=A 9 U~+B 
with A, B e A and 
S--1 
B= Y. bjX] w i thb jeT /p[X2 , . . . ,X , ] , j=0 , . . . , s -1 .  
j=0  
For  any (z2 , . . . ,  z,) 9 ;~n-I the polynomial in the variable X~ ~-~o bj(z~,. . . ,  zo)X~ 
has, as before, s distinct roots: 0 , . . . , s -1 .  Therefore, we get b j ( z2 , . . . , z , )=0,  j=  
0 . . . .  , s - 1, and by induction hypothesis, bje (U2 , . . . ,  Un), so, Pe ~. 
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Now we can prove the following criterion about the tautology problem: 
THEOREM 3.4. For every formula c~ ~ p we have 
~q: iff T(a~)- l e ~ 
and also, cD is a contradiction iff T( cb ) ~ ell. 
Particular cases of this theorem are already known: Kapur & Narendran (1989) for the 
Classical Propositional Calculus; Alonso, Briales & Riscos (1987) for some 3-valued logics. 
PROOF. ~dp 
iff V(dg) = 1 for all valuation v 
if[ V*(T(dp)) = 1 for all valuation v 
iff V* (T (q5) -1 )=0 for all valuation v 
iff T (~)  -- 1 ~ q/ 
The same proof  for the contradiction case. 
(Definition 1.1) 
(Theorem 2.1) 
(V* is an homomorphism) 
(Lemma 3.3) 
REMARK 3.5. As we shall see in Proposition 5.2, T(dp)-  1 ~ ~ is equivalent to T(dP)-~ 1 
where -~ is the rewriting relation associated with the Gr6bner basis {U~ . . . . .  U~}. Then, 
for practical purpose, it suffices to calculate the polynomials T(qb) modulo ~, and so, 
the size of such polynomials is drastically reduced. 
4. Algebraic Characterization of the Deduction 
Now we study our main problem: the algebraic riterion for the deduction problem. 
We recall the definition of logical consequence. 
DEFINITION 4.1. Let ~ ,  dPx,.. . ,  qbm be formulas of P. We say that {~ . . . .  , Om}~ "It if[ 
for every valuation v such that V(~b~) . . . . .  V(q5~) = 1, we have also V(~)  = 1. 
We need a non-trivial extension of Lemma 3.3: 
LEMMA 4.2. Let R, P~, . . . ,  Pm be polynomials in A. We denote by• the ideal (Pl ,. 9 9 pro), 
and let ~ = ~ +o~ be the ideal generated by the polynomials UI,  . . . , U~, P~, . . . ,  Pro. We 
have R~ iff for  every valuation v such that V*(P~) . . . . .  V*(Pm)=0 we have also 
V*(R)=0.  In other words: R is in ~ iff R vanishes on the set A= 
(z  ~ z21P~(~) . . . . .  P~(z)  = 0t. 
PROOF. The only if part is clear because V* is an homomorphism and we know that 
V*(P~) = V*(Uj) = 0 for i = 1 . . . . .  m, j = 1 , . . . ,  n. Now the if part. Let B be the set Z~\A. 
For every zEB there is an index i z~{1, . . . ,m} such that Piz(z)~0. We define the 
polynomial  S ~ A by S = R.  I-[~B (P~-Piz(z)). This polynomial is the product of R (which 
vanishes on A) and a term which vanishes on B, hence S vanishes on 7/7. Lemma 3.3 
implies SE ~ On the other hand if we develop the product in S, we can write S = b 9 R+P '  
with P' ~ • and b = 1-l~ B (-Pi~(z)) ~ Zp. Then we deduce that b 9 R = S - P' is in ~ = q/+~r 
and so R is in ~ because b~ 0. 
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Taking R= 1 in Lemma 4.2, we get the 
COROLLARY 4.3. 1 ~ ~ iff A is empty, that is to say if there is no valuation v such that 
V*(P~) . . . . .  V*(P,,,) =0. 
Now we can prove our main result. As far as we know, this result has already been 
proved in the Classical Propositional case (Kapur & Narendran, 1984; Chazarain, 1986) 
but even for this particular case we think that our proof is more clean. 
THEOREM 4.4. Deduction Criterion. 
For every formula d0~,. . . ,  ~m, WE P, {qbl, . . . ,  ~m} ~ 'It /ff 
T (~)  - 1 ~ (T(~b,) - 1 . . . .  , T(dgm) - 1, U , , . . . ,  U~). 
That is to say: the deduction problem is reduced to an ideal membership roblem. 
A similar remark as in Remark 3.5 holds: we need only the polynomials T(~i), T(xt t) 
modulo q/. 
PROOF. We can proceed by equivalence; the main step is given by Lemma 4.2. 
{01, . . .  , (I)m} ~ XI: 
iff V(~,) . . . . .  V (O,~)  = 1 
V(~) = 1 for all v (Definition 4.1) 
if[ V*(T(~) )  . . . . .  V*(T(CI~m) ) = 1 
V*(T(~)) = 1 for all v (Theorem 2.1) 
iff V*(T(~,) - 1) . . . . .  V* (T (Om)  - 1) = 0 
V* (T (~) -  1)= 0 for all v (because V* is an homomorphism) 
if[ T (~)  - 1 e (T(O,) 
- 1 , . . . ,  T(CIam) - 1, U~ . . . .  , Un) (Lemma 4.2) 
Using Corollary 4.3 we get immediately the 
COROLLARY 4.5. For every formula qbl , . . . ,  Ome P, {O1 . . . .  , ~m} is unsatisfiable iff" 1 E 
(T (O l ) - I , . . . , T (Om)- I ,  U I , . . . ,  U,). 
We recall that the set { r  Ore} is unsatisfiable means that there is no valuation v 
such that V(e;l) . . . . .  V(Or~) = 1. 
5. Compiling Hypotheses in Logic 
Theorem 4.4 reduces logical deduction for formulas to ideal membership na polynomial 
ring; the main tools for this last problem are the concept of Gr6bner basis (Standard 
basis) and the Buchberger Completion algorithm. Before we describe the details o f  this 
theory, we want to emphasize one advantage of this kind of reduction. 
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In the applications we have often the following situation: we have a given set of axioms 
or hypotheses {@~ . . . . .  qb} and we want to know if some proposition 9 can be deduced 
from them. We can use Theorem 4.4 for a direct proof or, in the case of Classical 
Propositional Calculus, the Corollary 4.5 for a proof that {~@,~ . . . .  ,r is 
unsatisfiable. This last approach is similar to the Robinson Resolution method. But, using 
the first approach we have to calculate only once a GrSbner basis for the ideal 
(T(qb~) - 1 , . . . ,  T(t~m) -- 1, W~,. . . ,  Un) (5.1) 
and then it can be used for the reduction of any T (~) -  1. On the other hand, the second 
approach needs to start from scratch the completion algorithm for each new ~.  In the 
first case we say that we have compiled the logical hypotheses. 
Now we need to recall some basic facts about Gr fbner  bases; we refer to the recent 
survey of Buchberger (1985) for more details. 
SOME NOTATIONS ABOUT POLYNOMIALS  IN  A 
For  a = (~1 . . . . .  otn) ~ ~" we write X ~ the monomial  X~' . . . .  X~'o and [a[ = c~1 +. 9 9 + a ,  
its degree. We choose a total order on N"; for instance we define: 
<8 ix (1 1 <181) or 
(1 1=181 and there is an index j such that (a~=8i for i< j  and oq<f j ) )  
Polynomials are sums of decreasing monomials; the highest monomial of a polynomial 
P is denoted by hd(P), and the sum of the other monomials by tl(P). We call a polynomial 
monic if the coefficient of hd(P) is 1. When a polynomial is not monic we can associate 
to it a monic polynomial by multiplication with the inverse, in the field 77o, of the coefficient 
of hd(P). 
We define coef(P, A) as the coefficient of the rnonomial A in the polynomial P (0 if it 
does not appear in P). 
To a set ~: of monic polynomials, we associate a rewriting relation on A defined by 
Q~ Q' iff there is P~ ~ and a monomial B such that coef(Q, B.  hd(P ) )= a~ 0, and 
Q '=Q-a .  B. P. 
Note that for each P in ~- we have hd(P) -~-t l (P) ;  we say that it is the rewrite rule 
associated with the polynomial P. The reflexive transitive closure of ~ is written -~. 
It is well known that this rewriting relation ~ is Noetherian, with an order on the 
polynomials induced by the order on the monomials just defined. 
~DEFINITION 5.1. A set ~r={pa, . . . ,  Pk} of monic generators of an ideal ~ of A is a 
Orrbner basis for gg iff 
VQ e A(Q ~ ~ r Q -~ 0). 
So the knowledge of a Grrbner  basis for an ideal ~ reduces the difficult test Q ~ ~ to 
the simpler calculation of the reduced form of Q. As announced in Remark 3.5, we prove 
the following 
PROPOSITION 5.2. Let ~={P~, . . . ,  Pk} be a Gri~bner basis for an ideal ~ of A. We have: 
Q-1  ~ ~t f f  Q-~- 1. 
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PROOF. I f  part. From the definition of ~, we obtain that if Q~Q'  then Q-Q 'e  YC; an 
easy induction shows that the same result holds if Q -~ Q'. Hence if Q ~-~ I then Q -- 1 E Yg. 
Only if part. We can write Q - 1 as a finite sum Q - 1 = EAiPi where Aie A, so Q = 1 + Y.AIPi. 
But it is clear that Pi ~ 0 and then AIP~ -~, 0, therefore Q -~ 1. 
Now the problem is to decide if a basis is in fact a GrSbner basis for an ideal and, if 
not, to give a method to construct one. A basic criterion has been given by Buehberger 
(1970, 1979): 
THEOREM 5.3. A set of polynomials ~r= {P1 . . . .  , Pk} is a Grrbner basis for the ideal 
(P~, . . . ,  Pk) /ff every critical pair is not ambiguous. 
It remains to recall the notion of a non-ambiguous critical pair. Let R = X ~ -R '  and 
S = X t3 - S' be a pair of  polynomials of ~- and let r: X ~ ~ R' and s : X # -~ S' be the associated 
rules. The least common multiple Xv=LCM(X " ,X ~) can be factorized into Xr= 
X ~ ' X ~ = X ~. X ~. So, using the rules r and s, the monomial X v can be rewritten in two 
ways: Xv~X ~'. R' and Xv-*X ~. S'. 
The pair (X ~. R', X ~. S') is called the critical pair associated to R, S, and it is said 
non-ambiguous if we have 
X ~'. R ' -X  ~. S' --~ 0. (5.2) 
The complet ion algorithm of Buchberger is based on the following principle: when a 
critical pair is ambiguous, i.e. the left hand side of (5.2) reduces to a non-zero polynomial 
P, then we add this P (its monic associated) to the set of generators and we consider also 
the rule associated with it. This operation is repeated until every critical pair becomes 
non-ambiguous. 
The point is: this completion method always terminates and the final set of generators 
is a Gr fbner  basis. Moreover, if we simplify the set of generators each time we add a 
new rule by applying the new rule to the current generators, we get at the end a reduced 
Grrbner  basis: this is a basis in which each generator is irreducible by the rules associated 
with the others (see Buchberger (1985) for the details). 
A problem with this method is to reduce the number of critical pairs to deal with, so, 
now we explain a simple strategy which can reduce this numbers of pairs. 
By Theorem 5.3, the Buchberger completion algorithm stops when all ambiguous critical 
pairs have disappeared. A strategy is a method for testing the absence of ambiguous 
critical pairs without being obliged to look at each pair of rules. 
Some strategies have been described: Buehberger (1979), Winkler & Buchberger (1985), 
Kapur,  Musser & Narendran (1988). Here, we shall combine the general strategy of 
Buchberger (1979) with a kind of semantic strategy prompted by the Resolution methods 
(see for instance Chang & Lee (1973)). As we are mainly interested in sets of polynomials 
of the form {T(@~) - 1 , . . . ,  T(qbm) - 1, Ut . . . . .  U,}, we are looking for a simple criterion 
which permits us to avoid as much as possible the computation of critical pairs with 
polynomials U~. 
DEFINITION 5.4. Let v : {X l , . . . ,  Xn} ~ Z~ c 7/~ be a valuation and let {X ~ - R'~}~ be a 
finite set of polynomials. We say that a rule X~ R" is useful for this valuation iff 
V*(X" - R ' )  r 0. We say that a pair of rules (X ~ - R ' ,  X t3 - R~) is a useful pair if at least 
one of them is useful or if LCM(X ", X t3) is not a multiple of the head monomial of some 
useful rule. 
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Note that the rules associated with the polynomials U~ are never useful ones. Then we 
have the following. 
THEOREM 5.5. Let ~ be an ideal of A generated by a set {P~, . . . ,  Pk} of monic polynomials, 
and let v be a valuation for the variables {X~, . . . ,  X~}, I f  every useful pair of rules is no1 
ambiguous, then these generators form a Gr6bner basis for the ideal ~. 
The utility of this theorem is the following: choosing a valuation for the variables we 
can easily compute the value of a polynomial for these values and then decide if a rule 
is useful or not. During the completion algorithm of Buchberger, we shall not have to 
consider all the ambiguous critical pairs, but only the useful ones. It is clear that the 
computation process is strongly dependent on the valuation chosen. 
We have not studied at the present ime any heuristic for choosing such a valuation. 
Anyway, every valuation eliminates the rules associated with the polynomials Ui. Starting 
from the proof  explained in Chazarain (1986), Pottier (1987) has made a systematic study 
of such strategies in an abstract setting. 
The proof  of Theorem 4.5 is identical to the one given in Chazarain (1986) for the case 
of classical ogic, but for the sake of completeness we give here the main steps. It is based 
on the following theorem (see Winkler & Buchberger (1985) for a proof): 
THEOREM 5.6 (Generalized Newman Lemma). Let --> be a rewriting relation on a set X, 
and < a compatible well founded order on X. --> is confluent/ffVx, y, zEX,  /f z-->x and 
z~y,  then x and y are subconnected under z. 
Subconnection is defined in Winkler & Buchberger (1985) by: 
DEFINITION 5.7. In the above situation, we say that x and y are subconnected under z 
iff there exists a sequence xt . . . .  , xn in X such that x = x~, y = x, ,  x i < z, i = 1 , . . . ,  n, and 
xi-> xi+t or xi+l--> xi, i = 1, . . .  ,n -1 .  
In our case, the rewriting relation ~ being Noetherian, we can use --> itself for the 
order. It is well known that a set of polynomials is a GrSbner basis iff the rewriting 
relation corresponding to the associated rewrite rules is confluent. Therefore, Theorem 
5.6 reduces the proof  of Theorem 5.5 to the proof  of the subconnectedness property. 
Let P be a polynomial which can be rewritten into P~ by a rule r,~ :X"--> R~, and into 
P2 by a rule ro : X ~ --> R~. To prove that P~ and P2 are subconnected under P we consider 
tWO cases :  
(a) The rules r,~ and r e reduce two distinct monomials of P. In this disjoint case, an 
easy computat ion shows that Pt and P2 can be reduced (in one or two steps) to a 
common polynomial. This implies obviously the subconnectedness property. 
(b) The rules r~ and r~ reduce the same monomial aX* of P. This critical case is 
divided in two subcases: 
(bl) I f  the pair of rules (r,~, re) is useful, then the hypothesis of non-ambiguity 
implies that P1 and P2 can be reduced (in several steps) to a common 
polynomial. This implies again the subconnectedness property. 
(b2) I f  the pair of rules (r, ,  r e) is not useful, then, by definition, there exists a 
useful rule r~:X v -> R~ such that X ~ divides the LCM(X ", X~). But X ~ must 
also divide the monomial aX ~, so we can use ry to reduce P into a polynomial 
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P~. The pairs of rules (r~, re) and (rp, rr) are useful because rv is a useful 
rule. Therefore, as in (bl), the hypothesis of non-ambiguity implies that Pa 
and P3 can be reduced (in several steps) to a common polynomial, and the same 
holds for P2 and Pa. This implies that PI and P2 are subconnected under P. 
6. App l i ca t ions  to Severa l  Log ics  
The method we have just presented isvery general, and we sketch only a few interesting 
cases here. We have implemented our method in the Le_Lisp dialect of LISP. Some 
examples of computations using it are given. 
For completeness, we recall the well-known case of: 
6.1. CLASSICAL PROPOSmONAL CALCULUS 
This is a 2-valued logic, which can be defined by the set of connectives C = {-q, v, ^ , ~}  
with their usual truth tables. The corresponding polynomials calculated with the formula 
(2.2) are respectively Y+ 1, Y1Y2 + Y1 + Y2, Y~Y2, Y~Y2 + Yl q- l. The polynomials Ui are 
X2-Xi ,  and the associated rules X~- XI which reduce drastically the computation of 
reduced forms of polynomials. 
6.2. LUKASIEW~CZ'S MODAL LOGIC 
This is a 3-valued logic (0 for false, 1 for true, 2 for unknown), in which the usual 
connectives --7, v, ^ , 3 ,  <=>, are completed with the modal unary connectives (), [ ] mean- 
ing, respectively, the possibility and the necessity of the formula which follows. The truth 
tables are defined by the functions: 
~ , ( ) ,  [ ]:713-71 3 and V, ^,  ~ ,  ~::~ : ~2 "-)" ~3 
~(0)=1, ~(1)=0, ~(2)=2 
(--)(0) = [--](0) = 0, (---)(1) = [--](1) = 1, (--)(2) = 1, -[~(2) = 0 
according to the semantics in [17]: ( )A is true if A is either true or unknown, but is false 
if A is false, and [ ]A is true if A is true, but false if A is either false or unknown. 
i if a=0 
V(a,b)= i fa=l  orb---1 
otherwise 
_ ilk  fa-0 ~ (a,b) = if a=l  o rb=l  
a+b otherwise 
The associated polynomials are: 
T-~: 2Y+l  
To : y2 
Tr I : 2Y2 + 2Y 
! i fa=0orb=0 
Z(a, b) = if a = 1 
otherwise 
i if a=b 
~(a ,  b) = if a ~ b and (a = 2 or b = 2) 
otherwise 
T~: 2YIY2+YIY2+Y1Y2+YIY2+YI+Y22  z  
2 2 T^ : Y1 Y2 + 2Y~Y2 + 2Y1Y~ + 2YIY2 
T~: YaY22 + 2YIy22 + 2YIY22 + 2YIY2 + 2Y1 + 1 
2Y~Y2 + Y1Y2 + YIY2 + YIY2 + 2Y1 + 2Y2 + 1 Tr162 2 2 2 2 
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We have also Ui = X 3 -X~, and associated rules X 3 ~ X~, so the reduced polynomials are 
at most of degree 2 in each variable. 
Now we give some examples of deductions with our method. Let us take as hypotheses 
the formulas 
We get 
q~l=-'nXvY and q~2=-n(()XCz>~Z) 
T(~I )  + 2 --- 2X2Y 2 + 2X2Y+ 2X 2 
T(~2) + 2 = 2X~Z + 2X 2 + 2Z 
A reduced basis for the ideal (5.1) is 
(Z 2 + 2Z, 2XZ + X, XY+ 2X, YZ + 2Z, X 2 + 2Z, Z 3 + 2Z} 
Then, using the Theorem 4.4, we get that the following formulas: 
()-nXv[]Z, []Yv-nz, []~xvz, []V-n()z 
are consequences of our hypotheses because the corresponding polynomials are 1, 
but the formula (([ ]--n--nX)v Z)~( ( ) [  ]-nY) is not a consequence, because its reduced 
polynomial is 2Z+ 1. 
6.3. LOGIC  OF  SOME PROGRAMMING LANGUAGES 
Many programming languages (like C or ADA) have connectives not, and, or to 
manipulate sequentially the Boolean values. We can also consider the ternary connective 
/f with the meaning 
if(a, b, c) = if a then b else c 
On the other hand, some languages (like Le_Lisp or the ML family) can catch the failure 
in such a way that if an error occurs when evaluating an expression, the value of an 
associated expression is returned. 
The evaluation of a Boolean expression in a computer can be achieved in four ways: 
false (0), true (1), infinite loop (3), and error (4). We have mixed all this in our last 
example, in order to illustrate the case of a 4-valued logic. 
The truth tables for the connectives are defined by 
~(0)=1,  ~(1)=0,  ~(2)=2,  ~(3)=3 
the v and A are the sequential or and and: 
~(a,b)={ba i fa=0ora=3 Z(a ,b )={~ i fa=X 
otherwise otherwise 
- -  { i  i fa=l  
if(a, b, c) = if a = 0 
otherwise 
The corresponding polynomials (with coefficients in •5) are 
%,: Y3+Y2+2Y+ 1 
Tv: 2Y~Y2 + 3Y~Y2 + 4Y~ + 4Y1Y2 + Y2 
T^ : 3Y]Y2 + 2Y~ + 3YIY2 + 3Yt 
3 2 Tit: 3Y~Y2 + 4Y~Y~ + 2Y~ +YIY3 + 3YIY2 + 4Y1Y3 + 3Y1 + Y~ 
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In this case, 4 being not a prime number, the polynomials Ui are more complicated: 
U~ = X~+ 4X~ + X~ + 4X~. 
Let us take as hypotheses the formulas 
O l=~XvY and ~2---Xv--qX 
we get 
T(~I)  + 4 = 4X3Y+ 3X 3 q'- 2X2Y + X 
T(~2) + 4 = 4X 3 -F X 2 
Note that qb z is not a tautology in this logic. 
A reduced Grtibner basis for the ideal (5.1) is 
{XY + 4X, X 2 + 4X, 3(4 + 4y3 + y2 + 43(} 
Then, using the Theorem 4.4, we get that the formulas 
if(X, Y, --nX), -nX v (X ^ Y), --qX v if(-nX, --aY, X) 
are consequences of our hypotheses, but the formula Yv ~X is not, because its reduced 
polynomial is 2Y3+2Y2+Y+ 1. 
7. Conclusion 
We think that the algebraic method developed here has the following interesting aspects 
in the case of multi-valued logics: 
Modularity aspect: there already exists specific methods for some particular multi-valued 
logics, but the algebraic method is a unifying tool which can accept as a parameter the 
truth table definition of the logic we want to use. Moreover there are several systems of 
symbolic calculus (MACSYMA, MACAULAY, SCRATCHPAD . . . .  ) with efficient 
implementations of the calculus of Gr6bner basis. 
Simplification aspect: before the computation of a Gr6bner basis we can reduce the 
polynomials modulo the polynomials U~. 
Compilation aspect: the Gr6bner basis is computed using the hypotheses formulas only, 
so we can use the same basis to study the deduction problem with different conclusion 
formulas. 
Theoretical aspect: the connection between logical deduction and ideal membership 
could have other applications: for instance, we can discuss the equivalence between 
systems of logical axioms using uniqueness of reduced Gr~Sbner bases. 
We thank J. Briangon for his help in the proof of some algebraic lemmas. We thank also the 
referees for constructive critics and detailed review. 
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