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ABSTRACT
Understanding the molecular content of galaxies is a critical problem in star formation and galactic
evolution. Here we present a new method, based on a Stro¨mgren-type analysis, to calculate the amount
of H I that surrounds a molecular cloud irradiated by an isotropic radiation field. We consider both
planar and spherical clouds, and H2 formation either in the gas phase or catalyzed by dust grains.
Under the assumption that the transition from atomic to molecular gas is sharp, our method gives
the solution without any reference to the photodissociation cross section. We test our results for the
planar case against those of a PDR code, and find typical accuracies of about 10%. Our results are
also consistent with the scaling relations found in Paper I of this series, but they apply to a wider
range of physical conditions. We present simple, accurate analytic fits to our results that are suitable
for comparison to observations and to implementation in numerical and semi-analytic models.
Subject headings: ISM: clouds — ISM: molecules — molecular processes — radiative transfer — stars:
formation
1. INTRODUCTION
1.1. Description of the Problem
Stars form in molecular gas. It is therefore of cen-
tral importance to understand how molecular gas forms
in the interstellar medium of galaxies, which are per-
vaded by far ultraviolet (FUV) radiation that destroys
the molecules by photodissociation. In the diffuse inter-
stellar medium (ISM) of galaxies like the Milky Way, this
radiation is sufficient to maintain the gas occupying most
of the volume in an atomic or ionized state. Sufficient
concentrations of gas are able to exclude the dissociating
radiation, both by self-shielding and by dust absorption,
and thereby become molecular; these are the molecular
clouds. Regions in and around molecular clouds in which
the thermal and chemical state of the gas is determined
by FUV radiation are termed photodissociation regions
(PDRs; e.g. Hollenbach & Tielens 1999). The surface
density of atomic gas in a PDR, ΣH I, sets the threshold
for gas to become molecular and thus to be able to form
stars.
The study of PDRs is a vast field, but the ma-
jority of the work that has been done is not suited
to the problem of making general statements about
the thicknesses of HI layers. Most of it is highly
numerical (Federman et al. 1979; van Dishoeck & Black
1986; Black & van Dishoeck 1987; Draine & Bertoldi
1996; Neufeld & Spaans 1996; Stoerzer et al. 1996;
Spaans & Neufeld 1997; Liszt & Lucas 2000; Liszt 2002;
Browning et al. 2003), which is useful for trying to match
detailed properties of particular regions, but makes it
difficult to draw general conclusions that allow extrap-
olation beyond the particular numerical parameters se-
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lected for a calculation. The same problem of how to
draw general conclusions from particular results arises
with galactic-scale simulations that model H2 forma-
tion and dissociation as one of many processes occurring
in a galaxy (Robertson & Kravtsov 2008; Gnedin et al.
2009). In contrast, the analytic work preceeding this
series of papers has been limited to the comparatively
simple one-dimensional cases of a unidirectional beam of
radiation impinging on a slab (Draine & Bertoldi 1996;
Sternberg 1988) or a radially-converging radiation field
striking the surface of a sphere (Elmegreen 1993); the
beam and slab case is a reasonable approximation for
a PDR irradiated by a single star, but not for a cloud
immersed in the interstellar radiation field produced by
the ensemble of many stars. Since these authors assumed
that the radiation is beamed, they were able to introduce
a shielding function that describes the attenuation of the
dissociating radiation with depth; this does not appear
to be possible for isotropic incident radiation, particu-
larly for spherical clouds. Moreover, these treatments
did not identify the important dimensionless numbers
that characterize the problem of a spherical cloud im-
mersed in an isotropic radiation field. Perhaps the paper
that is closest in spirit to the present series of papers is
that of Sternberg (1988), who determined scaling laws
for infrared fluorescent emission lines of H2 emitted by
an irradiated slab. He assumed that the radiation was
beamed, so that he could use a shielding function.
We determined the dimensionless quantities that char-
acterize irradiated spherical clouds for the first time in
Krumholz et al. (2008, hereafter Paper I), where we also
gave an approximate solution for the atomic-to-molecular
ratio of an irradiated gas cloud in terms of these num-
bers. In this paper we extend this analysis by introducing
a new and more accurate method for solving the equa-
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tions of radiative transfer and photodissociation. We also
extend our treatment to the case of primordial H2 for-
mation, where there is no dust and H2 instead forms via
the H− channel. Finally, we apply our results to the de-
temination of the molecular fraction in atomic-molecular
complexes.
1.2. The Stro¨mgren Analysis
PDRs are one example of a general class of problem
in which one must find the chemical state of a gas cloud
that simultaneously obeys coupled conditions of chemical
and radiative equilibrium. The most famous example of
this type of problem is that of determining the structure
of an HII region, and the structure of PDRs and similar
problems can be solved by adapting the classic solution
to the HII region problem by Stro¨mgren (1939). In the
absence of dust, the thickness of the layer of ionized gas
created by an incident flux of ionizing photons F ∗ion is
ℓSt =
F ∗ion
αn2e
, (1)
where the superscript ∗ indicates photon quantities, ne is
the density of electrons, and α is the radiative recombi-
nation coefficient. Similarly, for a point source of ionizing
radiation, the radius of the ionized gas (the Stro¨mgren
radius) is given by
RSt =
(
3L∗ion
4παn2e
)1/3
. (2)
Note that these results are independent of the value of
the cross section, σion, for absorption of the ionizing ra-
diation, which is the process that actually produces the
ionized gas. However, in order for this simple Stro¨mgren
analysis to be useful in determining RSt, it is necessary
for the thickness of the layer in which the gas switches
from primarily ionized to primarily atomic to be thin:
RSt ≫ 1/n(H I)σion, which is generally satisfied for HII
regions around OB stars (Stro¨mgren 1939). If this condi-
tion is not satisfied, the Stro¨mgren analysis still provides
the total volume emission measure,
∫
n2edV = L
∗
ion/α.
The effects of dust absorption on Stro¨mgren layers and
spheres can be readily included (Petrosian et al. 1972).
The same type of analysis can be applied to the atomic
gas in a PDR (Paper I). This is particularly useful be-
cause, whereas photoionization in an HII region is a rela-
tively simple continuum absorption process, photodisso-
ciation is a line absorption process; sophisticated calcu-
lations (e.g., Draine & Bertoldi 1996) are needed to fol-
low the absorption as the lines become opaque and even
overlap. Only a fraction fdiss of the line absorptions re-
sult in dissociation of the H2 molecule; the rest result in
the emission of fluorescence radiation. (fdiss is a weak
function of frequency and of the level populations of the
H2 molecules; the average value is in the range 0.12—
Draine & Bertoldi 1996—to 0.11—Browning et al. 2003,
although it may be higher in regions within a PDR where
a large fraction of the H2 molecules are in excited states.)
The process that is analogous to radiative recombination
is molecule formation, which occurs at a rate f1n
2
HR,
where nH is the number density of hydrogen nuclei,
f1 ≡ n(H I)/nH is the H I fraction, andR is the rate coef-
ficient for H2 formation. In the Galaxy, H2 forms on dust
grains and the rate coefficient is R ≃ 10−16.5 cm3 s−1
(Draine & Bertoldi 1996). In primordial, metal-free gas,
H2 forms via the H
− process or the three-body process,
which can be described similarly (§3). In the absence of
dust absorption, a point source with a photon luminos-
ity L∗ in the Lyman-Werner bands between 91.2 nm and
110.8 nm that is embedded in a medium of constant den-
sity, nH, can create a sphere of atomic gas with a total
number of neutral hydrogen atoms
NH I,tot =
∫
f1nHdV =
fdissL
∗
RnH
. (3)
In the absence of dust, the transition between the atomic
and molecular gas is not sharp (Paper I); nonetheless, we
can define a characteristic radius of the atomic gas by
setting f1 = 1, obtaining
RH I =
(
3fdissL
∗
4πn2HR
)1/3
, (4)
which has the same form as the Stro¨mgren radius. Simi-
larly, a dissociating photon flux F ∗inc incident on the sur-
face of a slab of gas can maintain an HI column density
NH I,tot =
∫
f1nHdz =
fdissF
∗
inc
nHR
. (5)
Setting f1 = 1 gives the characteristic size of this layer,
ℓH I, slab =
fdissF
∗
inc
n2HR
. (6)
An important limitation of the Stro¨mgren analysis is
that the bandwidth of the dissociating radiation must
be known in advance. As shown by Sternberg (1988),
the effective bandwidth begins to shrink for metallicities
Z >∼ Z⊙, where dust absorption is sufficiently strong that
the individual absorption lines no longer overlap. For
the cases of greatest interest, however, Z <∼ Z⊙ and the
results presented here are applicable.
1.3. Summary of Previous Papers in this Series
In Paper I, we gave an approximate determination of
the thickness of the HI layer in a sphere irradiated from
the outside by isotropic radiation. For such a sphere,
the incident flux is unknown, since the flux due to ra-
diation striking the surface from outside the sphere can
be compensated in part by the flux due to radiation that
passes through the sphere. It is therefore advantageous
to characterize the radiation field by the ambient value
of the mean density of dissociating photons. If we let
E be the energy density of photodissociating radiation,
then E∗ is the corresponding photon density; let E∗0 be
the corresponding ambient value. We define the charac-
teristic value of the thickness of the HI layer as ℓH I, slab
with F ∗inc replaced by cE
∗
0 :
ℓch ≡
fdisscE
∗
0
n2HR
. (7)
For an opaque slab embedded in an isotropic radiation
field, the energy density just outside the slab is half the
ambient value and the flux is half that, or F ∗inc =
1
4cE
∗
0 ;
as a result, ℓH I, slab ≃
1
4ℓch in this case. The importance
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of dust is measured by the characteristic dust optical
depth,
τ ch = nHσdℓch =
fdissσdcE
∗
0
nHR
≡ χ, (8)
where χ is one of the two dimensionless parameters in-
troduced in Paper I. Photodissociation regions are often
characterized by the ratio G′0/nH, where G
′
0 is the ratio
of the dissociating radiation field, E∗0 , to the typical value
in the Milky Way, which is 7.5× 10−4 photons cm−3 s−1
from Draine (1978). In terms of this ratio, χ is
χ = 71
(
σd,−21
R−16.5
)
G′0
nH
. (9)
Physically, χ/f1 is the ratio of the number of LW pho-
tons absorbed by dust to the number absorbed by H2
molecules. Thus, dust has a significant impact on the
structure of the HI layer for χ >∼ 1. The parameter χ is
of order unity in the Milky Way (Krumholz et al. 2009a,
hereafter Paper II; see eq. 13 below). Clumps in the
PDRs discussed by Hollenbach & Tielens (1999) have
χ ∼ 0.3−10, while the interclump gas in those PDRs has
values about 100 times larger. Observe that for the case
in which H2 forms on dust grains, both σd and R are ef-
fectively measures of the total surface area of dust grains
mixed into the gas; σd measures the area available for ab-
sorbing photons, and R the area available for adsorbing
hydrogen atoms. Thus their ratio should be independent
of metallicity, dust-to-gas ratio, density, and most other
quantities. For an opaque slab, we have seen that the
incident flux F ∗inc =
1
4cE
∗
0 , so that ℓH I, slab =
1
4ℓch and
τH I, slab = nHσdℓH I, slab =
1
4
χ ; (10)
keep in mind that these simple estimates are based on
neglecting absorption of the incident FUV radiation by
dust. For future reference, we note that this implies that
the total HI column density in a dust-free slab (eq. 5) is
NH I,tot = χ/(4σd). Finally, we note that the ratio of ℓch
to the cloud radius, R, is
ℓch
R
=
fdisscE
∗
0
n2HRR
=
χ
τR
, (11)
where τR = nHσdR, the dust optical depth associated
with the cloud radius, is the other dimensionless param-
eter in Paper I.
As in the case of HII regions, a Stro¨mgren-type analy-
sis is particularly useful if the transition from atomic to
molecular gas is sharp, ℓH I ≫ 1/(nHσH2). In Paper I we
showed that this transition is indeed relatively sharp for
χ >∼ 1, so that in that case it is possible to infer the size
of the atomic gas by setting f1 ≃ 1. For the case with
dust, we make this approximation here; this is the prin-
cipal approximation in our work. In the absence of dust,
we can determine the total mass of H I (in the spherical
case) or column of H I (in the slab case) without making
this approximation.
The advance made in Paper II was to recognize that the
density in the atomic gas in the transition region is set
by the requirement that it be in two-phase equilibrium
(Wolfire et al. 2003). The latter authors showed that the
minimum density of cold HI (the CNM) in galaxies is
nH,min =
31
1 + 3.1Z ′ 0.365
(
E∗0
7.5× 10−4 cm−3
)
cm−3,
(12)
where E∗0 and Z
′ are the radiation field and metallicity
normalized to the local Milky Way value. If the density
is several times the minimum value (nH = φCNMnH,min
with φCNM ∼ 3), then
χ = 3.1
[
σd,−21
R−16.5(φCNM/3)
](
1 + 3.1Z ′0.365
4.1
)
(13)
depends primarily on metallicity, and weakly at that;
here σd,−21 = σd/(10
−21 cm2), etc. The surface den-
sity of H I in a galaxy, assuming that it is in a slab and
neglecting dust absorption, is then
ΣH I=
µH
σd
τH I, slab,
≃
8.8
Z ′(φCNM/3)
(
1 + 3.1Z ′0.365
4.1
)
M⊙ pc
−2 (14)
for R−16.5/σd,−21 = 1; here µH = 2.34 × 10−24 g is the
mass per hydrogen for a gas of cosmic abundances. Pa-
per II showed that dust absorption reduces this by about
a factor of 2. On the other hand, if the slab of gas is illu-
minated from both sides, then the total column of H I is
increased by a factor 2. Paper II generalized these results
to the case of finite clouds and demonstrated that the re-
sults were in good agreement with existing observations.
Indeed, since the theory applies to individual cloud com-
plexes, predictions were made on how the results would
change as the resolution of the observations improves.
Krumholz et al. (2009b) applied the results of Pa-
pers I and II together with the earlier work of
Krumholz & McKee (2005) to determine the star forma-
tion rate in galaxies as a function of metallicity. For
low surface densities (Σ <∼ 10/Z
′ M⊙ pc
−2), the rate is
dominated by the transition from H I to H2; for interme-
diate columns (10/Z ′ M⊙ pc
−2 <
∼ Σ
<
∼ 85 M⊙ pc
−2, it
is determined by the properties of giant molecular clouds;
and for larger column densities it is determined by the
pressure of the galactic ISM. Similarly, Krumholz et al.
(2009c) showed how the results of Papers I and II can be
used to explain the observed absence of damped Lyman-
α systems with high column densities and metallicities.
The treatment of the H I—H2 transition in both these
papers relied on an analysis that is more broadly appli-
cable than the one developed in Paper I. We provide that
analysis here.
In §2, we present the general formalism for determin-
ing the thickness of the H I shielding layer for spher-
ical molecular clouds. This formalism is based on a
Stro¨mgren–type analysis. In §3, we present the results
for both slabs and spheres in the absence of dust; this is
relevant to the study of primordial clouds. §4 gives the
results including dust absorption, §5 shows how these
results can be generalized to the case of clouds in which
the atomic and molecular regions have differing densities,
and the conclusions are given in §6.
2. FORMALISM
2.1. Basic Equations
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Consider a spherical cloud of radius R and uniform
density exposed to an isotropic UV radiation field. We
describe the radiation field in terms of the specific inten-
sity in photon units, I∗ν ≡ Iν/hν. Let κ2ν = n2σ2ν be the
opacity due to absorption by H2 molecules, where n2 is
the density of H2 molecules and σ2ν is the H2 absorption
cross section at frequency ν. Let κd = nHσd be the opac-
ity due to absorption by dust, where nH is the density of
H nuclei and σd is the dust absorption cross section per
H in the photodissociation part of the spectrum, from
91.2 nm to 110.8 nm; we ignore the weak frequency de-
pendence of this cross section. The equation of transfer
is then
eˆ · ▽I∗ν = −(κ2ν + κd)I
∗
ν = −(n2σ2ν + nHσd)I
∗
ν (15)
for the intensity in the eˆ direction. The opacity κ2ν de-
pends on position, but we have suppressed the argument
for clarity. For a cloud bathed in a uniform radiation
field of intensity I∗ν0, the intensity at a point inside the
cloud is
I∗ν = I
∗
ν0 exp(−τ2ν − τ), (16)
where the optical depths are proportional to the column
density: the dust optical depth is
τ =
∫
nHσdds (17)
and the H2 optical depth is
τ2ν =
∫
n2σ2νds = N2σ2ν , (18)
where the range of integration extends along the ray from
where the ray enters the cloud to the point in question
and N2 is the corresponding H2 column density along the
ray.
We next integrate over the range of frequencies that
can photodissociate H2, ν2 ≥ ν ≥ ν1, corresponding to
wavelengths 91.2 nm ≤ λ ≤ 110.8 nm. The frequency-
integrated equation of transfer is
eˆ · ▽I∗ = −[κI(eˆ) + κd]I
∗, (19)
where
κI(eˆ) =
1
I∗
∫ ν2
ν1
κ2νI
∗
νdν. (20)
We include the argument eˆ in κI to emphasize that this
opacity depends on angle through its dependence on I∗ν ;
κI also depends on position. The intensity-weighted H2
opacity is then a function of N2,
κI =
∫ ν2
ν1
κ2ν exp(−τ2ν) dν∫ ν2
ν1
exp(−τ2ν) dν
= κI(N2). (21)
The dependence of κI on N2 is governed by two coun-
tervailing factors. On one hand, as N2 increases more
and more photons at frequencies near line centers are
absorbed. Since σ2ν decreases away from line center, the
mean the opacity per H2 molecule is reduced. On the
other hand, κ2ν is also proportional to the density of H2
molecules n2, which increases with N2. The intensity-
weighted optical depth that determines the attenuation
of I∗ is τI =
∫
κI ds, so that
I∗ = I∗0 exp[−τI + τ ]. (22)
In terms of the first three angular moments of the ra-
diation field,
E∗ν ≡
∫
dΩ I∗ν , F
∗
ν ≡
∫
dΩ eˆI∗ν , P =
1
c
∫
dΩ eˆeˆI∗ν ,
(23)
the first two angular moments of the equation of radiative
transfer are
▽ · F ∗ν =−c(κ2ν + κd)E
∗
ν , (24)
▽ ·P∗ν =−
1
c
(κ2ν + κd)F
∗
ν . (25)
Integrating over frequency gives
▽ · F ∗=−c(κE + κd)E
∗, (26)
▽ ·P∗=−
1
c
(κF + κd)F
∗, (27)
where
κE =
1
E∗
∫ ν2
ν1
dνκ2νE
∗
ν
=
1
E∗
∫
dΩ
∫ ν2
ν1
dνκ2νI
∗
ν =
1
E∗
∫
dΩ κII
∗. (28)
We have assumed that the direction of F ∗ν is independent
of frequency; as a result, κF is given by an expression like
that for κE with E
∗ replaced by |F ∗| and with a factor µ
in the angular integrals. Writing out equations (26) and
(27) in the case of spherical symmetry, we obtain
1
r2
d
dr
r2F ∗= c(κE + κd)E
∗, (29)
dP ∗
dr
+
3P ∗ − E∗
r
=
1
c
(κF + κd)F
∗, (30)
where F ∗ ≡ |F ∗| = −F ∗r and P
∗ = P ∗rr is the rr compo-
nent of the radiation pressure tensor.
Now define the characteristic flux
F ∗ch ≡
n2HRR
fdiss
, (31)
which is the flux required to photodissociate a layer of
thickness R, as discussed in §1. The solution is deter-
mined by the two quantities defined in Paper I,
χ≡
fdissσdcE
∗
0
nHR
, (32)
τR≡nHσdR, (33)
where E∗0 is the number density of dissociating photons
far from the cloud. In terms of these parameters, we have
F ∗ch =
(
τR
χ
)
cE∗0 . (34)
We define the normalized flux and photon density by
Fˆ ∗ ≡
F ∗
F ∗ch
, Eˆ∗ ≡
cE∗
F ∗ch
. (35)
The normalized photon density far from the cloud is then
Eˆ∗0 =
χ
τR
. (36)
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We now use the assumption that the formation and
destruction of H2 are in balance in order to determine
the opacity κE; this is the essence of the Stro¨mgren ar-
gument. Observe that it is difficult to calculate κE ex-
plicitly, since it involves first a frequency integration over
the cross section and the specific intensity, both of which
are complicated functions of frequency due to line ab-
sorption, and then an average over angle. Balancing the
rates of formation and destruction of H2 gives
f1n
2
HR= fdiss
∫
dΩ
∫ ν2
ν1
dν κ2νI
∗
ν , (37)
= fdisscκEE
∗, (38)
where f1 ≡ n(HI)/nH is the atomic fraction and R is the
rate coefficient for H2 formation. The principal approx-
imation in our analysis is to assume that the transition
from atomic to molecular gas is sharp, so that f1 ≃ 1 in
the atomic gas. The balance equation then implies that
κE =
n2HR
cfdissE∗
=
1
REˆ∗
. (39)
Our seond approximation is to relate the flux-weighted
opacity to κE by
κF = φκκE , (40)
where φκ is a constant. The results for the 1D case below
verify that this is a good approximation. We expect φκ to
exceed unity since the rays that carry the flux are closer
to the radial direction and have therefore undergone less
attenuation and interact with a larger cross section, as
mentioned below equation (21).
To close the moment equations of radiative transfer,
we introduce a variable Eddington factor,
fEdd ≡
Pˆ ∗
Eˆ∗
. (41)
Expressing equations (29) and (30) in dimensionless form
and using equation (39) to eliminate κE , we obtain
dFˆ ∗
dx
+
2Fˆ ∗
x
= f1 + τREˆ
∗, (42)
d
dx
(fEddEˆ
∗) +
(3fEdd − 1)Eˆ∗
x
=
φκf1Fˆ
∗
Eˆ∗
+ τRFˆ
∗,(43)
where x ≡ r/R. These equations must be solved subject
to the boundary conditions that both the photon density
and the flux vanish at xH2 , the transition point from
atomic to molecular gas; i.e., Eˆ∗(xH2) = Fˆ
∗(xH2) = 0.
The values of the photon density and flux at the surface
are not known, except in the case in which the cloud is
completely opaque.
2.2. Approximate Determination of the Eddington
Factor fEdd
Many astrophysical problems are characterized by a
central source of radiation in an opaque region, where the
radiation is nearly isotropic, surrounded by a less opaque
region in which the radiation is beamed outwards. Shu
(1991) writes a general form for a relation to close the
moment equations of radiative transfer as
E∗ = 3P ∗ −
qF
c
F ∗. (44)
1
H
xH2
θ fθ2
xf
Free space
HI
2
Fig. 1.— Diagram of the geometry of a spherical cloud illumi-
nated by an external radiation field.
He points out that the choice qF = 2 makes a smooth
transition from the isotropic case (E∗ = 3P ∗, F ∗ → 0)
to the beamed case (E∗ = P ∗ = F ∗/c). Our problem
is quite different, however: the radiation is isotropic at
large distances from the cloud, but close to the cloud
there is a “hole” in the radiation field since radiation
cannot pass through the molecular core. We therefore
need to develop a different approach to closure.
As remarked above, we close the moment equations by
using variable Eddington factor, fEdd. Our approxima-
tion for fEdd at any point inside the cloud is based on
representing the main qualititive feature of the radiation
field—that the intensity decreases for rays at larger an-
gles to the outward normal and vanishes for rays that
have intersected the molecular core—by a step function
decrease at some angle θf . (We adopt the convention in
Paper I that θ is the angle between the outward normal
and the direction from which the photon originates – see
Figure 1.) We thus approximate the radiation field as
being of constant intensity for 0 ≤ θ < θf (correspond-
ing to 1 ≥ µ ≥ µf , where µ ≡ cos θ) and vanishing for
θf < θ ≤ π (corresponding to µf > µ ≥ −1). We then
obtain
fEdd ≡
P ∗
E∗
=
∫ 1
µf
µ2dµ∫ 1
µf
dµ
=
1
3
(1 + µf + µ
2
f ). (45)
It remains to adopt an ansatz for µf . First consider
the dust-free case. For points close to the molecular core
(x → xH2), we assume that 2θf is the angle subtended
by the molecular core, so that sin θf ≃ xH2/x. In the
opposite limit, in which the molecular core is assumed
to be small (xH2 ≪ 1) and the point is far from the
core, we assume that a ray at θf intersects the midplane
at a distance xfR from the center of the cloud, so that
tan θf ≃ xf/x. We combine these two limits by assuming
that tan2 θf is the sum of the squares of the tangents in
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the two limiting cases,
tan2 θf ≡
x2H2
x2 − x2H2
+
x2f
x2
. (46)
The corresponding cosine is µf = −1/(1 + tan
2 θf )
1/2,
where the minus sign reflects the fact that the angle is
in the second quadrant:
µf (x) = −
[
x2(x2 − x2H2)
x4 + x2f (x
2 − x2H2)
]1/2
. (47)
The parameter xf is an eigenvalue of the problem, which
is adjusted to give the correct net flux at the surface.
How does this compare with Shu’s (1991) closure ap-
proximation? Using the model that the radiation field is
uniform for µ > µf and zero for µ < µf implies that the
flux is 14E
∗(1− µ2f ). Solving for the closure factor qF in
equation (44), we find qF = 2µf . Since µf is negative, it
follows that the closure factor is negative, which is qual-
itatively different than the standard case. The fact that
µf < 0 implies that fEdd in equation (45) is always less
than 13 ; it is in the range
1
3 ≥ fEdd ≥
1
4 .
Next, consider the case in which dust is included. For a
dusty slab, the dissociating photon density at an optical
depth τ from the surface is
E∗ =
1
2
E∗0
∫ 1
0
exp(−τ/µ)dµ, (dusty slab). (48)
Evaluation of the integral gives
E∗ =
1
2
E∗0E2(τ) ≃
1
2
E∗0
e−τ
1 + τ
, (49)
where E2 is an exponential integral and where the ap-
proximation is accurate to about 25%. The advantage of
the approximation is that it shows that the photon den-
sity is as if the intensity along the normal filled a solid
angle corresponding to ∆Ω = 2π∆µ = 2π(1 − µd) with
1− µd = 1/(1 + τ), so that
µd =
τ
1 + τ
. (50)
For the spherical case, we take τ = (1 − x)τR, where τR
is the dust optical depth from the cloud center to edge.
To join the case where dust dominates the opacity onto
the case where molecular absorption dominates it, we use
the simple ansatz
fEdd =
1
3
(1 + µt + µ
2
t ). (51)
with µt = µf + µd. Note that whereas µf is always
negative in the dust-free case, it can be positive when
dust is important.
2.3. Boundary Conditions for the Spherical Case
As in Paper I, we use the solution of the radiative
transfer equation at the cloud surface to constrain the
solution. At the surface (x = 1), photons at µ > 0 are
unattenuated, those that traverse the cloud outside the
molecular core, 0 > µ > µ2, with
µ2 = −
(
1− x2H2
)1/2
, (52)
are attenuated, and those that strike the molecular core
(µ < µ2) are absorbed. Integration of equation (22) then
gives
Eˆ∗(τR) =
1
2
Eˆ∗0
[
1 +
∫ 0
µ2
dµ e−(τI+τ)
]
. (53)
We then introduce our next approximation: we replace
τI =
∫
κI(r, µ)ds, with τE =
∫
κE(r)ds (see eq. 28).
Note that the error introduced by this approximation is
limited, since the term in which it is made contributes at
most half the total. Proceeding in the same fashion with
the evaluation of the flux at the surface, we obtain
Eˆ∗(τR)
Fˆ ∗(τR)
= 2
(
1 +
∫ 0
µ2
dµ e−(τE+τ)
1 + 2
∫ 0
µ2
dµ µe−(τE+τ)
)
, (54)
where the factor 2 in front arises since the unattenuated
intensity is 12E
∗
0 whereas the unattenuated flux is
1
4cE
∗
0 .
The optical depth is given by
τE = 2
∫ 1
sin θ
x′dx′
(x′2 − sin2 θ)1/2Eˆ∗
, (55)
where sin θ is the value of x of closest approach to the
center of the cloud for a ray at an angle θ.
The equations we have now written down constitute a
complete set that fully determines the solution. For a
given choice of χ and τR, a solution consists of two un-
known numbers, µf (or equivalently fEdd, since the two
are related by equation 51) and xH2 , and two unknown
functions, Eˆ∗ and Fˆ ∗. The two functions are constrained
by the ordinary differential equations (42) and (43), while
the two numbers are constrained by the algebraic equa-
tions Eˆ∗(xH2) = Fˆ
∗(xH2) = 0 and the consistency con-
dition equation (54). We must choose a fixed value of
φκ, since we lack an equation to determine an additional
parameter. We discuss how to choose this value in § 2.4,
and we defer discussion of how to obtain the solution
numerically once we have chosen φκ until § 3.2 and § 4.2.
2.4. The Semi-Infinite Slab Limit
The normalization we have used for the spherical case,
which is based on F ∗ch ∝ R, breaks down for a one-
dimensional, semi-infinite slab, which corresponds to the
limit R → ∞. We therefore normalize with respect to
the ambient radiation field, E∗0 by defining
F ∗1 ≡
F ∗
cE∗0
, E∗1 ≡
E∗
E∗0
; (56)
thus, F ∗1 (0) =
1
4 and E
∗
1 (0) =
1
2 at the surface of the slab.
The first two moments of the radiative transfer equation
become:
dF ∗1
dτ
=−
f1
χ
− E∗1 , (57)
d(fEddE
∗
1 )
dτ
=−
φκf1F
∗
1
χE∗1
− F ∗1 , (58)
where dτ = nHσddz, with z being zero at the surface
and increasing inward. In the 1D limit (x, xH2 → 1), the
angle µf that enters the Eddington factor approaches
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zero (eq. 47). The Eddington factor thus becomes
fEdd =
1
3
(1 + µd + µ
2
d). (59)
For small τ (i.e., close to the surface), fEdd →
1
3 as it
should, since the radiation is approximately isotropic in
the half-space µ > 0. For large τ , we have µd = τ/(1 +
τ) → 1, and fEdd → 1; this too is as it should be, since
highly extincted radiation is beamed so that P ∗ ≃ E∗.
As with the spherical case, we have now written down
enough equations to close the system. The independent
parameter that determines the solution is the dimension-
less radiation intensity χ. For a given χ, a solution con-
sists of two numbers, the ratio φκ of the flux-mean opac-
ity to the energy-mean opacity and the dust optical depth
τH2 at which the molecular transition occurs, plus two
functions, E∗1 and F
∗
1 . These quantities are constrained
by two algebraic equations, E∗1 (τH2) = F
∗
1 (τH2) = 0, and
the two ODEs (57) and (58). These ODEs are subject to
the boundary conditions E∗1 (0) = 1/2 and F
∗
1 (0) = 1/4.
This set of constraints therefore fully specifies the sys-
tem. We defer discussion of our solution algorithm to
§ 3.1 and 4.1. We pause here to point out an important
distinction between the spherical and slab cases: for the
spherical case, the angle θf at which we transition from
zero flux to finite flux represents an extra parameter to
be determined that is not present in the slab case. As a
result, for the slab case we can use our constraint equa-
tions to determine φκ, and we can then use the resulting
value of φκ in the spherical case. As we shall see, a single
value of φκ works quite well over a very broad range of
radiation fields.
3. THE DUST-FREE CASE: PRIMORDIAL CLOUDS
Although the motivation for this series of papers was to
understand the atomic-molecular transition in galaxies
today, where H2 is formed on grains, our methodology
applies to primordial gas clouds also, where H2 is formed
via gas phase reactions. The effective values of R for
gas-phase production of H2 are given in the Appendix.
The results obtained here are also useful for comparison
with the results for dusty clouds in the following section.
3.1. Semi-Infinite Slab
In the limit that κd → 0, equations (57) and (58) for
the 1D case become
dF ∗1
dNˆH I
=−
1
4
, (60)
dfEddE
∗
1
dNˆH I
=−
φκF
∗
1
4E∗1
, (61)
where we used the fact that κd/χ = nHσd/χ =
nH/(4NHI,tot) (see below eq. 10) and defined
NˆH I ≡
NH I
NH I,tot
, (62)
which varies from 0 at the surface of the slab to 1 at the
point that the slab becomes fully molecular. Note that
we have not assumed anything about the spatial varia-
tion of the HI fraction, f1. As pointed out in §2.4, the
boundary conditions are F ∗1 (1) =
1
4 and E
∗
1 =
1
2 ; we
also pointed out that for small τ , the Eddington factor
approaches fEdd =
1
3 . In the dust-free case, the use of
fEdd =
1
3 at large optical depths in the H2 lines is justi-
fied by the fact that the photons that dominate the pho-
todissociation are in the line wings; they are not highly
extincted and therefore are not beamed. Integration of
the equations then gives
F ∗1 =
1
4
(1− NˆH I), (63)
E∗ 21 =
1
4
−
3φκ
8
(
NˆH I −
1
2
Nˆ2H I
)
. (64)
Since E∗1 must vanish at the same point that F
∗
1 does
(i.e., at NˆH I = 1), it follows that
φκ =
4
3
. (65)
We shall see in §4.1 that this remains a good approxima-
tion in the dusty case for all physically relevant values of
τ .
3.2. Spherical Clouds
The problem of the dust-free spherical cloud does not
have an exact solution with the Stro¨mgren method be-
cause the net incident flux, F ∗inc, depends on the structure
of the molecular hydrogen in the transition zone; some
of the rays that strike the cloud will penetrate all the
way through, reducing the incident flux by an amount
that depends on the unknown spatial distribution of the
H2. We therefore consider two complementary approxi-
mations: In the first method, we assume that the gas is
entirely atomic in the transition zone (f1 = 1) and cal-
culate the incident flux self-consistently. In the second
method, we allow for the fact that molecular gas exists in
the transition zone (f1 < 1), but assume that the tran-
sition zone is thin enough that the incident flux has the
value appropriate for an opaque cloud, F ∗inc =
1
4cE
∗
0 . We
shall see that the results overlap, giving a self-consistent
determination of the region of validity of our results.
In general, both χ and τR go to zero for dust-free spher-
ical clouds, since both are proportional to the dust cross
section σd. However, the ratio
ξ ≡
χ
τR
=
ℓch
R
=
fdisscE
∗
0
n2HRR
(66)
remains finite, and this becomes the independent param-
eter describing the normalized radiation intensity in the
dust-free case. We anticipate that the cloud will be fully
atomic at high values of ξ, whereas the atomic gas will
be confined to a thin shell at low ξ.
3.2.1. Method 1: f1 = 1
With τR = 0 and f1 = 1, equation (42) reduces to
dFˆ ∗
dx
+
2Fˆ ∗
x
= 1 (67)
which may be integrated analytically, subject to the
boundary condition Fˆ ∗(xH2) = 0, to obtain
Fˆ ∗ =
x
3
[
1−
(xH2
x
)3]
. (68)
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Fig. 2.— Dust-free sphere. Fraction of volume occupied by
molecular gas x3
H2
(upper panel) and ratio of molecular to atomic
volume [xH2/(1− xH2)]
3 (lower panel) as a function of ξ ≡ χ/τR.
The solid line is the numerical solution, and the thick dashed line
is the analytic approximation given by equation (70).
Substituting this into equation (43) gives
d
dx
(fEddEˆ
∗) +
(3fEdd − 1)Eˆ∗
x
=
φκx
[
1− (xH2/x)
3
]
Eˆ∗
.
(69)
We can now obtain the relationship between xH2 and
ξ via the following algorithm:
1. Select a value for xH2 . Our algorithm will deter-
mine the corresponding ξ.
2. Pick a trial value of the parameter xf . (The value
of φκ is fixed to 4/3, as discussed in § 3.1.) The
choice of xf determines the Eddington factor fEdd
via equation (45).
3. Given fEdd, determine the function Eˆ
∗ by inte-
grating the ordinary differential equation (69) from
x = xH2 to x = 1, using the boundary condition
that Eˆ∗(xH2) = 0.
4. Check whether the solution for Eˆ∗ obeys the inte-
gral constraint equation (54) to within some spec-
ified tolerance. If not, repeat steps 2 – 4, using
Newton-Raphson iteration to find a value of xf
that minimizes the difference between the two sides
of equation (54).
5. If the solution does satisfy the constraint equation
(54), equation (36) tells us that ξ = Eˆ∗(1).
Applying this algorithm yields the curve for xH2 versus ξ
shown in Figure 2. Note that in this approximation, xH2
goes to zero exactly for ξ = 2. In an exact calculation
with f1 < 1, the gas would not be fully atomic at this
point, but this result shows that clouds with ξ > 2 are
substantially atomic. The formula
x3H2 ≃ 1−
(
3
4
)
ξ
1 + 0.0712 ξ2.8
(70)
matches the numerical solution to within 11% in the
range x3H2 > 0.01, and may be used in place of a nu-
merical evaluation for most practical calculations.
3.2.2. Method 2: F ∗inc =
1
4
cE∗0
If we retain the dependence on f1 but assume that the
incident flux is known, an analytic solution is possible.
In this case, equation (42) reduces to
dFˆ ∗
dx
+
2Fˆ ∗
x
= f1. (71)
The boundary condition F ∗inc = F
∗(1) = 14 cE
∗
0 becomes
Fˆ ∗(1) =
1
4
ξ (72)
with the aid of equation (36). Integration of equation
(71) gives
3
∫ 1
x
x2f1dx =
NH I
NH, cloud
= 3
(
ξ
4
− x2Fˆ ∗
)
, (73)
where NH I is the number of HI atoms outside r = xR
andNH, cloud = 4πR3nH/3 is the total number of H nuclei
in the cloud. To relate this result to that from the first
method, we define an effective value of xH2 such that
x3H2, eff = 1−
NH I,tot
NH, cloud
, (74)
whereNH I,tot, the total number of HI atoms, is evaluated
at x2Fˆ ∗/(ξ/4)→ 0. Equation (73) then implies
x3H2, eff = 1−
3
4
ξ. (75)
This has the same form as equation (70), which is based
on the first method, for ξ <∼ 1. Since the first method
properly accounts for the flux that penetrates through
the cloud, we conclude that the total number of HI atoms
in a spherical, dust-free cloud is
NH I,tot =
3
4
ξNH, cloud (76)
for ξ <∼ 1. Since Method 1 showed that the cloud be-
comes fully atomic for ξ >∼ 2 and both methods agree for
ξ <∼ 1, we conclude that the results of this section are
valid everywhere except where the cloud is close to being
fully atomic.
4. DUSTY CLOUDS (F1 = 1)
4.1. Semi-Infinite Slab
We now consider the case of clouds with dust, σd > 0,
beginning with the semi-infinite slab. As discussed in
§1, the presence of dust sharpens the transition between
atomic and molecular gas, enabling us to make the ap-
proximation that f1 = 1 in the atomic gas. Our goal is to
determine the relationship between the imposed dimen-
sionless radiation field χ and the dust optical depth τH2
The Atomic-to-Molecular Transition in Galaxies III 9
Fig. 3.— Upper panel: dust optical depth of the atomic-to-
molecular transition τH2 as a function of radiation field χ. The
solid line is the numerical solution and the thick dashed line is the
analytic approximation given by equation (77). Symbols show τH2
versus χ for the Meudon runs, with circles showing the results if
we adopt the integral definition of τH2 and χ, and triangles for the
point definition. See § 4.1.1 for details. Lower panel: log(φκ−4/3)
as a function of χ. Paper II suggested that galaxies typically have
χ ∼ 2− 3 for metallicities Z ∼ (0.1− 1)Z⊙.
at which the transition from atomic to molecular occurs.
In the process we must determine the unknown param-
eter φκ. We do so using an algorithm slightly modified
from that in § 3.2:
1. Select a value for χ. Our algorithm will determine
the corresponding τH2 .
2. Pick a trial value of the parameter φκ.
3. Given φκ, integrate the ordinary differential equa-
tions (57) and (58) using the boundary conditions
that E∗1 (0) = 1/2 and F
∗
1 (0) = 1/4. Integrate
in the direction of increasing τ , stopping once we
reach a value τ = τ0 for which F
∗
1 (τ0) = 0 or
E∗1 (τ0) = 0.
4. If F ∗1 (τ0) = 0, check whether E
∗
1 (τ0) = 0 as well
to within some specified tolerance; if E∗1 (τ0) = 0,
check whether F ∗1 (τ0) = 0 to within the specified
tolerance. If not, repeat steps 2–4 using Newton-
Raphson iteration on φκ to minimize the value of
E∗1 (τ0) or F
∗
1 (τ0).
5. If E∗1 (τ0) = F
∗
1 (τ0) = 0 to within the specified
tolerance, then τH2 = τ0.
Applying this algorithm produces the curve for τH2 as a
function of χ shown in Figure 3. The formula
τH2 ≃ ln
[
1 +
χ
4(1 + ǫ)
]
, (77)
with ǫ = 0.122χ0.62, reproduces the numerical solution
to within 2% for logχ < 2.5.
It is interesting to compare our result with that of
Sternberg (1988), who wrote the chemical balance equa-
tion (38) as
f1n
2
HR = Dfshield(N2)n2e
−(N1+2N2)σd , (78)
where Dn2(0) = fdisscκE(0)E
∗(0) is the dissociation
rate at the cloud surface (this is a slight change from
Sternberg 1988, who defined D as the rate for the Draine
1978 radiation field). Integration of this equation, with-
out the assumption that f1 ≃ 1, gives
σd
∫ ∞
0
n1dz = ln
(
1 +
DG
nHR
)
, (79)
where n1 is the atomic hydrogen number density and
G ≡ σd
∫ ∞
0
fshield(N2)e
−2N2σddN2. (80)
Provided the transition from atomic to molecular gas is
sharp, which is a good approximation in the dusty case
when χ >∼ 1 (Paper I), then the LHS of equation (79)
is just τH2 . Sternberg’s result then has the same form
as ours, although it requires knowledge of the shielding
function fshield in order to evaluate it accurately. Fur-
thermore, Sternberg considered the case of beamed ra-
diation, whereas in our problem the ambient radiation
is isotropic far from the cloud. For beamed radiation,
F ∗ = cE∗, so that equation (77) becomes τH2 ≃ ln(1+χ)
(neglecting ǫ); Sternberg’s factor DG/nHR is thus com-
parable to our factor χ, and it is possible to show this
directly (Sternberg, private communication). In Paper
I we compared the results from our Stro¨mgren analy-
sis for beamed radiation with those from a detailed nu-
merical calculation of H2 photodissociation and found
good agreement. Our results are therefore consistent
with those of Sternberg.
It is also interesting to examine the value of φκ deter-
mined by our procedure. For the dust-free case φκ = 4/3
exactly, and the lower panel of Figure 3 shows that this
remains a very reasonable approximation even when χ
is significant, meaning that dust opacity plays an im-
portant role in shielding molecules. The approximation
φκ = 4/3 is good to better than 10% for χ < 12.6, and
good to within 50% for χ < 50. Since typical molecular
clouds have χ ≃ 1 (Paper II), this means that we can
adopt φκ = 4/3 in general without significant error for
the parameters that describe real clouds.
4.1.1. Comparison to Numerical Results
The dusty slab case is a useful one to consider be-
cause there are a number of PDR codes that solve for
the transition for H I to H2 in an infinite slab exposed
to an isotropic external radiation field using brute-force
frequency-dependent radiative transfer through the LW
bands, coupled to explicit calculation of the H2 level pop-
ulations. These codes also include a number of physical
processes that our treatment omits, such as H I produc-
tion by cosmic rays, temperature dependence of the H2
formation rate coefficient, and variations in density and
temperature through the PDR. By checking our simple
analytic model against these much more sophisticated
(and computationally costly) calculations, we can esti-
mate the likely level of error in our method.
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For this comparison we examine a series of calcula-
tions performed by M. G. Wolfire (2009, private commu-
nication) using the Meudon PDR code (Le Petit et al.
2006; Kaufman et al. 2006). In these models the radia-
tion field outside the slab is set to G′0 = 0.3, 0.5, 1.5,
3, 10, 30, or 100, where G′0 is measured in units of the
Draine (1978) field. The dust cross section in the Meudon
runs is σd = 1.1× 10−21 cm2. The H2 formation rate co-
efficient varies with temperature, but a rough mean value
is R = 3 × 10−17 cm3 s−1. Most runs use a cosmic ray
ionization rate ζ = 10−17 s−1 (the canonical Milky Way
value), but one also uses ζ = 10−16 s−1, a factor of 10
higher. The gas density in the Meudon code can be set
to a constant value, but to provide a more stringent test
for how our method fares when there is a realistic level of
density variation, we instead compare to runs where the
density is determined in one of two self-consistent ways.
In some runs the density is determined by requiring that
the thermal pressure in every cell have a constant value
Pth/kB = 10
4 or 105 K cm−3; the density and tempera-
ture are then obtained iteratively by requiring that the
gas be in mechanical and thermal equilibrium at this
pressure. In the second group of runs, the mean density
as a function of depth in the molecular cloud is deter-
mined by requiring that the gas be in hydrostatic equi-
librium with the self-gravity of a molecular cloud of a
specified mass Mcl. In these models the median density
also differs from the mean density due to the effects of
turbulence-induced clumping. For these models the den-
sity at a given depth is fully determined by the cloud
mass Mcl, which varies 10
5 M⊙ to 3× 106 M⊙. Full de-
tails of the models are given in Wolfire, Hollenbach, &
McKee (2009, in preparation).
In order to compare the numerical results to our ana-
lytic predictions, we must choose definitions for ambigu-
ous quantities. First, our model is for constant-density
gas, but the density is not constant in the numerical runs.
Thus we must choose some sort of average density to
plug into our analytic formula for χ. This choice is non-
trivial because the density rises sharply as gas converts
from H I to H2 in the numerical runs, increasing by an or-
der of magnitude between the predominantly atomic and
predominantly molecular region. Clearly our predictions
will depend on whether we take the gas density to be the
atomic density, the molecular density, or some interme-
diate value. Second, the atomic-to-molecular transition
is fairly sharp, but the atomic fraction never falls to zero
exactly in the numerical calculations. Thus we must de-
cide how to define the column density or optical depth
of the atomic layer.
We consider two schemes for how to define these two
quantities. First, following our approach in Paper I, we
can use an integral definition of the optical depth of the
shielding layer:
τH2 ≡ σd
∫
n1 dz, (81)
where n1 is the number density of atomic hydrogen. In
the limit of an infinitely sharp transition from atomic to
molecular, this clearly gives the correct optical depth for
the H I layer, and this definition has the advantage that
we need not choose an arbitrary molecular fraction at
which to declare that the transition has occurred. Since
the H I fraction falls off faster than exponentially, the
integral is guaranteed to converge (neglecting the tiny
amount of H I produced by cosmic rays). For this defi-
nition of τH2 , since we are sampling the entire gas col-
umn where the atomic to molecular transition occurs,
we choose to define the density to be the mass-averaged
density of all computational cells with fH2 < 0.9, where
fH2 ≡ 2n2/nH is the fraction of the gas in the molecular
phase. Thus our definition takes the density to be the av-
erage density considering both the predominantly atomic
gas and the gas in the transition zone where the molec-
ular fraction is below 90%. However, we also considered
alternate methods to compute the mean density, ranging
from considering only cells with fH2 < 0.5 (i.e. exclud-
ing more of the transition zone) up to allowing all cells
with fH2 < 0.95 (i.e. going further into the molecule-
dominated region). These alternate definitions do not
change the predicted value of τH2 by more than a few
percent.
The second option we consider is to define τH2 as the
dust optical depth from the edge of the slab up to the
point where the fH2 = 0.5. We refer to this as the point
definition, since we are choosing to measure the column
up to some specific point. The choice of 0.5 is rather ar-
bitrary, but picking a particular point allows us to study
how big an error we might make by assuming that the
atomic-to-molecular transition is sharp, something that
an integral definition such as equation (81) might ob-
scure. For this point definition of τH2 , we need to define
the density differently than we did using the integral def-
inition – clearly the density of gas in which fH2 is in the
range 0.5−0.9, which we include in our averaging for the
integral definition, cannot affect the propagation of radi-
ation in the region where fH2 ≤ 0.5. Instead, since the
point where fH2 = 0.5 is primarily determined by how
much radiation is absorbed in the predominantly atomic
region, we estimate the density in this case by computing
the mass-averaged density of gas in which fH2 < 0.05 (i.e.
in the mainly atomic region). If we instead consider gas
with fH2 < 0.025 or gas with fH2 < 0.1, our predicted
optical depths τH2 change by ∼ 50%.
Now that we have defined a mean density nH, we must
compute the other quantities that determine χ: the ra-
diation field E∗0 and the H2 formation rate coefficient R.
For the radiation field, the photon number density E∗0
corresponding to a radiation intensity G′0 at the cloud
surface is E∗0 = 2G
′
0(7.5× 10
−4 cm−3), where 7.5× 10−4
cm−3 is the LW photon density corresponding to the
Draine (1978) field, and the factor of 2 arises because
the free-space value of the radiation field, Eˆ∗0 , is twice
the value at the surface of an infinite slab. For the H2
formation rate coefficient, we use R = 3 × 10−17 cm3
s−1, the rough mean value given the temperature varia-
tion within the PDR. Finally, we have σd = 1.1× 10
−21
cm2 and fdiss = 0.11. Given these values, we compute
χ for each Meudon run, and then we compute the dust
optical depth of the H I – H2 transition predicted by our
analytic model using equation (77).
The circles in the upper panel of Figure 3 show τH2
versus χ for the integral definition for τH2 and density,
while the triangles show the results if we instead adopt
the point definition. In the range χ >∼ 1, the choice of
definition matters little and the errors are small. In this
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region the largest absolute difference between our ana-
lytic model and any of the numerical results is 23% or
28% and the median absolute differences are 4% and 9%
for the integral and point definitions, respectively. Over-
all our ∼ 10% error level is comparable to the intrinsic
uncertainty in the numerical models arising from our im-
perfect knowledge of input parameters such as the H2
formation rate coefficient and the dust cross section for
LW photons.
In the region χ ≪ 1, the two definitions begin to di-
verge. Our analytic model still tracks the integral defini-
tion reasonably well, reaching a maximum error of 40% at
χ = 0.078, the lowest χ numerical run. In contrast, our
model becomes increasingly inaccurate in estimating the
location of the 50% molecular point as χ→ 0. This is not
a surprising result. For χ≪ 1, we found in Paper I and
we find again here that the transition between the atomic
and molecular regions ceases to be sharp, and a major-
ity of the atomic column is located in regions where the
molecular fraction is > 50%. One can no longer identify
a single meaningful location for the atomic-to-molecular
transition. In this case our analytic model remains rea-
sonably accurate in estimating the total atomic column,
but, since we do not track the atomic fraction through
the transition region, it does not provide a good esti-
mate of where the atomic fraction reaches some specified
value. This is analogous to the case of a Stro¨mgren anal-
ysis for ionizing radiation applied to a situation where
the ionization front is not sharp (e.g. for ionization by x-
rays rather the EUV photons). In such a case there is no
well-defined ionization front, and the Stro¨mgren analysis
does not give a good estimate for where the ionization
fraction reaches 50% or some other specified value. How-
ever, it does still provide a good estimate for the total
emission measure, much as our method still gives a rea-
sonably good estimate for the total H I column.
We emphasize again that in Paper II we showed that
χ ∼ 2−3 for any cloud, GMC or diffuse, in a region where
two-phase equilibrium of the H I gas prevails. Values of
χ ≪ 1, where our method fails, can only be found in
regions where the pressure is either too low (e.g. well off
the galactic plane, or in the far outskirts of galactic disks)
or too high (e.g. in the nuclei of starburst galaxies) for
two-phase equilibrium to be possible.
4.2. Spherical Clouds
Our algorithm for the spherical case with dust is a
slightly more complex version of the ones described in
§ 3.2 and § 4.1. We proceed as follows:
1. Select values for τR and xH2 . Our algorithm will
determine the corresponding χ.
2. Pick a trial value of the parameter xf . (The value
of φκ is fixed to 4/3, as discussed in § 3.1.) The
choice of xf determines the Eddington factor fEdd
via equation (51).
3. Given fEdd, determine the function Eˆ
∗ by integrat-
ing the ordinary differential equations (42) and (43)
from x = xH2 to x = 1, using the boundary condi-
tion that Eˆ∗(xH2) = 0.
4. Check whether the solution obeys the integral con-
straint equation (54) to within some specified tol-
Fig. 4.— Contours of x3
H2
as a function of τR and χ. Solid
lines show the numerical result, dotted lines show contours com-
puted using the analytic approximation given by equation (82).
The hatched region indicates where x3
H2
= 0.
erance. If not, repeat steps 2–4 using Newton-
Raphson iteration to search for a value of xf
that minimizes the difference between the left- and
right-hand sides of equation (54).
5. If the solution does satisfy the constraint equation
(54), determine χ from Eˆ∗(1) and τR using equa-
tion (36).
We use this procedure to calculate values of χ on a
grid of values running from τR = 0.01 − 100 and x2 =
0.01− 0.99, and we use this table to construct contours
of the molecular volume x32 in terms of χ and τR. The
results are shown in Figure 4. As illustrated in the figure,
the numerical result is well-approximated by
x3H2 ≃ 1−
(
3
4
)
ξd
1 + 0.0712 ξ2.8d
, (82)
where
ξd≡ ξ
[
ln(1 + 0.6χ+ 0.01χ2)
0.6χ
]
, (83)
=
71
R−16.5NR,21
(
G′0
nH
)[
ln(1 + 0.6χ+ 0.01χ2)
0.6χ
]
,(84)
and where NR,21 = nHR/(10
21 cm−2) is the normalized
column density in the cloud; recall that ξ ≡ χ/τR. Note
that the factor 0.01χ2 is only important to fit the con-
tours when χ ≫ 1, and for χ ∼ 1, the regime relevant
to real molecular clouds, it may be omitted. Also note
that equation (82) is the same as equation (70) for the
dust-free spherical case, and the only difference between
the two cases is that ξd allows for a finite dust optical
depth. In the limit σd → 0 (so that χ → 0), we have
ξd → ξ and this result for xH2 approaches that found in
§3.2 above for dust-free spheres.
Altogether, we have results that cover most of the pa-
rameter space in Figure 4 except for the region in and
immediately adjacent to the fully atomic region. The
results for a dusty sphere obtained in this section apply
for χ >∼ 1 and τR
>
∼ 1 (the latter requirement is needed
to ensure that the cloud is large enough for the dust to
attenuate the radiation). For the region in which χ < 1,
12 McKee & Krumholz
the results from §3.2 are valid provided ξ = χ/τR <∼ 1;
but this is most of the region not adjacent to the fully
atomic region. According to Paper II, the value of χ in
galaxies is typically ∼ 2 − 3, depending on metallicity
(eq. 13).
5. MOLECULAR MASS FRACTIONS IN
ATOMIC-MOLECULAR COMPLEXES
Thus far we have calculated molecular fractions under
the assumption of uniform-density gas. However, it is
convenient to generalize to the case where the atomic
and molecular regions have different densities, since this
is a more realistic representation of an atomic-molecular
complex. Given a method to calculate xH2 as a function
of ξd and τR, we solved the problem of determining the
molecular mass fraction in such a cloud in Paper II. In
that paper we used the approximate form for xH2(χ, τR)
determined in Paper I; in this section we apply the same
approach to calculate the mass fraction for our new, im-
proved determination of xH2(χ, τR).
As discussed in Paper II, in a cloud where the atomic
and molecular gas have differing densities, determining
the molecular mass fraction requires an additional con-
straint beyond the one imposed by radiative and chemical
equilibrium. The most natural constraint is to require
that the atomic and molecular gas be in pressure bal-
ance. In an atomic-molecular complex of total (atomic
plus molecular) surface density Σcomp this implies that
τc = τR[1 + (φmol − 1)x
3
H2 ], (85)
where
τc ≡
3
4
(
Σcompσd
µH
)
, (86)
φmol ≈ 10 is the ratio of molecular to atomic gas vol-
ume densities, and µH is the mean mass per H nucleus.
Given either an analytic approximation for xH2(χ, τR)
(e.g. equation 82), or a numerical algorithm to calculate
xH2(χ, τR) (e.g. § 4.2), equation (85) implicitly deter-
mines the effective optical depth τR as a function of χ.
It is then simple to calculate τR and xH2(χ, τR) for a
given value of χ, and then to compute the corresponding
molecular mass fraction
fH2, comp =
φmolx
3
H2
1 + (φmol − 1)x3H2
. (87)
Alternately, one can obtain an approximate solution
to equation (85) analytically. Equations (85) and (87)
imply the simple relation
τc(1− fH2, comp) = τR(1− x
3
H2). (88)
Solving this for fH2, comp and substituting in our approx-
imate form for xH2 from equation (82) gives
fH2, comp=1−
τR
τc
(
3
4
)
ξd
1 + 0.0712ξ2.8d
(89)
=1−
(
3
4
)
s
1 + 0.0712ξ2.8d
, (90)
where we have defined
s ≡
τR
τc
ξd =
ln(1 + 0.6χ+ 0.01χ2)
0.6τc
. (91)
Fig. 5.— fH2 vs. Σcomp. Solid lines show numerical solutions of
equation (85), using the algorithm described in § 4.2 to compute
xH2(χ, τR). Dashed lines show the analytic approximation given by
equation (93). Pairs of lines correspond to different metallicities,
ranging from logZ′ = −2 (furthest right) to logZ′ = 1 (furthest
left), in intervals of logZ′ = 0.5.
Note that s is defined solely in terms of given param-
eters. The remaining unknown on the right-hand side
of equation (90) is 0.0712ξ2.8d , but since this is a small
correction in the denominator, we can approximate it.
Re-arranging equation (85), we find
ξd =
φmols
1 +
(
3
4
) (φmol−1)s
1+0.0712ξ2.8
d
, (92)
and experimentation with numerical solutions to this
equation shows that 0.0712ξ2.8d ≈ 0.25s for φmol ≈ 10.
Substituting this into equation (90), we arrive at our ap-
proximate solution:
fH2, comp ≃ 1−
(
3
4
)
s
1 + 0.25s
. (93)
We apply this only for s < 2; for s ≥ 2, we have
fH2, comp = 0.
Following Paper II, we can estimate χ for a two-
phase atomic medium using equation (13). Similarly,
we can write τc in terms of the complex surface den-
sity and the metallicity as τc = 0.066Σcomp,0Z
′, where
Σcomp,0 = Σcomp/(1M⊙ pc
−2) and Z ′ is the metallic-
ity relative to Solar. In writing this relationship, we
have assumed the σd ∝ R ∝ Z ′. With these esti-
mate for χ and τc, we obtain the relationship between
H2 mass fraction and Σcomp shown in Figure 5. The
difference between the approximate solution given by
equation (93) and the numerical solution is less than
5% for all Σcomp and metallicities between logZ
′ =
−2 and logZ ′ = 1, where the difference between the
approximate and numerical solutions is defined to be
|fH2,approx − fH2,num|/max(fH2,num, 1− fH2,num).
6. CONCLUSIONS
Using a Stro¨mgren-type analysis, we have evaluated
the thickness of the H I layer around molecular clouds for
both planar and spherical geometry, and both without
and with dust. We have assumed that the density of the
H I layer is constant. In contrast with most treatments
of PDRs, we have assumed that the radiation incident
upon the cloud is isotropic. The results of our analysis
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are based on several approximations. The major physi-
cal approximation is that the gas in the layer is entirely
atomic, f1 = 1. We also assumed that the metallicity
Z <∼ Z⊙, so that the individual absorption lines in the
Lyman-Werner bands overlap and the dissociating radi-
ation covers most of the band 91.2-110.8 nm (Sternberg
1988). The principal methodological approximation is
the treatment of the variable Eddington factor, fEdd, as
described in §2.2. In the absence of dust, fEdd for a
spherical cloud has the unusual property that it is gen-
erally less than the isotropic value of 13 . In addition, we
assumed that the opacity associated with the flux was
related to that associated with the number density by a
constant, φκ. In the one case in which we could deter-
mine φκ as an eigenvalue of the solution (§3.1), we found
that this was a good approximation. Finally, in calcu-
lating the optical depth needed to obtain a constraint
equation, we replaced the optical depth for individual
rays, τI , with the angle-averaged value, τE . The accu-
racy of our approximations for the planar case has been
tested by comparison with the results of the Meudon
PDR code, which were kindly supplied by M. G. Wolfire.
The analytic fit to our results (eq. 77) typically agrees
with the results of the PDR code to within 10%, with
the maximum error of about 30%.
Our results for the scaling behavior of the solutions
are consistent with those of Paper I. In the planar, dust-
free case, the solution depends only on the characteristic
Stro¨mgren length, ℓch ∝ Eˆ∗0/n
2
HR. When dust is in-
cluded, the solution depends only on the dust optical
depth associated with this length scale, χ = nHσdℓch ∝
G′0/nH. In the spherical case, an additional parame-
ter enters, the dust opacity associated with the cloud
radius: τR = nHσdR. In the dust-free case, the so-
lution depends only on the ratio of these two param-
eters, ξ = χ/τR = ℓch/R ∝ G′0/(nHNR). We have
presented simple analytic approximations for our results
that should be useful for applications.
We thank Jason Tumlinson for his contributions to the
previous papers in this series and Mark Wolfire for pro-
viding the results from the Meudon PDR code so that
we could test our results. We particularly thank Amiel
Sternberg for a number of helpful comments that signif-
icantly improved the paper. Support for this work was
provided by the National Science Foundation through
grants AST-0606831 (CFM), AST-0908553 (CFM), and
AST-0807739 (MRK), by NASA through the Spitzer
Space Telescope Theoretical Research Program, provided
by a contract issued by the Jet Propulsion Laboratory
(MRK), and by the Alfred P. Sloan Foundation (MRK).
APPENDIX
PRIMORDIAL FORMATION OF H2
In the simplest case, H2 formation in low-density primordial gas is governed by just two reactions, the formation of
H−,
H + e− → H− + hν, (A1)
and the formation of H2,
H− +H→ H2 + e
−. (A2)
The reaction rates for number of important reactions in primordial gas have been summarized recently by
Glover & Abel (2008). The rate coefficient they cite for H− formation is within 15% of the simple expression
k− = 1.83× 10
−18T 0.88 cm3 s−1 (A3)
given by Hutchins (1976). They indicate that the rate coefficient they give for formation of H2,
k2 = 1.3× 10
−9 cm3 s−1, (A4)
is uncertain by at least a factor 2. If these two reactions are the only ones governing the abundance of H−—in
particular, if photodetachment by infrared radiation is negligible—then the equilibrium abundance of H− is
n− =
(
k−
k2
)
ne. (A5)
The formation rate coefficient R− that is analogous to the rate coefficient R for H2 formation on dust grains,
n2HR− = k2n−nH, (A6)
is then given by
R− = 8× 10
−19xe,−3T
0.88
3 cm
3 s−1, (A7)
where the normalized ionization, xe,−3 ≡ ne/(10−3nH), is typical of regions of primordial star formation (e.g.,
Abel et al. 2002; Bromm et al. 2002).
While this analysis shows that in principle our formalism can apply to H2 formation in primordial clouds via the
H− process, it is not clear whether it can do so in practice. For temperatures ∼ 103 K, the H− rate coefficient is
about 30 times less than the rate coefficient for H2 formation in the Milky Way. As a result, the time scale for H2
formation is very long unless the density is high, but if the density is high it is likely that the ionization will be less
than the assumed value of 10−3 and that the formation-rate coefficient will be correspondingly reduced. For example,
in their calculations of radiative feedback by the first stars, Ahn & Shapiro (2007) found that the H2 concentrations
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were generally less than about 1%, whereas our analysis determines the condition for the concentration to approach
100%.
At higher densities, H2 can form via three-body collisions at a rate
n2HR3b = n
3
Hk3b, (A8)
so that the rate coefficient R3b is proportional to the density. The three-body formation rate is uncertain by two
orders of magnitude (Glover & Abel 2008); the geometric mean of the high and low rates they cite is k3b = 2.4 ×
10−28T−1.27 cm6 s−1 for T > 300 K, corresponding to R3b = 3.7 × 10−22(nH/1010 cm−3)T
−1.27
3 cm
3 s−1. Since
three-body formation is important only at high densities, high UV fluxes, such as those in circumstellar disks or in
close binaries, are required to create significant photodissociation zones. Such calculations have yet to be carried out.
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