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We propose that the eﬀects of attentional top-down modulations observed in the visual cortex reﬂect the simple strategy of
strengthening currently relevant pathways in a task-dependent manner. To exemplify this idea, we set up a network model of a visual
area and simulate the learning of a context-dependent go/no-go-task. The model learns top-down gain-modulations of sensory rep-
resentations based on reinforcements received from the environment. We also discuss how this idea relates to alternative interpre-
tations like optimal coding hypotheses.
 2005 Elsevier Ltd. All rights reserved.
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When animals act in an environment of which they
have previously acquired some knowledge, they can se-
lect appropriate actions in order to exploit this knowl-
edge. If it turns out that the available knowledge is
not suﬃcient for acting successfully, then an animal
may further explore the environment to learn more
about it. In both cases, the animal perceives its environ-
ment via its sensory system which in most approaches to
agent learning is assumed to be ﬁxed and (except for sen-
sor noise) reliable. Physiological evidence from the visu-
al system, however, reveals that it is adaptive on a
multitude of time-scales. Theoretical studies of this
adaptivity are often restricted to the sensory system it-
self without asking, how changes in the representation
aﬀect the initiation of behavioral responses, which relies
on a stable representation of an animals environment.0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.05.028
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E-mail address: schwabe@cs.tu-berlin.de (L. Schwabe).It has been observed experimentally that sensory rep-
resentations are adapting to an animals internal state
with attentional top-down modulations being a prime
example. Here, we hypothesize that these modulations
are due to what we call architectural constraints. More
concrete, with architectural constraints we mean the
ﬁxed wiring between sensory systems and their read-
out structures which calls for activation-dependent pro-
cesses to produce ﬂexible behavior beyond a mere reﬂex-
ive association of stimuli and behavioral responses.
The Stroop task is a well-known example of a context-
dependent mapping of visual information onto actions.
In this task, subjects are instructed to name the color
of a word for that color (like ‘‘green’’, ‘‘red’’, etc.) that
is printed in congruent or incongruent color ink. The
naming of the same visual stimulus, however, depends
on a pre-deﬁned context. For example, the word ‘‘green’’
written with red ink has to be named as ‘‘green’’ in the
context ‘‘word’’, whereas it has to be named as ‘‘red’’
in the context ‘‘color’’. In their neural network model
of the Stroop task, Cohen, Dunbar, and McClelland
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strengthen particular processing pathways by disinhibit-
ing read-out neurons of currently relevant sensory repre-
sentations, so that they can determine the behavioral
response. Here, we propose that a similar principle can
serve as a functional explanation for task- and context-
dependent representations in the visual system itself.
To illustrate this idea, we set up a network model of a
visual cortical area, where a context-dependent feedback
ampliﬁes selected, currently relevant stimulus dimen-
sions so that they can dominate the responses of neurons
initiating actions. If the context-dependent initiation of
actions is realized by top-down modulation of the senso-
ry representations themselves, then the initiations of ac-
tions can be more rapid compared to the case of having
an intermediate processing stage performing an explicit
read-out. Moreover, having for each possible context a
separate read-out would also lead to a combinatorial
explosion. We hypothesize that evolution initially may
have favored such direct strategies over a strict separa-
tion between a pure sensory representation and the sub-
sequent action initiation.2. Model
Fig. 1A illustrates three types of adaptivity observa-
ble in sensory systems. An animal is perceiving its envi-
ronment via its sensors. If those are static and do not
adapt at all, learning is restricted to the selection of
appropriate actions depending on the estimated state
of the environment. This is the setting usually consid-
ered in the reinforcement learning literature, where theFig. 1. Types of adaptivity of sensory systems, task-design and model ar
autonomous sensors adapt in a bottom-up-way to, e.g., the statistics of the s
from the read-out. (B) The simulated go/no-go task with the desired asso
currently active context. (C) An example for a neuronal circuit, which controls
u and the context. The ﬁring rates ra of read-out neurons depend directly on th
connections funneled through control neurons. The control neurons are subj
control the eﬀective recurrent connectivity without re-learning synaptic weigsensory system is assumed to be ﬁxed. If the sensors
adapt without a read-out having explicitly initiated this
change, then these changes may be called autonomous.
This is the paradigm usually considered in most theoret-
ical approaches to sensory adaptation, where changes in
the statistics of environmental signals drive the sensory
adaptation (see, e.g., Adorja´n, Piepenbrock, & Oberma-
yer, 1999; Fairhall, Lewen, Bialek, & Ruyter Van Ste-
veninckck, 2001; Wainwright, 1999). Here, we consider
the case where the read-out can control the state of its
sensory system and utilizes reinforcements from the
environment in order to learn how to control it.
We model the learning of a context-dependent go/
no-go-task shown in Fig. 1B. Here, the association be-
tween a simple two-dimensional stimulus and the behav-
ioral response depends on the context. In context 1, the
selection between the go- and no-go-response has to
be made based on the ﬁrst stimulus dimension, whereas
in context 2 it has to be based on the second dimension.
In our simulated learning scenario, the currently active
context is known before each trial. The challenge, how-
ever, is to learn how to perform this task successfully de-
spite the architectural constraint of not having available
a separate read-out and action selection mechanism for
each context.
Independent of the concrete network architecture as-
sumed for this task, two ways of actually selecting the
proper action a for a stimulus x in a given context c
are conceivable. First, a sensory representation
r = f (x) of a stimulus x can be computed in a context-in-
dependent way, and then the proper action
a = g (r = f (x),c) is computed depending on the repre-
sentation r and the context c. Second, the proper actionchitecture. (A) Three types of sensors: static sensors do not adapt,
timuli, and controlled sensors adapt according to the feedback received
ciation between a two-dimensional stimulus being dependent on the
the automatic initiation of actions depending on the feedforward input
e ﬁring rates rm of map neurons, which are interconnected by recurrent
ect to top-down gain-modulation of their ﬁring rates rc. This allows to
hts.
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which itself is modulated by the context c, i.e., the action
selection is best described as a = g (r = f (x,c)).
2.1. The linear ﬁring rate model
To illustrate the above distinction between the two
ways of computing context-dependent action selections,
we set up a recurrent network model of a visual cortical
area. The activation of neurons in this area constitutes
the representation of a two-dimensional stimulus x.
The representation of a particular stimulus, however,
depends on the recurrent connectivity as well. The net-
work is set up such that the gain of a selected set of neu-
rons in the sensory area can be modulated via top-down
gain control, which in our model changes the eﬀective
recurrent connectivity. Hence, by modulating the gain
of selected neurons in a context-dependent way the com-
putations of sensory representations can be modulated
via changing the eﬀective recurrent connectivity.
The model architecture is shown in Fig. 1C. The two
ideas of modulating the eﬀective recurrent connectivity
and using top-down gain-modulation to do this com-
bined in our model have been proposed separately before
by Hahnloser, Douglas, Mahowald, and Hepp (1999)
and Zhang and Abbott (2000). Each of these ideas is it-
self speculative, and until now it is not clear as to whether
any of the proposed mechanisms is actually realized in
the visual cortex. However, we chose this concrete model
setup, because it reﬂects some prominent features of
attention in sensory systems like, e.g., the gain-modula-
tion of the stimulus-driven response as reported by Treue
and Martinez Trujillo (1999) and McAdams and Maun-
sell (1999) and the emergence of feature selectivity only
during attention as reported by McAdams and Maunsell
(1999) for some neurons in macaque area V4. The model
is deterministic, only the action selection is modeled
probabilistically. The role of this randomness is to allow
for learning the read-out and the gain control in a rein-
forcement-based setting using the REINFORCE algo-
rithm developed by Williams (1992).
The N neurons in the sensory network (the map neu-
rons) receive a feedforward input u = (u1,u2, . . . ,uN)
given by u =Waﬀx, where x is the two-dimensional stim-
ulus, and Waﬀ is a matrix for the aﬀerent weights. If the
recurrent connections between these neurons are de-
scribed by a N · N weight matrix W with eigenvectors
vl and eigenvalues kl, l = 1, . . . ,N, then the dynamics
of the ﬁring rates rm and the steady-state are given by
s
d
dt
rm ¼ rm þWrm þ u and rmi ¼
X
l
vli
1 kl hu; v
li;
ð1Þ
where s is a time-constant and hÆ, Æiis the scalar product.
In the proposed architecture, however, only the eﬀectivecoupling is described by W. The physical connections
between two neurons i and j with ﬁring rates rmi and r
m
j
are disynaptic, because they are funneled through other
neurons (the control neurons) with their ﬁring rates rc
being subject to top-down gain control. If the weight
of the symmetric connection between the ith map neu-
ron and the lth control neuron is vli , and the gain of
the lth control neuron is gl, then the ﬁring rate rmi of
the ith map neuron is given by
rmi ¼
X
l
vli  rcl ¼
X
l
vli  gl
X
j
vlj r
m
j ¼
X
l;j
vli glv
l
j r
m
j
¼
X
j
rmj
X
l
glv
l
i v
l
j|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
W ij
; ð2Þ
which leads for weight vectors vl to the eﬀective weight
matrix W ¼PlglvlvTl with eigenvectors vl and eigen-
values gl.
The important property of this model we utilize for
context-dependent action selections has been pointed
out by Zhang and Abbott (2000), and is shown in Eq.
(1). The population activity rm of the map neurons, which
serves as the representation of the stimulus x, is dominat-
ed by eigenvectors vl if the kl are near to (but smaller as) 1.
Thus, controlling the values of the gl, which correspond
to the eigenvalues kl of the eﬀective recurrencyW, allows
to select particular vl to dominate the population activity
rm. A possible robust mechanism for adjusting the values
of the gl could be changing the level balanced feedback in-
puts (Chance, Abbott, & Reyes, 2002). Now, if each
dimension of the input stimulus leads to an excitation of
one particular vl, then the population activity can be
selected to be dominated by one particular stimulus
dimension by controlling the values of the gl. We will
demonstrate that although the read-out neurons are con-
nected with ﬁxed weights to the map neurons, but the
gains gl are adjusted in a context-dependent way, then
the selectivity of the read-out neurons can be changed as
needed for solving the context-dependent go/no-go-task.
The ﬁnal selection of actions is modeled probabilisti-
cally. Given the ﬁring rates rm, the probability to select
action ai is given by
P ða ¼ aijrmÞ ¼ expðbw
T
i r
mÞP
j expðbwTj rmÞ
; ð3Þ
where the wi are the weights from the map neurons to
the neurons associated with the initiation of the ith ac-
tion. The parameter b determines the randomness in
the action selection with low b corresponding to a more
exploratory behavior. We always used b = 2.2.2. Update rules based on a REINFORCE algorithm
Successfully performing the simulated go/no-go-task
means to select the action which, given the context and
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words, we seek to adjust the free model parameters
(the weights of the read-out and the feedback gain con-
trol) so that the expectation E [Rc (a,x)]P (a|x,c)P (x,c) is
maximized, where c denotes the context and a is an ac-
tion selected probabilistically. Optimizing this expecta-
tion directly is only tractable for very simple models,
but update rules for a stochastic approximation proce-
dure can be derived by using a REINFORCE algorithm
(Williams, 1992). Given that in a trial with stimulus x
within context c the action as has been selected, and
the reward r has been received, then with:
o
owij
ln P ða ¼ as j rmÞ ¼ brmj ½dis  P ða ¼ aijrmÞ;
o
ogcl
ln Pða ¼ asjrmÞ
¼ b u; vl
 
ð1 gclÞ2
 hvl;wsi 
P
jhvl;wji expðbwTj rmÞP
j expðbwTj rmÞ
" #
;
we obtain the update rules:
wij  wij þ gw  r
o
owij
ln Pða ¼ asjrmÞ; ð4Þ
gcl  gcl þ gl  r
o
ogcl
ln P ða ¼ asjrmÞ; ð5Þ
where the gcl are the gain-factors depending on the con-
dition c, and gw = 0.1 and gl = 0.001 are learning rates.
For each simulated training sequence, we randomly
selected stimuli with 1 6 x1,x2 6 1 and a context c
with equal probability. For the network with the con-
text-dependent gain-modulations the gain-factors for
the corresponding context were used when computing
the network responses. Then, Eq. (3) was used to select
an action. Correct go-responses were rewarded with a
reward of 1 for stimuli with x1 > 0 (in context 1) and
x2 > 0 (in context 2), respectively. Moreover, for each
training sequence we randomly selected orthonormal
basis vectors vl and setW
aﬀ = (WT)1 so that each stim-
ulus dimension excites one particular vl. After each up-
date step, we enforced 0.1 6 gcl 6 0.95 and ensured that
kwk = 1. The wi were initialized randomly and all gains
were set to gcl ¼ 0.3 before each training sequence.3. Results
We now apply the update Eqs. (4) and (5) for simu-
lating the learning of the context-dependent go/no-
go-task. We compare the performance of the network
model, which learns context-independent weights w1
and w2 (for the go and no-go-response) of the action
initiation and context-dependent feedback controls gc1
and gc2 with two other variants of the model. First, wecompare it with a network without context-dependent
feedback control (all gcl ¼ 0.3), but a separate action ini-
tiation for each context. Second, we compare it with a
network without context-dependent feedback control
(all gcl ¼ 0.3), but also with only a single action initia-
tion used in both contexts.
Fig. 2A shows the probabilities after learning for
making a go- and no-go-response as a function of
the two-dimensional stimulus in each of the two con-
texts for the three variants of the network. The probabil-
ities for making go- and no-go-responses learned by
the network with context-dependent feedback control
(‘‘Gain-modulated’’) correspond to the context-depen-
dent classiﬁcation, i.e., a go-response only has a high
probability if x1 > 0 in context 1 and x2 > 0 in context
2. Complementary to this, a no-go-response has a high
probability if x1 < 0 in context 1 and x2 < 0 in context 2.
The variant of the network with a separate read-out for
each task (‘‘Separate read-outs’’) learns similar response
probabilities like the network with the context-depen-
dent feedback gain control. However, the response
probabilities learned by the network with only a single
read-out for both contexts (‘‘Single read-out’’) neither
correspond to context 1 nor context 2. In contrast, they
correspond to a mixture between the two contexts, be-
cause the best performance in terms of the average re-
ward with a single action initiation is achieved if the
context-independent decision for a go or no-go re-
sponse is made for a separation line, which lies between
the two context-dependent ones.
Fig. 2B shows how the average reward changes dur-
ing the learning. If context-dependent feedback can be
utilized, then the average reward is highest. This net-
work is even superior to the network with a separate
read-out for each context, because close to the midlines
the ﬁnally learned action initiation is less random com-
pared to the network with separate read-outs. If for the
latter we increase b after having learned the weights for
the read-outs, then these borders become sharper and
the average reward approaches the maximum value 1
as well. The boxes in Fig. 2B show the learned gain con-
trol gcl after one training sequence for the two contexts
reﬂecting that diﬀerent stimulus dimensions are ampli-
ﬁed in order to dominate the action initiation. However,
the mechanism of amplifying a relevant stimulus dimen-
sion so that it can dominate the response of read-out
neurons is restricted to cases, where stimuli along these
relevant stimulus dimensions excite selected eigenvec-
tors vl of the sensory network. Fig. 2C shows the aver-
age reward during learning, where we rotated the
separation between the go- and no-go-regions in the
input space by 45. Now, stimuli in the go- and no-
go-regions equally excite both eigenvectors vl, so that
distinguishing between go- and no-go-stimuli on the
basis of a single stimulus dimension is no longer possi-
ble. The results for the networks without feedback
- - -
-
-
-
Fig. 2. Results of model optimization for two-dimensional stimuli and two-dimensional networks. (A) Probabilities to select a go and no-go-
response, respectively, depending on the currently active context for the three network variants: a single read-out for both contexts without gain-
modulation, separate read-outs for each context without gain-modulation, and a single read-out with gain-modulation. (B) Average reward during
learning with the separation between go and no-go stimuli (see Fig. 1B) parallel to the the basis vectors vl. (C) Same as in (B), but with the
separation rotated by 45, i.e. not parallel to the basis vectors vl. The boxes in (B and C) show the learned feedback gain-modulation for context 1
(upper box) and context 2 (lower box). Rewards were averaged over 250 simulations.
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fulness of the feedback gain control is diminished. The
learned feedback control also does not diﬀer between
the two contexts (see right boxes).
The mechanism underlying the context-dependent
selection of go- and no-go-responses in the network
with feedback gain control is further illustrated in
Fig. 3. In context 1 (upper row), only the response rm1
of the ﬁrst map neuron, which changes its ﬁring rate
orthogonal to the separation between the go- and
no-go-regions in context 1, has a high response ampli-
tude. It dominates the responses of the two read-out
neurons, so that the ﬁrst read-out neuron has high re-
sponse ra1 for stimuli in go-region of the input space,
and the second neuron has a high response for stimuli
in the no-go-region. In context 2 (lower row), only
the response rm2 of the second map neuron has a high
amplitude. Since the second map neuron changes its ﬁr-
ing rate orthogonal to the separation between the go-and no-go-regions in context 2, and it dominates the
responses of the two read-out neurons, they are still
selective for the correct go- and no-go-responses.
The stimulus selectivity of the map neurons does not dif-
fer between the two contexts, only their response ampli-
tude is modulated. In contrast, the selectivity of the
read-out neurons w.r.t. the two-dimensional input stim-
uli changes, but it remains invariant in terms of the con-
text-dependent go- and no-go-responses.
Certainly, the situation that both the aﬀerent and the
recurrent weights are set such that feedback gain control
can lead to an ampliﬁcation of currently relevant stimu-
lus dimensions is highly idealized and speculative.
Therefore, we also explored as to whether the idea of
amplifying relevant stimulus dimensions carries over to
a more realistic scenario. We considered the case, where
a two-dimensional stimulus is embedded into a high-di-
mensional space. Here, the aﬀerent weights are not
matched to the recurrent weights in the sense that an
Fig. 3. Responses of the map and read-out neurons for a two-dimensional stimulus space, where the separation between the go and no-go stimuli is
parallel to the basis vectors vl. The responses rm1 and r
m
2 of the two map neurons are independent of the context in terms of their tuning, but their
response amplitudes are modulated in a context-dependent way. In contrast, the responses ra1 and r
a
2 of the two read-out neurons change their tuning
depending on the context.
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deﬁnition of Waﬀ in Section 2). Now, each aﬀerent input
ui is computed as the value a corresponding Gaussian
basis function yields for a particular two-dimensional
stimulus. The basis function centers were equally spaced
between 1 and 1 on each axis, and amplitudes and
widths were set to 1 and r = 0.3 corresponding to an
idealized aﬀerent input in a two-dimensional retinotopic
map. The separation between the go- and no-go-re-
gions was rotated by 45. Again, we randomly selected
a set of now N = 64 orthonormal eigenvectors vl and
simulated the learning of the three network variants.
Since it is not known beforehand, which of the 64 ran-
domly selected eigenvectors vl will be the relevant ones,
we learned the gain-factors gcl for all 64 dimensions.
Fig. 4A shows the average reward during learning as
well as an example of the ﬁnally learned gain-modula-
tions for each context (right boxes). Similar to the
two-dimensional case (cf. Fig. 2B) the performance of
the network with the context-dependent gain-modula-
tion is higher than the one with a single read-out and
no gain-modulation. However, is this improvement in-
deed achieved via selectively amplifying the relevant
eigenvectors vl? We tested this by investigating the dis-
tance between the population vector representations of
the prototypical go- and no-go stimuli, i.e., the mean
stimulus of each class, of each context. Fig. 4B shows
that the distance between the population vector repre-
sentations of the prototypical go- and no-go-stimuli
of context 1 is larger than the distance between the pop-
ulation vector representations of the prototypical go-and no-go-stimuli of context 2 when the gain-modula-
tion learned for the ﬁrst context is used. Complementary
to this, Fig. 4C shows that the distance between the two
representations of the go- and no-go-stimuli of con-
text 2 is larger when the learned gain-modulation for
the second context is used. In other words, the gain-
modulations were always learned such that the distance
between the representations of the currently relevant
prototypical stimuli was increased. If the learned selec-
tive ampliﬁcations were not along the relevant direc-
tions, which are those connecting the centers of the
two stimulus classes, then we would have obtained a
change in the distances independent of the context. In
other words, the feedback gain-modulation increased
the distance between the population vector representa-
tions of the currently relevant prototypical go and
no-go stimuli. Also note, that we have not optimized
the embedding of the low-dimensional stimulus, but it
is conceivable that biological systems may have learned
those embeddings which are suitable for a number of
these classiﬁcation tasks.4. Discussion
In summary, we proposed as an explanation of task-
dependent representations in the visual system the selec-
tive strengthening of sensory pathways so that currently
relevant stimulus properties can dominate the responses
of downstream neurons. To exemplify this idea, we set
up a network model and learned a context-dependent
--
-
Fig. 4. Results of model optimization for an embedding of the two-dimensional stimulus space into a 64-dimensional space. (A) The gain-
modulation (right boxes) is learned in a way which ampliﬁes the relevant directions in the 64-dimensional representation space. (B and C) Distances
between the population vector representations of the two prototypical go and no-go stimuli of context 1 and context 2 during the learned gain-
modulation for context 1 and context 2.
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from the environment.
4.1. Relation to optimal coding hypotheses
Our explanation of task-dependent representations
via cortical feedback is mainly mechanistic. This rather
simple-minded approach, however, has the distinct
advantage of making explicit the problem for the need
for a co-adapting read-out of adaptive representations
in the sensory systems. If representations in sensory sys-
tems are adapting to either external or internal condi-
tions like, e.g., changing statistics of environmental
signals or changing task demands, then the correspond-
ing read-out structures have to adapt as well.
As long as the statistics of environmental signals
change on a slow time-scale, it is conceivable that the
corresponding read-out structures can track these
changes. In this case, the changes of the sensory repre-
sentations are induced in a bottom-up manner (cf.
adaptation of ‘‘autonomous sensors’’ in Fig. 1A). How-
ever, if rapidly changing task demands call for an adap-
tation of sensory representations, then they could only
be induced in a top-down manner. The prominent opti-
mal coding hypothesis (Atick, 1992) would explain these
task-dependent changes as a reallocation of limited rep-
resentational resources in order to ensure a high ﬁdelity
representation of the currently relevant stimulus aspects.
As a consequence of such an altered neuronal code,
however, the read-out structures would have to adaptas well. In our model the need for task-dependent repre-
sentations derives from the need to adjust them so that
they become useful for the very same read-out structures
without assuming limited representational resources.
4.2. Sensory representations as probabilities
Another possible approach to explain task-dependent
representations in sensory systems is to interpret them as
the signatures of probabilistic computations performed
on previously learned statistical models of the sensory
data. Although the involved models of the sensory data
are usually probabilistic, learning and inference are in
principle deterministic. This makes them attractive as a
pure computational approach, which is not spoiled by
the additional problems induced when computations
are done with unreliable noisy neurons leading to lim-
ited representational resources. For example, in Rao
and Ballard (1999) the feedback within the visual cortex
can be viewed as part of a hierarchical model of the sen-
sory data which explains the aﬀerent input by predicting
it. A related interpretation is to view sensory systems as
performing Bayesian inference, where the activations
represent probabilities (see Barlow, 2001; Pouget, Day-
an, & Zemel, 2003 for an introduction and Deneve,
2005; Rao, 2004; Sahani & Dayan, 2003 for particular
approaches). A possibility to explain task-dependence
within this framework could be to assume that diﬀerent
tasks correspond to diﬀerent computations with the rep-
resented probabilities. For example, the operation of
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reﬂected in the neuronal activity (Sahani, personal
communication).
The basic assumption of these probabilistic interpre-
tations, however, can easily be tested experimentally. By
varying independently the qualities probability and
value of stimuli in diﬀerent contexts, one can examine
as to whether responses in the visual cortex are related
only to the subjectively estimated probabilities of stimu-
li, or also to their subjective value. If the latter is the
case, then this interpretation disqualiﬁes as the sole
interpretation of activations in sensory cortices, whereas
our interpretation would still be applicable.
4.3. Context-dependent sensory–motor transformations
Our work is certainly not the ﬁrst to address the
problem of how to transform sensory information in a
context-dependent way into motor outputs. For exam-
ple, in Cohen et al. (1990) and Gilbert and Shallice
(2002) this issue has been addressed within a parallel
distributed processing model, and recently circuit mod-
els for context-dependent sensory–motor transforma-
tions have been suggested (Salinas, 2004a, 2004b). Our
approach diﬀers from these previous ones in two ways.
First, we used a diﬀerent model architecture, where an
eﬀective context-dependent recurrent connectivity was
modulated by top-down gain control. Second, we moti-
vated our approach by comparing it with alternative
interpretations for adaptivity in the visual system. We
proposed that top-down modulations of sensory repre-
sentations are best understood as the signature of a
transformation of sensory signals into currently appro-
priate behavioral responses. In other words, we hypoth-
esize that parts of those (often context-dependent)
transformations are already realized within the visual
cortex and not exclusively in downstream frontal areas.
In this paper, we suggested that the functional role of
feedback into a sensory system, for example from prefron-
tal regions into the ventral visual pathway, is to tune the
sensory processing in a context-dependent way. Of
course, for each possible context the proper top-down
modulations have to be memorized, and storing those
comes with a cost. It remains to be determined as to
whether the particular top-down modulation scheme we
suggest is robust in the sense that storing only a few
gain-factors is suﬃcient, because otherwise the control-
ling network would be more complex than the controlled
sensory network. However, our results indicate that when
sensory representations are embedded into a high-dimen-
sional representation space, selectively amplifying only a
few directions is indeed suﬃcient to signiﬁcantly improve
the performance. Finally, it remains to be determined as
to whether our functional interpretation of feedback sig-
nals carries over to feedback within the visual system, for
example between the striate and extra-striate cortex.Acknowledgment
This work was supported by the DFG (SFB 618) and
BMBF (01GQ0414).References
Adorja´n, P., Piepenbrock, C., & Obermayer, K. (1999). Contrast
adaptation and infomax in visual cortical neurons. Review on
Neuroscience, 10(3–4), 181–200.
Atick, J. J. (1992). Could information theory provide an ecological
theory of sensory processing? Network(3), 213–251.
Barlow, H. (2001). Redundancy reduction revisited. Network, 12(3),
241–253.
Chance, F. S., Abbott, L. F., & Reyes, A. D. (2002). Gain modulation
from background synaptic input. Neuron, 35(4), 773–782.
Cohen, J., Dunbar, K., & McClelland, J. (1990). On the control
of automatic processes: A parallel distributed processing
account of the Stroop eﬀect. Psychological Review, 97(3),
332–361.
Deneve, S. M. A. (2005). Bayesian inference in spiking neurons. In L.
K. Saul, Y. Weiss, & L. Bottou (Eds.), Advances in neural
information processing systems 17 (pp. 353–360). Cambridge: MIT
Press.
Fairhall, A., Lewen, G., Bialek, W., & Ruyter Van Steveninckck, R.
(2001). Eﬃciency and ambiguity in an adaptive neural code.
Nature, 412(6849), 787–792.
Gilbert, S. J., & Shallice, T. (2002). Task switching: A PDP model.
Cognitive Psychology, 44(3), 297–337.
Hahnloser, R., Douglas, R., Mahowald, M., & Hepp, K.
(1999). Feedback interactions between neuronal pointers and
maps for attentional processing. Nature Neuroscience, 2(8),
746–752.
McAdams, C. J., & Maunsell, J. H. (1999). Eﬀects of attention on
orientation-tuning functions of single neurons in macaque cortical
area v4. Journal of Neuroscience, 19(1), 431–441.
Pouget, A., Dayan, P., & Zemel, R. S. (2003). Inference and
computation with population codes. Annual Review on Neurosci-
ence, 26, 381–410.
Rao, R., & Ballard, D. (1999). Predictive coding in the visual cortex: A
functional interpretation of some extra-classical receptive-ﬁeld
eﬀects. Nature Neuroscience, 2(1), 79–87.
Rao, R. P. N. (2004). Bayesian computation in recurrent neural
circuits. Neural Computation, 16(1), 1–38.
Sahani, M., & Dayan, P. (2003). Doubly distributional population
codes: Simultaneous representation of uncertainty and multiplicity.
Neural Computation, 15(10), 2255–2279.
Salinas, E. (2004a). Context-dependent selection of visuomotor maps.
BMC Neuroscience, 5(1), 47<http://dx.doi.org/10.1186/1471-2202-
5-47> .
Salinas, E. (2004b). Fast remapping of sensory stimuli onto motor
actions on the basis of contextual modulation. Journal of Neuro-
science, 24(5), 1113–1118<http://dx.doi.org/10.1523/JNEURO-
SCI.4569-03.2004> .
Treue, S., & Martinez Trujillo, J. C. (1999). Feature-based attention
inﬂuences motion processing gain in macaque visual cortex.
Nature, 399(6736), 575–579.
Wainwright, M. J. (1999). Visual adaptation as optimal information
transmission. Vision Research, 39(23), 3960–3974.
Williams, R. J. (1992). Simple statistical gradient-following algorithms
for connectionist reinforcement learning. Machine Learning, 8,
229–256.
Zhang, J., & Abbott, L. F. (2000). Gain modulation of recurrent
networks. Neurocomputing, 32-33, 623–628.
