Abstract. We prove a moderate deviations principles for the size of the largest connected component in a random d-uniform hypergraph. The key tool is a version of the exploration process, that is also used to investigate the giant component of an Erdös-Rényi graph, a moderate deviations principle for the martingale associated with this exploration process, and exponential estimates.
Introduction
The research on random graphs was initiated by Erdös and Rényi, see [14] , [15] . Though it was originally motivated by questions from graph theory, random graphs quickly developed into an independent field with applications in many areas such as physics, neural networks, telecommunications, or the social sciences. Despite the fact that some of these applications ask for random graphs with a given degree distribution (see e.g. [12] , [21] for very readable surveys, or [18] , for a recent application), the by far most popular model of a random graph still is the Erdös-Rényi graph. In this graph, one realizes all possible connections between N vertices V = {1, . . . , N} independently with equal probability p. This models is referred to as G(N, p). The corresponding random hypergraph model is the model G d (N, p). Here d ≥ 2 is an integer number that denotes the cardinality of the hyperedges (the case d = 2 is nothing but the ordinary Erdös-Rényi graph). Thus a realization of G d (N, p) will be a hypergraph G = (V, E), where all the edges in E are subsets of V with cardinality d. Moreover, in G d (N, p) all hyperedges of cardinality d are selected independently with probability p. One of the most striking first results about G(N, p) is, that there is a sharp phase transition in the size of the largest connected component: If p = λ/N and λ < 1, then the largest component will be of size O(log N), while for λ > 1, the component is of order O(N), both with probability converging to 1. In the latter case, the size of the largest component with high probability is of order ρ λ N + o(N), where ρ λ satisfies 1 − ρ λ = e −λρ λ (1.1) (here we say that the random (hyper)graph G d (N, p) enjoys a certain property A with high probability (w.h.p.), if the probability that A holds in G d (N, p) converges to 1 as N tends to infinity). A very detailed study of this and many other phenomena concerning this phase transition can be found in [16] or [21] . The corresponding result for the d-regular random hypergraph models G d (N, p) were shown in [20] , [17] , and [8] To make this more precise, we need a number of definitions. We set
For each fixed λ > 1, we define the dual branching process parameter λ * < 1 by the equation λ * e −λ * = λe λ .
In case d = 2, we specify ρ λ given by (1.1) as ρ λ =: ρ 2,λ , whereas for d ≥ 3, we define ρ d,λ by the equation
3)
It can be checked that ρ d,λ satisfies
For fixed d we abbreviate ρ λ = ρ d,λ . The role of ρ λ is that it determines the asymptotic size of the giant component. Indeed, if λ > 1, it has been shown in [14] and [8] that the unique giant component is of size ρ λ N + o(N) with high probability. This statement can be regarded as a law of large numbers for the size of the giant component, which we will call henceforth C max .
Moreover it was shown that and ρ λ also can be written as the unique solution of the transcendental equation (cf. [3] ):
(1.5)
Combining (1.3) with (1.4), one sees that (1.1) is indeed the case d = 2 of (1.5).
Note that both ρ λ and ρ λ depend on d, which is suppressed in the notation. Let us assume for the rest of the paper that we are in the supercritical regime, i.e.
where the precise conditions on ε will be given later explicitly. Note that this is equivalent to assuming that λ > 1 + ε.
For both, random graphs and random hypergraphs, fluctuations around the aforementioned law of large numbers for the size of C max were investigated. A Central Limit Theorem (CLT, for short) for the size of C max in G(N, p) was proved e.g. in [2] , for a nice proof we also refer to [21] , Section 4.5. Large deviations in the same situations go back to O'Connell in his nice paper [19] , while moderate deviations were investigated in [1] . The corresponding CLT for C max is G d (N, p) was established in [3] using Stein's method. In [4] a local CLT is proved, even for the joint distribution of the number of vertices and edges in C max . Another way to prove a CLT that uses the so-called exploration process and is reminiscent to the proof for random graphs given in [21] was introduced by Grimmett and Riordan [5] . The aim of the present paper is to establish moderate deviations results for the number of vertices in C max for the case of the random hypergraph model
To this end, we will modify the exploration process for hypergraphs introduced in [5] in such a way that is resembles the exploration process used in [1] . In order to formulate our main theorems we need to recall that a sequence of real valued random variables (Y n ) obeys a large deviation principle (LDP) with speed a n and good rate function I(·) :
As announced, in this paper we will prove a moderate deviation principle (MDP) for |C max | (which is a function of N). Formally, there is no distinction between an MDP and an LDP. Usually, an LDP lives on the scale of a law of large number type ergodic phenomenon, while MDPs describe the probabilities on a scale between a law of large numbers and some sort of CLT. For both, large deviation principles and MDPs the three points mentioned above serve as a definition. Having this in mind our central result reads as:
Then the sequence of random variables (
with speed N 2α−1 and rate function 
From the proof of Lemma 6.1 one might get the impression that requiring the (slightly more natural) condition ε 3 N τ → ∞ with τ = min{ 1 2 , 2 − 2α} would be enough. However, in the proof of Lemma 5.4 we need the slightly stronger condition (1.8).
The rest of this paper is organized as follows: In Section 2 we give a short introduction to the exploration process which will be used in Sections 4, 5 and 6 to prove Theorem 1.1. Briefly this exploration process starts with a number k = k N of vertices and investigates the union of its connected components. If k N is chosen appropriately, this union coincides with the giant component of the hypergraph up to negligible terms. On the other hand, the size of this union can be controlled by a martingale underlying the exploration process. In Section 3 we prove an MDP for this martingale. In Sections 4,5, and 6 we will see that indeed this MDP helps to show our main Theorem 1.1.
An exploration process on hypergraphs
The aim of this section is to introduce an exploration process to investigate the components of a hypergraph. This exploration process is inspired by the corresponding process for graphs as defined e.g. in [21] . A similar, yet slightly different process for hypergraphs was introduced in [5] . We will also use results from this paper. We start by taking the given enumeration of the vertices from 1, . . . , N. Vertices during this exploration process will get one of three labels: active, unseen, or explored. At time t the sets of active, unseen, or explored vertices will be denoted by A t , U t , and E t , respectively. We will start by declaring the first k = k N vertices active and the rest unseen. Now, in each step of the process, the first active vertex (with respect to the given enumeration) is selected and declared explored. At the same time, all of its unseen neighbors are set active. The process terminates when there are no active vertices. If we denote by C ≤k the union of the connected components of the first k vertices, then, at the end of the process all vertices in C ≤k are explored and all the others are unseen. We remark the following Remarks 2.1.
(1) For two sequences X N and Y N , we write X N ∼ Y N , if the limit lim N →∞ X N /Y N exists and equals to 1. (2) Obviously, since we add an explored vertex in every step
(3) By construction, A 0 = k N (to be specified later) and, for all t with A t−1 > 0, one has
Here η t is the number of unseen vertices that are set active in the t−th step and A t = 0 if A t−1 = 0. (4) Consider the distribution of A t when we are investigating
and λ > 1. For each t ∈ N after the t−th step, with s active and N − t − s unseen vertices u, for each unseen vertex u there are exactly
potential edges that contain u and the vertex we are about to explore, but none of the vertices we have already explored. Hence the probability that u becomes active during step t + 1 is given by
Note that for times t ≪ N and with our scaling of p one has
which is the same scaling as in the case d = 2. On the other hand,
This implies that η t given A t−1 = s is distributed like
, where each of the Y t i is an indicator with success probability π t . Note that the Y i are not independent, which establishes the major difference between the case d = 2 (when the Y i are obviously independent) and the cases d ≥ 3.
To simplify matters, we will change our process slightly and call instead
for all t ∈ N the exploration process. Of course, this process agrees with the one previously considered up to the first time the process hits 0. We will follow the ideas in [5] and rewrite A t (up to small errors) as the sum of a deterministic process and a martingale. This also motivates our study of moderate deviations of martingales with n dependent martingale increments in the next section. To this end, let
where F t is the σ-Algebra generated by the random variables A 0 , η 1 , . . . , η t .
From the above we learn that
For later use we also recall that in [5] it was shown that with
and
From these computations we obtain
where
By definition we have E[∆ t+1 |F t ] = 0, thus (∆ t ) t is a martingale difference sequence. In particular, a simple bound for the variance of (∆ t ) t is given by Lemma 2.2. [7, Lemma 8] Let p and λ > 1 be given as in Theorem 1.1. Then there is a constant M > 0 such that for all 1 ≤ t ≤ N, we have
with probability 1.
Obviously, the process A t is a key quantity for the analysis of the size of C ≤k N (and hence for the size of C max ) We want to approximate it by the sum of a deterministic sequence and a martingale. To this end, we define
where ε t+1 is a shorthand for the error term at level t + 1, which is of order O(
3) and for more details we refer the reader to [5, (10)]). So, if we set
we arrive at
By defining
we observe that (S t ) is a martingale. Thus our desired approximation is given byÃ
and we have by [5, Lemma 3] that
Note that the behaviour of x t can be determined as well (see [5, (15) 
Then, we obtain uniformly in 0 ≤ t ≤ N,
In a nutshell the idea is now the following: The first time t, that A t is 0 is the size of the union of the connected components of the first k N vertices. If k N is chosen large enough, this union will contain the giant component with overwhelming probability (where we say that an event has "overwhelming probability" when the probability of the complement of the event is negligible on the chosen moderate deviation scale). On the other hand, also with overwhelming probability, there is only one component with a size larger than N ξ , if ξ < 1 is chosen appropriately. Hence the smaller components do not count on a moderate deviations scale, and on that scale the size of the union of the connected components of the first k N vertices is the size of the largest component with overwhelming probability. On the other hand, as observed above, we may safely replace A t byÃ t when considering these quantities on a moderate deviation scale. That is to say
for any x and α > 0 and likewise
Moreover, notice that the stochastic behaviour ofÃ t is governed by the martingale (S t ) defined in (2.4) . We will therefore analyze its moderate deviations in the next section.
3. Moderate deviations for the martingale S t defined in (2.4)
As we will see in Section 4 the moderate deviations for the size of the giant component can be played back to the moderate deviations for the for the martingale (S t ) defined in (2.4), in this section we will prove a moderate deviations principle for this martingale. Our main tool is the Gärtner-Ellis theorem [11, Theorem 2.3.6] . Note that we cannot simply quote MDPs for martingales from [10] or [13] , because in our context the distributions of the martingale differences does depend on N. The central result of this section is Theorem 3.1. Consider the process (S n ) defined in (2.4). For ζ ∈ (−∞, ∞), and 1 2 < α < 1, put γ(N) = ρ λ N + ζN α and assume for simplicity that γ(N) is an integer to avoid rounding. Then, for any choice of ζ the sequence of random variables β γ(N ) S γ(N ) N α satisfies an MDP with speed N 2α−1 and rate function I(x) = x 2 /2c where c is given by
Here we write ρ λ for ρ d,λ and λ * is the dual branching parameter given in (1.4).
The key idea will be to employ the Gärtner-Ellis theorem [11, Theorem 2.3.6] .
To this end we need to study the moment generating function of S n on the level of moderate deviations, i.e. we need to establish the existence of
for t ∈ R. We will expand the moment generating function into a Taylor series up to the third order. However, to compute this we need some preparation. Recall our definitions (2.2) and (2.4), from which we obtain
3.1. Moments of η i . The essential point in the Taylor expansion is that the conditional variances of ∆ i and thus of η i depend on the number of unseen vertices at time i, U i . We will therefore show a rough concentration result for U i . To this end, recall that η i is the number of unseen vertices that are set active in the i-th step. Thus, it holds
½ { ∃ an unexplored hyperedge containing j and the currently active vertex} and for any k ≥ 2
Assume from stage i to i + 1, the vertex v i is being explored. There are various ways to activate j 1 , . . . j k . Without loss of generality, we assume that the j i are pairwise different; otherwise this problem is reduced to estimating the lower moment of η i . One needs to activate a set of hyperedges e 1 , . . . , e m such that j 1 , . . . , j k are contained in these hyperedges. Because we have to choose the remaining vertices of the hyperedge from the unexplored vertices, the probability that fixed l of the vertices are contained in one hyperedge is given by
On the other hand, there is a constant C such that there at most C k/d+1 ways to write k as a sum of integers at most d − 1. Altogether with (2.1) this gives for k = 3 and any 1
for some constant L > 0 as well as
3.2. Exponential estimates. Moreover, we will need a Hoeffding-Azumatype inequality for S N (e.g. [7, Lemma 12] ): For a constant c 3 > 0, it holds
In particular, taking y = N β for β > 0 yields
(This could, in fact, also be proved using the results in [9] together with our above considerations).
3.3. Taylor expansion of ∆ i up to third order. As we know
and the trajectory of x t is given by (2.8). Denote (cf. [5] , equation (22))
Hence, we have
Fix a β > 0 with 
which has probability at least 1 − exp(−ηN 2β−1 ) for an appropriate η > 0 by (3.4) . Indeed, the event {∃i : 1 ≤ i ≤ N, such that |U γ(i) − u γ(i) | > b N } has probability at most exp(−c 4 N 2β−1 ) for some constant c 4 > 0. (c 4 differs from c 3 in (3.4) by at most an absolute constant factor.)
We use the martingale property to get
By expanding up to third order, using that E[∆ i+1 |F i ] = 0, for all i, applying (2.1) as well as the crude bounds on the third moment derived in (3.2), we obtain
Here we used the fact U n ≤ n ≤ N and
Redoing this conditioning γ(N) times, we finally see that
which gives our desired Taylor expansion of the moment generating function conditioned on the event Σ N .
3.4. Boundedness of the moment generating function. Let us briefly recall some notations:
(1 − α i ),
Note that β t /β i = t j=i+1 (1 − α j ) is between 0 and 1. Moreover recall that from Lemma 2.2 we obtain that
where C > 0 is some constant large enough. Therefore, repeating the above expansion for all 1 ≤ i ≤ γ(N) and employing the martingale difference sequence property as in (3.6) yield
whereC > 0 is some large enough constant.
3.5. The goal. With above preparation, we are finally ready to prove:
Proof of Theorem 3.1. On one hand, by expanding the moment generating function in (3.8), taking the logarithm and dividing by N 2α−1 , we see that
where we used the abbreviation ρ λ = ρ λ,d and the last line follows by the asymptotics for
. Indeed, by γ(N) = ρ λ N + ζN α and the explicit formula of u i in (3.5), we have u i ≤ cN for some c > 0 uniformly in 1 ≤ i ≤ N. Moreover, β i is a constant between 0 and 1. Thus, each summand in
yields the claim. On the other hand, with the bound for moment generating function derived in (3.9) and the fact
Therefore, we can conclude
Here the last but one line follows by combining the equations (3.10) and (3.11). Since the parabola ct 2 /2 satisfies all the assumptions on the moment generating function in the Gärtner-Ellis theorem [11, Theorem 2.3.6], therefore, its Legendre transform x 2 /2c is then the rate function in Theorem 3.1.
Choice of k N
Following the idea we sketched in the previous sections, we seek a smart choice for k N such that the union of the connected components of the first k N vertices does not essentially differ from the giant component with overwhelming probability. This union will be called C ≤k N in the sequel, its size will be denoted by |C ≤k N |. Let us first recall two very useful results from the literature: It has been shown that |C max | concentrates on ρ λ N and the second largest component, denoted by C second is unlikely to be large as well. 
Then there exists C > 0 such that the second largest component C second in G(N, p) satisfies
for large enough N.
Choice of k N : we set
, 1)). The upper bound of k N will be discussed more precisely in Section 6, whereas the lower bound arises from the fact that the union of connected components starting with k N vertices should contain the giant component with overwhelming probability: Proposition 4.2. For any 1 2 < α < 1,
for some C > 0 large enough.
Proof. Note that
For all ξ > 0, it holds
Let us set 0 < ξ < ρ λ and apply the large deviation bound given in Theorem 4.1 with ω = ξ √ ε 3 N , then the first term turns to be
for some constant c > 0. This converges to 0 by assumption on ε.
On the other hand, note that on the event {ρ λ N − ξN ≤ |C max | ≤ ρ λ N + ξN}, there are at most N − (ρ λ N − ξN) vertices which are not contained in C max . Then we can bound the second term by
Therefore, we obtain
for all 2 ≤ j ≤ k N . Consequently, there exists an appropriate C > 0 such that
A moderate deviations principle for |C ≤k N |
In this section we are going to show an MDP for |C ≤k N |, in other words, the size of the union of the connected components, if we set the first k N vertices active in the exploration process and k N is of the right size. We will prove this MDP using the MDP for the martingale part of the exploration process derived in Theorem 3.1. In the next section we will see, that if k N is large enough, |C ≤k N | and |C max | only differ by an amount that is negligible on the moderate deviations scale.
Theorem 5.1. Consider a probability for the presence of a hyperedge as in (1.2) with λ = 1 + ε as in Theorem 1.1. Take k N = N γ for 2α − 1 < γ < α as in (4.2). Then for any 1 2 < α < 1 and y > 0 we have that
where J is given by (1.9), i.e.
J(y)
and I(·) as well as c is given explicitly in Theorem 3.1.
Remark 5.2. Due to the topological structure of R Theorem 5.1 is indeed a moderate deviations principle, see [11, Section 3.7] .
We will break up the proof of Theorem 5.1 into several lemmas.
The upper bounds.
Lemma 5.3. In the situation and with the notation of Theorem 5.1 we have for any 1 2 < α < 1 and y > 0 that
Proof. Let yN α + ρ λ N =: m + y . Firstly, recall the approximation processÃ t := x t + β t S t , and the trajectory of x t given by (2.9), and we see
where g d,λ is given by (2.7):
.
We define
Note that
Thus we may expand h in y = 0 to obtain
Inserting the above calculation into g d,λ yields
where we used the fact that g d,λ (ρ λ ) = 0 by (1.5). Therefore, we conclude by the definition of x t in (5.1)
where in the last line we used the abbreviation
Finally, recall thatÃ is the approximation process given byÃ t = x t + β t S t in (2.5) and EÃ t = x t (as well as (2.10), (2.11)). We observe
Applying Theorem 3.1, it yields
Lemma 5.4. In the situation and with the notation of Theorem 5.1 we have for any 1 2 < α < 1 and y > 0 that
Proof
< ζ < 1 (which will be chosen more explicitly later) we obtain
In particular, the second term in (5.3) is negligible on the chosen moderation deviation scale. We pick ω = y √ ε 3 N 2ζ−1 and one can verify that ω = O( √ ε 3 N). Indeed, it is implied by Theorem 4.1 that for some constant C > 0
Here, for the last equality to hold we need to choose ζ appropriately. This is done as follows: Recall that we require the condition (1.8), i.e. ε 3 N τ → ∞ with τ = min{ 1 2 , 2−2α−ι} for a given ι > 0 small enough. Then we distinguish the following cases:
, α}, and thus obtain 2ζ − 2α > 2 − 2α − ι. This ensures
, we see ε 3 N 1/2 → ∞. In this case define ζ > α + 1/4, which implies 2ζ − 2α > . Hence, it follows
, any of the above choices for ζ can be applied. Now we fix y and ζ satisfying the above conditions. For m ∈ [−yN ζ + ρ λ N, m
− y ], we can find a δ with α ≤ δ ≤ ζ such that it holds m = m δ := −yN δ + ρ λ N. Note that δ will depend on N. We distinguish again the following two cases. Firstly, consider the set M 1 and M 2 defined below (to simplify notation, assume that sets M 1 and M 2 defined below are sets of integers, to avoid the irrelevant rounding):
Note that M 1 contains exactly those m for which lim inf δ = lim inf δ N > α, when we write m in the form m δ as above. Applying Theorem 3.1 for m δ = −yN δ + ρ λ N in the role of γ(N) yields that β m δ S m δ satisfies an MDP with speed N 2δ−1 and rate function I(x) = x 2 /2c, where c was given explicitly in (3.1). By (2.10) and (2.11), we apply Theorem 3.1 to the summands in the first term of (5.
The last step follows, since x m δ /N δ ∈ R such that the MDP for β m δ S m δ holds. Indeed, we can expand x m δ analogously to (5.2) to see that x m δ is of the order N δ . Secondly, define 
Therefore, we conclude
log P (A m δ = 0) ≤ −J(y).
5.2.
The lower bounds. In order to derive the corresponding lower bounds for our MDP, we need some preparations to get familiar with the properties of the exploration processes.
5.2.1. Recap of exploration process. Let 0 = t 0 < t 1 < t 2 < · · · < t l = N enumerate the event {t : A t − A t−1 = −1}, which are the moments where the exploration starts with a new component of the hypergraph. Let
be the number of components which have been explored by time t. Furthermore, we define the random walk
Recall the definition of λ = 1 + ε in Theorem 1.1 that we have ε = O(1) as well as ε 3 N τ → ∞ with τ = min{ [7, Lemma 16] that with probability 1 − exp (−Ω(w 2 )) (where ω is given in (5.4) ) on the event {C max ⊆ C ≤k N } the component C 1,0 is the unique giant component of G d (N, p) . Moreover, the formula for the size C 1,0 (conditioned on {C max ⊆ C ≤k N }) is then given by
in terms of the constructed approximation processÃ t , see [6, (21) ].
Lemma 5.5. In the situation and with the notation of Theorem 5.1 we have for any 1 2 < α < 1 and y > 0 that
Proof. As implied by Proposition 4.2 we have
By our construction, on the event {C max ⊆ C ≤k N }, the component C 1,0 exists and it satisfies
Indeed, by our construction, the component C 1,0 exists and is contained in the union of connected components C ≤k N on the event {C max ⊆ C ≤k N }. Therefore, by inserting the approximation for |C 1,0 | in (5.5) we observe
Finally, using the notation t * 1 = ρ λ N, we arrive at
Lemma 5.6. In the situation and with the notation of Theorem 5.1 we have for any 1 2 < α < 1 and y > 0 that
Proof. Again let m − y = −yN α + ρ λ N and by (??) we obtain
Therefore, using Theorem 3.1 we obtain
6. Proof of Theorem 1.1: a moderate deviations principle for |C max | 6.1. Compare |C max | and |C ≤k N |. In this subsection we improve Proposition 4.2. We show, that if we allow an error term r N = o(N α ) we obtain a bound on the probability of the event |C max | + r N < |C ≤k N | that is negligible on the moderate devation scale. Hence, the upper bound of k N given by (4.2) can be obtained.
We remind the reader of k N = N γ for 2α − 1 < γ < α , where
for some constant M > 0 small enough.
Proof. Let us denote the i-th largest component of G d (N, p) by L i , whose size is given by l i = |L i |. Then, because |C ≤k N | can at most be as large as the union of the k N largest components, we get for each δ > 0 that
Define δN := ρ λ N − εN with ε again as defined in Theorem 1.1. We obtain by Theorem 4.1 with ω = √ ε 3 N that
where c > 0 is some constant. Recall the conditions ε = O(1) as well as ε 3 N τ → ∞ with τ = min{ 1 2 , 2 − 2α − ι}, for a fixed small ι > 0 given in Theorem 1.1. We obtain 1
. . , l j−1 = a j−1 , |C max | > δN) P(l 2 ≥ a 2 ).
On one hand, we obtain from (4.1) that for some constant c, C > 0
where the ε was given by the branching factor λ = 1 + ε of the original hypergraph G d (N, p) . On the other hand, for each j ∈ {3, . . . , k N }, the hypergraph G d (N, p) after removing the components L 2 , . . . , L j−1 and C max , conditioned on {|C max | > δN} by [7, Lemma 8 .1] (or common sense) is again a hypergraph G d (N −s j , p) , where s j ≤ (1 − δ)N. Recall that
is characterised by its branching factor
where we have λ = 1+ε by assumptions. Now let us denote by ε j the following quantity:
(1 + ε).
Then we can arrive at
Since s j ≤ (1 − δ)N, we see by [7, (8. 3)] that
for some constanst c δ , C δ > 0 that depend on δ but not on j. Therefore, the branching factor λ j given in (6.3) of the new hypergraph G d (N − s j , p), belongs to the subcritical regime. From [7, Theorem 2] we obtain a large deviation bound for the largest component in G d (N − s j , p) , that is to say, the L j of G d (N, p). We thus obtain P (l j ≥ a j | l 2 = a 2 , . . . , l j−1 = a j−1 , |C max | > δN) ≤C ε j N a j exp −cε by adjusting the constant M > 0.
6.2. Proof of Theorem 1.1. As we described before, by an appropriate choice of k N , |C ≤k N | and |C max | only differ by an amount that is negligible on the moderate deviations scale.
Proof. Note that we pick r N = N ξ for γ < ξ < α, in particular, it satisfies r N = o (N α ). Now for all y > 0, we estimate the upper tail by applying Lemma 6.1 with M given there to obtain follows for all y > 0.
