Abstract: This paper is devoted to the study of the large time behaviour of viscosity solutions of parabolic equations with Neumann boundary conditions. This work is the sequel of [12] in which a probabilistic method was developped to show that the solution of a parabolic semilinear PDE behaves like a linear term λT shifted with a function v, where (v, λ) is the solution of the ergodic PDE associated to the parabolic PDE. We adapt this method in finite dimension by a penalization method in order to be able to apply an important basic coupling estimate result and with the help of a regularization procedure in order to avoid the lack of regularity of the coefficients in finite dimension.
Introduction
We are concerned with the large time behaviour of solutions of the Cauchy problem with Neumann boundary conditions:
= L u(t, x) + f (x, ∇u(t, x)σ), ∀(t, x) ∈ R + × G, ∂u(t,x) ∂n + g(x) = 0, ∀(t, x) ∈ R + × ∂G u(0, x) = h(x), ∀x ∈ G,
where, at least formally, ∀ψ : G → R,
and G = {φ > 0} is a bounded convex open set of R d with regular boundary. u : R + × G → R is the unknown function. We will assume that b is Lipschitz and σ is invertible. h is continuous and g ∈ C is continuous in the first variable for all z and there exists C > 0 such that for all x ∈ R d , ∀z 1 , z 2 ∈ R 1×d , |f (x, z 1 )−f (x, z 2 )| ≤ C|z 1 −z 2 |. Finally in order to obtain uniqueness for viscosity solutions of (1.1), we assume that ∂G is W 3,∞ and that there exists ∃m ∈ C ((0, +∞), R), m(0 + ) = 0 such that ∀x, y ∈ G, ∀z ∈ R 1×d , |f (x, z) − f (y, z)| ≤ m ((1 + |z|)|x − y|) .
A lot of papers deal with the large time behaviour of parabolic PDEs (see for e.g. [20] , [10] , [14] , [9] or [13] ), but there are not a lot of them which deal with Neumann boundary conditions. In [3] , Benachour and Dabuleanu study the large time behaviour of the Cauchy problem with zero Neumann boundary condition    ∂u(t,x) ∂t = ∆u(t, x) + a|∇u(t, x)| p , ∀(t, x) ∈ R * + × G, ∂u(t,x) ∂n = 0, ∀(t, x) ∈ R + × ∂G u(0, x) = h(x), ∀x ∈ G,
where a ∈ R, a = 0, p > 0 and G is a bounded open set with smooth boundary of C 3 class. The large time behaviour depends on the exponent p. Thus if p ∈ (0, 1), and if h is a periodic function, then the solution is constant from a finite time. That is, there exist T * > 0 and c ∈ R such that u(t, x) = c, for all t > T * . When p ≥ 1, any solution of (1.2) converges uniformly to a constant, as t → +∞.
In [15] , Ishii establishes a result about the large time behaviour of a parabolic PDE in a bounded set with an Hamiltonian of first order H(x, p), convex and coercive in p and with Neumann boundary coniditons.
In [2] , Barles and Da Lio give a result for the large time behaviour of (1.1). However, the result about the large time behaviour has been improved by Da Lio in [5] under the same hypotheses. In this last paper, the author studies the large time behaviour of non linear parabolic equation with Neumann boundary conditions on a smooth bounded domain G:
   ∂u(t,x) ∂t + F (x, ∇u(t, x), ∇ 2 u(t, x)) = λ, ∀(t, x) ∈ R + × G L(x, ∇u(t, x)) = µ ∀(t, x) ∈ R + × G, u(0, x) = h(x), ∀x ∈ G.
(1.
3)
The spirit of this paper is slightly different from our work. Indeed, the result says that ∀λ ∈ R, there exists µ ∈ R such that (1.3) has a continuous viscosity solution. Moreover there exits a unique λ such that µ( λ) = λ for which the solution of (1.3) remains uniformly bounded in time u. Then, there exits u ∞ solution of the ergodic PDE associated to (1.3) such that u(t, x) −→ t→+∞ u ∞ (x), uniformly in G.
Our method is purely probabilistic, which can be described as follows. First, let us consider (X 
Then we have the following probabilistic representation
Then, in order to apply the method exposed in [12] , we penalize and regularize the reflected process in order to apply the basic coupling estimates. Then, the use of a stability argument for BSDE helps us to conclude. Finally, we deduce that there exists a constant L ∈ R such that for all
Our method uses not only purely probabilistic arguments, but also gives a rate of convergence:
The paper is organized as follows: In section 2, we introduce some notations. In section 3, we recall some existence and uniqueness results about a perturbed SDE, a reflected SDE, a BSDE and an EBSDE that will be useful for what follows in the paper. We recall how such BSDE and EBSDE are linked with PDE. In section 4, we study the large time behaviour of the solution of the BSDE taken at initial time when the horizon T of the BSDE increases. Then, we obtain a more precise result with an explicite rate of convergence in the Markovian case. In section 5, we apply our results to an optimal ergodic control problem.
Notations
We introduce some notations. Let E be an Euclidian space. We denote by ·, · its scalar product and by | · | the associated norm. We denote by B(x, M ) the ball of center x ∈ E and radius M > 0. Given φ ∈ B b (E), the space of bounded and measurable functions φ : E → R, we denote by ||φ|| 0 = sup x∈E |φ(x)|. If a function f is continuous and defined on a compact and
where Π is the projection on G. Note that f R d is continuous and bounded. C k lip (G) denotes the set of the functions of class C k whose partial derivatives of order k are Lipschitz functions.
Given a probability space (Ω, F , P) with a filtration F t , we consider the following classes of stochastic processes.
We define in the same way L p P,loc (Ω, C ([0, ∞); E)). In the following, we consider a complete probability space (Ω, F , P) and a standard Brownian motion denoted by (W t ) t≥0 with values in R k . (F t ) 0≤t will denote the natural filtration of W augmented with the family of P-null sets of F .
In this paper, C denotes a generic constants for which we specify the dependency on some parameters when it is necessary to do so. In this paper, we will consider only continuous viscosity solutions.
Preliminaries

The perturbed forward SDE
Let us consider the following stochastic differential equation with values in R d :
We will assume the following about the coefficients of the SDE:
) and with polynomial growth (i.e. there exists µ > 0 such that for every
is bounded and measurable.
3. σ ∈ R d×d is invertible.
Definition 3.1. We say that the SDE (3.1) admits a weak solution if there exists a new FBrownian motion ( W x ) t≥0 with respect to a new probability measure P (absolutely coninuous with respect to P), and an F -adapted process ( X x ) t≥0 with continuous trajectories for which 
Furthermore, we have the following estimate:
If F is only bounded and measurable then there exists a weak solution ( X, W ) and unicity in law holds. Furthermore, (3.2) still hold (with respect to the new probability measure).
Proof. For the first part of the lemma see [11] , Theorem 3. 
We stress the fact thatĉ andη depend on b only through sup t≥0 sup xR d |b(t, x)|.
Proof. See [17] .
Corollary 3.4. Relation (3.3) can be extended to the case in which b is only bounded and measurable and for all t ≥ 0, there exits a uniformly bounded sequence of Lipschitz functions
Clearly in this case in the definition of P[φ] the mean value is taken with respect to the new probability measure P.
Proof. It is enough to adapt the proof of Corollary 2.5 in [6] . The goal is to show that, if P n denotes the Kolmogorov semigroup corresponding to equation (3.1) but with b replaced by b n , then ∀x ∈ R d , ∀t ≥ 0,
Remark 3.5. Similarly, if for every t ≥ 0, there exits a uniformly bounded sequence of Lipschitz functions (b m,n (t, ·)) m∈N,n∈N (i.e. ∀t ≥ 0, ∀n ∈ N, ∀m ∈ N, F m,n (t, ·) is Lipschitz and sup m sup n sup t sup x |b m,n (t, x)| < +∞) such that
which shows that relation (3.3) still hold.
We will need to apply the lemma above to some functions with particular form. 
Then for all s ≥ 0, there exists a uniformly bounded sequence of Lipschitz functions (Υ m,n (s, ·)) m∈N,n∈N (i.e., for every m ∈ N * and n ∈ N * , Υ n (s, ·) is Lipschitz and sup m sup n sup s sup x |Υ(s, x)| < +∞) such that for every s ≥ 0 and for every
Proof. See the proof of Lemma 3.5 in [6] .
The reflected SDE
We consider a process X
denotes the unknown of the following SDE:
(3.4)
We will make the following assumptions about G.
and G = {φ > 0}, ∂G = {φ = 0} and ∀x ∈ ∂G, |∇φ(x)| = 1.
Remark 3.7. Let us denote by Π(x) the projection of
Therefore, b is weakly dissipative and satisfy Hypothesis 3.1.
Let us denote by (X x,n t ) the solution of the following penalized SDE associated to 3.4:
Lemma 3.8. Assume that Hypotheses 3.2 and 3.3 hold true. Then for every x ∈ G there exists a unique pair of processes (X 3.4) and such that
and for all process z continuous and progressively measurable taking values in the closure G we have
Finally the following estimates holds for the convergence of the penalized process, for any 1 < q < p/2, for any T ≥ 0 there exists C ≥ 0 such that
Proof. See Lemma 4.2 in [17] .
The BSDE
Let us fix T > 0 and let us consider the following BSDE in finite horizon for an unknown process
where
is the solution of the SDE (3.4) starting from x at time t. If t = 0, we use the following standard notations X
We will assume the following assumptions. 1. ξ T is a R valued random variable F T measurable and |ξ
lip (G). Lemma 3.9. Assume that Hypothesis 3.2, 3.3 and 3.4 hold true, then there exists a unique solution (Y
Proof. See Theorem 1.7 in [21] .
Hypothesis 3.5 (Markovian case)
. There exists C > 0 such that
Let us consider the following semilinear PDE:
Lemma 3.10 (Existence). Assume that Hypotheses 3.2, 3.3 and 3.5 hold true then there exists a viscosity solution to the PDE (3.6) given by
Proof. In the general case, (t,
may fail to be continuous, and therefore
may also fail to be continuous. However in our framework,
. Indeed, first as in the proof of Theorem 3.1 in [22] , we deduce the existence of a function v 1 : G → R which belongs to the space C 2 lip (G) and which is solution of the Helmholtz's equation for some α ∈ R
Then, if we define
is continuous. To show that u T (t, x) is a viscosity solution of 3.6 see [21] , Theorem 4.3.
Uniqueness for solutions of (3.6) holds under additional assumptions in our framework.
Lemma 3.11 (Uniqueness). Assume that Hypotheses 3.2, 3.3, 3.5 and 3.6 hold true. Then, uniqueness holds for viscosity solutions of (3.6).
Proof. See Theorem II.1 in [1] .
Remark 3.12. By the following change of time:
is the unique viscosity solution of (1.1). Now remark that
is the same as that of the solution of equation (1.1). This justifies our approach.
The EBSDE
In this section, we consider the following ergodic BSDE for an unknown process (Y 
Hypothesis 3.7. There exists C > 0 and µ > 0 such that, 
. Moreover there exists v : G → R and ξ : G → R 1×d measurable such that for every x, y ∈ G, for all t ≥ 0
Proof. First let us recall that by Remark 3.7, one can replace b by its extension b which is weakly dissipative. Therefore, replacing f by f R d , we obtain, by Theorem 4.4 in [17] that there exists v : G → R and ξ : G → R 1×d measurable such that for every x, y ∈ G, for all t ≥ 0,
And the result follows by the boundedness of G.
Remark 3.14. Note that even if 0 ∈ G, the method used in [17] constructs a function v defined on the whole R d and such that v(x) = 0. 
. Moreover there exists v : G → R such that for every x, y ∈ G, for all t ≥ 0,
Proof. First as in the proof of Theorem 3.1 in [22] , we deduce the existence of a function v 1 : G → R which belongs to the space C 2 lip (G) and solutions of the Helmholtz's equation for some
Now consider the following EBSDE:
) is continuous and since for every x ∈ G, f 2 (x, ·) is Lipschitz, one an apply Lemma 3.13 to obtain the existence of a solution
) to EBSDE (3.9) such that v 2 is continuous. We set
Proof. See Theorem 4.6 in [7] . 
Then, let (Y 1,T,t,x , Z 1,T,t,x ) be the solution of the following BSDE, ∀s ∈ [t, T ],
By uniqueness of solutions to BSDE, we deduce that
. Now, we fix infinitely differentiable functions ρ ε : R d → R + bounded together with their derivatives of all order, such that:
where supp denotes the support. Then we define ∀n ∈ N,
Let us denote by X t,x,n,ε the solution of the following SDE, ∀s ≥ t
and let (Y 1,T,t,x,n,ε , Z 1,T,t,x,n,ε ) be the solution of the following BSDE, ∀s ∈ [t, T ]
Then by a stability result, (see for e.g. Lemma 2.3 of [4]), we deduce that
Similarly, defining (Y 2,T,t,x , Z 2,T,t,x ) and (Y 2,T,t,x,n,ε , Z 2,T,t,x,n,ε ) in the same way, we deduce that
Furthermore, by Theorem 4.2 in [16] (note that it can be extended to the case in which the terminal condition and the generator is continuous in x and with polynomial growth in x exactly by the same arguments exposed in the Theorem 4.2 in [8] , the only difference coming from the fact that the authors of this last paper work in infinite dimension for the SDE), if we define u 1,T,n,ε (t,
Similarly, we define u 2,T,n,ε (t, x) := Y 2,T,t,x,n,ε t and then
Therefore, taking t = 0, ∀T > 0
The process β T is progressively measurable and bounded, therefore, we can apply Girsanov's Theorem to obtain that there exits a new probability measure Q T equivalent to P under which
is a Brownian motion. Therefore, denoting by E Q T the expectation with respect to the probability Q T ,
where P t is the Kolmogorov semigroup associated to the following SDE, ∀t ≥ 0,
By Corollary 3.4 and Remark 3.6, we deduce that
Therefore, thanks to (3.11),
We recall the link of such EBSDE with ergodic PDE. Let us consider the following ergodic semilinear PDE for which the unknown is a pair (v, λ):
Lemma 3.18 (Existence of ergodic viscosity solutions). Assume that Hypotheses 3.2, 3.3 and 3.7 hold true then the solution (v, λ) of Lemma 3.15 is a viscosity solution of (3.12).
Proof. Note that v is continuous by Lemma 3.15. The proof of this result is very classical and can be easily adapted from [21] .
Lemma 3.19 (Uniqueness of ergodic viscosity solutions).
Assume that Hypothesis 3.2, 3.3, 3.6 and 3.7 hold true. Then uniqueness holds for viscosity solutions (v, λ) of (3.12) in the class of (continuous) viscosity solutions such that
Proof. Let (v 1 , λ 1 ) and (v 2 , λ 2 ) be two continuous viscosity solutions of (3.12). First we show that λ 1 = λ 2 . Let us fix 0 ≤ t < T < +∞, and let us consider (Y 1,T,t,x , Z 1,T,t,x ) the solution of the following BSDE in finite horizon, ∀s ∈ [t, T ],
And we define (Y 2,T,t,x , Z 2,T,t,x ) similarly, replacing λ 1 by λ 2 . By Lemma 3.10, we deduce that
is a viscosity solution of (3.6). Since v 1 is also a viscosity solution of (3.6), it follows by Lemma 3.11 that ∀t ∈ [0, T ], ∀x ∈ G,
Of course, similarly, ∀t ∈ [0, T ], ∀x ∈ G,
Then, taking t = 0, ∀T > 0,
where, ∀s ∈ [0, T ]
is a measurable and bounded process, by the Girsanov's theorem, there exists a new probability Q T equivalent to P under which (W t + t 0
. Taking the expectation with respect to this new probability, we get
Since v 1 and v 2 are continuous and therefore bounded on G, letting T → +∞ implies that
Then, since λ 1 = λ 2 , it implies that v 1 and v 2 are viscosity solutions of the parabolic PDE:
Then by the strong maximum principle for this parabolic equation (see Proposition 2.1 in [5] ; note that v 1 and v 2 are assumed to be continuous on G and therefore w = v 1 − v 2 is bounded on G), we derive that there exists c ∈ R such that v
, it implies that c = 0, which concludes the proof. 
are Markovian solutions of (3.7) then, defining v 1 and v 2 are continuous by applying the same method as in the proof of Lemma 3.15. Then it follows that (v 1 , λ) and (v 2 , λ 2 ) are viscosity solutions of (3.12). By uniqueness of viscosity solutions, it follows that
4 Large time behaviour
First behaviour
We recall that (Y 
In particular,
Assume that Hypotheses 3.2, 3.3, 3.5 and 3.6 hold true (Markovian case). Then, ∀x ∈ G, ∀T > 0:
i.e.
where u is the viscosity solution of (1.1). In particular,
Proof. The proof is identical to the proof of Theorem 4.1 in [12] . Note that the proof is even simpler since we work with a bounded subset G of R d and then for any probability
where C depends only on G and µ. Note that the proof make appears an important result
which will be useful for what follows. Finally note that for the Markovian case, Hypothesis 3.6 is added in order to obtain uniqueness of viscosity solutions of (1.1).
Second and third behaviour
In this section we introduce a new set of hypothesis without loss of generality. Note that it is the same as Hypothesis 3.5 but with modified assumptions for b. However we write it again for reader's convenience. The remark immediately following this new set of hypothesis justify the fact that there is no loss of generality. Let us denote by (Y t,x s , Z t,x s , λ) s≥0 the solution of the EBSDE (3.7) when X x is replaced by X t,x . We recall that this solution satisfies
Hypothesis 4.1. There exists C > 0 such that
Remark 4.2. Note that asking b to be C 1 Lipschitz and dissipative is not restrictive. Indeed, let us consider b : G → R d only Lipschitz. Let us recall that the purpose of this paper is to study the large time behaviour of the viscosity solution of
is a continuous function in x and Lipschitz in z. Therefore, under our assumptions, we can always consider the case b being C 1 Lipschitz and dissipative by replacing b by (x → −x) and f by f if necessary. Note that it only changes the stochastic problem, not the deterministic one. 
where u is the viscosity solution of (1.1) and v is the viscosity solution of (3.12). Furthermore the following rate of convergence holds
Proof. Let us start by defining
We recall that Y
Note that (x → w T (0, x)) is continuous and bounded uniformly in T by (4.1). Therefore one can extend the definition of w T (0, x) to the whole R d into a continuous and uniformly bounded in T function by setting w T,R d (0, x) := w T (0, Π(x)) where Π is the projection on G.
We recall that for all T, S ≥ 0, u T is the unique solution of
and that u T +S is the unique solution of
By uniqueness of viscosity solutions, it implies that u T (0, x) = u T +S (S, x), for all x ∈ G, and then,
For every T ≥ t, the process (w T (s, X t,x s )) s∈[t,T ] satisfies the following BSDE in infinite horizon, ∀t ≤ s ≤ T < +∞,
Since we do not have a basic coupling estimate Lemma for the reflected process X t,x , we will use an approximation procedure. We fix infinitely differentiable functions ρ ε : R d → R + bounded together with their derivatives of all order, such that:
where supp denotes the support. Then we define ∀n ∈ N, In what follows, we will use the following notation. If q α,n,ε denotes a function depending of the parameters α, n and ε, then
Let us come back to the equation (4.2). Then if we define, for all s ≥ t,
by the dominated convergence theorem and thanks to (4.4), for all T ≥ t lim α,n,ε
Note that by Theorem (4.2) in [16] , if we define
Therefore, we have the following representation, ∀s ≥ t,
Let us denote by (Y T,t,x,α,n,ε s , Z T,t,x,α,n,ε s ) s≥t the solution of the following BSDE in finite horizon, ∀s ∈ [t, T ]
where, for all
t,x,α,n,ε r ).
We define, for all z ∈ R 1×d ,
The assumption (A2) of [4] is satisfied, indeed:
Now we show that the assumption (A3) of [4] is satisfied. We have, ∀s ∈ [t, T ],
Then, with the help of (4.5), since f R d (·, z) is continuous for all z ∈ R 1×d , since lim n E sup t≤s≤T |X t,x,n,ε s − X t,x s | 2 = 0 and since |f R d (x, 0)| is bounded, we obtain by the dominated convergence theorem
Furthermore, by continuity and boundedness of (g + v) R d , we deduce by the dominated convergence theorem:
Thus assumption (A3) of [4] is satisfied. Therefore, by Lemma 2.3 of [4] , we obtain:
Thus, ∀x ∈ G,
Now we are in force to apply the method exposed in [12] for the quantity Y T,0,x,α,n,ε 0 with slight modifications. Let us write the full proof for reader convenience.
First we establish the following Lemma. 
We stress the fact that C depends only η, σ, G. The constants C T ′ depends only on the same constant and T ′ .
Proof. The first estimate is a direct consequence a the Girsanov's theorem. Indeed, we have,
, Z
x,α,n,ε r ) dr
Since β is a measurable and bounded process, there exists a new probability equivalent to P, Q T,α,n,ε under which (W s + s 0 β r dr) r∈[0,T ] is a Brownian motion. Therefore, thanks to estimate (4.1):
Let us establish the second and third inequality of the lemma. First we notice that thanks to equation (4.3) 
We recall that we have the following representation:
Furthermore, by Theorem 4.2 in [16] (note that it can be extended to the case in which the terminal condition and the generator is continuous in x and with polynomial growth in x exactly by the same arguments exposed in the Theorem 4.2 in [8] , the only difference coming from the fact that the authors of this last paper work in infinite dimension for the SDE), if we define
Therefore, we can apply the same method as exposed in [12] to obtain the second and third estimate.
Let us conclude the proof. From Lemma 4.4, we derive that, thanks to equation (4.7) that,
By estimate (4.8) one can construct, by a diagonale procedure, a sequence (T i ) i ր +∞ such that for a function w : D → R defined on a countable dense subset D of G the following holds
By using inequality (4.9) it is possible to extend w to the whole G. Indeed if x ∈ D, then there exists (x p ) p∈N ∈ D N such that x p → x. Thus if we set w(x) := lim p→+∞ w(x p ), one can check that w Ti (x) −→ i→+∞ w(x) for any x ∈ R d . Now, by the third estimate in Lemma 4.4, we deduce that w(x) is a constant function, that is there exits L ∈ R such that ∀x ∈ G, w(x) = L. Since G is compact, {w T (0, ·); T > 1} is a relatively compact subspace of the space of continuous function G → R for the uniform distance (denoted by (C (G, R), ||·|| ∞ )) thanks to estimates (4.8) and (4.9) . Note now that L is an accumulation point of {w T (0, ·); T > 1} since w Ti converges uniformly toward L by estimate (4.9). Therefore, if we show that {w T (0, ·); T > 1} admits only one accumulation point, it will imply that
Now we claim that the accumulation point is unique. Let us assume that there exists another subsequence (T ′ i ) i∈N ր +∞ and w 2 (·) ∈ C (G, R) such that
Then, by estimate (4.10), there exists L 2 ∈ R such that ∀x ∈ G, w 2 (x) = L 2 . In other words,
Let us write, ∀x ∈ G, ∀T, S > 0,
and where
Taking the expectation with respect to the probability Q T,α,n under which W T,S is a Brownian motion, we get
where P t is the Kolmogorov semigroup of the following SDE, defined ∀t ∈ R + :
This implies, substituting T by T 
Then,
We have for all x ∈ G, which concludes the proof of the Theorem.
Application to an ergodic control problem
In this section, we show how we can apply our results to an ergodic control problem. We assume that Hypotheses 3.2 and 3.3 hold. Let U be a separable metric space. We define a control a as an (F t ) t≥0 -predictable U -valued process. We will assume the following.
where E a,T denotes the expectation with respect to P The associated optimal control problem is to minimize the cost J(x, a) over all controls a : Ω × [0, +∞[→ +∞, progressively measurable. We notice that w Furthermore, if ∀x, z the infimum is attained in (5.1) then we have the equality:
where a t = γ(X x t , ∇v(X x t )σ). Finally, we apply our result to obtain the following theorem. Proof. The proof is a straightforward consequence of the two previous lemmas above and of Theorem 4.3.
