We propose a new continuous-time formulation for first-order stochastic optimization algorithms such as mini-batch gradient descent and variancereduced techniques. We exploit this continuoustime model, together with a simple Lyapunov analysis as well as tools from stochastic calculus, in order to derive convergence bounds for various types of non-convex functions. We contrast these bounds to their known equivalent in discrete-time as well as derive new bounds. Our model also includes SVRG, for which we derive a linear convergence rate for the class of weakly quasi-convex and quadratically growing functions.
Introduction
We consider the problem of finding the minimizer of a smooth non-convex function f : R d → R:
x * := arg min x∈R d f (x).
(1)
We are here specifically interested in a finite-sum setting which is commonly encountered in machine learning and where the objective function f can be written as a sum of individual functions over datapoints.
In such settings, the optimization method of choice is Stochastic Gradient Descent (SGD) which simply iteratively computes a stochastic gradient based on a sampled datapoint. The advantage of this approach is its cheap periteration complexity which is independent of the total number of datapoints. This is of course especially relevant given the rapid growth in the size of the datasets commonly used in machine learning applications. However, the stochastic gradients computed by SGD have a high variance, which very significantly slows down the speed of convergence. In the case where f (x) is a strongly-convex function, SGD achieves a sublinear rate of convergence while its deterministic counterpart (i.e. full Gradient Descent) exhibits a linear rate of convergence.
There are various ways to improve the rate of convergence of SGD. The first obvious alternative is to use mini-batch in or-der to reduce the variance: [Friedlander and Schmidt, 2012] showed that a controlled increase of the size of the minibatch allows to recover fast rates of convergence. Another alternative that has become popular in the past few years is to use variance reduction techniques such as SVRG [Johnson and Zhang, 2013] , SAG [Roux et al., 2012] , SAGA [Defazio et al., 2014] , ... The high-level idea behind such techniques is to re-use past gradients in order to reduce the variance of the stochastic gradients. When f is a strongly-convex function, variance-reduced techniques allow to recover a linear rate of convergence. These methods have also been analyzed in some non-convex settings, where they can be shown to also yield some speed-ups, see e.g [Reddi et al., 2016] .
The common idea that allows mini-batch (MB) and variancereduction (VR) to improve the rate of SGD is to decrease the variance of the stochastic gradients. Based on this observation, the main contribution of our work is a novel framework that integrates both methods and allows for a simple Lyapunov analysis to derive rates of convergence. We follow a different paradigm from [Johnson and Zhang, 2013] and [Friedlander and Schmidt, 2012 ] that analyze the discrete-time representations of MB and VR respectively. Instead, we analyze the continuous-time dynamics which is a natural representation to consider since it does not depend on the choice of any stepsize which typically affects the speed of convergence of the algorithm.
In continuous time, SGD translates to a stochastic Gradient Flow described by the stochastic differential equation (SDE)
where B(t) denotes a standard Wiener process (Brownian motion). The analysis of continuous-time algorithms has recently become a popular tool in the optimization and machine learning community. It has already delivered new insights for the analysis of mirror-descent or accelerated gradient-descent [Krichene et al., 2015 , Su et al., 2014 .
Building upon a simple Lyapunov analysis together with tools from stochastic calculus, we analyze a continuous-time model for mini-batch SGD and variance-reduced methods. Specifically, we make the following contributions:
1. We re-derive many important known results for SGD with decreasing and fixed stepsize (see e.g.
[Moulines and Bach, 2011], [Bottou et al., 2018]) arXiv:1810.02565v1 [math.OC] 5 Oct 2018 within a continuous-time framework. The convergence proofs we derive are based on known stochastic calculus techniques and are here extended to various general function classes beyond convexity (e.g. weak quasi-convexity and quadratic growth as well as general smooth functions).
2. We introduce the first continuous-time model of SVRG and show linear convergence of this model to the solution of the problem for the class of weakly quasi-convex and quadratically growing objectives.
3. We derive a novel interpretation of the distribution induced by SGD with a decreasing stepsize, using Øksendal's time change formula.
4. We support our claims with experimental results on various types of objective functions.
2 Unified Models of Stochastic Algorithms
In order to solve Eq. 1, first-order stochastic optimization algorithms only have access to an estimate of the gradient G(x k ) at point x k . The typical example is Stochastic Gradient Descent (SGD) which can be written as
where (s k ) k is the stepsize sequence. As a first step, we will provide the continuous-time representation of this family of algorithms, including both mini-batch and variancereduction methods. As we will see in Sections 4 and 5, this representation will allow us to derive new rates of convergence for certain types of non-convex functions.
Mini-batch gradient estimate
We define the mini-batch gradient estimate as
where I k ⊆ [N ] with |I k | = m k is a random subset of gradients chosen at iteration k. Since the subset I k is random, G M B (x) is a random variable. Its mean and covariance matrix are
whereΣ M B (x) is the single sample empirical gradient covariance matrix at x, i.e.
If N and m k are big enough, the multivariate Central Limit Theorem (see e.g. Theorem 3.9.6 in [Durrett, 2010] 
This motivates the following simplification, which we will keep for the rest of the paper.
Simplification GaussMB
This simplification, which is common in the literature (see e.g. [Mandt et al., 2016 , Krichene et al., 2015 ), is also sound from an information-theoretic point of view since the Gaussian distribution maximizes the entropy over the set of all absolutely continuous distributions with fixed first and second moment [Dowson and Wragg, 1973] . Moreover, we will see in Section 4.2 that the rates we derive for Gradient Flow methods under this simplification are equivalent to existing rates derived for (discrete-time) mini-batch Gradient Descent. Therefore this assumption does not seem to add any particular structure to the continuous-time formulation.
SVRG gradient estimate
The basic idea of the original SVRG algorithm introduced by [Johnson and Zhang, 2013] is to compute a full gradient at some chosen pivot point and combine it with stochastic gradients computed at subsequent iterations. The standard SVRG gradient estimate at iteration k is then defined as
where i k is the index of the random gradient sample chosen at iteration k andx k ∈ {x 0 , x 1 , .., x k−1 } is the pivot used at iteration k. Since i k is selected randomly at each iteration, G V R is a random variable. Its mean and covariance matrix are
We make a simplification similar to the one made earlier for the mini-batch gradient estimate.
Simplification GaussVR
G V R (x k ) ∼ N (∇f (x k ), Σ V R (x k ,x k )).
Building the continuous-time model
In this section, we take inspiration from [Li et al., 2015] and [He et al., 2018] in order to build a continuous-time model for SGD with either the Mini-Batch or the SVRG gradient estimates. The required background material on SDEs can be found in Section A in the Appendix.
Consider the discrete equation of SGD introduced earlier with s k as a non-increasing function of k. Letη = max k s k = s 0 be the largest allowed learning rate. We define η k so that s k =η η k . By definition η k is non-increasing, η 0 = 1 and η k ∈ (0, 1] for all k. In this way, we decoupled the two information contained in s k :η controls the overall size of the learning rate and η k handles its decrease (i.e. it is a normalized quantity). Under Simplification GaussMB and Simplification GaussVR, thanks to Eq. 3, 4, 6 and 7, we can rewrite SGD, with gradient estimates G M B or G V R , using a single equation
where
• Σ(·) is the principal square root 1 of Σ(·), i.e. the unique (see e.g. [Johnson et al., 2001] ) symmetric positive semidefinite matrix such that 2 Σ(·) = Σ(·) Σ(·);
Usually, in SVRG-like algorithms,x k is changed every m iterations. The new pivot is typically chosen to be the last available iterate. The gradient estimate is the most precise at the first iteration after the change of pivot, and becomes more stale in later iterations. This is why the pivot should be changed as frequently as possible and the convergence rate is directly linked to the value of m (see e.g. Theorem 1 in [Johnson and Zhang, 2013] or Theorem 5.1 in [Allen-Zhu and Hazan, 2016] ).
In continuous time, the event "change of pivot" cannot be modeled easily without splitting the integration into multiple intervals. In order to simplify the analysis, we will assume the pivot is always m iterations away from the current iterate. This will therefore yield a worst-case analysis of SVRG.
The resulting simplified SGD model under gradient estimate
For completeness, we also write here the SGD model under gradient estimate G M B (x k ):
1 Let A be a positive semidefinite matrix; by the spectral theorem, A can be diagonalized as A = V DV T , with V an orthogonal matrix and D a diagonal matrix with non-negative diagonal elements (the eigenvalues of A). We can define the principal square root
Readers familiar with the field of stochastic calculus might recognize that MB-PGD and VR-PGD are the Euler-Maruyama discretizations (with stepsizeη) of an SDE (defined in Appendix A.3) and of an SDDE (defined in Appendix A.4), respectively:
is a positive function such that ψ(kη) = η k for every k and dψ(t) dt ≤ 0;
• B(t) is a d−dimensional Brownian Motion on some probability space (Ω, F, P). The natural filtration of this process induces the filtered probability space (Ω, F, {F(t)} t≥0 , P). Every solution to the equations above is required to live in this filtered space, i.e any solution to either MB-PGF or VR-PGF will be F(t)adapted.
Notice that the volatility σ M B (x, t) only depends on the ratio between the stepsize and the mini-batch size.
At this point, we need to ask the question of existence and uniqueness of the solution to MB-PGF and VR-PGF. Some recent papers, for instance [Krichene et al., 2015] , [He et al., 2018] and [Mertikopoulos and Staudigl, 2018] , assume that the volatility matrix σ M B (x, t) is Lipschitz continuous in x, uniformly in t. This makes the proof of existence and uniqueness of the solution to MB-PGF almost trivial. In Theorem 1 we show that such assumption can be avoided at the cost of having a slightly longer proof. This degree of carefulness might not be needed to approximate mini-batch SGD (one can always consider an upper bound on the noise and provide a worst case analysis), but is necessary for variance reduction (which will be addressed later) and adaptive methods (object of future work).
In this paper we indicate as C r b (R d , R m ) the family of r times continuously differentiable functions from R d to R m , with bounded r-th derivative. If b is omitted, then b = ∞. Moreover, we say a function f :
Theorem 1 (Existence and Uniqueness). Assume f ∈ C 3 b (R d , R) to be L-smooth and each f i ∈ C 3 b (R d , R) to be Lsmooth. Then, both MB-PGF and VR-PGF have a unique solution (in the sense of Definitions 7 and 8 in the Appendix) on [0, T ], for any T < ∞. Moreover, let X(t) be the solution of either MB-PGF or VR-PGF. X(t) is continuous and E T 0
To guarantee existence and uniqueness of the solution to the equations we are about to study, we always assume we are in the setting of Theorem 1. As a result, since f (X(t)), ψ(t) and X(t) are continuous functions of time, all integrals in this paper are well defined.
Discretization Last, we show that MB-PGF and VR-PGF actually approximate the dynamics of MB-PGD and VR-PGD in a strong way (see definition in [Kloeden and Platen, 1992] ).
The next theorem is a simple application of Theorems 2.7.3 and 5.5.5 from [Mao, 2007] .
Theorem 2. Suppose the conditions in Theorem 1 hold. Then, the Euler-Maruyama discretizations of MB-PGF and VR-PGF on the interval [0, T ] satisfy
where C does not depend onη, but gets exponentially bigger when increasing T .
Theorem 2 shows that the deviation between the discrete and the continuous process is bounded, therefore justifying the use of continuous-time models to study and better understand algorithms such as SGD and SVRG.
Prerequisites
In this paper, we analyze the convergence behavior of the MB-PGF and VR-PGF models for various types of nonconvex functions presented below.
Many interesting objective functions found in machine learning are non-convex. However, they still, most of the time, exhibit some kind of regularity.
For instance, [Hardt et al., 2016] showed that an LSTM (see e.g. [Hochreiter and Schmidhuber, 1997] ) without non-linearities induces a weakly quasi-convex cost function (defined below). Another important class are functions that satisfy the Polyak-Lojasiewicz property, which is known to be a sufficient condition for Gradient Descent to achieve a linear convergence rate [Polyak, 1963] . This property is formally defined below.
Even if P L functions are not necessarily convex, they still have quite strong properties : for instance, a function which is µ-P L with respect to x * can clearly only have x * as a critical point (specifically, it is the global minimum). Next, we state a slightly weaker condition than P L, which allows multiple local minima.
As shown in [Karimi et al., 2016] 
The converse of this proposition is not true in general. However, the converse holds under the weak quasiconvexity condition introduced in [Hardt et al., 2016] . Unlike convexity, which is required to hold for every pair of points (x, y) in the domain of f , this condition is only required to hold at y = x * , where x * is the global minimum of
Intuitively, the WQC condition just requires the negative gradient to point in the direction of the global minimum. Of course, convex functions are weakly quasi-convex (with τ = 1). In contrast, WQC functions are allowed to be locally concave.
To the best of our knowledge, we are the first to combine weak quasi convexity with quadratic growth. As stated below, it turns out that, if f is L-smooth, the combination of these two inequalities gives a P L inequality.
Proposition 3. Let f ∈ C 1 (R d ; R), be L-smooth, τ -WQC and µ-QG with respect to the same x * . Then f is λ-P L with respect to x * with λ = µ 2 τ 2 4L , i.e.
We prove this proposition in the appendix. In addition, by [Karimi et al., 2016, Theorem 2 ], if f is convex and QG then it is also strongly convex.
Mini-batch algorithms
In this section, we provide convergence rates for the continuous-time models defined in Section 2. First, let us define
Since ψ is continuous and ψ(t) > 0 for all t, the function ϕ is well defined, strictly increasing, continuously differentiable and non-negative. Moreover, ϕ(t) = 0. It is helpful to think of ϕ as a time change t → ϕ(t). Indeed, when ψ(t) = 1 (this corresponds to the case when the stepsize is fixed), this map is the identity. This newly defined time will appear in all of our rates, and will encode the overall "slowing down" effect of having a decreasing stepsize. We explore this in detail in Subsection 4.3.
Next, in analogy to [Krichene and Bartlett, 2017] and [Mertikopoulos and Staudigl, 2018] , we define the function σ 2
where · S denotes the spectral norm.
Intuitively, this is the largest noise variance in every direction at a given time t. Note that this is a function of time, since we allow here the mini-batch to increase with time. In this work, we safely assume σ M B (x, t) is well defined (i.e. not infinity) for every t > 0. We start with a simple lemma that we use to prove convergence of MB-PGF and prove in Appendix C.2.
Lemma 4. Suppose the conditions in Theorem 1 hold. Then, we have
Non-asymptotic rates for MB-PGF
Here we provide some non-asymptotic rates for MB-PGF. We remind the reader that we call x * the global minimum of f , which we assume to be finite.
Proposition 5. (General smooth objectives) Suppose the conditions in Theorem 1 hold and let X(t) be the solution to MB-PGF for t ≥ 0, starting from X(0) = x 0 . Then, for t > 0 we have
. First, we find a bound on the infinitesimal diffusion generator of E which generalizes the concept of derivative for stochastic systems and is formally defined in Appendix A.2.
where in the inequality we used Lemma 4.
Integrating this bound (cf. Lemma 13 in Appendix A.2), we get
Next, notice that
for any t > 0. Using this lower bound and noticing that E(X(t), t) ≥ 0, we get
The result follows after dividing both sides by ϕ(t) t , which is always positive and well defined for t > 0.
In Appendix C, we also derive convergence rates for WQC, QG and P L functions. We organize all these results in Table 1 and discuss the fixed learning rate case ψ(t) = 1 (for which we will analyze VR-PGF later) in Appendix C.3, showing correspondence with the results in [Bottou et al., 2018] . Note that, for WQC objectives, the constant L does not appear in the rate of Proposition 20. However, smoothness is required for existence and uniqueness of the solution, as we saw in Theorem 1. Moreover, the bounds for P L objectives and for WQC and QG objectives coincide for quadratic isotropic functions, where we have τ = 2 and L = µ.
Asymptotic rates for MB-PGF
Here we study the asymptotic convergence properties of MB-PGF, plugging in ψ(t) = 1/(t + 1) a for some a > 0. Corollary 6. (Asymptotic rate, smooth objectives) Suppose the conditions in Theorem 1 hold and assume that the volatility is constant and isotropic: σ M B = σ # I d . Under the choice ψ(t) = (t + 1) −a , with 0 < a ≤ 1, let X(t) be the solution to MB-PGF for t ≥ 0 starting from X(0) = x 0 . Then, for t big enough,
Proof. Under constant volatility σ M B = σ # I d , thanks to Proposition 5, we know that
First, notice that if a > 1, lim t→∞ ϕ(t) < ∞ and we cannot retrieve convergence. Else, for 0 < a < 1, the deterministic
is O t 1−a and O log −1 (t) for a = 1. The stochastic term 1
for a = 1 2 and O(1) for a = 1. The assertion follows combining asymptotic rates just derived for the deterministic and the stochastic term.
Condition Bounded term
Deterministic effect Stochastic effect Prop. In Appendix C.4, we also derive asymptotic rates for WQC and QG functions. We organize these results in Table 2 . Table 2 : Summary of the results discussed in this section: For MB-PGF considering the last iteration or the infimum over past history (denoted by inf.), we provide rates of convergence of the form t β corresponding to learning rate sequences ψ(t) = O(t −a ), where β is shown as a function of a. For each method, the main assumptions are listed (µ: quadratic growth , L: smoothness, τ : weak quasi-convexity). We draw the attention of the reader to the entries marked in bold, which differ from Table 1 
Notice that, differently from [Moulines and Bach, 2011], our results do not require convexity or strong convexity, but their relaxed counterpart: weak convexity and quadratic growth. Asymptotic bounds do not seem to be affected 3 by this relaxation, as was also noted in [Hardt et al., 2016] for a particular case.
Effects of a decreasing learning rate
What intrigues us most about the results in Table 1 is the role of the variable ϕ(t) := t 0 ψ(s)ds, where we remind that ψ(t) ∈ C 1 (R, R) is the function which describes the decrease in learning rate for mini-batch SGD.
Consider MB-PGF with constant volatility
We remind the reader of the time change formula for SDEs derived in [Øksendal, 1990] .
Theorem 7 (Øksendal time change). Let ϕ(t) and ψ(t) be as above. Let X(t) be the solution to
Then, for any t > 0, X(t) has the same distribution as
The time change formula tells us that X, the solution to Eq. 12, behaves in distribution as Y , the solution to
with the equivalence Y ϕ(t) −1 = X(t). In other words, Eq. 12 and Eq. 13 induce the same exact distribution, up to a time stretch. Therefore, the price we have to pay for a decreasing volatility ψ(t) 1 2 σ # I d is to slow down our clock from t to ϕ(t).
This result can introduce useful simplifications for the analysis of stochastic algorithms. Namely, it allows one to study the properties of SGD without having to directly include the decreasing learning rate in the analysis, considering just the effect of the time change at the very end. In addition, in Appendix D, we provide an alternative interpretation of ψ(t) as performing a landscape stretching. In particular we show that, for a quadratic function, if we want to keep our original clock (i.e. work with the original time variable t and not ϕ(t)), the choice ψ(t) = 1/(t + 1) stretches the function landscape making it look like a cubic function around the solution. Hence, strong-convexity is lost and, as we show in Table 2 , the rate becomes sublinear (see also [Nemirovsky and Yudin, 1983] ).
Variance-reduced algorithms
In this section, we provide convergence rates for VR-PGF, introduced in Section 2. Usually, in SVRG-like algorithms, the learning rate is kept fixed throughout the optimization procedure. This because there is no need to "slow down" the algorithm if one is already pivoting on a past gradient. Hence, in this section, we choose ψ(t) = 1.
We remind the reader that, to construct VR-PGF, we assumed the pivot is m steps away (i.e. the time delay is T =ηm) from the current iterate. To proceed, we formulate the following condition.
Condition MD (Moderate decrease) Let X be the solution to VR-PGF with time delay T. There exists a constant D so that, for all t > 0,
A cartoon representation of this condition can be found in Figure 8 , in Appendix E. This condition is giving a uniform best-scenario geometric bound on the convergence rate, for a fixed T: we require that, in expectation, the cost never drops by −D × 100% in m iterations. We empirically study this condition in Section 5.1.
Condition MD, combined with standard SVRG-type of arguments, induces the following lemma, which we prove in Appendix E.
Lemma 8. Suppose the conditions in Theorem 1 hold and that f is µ-QG. Moreover, let X be the solution to VR-PGF and assume Condition MD holds for the selected delay T. Then, we have
Proposition 9. Suppose the conditions in Theorem 1 hold and that f is τ − W QC and µ−QG with respect to x * . Let X(t) be the solution to VR-PGF with delay T for t ≥ 0, starting from X(s) = x 0 for s ∈ [T, 0]. Moreover, assume Condition MD holds for the delay T. Then, for t ≥ 0
Proof. We define the VR-deflated (cf. proof of Proposition 23) energy
First, we compute an upper bound on the infinitesimal diffusion generator of E. where in the second inequality we used quadratic growth. Hence,
where in the last inequality we used weak quasi-convexity. Next, thanks to Lemma 13 in Appendix A.2, we get
Using Fubini's theorem, we can take the expectation inside the integral. Thanks to Lemma 33, the integrand is always negative. Hence,
which proves the assertion.
It is natural to compare this result with the equivalent bound for MB-PGF in Proposition 23 : the stochastic term present in MB-PGF disappears for VR-PGF, meaning that we are able to converge exactly to x * while keeping ψ(t) = 1. The price we have to pay for this, in addition to the sporadic full gradient computations in the algorithmic equivalent, is a penalty term ρ in the bound.
Comparison with SVRG
In VR-PGF we would expect ρ in Lemma 8 to grow as a function of T. This is because in SVRG if we update the T As m gets bigger, rate gets worse Figure 2 : We plot the penaltyρ = 4ηL 2 µ (1 +D) as a function of T, whereD is the empirical estimate of the smallest allowed constant D in Condition MD for a fixed T. In the simulation, x ∈ R 5 , f = 1 2 x 2 and the discretization stepsize isη = 10 −3 . The we ran 100 simulations for each value of T.
pivot less frequently, we get a slower convergence rate. Indeed, Theorem 1 in [Johnson and Zhang, 2013] shows that, for strongly convex functions, the convergence of the pivot sequence is geometric (for big enough m) with parameter
Hence, the decrease 4 from one iteration to the next is geometric with rate α 1/m . In Figure 1 , we observe that the rate is strictly increasing as m gets bigger. However, in practice, the general takeaway from the classical analysis of SVRG is that, for m sufficiently small, we get the same rate as fullbatch (i.e. noiseless) Gradient Descent, without incurring the additional complexity coming from full gradient calculations at each iteration. In Figure 2 , one can see that we have a similar empirical behavior for ρ : for small enough T, the penalty term ρ in Proposition 9 is almost negligible, and the rate becomes equal to the one in Proposition 23, for σ M B = 0I d , which refers to the standard Gradient Flow (GF) ODEẊ = −∇f (X).
Experimental results
We validate some of our claims with experiments on simple quadratic functions. We relegate more advanced simulations on non-convex functions (specifically, on f (x) = 1 2 x 2 + sin 2 (x)) to Appendix F. In Figure 3 we plot the dynamics of MB-PGF, GF(noiseless case of MG-PGF) and VR-PGF on the quadratic f (x) = 1 2 x 2 (which is 2-WQC, 1-QG), with x ∈ R 5 . In all the corresponding discrete algorithms (i.e. in our simulation using Euler Maruyama, as discussed in Section 2), the learning rate is kept fixed and equal to the discretization stepsizeη = 10 −3 (i.e. ψ(t) = 1). For VR-PGF, the Euler-Maruyama simulation is performed using an isotropic diagonal volatility, which matches the upper bound on the trace of the SVRG noise variance provided by Corollary 32 in Appendix E. First, we notice that the bound for MB-PGF provided by Proposition 23 is tight 4 It would make more sense to normalize using m+N instead of m, where N is the size of the dataset. However, here for simplicity we assume m N . Figure 3 : Dynamics on the quadratic f = 1 2 x 2 with x ∈ R 5 . We perform discretization using Forward Euler with stepsizeη = 10 −3 . We plot results for MB-PGF with σ M B = σ # I d and σ # = 1, along with the bound in Proposition 23. This is compared with VR-PGF with T = 1.5 and T = 2.5. Multiple runs for VR-PGF are shown in Figure 11 in Appendix F.
for isotropic quadratics, and is able to model very well the expected dynamics. On the other hands, the dynamics of VR-PGF match with Proposition 9 and with the empirical quantification of ρ in Figure 3 . In particular, for T = 1.5 VR-PGF empirically (on the 100 samples simulation in Figure 3) has an almost negligible penalty ρ = 0.1. Indeed, we clearly see that the dynamics of VR-PGF and GF are almost identical in this case. In contrast, for T = 2.5, we start to see VR-PGF slowing down because of the large delay (corresponding to an m = 2500 in SVRG). Indeed, the corresponding empirical penalty ρ is 0.6 in this case, which, according to Proposition 9, has to be subtracted from the weak quasi-convexity constant τ = 2 in the rate.
Discussion
In this work, we studied a model that integrates both mini-batch and variance-reduced methods. We derive rates of convergences for several classes of non-convex functions using a simple Lyapunov analysis. To the best of our knowledge, many of these results are new while others have been partially derived in previous work. This includes the work of [Mertikopoulos and Staudigl, 2018] and [Raginsky and Bouvrie, 2012] , who studied a continuoustime representation for SGD, but focused on convex functions while we consider more general function classes. In addition, our analysis also allows for decreasing stepsizes and variance-reduction. We note that SDEs have already delivered new insights for the analysis of mirror-descent or accelerated gradient-descent [Krichene et al., 2015 , Su et al., 2014 , to which our approach could be combined in order to analyze an accelerated variance-reduced method.
[Krichene and Bartlett, 2017] We will always require our functions to be smooth as defined below.
In some of our proofs, we will make use of the following result.
Proposition 10.
We provide the proof of Proposition 3.
Proposition 11 (Proposition 3 restated). Let f ∈ C 1 (R d ; R), be L-smooth, τ -WQC and µ-QG with respect to the same x * . Then f is λ-P L with respect to
Proof. We start by simply combining the τ -WQC and µ-QG assumptions at a general point x ∈ R d , x = x * . This gives us
Using the Cauchy-Schwarz inequality, we get
Dividing everything by x − x * and taking the square,
which we write for convenience as x − x * 2 ≤ 4 τ 2 µ 2 ∇f (x) 2 . Thanks to Proposition 10, we have
Using now Eq. 14 on the RHS,
This completes the proof.
A.2 Itô's lemma and Dynkin's formula
In this paper, we indicate as ∂ We start with some notation: let (Ω, F, {F(t)} t≥0 , P) be a filtered probability space, we call L p ([a, b], R d ), with p > 0, the
Moreover, we denote by M p ([a, b], R d ), with p > 0, the family of R d -valued processes {f (t)} a≤t≤b in L([a, b], R d ) s.t.
E b a f (t) p dt ≤ ∞. We will write h ∈ L p R + , R d , with p > 0, if h ∈ L p [0, T ], R d for every T > 0. Same definitions holds for matrix valued functions using the Frobenius norm A := ij |A ij | 2 .
We proceed with a definition.
Definition 5. A d-dimensional Itô process is an R d -valued continuous F(t)-adapted process of the form
We shall say that X(t) has the stochastic differential
We now state Itô's formula using the same notation as [Mao, 2007] .
Theorem 12. (Itô's lemma) Let X(t) be an Itô process with stochastic differential dX(t) = f (t)dt + g(t)dB(t). Let E (x, t) be twice continuously differentiable in x and continuously differentiable in t, taking values in R. Then E(X(t), t) is again an Itô process with stochastic differential
which we sometimes write as
Following [Mao, 2007] , we can define an Itô diffusion differential operator A as
It is then clear that, thanks to Itô's lemma,
Moreover, by the definition of an Itô process, we know that, at any time t > 0,
Taking the expectation, ∂ X E(X(t), t), σ(t) ∈ M 2 ([0, T ], R), and the stochastic integral vanishes using the Itô isometry. We then have
This result can be generalized for stopping times and is known as Dynkin's formula.
Say we want to find an upper bound to the function E[E(X(t), t)]. One way to find it, which is indeed very useful, is to integrate an upper bound of the diffusion operator.
Definition 6. u(E(X, t)) is called an upper bound on A E(X, t) if for any X ∈ R d and any t > 0
A E(X, t) ≤ u(E(X, t)).
We have the following lemma, which will often be used in later sections.
Lemma 13. Let u(E(X, t)) be an upper bound on A E(X, t), then
Proof. Using Dynkin's formula,
A.3 Stochastic differential equations
Stochastic Differential Equations (SDEs) are equations of the form
Notice that this is different from what we wrote in Theorem 12, since X(t) also appears on the RHS. Hence, we need to define what it means for X(t) to solve an SDE.
Definition 7. Let X(t) be stochastic process defined for 0 ≤ t ≤ T , taking values in R d and deterministic initial condition X(0) = x 0 . Let b(X(t), t) and σ(X(t), t) be Borel measurable, X(t) is called a solution to the corresponding SDE if 1. X(t) is continuous and F(t)-adapted;
Moreover, the solution X(t) is said to be unique if any other solution X * (t) is such that P {X(t) = X * (t), for all 0 ≤ t ≤ T } = 1.
Notice that the solution to a SDE is an Itô process, and we can therefore use Theorem 12. The following theorem gives a sufficient condition on b(X(t), t) and σ(X(t), t) for the existence of a solution to the corresponding SDE.
Theorem 14. Assume that there exist two positive constantsK and K such that
Then, there exists a unique solution X to the corresponding SDE , and X ∈ M 2 ([0, T ], R d ).
In [Mao, 2007] , these two conditions are written slightly differently, but they are completely equivalent to ours. Here we write them in this way to match the ones given for ODEs and to avoid confusing the reader.
The Euler-Maruyama discretization method for a SDE on the interval [0, T ] works as follows :
(a) fix a stepsize ∆t;
(b) initializex 0 = x 0 ;
(c) solve the following equation recursively with the use of a random number generator, until ∆t(k + 1) ≥ T :
A.4 Functional SDEs
SDEs describe Markovian (also know as memoryless) processes: a Markovian process is a system where the current state completely determines the future evolution. Indeed, in an SDE, the RHS only depends on X(t) and on t. To model variancereduction methods such as SVRG [Johnson and Zhang, 2013] , we will need a continuous time model which also retains some information about the past. This was also noted in [He et al., 2018] .
Let (Ω, F, {F(t)} t≥0 , P) be a complete filtered probability space. Functional Stochastic Differential Equations (FSDEs) are equations of the form
where X (0,t] is the past history of X up to time t. Here we focus on a particular type of FSDE, namely Stochastic Differential Delay Equations (SDDEs):
where τ > 0 is fixed. As we did for SDEs, we have to define what does it mean for X(t) to solve an SDDE.
Definition 8. Let X(t) be stochastic process defined for −τ ≤ t ≤ T and taking values in R d , with deterministic initial condition X(s) = x 0 for −τ ≤ s ≤ 0. Let b(x, y, t) and σ(x, y, t) be Borel measurable, X(t) is called a solution to the corresponding SDDE if 1. X(t) is continuous and F(t)-adapted;
Moreover, A solution X(t) is said to be unique if any other solution X * (t) is such that
We state now one existence and uniqueness theorem for SDDEs, which is adapted from equations 5.2 and 5.3 in [Mao, 2007] .
Theorem 15. Assume that there exist two positive constantsK and K such that for all x,x, y,ȳ ∈ R d and for all t ∈ [0, T ]
(Lipschitz condition)
Then there exists a unique solution X to the corresponding SDDE and X ∈ M 2 ([−τ, T ], R d ).
The Euler-Maruyama discretization method for an SDDE on the interval [0, T ] works exactly as for SDEs:
1. fix a stepsize ∆t and define the discrete-time delay as q = τ ∆t ;
2. initializex k = x 0 for −q ≤ k ≤ 0;
3. solve the following equation recursively with the use of a random number generator, until δt(k + 1) = T
B Existence and Uniqueness
We remind again to the reader that in this paper we indicate as C r b (R d , R) the family of r times continuously differentiable functions from R d to R, with bounded r-th derivative. If b is omitted, then b = ∞. Moreover, let A be a positive semidefinite matrix; by the spectral theorem, A can be diagonalized as A = V DV T , with V an orthogonal matrix and D a diagonal matrix with non-negative diagonal elements (the eigenvalues of A). We can define the principal square root √ A := V D 1/2 V T , where D 1/2 is the elementwise square root of D. It is clear that √ A is also positive semidefinite and A = √ A √ A.
We start with a crucial lemma which can be found in [Ikeda and Watanabe, 2014, Proposition 6.2] or in [Stroock and Varadhan, 2007, Theorem 5.2.3] . R) . Then, Σ(x) is globally Lipschitz w.r.t. the Frobenius norm, meaning that there exists a constant K such that for every
For convenience of the reader, we write again here the MB-PGF and VR-PGF equations, which are defined in Section 2, along with some details from that section. R) is a positive function with dψ(t) dt ≤ 0, and ψ(0) = 1;
We proceed with the proof of existence and uniqueness.
Theorem 17 (Existence and Uniqueness, Theorem 1 restated). Assume f ∈ C 3 b (R d , R) to be L-smooth and each f i ∈ C 3 b (R d , R) to be L-smooth. Then, both MB-PGF and VR-PGF have a unique solution (in the sense of Definitions 7 and 8) on [0, T ], for any T < ∞. Moreover, let X(t) be the solution of either MB-PGF or VR-PGF; X(t) is continuous and E T 0
We first prove the theorem for MB-PGF, then we extend it to VR-PGF.
Proof. (MB-PGF) We basically need to check the conditions of Theorem 14. First, we notice that ∇f (x) and σ M B (x, t) are both Borel measurable because they are continuous.
Drift : We now verify the Lipschitz condition for the drift term ψ(t)∇f (X(t)). For every t ≤ 0 we trivially have that, since ψ(t) ≤ 1 and f is L-smooth,
Next, we verify the linear growth condition. For every t ≥ 0, using the reverse triangle inequality and the fact that ψ(t) ∈ (0, 1]
Thus, we have linear growth with constant K := max { ∇f (0) , L}: for every t ∈ [0, T ] and x ∈ R d ,
Volatility : We need to verify the same conditions for the volatility matrix σ M B (x, t). Let us define g i (x) = ∇f (x) − ∇f i (x). Using the definition of Frobenius norm, the linearity of E, the cyclicity of the trace functional, and the fact that ψ(t) ∈ (0, 1], we get
Since g i (x) is L-Lipschitz, by the same argument used above for the drift term, we have g i (x) 2 ≤ C(1 + x 2 ) for some C > 0 and all i ∈ [N ]. Plugging this in,
To conclude the proof of linear growth, we notice that for any p ∈ R, 1 + p 2 ≤ 2(1 + |p|). Thus for B := 2D, we have
Last, the global Lipschitzianity of σ M B (x, t) follows directly from Lemma 16 using the fact that f is R) , because then the gradients are of class C 2 and σ V R is a smooth function of these gradients.
Proof. (VR-PGF) This time we need to check the conditions of Theorem 15. The requirements on the drift term are satisfied, as already shown in the proof for MB-PGF, since there is no delay in the drift. To verify the conditions on σ V R (x,x) we proceed again as in the proof for MB-PGF, using Lemma 16 but this time on the joint vector (x,x) (n in the lemma is 2d), using the norm subadditivity.
C Convergence proofs
We now provide the proofs for the theorems listed in Section 4.
C.1 Supporting lemmas
The next lemma can also be found in [Krichene and Bartlett, 2017] . Let A S denote the spectral norm of A (square root of the maximum eigenvalue of A T A).
Lemma 18. Consider two symmetric d−dimensional square matrices P and Q. We have
Proof. Let P j and Q j be the j-th row(column) of P and Q, respectively.
where we first used the Cauchy-Schwarz inequality, and then the following inequality:
where e j is the j-th vector of the canonical basis of R d .
We recall to the reader that the function σ 2 * (t) : R → R is defined as
We use the previous lemma to derive another key result below.
Lemma 19 (Lemma 4 restated). Suppose the conditions in Theorem 1 hold. Then, we have
Proof. We will just prove the first inequality, since the proof for the second is very similar.
where in the equality we used the cyclicity of the trace, in the first inequality we used Lemma 18 and in the last inequality we used the definition of σ 2 * (t) and smoothness.
C.2 Non-asymptotic rates
Proposition 20. (Weakly quasi-convex objectives 1) Suppose the conditions in Theorem 1 hold and that f τ -WQC with respect to a finite global minimum x * . Let X(t) be the solution to MB-PGF for t ≥ 0, starting from X(0) = x 0 . Then, for t > 0 we have
Proof. Define E(X(t)) := 1 2 X(t) − x * 2 . First, we compute an upper bound on the infinitesimal diffusion generator of E.
where in the first inequality we used Lemma 19 and in the second inequality we used the τ -WQC property.
Next, using Lemma 13, we get
Notice that
for any t > 0. Dividing everything by t > 0, using this lower bound and the fact that E[E(X(t), t)] ≥ 0, we get
The result follows after dividing both sides by ϕ(t) t , which is always positive and well defined for t > 0. Proposition 21. (Convex Objectives) Suppose the conditions in Theorem 1 hold and that f is convex. Let X(t) be the solution to MB-PGF for t ≥ 0, starting from X(0) = x 0 . LetX(t) = t 0 X(s)ds. Then, for t > 0 we have
Proof. The proof is exactly the same as the one of Proposition 20 (with τ = 1), we only have to change the inequality in Eq. 20 to the following
where we used Jansen's inequality, since f is convex.
• in the first inequality we used the fact thatφ(t) = ψ(t) and Lemma 19;
• in the second inequality we used the µ-QG property;
• in the third inequality we used the τ -WQC property.
Next, using Lemma 13 and plugging in the definition of E, we get
Next, we multiply both sides by L. Using the smoothness property in Eq. 10, we get
Finally, we multiply both sides by µ and use again the µ-QG property
Multiplying both sides by 1 µ e −τ µϕ(t) we get the result.
The next proposition was also proved in the deterministic setting in [Yang et al., 2016] .
Proposition 24. (Polyak-Lojasiewicz objectives) Suppose the conditions in Theorem 1 hold and that f is µ-P L with respect to the finite global minimum x * . Let X(t) be the solution to MB-PGF for t ≥ 0, starting from X(0) = x 0 . Then, for t ≥ 0 we have
Proof. Define E(X(t), t) := e 2µϕ(t) (f (X(t)) − f (x * )). First, we find a bound on the infinitesimal diffusion generator of E.
where n the first inequality we used the fact thatφ(t) = ψ(t) and Lemma 19 and in the second inequality we used the µ−P L assumption.
Finally, using Lemma 13 and plugging in the definition of E, we get
C.3 Ball of convergence for fixed learning rates
In this paragraph we will pick ψ(t) = 1 and study the ball of convergence of MB-PGF. We will then compare our results with [Bottou et al., 2018] and summarize the results in Table 3 .
Corollary 25. (Asymptotic ball for general smooth objectives, ψ(t) = 1) Suppose the conditions in Theorem 1 hold and that the volatility is constant and isotropic: σ M B = σ # I d . Under the choice ψ(t) = 1, let X(t) be the solution to MB-PGF for t ≥ 0 starting from X(0) = x 0 . Then, for t > 0, we have
Proof. Starting from Proposition 5, we get
Remark 1. The ball size we just found in Corollary 25 perfectly matches the result in [Bottou et al., 2018, Theorem 4.8] : for learning rateη small enough, SGD with noise expected norm squared bounded by 6 M/2 is such that
Corollary 26. (Asymptotic ball for WQC objectives, ψ(t) = 1) Suppose the conditions in Theorem 1 hold and that f is τ -WQC with respect to a finite global minimum x * . Moreover, assume that the volatility is constant and isotropic: σ M B = σ # I d . Under the choice ψ(t) = 1, let X(t) be the solution to MB-PGF for t ≥ 0 starting from X(0) = x 0 . Then, for t > 0, we have
Proof. Identical to Corollary 25.
Corollary 27. (Asymptotic ball for WQC and QG objectives, ψ(t) = 1) Suppose the conditions in Theorem 1 hold and that f is τ -WQC and µ-QG with respect to a finite global minimum x * . Moreover, assume that the volatility is constant and isotropic: σ M B = σ # I d . Under the choice ψ(t) = 1, let X(t) be the solution to MB-PGF for t ≥ 0 starting from X(0) = x 0 . Then, for t > 0, we have
Proof. Starting from Proposition 24, using the hypothesis on σ * (t).
Ef
Remark 2. The ball size we just found in Corollary 27 perfectly matches the result in [Bottou et al., 2018] in Theorem 4.6: forη small enough, SGD with noise expected norm squared bounded by M/2 is such that
We can verify the bound in Corollary 27 using the function f (x) = µ 2 x T x. This function is isotropic, so µ = L. Under persistent noise σ 2 # the MB-PGF is dX(t) = −µX(t)dt + σ # dB(t). Using Itô's lemma we can get a differential equation for the expectation: E[df (X(t))] = −2µf (X(t)) 2 dt + µσ 2 # d 2 . This has solution Ef (X(t) = f (x 0 )e −2µt + dσ 2 # 4 , which perfectly matches the bound in Corollary 27 plugging in τ = 2. In Figure 4 and 5 one can see a simulation for d = 1 and d = 100, keeping the noise constant at σ # = 0.1 and µ = 2. One can clearly see that the bound is increasing with the number of dimensions. Moreover, by the law of large numbers, the variance in f (X) is decreasing with the number of dimensions (it is a sum of χ 2 distributions).
Condition Bounded term
Upper Bound Bound limit Prop. C.4 Asymptotic results for decreasing learning rates Corollary 28. (Asymptotic rates for WQC objectives) Suppose the conditions in Theorem 1 hold and that f is τ -WQC with respect to a finite global minimum x * . Moreover, assume that the volatility is constant and isotropic: σ M B = σ # I d . Under the choice ψ(t) = (t + 1) −a , with 0 < a ≤ 1, let X(t) be the solution to MB-PGF for t ≥ 0 starting from X(0) = x 0 . Then, for t big enough,
Moreover, for 1 2 ≤ a ≤ 1 we can avoid taking the infimum:
Proof. The first part is identical to Corollary 6 using this time Proposition 20. Regarding the second part, we indeed need to use Proposition 22, which, for
for a = 1 and O(1) (i.e. does not converge to 0) for a > 1.
The stochastic term dσ 2 # 2τ ϕ(t) t 0 (Lτ ϕ(s) + 1)ψ(s) 2 ds requires a more careful analysis : first of all notice that (Lτ ϕ(t) + 1)ψ(t) 2 is O max t 1−3a , t −2a . Hence its integral is O max t 2−3a , t 1−2a for 1 2 < a < 2 3 , is O(1) for a > 2 3 and has a more complicated asymptotic behavior for a = 1 2 , 2 3 . First, it is clear that, since the integral is bounded for 2 3 < a, the asymptotic convergence rate in this case is O 1 ϕ(t) = O 1 t 1−a for 2 3 < a < 1 and O 1 log(t) for a = 1. Next, we get the two pathological cases out of our way:
• For a = 1 2 we do not have converge, since the partial integral term dσ 2 # 2τ ϕ(t) t 0 Lτ ϕ(s)ψ(s) 2 ds is of the same order as ϕ(t).
• For a = 2 3 , log(t) ). Hence, the resulting asymptotic bound is O log(t)
. This completes the proof of the assertion.
Remark 3. The best achievable rate in the context of the previous corollary is corresponding to ψ(t) = 1 √ t if we look at the infimum, but is instead corresponding to ψ(t) = 1 t 2/3 if we just look at the final point. Corollary 29. (Asymptotic rates for convex objectives, with averaging) Suppose the conditions in Theorem 1 hold and that f is convex with respect to a finite global minimum x * . Moreover, assume that the volatility is constant and isotropic: σ M B = σ # I d . Under the choice ψ(t) = (t + 1) −a , with 0 < a ≤ 1, let X(t) be the solution to MB-PGF for t ≥ 0 starting from X(0) = x 0 . Then, for t big enough,
Proof. Follows from the exact same arguments as the first part of Corollary 28, starting this time from Proposition 21. The equivalence comes from noticing that, for ψ(t) = (t + 1) −a with 0 < a < 1, ψ(t)t = O(ϕ(t)). Therefore, the bound on the RHS of Proposition 21 and of Proposition 20 are asymptotically equivalent, for ψ(t) = (t + 1) −a with 0 < a < 1.
Corollary 30. (Asymptotic rates for WQC and QG objectives)
Suppose the conditions in Theorem 1 hold and that f is τ -WQC and µ-QG with respect to a finite global minimum x * . Moreover, assume that the volatility is constant and isotropic: σ M B = σ # I d . Under the choice ψ(t) = (t + 1) −a , with 0 < a ≤ 1, let X(t) be the solution to MB-PGF for t ≥ 0 starting from X(0) = x 0 . Then, for t big enough,
Proof. We start from Proposition 23, which, for
The deterministic term (i.e. the first addend) is O e −ϕ(t) . For ψ(t) = 1/t, we have that O e −ϕ(t) = O(1/t). However, for ψ(t) = 1/t a with a > 1, we have instead O e −ϕ(t) = O(1). Therefore, it is clear that we can only have convergence if 0 < a ≤ 1 and we have a phase transition at a = 1. In contrast, for 0 < a < 1 the resulting rate is always asymptotically faster than any polynomial, and the asymptotic convergence rate is driven by the stochastic term. In the next part of this proof we will show that the stochastic term is also O 1 t a for 0 < a ≤ 1. We start with a preliminary algebraic manipulation. (21) Using integration by parts, sinceφ(t) = ψ(t), we get 
Next, notice that, for t big enough, since 0 < a ≤ 1, −ψ(t) = a(t + 1) −(a+1) ≤ (t + 1) −2a = ψ(t) 2 .
Hence, the previous inequality implies At this point notice that this last equality implies that the term on the LHS of Eq. 22 and the rightmost term on the RHS of Eq. 22 are of the same order. Therefore, since for t big enough ψ(s)e τ µϕ(s) t 0 is positive, there must exist a positive constant C so that, for t big enough, Going back to Eq. 21, plugging in the last integral upper bound, we complete the proof
Remark 4. We retrieve the optimal bound of [Nemirovsky and Yudin, 1983]: for ψ(t) = 1 t+1 , the rate is O 1 t . 
D Landscape stretching
In this subsection we show that running MB-PGF on a function f (x) using a decreasing ψ(t) effectively corresponds to running MB-PGF on a "stretched" functionf (x) using ψ(t) = 1.
For the sake of simplicity, we consider here the one-dimensional quadratic f (x) = µ 2 x 2 , constant gradient volatility σ # and stepsize decreasing at each iteration like 1 k α . The resulting MB-PGF model is
In the last subsection, we showed that we can link the solution X(t) to the perturbed Gradient Flow dY = −µY +σ(1+t) a/2 dB using a time stretching t → ϕ(t). The objective in the next few lines is to show that this time stretching corresponds to a space stretching for the original time variable.
From linear stochastic systems theory (see e.g. [Øksendal, 2003] ), we know that for t ≥ 0
with where x 0 = X(0) and
Now we take the special case where a = 1. Then, Φ t,0 = 1 t+1 and
In particular, E[X(t)] = x 0 /(1 + t). Notice that this coincides with the unique solution tȯ
in [0, ∞) with boundary condition X(0) = x 0 . Since here we only provide a first intuitive analysis of the "function stretching" phenomenon, we consider here the expectation dynamics and get X(t) = x 0 /(1 + t). Notice that, for a given x 0 we have a bijection between time and space: t = (x 0 /X(t)) − 1.
Plugging this in Eq. 24, we getẊ
The question now is, can we find a functionf (x), so that ∇f (x) = µ x 2 /x 0 ? Since X(t) = x 0 /(1 + t), X(t)/x 0 is positive and we can write µ x 2 /x 0 = ∇ µ 3x 0 x 3 .
Therefore, the dynamics, in expectation and for ψ(t) = 1/(t + 1), look as if we were using a cubic objectivẽ f (x) = µ 3x 0 x 3 . and ψ(t) = 1. The reader can find an illustration of this phenomenon in Figure 7 . Notice that, indeed, f andf have the same slope at x 0 , butf is stretched out around the origin, making the gradient very small in a neighborhood of the solution. Moreover, since x 3 is not strongly convex, we loose the linear rate, as predicted by Proposition 27 and originally by [Nemirovsky and Yudin, 1983 ]. 
E Proof of Lemma 8
We start with a Lemma and a Corollary, which are partially included in the proof of Theorem 1 in [Johnson and Zhang, 2013] .
Lemma 31. We have Tr (Σ V R (x k ,x k )) ≤ 2E ∇f i (x k ) − ∇f i (x * ) 2 + 2E ∇f i (x k ) − ∇f i (x * )) 2 .
Proof. Let us define G # V R (x) := G V R (x) − ∇f (x). First notice that, G # V R (x) has zero mean, and
where the second inequality is given by the linearity of the trace and third inequality by the cyclic property of the trace. Notice that, since for any random variable ζ we have E
Hence, we found that Tr (Σ V R (x k ,x k )) ≤ E[ G V R (x) 2 ]. We further bound this term with a simple calculation
where • in the first equality we used the parallelogram law;
• in the third equality we used E∇f i (x * ) = 0;
x ⇤ X(t) X(t T)
f (X(t T)) f (x ⇤ ) previous pivot f (X(t)) f (x ⇤ ) Figure 8 : Cartoon representation of the moderate decrease condition. This property has to hold in expectation.
• in the second inequality we used again the fact that for any random variable ζ, E( ζ − Eζ 2 = E ζ 2 − Eζ 2 ≤ E ζ 2 .
We remind to the reader that f (
. We have the following result.
Corollary 32. Let each f i be L-smooth and f be µ-QG, then
Proof. Using first smoothness and the quadratic growth properties, we have
where • In the first inequality we used Lemma 31.
• In the second inequality we used smoothness.
• In the third inequality we used quadratic growth.
In Section 5, we presented Condition MD, which we state again here for convenience of the reader.
Condition MD (Moderate decrease, restated) Let X be the solution to VR-PGF with time delay T. There exist and a constant D so that for all t > 0, E f (X(t)) − f (x * ) ≤ DE [(f (X(t)) − f (x * ))] ,
wheret := max{t − T, 0}.
A cartoon representation of this condition can be found in Figure 8 . We will make use of the following lemma.
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Lemma 33. (Lemma 8, restated) Suppose the conditions in Theorem 1 hold and that f is µ-QG. Moreover, assume Condition MD holds for the selected delay T. Then, we have 1 2 E Tr σ V R (X(t), X(t − T)) T σ V R (X(t), X(t − T)) ≤ ρ(f (X(t)) − f (x * )),
where ρ := 2ηL 2 µ (1 + D).
Proof. By direct calculation E 1 2 Tr σ V R (X(t), X(t − T)) T σ V R (X(t), X(t − T)) = E 1 2 Tr σ V R (X(t), X(t − T))σ V R (X(t), X(t − T)) T = E 1 2 Tr (ηΣ V R (X(t), X(t − T)))
where • in the equality we used the cyclicity of the trace;
• in the second equality, we used the definition of σ V R ;
• in the first inequality we used quadratic growth, in particular Lemma 32;
• in the second inequality we used Condition MD.
F Additional experimental results
Consider the non-convex one dimensional function f (x) = 1 2 x 2 + sin(x) 2 , which is 1-QG, 0.8-WQC and 3-smooth, as verified in Figure 9 .
We test our results for WQC and QG objectives, specifically Propositions 9 and 23 on f , the d-dimensional extension of the functionf for each component:
1 2 (x i ) 2 + (sin 2 (x i )). It is easy to realize that f is still 1-QG, 0.8-WQC and 3-smooth.
In Figure 10 we show a simulation using the same settings as in Section 6.
All considerations of Section 6 also hold for this example, with one important difference: the bound of MB-PGF is not tight, and it matches the worst case curvature encountered around at t = 1, where the objective is not locally convex. 1 2 (x i ) 2 + (sin 2 (x i )) with x ∈ R 5 . We perform discretization using Forward Euler with stepsizeη = 10 −3 . We plot results for MB-PGF with σ M B = σ # I d and σ # = 1, along with the bound in Proposition 23. This is compared with VR-PGF with T = 1 (on the left) and T = 2 (on the left). Figure 11 : Multiple runs of VR-PGF for different values of T. We run these simulations on simple quadratics, in the same settings as in Section 6.
