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SAMPLE PROPERTIES OF RANDOM FIELDS
III: DIFFERENTIABILITY
JÜRGEN POTTHOFF
Abstract. Differentiability properties of random fields indexed by an open
connected subset O of Rm are studied. It is shown that a real valued random
field indexed by O has a sample differentiable modification if is differentiable
in quadratic mean, with partial derivatives in quadratic mean, which are
continuous in quadratic mean and admit a sample continuous modification.
1. Introduction
This is the third in a series of three papers on sample properties of random
fields (cf. also [6, 7]), and in the present paper the question of the existence of
a sample differentiable modification of a given random field indexed by an open
connected subset of Rm, m ∈ N, is discussed.
In contrast to the question under which conditions a given stochastic process
has a continuous modification, the problem of sample differentiable modifications
has not received much attention in the standard literature. In view of the path
properties of Brownian motion and the stochastic processes derived thereof this
seems also very natural. On the other hand, for instance for random fields which
are defined as solutions of space-time stochastic partial differential equations this
question seems more meaningful, because such random fields often have samples
which behave in the time direction similarly as the paths of a Brownian motion,
but in the space direction the samples may be smooth if their space correlation is
appropriate.
For stochastic processes differentiability of the sample paths has been discussed
in [5] and in [1], by two quite different methods. (In [4] Loève has announced
without proof a result concerning the sample differentiability of random fields. In
his book [5], which appeared later, Loève unfortunately only treats the case of a
one-dimensional parameter domain, i.e., of stochastic processes.) The construction
of sample differentiable modification of a stochastic processes in [1] uses polygonal
approximation of the paths and a regularization argument. It is rather difficult
to generalize this method to the higher dimensional case. The method of Loève
in [5] is quite ingenious: Loève develops first a differential and integral calculus
of stochastic processes in quadratic mean (QM) sense, including a version of the
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fundamental theorem of calculus. Then he uses the observation that for stochastic
processes which have a continuous modification the Riemann integral in the sense
of QM — which appears in the fundamental theorem of calculus in QM — is almost
surely equal to the sample integral. Thus one can construct the modification as the
sample integral of the continuous modification of the derivative in QM. This way
one obtains also very natural criteria for the existence of the sample differentiable
modification in terms of statistical quantities.
In the present paper, we shall follow the above sketched method of Loève. A
first attempt in this direction can be found in [2]. The generalization of Loève’s
method to the case of a higher dimensional parameter domain necessitates special
care of two aspects: Firstly one has to prove the “right” version of the fundamen-
tal theorem of calculus in QM, and secondly the control of the exceptional sets
becomes much more involved. (Basically, the reason for this is the trivial fact that
on the line there is only one continuous path from point to another which has
no double points, while in the higher dimensional situation there are uncountably
many.)
Consequently, a large portion, namely section 2, of this paper deals with calculus
in QM, the ultimate aim being the fundamental theorem of calculus in QM in the
form of theorem 2.14. As in the case of usual calculus, the higher dimensional case
needs a good account of the calculus of one variable, and the calculus of stochastic
processes in quadratic mean has been worked out in an appendix. (Many of the
results proved in this appendix are — explicitly or implicitly — contained in [5],
but the form in which they were given there was not always appropriate for the
present paper. Another appendix is devoted to continuity in QM.) In section 3
the main result of the paper is proved (theorem 3.2): If a random field defined
on an open, pathwise connected subset of Rm is such that it is differentiable
in QM, the partial derivatives in QM are continuous in QM, and they have a
sample continuous modification, then the random field has a sample differentiable
modification. Observe, that all these conditions can be guaranteed by appropriate
conditions on statistical quantities, viz., moment or tail estimates. As an example,
in section 4 the case of a Gaussian random field is worked out explicitly.
2. Differential Calculus in Quadratic Mean
We begin by setting up some notation. Let (Ω,A, P ) be a standard probability
space. The space of real valued random variables on (Ω,A, P ) with finite second
moment is denoted by L2(P ). For X , Y ∈ L2(P ), we set
〈X,Y 〉 := E(X Y ).




〈X,X〉, X ∈ L2(P ),
and the pseudo-metric
d2(X,Y ) := ‖X − Y ‖2, X, Y ∈ L
2(P ),
on L2(P ). We consider L2(P ) as equipped with the (non-Hausdorff) topology
defined by d2. It is clear that if (Xn, n ∈ N) is a sequence in L
2(P ) which converges
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to X ∈ L2(P ), and if XP denotes the P -class of X (i.e., the set of all random
variables X ′ so that P (X = X ′) = 1), then (Xn, n ∈ N) converges to X
′ ∈ L2(P )
if and only if X ′ ∈ XP . We recall that the Riesz-Fischer-theorem states that
L2(P ) is complete with respect to d2.
We consider differentiability properties and the differential calculus of real val-
ued random fields φ indexed by an open subset O ⊂ Rm,
φ : O × Ω → R,
such that for every x ∈ O, φ(x) ∈ L2(P ). Henceforth such random fields will be
called second order random fields.
Throughout this section we shall view φ as a mapping from O into L2(P ),
and hence — following [5] — the differential calculus to be developed is called
differential calculus in quadratic mean (QM).
2.1. Derivatives in QM. A mapping η from a neighborhood of zero in Rm into
L2(P ) is called tangential at zero, if ‖η(h)‖2 = o(|h|) as h tends to zero in R
m,
where | · | denotes the Euclidean norm in Rm.
Definition 2.1. Let x ∈ O. φ is called differentiable in quadratic mean in x
or qm-differentiable in x, if there exists a linear mapping Dqmφ(x) from R
m into
L2(P ) so that the mapping





is tangential at zero. Then Dqmφ(x) is called a derivative in quadratic mean of φ
in x or a qm-derivative of φ in x. If for all x ∈ O φ is qm-differentiable in x, then
φ is called differentiable in quadratic mean in O or qm-differentiable in O.
Lemma 2.2. Let x ∈ O, and assume that φ is qm-differentiable in x. Then φ is
qm-continuous in x, i.e., as a mapping from O into L2(P ), φ is continuous in x.
Proof. Let h ∈ Rm be such that x+ h ∈ O. Then












which concludes the proof. 
Remark 2.3. Continuity in quadratic mean is studied in more detail in appendix A.
Lemma 2.4. Let x ∈ O, and suppose that φ is qm-differentiable in x with qm-
derivative Dqmφ(x). Then Dqmφ(x) is P -a.s. unique in the following sense: If L
is another linear mapping from Rm into L2(P ) so that
h 7→ φ(x + h) − φ(x) − L(h)
is tangential at zero, then there exists a P -null set N ∈ A so that on its complement
we have for all h ∈ Rm, (Dqmφ(x))(h) = L(h).,
Proof. By assumption Dqmφ(x) − L is tangential at zero. Therefore, we have by












Hence for every h ∈ Rm, there exists a P -null setNh ∈ A so that on its complement







Then on N c, (Dqmφ(x))(bi) = L(bi) for all i = 1, . . . , d. On the other hand, for
every ω ∈ Ω, Dqmφ(x, ω) and L(ω) are linear mappings from R
m into R, and
therefore on N c for all h ∈ Rm, (Dqmφ(x))(h) = L(h). 
Remark 2.5. In the sense of lemma 2.4 we shall speak henceforth of the qm-deri-
vative Dqmφ(x) of φ in x.
2.2. Partial derivatives in QM. Let {e1, e2, . . . , em} denote the standard car-
tesian basis of Rm.
Definition 2.6. Let x ∈ O, i ∈ {1, . . . ,m}. If the limit of
λ−1
(
φ(x+ λei) − φ(x)
)
, λ 6= 0 (2.1)
exists in L2(P ) as λ → 0, it is said that φ has a partial derivative in quadratic
mean in x in direction i.
It is clear that if φ has a partial derivative in quadratic mean in x in direction i,
then the limit of (2.1) as λ→ 0 is P -a.s. unique. We select an arbitrary element of
the P -class of limits and denote it by Diqmφ(x). As in remark 2.5, we shall speak
of the partial derivative of φ in quadratic mean in x in direction i or the partial
qm-derivative of φ in x in direction i.
The following lemma is trivial:
Lemma 2.7. Let x ∈ O, and assume that φ is qm-differentiable in x. Then for
every i ∈ {1, . . . ,m} φ has a partial qm-derivative in x in direction i, and P -a.s.

















As before, we assume that φ is a real valued second order random field with
index set O ⊂ Rm, O open. For x, y ∈ O we denote














= Γφ(x, y) − µφ(x)µφ(y).
If there is no danger of confusion, we occasionally drop the subscript φ.
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Let i ∈ {1, . . . ,m}, x ∈ O and assume that the limit





Γφ(x+ hei, x+ h
′ei)−
− Γφ(x + hei, x) − Γφ(x, x+ h
′ei) + Γφ(x, x)
)
exists, where h and h′ tend to 0 in such a way that h 6= 0 and h′ 6= 0. Then this
limit is called the generalized partial second derivative of Γ in (x, x) ∈ O × O in
direction i. Obviously, we have
Lemma 2.8. Let x ∈ O. φ has an partial derivative in quadratic mean in x in
direction i, if and only if Γφ has a generalized partial second derivative in (x, x)
in direction i.
We use the following notation for the partial derivatives of real valued functions
f in O ×O. For i ∈ {1, . . . ,m}, and (x, y) ∈ O ×O,





f(x+ hei, y) − f(x, y)
)
,





f(x, y + hei) − f(x, y)
)
,
whenever the limits exist.
The following lemma is trivial:
Lemma 2.9. Let x ∈ O, and suppose that the partial derivative of φ in quadratic
mean in x in direction i exists, or equivalently that the generalized partial second
derivative of Γφ exists in (x, x) in direction i. Then the following statements hold:




(b) Di1Γφ(x, x) and D
i
2Γφ(x, x) exist, and
Di1Γφ(x, x) = D
i





(c) Di1Cφ(x, x) and D
i
2Cφ(x, x) exist, and
Di1Cφ(x, x) = D
i











1Γ(x, x) exist, and
Di1D
i
















1Cφ(x, x) exist, and
Di1D
i









Lemma 2.10. Suppose that all partial derivatives in quadratic mean of φ exist in
O and are qm-continuous. Then φ is qm-differentiable in O.
Proof. We only give the proof for d = 2, the general case is treated with obvious
modifications. Let x ∈ O and let ǫ > 0 be such that Bǫ(x) ⊂ O. Let h = (h1, h2) ∈
R2 be such that |h| < ǫ. We have to show that






is tangential at zero. To this end write
φ(x+ h) − φ(x)
= φ(x + h1e1 + h2e2) − φ(x + h1e1) + φ(x + h1e1) − φ(x).
Suppose that h1, h2 > 0. Since the line segments from x+h1e1 to x+h1e1 +h2e2
and from x to x + h1e1 belong to O, and since y 7→ D
i
qmφ(y), i = 1, 2, are qm-
continuous in O, we can apply corollary B.11, and obtain P -a.s.








D1qmφ(x + λe1) dλ,
where the integrals are Riemann integrals in quadratic mean as defined in appen-



















































with 0 ≤ λ1 ≤ h1, 0 ≤ λ2 ≤ h2, by the mean value theorem for Riemann integrals.
The cases h1 < 0 or h2 < 0 can be handled similarly. Thus ψ is tangential at
zero. 
Corollary 2.11. Assume that
(a) for every i ∈ {1, . . . ,m} and all x ∈ O the generalized partial second
derivative DiiΓφ(x, x)k exists in (x, x) in direction i, and that
(b) for every i ∈ {1, . . . ,m}, the mapping x 7→ DiiΓφ(x, x) from O into R is
continuous.
Then φ is qm-differentiable in O.
2.3. Chain rule in QM. It is straightforward to prove the chain rule in the
setting of derivatives in quadratic mean, cf., e.g., [8]. Here we shall only give it in
a form in which we shall need it in section 3.
Theorem 2.12. Let φ be a second order random field indexed by O ⊂ Rm, O open.
Suppose that f is a mapping from U ⊂ Rk, U open, into O which is differentiable
in a point t ∈ U . Suppose furthermore that φ is qm-differentiable in f(t). Then
φ ◦ f is qm-differentiable in t, and




◦Df(t), P -a.s., (2.3)
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where Df is the usual Jacobian of f .
Similarly, there is a chain rule for partial derivatives in quadratic mean:
Theorem 2.13. Let φ be a second order random field indexed by O ⊂ Rm, O
open. Assume that f is a mapping from U ⊂ Rk, U open, with existing partial
derivative in t ∈ U in direction i ∈ {1, 2, . . . , k}. Suppose furthermore that φ is
qm-differentiable in f(t). Then φ ◦ f has a partial derivative in quadratic mean in
t in direction i, and






, P -a.s. (2.4)
2.4. Fundamental theorem of calculus in QM. In this subsection we shall
assume that O ⊂ Rm is open and pathwise connected.
By a smooth directed curve γ in O we mean the image of [0, 1] under a continuous
and piecewise continuously differentiable map γ̂ from [0, 1] into O. γ is called closed
if γ̂(0) = γ̂(1).
Let ψ be a second order random vector field indexed by O, i.e.,
ψ : O × Ω → Rm
so that ψ(x,w) = (ψ1(x,w), . . . , ψm(x,w)), and for every i ∈ {1, . . . ,m}, ψi is a
second order random field. Let γ be a smooth directed curve in O with parameter-
ization γ̂, and let I1, . . . , IN be a decomposition of [0, 1] so that γ̂ is continuously
differentiable on Ik for every k ∈ {1, . . . , N}. Then we can define the line integral













ψi ◦ γ̂(t) γ̂
′
i(t) dt, (2.5)
provided the Riemann integrals in quadratic mean on the right hand side of (2.5)
exist (cf. appendix B). As sufficient condition for this to be the case is that ψ is
qm-continuous in O (corollary B.3).
Consider a second order random vector field ψ as above. A second order random
field φ indexed by O is called a qm-antiderivative of ψ, if all partial derivatives in
quadratic mean of φ exist in O, and if for all i ∈ {1, . . . ,m}, x ∈ O, Diqmφ(x) =
ψi(x) holds P -a.s.
Theorem 2.14. Let O be an open, pathwise connected subset of Rm. Assume that
ψ is a second order random vector field indexed by O which is qm-continuous in
O. Then ψ has a qm-antiderivative if and only if for every smooth directed closed




ψ dγ = 0, P -a.s., (2.6)
holds.
Proof. Suppose that ψ has a qm-antiderivative φ: Diqmφ(x) = ψi(x) for all i ∈
{1, . . . ,m}, x ∈ O, P -a.s. Then all partial derivatives in quadratic mean of φ exist
in every x ∈ O, and for every i ∈ {1, . . . ,m}, x 7→ Diqmφ(x) is qm-continuous in
O. Lemma 2.10 implies that φ is qm-differentiable in O.
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Let γ be a smooth directed closed curve in O with parameterization γ̂. There
will be no loss of generality if we assume that γ̂ is C1 on [0, 1]. Since φ is qm-
differentiable in O, we get by the chain rule, theorem 2.12, and by equation (2.2)
that for all t ∈ [0, 1], P -a.s.


















that is Dqmφ ◦ γ̂ and
∑m
i=1(ψi ◦ γ̂) γ̂
′
i are modifications of each other. Lemma B.6








Dqmφ ◦ γ̂(t) dt
= φ ◦ γ̂(1) − φ ◦ γ̂(0)
= 0,
where we used corollary B.11 in the second step.
Conversely, suppose that for every smooth directed closed curve γ equality 2.6
holds. Fix a point x0 ∈ O, let x ∈ O, and choose a smooth directed curve γx from






By hypothesis, for every x ∈ O, φ(x) is P -a.s. well-defined, in the sense that if ηx











Let x ∈ O, i ∈ {1, . . . ,m}, h 6= 0, such that x+ hei ∈ O, and consider
φ(x + hei) − φ(x).
In the sequel we shall only treat the case h > 0, the case h < 0 can handled in
an analogous way. If γ is any smooth directed curve from x to x + hei, then by
construction, our hypothesis we have P -a.s.





In particular, if h > 0 is small enough, we may choose γ as parameterized by
γ̂(t) = x+ thei, t ∈ [0, 1]. Then















ψi(x+ t hei) dt, P -a.s..
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Γψi(x+ thei, x) dt+ Γψi(x, x).
By corollary A.5, the assumption that ψ is qm-continuous implies that for every


















Hence the partial derivatives in quadratic mean of φ exist in O, and for all i ∈
{1, . . . ,m}, x ∈ O, Diqmφ(x) = ψi(x) P -a.s. 
3. Sample Differentiability
Throughout this section we assume that O is an open, pathwise connected
subset of Rm. The derivative of a function f : O → R at x ∈ O will be denoted
by Df(x).
Consider a real valued random field φ indexed by an open subset O of Rm.
Definition 3.1. φ is called P -a.s. sample differentiable in O, if there exists a
P -null set N ∈ A so that for all ω ∈ N c the mapping x 7→ φ(x, ω) from O into R
is differentiable. φ is called sample differentiable in O if for all ω ∈ Ω the mapping
x 7→ φ(x, ω) from O into R is differentiable.
Theorem 3.2. Let O be an open, pathwise connected subset of Rm, and assume
that φ is a real valued second order random field indexed by O. Assume furthermore
that φ is qm-differentiable in O, that the partial derivatives in quadratic mean of
φ are qm-continuous and that they have a P -a.s. sample continuous modification.
Then φ has a sample differentiable modification ψ with Dψ = Dqmφ P -a.s.
Proof. Without loss of generality we may suppose that for every i ∈ {1, . . . ,m},
Diqmφ is qm-continuous and sample continuous in O. In view of lemma 2.7 we shall
identify Dqmφ with the random vector field given by (D
1
qmφ, . . . , D
m
qmφ). Further-
more we denote OQ := O ∩ Q
m.
Fix some point x0 ∈ O, and choose a family (γx, x ∈ O) of smooth directed
curves so that γx begins in x0 and ends in x. For x ∈ OQ define




where the integral on the right hand side of equation (3.1) is the line integral (in
the usual Riemannian sense) of the sample continuous random vector field Dqmφ
along γx. By theorem 2.14, φ1 is P -a.s. well-defined on OQ, in the sense that a
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different choice of the family (γx, x ∈ OQ) leads to a modification of φ1. Note that









= φ(x) − φ(x0),
where the last equality follows from corollary B.11 as in the proof of theorem 2.14.
Thus φ1 is a modification of φ on OQ.
Let ΛQ denote the set of all pairs (x, y) ∈ OQ × OQ so that the directed line
segment lx,y from x to y belongs to O. Obviously ΛQ is countable. We parameterize
lx,y by l̂x,y(t) = x+ t(y − x), t ∈ [0, 1]. Let (x, y) ∈ ΛQ. By theorem 2.14 there is
a P -null set Nx,y ∈ A so that on its complement




holds, because the composition of γx, lx,y and the smooth directed curve given by






Then on N c equation (3.2) holds for all (x, y) ∈ ΛQ.
Let ω ∈ Ω, and suppose that C ⊂ O is a compact convex set. Consider the
mapping from C × C into R, which maps (x, y) ∈ C × C to the right hand side
of (3.2) evaluated in ω ∈ Ω
∫
lx,y









x+ t(y − x), ω
)
dt.
By our assumptions on φ, for every i ∈ {1, . . . ,m} the mapping
(t, x, y) 7→ Diqmφ
(
x+ t(y − x), ω
)
is continuous on [0, 1] × C × C, and hence it is uniformly continuous. It follows






x+ t(y − x), ω
)
dt










Dqmφ(·, ω) dlx,y = 0.
In particular, on N c the random field φ1 is continuous on OQ by equation (3.2).
Define a random field ψ indexed by O as follows: On N set ψ ≡ 0. On N c let
ψ be the unique continuous extension of x 7→ φ1(x) from OQ to O.
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We show that ψ is a modification of φ. Because ψ is equal to φ1 on OQ, and





Lemma A.4 implies that the restriction of ψ to OQ is qm-continuous. Let x ∈ O,
and let (xn, n ∈ N) be a sequence in OQ which converges to x. Then (ψ(xn), n ∈ N)
is Cauchy in L2(P ). By the Riesz-Fischer-theorem, this sequence has a limit, say





= 1. On the other hand, the sequence (ψ(xn), n ∈ N) converges




= 1 and φ is qm-
continuous, by lemma 2.2. Thus ψ is a modification of φ.
We have already shown that the right hand side of equation (3.2) is continuous
in x and in y. Therefore, by continuity we have on N c




Let x ∈ O, choose i ∈ {1, . . . ,m}, and let h > 0 such that x + hei ∈ O. Then on




















Diqmφ(x + tei) dt.
By the mean value theorem the last expression converges with h→ 0 to Diqmφ(x).
The case h < 0 is treated similarly. Thus we have proved that on N c ψ is in every
x ∈ O partially differentiable in every direction, and for every i ∈ {1, 2, . . . ,m},
Diψ(x) = Diqmφ(x). Finally, since D
i
qmφ is continuous, it follows that ψ is sample
differentiable. 
4. An Application
In this section theorem 3.2 is illustrated with a simple application to Gaussian
random fields. Let O be an open, pathwise connected subset of Rm, and assume
that φ is a Gaussian random field indexed by O. Without loss of generality we
may suppose that φ is centered, so that with the notation introduced above its
covariance is equal to Γφ.
By lemma 2.8 φ is differentiable in quadratic mean in O, if and only if the
second generalized derivative DiiΓφ(x, x) exists for all i ∈ {1, 2, . . . ,m} and all
x ∈ O. It is easy to check that a sufficient condition for this to be the case is that
Γφ ∈ C
1,1(O ×O). Here C1,1(O ×O) denotes the space of functions f in O × O,
so that for all i, j ∈ {1, 2, . . . ,m} and all (x, y) ∈ O × O the partial derivatives
Di1f(x, y), D
j




2f(x, y) exist and are continuous in O×O. Under
this hypothesis it also follows that x 7→ DiiΓφ(x, x) is continuous in O. On the
other hand it is clear that for every i ∈ {1, 2, . . . ,m}, Diφ is a centered Gaussian
random field with covariance DiiΓφ. Hence from corollary A.5 and lemma 2.10 we
get the following result:
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Lemma 4.1. Suppose that φ is a centered Gaussian random field on O ⊂ Rm, O
open, with covariance Γφ in C
1,1(O × O). Then φ is differentiable in quadratic
mean, and Dqmφ is continuous in quadratic mean.
In order to establish that φ has a sample differentiable modification with the
help of theorem 3.2, we need a condition which guarantees that Dqmφ has a con-
tinuous modification. To this end we use the following sufficient condition which
has been proved in [6, corollary 4.6, cf. also remark 4.4].














and t(h) := 0, if h = 0.
Lemma 4.2. Suppose that χ is a centered Gaussian random field indexed by O ⊂





furthermore that there exist α > 1, β > 1, ρ > 0 so that




for all x, y ∈ M with d(x, y) ≤ ρ. Then χ has a modification which is sample
continuous in O.
We apply this with χ = Diqmφ, i ∈ {1, 2, . . . ,m}, and obtain the following result:
Theorem 4.3. Let φ be a centered Gaussian random field indexed by O ⊂ Rm, O
open, with covariance Γφ ∈ C
1,1(O ×O). For x, y ∈ O, i ∈ {1, 2, . . . ,m} set
σi(x, y)
2 := DiiΓφ(x, x) − 2D
iiΓφ(x, y) +D
iiΓφ(y, y). (4.2)
If for all i ∈ {1, 2, . . . ,m}, x, y ∈ O, σi(x, y)
2 > 0, and there exist α > 1, β > 1,






whenever d(x, y) ≤ ρ, where t is defined in (4.1), then φ has a sample differentiable
modification, which is a centered Gaussian random field with covariance Di1D
j
2Γφ,
i, j ∈ {1, 2, . . . ,m}.
The following result follows from theorem 4.3 with an easy calculation:
Corollary 4.4. Assume that φ is a Gaussian random field indexed by O ⊂ Rm,
O open, with covariance Γφ ∈ C
1,1(O × O). If there exist K, ρ, γ > 0 such that
for all i ∈ {1, 2, . . . ,m}, and all x, y ∈ O with d(x, y) < ρ,
σi(x, y)
2 ≤ K d(x, y)γ
holds, where σi(x, y) is given by equation (4.2), then φ has a sample differentiable
modification, which is a centered Gaussian random field with covariance Di1D
j
2Γφ,
i, j ∈ {1, 2, . . . ,m}.
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Appendix A. Continuity in Quadratic Mean
The following lemma, which is a direct consequence of the completeness of
L2(P ), i.e., of the Riesz-Fischer-theorem, will be very useful (cf. also [5, p. 135]).
Lemma A.1. A sequence (Xn, n ∈ N) in L
2(P ) converges in L2(P ), if and only
if the doubly indexed sequence
(
〈Xn, Xm〉, n,m ∈ N
)
converges.
Let (M,d) be a metric space, and consider a second order random field φ =
(φ(x), x ∈M) indexed by M , i.e., for every x ∈M , φ(x) ∈ L2(P ).
Definition A.2. Let x0 ∈ M . φ is called continuous in quadratic mean in x0 or
qm-continuous in x0, if the mapping φ : M → L
2(P ) is continuous in x0. φ is
called continuous in quadratic mean or qm-continuous if φ is qm-continuous in x
for all x ∈M .






and by Cφ its covariance,








, x, y ∈M.
Moreover, we let Γφ denote the (mixed) second moment of φ:




, x, y ∈M.
Thus
Cφ(x, y) = Γφ(x, y) − µφ(x)µφ(y), x, y ∈M.
If there is no danger of confusion, we also drop the subscript φ in µφ, Cφ, Γφ.
The following is trivial:
Lemma A.3. Assume that φ′ is a modification of φ. Then µφ = µφ′ , Cφ = Cφ′ ,
and Γφ = Γφ′ .
We consider M ×M as equipped with the product topology.
Lemma A.4. Suppose that φ is a second order random field indexed by M , and
let x0 ∈M . The following are equivalent:
(a) φ is qm-continuous in x0.
(b) Every modification of φ is qm-continuous in x0.
(c) Γφ is continuous in (x0, x0) ∈M ×M .
(d) µφ is continuous in x0 and Cφ is continuous in (x0, x0) ∈M ×M .
Proof. Assume that we have proved the equivalence of statements (a) and (c).
Then the equivalence of statements (a) and (b) follows from lemma A.3. Suppose
that (a) holds, and let (xn , n ∈ N), (yn, n ∈ N) be two sequences in M converging
to x0 with respect to d. Then we have
lim
n,m→∞














= Γφ(x0, x0) − 2Γφ(x0, x) + Γφ(x, x),
for any x ∈ M . Finally we show the equivalence of (d) and (a), (b), (c): Assume
that (a) holds. Then because of the continuity of 〈·, ·〉
x 7→ µφ(x) = 〈φ(x), 1〉
is continuous in x0. Since Γφ is continuous in (x0, x0), so is Cφ, and (d) is proved.
Conversely, if (d) holds, then (c) is true. 
Corollary A.5. The following are equivalent:
(a) φ is qm-continuous;
(b) Γφ is continuous in every diagonal point (x, x) ∈M ×M
(c) µφ is continuous on M , and Cφ is continuous in every diagonal point
(x, x) ∈M ×M ;
(d) Γφ is continuous on M ×M ;
(e) µφ is continuous on M , and Cφ is continuous on M ×M .
Proof. In view of lemma A.4 we only need to prove that (b) implies (d). But (b)
entails (a), and therefore for any x, y ∈M and all sequences (xm,m ∈ N), (yn, n ∈
N) converging to x, y respectively, we have
lim
n,m→∞
Γφ(xm, yn) = 〈φ(x), φ(y)〉
= Γφ(x, y),
which finishes the proof. 
Appendix B. Calculus in QM for Stochastic Processes
B.1. Riemann integration in QM. Consider a finite interval I = [a, b] and let
X be a second order stochastic process indexed by I.
We denote by RI the set of all pairs R of the form
R =
(
(t0, t1, . . . , tN ), (τ0, τ1, . . . , τN−1)
)
, (B.1)
with N ∈ N, a = t0 < t1 < · · · < tN−1 < tN = b, and τ0 ∈ [t0, t1), τ1 ∈ [t1, t2),
. . . , τN−1 ∈ [tN−1, tN ]. Set
|R| := max
{
|tk − th−1|, k = 1, . . . , N
}
.





X(τk−1)(tk − tk−1). (B.2)
Suppose that for every sequence (Rn, n ∈ N) in RI , with |Rn| → 0 as n→ +∞,
the sequence (SRn(x), n ∈ N) converges in L
2(P ), and that P -a.s. the limit does
not depend on the choice of the sequence (Rn, n ∈ N). (I.e., if (R
1
n, n ∈ N),
(R2n, n ∈ N) are sequences in RI with |R
i
n| → 0, n → +∞, i = 1, 2, then their
limits in L2(P ) coincide P -a.s.) Then X is called Riemann integrable in quadratic
mean in I or qm-integrable in I. Assume that X is qm-integrable in I and let
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S(X) denote the P -class of limits of the sequences (SRn(X), n ∈ N) for sequences
(Rn, n ∈ N) in RI with |Rn| → 0 as n → +∞. An element in S(X) is called a
Riemann integral in quadratic mean of X in I or a qm-integral of X in I. We





Because this element is P -a.s. unique as the limit of the sequence (SRn(X), n ∈
N), we shall also call it the qm-integral of X .
Lemma B.1. X is qm-integrable in I = [a, b], if and only if ΓX is Riemann















ΓX(s, t) ds dt. (B.3)
Proof. Let (Rn, n ∈ N) be a sequence in RI with |Rn| → 0, u→ +∞, of the form
Rn =
(
(tn,0, tn,1, . . . , tn,Nn), (τn,0, τn,1, . . . , τn,Nn−1)
)
. (B.4)
























Γ(τm,k−1, τn,l−1)(tm,k − tm,k−1)(tn,l − tn,l−1). (B.5)
Therefore, by lemma A.1 (SRn(X), n ∈ N) converges in L
2(P ), if and only if the
limit of the right hand side of (B.5) exists as n, m→ +∞. In that case, the limit
of (SRn(X), n ∈ N) is P -a.s. unique with respect to the choice of the sequence
(Rn, n ∈ N) in RI , if and only if the limit of the right hand side is independent
of the choice of the sequence (Rn, n ∈ N). This proves the first statement of
the lemma. The second statement follows by taking the limit m,n → +∞ of
equation (B.5). 
Corollary B.2. Assume that X is a second order stochastic process which is
qm-integrable in the interval I. Then it is qm-integrable in every subinterval of I.
Proof. By lemma B.1, ΓX is Riemann integrable on I × I. Hence for every subin-
terval J of I, ΓX is Riemann integrable in J × J . Therefore X is qm-integrable in
J by lemma B.1 
From lemma B.1 and lemma A.1 we get directly
Corollary B.3. If X is qm-continuous in [a, b], then it is qm-integrable in [a, b].
Lemma B.4. Suppose that X and Y are second order stochastic processes indexed
by [a, b] which are qm-integrable in [a, b].
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Y (s) ds, P -a.s.












X(s) ds, P -a.s.




X(s) ds ≥ 0, P -a.s.
Proof. As the proofs of the first two statements follow directly from the definition
of the integral and from corollary B.2 with the usual refinement argument, they
can be left to the interested reader. For the proof of (c), let (Rn, n ∈ N) be a
sequence in RI , I = [a, b] with |Rn| → 0 as n → +∞. Then (SRn(X), n ∈ N)





and hence a subsequence (SRn′ (X)) converges to this random variable P -a.s. Let
N0 ∈ A denote a P -null set so that on its complement this subsequence converges
pointwise to the qm-integral of X . Note that for every n′, SRn′ (X) ≥ 0 P -a.s.









ThenN is a P -null set, and on its complement the qm-integral ofX is the pointwise
limit of a sequence of non-negative random variables, and therefore it is non-
negative. 































Proof. For every sequence (Rn, n ∈ N) in RI , I = [a, b], as in (B.4) with |Rn| → 0
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and the limit on the right hand side exists, and is independent of the choice of
(Rn, n ∈ N). Thus s 7→ E(X(s)Z) is Riemann integrable in [a, b], and equa-
tion (B.6) holds. 
Lemma B.6. Assume that X is qm-integrable in [a, b], and that Y is a second
order stochastic process indexed by [a, b] which is a modification of X. Then Y is
qm-integrable in [a, b], and the qm-integrals of X and of Y in [a, b] coincide P -a.s.
































































Y (s) ds, P -a.s.,
and the proof is done. 





















Proof. The statement follows from lemma B.1 and Schwarz’ inequality. 
Let X be second order stochastic process which is qm-continuous and P -a.s.
sample continuous in I = [a, b]. Let N ∈ A be a P -null set so that for all ω in its




of X is defined as follows. For ω ∈ N , set
∫ b
a
X(t, ω) dt := 0,































is continuous in [a, b]. Thus the sample
integral belongs to L2(P ).
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Lemma B.8. Suppose that X is a second order stochastic process which is qm-
continuous and P -a.s. sample continuous in [a, b]. Then P -a.s. the qm-integral
and the sample integral of X in [a, b] coincide.
Proof. Choose a sequence (Rn, n ∈ N) in R[a,b] with |Rn| → 0 as n → ∞. By
assumption, the sequence (SRn(X), n ∈ N) of Riemann sums converges in L
2(P )
to the qm-integral of X . Therefore, a subsequence (SRn′ (X), n ∈ N) converges
P -a.s. to the qm-integral of X . On the other hand the sequence of Riemann sums
(SRn′ (X), n ∈ N) converges P -a.s. to the sample integral of X in [a, b]. Thus qm-
and sample integral are P -a.s. equal. 
B.2. Fundamental theorem of calculus in QM. Suppose that X is a second
order stochastic process which is qm-continuous in [a, b]. Define a second order





X(s)ds, t ∈ [a, b]. (B.7)
Lemma B.9. Assume that X is a second order stochastic process which is qm-
continuous in [a, b]. Then the stochastic process Y = (Y (t), t ∈ [a, b]) defined by
equation (B.7) is qm-differentiable in [a, b], and for every t ∈ [a, b], DqmY (t) =
X(t) P -a.s. If Z is another second order process which is qm-differentiable in [a, b]
so that for all t ∈ [a, b], DqmZ(t) = X(t) P -a.s., then for all t ∈ [a, b],
Z(t) = Z(0) + Y (t), P -a.s.
Remark B.10. Of course, at the endpoints of the interval [a, b] a right derivative,
resp. left derivative, in quadratic mean is understood.























ΓX(s, t) ds+ ΓX(t, t).
X is qm-continuous, and hence ΓX is continuous on [a, b]× [a, b] by corollary A.5.
Therefore, by the mean value theorem the last expression tends to zero with h→ 0.
The cases h < 0 and t = b are treated similarly, and the first statement is proved.
Let Z be as in the second statement of the lemma. Set
W (t) = Z(t) − Z(0) − Y (t).




































DIFFERENTIABILITY OF RANDOM FIELDS 353
because by construction W is qm-differentiable with DqmW (t) = 0 for all t ∈ [a, b],
andW is qm-continuous in [a, b] by lemma 2.2. Thus for all t ∈ [a, b], E(W (t)2) = 0
and hence W (t) = 0 P -a.s. 
Corollary B.11. Assume that X is a second order stochastic process which is
qm-differentiable in [a, b], and such that DqmX is qm-continuous in [a, b]. Then





DqmX(u) du, P -a.s. (B.8)
Proof. First consider the case s = 0. X is a qm-antiderivative of DqmX , and
hence equation(B.8) follows directly from lemma B.9. The general case can now
be obtained from the P -a.s. additivity of the qm-integral (lemma B.4.b). 
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