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Abstract
In this paper we characterize the algebraic structure of two-dimensional
(α, β)-constacyclic codes of arbitrary length s.ℓ and of their duals. For α, β ∈
{1,−1}, we give necessary and sufficient conditions for a two-dimensional (α, β)-
constacyclic code to be self-dual. We also show that a two-dimensional (α, 1)-
constacyclic code C of length n = s.ℓ can not be self-dual if gcd(s, q) = 1.
Finally, we give some examples of self-dual, isodual, MDS and quasi-twisted
codes corresponding to two-dimensional (α, β)-constacyclic codes.
MSC : 94B15, 94B05, 11T71.
Keywords : Constacyclic codes, self-dual, MDS codes, quasi-twisted codes, cen-
tral primitive idempotents.
1 Introduction
One of the important generalizations of the cyclic code is two-dimensional cyclic code.
Let Fq be the finite field with q = p
m elements. Suppose that C is a linear code over
Fq of length s.ℓ whose codewords are viewed as sℓ arrays. That is every codeword c
in C has the following form
c =


c0,0 c0,1 ... c0,ℓ−1
c1,0 c1,1 ... c1,ℓ−1
... ... ... ...
cs−1,0 cs−1,1 ... cs−1,ℓ−1

 .
If C is closed under row shift and column shift of codewords, then we call C a two-
dimensional cyclic code of length s.ℓ over Fq.
∗The research is supported by CSIR, sanction no. ES/ 21(1042)/17/ EMR-II.
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In 1975, Ikai et al. [5] introduced the concept of two-dimensional codes and in 1977,
Imai [6] characterized binary two-dimensional cyclic codes. Gu¨neri and O¨zbudak [4]
studied the relations between quasi-cyclic codes and two-dimensional cyclic codes.
In 2014, Xiuli et al. [13] generalized this concept to skew cyclic two-dimensional
codes over a finite field. It is well known that a two-dimensional cyclic code of length
s.ℓ over Fq is an ideal of the polynomial ring Fq[x, y]/〈x
s − 1, yℓ − 1〉. In 2016,
Sepasdar and Khashyarmanesh [10] characterized the structure of two-dimensional
cyclic codes of length s.2k over Fpm iteratively, where p is an odd prime. In [11],
Sepasdar characterized the generator matrix of two-dimensional cyclic codes of length
s.ℓ.
Constacyclic codes over finite fields have a very significant role in the theory of
error-correcting codes. A lot of work on constacyclic codes has been done in recent
years, see for example [1, 3, 8, 9]. Given nonzero elements α and β of Fq, a two-
dimensional (α, β)-constacyclic code of length s.ℓ is an ideal of the polynomial ring
Fq[x, y]/ < x
s − α, yℓ − β >. In 2018, Rajabi and Khashyarmanesh [7] investigated
some repeated-root two-dimensional (α, β)-constacyclic codes of length 2ps.2k over
Fpm, where p is an odd prime, using the structure of [10]. They also studied self-dual
repeated-root two-dimensional (α, 1)-constacyclic codes of length 2ps.2 and 2ps.22
over Fpm for α ∈ {−1, 1}.
In this paper we give a novel method to characterize the algebraic structure of
two-dimensional (α, β)-constacyclic codes of arbitrary length s.ℓ and of their duals
over a finite field Fq, using central primitive idempotents of the ring Fq[y]/ < y
ℓ−β >
(Theorems 1-3). Our method is quite different from that of [7, 10, 11] and it does not
require s to be a multiple of p, the characteristic of Fq as in [7]. When α, β ∈ {1,−1},
we give necessary and sufficient conditions for a two-dimensional (α, β)-constacyclic
code to be self-dual (Theorem 4). We also prove that a two-dimensional (α, 1)-
constacyclic code C of length n = s.ℓ can not be self-dual if gcd(s, q) = 1, for any
s, where α ∈ {1,−1} (Theorem 5). As an illustration, we give some examples of
self-dual or isodual, MDS or near MDS and quasi-twisted codes in Section 4.
2 Preliminaries
Let α and β be two non-zero elements of field Fq. For a two-dimensional codeword
c =


c0,0 c0,1 ... c0,ℓ−1
c1,0 c1,1 ... c1,ℓ−1
... ... ... ...
cs−1,0 cs−1,1 ... cs−1,ℓ−1


its row α-constacyclic shift and column β-constacyclic shift are defined as
σα(c) =


αcs−1,0 αcs−1,1 ... αcs−1,ℓ−1
c0,0 c0,1 ... c0,ℓ−1
... ... ... ...
cs−2,0 cs−2,1 ... cs−2,ℓ−1

 and
τβ(c) =


βc0,ℓ−1 c0,1 ... c0,ℓ−2
βc1,ℓ−1 c1,1 ... c1,ℓ−2
... ... ... ...
βcs−1,ℓ−1 cs−1,1 ... cs−1,ℓ−2

 .
Definition 1 If a linear two-dimensional code C is closed under both row α-constacyclic
shift σα and column β-constacyclic shift τβ , then it is called a two-dimensional (α, β)-
constacyclic code of length s.ℓ over Fq.
Each codeword c in a two-dimensional (α, β)-constacyclic code has a unique poly-
nomial representation
c(x, y) = f0(x)+f1(x)y+ · · ·+fℓ−1(x)y
ℓ−1, where fi(x) = c0,i+ c1,ix+ · · ·+ cs−1,ix
s−1
for i = 0, 1, · · · , ℓ − 1. xc(x, y) corresponds to the codeword σα(c) and yc(x, y)
corresponds to τβ(c). Therefore a two-dimensional (α, β)-constacyclic code can be
regarded as an ideal in the polynomial ring Fq[x, y]/ < x
s − α, yℓ − β >.
Definition 2 Let
a =
(
a0,0, a0,1, · · · , a0,ℓ−1|a1,0, · · · , a1,ℓ−1| · · · |as−1,0, · · · , as−1,ℓ−1
)
=
(
a(0)|a(1)| · · · |a(s−1)
)
be a vector in Fnq divided into s equal parts of length ℓ where n = sℓ. A linear code
C is called a λ- quasi-twisted code of index s if
(
λa(s−1)|a(0)| · · · |a(s−2)
)
∈ C whenever
a ∈ C. When λ = 1, C is called quasi-cyclic code of index s.
For a two-dimensional code C, let
C1 =
{(
c0,0, · · · , c0,ℓ−1|c1,0, · · · , c1,ℓ−1| · · · |cs−1,0, · · · , cs−1,ℓ−1
)
: c ∈ C
}
(1)
C2 =
{(
c0,0, · · · , cs−1,0|c0,1, · · · , cs−1,1| · · · |c0,ℓ−1, · · · , cs−1,ℓ−1
)
: c ∈ C
}
. (2)
Clearly C1 and C2 are permutation equivalent. By definition, C is a two-dimensional
(α, β)-constacyclic code if and only if C1 is an α- quasi-twisted code of index s and
C2 is a β- quasi-twisted code of index ℓ.
For a linear code C of length n over Fq, the dual code C
⊥ is defined as C⊥ = {x ∈
F
n
q | x · y = 0 for all y ∈ C}, where x · y denotes the usual Euclidean inner product.
If C is λ-constacyclic code over Fq, then C
⊥ is a λ−1-constacyclic code over Fq. A
similar result holds for a two-dimensional (α, β)-constacyclic code. Following results
are due to [7].
Proposition 1 Let f(x, y) = f0(x) + f1(x)y + · · · + fℓ−1(x)y
ℓ−1, g(x, y) = g0(x) +
g1(x)y + · · ·+ gℓ−1(x)y
ℓ−1 ∈ Fq[x, y] , where fi(x) = a0,i + a1,ix+ · · ·+ as−1,ix
s−1 and
gi(x) = b0,i + b1,ix+ · · ·+ bs−1,ix
s−1 for i = 0, 1, · · · , ℓ− 1. Then
f(x, y)g(x, y) = 0 in Fq[x, y]/ < x
s − α, yℓ − β >
if and only if (a0, a1, · · · , aℓ−1) is orthogonal to (bℓ−1, bℓ−2, · · · , b0) and all its (α
−1, β−1)-
constacyclic shifts where ai = (a0,i, a1,i, · · · , as−1,i) and
bi = (b0,i, b1,i, · · · , bs−1,i).
3
Proposition 2 The dual of a two-dimensional (α, β)-constacyclic code is a two-
dimensional (α−1, β−1)-constacyclic code.
Let S be a non-empty subset of a commutative ring R. The annihilator of S,
denoted by ann(S), is the set ann(S) = {f : fg = 0 for all g ∈ S}. Clearly ann(S)
is an ideal of R. For a polynomial f(x) with deg(f(x)) = k, its reciprocal is defined
as f ∗(x) = xkf(1/x) and S∗ = {f ∗ : f ∈ S}. If C is a λ-constacyclic code of length
n over Fq generated by g(x), then C
⊥ is λ−1-constacyclic code generated by h∗(x)
where xn − λ = g(x)h(x).
Proposition 3 Suppose that α, β ∈ {1,−1}. Let C be a two-dimensional (α, β)-
constacyclic code, then C⊥ is also a two-dimensional (α, β)-constacyclic code and C⊥ =
(ann(C))∗, also denoted as ann∗(C).
3 Two Dimensional (α, β)-Constacyclic Codes of
length s.ℓ
In this section we will obtain generators of a two-dimensional (α, β)-constacyclic code
of arbitrary length s.ℓ and that of its dual. First we study primitive central idempo-
tents of the ring Fq[y]/〈y
ℓ − β〉 and discuss some of their properties.
Let R denote the polynomial ring Fq[x, y]/〈x
s − α, yℓ − β〉 where α, β ∈ F∗q. Let
r be the order of β in Fq so that β
r = 1 and r|(q− 1). Let ω be an rℓth root of unity
such that ωℓ = β. Assume that q ≡ 1 (mod rℓ) so that ω ∈ Fq, since for some integer
k, ωq−1 = ωrℓk = βrk = 1. Then,
yrℓ − 1 = (y − 1)(y − ω)(y − ω2) · · · (y − ωrℓ−1).
Define
ζ0(y) =
(y − ω)(y − ω2)(y − ω3) · · · (y − ωrℓ−1)
(1− ω)(1− ω2)(1− ω3) · · · (1− ωrℓ−1)
,
ζ1(y) =
(y − 1)(y − ω2)(y − ω3) · · · (y − ωrℓ−1)
(ω − 1)(ω − ω2)(ω − ω3) · · · (ω − ωrℓ−1)
,
...
ζj(y) =
(y − 1)(y − ω) · · · (y − ωj−1)(y − ωj+1) · · · (y − ωrℓ−1)
(ωj − 1)(ωj − ω) · · · (ωj − ωj−1)(ωj − ωj+1) · · · (ωj − ωrℓ−1)
,
...
ζrℓ−1(y) =
(y − 1)(y − ω)(y − ω2) · · · (y − ωrℓ−2)
(ωrℓ−1 − 1)(ωrℓ−1 − ω)(ωrℓ−1 − ω2) · · · (ωrℓ−1 − ωrℓ−2)
,
then ζ0(y), ζ1(y), · · · , ζrℓ−1(y) are primitive central idempotents in Fq[y]/〈y
rℓ− 1〉 i.e.
ζ0(y)+ζ1(y)+· · ·+ζrℓ−1(y) = 1 and ζi(y)ζj(y) = δi,jζi(y) for i, j ∈ {0, 1, 2, · · · , rℓ−1},
where δi,j is the Kronecker Delta function. For a proof of it see [2]. Also, ζj(ω
j) = 1
and ζj(ω
k) = 0 for j 6= k in the ring R.
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Lemma 1 For j = 0, 1, 2, · · · , rℓ− 1, we have
ζj(y) =
1
rℓ
(
1 + ωrℓ−jy + (ωrℓ−jy)2 + · · ·+ (ωrℓ−jy)rℓ−1
)
.
Proof : For any j, j = 0, 1, · · · , rℓ− 1, the numerator of ζj(y) is
(y − 1) · · · (y − ωj−1)(y − ωj+1) · · · (y − ωrℓ−1)
=
yrℓ − 1
y − ωj
=
yrℓ − (ωj)rℓ
y − ωj
(∵ ωrℓ = 1)
= yrℓ−1 + ωjyrℓ−2 + (ωj)2yrℓ−3 + · · ·+ (ωj)rℓ−2y + (ωj)rℓ−1
= (ωj)rℓ−1
{
1 + (ωj)−rℓ+1(ωj)rℓ−2y + (ωj)−rℓ+1(ωj)rℓ−3y2 + · · ·
+ (ωj)−rℓ+1ωjyrℓ−2 + (ωj)−rℓ+1yrℓ−1
}
= ω−j
{
1 + (ωj)−1y + (ωj)−2y2 + · · · + (ωj)−rℓ+2yrℓ−2 + (ωj)−rℓ+1yrℓ−1
}
=
1
ωj
{
1 + ωrℓ−jy + (ωrℓ−jy)2 + · · · + (ωrℓ−jy)rℓ−1
}
.
To compute denominator of ζj(y), substitute y = ω
j in the above expression and get
(ωj − 1) · · · (ωj − ωj−1)(ωj − ωj+1) · · · (ωj − ωrℓ−1)
=
1
ωj
{
1 + ωrℓ−jωj + · · ·+ (ωrℓ−jωj)rℓ−1
}
=
1
ωj
{1 + 1 + · · ·+ 1} =
rℓ
ωj
.
This gives the desired result. 
Lemma 2 ζ1+kr(y)y
j = (ω1+kr)jζ1+kr(y) for j, k ∈ {0, 1, 2, · · · , ℓ− 1}.
Proof : In the ring Fq[y]/〈y
rℓ − 1〉, using Lemma 1
ζ1+kr(y)y =
1
rℓ
(
1 + ωrℓ−1−kry + (ωrℓ−1−kry)2 + · · ·+ (ωrℓ−1−kry)rℓ−1
)
y
=
1
rℓ
(
y + ωrℓ−1−kry2 + ω2(rℓ−1−kr)y3 + · · ·+ ω(rℓ−1)(rℓ−1−kr)yrℓ
)
=
1
rℓ
(
ω1+kr + y + ωrℓ−1−kry2 + ω2(rℓ−1−kr)y3 + · · ·+ ω(rℓ−2)(rℓ−1−kr)yrℓ−1
)
=
1
rℓ
ω1+kr
(
1 + ωrℓ−1−kry + (ωrℓ−1−kry)2 + · · ·+ (ωrℓ−1−kry)rℓ−1
)
= ω1+krζ1+kr(y).
ζ1+kr(y)y
2 =
(
ζ1+kr(y)y
)
y
= ω1+krζ1+kr(y)y
= (ω1+kr)2ζ1+kr(y)
...
ζ1+kr(y)y
j = (ω1+kr)jζ1+kr(y). 
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Following the notations of [3], let Pℓ,β = {1 + rk : k = 0, 1, 2, · · · , ℓ− 1}. Then
yℓ − β = (y − ω)(y − ω1+r)(y − ω1+2r) · · · (y − ω1+(ℓ−1)r)
=
∏
i∈Pℓ,β
(
y − ωi
) (3)
Let yrℓ − 1 = (yℓ − β)Q(y) where Q(y) =
∏
i/∈Pℓ,β
(
y − ωi
)
. Define
η0(y) =
(y − ω1+r)(y − ω1+2r) · · · (y − ω1+(ℓ−1)r)
(ω − ω1+r)(ω − ω1+2r) · · · (ω − ω1+(ℓ−1)r)
,
η1(y) =
(y − ω)(y − ω1+2r) · · · (y − ω1+(ℓ−1)r)
(ω1+r − ω)(ω1+r − ω1+2r) · · · (ω1+r − ω1+(ℓ−1)r)
,
...
ηℓ−1(y) =
(y − ω)(y − ω1+r) · · · (y − ω1+(ℓ−2)r)
(ω1+(ℓ−1)r − ω)(ω1+(ℓ−1)r − ω1+r) · · · (ω1+(ℓ−1)r − ω1+(ℓ−2)r)
,
then η0(y), η1(y), · · · , ηℓ−1(y) are primitive central idempotents in Fq[y]/〈y
ℓ − β〉 i.e.
η0(y) + η1(y) + · · ·+ ηℓ−1(y) = 1 and ηi(y)ηj(y) = δi,jηi(y) for i, j ∈ {0, 1, · · · , ℓ− 1}.
Note that ηj(y) = ζj+1(y) and ηℓ−1(y) = ζ0(y) if r = 1.
Lemma 3 For k = 0, 1, 2, · · · , ℓ−1 we have ζ1+kr(y) = ηk(y)
(
Q(y)
ck
)
for some constant
ck in F
∗
q .
Proof :
ζ1+kr(y) =
(y − 1)(y − ω) · · · (y − ωkr)(y − ωkr+2) · · · (y − ωrℓ−1)
(ω1+kr − 1)(ω1+kr − ω) · · · (ω1+kr − ωkr)(ω1+kr − ωkr+2) · · · (ω1+kr − ωrℓ−1)
=
(y − ω)(y − ω1+r) · · · (y − ω1+(k−1)r)(y − ω1+(k+1)r) · · · (y − ω1+(ℓ−1)r) ·Q(y)
(ω1+kr − 1)(ω1+kr − ω) · · · (ω1+kr − ωkr)(ω1+kr − ωkr+2) · · · (ω1+kr − ωrℓ−1)
= ηk(y)
Q(y)
ck
. 
Lemma 4 ηk(y)y
j =
(
ω1+kr
)j
ηk(y) for j, k ∈ {0, 1, 2, · · · , ℓ− 1}.
Proof : Using Lemmas 2 and 3, we see that
ηk(y)y
j = ζ1+kr(y)y
j ck
Q(y)
= (ω1+kr)jζ1+kr(y)
ck
Q(y)
= (ω1+kr)jηk(y) 
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Lemma 5 The reciprocal polynomials of ηk(y), for k = 0, 1, · · · , ℓ− 1, are given by
η∗k(y) =
{
bk ηℓ−2−k(y) if β = 1
bk ηℓ−1−k(y) if β = −1
for some constant bk ∈ F
∗
q.
Proof : When β = 1, we have r = 1. Then by definition ηk(y) = ζk+1(y). As
ζk+1(y) =
1
ak
yℓ−1
y−ωk+1
, for some constant ak and ω
ℓ = 1, we have
ζ∗k+1(y) =
1
akωk+1
yℓ − 1
(y − ω−(k+1))
= bk ζℓ−k−1(y) = bk ηℓ−2−k(y)
for some constant bk.
When β = −1, we have r = 2. As ηk(y) =
1
ak
· y
ℓ+1
y−ω1+2k
, for some constant ak, we
get
η∗k(y) =
1
ak ω1+2k
yℓ + 1
(y − ω−(1+2k))
= bk
yℓ + 1
y − ω1+2(ℓ−1−k)
= bk ηℓ−1−k(y)
for some constant bk, since ω
2ℓ = 1. 
3.1 Generator matrix
Let C be a two dimensional (α, β)-constacyclic code i.e. C is an ideal of the ring
R = Fq[x, y]/〈x
s − α, yℓ − β〉. Define,
I0 = {f(x) ∈ Fq[x]/〈x
s − α〉 : η0(y)f(x) ∈ C}
I1 = {f(x) ∈ Fq[x]/〈x
s − α〉 : η1(y)f(x) ∈ C}
I2 = {f(x) ∈ Fq[x]/〈x
s − α〉 : η2(y)f(x) ∈ C}
...
Iℓ−1 = {f(x) ∈ Fq[x]/〈x
s − α〉 : ηℓ−1(y)f(x) ∈ C}.
Then I0, I1, · · · , Il−1 are ideals in the principal ideal ring Fq[x]/〈x
s − α〉 and are
therefore principal. Hence there exist unique monic generator polynomials pj(x),
such that Ij = 〈pj(x)〉 where pj(x)|x
s − α for j = 0, 1, · · · , ℓ − 1. These Ij’s are α -
constacyclic codes of length s. The polynomials pj(x) in Fq[x]/〈x
s − α〉 and ηj(y) in
Fq[y]/〈y
ℓ − β〉 contribute to the generators of C.
Theorem 1 Let C be an ideal in the ring R = Fq[x, y]/〈x
s − α, yℓ − β〉, then
C =
〈
η0(y)p0(x), η1(y)p1(x), · · · , ηℓ−1(y)pℓ−1(x)
〉
. (4)
Proof : Let g(x, y) be an arbitrary element of C, therefore there exist polynomials
gi(x) ∈ Fq[x]/〈x
s − α〉 for i = 0, 1, · · · , ℓ− 1 such that
g(x, y) = g0(x) + g1(x)y + · · ·+ gℓ−1(x)y
ℓ−1.
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Then for each k, 0 ≤ k ≤ ℓ− 1, using Lemma 4, we have
g(x, y)ηk(y) = g0(x)ηk(y) + g1(x)ηk(y)y + · · ·+ gℓ−1(x)ηk(y)y
ℓ−1
= g0(x)ηk(y) + g1(x)ω
1+krηk(y) + · · ·+ gℓ−1(x)(ω
1+kr)ℓ−1ηk(y)
= ηk(y)
(
g0(x) + g1(x)ω
1+kr + · · ·+ gℓ−1(x)(ω
1+kr)ℓ−1
)
= ηk(y)g(x, ω
1+kr).
(5)
Now, g(x, y) ∈ C implies g(x, y)ηk(y) ∈ C, as C is an ideal and hence by definition
of Ik, g(x, ω
1+kr) ∈ Ik = 〈pk(x)〉. Thus, there exist some p
′′
k(x) ∈ Fq[x]/〈x
s − α〉
such that g(x, ω1+kr) = pk(x)p
′′
k(x). From, equation (5), we get that g(x, y)ηk(y) =
ηk(y)pk(x)p
′′
k(x).
Now, g(x, y) =
∑ℓ−1
k=0 g(x, y)ηk(y) =
∑ℓ−1
k=0 ηk(y)pk(x)p
′′
k(x) implies that
g(x, y) ∈
〈
η0(y)p0(x), η1(y)p1(x), · · · , ηℓ−1(y)pℓ−1(x)
〉
Therefore,
C ⊆
〈
η0(y)p0(x), η1(y)p1(x), · · · , ηℓ−1(y)pℓ−1(x)
〉
.
Also, Ik = 〈pk(x)〉 implies that ηk(y)pk(x) ∈ C for all k = 0, 1, · · · , ℓ− 1. Thus,
C =
〈
η0(y)p0(x), η1(y)p1(x), · · · , ηℓ−1(y)pℓ−1(x)
〉
. 
Theorem 2 Let deg pi(x) = ai for i = 0, 1, · · · , ℓ− 1, then a generator matrix of C
is
G =


p0(x)η0(y)
xp0(x)η0(y)
...
xs−a0−1p0(x)η0(y)
p1(x)η1(y)
xp1(x)η1(y)
...
xs−a1−1p1(x)η1(y)
...
pℓ−1(x)ηℓ−1(y)
xpℓ−1(x)ηℓ−1(y)
...
xs−aℓ−1−1pℓ−1(x)ηℓ−1(y)


.
Proof : It is enough to prove that rows of G are linearly independent. Suppose, if
possible, there exist polynomials m0(x), m1(x), · · · , mℓ−1(x) in Fq[x]/〈x
s − α〉, with
deg mi(x) ≤ s− ai − 1, for i = 0, 1, 2, · · · , ℓ− 1, such that
m0(x)η0(y)p0(x) +m1(x)η1(y)p1(x) + · · ·+mℓ−1(x)ηℓ−1(y)pℓ−1(x) = 0
in Fq[x, y]/〈x
s−α, yℓ−β〉. Therefore, there exist polynomials a(x, y), b(x, y) ∈ Fq[x, y]
such that
ℓ−1∑
j=0
mj(x)ηj(y)pj(x) = a(x, y)(x
s − α) + b(x, y)(yℓ − β). (6)
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Substituting y = ω1+kr in equation (6), we get mk(x)pk(x) = a(x, ω
1+kr)(xs −
α) because ηk(ω
1+kr) = 1, ηj(ω
1+kr) = 0 for j 6= k and (ω1+kr)ℓ = β. Since
deg(mk(x)pk(x)) ≤ s−ak−1+ak < s , comparing coefficients of x
s, xs+1, · · · on both
sides we find that coefficients of a(x, ω1+kr) are all zero and hence a(x, ω1+kr) = 0 i.e.
mk(x)pk(x) = 0 in Fq[x]. Therefore, mk(x) = 0 for all k = 0, 1, · · · , ℓ − 1; and thus
the rows of G form a generator matrix of C. 
Corollary 1 The dimension of a two-dimensional (α, β)-constacyclic code C is given
by sℓ− a0 − a1 − · · · − aℓ−1.
3.2 Generator matrix of dual code
We assume here that α, β ∈ {1,−1} so that the dual code C⊥ of a two-dimensional
(α, β)-constacyclic code C is also an ideal in Fq[x, y]/〈x
s − α, yℓ − β〉.
As dim(C) + dim(C⊥) = sℓ, therefore dim(C⊥) = a0 + a1 + · · · + aℓ−1. As pj(x) are
divisors of xs − α, there exist polynomials p′j(x) ∈ Fq such that pj(x)p
′
j(x) = x
s − α
for j = 0, 1, · · · , ℓ − 1. The following theorem gives the generators of the dual code
C⊥:
Theorem 3 Suppose that α, β ∈ {1,−1}. Let C be a two-dimensional (α, β)-constacyclic
code of length n = s.ℓ as given in Theorem 1, then the dual code
C⊥ =
〈
p′∗0 (x)η
∗
0(y), p
′∗
1 (x)η
∗
1(y), · · · , p
′∗
ℓ−1(x)η
∗
ℓ−1(y)
〉
(7)
and a generator matrix of C⊥ is given by,
H =


p′∗0 (x)η
∗
0(y)
xp′∗0 (x)η
∗
0(y)
...
xa0−1p′∗0 (x)η
∗
0(y)
p′∗1 (x)η
∗
1(y)
xp′∗1 (x)η
∗
1(y)
...
xa1−1p′∗1 (x)η
∗
1(y)
...
p′∗ℓ−1(x)η
∗
ℓ−1(y)
xp′∗ℓ−1(x)η
∗
ℓ−1(y)
...
xaℓ−1p′∗ℓ−1(x)η
∗
ℓ−1(y)


.
Proof: Let the code on right hand side of equation (7) be denoted by D. To prove
that D ⊂ C⊥ it is enough to prove, by Proposition 3, that p′∗j (x)η
∗
j (y) ∈ ann(C)
∗ i.e,
p′j(x)ηj(y) ∈ ann(C) for each j, 0 ≤ j ≤ ℓ− 1. Now for any j, 0 ≤ j ≤ ℓ− 1,
p′j(x)ηj(y)pk(x)ηk(y) = 0
9
for all k, 0 ≤ k ≤ ℓ− 1, because when k 6= j, we have ηj(y)ηk(y) = 0 and when k = j
we have p′j(x)pj(x) = x
s − 1 = 0 in the ring R. Hence D ⊂ C⊥.
To prove that dim(D) = a0 + a1 + · · · + aℓ−1 = dim(C
⊥), we need to show
that the rows of H are linearly independent. Suppose, if possible, there exist poly-
nomials m0(x), m1(x), · · · , mℓ−1(x) in Fq[x]/〈x
s − α〉, with degmi(x) ≤ ai − 1 for
i = 0, 1, 2, · · · , ℓ− 1 such that
m0(x)p
′∗
0 (x)η
∗
0(y) +m1(x)p
′∗
1 (x)η
∗
0(y) + · · ·+mℓ−1(x)p
′∗
ℓ−1(x)η
∗
ℓ−1(y) = 0
in Fq[x, y]/〈x
s−α, yℓ−β〉. Therefore, there exist polynomials a(x, y), b(x, y) ∈ Fq[x, y]
such that
ℓ−1∑
k=0
mk(x)p
′∗
k (x)η
∗
k(y) = a(x, y)(x
s − α) + b(x, y)(yℓ − β). (8)
Let first r = 1. Then by Lemma 5, η∗k(y) = bkηℓ−2−k(y), for some non-zero constant
bk. Also ηℓ−2−k(ω
ℓ−1−k) = ζℓ−1−k(ω
ℓ−1−k) = 1 and ζℓ−1−j(ω
ℓ−1−k) = 0 for j 6= k.
Substituting y = ωℓ−1−k in equation (8) , we get
bkmk(x)p
′∗
k (x) = a(x, ω
ℓ−1−k)(xs − α).
Since deg(mk(x)p
′∗
k (x)) ≤ ak−1+s−ak < s, comparing coefficients of x
s, xs+1, · · · on
both sides we find that coefficients of a(x, ωℓ−1−k) are all zero and hence a(x, ωℓ−1−k) =
0 i.e. bkmk(x)p
′∗
k (x) = 0 in Fq[x]. Therefore, mk(x) = 0 for all k = 0, 1, · · · , ℓ− 1.
Let now r = 2. Then by Lemma 5, η∗k(y) = bkηℓ−1−k(y). Also ηℓ−1−k(ω
1+2(ℓ−1−k))
= ζ1+2(ℓ−1−k)(ω
1+2(ℓ−1−k)) = 1 and ηℓ−1−j(ω
1+2(ℓ−1−k)) = 0 for j 6= k. Working as
above we find that mk(x) = 0 for all k = 0, 1, · · · , ℓ− 1.
Therefore D = C⊥ and the rows of H form a generator matrix of C⊥. 
Remark If deg(pj(x)) = aj = 0 for some j, 0 ≤ j ≤ ℓ− 1, i.e. pj(x) = λ, a constant,
then the set {p′∗j (x)η
∗
j (y), xp
′∗
j (x)η
∗
j (y), · · · , x
aj−1p′∗j (x)η
∗
j (y)} is empty and so it does
not contribute any rows in H .
3.3 Self-dual codes
Theorem 4 Suppose that α, β ∈ {1,−1}. Then a two-dimensional (α, β)-constacyclic
code C of length n = s.ℓ is self-dual if and only if
(i) sℓ = 2(a0 + a1 + · · ·+ aℓ−1)
(ii) for every k, 0 ≤ k ≤ ℓ− 1,
p′∗k (x) = tk(x)pℓ−2−k(x), pk(x) = t
′
k(x)p
′∗
ℓ−2−k(x) if β = 1
p′∗k (x) = tk(x)pℓ−1−k(x), pk(x) = t
′
k(x)p
′∗
ℓ−1−k(x) if β = −1
(9)
for some non-zero polynomials tk(x), t
′
k(x) in Fq[x]/〈x
s − α〉.
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Proof: Suppose sℓ = 2(a0+a1+· · ·+aℓ−1). By Theorem 3, C
⊥ =
〈
p′∗0 (x)η
∗
0(y), p
′∗
1 (x)η
∗
1(y),
· · · , p′∗ℓ−1(x)η
∗
ℓ−1(y)
〉
. Therefore C⊥ ⊂ C if each p′∗k (x)η
∗
k(y) is a linear combination of
rows of generator matrix G of C as given in Theorem 2. This is so if and only if there
exist polynomials uj(x) in Fq[x]/〈x
s − α〉 such that
p′∗k (x)η
∗
k(y) =
ℓ−1∑
j=0
uj(x)pj(x)ηj(y). (10)
Again by Theorem 2, C =
〈
p0(x)η0(y), p1(x)η1(y), · · · , pℓ−1(x)ηℓ−1(y)
〉
, therefore C ⊂
C⊥ if each pk(x)ηk(y) is a linear combination of rows of generator matrix H of C
⊥
as given in Theorem 3. This is so if and only if there exist polynomials vj(x) in
Fq[x]/〈x
s − α〉 such that
pk(x)ηk(y) =
ℓ−1∑
j=0
vj(x)p
′∗
j (x)η
∗
j (y). (11)
When β = 1, we have r = 1 and η∗k(y) = bkηℓ−2−k(y), by Lemma 5. Multiplying both
sides of (10) by ηℓ−2−k(y) and noting that ηj(y) are primitive central idempotents,
C⊥ ⊂ C, if and only if
p′∗k (x)bkηℓ−2−k(y) =
ℓ−1∑
j=0
uj(x)pj(x)ηj(y)ηℓ−2−k(y) = uℓ−2−k(x)pℓ−2−k(x)ηℓ−2−k(y)
i.e. if and only if
p′∗k (x) = tk(x)pℓ−2−k(x)
for some polynomial tk(x).
Further, (11) can be rewritten as
pk(x)ηk(y) =
ℓ−1∑
j=0
bjvj(x)p
′∗
j (x)ηℓ−2−j(y) =
ℓ−1∑
i=0
bℓ−2−ivℓ−2−i(x)p
′∗
ℓ−2−i(x)ηi(y). (12)
Multiplying both sides of (12) by ηk(y), C ⊂ C
⊥, if and only if
pk(x)ηk(y) = bℓ−2−kvℓ−2−k(x)p
′∗
ℓ−2−k(x)ηk(y)
i.e. if and only if
pk(x) = t
′
k(x)p
′∗
ℓ−2−k(x)
for some polynomial t′k(x).
When β = −1, we have r = 2, η∗k(y) = bkηℓ−1−k(y) and the proof is similar.
Theorem 5 If β = 1 and α = ±1 then a two-dimensional (α, 1)-constacyclic code
C of length n = s.ℓ can not be self-dual if gcd(s, q) = 1 assuming that s is odd if
α = −1.
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Proof : Suppose a two-dimensional (α, 1)-constacyclic code is self-dual. On taking
k = ℓ− 1 in equation (9) we get
p′∗ℓ−1(x) = tℓ−1(x)pℓ−1(x) and pℓ−1(x) = t
′
ℓ−1(x)p
′∗
ℓ−1(x). (13)
We have xs−α = pℓ−1(x)p
′
ℓ−1(x). If gcd(s, q) = 1, x−α divides exactly one of pℓ−1(x)
and p′ℓ−1(x) and not both. (If α = −1, we assume that s is odd.) The reciprocal of
x− α is ±(x− α).
If x − α|pℓ−1(x), from equation (13) we have x − α|p
′∗
ℓ−1(x). This implies (x −
α)∗|(p′∗ℓ−1(x))
∗ i.e. x−α|p′ℓ−1(x) as (f
∗)∗ = f . This is not possible, when gcd(s, q) = 1.
If x − α|p′ℓ−1(x), we have (x − α)
∗|p′∗ℓ−1(x) i.e. (x − α)|p
′∗
ℓ−1(x). This implies, from
(13), x− α|pℓ−1(x), again not possible.
4 Examples
Minimum distances of all the codes in following examples have been calculated by
software MAGMA.
Example 1 Let q = 11, α = 1 , β = −1, s = 2 and ℓ = 5. One finds that ω = 2 is a
10th root of unity in F∗11 such that ω
5 = −1. Therefore
y5 + 1 = (y − 2)(y − 23)(y − 25)(y − 27)(y − 29)
= (y + 9)(y + 3)(y + 1)(y + 4)(y + 5)
Thus,
η0(y) = 4y
4 + 8y3 + 5y2 + 10y + 9
η1(y) = 5y
4 + 7y3 + y2 + 8y + 9
η2(y) = 9y
4 + 2y3 + 9y2 + 2y + 9
η3(y) = 3y
4 + 10y3 + 4y2 + 6y + 9
η4(y) = y
4 + 6y3 + 3y2 + 7y + 9
We have x2−1 = (x−1)(x+1). Suppose, p0(x) = p4(x) = x+1 and p1(x) = p2(x) =
p3(x) = x − 1, then by Theorems 2 and 3, generator matrices of two dimensional
(1,−1)-constacyclic code C and C⊥ are given by
G =


(x+ 1)(4y4 + 8y3 + 5y2 + 10y + 9)
(x− 1)(5y4 + 7y3 + y2 + 8y + 9)
(x− 1)(9y4 + 2y3 + 9y2 + 2y + 9)
(x− 1)(3y4 + 10y3 + 4y2 + 6y + 9)
(x+ 1)(y4 + 6y3 + 3y2 + 7y + 9)

 , H =


(1− x)(9y4 + 10y3 + 5y2 + 8y + 4)
(x+ 1)(9y4 + 8y3 + y2 + 7y + 5)
(x+ 1)(9y4 + 2y3 + 9y2 + 2y + 9)
(x+ 1)(9y4 + 6y3 + 4y2 + 10y + 3)
(1− x)(9y4 + 7y3 + 3y2 + 6y + 1)


respectively. The code C is not self-dual as condition (ii) of Theorem 4 is not satisfied
for k = ℓ− 1 = 4, i.e. p′∗4 (x) = 1− x 6= m(x)p0(x).
The codewords corresponding to rows of the matrix G are
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c0 =
(
9 10 5 8 4
9 10 5 8 4
)
, c1 =
(
−9 −8 −1 −7 −5
9 8 1 7 5
)
, c2 =
(
−9 −2 −9 −2 −9
9 2 9 2 9
)
,
c3 =
(
−9 −6 −4 −10 −3
9 6 4 10 3
)
, c4 =
(
9 7 3 6 1
9 7 3 6 1
)
.
The corresponding code C1 (see equation (1)) has a generator matrix
G1 =


9 10 5 8 4 9 10 5 8 4
−9 −8 −1 −7 −5 9 8 1 7 5
−9 −2 −9 −2 −9 9 2 9 2 9
−9 −6 −4 −10 −3 9 6 4 10 3
9 7 3 6 1 9 7 3 6 1

 .
It is a quasi-cyclic [10, 5, 6] MDS code over F11[x] . The dual C
⊥
1 is also [10, 5, 6] MDS
code. The code C1 is isodual but not self-dual.
The corresponding code C2 (see equation (2)) is a (−1)-quasi-twisted, isodual, [10, 5, 6]
MDS code over F11[x].
Example 2 If in the above example we take p0(x) = p4(x) = x+ 1, p1(x) = p3(x) =
x− 1 and p2(x) = 1; generator matrices of C and C
⊥ are
G =


(x+ 1)(4y4 + 8y3 + 5y2 + 10y + 9)
(x− 1)(5y4 + 7y3 + y2 + 8y + 9)
(9y4 + 2y3 + 9y2 + 2y + 9)
x(9y4 + 2y3 + 9y2 + 2y + 9)
(x− 1)(3y4 + 10y3 + 4y2 + 6y + 9)
(x+ 1)(y4 + 6y3 + 3y2 + 7y + 9)


, H =


(1− x)(9y4 + 10y3 + 5y2 + 8y + 4)
(x+ 1)(9y4 + 8y3 + y2 + 7y + 5)
(x+ 1)(9y4 + 6y3 + 4y2 + 10y + 3)
(1− x)(9y4 + 7y3 + 3y2 + 6y + 1)


respectively. The corresponding codes C1 and C2 are [10, 6, 5] MDS code over F11[x] .
The dual C⊥1 and C
⊥
2 are [10, 4, 7] MDS code.
C1 is quasi cyclic code of index 5 and C2 is (−1)-quasi-twisted of index 2.
Example 3 Take q = 7, α = −1 , β = 2, s = 3 and ℓ = 2, so that order r of β is 3.
One finds that ω = 3 is a rℓth i.e. 6th root of unity in F∗7 such that ω
2 = 2. Therefore,
y2 − 2 = (y − 3)(y − 34) = (y − 3)(y − 4)
Thus,
η0(y) = 6y + 4, η1(y) = y + 4
As x3 + 1 = (x+ 1)(x2 − x+ 1), take p0(x) = x
2 − x+ 1 and p1(x) = x+ 1, then by
Theorem 2, a generator matrix of two dimensional (−1, 2) -constacyclic code is given
by
G =

(x
2 − x+ 1)(6y + 4)
(x+ 1)(y + 4)
x(x+ 1)(y + 4)

 .
The corresponding codes C1 and C2 are [6, 3, 4] MDS codes over F7. C1 is (−1)-quasi-
twisted code of index 2 and C2 is 2-quasi-twisted code of index 3.
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Example 4 Take q = 7, α = −1 = β, s = 3 = ℓ so that r = 2. One notes that ω = 3
is 6th root of unity in F∗7 satisfying ω
3 = −1. Therefore,
y3 + 1 = (y − 3)(y − 33)(y − 35) = (y + 4)(y + 1)(y + 2).
Thus,
η0(y) = 6y
2 + 4y + 5, η1(y) = 5y
2 − 5y + 5, η2(y) = 3y
2 + y + 5.
In F7[x], we have x
3+1 = (x+1)(x2−x+1). Suppose, p0(x) = p2(x) = x
2−x+1 and
p1(x) = x + 1, then by Theorem 2, a generator matrix of two dimensional (−1,−1)-
constacyclic code is given by
G =


(x2 − x+ 1)(6y2 + 4y + 5)
(x+ 1)(5y2 − 5y + 5)
x(x+ 1)(5y2 − 5y + 5)
(x2 − x+ 1)(3y2 + y + 5)

 .
The corresponding codes C1 and C2 are (−1)-quasi-twisted [9, 4, 4], near MDS codes
of index 3 over F7. Their duals are [9, 5, 3], near MDS codes over F7.
Example 5 Take q = 5, α = 1, β = −1, s = 2 = ℓ. One finds that ω = 2 is rℓth i.e.
4th root of unity in F∗5 satisfying ω
2 = −1. Therefore,
y2 + 1 = (y − 2)(y − 23).
As x2−1 = (x−1)(x+1), take p0(x) = x−1 and p1(x) = x+1, so that p
′∗
0 (x) = p1(x)
and p′∗1 (x) = −p0(x). Then by Theorem 2, a generator matrix of two dimensional
(1,−1) constacyclic code is given by
G =
(
(x− 1)(4y + 3)
(x+ 1)(y + 3)
)
.
The corresponding codes C1 and C2 are [4, 2, 2] self-dual codes over F5. C1 is quasi
cyclic and C2 is (−1)-quasi-twisted code of index 2.
Example 6 Take q = 13, α = 1, β = −1, s = 2 and ℓ = 6. One finds that ω = 2 is
12th root of unity in F∗13 satisfying ω
6 = −1. Therefore,
y2 + 1 = (y − 2)(y − 23)(y − 25)(y − 27)(y − 29)(y − 211).
As x2 − 1 = (x− 1)(x+ 1). Take p0(x) = p1(x) = p2(x) = x− 1 and p3(x) = p4(x) =
p5(x) = x + 1, then by Theorem 2, a generator matrix of two dimensional (1,−1)
constacyclic code is given by
G =


(x− 1)(4y5 + 8y4 + 3y3 + 6y2 + 12y + 11)
(x− 1)(3y5 + 11y4 + 10y3 + 2y2 + 3y + 11)
(x− 1)(12y5 + 7y4 + 3y3 + 5y2 + 4y + 11)
(x+ 1)(9y5 + 8y4 + 10y3 + 6y2 + y + 11)
(x+ 1)(10y5 + 11y4 + 3y3 + 2y2 + 10y + 11)
(x+ 1)(y5 + 7y4 + 10y3 + 5y2 + 9y + 11)


.
The corresponding codes C1 and C2 are [12, 6, 4] self-dual codes over F13. C1 is quasi
cyclic of index 6 and C2 is (−1)-quasi-twisted code of index 2.
14
References
[1] Gurmeet K. Bakshi and Madhu Raka, A class of constacyclic codes over a finite
field, Finite Fields Appl. 18 (2)(2012), 362-377.
[2] Mokshi Goyal and Madhu Raka, Duadic and triadic codes over a finite non-chain
ring and their Gray images, Int. J. Information and Coding Theory 5(1)(2018),
36 -54.
[3] Mokshi Goyal and Madhu Raka, Polyadic constacyclic codes over the non-chain
ring Fq[u, v]/〈f(u), g(v), uv − vu〉, J. Appl. Math. Comput. 62(1-2)(2020), 425-
447.
[4] C. Gu¨neri and F. O¨zbudak, A relation between quasi-cyclic codes and 2-D cyclic
codes, Finite Fields Appl. 18 (2012), 123 -132.
[5] T. Ikai, H. Kosako, Y. Kojima, Two-dimensional cyclic codes, Electron. Com-
mun. Jpn. 57(4) (1974/75), 27-35.
[6] H. Imai, A theory of two-dimensional cyclic codes, Inf. Control 34(1) (1977),
1-21.
[7] Z. Rajabi and K. Khashyarmanesh, Repeated-root two-dimensional constacyclic
codes of length 2ps.2k, Finite Fields Appl. 50 (2018), 122 -137.
[8] Madhu Raka, A class of constacyclic codes over a finite field II, Indian J. Pure
Appl. Maths, 46, (2015), 809-825.
[9] M. Raka, L. Kathuria and Mokshi Goyal, (1 − 2u3)-constacyclic codes and
quadratic residue codes over Fp[u]/〈u
4 − u〉. Cryptogr. Commun. 9(4) (2017),
459-473.
[10] Z. Sepasdar, K. Khashyarmanesh, Characterizations of some two-dimensional
cyclic codes correspond to the ideals of F[x, y]/ < xs− 1, y2
k
− 1 >, Finite Fields
Appl. 41 (2016), 97-112.
[11] Z. Sepasdar, Generator Matrix for two-dimensional cyclic codes of arbitrary
length, arXiv:1704.08070v1 [math.AC] 26 Apr 2017.
[12] Shojiro Sakata, On determining the independent point set for doubly peri-
odic arrays and encoding two-dimensional cyclic codes and their duals, IEEE
Trans.Inf.Theory IT, 21(5)(1981), 556 -565.
[13] Li Xiulia and Li Hongyanb, 2-D skew-cyclic codes over Fq[x, y, ρ, θ], Finite Fields
Appl. 25 (2014), 49-63.
15
