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POSITIVITY AND FOURIER INTEGRALS OVER REGULAR
HEXAGON
YUAN XU
Abstract. Let f ∈ L1(R2) and let f̂ be its Fourier integral. We study summa-
bility of the partial integral Sρ,H(x) =
∫
{‖y‖H≤ρ} e
ix·y f̂(y)dy, where ‖y‖H de-
notes the uniform norm taken over the regular hexagonal domain. We prove
that the Riesz (R, δ) means of the inverse Fourier integrals are nonnegative if
and if δ ≥ 2. Moreover, we describe a class of ‖ · ‖H-radial functions that are
positive definite on R2.
1. Introduction
The classical Bochner-Riesz means of the Fourier integral have kernels that are
radial functions, or the ‖·‖2-radial functions, where ‖·‖2 denotes the usual Euclidean
norm. We study their analogues that have kernels being ‖ · ‖H-radial functions,
where ‖ · ‖H denotes the uniform norm of the regular hexagonal domain of R2, and
‖ · ‖H-radial functions that are positive definite functions on R2.
Let f be a function in L1(Rd). The Foruier transform f̂ and its inverse are
defined by
(1.1) f̂(y) =
1
(2pi)d
∫
Rd
e−ix·yf(x)dx and f(x) =
∫
Rd
eiy·xf̂(y)dy,
where the latter integral need not exist for an arbitrary function f ∈ L1(Rd), a fact
that motivates the study of summability methods. The classical Bochner-Riesz
means (cf. [7]) of the inverse Fourier transform are defined by
(1.2) S
(2)
R,δf(x) =
∫
‖y‖2≤R
(
1− ‖y‖2
R
)δ
eiy·xf̂(y)dy.
The convergence of these means has been studied extensively. If ‖y‖2 is replaced by
the `1 norm |y|1 := |y1|+ . . .+ |yd| in (1.2), we denote the new means by S(1)R,δf and
call them `1-Riesz (R, δ) means. It was proved in [2] that, in `1 summability, the
(R, δ) means S
(1)
R,δf define positive linear transformations on L
1(Rd) exactly when
δ ≥ 2d− 1. In contrast, in `2 summability, the Bochner-Riesz means do not define
positive transformations for any δ > 0 [4].
In the present paper we study the case when ‖ · ‖2 in (1.2) is replaced by the
uniform norm ‖ · ‖H over the regular hexagonal domain in R2. In this case it is
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more convenient to work in homogeneous coordinates of
R3H := {t = (t1, t2, t3) ∈ R3 : t1 + t2 + t3 = 0},
for which the regular hexagonal domain is equivalent to {t ∈ R3 : ‖t‖H ≤ 1}, where
‖t‖H := max
1≤i≤3
|ti|.
In R3H the Fourier transform and its inverse can be defined by
(1.3) f̂(s) =
1
3pi2
∫
R3H
e−
2i
3 t·sf(t)dt and f(t) =
∫
R3H
e
2i
3 t·sf̂(s)ds,
as we shall see in the next section. The Riesz (R, δ) means are then become
(1.4) SR,δf(t) :=
∫
‖s‖H≤R
(
1− ‖s‖H
R
)δ
eis·tf̂(s)ds.
The symmetry of the regular hexagonal domain makes it possible to derive a
close form for the Dirichlet kernel,
DR(t) =
∫
‖t‖H≤R
e
2i
3 s·tds, t ∈ R3H,
which can be used to establish the following theorem.
Theorem 1.1. For δ ≥ 2 the Riesz (R, δ) means of the hexagonal partial integral
(1.4) define positive linear transformations on L1(R3H); the order of the summability
to assure positivity is best possible.
We note that the minimal order of the summability to assure positivity of the
Riesz (R, δ) means for `1 summability is δ ≥ 3 when d = 2.
A function φ : R3H 7→ R is called ‖·‖H invariant, or ‖·‖H-radial, if φ(t) = φ0(‖t‖H)
for some φ0 : R+ := [0,∞) 7→ R. Although the Dirichlet kernel is not ‖·‖H radial, it
has additional structure that allows us to characterize positive definiteness of such
functions.
A function φ on Rd is said to be positive definite if for any set of points x1, . . . , xN
in Rd and scalars c1, . . . , cN in C, N ∈ N,
N∑
j=1
N∑
k=1
cjckφ(xj − xk) ≥ 0;
that is, the matrix [φ(xj − xk)]Nj,k=1 is positive semi-definite for all {xj}, {cj} and
N . Bochner proved in [3] that a continuous function φ on Rd is positive definite
exactly when it is the Fourier integral of a finite positive measure on Rd. Shoenberg
specialized Bochner’s theorem for `2 radial functions and proved that φ(‖x‖2) is
positive define exactly when
(1.5) φ(t) =
∫ ∞
0
Ωd(tu)dα(u) with Ωd(r) :=
(
2
r
) d−2
2
J d−2
2
(r)
and α(u) is non-decreasing and bounded for u ≥ 0, where Jγ is the Bessel function.
An analogue result was proved in [2] for `1-radial functions φ(|x|1), for which φ is
characterized by (1.5) with Ωd replaced by md, where md is a function that can
3be defined either recursively or as the Fourier transform of the B-spline function
x 7→M(·|x21, . . . , x2d) on Rd. In particular, m2 is given by
m2(ξ) =
∫ ∞
ξ
sinu
u
du.
In the case of d = 2, under the change of variables x = s+t and y = s−t, the `1 ball
{x ∈ R2 : |x|1 ≤ 1} becomes the square [−1, 1]2 and the `1-radial functions become
‖ · ‖∞, or `∞-radial functions. Hence, the result in [2] also gives a characterization
of `∞ radial functions.
Our second result shows that the class of positive definite ‖ · ‖H radial functions
is at least as big as the class of positive definite `1 or `∞ radial functions.
Theorem 1.2. Let φ ∈ Cb(R+). The function φ(‖t‖H), t ∈ R3H, is positive definite
on R3H if there exists an increasing bound function α on R+ such that
φ(t) =
∫ ∞
0
m2(tu)dα(u).
We do not know if the converse of Theorem 1.2 holds; that is, whether φ(‖t‖H) is
positive definite only if φ is of the form given in the theorem. In [2], the inverse in
the `1 case was established by writing the Dirichlet kernel as an integral against a
B-spline function whose knots are the variables, and studying the Fourier transform
of the B-spline function. The kernel in the hexagonal setting can also be written
as an integral against a B-spline function, but the resulted B-spline function is no
longer integrable, which prevents us from following the same approach.
The paper is organized as follows. The set-up of the Fourier integral on the
hexagonal domain and the analysis, based on the closed formula for the Dirichlet
kernel, that leads to the proof of Theorem 1.1 are given in the next section. The
positive definiteness of ‖ · ‖H-radial functions is discussed in Section 3.
2. Fourier integral on the hexagonal domain
The regular hexagonal domain on R2 is given by
H =
{
(x1, x2) : −1 ≤ x2,
√
3
2 x1 ± 12x2 < 1
}
.
We consider the Fourier integral
∫
H
f̂(y)e−ix·ydy. Such integrals have been studied,
say, in [1], where the Tura´n’s problem on positive definite functions on the hexagonal
domain is studied. For our purpose, it is more convenient to use homogeneous
coordinates t = (t1, t2, t3) in the space
R3H := {t = (t1, t2, t3) ∈ R3 : t1 + t2 + t3 = 0},
for which the hexagonal domain H becomes
H :=
{
t ∈ R3H : −1 ≤ t1, t2, t3 ≤ 1
}
= {t ∈ R3H : ‖t‖H ≤ 1},
where ‖t‖H = max1≤i≤3 |ti|. Geometrically H is the intersection of the plane t1 +
t2 + t3 = 0 with the cube [−1, 1]3 as shown in Figure 1. Such a convenience is used
in [5, 8] where the Fourier series associated with the hexagonal lattice and their
applications in discrete Fourier transform are studied.
For convenience, we adopt the convention of using bold letters, such as t, to de-
note points in homogeneous coordinates of R3H throughout this paper. The relation
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Figure 1. Regular hexagon in R3H.
between (x1, x2) ∈ H and t ∈ H is given by
t1 = −x2
2
+
√
3x1
2
, t2 = x2, t3 = −x2
2
−
√
3x1
2
,
or, equivalently, using the fact that t1 + t2 + t3 = 0,
(2.1) x1 =
1
3 (t1 − t3) = 13 (2t1 + t2), x3 = 13 (t2 − t3) = 13 (t1 + 2t2).
Let dt be the Lebesgue measure on R3H. Computing the Jacobian of the change
of variables shows that dx1dx2 =
2
√
3
3 dt. With x and y associated to t and s,
respectively, through (2.1), it is easy to see that x · y = 23s · t. If we identity the
function f(x) on R2 with f(t) on R3H, then the Fourier transform and its inversion
(1.1) translate to
f̂(x) 7→
√
3
6pi
∫
R3H
f(t)e−
2i
3 s·tdt and f(x) 7→ 2
√
3
3
∫
R3H
f̂(s)e
2i
3 s·tds.
For convenience we renormalize them and defined the Fourier transform and its
inverse on R3H as in (1.3), that is,
f̂(s) =
1
3pi2
∫
R3H
e−
2i
3 t·sf(t)dt and f(t) =
∫
R3H
e
2i
3 t·sf̂(s)ds.
The usual definition for the convolution f ∗ g extends to f, g ∈ L1(R3H) by
f ∗ g(t) =
∫
R3H
f(t− s)g(s)ds, f, g ∈ L1(R3H).
For ρ > 0 we first consider the hexagonal summability of the inverse Fourier
integral
(2.2) σρ(f ; t) =
∫
‖t‖H≤ρ
f̂(s)e
2i
3 s·tds = (f ∗Dρ)(t),
where Dρ is the Dirichlet kernel for the regular hexagonal domain,
Dρ(t) :=
∫
‖t‖H≤ρ
e−
2i
3 s·tds, t ∈ R3H.
Our first result is a closed from for the Dirichlet kernel for the hexagonal domain.
5Proposition 2.1. For ρ > 0,
(2.3) Dρ(t) = −9
2
[
cos
[
2
3ρ(t1 − t2)
]
(t2 − t3)(t3 − t1) +
cos
[
2
3ρ(t2 − t3)
]
(t3 − t1)(t1 − t2) +
cos
[
2
3ρ(t3 − t1)
]
(t1 − t2)(t2 − t3)
]
.
Proof. Let D(t) := D1(t). A simple change of variable shows that
Dρ(t) = ρ
2D(ρt).
Hence, we only need to work with the case ρ = 1. The hexagonal domain can be
partitioned into three parallelograms, as shown in Figure 2, which leads to
(0,−1,1) (1,−1,0)
(1,0,−1)
(0,1,−1)(−1,1,0)
(−1,0,1)
O
Figure 2. Hexagon and its partition in R3H.
D(t) =
∫ 1
0
∫ 0
−1
e
2i
3 s·tds1ds2 +
∫ 1
0
∫ 0
−1
e
2i
3 s·tds2ds3 +
∫ 1
0
∫ 0
−1
e
2i
3 s·tds3ds1.
For s, t ∈ R3H , we can write s · t = (t1− t3)s1 + (t2− t3)s2 by using s1 + s2 + s3 = 0,
so that the first integral can be easily evaluated as
I(1, 2) :=
∫ 1
0
∫ 0
−1
e
2i
3 s·tds1ds2 = −
(
3
2
)2 (1− e 2i3 (t1−t3))(1− e− 2i3 (t2−t3))
(t1 − t3)(t2 − t3) .
The other two integrals are evidently just I(2, 3) and I(3, 1). The nominator of the
last fraction in the right hand side of I(1, 2) can be written as
1− e− 2i3 (t3−t1) − e− 2i3 (t3−t1) − e− 2i3 (t3−t1) + 2 cos
[
2
3
(t1 − t2)
]
.
Without the cosine term, the above expression is invariant under the permutation.
Hence, using the fact that (t1− t2) + (t2− t3) + (t3− t1) = 0, summing up I(1, 2) +
I(2, 3) + I(3, 1) shows that
D(t) = −9
2
[
cos
[
2
3 (t1 − t2)
]
(t2 − t3)(t3 − t1) +
cos
[
2
3 (t2 − t3)
]
(t3 − t1)(t1 − t2) +
cos
[
2
3 (t3 − t1)
]
(t1 − t2)(t2 − t3)
]
,
which is the desired formula for ρ = 1. This completes the proof. 
Along the same line of the proof, we have the following proposition on the Fourier
transform of ‖ · ‖H radial functions.
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Proposition 2.2. Let φ ∈ C0(R+). For any r > 0 and t ∈ R3H ,
(2.4)
∫
‖s‖H≤r
e±
2i
3 s·tφ(‖s‖H)ds =
∫ r
0
Eρ(t)φ(ρ)dρ
for almost all t, where
Eρ(t) =
d
dρ
Dρ(t).
Proof. As in the proof of Proposition 2.1, we can split the integral into three pieces,∫
‖s‖H≤r
e
2i
3 s·tφ(‖s‖H)ds = J(1, 2) + J(2, 3) + J(3, 1),
where, writing s · t = s1(t1 − t3) + s2(t2 − t3) for t ∈ R3H,
J(1, 2) :=
∫ r
0
∫ 0
−r
e
2i
3 s·tφ(‖s‖H)ds1ds2
=
∫ r
0
∫ r
0
e
2i
3 (s1(t1−t3)−s2(t2−t3))φ(‖s‖H)ds1ds2,
and J(2, 3) and J(3, 1) are permutations of J(1, 2). For s1, s2 > 0, ‖s‖H =
max{s1, s2}. Hence, it follows that
J(1, 2) =
∫ r
0
e
2i
3 s1(t1−t3)φ(s1)ds1
∫ s1
0
e−
2i
3 s2(t2−t3)ds2
+
∫ r
0
e−
2i
3 s2(t2−t3)φ(s2)ds2
∫ s2
0
e
2i
3 s1(t1−t3)ds1
=
3
2
∫ r
0
φ(ρ)
[
e
2i
3 ρ(t1−t3) − e 2i3 ρ(t1−t2)
i(t2 − t3) −
e
2i
3 ρ(t3−t2) − e 2i3 ρ(t1−t2)
i(t1 − t3)
]
dρ.
The terms inside the bracket can be rewritten as
(t1 − t3)e 2i3 ρ(t1−t3) + (t3 − t2)e 2i3 ρ(t3−t2) − (t1 − t2)e 2i3 ρ(t1−t2)
i(t2 − t3)(t1 − t3)
and the nominator of this expression can be further rewritten as
(t1 − t3)e 2i3 ρ(t1−t3) + (t3 − t2)e 2i3 ρ(t3−t2) + (t2 − t1)e 2i3 ρ(t2−t1)
−2i(t1 − t2) sin
[
2
3
ρ(t1 − t2)
]
,
in which the sum in the first line is invariant under permutation. Consequently,
adding J(1, 2), J(2, 3) and J(3, 1) gives∫
‖t‖H≤r
e
2i
3 s·tφ(‖s‖H)ds =
∫ r
0
φ(ρ)Eρ(t)dρ
where
Eρ(t) = 3
[
(t1 − t2) sin
[
2
3ρ(t1 − t2)
]
(t2 − t3)(t3 − t1)(2.5)
+
(t2 − t3) sin
[
2
3ρ(t2 − t3)
]
(t3 − t1)(t1 − t2) +
(t3 − t1) sin
[
2
3ρ(t3 − t1)
]
(t1 − t2)(t2 − t3)
]
.
It is now easy to see that ddρDρ(t) = Eρ(t) and (2.4) follows. 
7The computation of the proof also shows that∫ r
0
φ(‖t‖H)dt = 6
∫ r
0
ρφ(ρ)dρ.
This proposition allows us to compute the Fourier transform of ‖ · ‖H radial
functions.
Example 2.3. For a > 0 and t ∈ R3H, let φ(t) = e−
2a
3 ‖t‖H . Then
φ̂(t) =
27a2(2a2 + t21 + t
2
2 + t
2
3)
4(a2 + (t1 − t2)2)(a2 + (t2 − t3)2)(a2 + (t3 − t1)2) .
Proof. We use the explicit formula of Eρ in (2.5) and the elementary integral∫ ∞
0
e−aρ sin(bρ)dρ =
b
a2 + b2
, a > 0,
then simplify the computation using t1t2 + t2t3 + t3t1 = −(t21 + t22 + t23)/2, which
comes from (t1 + t2 + t3)
2 = 0. 
For δ > 0, the Cesa`re (C, δ) means of a function s : R+ 7→ C are defined by
sδ(ρ) =
δ
ρ
∫ ρ
0
(ρ− u)δ−1s(u)du, ρ > 0.
Because of the the convolution structure of the partial integral (2.2), its (C, δ)
means can be viewed as convolving the function f with the (C, δ) means of the
Dirichlet kernel; that is, define
DδR(t) :=
δ
Rδ
∫ R
0
(R− ρ)δ−1Dρ(t)dρ,
then the (C, δ) means of the integral in (2.2) is defined by
σδR(f ; t) = (f ∗DδR)(t), R > 0, t ∈ R3H .
Our next result shows that the Cesa`ro (C, δ) means and the Reize (R, δ) means,
defined in (1.4), of hexagonal summability of the Fourier integral are identical.
Corollary 2.4. Let f ∈ L1(R2H) and δ > 0. Then for any r > 0,
SR,δf(t) =
∫
‖s‖H≤1
(
1− ‖s‖H
R
)δ
e
i
3 s·tf̂(s)ds
=
δ
Rδ
∫ R
0
(R− ρ)δ−1σρ(f ; t)dρ = (f ∗DδR)(t), t ∈ R3H .
Proof. Let φ ∈ C0(R+) be locally absolutely continuous. Integration by parts in
the right hand side of (2.4) shows that∫
‖s‖H≤R
φ(‖s‖H)e i3 s·tds = φ(R)DR(t)−
∫ R
0
φ′(ρ)Dρ(t)dρ.
Setting φ(t) = (1− t/R)δ+ for t > 0 and δ > 0, this identity becomes∫
‖s‖H≤R
(
1− ‖s‖H
R
)δ
e
i
3 s·tds =
δ
Rδ
∫ R
0
(R− ρ)δ−1Dρ(t)dρ.
Taking the convolution with f proves the corollary. 
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By the close form of the Diriclet kernel in (2.3), we immediately conclude that
(2.6) DδR(t) = −
9
2
[
Fδ
(
2
3R(t1 − t2)
)
(t2 − t3)(t3 − t1) +
Fδ
(
2
3R(t2 − t3)
)
(t3 − t1)(t1 − t2) +
Fδ
(
2
3R(t3 − t1)
)
(t1 − t2)(t2 − t3)
]
,
where
Fδ(u) := δ
∫ 1
0
cos (ρu) (1− ρ)δ−1dρ, u > 0.
Elementary computation shows that Fδ can be written as a 1F2 series
Fδ(t) = 1F2(1;
δ+1
2 ,
δ+2
2 ;− t
2
4 ).
For some special values of δ, Fδ enjoys compact expression. For example,
(2.7) F1(t) =
sin t
t
and F2(t) =
2(1− cos t)
t2
.
The kernel DδR turns out to be positive for δ ≥ 2. More precisely, we prove the
following theorem.
Theorem 2.5. The kernel DδR(t) is nonnegative on R3H if, and only if, δ ≥ 2.
Proof. First we prove that DδR(t) ≥ 0 if δ ≥ 2. For δ, µ > 0 it is easy to verify that
Dδ+µR (t) =
Γ(δ + µ+ 1)
Γ(δ + 1)Γ(µ)
1
Rδ+µ
∫ R
0
(R− ρ)µ−1ρδDδρ(t)dρ, R > 0.
Thus, it follows that Dδ+µR (t) is nonnegative if D
δ
R(t) is for all R. Hence, it suffices
to show that D2R(t) is nonnegative for t ∈ R3H and R > 0. Using the close form
(2.6) of DδR and the explicit formula of F2 in (2.7), it follows readily that D
2
R(t) ≥ 0
if
GR(t) :=− (t2 − t3)(t3 − t1)
(
1− cos[ 23R(t1 − t2)]
)
− (t3 − t1)(t1 − t2)
(
1− cos[ 23R(t2 − t3)]
)
− (t1 − t2)(t2 − t3)
(
1− cos[ 23R(t3 − t1)]
)
is nonnegative. Evidently, it suffices to establish the non-negativity of GR(t) when
2
3R = 1, which we denote by G(t). It turns out that G(t) can be written as a sum
of square, from which the nonnegativity of G(t) follows immediately. Indeed, the
following identity holds,
G(t) =
1
2
[(t1 − t2) cos t3 + (t2 − t3) cos t1 + (t3 − t1) cos t2]2
+
1
2
[(t1 − t2) sin t3 + (t2 − t3) sin t1 + (t3 − t1) sin t2]2 .
The difficult lies in identifying the formula. The verification is tedious but straight-
forward, and it can be checked by a computer algebra system. This proves the
positivity of D2R(t).
Next we prove that DδR(t) is not nonnegative when 0 < δ < 2. We only need to
consider the case 1 < δ < 2, since if DδR(t) is nonnegative for some δ that satisfies
0 < δ ≤ 1, then it has to be nonnegative for 1 < δ < 2. Assume 1 < δ < 2. It
suffices to show that DδR(t) is negative for some t ∈ R3H . Using the explicit formula
of the (2.6), it is easy to see that
DδR
(
3pi
R
,−3pi
R
, 0
)
=
R2
2pi2
[Fδ(2pi)− Fδ(4pi)] .
9Integrating by parts shows that
Fδ(2pi)− Fδ(4pi) = δ(δ − 1)
4pi
∫ 1
0
(1− s)δ−2[2 sin(2pis)− sin(4pis)]ds
=
δ(δ − 1)
2pi
∫ 1
0
(1− s)δ−2 sin(2pis)[1− cos(2pis)]ds.
Splitting the last integral as two, one over [0, 1/2] and the other over [1/2, 1], and
changing variable t 7→ 1− s in the second integral, we see that
Fδ(2pi)− Fδ(4pi) = δ(δ − 1)
2pi
∫ 1/2
0
[
(1− s)δ−2 − sδ−2] sin(2pis)[1− cos(2pis)]ds.
Since for 0 < s < 1/2, sin(2pis)[1 − cos(2pis)] ≥ 0 and (1 − s)δ−2 − sδ−2 < 0 as
δ − 2 < 0, we conclude that Fδ(2pi) − Fδ(4pi) < 0 for 1 < δ < 2. Consequently
DδR
(
3pi
R ,− 3piR , 0
)
is negative for 1 < δ < 2. 
Corollary 2.6. For δ ≥ 2, the Cesa`ro (C, δ) means σδR(f) define positive linear
transformations on L1(R2); the order of summability to assure positivity is best
possible.
By Corollary 2.4, this also proves Theorem 1.1. As in the case of `1, the posi-
tivity of the kernel and its proof are motivated by the corresponding result on the
summability of the Fourier series. Indeed, it was proved in [8] that the Cesa`ro (C, δ)
means of the Fourier series associated with the hexagonal lattice are nonnegative if
δ ≥ 2.
3. Positive definite hexagonal radial functions
In this section we consider hexagonal invariant functions that depend only on
‖ · ‖H, which we call ‖ · ‖H radial functions. We start with the proof of Theorem 1.2,
which we restate below, that gives a sufficient condition for a ‖ · ‖H radial function
to be positive definite.
Theorem 3.1. Let φ ∈ Cb(R+). The function φ(‖t‖H), t ∈ R3H, is positive definite
on R3H if there exists an increasing bound function α on R+ such that
(3.1) φ(t) =
∫ ∞
0
m2(tu)dα(u) with m2(ξ) =
∫ ∞
ξ
sin(u)
u
du.
Proof. By Bochner’s theorem, φ(‖t‖H) is positive definite exactly when it is the
Fourier transform of a nonnegative, integrable function, say Φ, on R3H. By (2.4),
we need to show that
Φ(t) =
∫ ∞
0
φ(ρ)Eρ(t)dρ
is nonnegative. For ρ given in (3.1), it is sufficient to write
Φ(t) =
∫ ∞
0
[∫ ∞
0
Eρ(t)m2(ρu)dρ
]
dα(u)
and prove that the inner integral is nonnegative. Using the fact that Eρ/u(t) =
u−1Eρ(t/u), which follows immediately from (2.5), it is enough to prove that
J(t) :=
∫ ∞
0
E 3
2ρ
(t)m2(ρ)dρ ≥ 0, t ∈ R3H.
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Let χE be the characteristic function of the set E ⊂ R3H. We need the evaluation∫ ∞
0
sin(uρ)
∫ ∞
ρ
sin s
s
dsdρ =
∫ ∞
0
sin s
s
∫ s
0
sin(uρ)dρds
=
1
u
∫ ∞
0
sin s(1− cos(su))ds
s
=
pi
4u
(1− sign(1− |u|)).
Together with the fact that (t1−t2)+(t2−t3)+(t3−t1) = 0 and 1+sign(1−|t1−t2|) =
2χ{|t1−t2|≤1}(t), it follows from (2.5) that
J(t) = −3pi
2
[
χ{|t1−t2|≤1}(t)
(t2 − t3)(t3 − t1) +
χ{|t2−t3|≤1}(t)
(t3 − t1)(t1 − t2) +
χ{|t3−t1|≤1}(t)
(t1 − t2)(t2 − t3)
]
,
The value of J(t) depends on regions of t ∈ R3H determined by the support sets of
the three characteristic functions. In the region E−−− := {t : |t1−t2| < 1, |t2−t3| <
1, |t3− t1| < 1}, J(t) = 0 since (t1− t2) + (t2− t3) + (t3− t1) = 0. We now consider
the region E−−+ := {t : |t1 − t2| < 1, |t2 − t3| < 1, |t3 − t1| > 1}. In this case,
J(t) = −3pi
4
[
1
(t2 − t3)(t3 − t1) +
1
(t3 − t1)(t1 − t2)
]
=
3pi
4
1
(t1 − t2)(t2 − t3) ,
where the second equality follows from t1 + t2 + t3 = 0, which is positive if t1 − t2
and t2 − t3 have the same sign. Assume these two factors have different sign, say
0 < t1 − t2 and t2 − t3 < 0. Then t ∈ E−−+ satisfies
0 < t1 − t2 < 1, −1 < t2 − t3 < 0, |t3 − t1| > 1.
The third inequality has two possibilities. In the case of t3− t1 > 1, the second and
the third inequalities imply that t1 < t2, which contradicts the first inequality. In
the case of t3− t1 < −1, the first and the third inequality imply that t3 < t2, which
contradicts the second inequality. Consequently, the set E−−+ does not contain
elements for which 0 < t1 − t2 and t2 − t3 < 0, nor does it contain elements for
which t1 − t2 < 0 and 0 < t2 − t3. As a result, J(t) is nonnegative for t ∈ E−−+.
By symmetry, this holds for permutations of E−−+. Next we consider the region
E−++ := {t : |t1 − t2| < 1, |t2 − t3| > 1, |t3 − t1| > 1}, for which
J(t) = −3pi
4
1
(t2 − t3)(t3 − t1)
is nonnegative if t2−t3 and t3−t1 have the opposite sign. Assume those two factors
have the same sign, say, t2−t3 > 0 and t3−t1 > 0, then t2−t1 = t2−t3+t3−t1 > 9,
so that t ∈ E−++ satisfies t2 − t3 > 1, t3 − t1 > 1 and t2 − t1 < 1. However, the
first two inequalities imply that t2 > t1 + 2, which contradicts the third inequality.
Hence, the set E−++ does not contain t for which t2− t3 and t3− t1 have the same
sign. Consequently, J(t) is nonnegative on E−++. By symmetry, this holds for
permutations of E−++. Finally, it is evident that J(t) = 0 on E+++, the definition
of which should be obvious by now. Thus, we have proved that J(t) ≥ 0 for all
t ∈ R3H, which complete the proof of the theorem. 
As shown in the proof, the support set of the function J(t), t ∈ R3H, is relatively
small. The graph of the function looks like a hexagonal spider (that has six legs),
which is depicted in the Figure 3.
We do not know if the sufficient condition in the above theorem is necessary.
The theorem shows that the class of positive definite ‖ · ‖H radial functions is at
least as large as the class of positive definite `1 radial functions. In the latter case,
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Figure 3. The function J(t).
the condition is necessary and it is established by writing the corresponding kernel
in terms of B-spline functions. An analogue representation can be given in the
hexagonal setting, which we discuss below.
Recall that the first divided difference [a, b]f is defined by
[a, b]f :=
f(b)− f(a)
b− a , a, b ∈ R, a 6= b,
which can also be written as
[a, b]f =
∫
R
f ′(u)B(u|a, b)du with B(u|a, b) :=

1
b−a if b > u > a
1
a−b if a > u > b
0 otherwise
.
The function B(·|a, b) is the simplest example of B-spline functions and it evidently
satisfies
B(u|a, b) ≥ 0, u ∈ R, and
∫
R
B(u|a, b)du = 1.
Proposition 3.2. For t ∈ R3H and u ∈ R, define
M1(u|t) := B(u|t1 − t3, t2 − t3) +B(u|t2 − t1, t3 − t1) +B(u|t3 − t2, t1 − t2).
M(u|t) := 1
2
[M1(u|t) +M1(u| − t)] .
Then, for ρ > 0,
Eρ(t) = 2ρ
∫ ∞
0
cos
(
2
3ρu
)
M(u|t)du.(3.2)
Proof. In the expression of Eρ in (2.5), we apply the partial fraction
− t1 − t2
(t2 − t3)(t3 − t1) =
1
t2 − t3 +
1
t3 − t1
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to the first term in the right hand side and two analogues partial fractions to the
other two terms. Rearranging the terms leads to
Eρ(t) = 3
(
[t1 − t3, t2 − t3] sin
[
2
3ρ{·}
]
+[t2 − t1, t3 − t1] sin
[
2
3ρ{·}
]
+ [t3 − t2, t1 − t2] sin
[
2
3ρ{·}
])
.
Writing the divided differences in terms of B-spline functions lead immediately to
Eρ(t) = 2ρ
∫ ∞
−∞
cos
(
2
3ρu
)
M1(u|t)du.
Directly from the definition, it is easy to verify that B(u|a, b) satisfies B(−u|a, b) =
B(u| − a,−b), from which follows M1(−u|t) = M1(u| − t). Consequently, with our
definition of M(u|t), we can write the integral expression of Eρ(t) over t ∈ R3H as
the integral over R+. 
As a consequence of Propositions 2.2 and 3.2, we immediate deduce the following
result on the inverse Fourier transform of hexagonal invariant functions.
Proposition 3.3. Let φ ∈ C0(R+) such that the function u 7→ uφ(u) is in L1(R+).
Then
(3.3)
∫
R3H
φ(‖s‖H)e 2i3 s·tds =
∫ ∞
0
ψ(u)M(u|t)du
where
ψ(u) := 4
∫ ∞
0
ρ cos
(
2
3ρu
)
φ(ρ)dρ.
It is easy to see that the function M(u|t) satisfies
M(u|t) ≥ 0, u ∈ R, t ∈ R3H, and
∫
R
M(u|t)du = 3.
Furthermore, it also satisfies
M(u|ut) = 1
u
M(1|t), u > 0.
Thus, we only need to consider the M(1|t). In Figure 4, we depict this function in
the regular rectangle coordinates.
The formula (3.3) suggests that we consider the Fourier transform of M(u|t),
as an analogue of the study in the `1 case, for which the corresponding B-spline is
B(u|x21, . . . , x2d) for x ∈ Rd. However, the function x 7→ B(u|x21, . . . , x2d) is integrable
on Rd, which warrants the existence of its Fourier transform, whereas the function
t 7→M(u|t) is not integrable on R3H. The latter can be seen, for example, from the
formula
M1(u|t) = 1
t2 − t1 +
1
t2 − t3 =
3t2
(t2 − t1)(t2 − t3) , t ∈ Ω,
where Ω = {t ∈ R3H : t2 − t3 > 1, t2 − t1 > 1, t3 − t1 > −1, t1 − t3 > −1}.
Let us also point out that, since M(u|t) ≥ 0, if ψ is nonnegative on R+ then,
by (3.3), the Fourier integral of φ(‖ · ‖H) is nonnegative. This is, however, not
necessary. Indeed, if φ(u) = e−u, then Φ(t) =
∫
R3H
φ(s)e
2i
3 s·tds ≥ 0 by Example 2.3.
However, in this case
ψ(u) = 4
∫ ∞
0
ρ cos(uρ)e−ρdρ =
4(1− u2)
(1 + u2)2
,
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Figure 4. The function M(1|·) on the usual Cartesian coordinates.
which is not nonnegative if |u| > 1. Hence, the expression (3.3) is far less useful
than its counterpart in the `1 case.
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