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ABSTRACT
Evidence-based policy has become a norm in the current policy-
making rhetoric, affecting also higher education quality assurance.
This article agrees with critics that rigorous ex-post impact studies
are highly challenging in the field of quality assurance.
Nevertheless, there are alternative ways how evidence can
effectively guide quality assurance policies and how evidence-
based mentality can be encouraged by government policies. A
more realistic view on how evidence informs policies (indirectly
and via stakeholders’ arguments) and how professionals
incorporate evidence in their work (selectively and next to other
information sources) broadens the scope for useful evidence for
higher education quality assurance.
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Introduction
‘Impact’ of external quality assurance in higher education has received much attention in
recent years, both in practice and in academic literature. The key professional associations
have started to take the issue seriously. The European Association for Quality Assurance in
Higher Education (ENQA) set up a multi-year working group to explore how to measure
impact (ENQA 2016) and the International Network for Quality Assurance Agencies in
Higher Education (INQAAHE) in their last annual meeting discussed the question of
what works in quality assurance, and how do we know it? The interest in the question
of ‘impact’ is reflected also in academic literature. Google Scholar indicates a rapid
growth of articles with keywords ‘impact’ and ‘quality assurance’ in higher education lit-
erature, from 7 articles published in 2000, to 38 in 2010 and 84 in 2015.
Reasons for the growing interest in ‘impact’ and ‘evidence’ in quality assurance are
probably manifold. First, the field of quality assurance has evolved significantly over the
last two decades. As Stensaker (2007) argues, the era of enthusiasm is replaced by the
era of realism in higher education quality assurance. As quality assurance is no longer a
novel practice encountered with eagerness, there is time and a need to reflect what
impact past activities have had. Occasional signs of fatigue in the universities facing a
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new evaluation round (Westerheijden 2007) demand a ‘proof’ of the positive effect that
quality assurance creates for higher education. Secondly, the field of quality assurance is
professionalizing. Knowledge and research about quality assurance have evolved consider-
ably over time, training of evaluators has become a common practice, and quality assur-
ance agencies have been not only accumulating knowledge but are actively sharing their
expertise internationally. As the level of sophistication rises and quality assurance is
increasingly perceived as a profession requiring technical expertise, there is also a need
for hard evidence on what works and what does not work. Thirdly, growing interest in
evidence is universal in the policy sphere. Evidence-based policy-making is a concept
with a strong appeal, rapidly spreading beyond its origins in health and social work.
Also, higher education quality assurance feels the pressure of the paradigm.
Despite of all the interest in impact studies of higher education quality assurance, the
state of the art in the field is often found lacking. Stensaker (2007) claims the field to be in
its infancy and Harvey (2016) looking back at the twenty years of the journal Quality in
Higher Education names ‘the failure to adequately explore impact of quality assurance’ as
one of the key conclusions. To be sure, there is no lack of ‘evidence’ out there. Quality
agencies evaluate their activities regularly. Many reports by these agencies and other
organizations analyze the state of the higher education sector in general, various
surveys on stakeholder satisfaction, graduate employability and graduate satisfaction
exist, and studies on other specific aspects of higher education are common (Damian,
Grifoll, and Rigbers 2015). But what impact various quality assurance policies have on
student learning – which is presumably the primary target of the quality policies – is to
a large extent unknown.
This article explores the notion of ‘evidence-based policy’ in the context of higher edu-
cation quality assurance. We examine various ways how an external quality assurance
system can use an evidence-based approach in their activities, and what kind of evidence
is needed to support the approach. Extensive experience with evidence-based policy-
making in various public services over the last two decades has curbed the simplistic
hope that rigorously designed impact studies on policy instruments give the final
answer for better policies. The phrase ‘evidence-based’ policy-making is increasingly
replaced by ‘evidence-informed’ policy-making, realizing the importance of practical (pro-
fessional) and political knowledge next to scientific knowledge for making policy
decisions. Experience with evidence-based policy-making thus calls for a broader look
at what constitutes evidence and how evidence contributes to the policy process and to
quality improvement more broadly. What this broader look means for higher education
research is discussed in the second part of the article.
The effects of external quality assurance: what do we know?
In about two decades, external quality assurance has developed to a well-institutionalized
regulatory field (Westerheijden, Stensaker, and Rosa 2007). Quality assurance agencies
have been established virtually all over the world, conducting accreditation, assessment
and audit activities in various forms and regularity. It is fair to ask what this quality move-
ment has contributed to higher education. Effects probably vary across different countries
and depend on a specific quality assurance instrument but accumulating evidence primar-
ily from Europe refers to some commonly reported outcomes (e.g. Brennan and Shah
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2000; Harvey and Williams 2010; Liu, Tan, and Meng 2015; Minelli et al. 2006; Rosa,
Tavares, and Amaral 2006; Stensaker 2007, 2003).
It has been well established that external quality assurance seems to have affected
internal governance structures in universities. It has strengthened the position of
central administration within universities and it has contributed to managerial power.
Quality control at the programme level necessarily creates new accountability relations
between the central administration and lower level units responsible for delivering edu-
cation. Furthermore, external quality assurance has contributed to strategic management
within universities and to creating a common identity.
Perhaps most noticeably, external quality assurance has helped to professionalize
quality processes within universities. This means developing an appropriate bureaucracy
in the form of standardized processes and norms and by creating special organizational
units or positions to facilitate the tasks. To be fair, quality assurance has created also pro-
cedures, demands and organizational structures that are perceived as burdensome and
ineffective by those in lower levels of the organization. As part of the professionalization,
accumulating knowledge has contributed to organizational learning and sharing of best
practices both within and between institutions.
The main question is if all this – stronger leadership, management, new units and for-
malized procedures – has made education any better. Evidence in some countries shows
that external quality assurance has helped to establish new formal standards (e.g. modu-
larization of education in Germany), although the extent to which this created a qualitative
change may be debatable (Suchanek et al. 2012). More broadly, external quality assurance
has helped putting educational quality on the agenda, thereby increasing its importance
and somewhat balancing the dominance of research performance as the key focus
within universities. In other words, it may have been a trigger for a change in attitudes,
a cultural change. It seems to have contributed to collegial discussions about curriculum
(e.g. when developing a self-study report or as a preparation for an on-site visit). Thereby
we might expect that it has contributed to coherence of programmes and stimulated reflec-
tive practice. Performance data also seems to show improvement as a response to quality
assurance. Retention rates, graduation rates, the level of final awards (in the UK system),
and graduate employment seems to have improved in the systems where the performance
data was subject to evaluation, showing that universities are indeed responsive to external
incentives. Banta (2010) zooms closer on educational practices in the US and observes
improvements in pedagogical practices, student advising and learning communities.
There is thus quite a lot of evidence on positive (and some negative) effects of external
quality assurance on universities but the question of whether graduates now walk out with
better knowledge and skills as a result of all the quality reforms is still hard to counter.
Clear evidence on the impact of quality reforms on student learning would be certainly
helpful to overcome occasional criticism and to develop effective quality policies for the
future. Establishing such evidence, however, is very difficult on several reasons. There
are a few challenges that such impact studies would face, most importantly related to ques-
tionable causality, heterogeneous effects, and imperfect measurement.
First, universities are complex organizations and it is often impossible to determine
what exactly has caused changes. In the case of effects reported above, an external
quality assurance instrument has often functioned as a ‘catalyzer’ for change, an external
impetus to legitimize cultural and organizational reforms internally (Harvey 2006). Dill
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(2010) argues that the most important contribution of quality audits was to aid senior
managers to initiate quality assurance systems within their institution and to provide
system-wide information on best practices. An organizational change in universities is
an iterative process, not a simple linear trajectory from one single cause to one single
effect (Stensaker 2003, 2008). Reality gives rarely an opportunity to study empirically
what would the current situation be without being subject to external quality assurance
(i.e. quasi-experiments with a control group are rarely available).
Furthermore, observed effects may not be constant over time. It is well reported that
quality assurance instruments have had a major effect in the first round of the exercise
– it has helped to raise awareness, to change ‘quality culture’, and to initiate discussions
that were not present before. Such positive effects can be much smaller in later years.
On the other hand, a limited effect of the next assessment round does not mean that
the system would be just as well without any external quality assurance. An effective
quality assurance system may be doing its work quietly behind the scene, providing suffi-
cient stimulus for universities and programmes to take quality seriously and not letting the
system deteriorate. Moreover, the effects can be influenced by other contextual factors –
other incentives present in the system, alignment with a university’s mission and goals –
which makes generalization of the results difficult not only over time and between
countries but also between institutions and organizational units.
Most importantly, though, the problem lies in measuring student learning. The gold
standard in evidence-based policy is an explicit measurement of the effect of a policy inter-
vention on final outcomes, preferably by randomized trials to minimize the effect of
potential competing causes, self-selection and other biases. Such an approach in higher
education is however very difficult. Namely, it is difficult to measure the outcome – edu-
cational quality – in the first place, even more so to measure change in educational quality
and the role of quality assurance in it. Skeptical voices of higher education quality assur-
ance raise namely this concern: all the accumulating evidence demonstrates that pro-
cedures and processes have changed, awareness about and attention to quality has
changed, and perhaps even pedagogical practices have changed but are our graduates
now better educated as a result? A significant part of educational research of course
measures learning outcomes to evaluate the effects of various pedagogical approaches
and instructional techniques. But such studies are usually limited to very specific outcomes
and usually within one course. To estimate the impact of quality assurance mechanisms,
reliable data is needed for overall learning during a university programme and over time.
Some ambitious initiatives attempt to develop instruments for measuring student learn-
ing more comprehensively. Collegiate Learning Assessment (CLA) in the US is one such
instrument that assesses some generic skills such as written communication, critical think-
ing, analytic reasoning and problem solving, and it is developed with a purpose to measure
institutional performance and particularly the value a university adds to students’ devel-
opment (Klein et al. 2007). The famous AHELO project of the OECD was an explicit
attempt to measure learning outcomes, and the value added by universities to students’
knowledge and competences, in an internationally comparable way. Existence of such
data would certainly stimulate studies on the effects of various policy instruments and
organizational measures on learning quality. However, as the problematic and controver-
sial results of the AHELO project show, it is not only politically and financially difficult but
also methodologically challenging to create a reliable and valid assessment instrument for
EUROPEAN JOURNAL OF HIGHER EDUCATION 275
higher education learning outcomes (OECD 2013). The experiences also raise doubts of
whether seeking such an ideal is at all a realistic goal and whether the benefits exceed
the high costs of such activities.
While rigorous studies on impact of various quality ‘interventions’ are rare and highly
challenging, there is no reason to be skeptical about the role of evidence in enhancing
higher education quality. There are different ways how an external quality assurance
system can rely on an evidence-based approach in their activities. Learning from
impact studies – the gold standard of evidence-based policy – is only one way and not
necessarily the most effective way in this specific case. In the next section, we will
discuss different ways how the principles of evidence-based decision making have been
incorporated in external quality assurance.
Evidence-based approaches for external quality assurance
Evidence about the link between activities undertaken and their effect on learning quality
is essential for evidence-based quality enhancement for higher education. What kind of
activities are under scrutiny for creating evidence and how this link is incorporated into
an external quality assurance system may take different forms though. Below we will
discuss four models how an evidence-based approach is integrated into quality assurance
activities.
Impact studies on quality assurance instruments
As discussed above, systematic impact studies on quality assurance instruments are rare but
there are nevertheless examples how such an approach is used for policy development.
Probably the best example comes from a neighboring area, research assessment. The UK
research assessment has used various performance indicators to monitor universities’
research output. Numerous empirical studies have evaluated the effects of the assessment
on research output and on research behavior, and the choice of indicators has been con-
tinuously adjusted to minimize distortive effects (Barker 2007). Granted, policy adjust-
ments are never based solely on conclusions of an impact study but on broad-based
consultation with various stakeholders. Nevertheless, research evidence plays an important
role by being incorporated in views and arguments of various stakeholders (Barker 2007).
Examples of monitoring the effects of higher education policy instruments on univer-
sities’ performance come primarily from the UK and Australia. Not coincidentally, these
quality assurance mechanisms are based on performance metrics, which makes observing
effects relatively easy as data collection is part of the instrument itself. In Australia, the
early years of using performance indicators showed that universities indeed responded
to the instrument and performance on several dimensions (e.g. retention rate, employabil-
ity) seemed to improve. The question remains if this improvement indicates a qualitative
change in education or universities just address the indicators as a goal of its own. As
accumulating research demonstrated technical difficulties of performance indicators,
the Australian government undertook and commissioned a variety of benchmarking
and performance indicator studies to evaluate the sector across a broad range of activities
(Neumann and Guthrie 2009).
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Some accreditation schemes have been also subject to impact evaluation. CACREP
(Council for Accreditation of Counseling & Related Educational Programs), a professional
association that accredits programmes in counseling and related educational fields in the
US, announces on their website confidently, ‘research shows CACREP graduates perform
better on the National Counselor Examination for Licensure and Certification’ (CACREP
2017). Indeed, studies show not only that accreditation is perceived by teachers and coor-
dinators to have positive effects on curriculum and educational quality (Holcomb, Bryan,
and Rahill 2002), but also that graduates of CACREP accredited programmes are less likely
to be sanctioned for ethical misconduct, which is one of the key focus areas of the accred-
itation (Even and Robinson 2013), and perform better at the national exam (Adams 2006).
Nevertheless, it is difficult to determine the causal effect of the accreditation procedure,
apart from self-selection of students to accredited programmes, or self-selection of pro-
grammes applying for the accreditation.
Main technical and feasibility challenges of such impact studies were discussed above
and we turn now to another view how evidence can be incorporated in a policy.
Evidence-based quality assurance instruments
Measuring the true effect of a quality instrument on student achievement is nearly imposs-
ible or at least highly resource-intensive. A more effective and practical approach could be
an attempt to design a quality assurance instrument that is strongly based on an existing
evidence base. Relevant evidence is thus collected not after the fact to test its working, but
ex-ante evidence can feed directly into a quality assurance instrument. To a certain extent
hopefully all quality assurance instruments rely on some evidence on what factors matter
for educational quality. Often, however, quality instruments are built on an intuitive
rational approach of what should matter for quality rather than on an empirical approach
of what is proven to matter (Pascarella 2001).
Some quality assurance instruments indeed take such an empirical approach seriously.
The National Survey of Student Engagement (NSSE) in the US is a good example. This is a
carefully designed instrument that relies on student-reported data on their learning
experience, and it is developed based on existing empirical evidence on what activities
and practices contribute to student learning (Ewell 2010). The instrument is developed
around a convincing set of empirical evidence that student engagement and effective
learning environment are the key contributors to student achievement and development.
Drawing from this evidence, the five NSSE benchmarks that serve as a framework around
which the annual reports are organized are: level of academic challenge, active and colla-
borative learning, student–faculty interaction, enriching educational experiences, and sup-
portive campus environment. An emphasis on student engagement in external quality
assurance as a proven mechanism to student learning is gaining popularity. Many
researchers argue that quality assurance needs to take account of student engagement
and learning (Coates 2005; Meyer 1999). The centrality of student-centered learning in
the Standards and Guidelines for Quality Assurance in the European Higher Education
Area (ESG) (ENQA 2015) could also be an example of such an approach, although it is
unclear to what extent the focus is really based on evidence as opposed to ideological
stand, and whether its formulation is specific enough to deliver expected benefits.
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Such an engagement-based approach addresses one of the critical issues in quality
assurance. Many quality instruments focus on performance indicators or process
reviews, but they rarely link to student learning directly (Harvey 2016). The Teaching
and Learning Quality Process Review in Hong Kong is often praised as one of the few
instruments that puts a strong focus on pedagogy (Massy and French 2001). Such an
approach, however, does not come without its own challenges. Technical feasibility is
one of them. While NSSE is an exemplary initiative in its rigour and conceptual develop-
ment, ex-post studies on the relationship between student engagement as recorded in the
survey and student performance (retention, average grade) exhibit actually little corre-
lation. Carini, Kuh, and Klein (2006) show a link between engagement measures and edu-
cational outcomes but the effect sizes are very small, although somewhat higher for the
lowest ability students. Similarly, Gordon, Ludlum, and Hoey (2008) observe that
student responses on the NSSE do not predict their success in terms of their grade or
retention. Getting to relevant and reliable predictors of success seems to remain a
challenge.
Furthermore, such a deterministic view that one type of ‘technology’ leads to most
effective learning may be somewhat simplified. Bramming (2007) makes a convincing
case for transformative learning and calls for ‘philosophically grounded pedagogies’ to
support the goal. Her argument illustrates that pedagogies or educational approaches
are not value-free, simply more or less effective in objective terms. They are grounded
in a certain view about the student, the educational ideal and often carried by the ‘Zeitge-
ist’. This may make the next approach of using evidence for quality approach more appeal-
ing for effective quality assurance.
Encouraging evidence-based approach within universities
Some quality assurance instruments take a position that programmes should demonstrate
an evidence-based approach in their educational planning and programme development.
The programmes themselves have the responsibility to monitor student learning and
observe the achievement of standards. Programmes should also use this evidence for
making adjustments and improving the quality of education. What is being assessed
thus is not only achieving the standards but an effective evidence-based approach for
internal management.
A good example here is the audit by the Teacher Education Accreditation Council
(TEAC), an instrument that focuses on sound evidence generated and used by the pro-
gramme. The accreditation is based on explicit standards and detailed evidence that stan-
dards are met (El-Khawas 2010). Evidence must be produced on student learning, on valid
assessment of student learning, and on the use of evidence for academic planning and con-
tinuous improvement of educational quality of the programme. The programmes,
however, have flexibility in what evidence to provide on student learning, e.g. ratings of
portfolios of academic accomplishment, performance of pupils taught by graduates,
graduates’ self-assessment, employers’ evaluations, etc. This approach allows programmes
to gather detailed evidence that is both meaningful and useful for improvement in a
specific unit (El-Khawas 2010). A programme is also obliged to think critically whether
the evidence is dependable, persuasive and representative of the programme, and the
review panel has the liberty to interpret the evidence and perhaps come to alternative
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conclusions. According to El-Khawas (2010), the initial accreditation round was for some
programmes quite challenging since they needed to undertake studies as part of evidence
collection. However, participants generally claim that the accreditation process indeed fos-
tered improvement, as opposed to being done as an administrative task to obtain the
certificate.
In short, a quality assurance process can encourage university programmes to take an
evidence-based approach. Instead of checking and evaluating whether a programme meets
certain standards as a snapshot, the emphasis is on programmes themselves taking a pro-
active approach to monitoring student learning and demonstrating an evidence-based
approach in academic planning.
Experimental approach to curriculum and course design
An evidence-based approach within a programme can go also a level lower and concern
specific pedagogical practices and teaching modes. It is an experimental approach to cur-
riculum development whereby the effects of new teaching methods or changes in curricu-
lum design are systematically evaluated. Here the purpose of evidence is to get some light
into the black box of student learning and examine what response certain pedagogical
choices induce. This may for example concern the effects of class size on learning, or
the number of contact hours (i.e. time spent on interaction between teacher and students)
on learning. A lot of educational research exists on effects of various didactic practices and
techniques. However, often evidence is inconclusive, conditional and context specific (e.g.
evidence on class size) and therefore it may be more fruitful to examine effects within a
specific programme for a specific course.
Evidence on the effectiveness of certain pedagogical techniques and teaching
approaches can effectively inform improvements in a programme. Innovation using
information technology, for example, is one area where evidence is important to
avoid either going along with a hype or rejecting good ideas due to prejudice and unfa-
miliarity. ICT in teaching may encounter some resistance from academic staff who
themselves have not been exposed to such teaching practices, but evidence can con-
vince not only about the effectiveness of such practices for student learning but
about cost-efficiency that is highly needed under increasing resource constraints in
higher education. As many programmes are experimenting with alternative teaching
modes, such as flipped classroom or online learning environments for a specific
course, it is possible to study the effects of such changes in a specific context.
Bowen et al. (2014) is an example of a rigorous and large-scale study evaluating the
outcomes of switching an introductory statistics course to a partly online format.
The study indicates no significant difference in learning outcomes while producing sig-
nificant savings in terms of instructional costs. Such evidence is thus valuable for
designing an effective higher education programme and to use scarce resources with
maximum efficiency.
This model sets quite high demands on individual staff members to take an evidence-
based approach to their own teaching tasks but there are reasons to be optimistic about
increasing ‘professionalization’ of teaching. In several countries teachers are now required
to take some training and obtain a certificate to demonstrate their teaching competence.
University-wide teaching and learning centers advise faculty members in advancing their
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teaching practices, and PhD-training increasingly involves preparation for the teaching
profession. It can therefore be expected that the use of evidence about effective teaching
practices will be more common among individual teachers.
Educational research of course offers much evidence about the effectiveness of various
pedagogical approaches, assessment methods and technology use. The overwhelming
quantity of evidence, however, is also the problem for using this evidence effectively.
Many are critical about poor evidence-base for policy decisions, but the (poor) use of evi-
dence by teachers illustrates nicely the difficulty of bridging the gap from scholarly evi-
dence to daily practice. The last two decades of experience with evidence-based policy-
making in various policy sectors has pushed the field for a broader and more realistic
look to evidence. Instead of a primary focus on rigorously conducted impact measure-
ment, the questions like what constitutes evidence, how the evidence is used in policy
making, and who should be involved in evidence-based policy making have become
more important. In the next section, we will see what the evidence-based policy movement
has learned about the role of evidence in actual policy making, and what lessons higher
education quality assurance can draw from the experience.
‘Evidence-based’ vs ‘evidence-informed’ policy
‘Evidence-based policy’ as a policy paradigm has enjoyed a major success from the late
1990s onward. The ‘What-works-is-what-matters’ attitude is appealing, and it fits the
era when effectiveness and efficiency goals are at the forefront and ideological disagree-
ments are considered more as a nuisance. Nevertheless, only in very exceptional cases is
the relationship between evidence and policy-making a simple, linear process where
research results directly lead to policy changes. John Maynard Keynes has been claimed
to say, ‘ … there is nothing a government hates more than to be well-informed; for it
makes the process of arriving at decision much more complicated and difficult’ (from Ski-
delsky 1992, 630). It may sound sarcastic, but it also illustrates the fact that evidence alone
rarely offers the final answer to complex policy problems in a political setting.
The contribution of evidence depends on the type of a policy issue (Head 2008). Policy
issues vary considerably. There are simple issues that are clearly delineated, solvable with
accurate background information and thereby technocratic in nature. In such cases evi-
dence can indeed be easily absorbed in the decision-making and policy responses can
be guided primarily by evidence. In a narrow sense, the effect of pedagogical practices
on student learning can fall under this category, if we agree what student learning
entails. In such cases, the main challenge for evidence-based policy making is an effective
synthesis of many studies of varying scope and methodology, conducted in different con-
texts and probably reaching somewhat incompatible conclusions (Pascarella 2001; Young
et al. 2002).
Many aspects of quality assurance, however, are significantly more complicated. They
are cross-cutting and complex, often bound to trade-offs and normative choices. Studies
on what works for student learning is invaluable for improving teaching and learning, but
quality assurance tends to be linked to broader issues such as a variety of educational goals,
differently perceived problems by the public, and interlinked policies (Beerkens 2015). In
case of such complex issues, decisions cannot be derived from observing what works and
what does not work. In such cases decision-making tends to be more relational and
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negotiated, more accepting of different sources of knowledge (Young et al. 2002). Scientific
evidence, particularly (quasi-)experimental and quantitative evidence, remains a ‘gold
standard’ of evidence. Advantages of such knowledge are strongest for simple, techno-
cratic issues. In a complex setting, scientific evidence takes a more interpretative character,
and may require a form that is closer to real life complexities, such as action research. Fur-
thermore, scientific evidence is just one type of evidence. Experiences within the evidence-
based policy movement have made to question critically what counts as evidence and to
recognize multiple evidence bases.
Head (2008) distinguishes between three sources of knowledge as relevant for evidence-
based policy making: scientific knowledge, professional (practitioners’) knowledge, and
political knowledge. It is well accepted now that next to scientific results, practical
wisdom of professionals of their specific communities of practice is important for inter-
preting scientific evidence and providing a necessary link towards effective policy or pro-
gramme design. Similarly, the practical experience of professionals involved in quality
assurance and faculty members involved in teaching and development tasks are an impor-
tant source of knowledge. A professional source of knowledge needs to be recognized also
in case of those delivering education in universities. The quote from Eric Ashby (1963)
referring to a paradox that academics themselves do not take an evidence-based approach
to their teaching tasks has become famous (see Brown 2013; Dill 1999):
All over the country these groups of scholars, who would not make a decision about the shape
of a leaf or the derivation of a word or the author of a manuscript without painstakingly
assembling the evidence, make decisions about… staff-student ratios, content of courses,
and similar issues, based on dubious assumptions, scrappy data, and mere hunch. (Ashby
1963, 93)
However, when it comes to scholars as practitioners of a teaching craft, they are not – and
probably should not be – that different than masters of other professions.
Ask any professional how they get to know what they need to know in their work and you get
very diverse answers about the sources of their knowledge. Experience features large, both
direct personal experience and that of colleagues. Most professions also have shared
norms, values, ideas in good currency, sometimes articulated and made explicit, often
tacit. Then there are the results of relevant research which may reach them in diverse
ways. […] even with the most sophisticated hardware and software – the availability of all
relevant knowledge is a hit and miss affair. (Solesbury 2001, 8)
In other words, academics cannot be expected to approach their teaching entirely from a
scientiﬁc perspective.
Lastly, political knowledge is also important for successful implementation, for com-
munication and ideological acceptability, and for defining the menu of acceptable alterna-
tives. For example, learning outcomes is not self-evidently definable and measurable, and
the political element in defining the purpose of education (e.g. labour market needs, civic
responsibility, all-rounded development, etc.), and weighing tradeoffs between various
goals (e.g. quality, access) is inevitable (Beerkens 2015).
Different sources of knowledge mean that evidence contributes to decision making
not in isolation but via communication through policy networks and communities. Ana-
lyses of the evolution of performance indicators in research assessment in the UK
(Barker 2007) or higher education policy plans in Australia (DETAG 2015), for
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example, illustrate clearly how scientific evidence (selectively) is transformed into pol-
icies via extensive consultation rounds and political decision-making. Stakeholder
engagement has become a norm in higher education quality assurance, and stakeholder
engagement – somewhat counter-intuitively perhaps – can stimulate the use of evidence,
through the process of creating a common understanding of problems and proposing
changes (Beerkens and Udam 2017).
It is therefore important to recognize that the relationship between evidence and policy
can take a variety of forms. Young et al. (2002), for example, distinguish between five,
partly overlapping models for conceptualizing how (scientific) evidence and policy are
linked. While a knowledge driven model assumes that research leads policy by pointing
to and defining problems, the problem-solving model turns the relationship around and
claims that research agendas are often determined by observing apparent and emerging
policy issues. In an interactive model research and policy influence each other mutually
via a policy community, while in a tactical model evidence is used by policy makers stra-
tegically and selectively to legitimate choices that have been already made as a result of
political processes. And lastly, in the enlightenment model, research is at a distance, it
helps to create a context for policy makers and a frame of thinking. All types of relation-
ships are probably in play in higher education quality assurance, in different points of
time.
Since evidence influences policy in different ways, there is a need for different types
of studies and analyses. Impact studies are highly valuable for understanding the impact
that a policy has on a system. However, ‘what works’ may not be the only question; but
also how and under what conditions and circumstances an instrument works. As
reminded also by Leiber, Stensaker, and Harvey (2015) there is a need for longitudinal
and comparative studies addressing the impact of higher education quality assurance,
not only to report effects but also to understand why and how the effects do or don’t
occur. This helps to anticipate heterogeneity of results in different contexts and evaluate
alternative explanations for observed effects. Undeniably, countries can learn from each
other’s experience and potentially avoid some mistakes (e.g. Faber and Huisman 2003).
One the other hand, there are several examples how quality assurance practices have
been copied inappropriately from one country to another. This may be a case when a
quality assurance system is copied from a large higher education system to a small
system (Hopkin and Lee 2001; Hopkins 1990; Houston and Maniku 2005) or from a
relatively wealthy system to a resource poor system (Ansah 2015). This also calls for
theoretically grounded studies that draw from organizational and behavioral approaches
to understand why an instrument works or not and under what assumptions (White
2009). Furthermore, as evidence contributes to policy making via policy networks and
policy communities throughout the policy cycle, from agenda setting and policy formu-
lation to decision-making and evaluation, effective evidence concerns not only impact
but also problem definition. And not only evaluation studies are needed; also good
descriptive, analytical, diagnostic, theoretical and prescriptive research is needed for evi-
dence-informed policy-making (White 2009). Last but not least, the issue in practice is
often not the lack of evidence but too much evidence with no professional consensus,
which suggests a need for good synthesis studies that could inform policies. To avoid
appearing too self-serving as a higher education researcher, this is not meant to
suggest that all research is equally valid or relevant for informing policies or that
282 M. BEERKENS
more and more research is needed, but only that useful evidence should not be defined
too narrowly.
Conclusions
Evidence-based policy is a concept with a strong appeal, also in higher education quality
assurance. Demand for impact studies in higher education quality assurance is not a sur-
prise in a quickly professionalizing field that often faces criticism by powerful stake-
holders. Sophisticated initiatives have emerged in recent years to measure student
learning, suggesting that rigorous impact studies may become a more common practice
in the nearest future. Nevertheless, as argued in this article, evidence-based approaches
to quality assurance can take different forms. The ‘gold standard’ – rigorous (quasi-)
experimental proof that a quality instrument has increased student learning – may be
not only technically challenging and very costly but also not the most effective way to
develop optimal quality assurance mechanisms and encourage quality education. ‘It
works!’ is not the only evidence needed. How and under what conditions it works?
What is the problem that needs addressing, if there is one? What are alternative solutions
and would they work? All these are equally important questions that require an evidence-
base.
There are other important ways how the evidence-based mentality can contribute to
quality assurance. Next to impact studies, quality assurance bodies could also be more
explicit in how their instruments are developed; what is the proof that what is being eval-
uated really matters for quality. But there is also another approach – to encourage evi-
dence-based approach to teaching within universities. Universities can be encouraged to
monitor critically their students’ learning and collect evidence about their effectiveness
in providing education. An evidence-based mentality could go down to the level of specific
pedagogical practices or assessment methods within a single course.
It is important to distinguish between different purposes for collecting evidence. In an
evidence-based policy approach, information is collected to understand effectiveness of
quality assurance policies and to use the knowledge for adjusting and changing the
design of the policy instrument. This rationale is different than collecting evidence for
accountability purposes or to fix a ‘market failure’ in the system. There are concerns
that universities may be getting complacent and that the quality of learning may be dete-
riorating in some cases, so universities are called to demonstrate their performance by
measuring and monitoring student learning (Shavelson 2009). This links to fundamental
information issues in higher education markets (Beerkens 2019). Since educational quality
is not easily observable, incentives to provide quality education may be deteriorating in the
system as a whole. External push to generate such information works as an accountability
mechanism and can also restore incentives within the system. Collecting evidence in this
framework of thinking is not about a policy instrument but is itself the policy instrument
for improving quality in the system.
Regardless of whether we refer to (national) policies or course-level decision making, it
is important to keep in mind that the process from a piece of evidence to a change in
behavior or in policy is never simple and straightforward. Often the issue is not a lack
of evidence but an overwhelming amount of diffused evidence. This is apparent also at
the level of individual academics. As experienced in university level teaching and learning
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support units, what is helpful for faculty members is not more knowledge on various tech-
niques and pedagogical approaches, but an advice what to do in a specific course based on
synthesized knowledge (Marincovich 2007). Like other professionals, academics develop
their craft from various sources of knowledge from which scientific evidence is only
one. Similarly, in the policy process evidence comes to life via perceptions, interpretations
and arguments of various stakeholders involved in the process. Recognizing how evidence,
in reality, is incorporated in daily practices and in a policy-making process may curb
expectations but also broaden horizons about useful evidence.
Furthermore, organizational changes are a complex process. Approaching a quality
assurance policy as a reductionist, linear ‘intervention’ that demonstrates specific measur-
able effects and that leads to choosing the best alternative, may be an oversimplification.
Stensaker et al. (2011) come to a surprising conclusion in their study: the (perceived)
effects of various quality instruments – evaluations, accreditation, audits – tend to be
rather similar. This suggests that all the different policies could be seen as ‘irritations’
to the system that trigger a complex organizational change as a response.
Concluding with the wise words from an expert in evidence-based policy,
evidence is an important part of the weaponry of those engaged in the discourse.…– to be
effective – weapons must be handled with care. They must not be deployed casually or was-
tefully, and must always be used with as full regard to the risks for those who use them as to
those against whom they are used. Knowledge is open to misuse quite as much as other
sources of power. (Solesbury 2001)
Higher education quality assurance could probably make some very good use of this
speciﬁc weapon, but with appropriate ‘checks and balances’, and under a ‘civilian control’.
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