In this paper, the second-order four-point boundary value problem
Introduction
The study of multi-point boundary value problems for linear second-order ordinary differential equations was initiated by Il'in and Moiseev [12, 13] . Then Gupta [9, 10] studied three-point boundary value problems for nonlinear ordinary differential equations. Since then, the more general nonlinear multi-point boundary value problems have been studied by many authors by using the Leray-Schauder continuation theorem, nonlinear alternative of Leray-Schauder and coincidence degree theory. We refer the reader to [5] [6] [7] 9, 18] for some recent results.
However, to my best knowledge, most of literature about multi-point boundary value problems did not argue positive solution. Meanwhile, in many situations, only positive solution is meaningful [1, 4, 11, [15] [16] [17] . Recently, Ma [16, 17] showed the existence and multiplicity of positive solutions for some three-point, m-point nonlinear ordinary differential equation boundary value problems. Different from the study for two-point boundary value problems, in [16, 17] the problem considered was changed into a integral operator without using Green's function.
Very recently, the authors [2, 3] considered the second-order four-point boundary value problem
x (t) + h(t)f t, x(t), x (t)
0, 0 < t < 1,
x(1) = bx(η).
Paper [2] deals with the nonresonance problem. By using a new fixed-point theorem, the authors established some multiplicity results. The paper [3] deals with the resonance problem. The nonlinear term does not dependent on the first-order derivative. The authors established the upper and lower solution method, and obtained some existence and multiplicity results.
In this paper, we concentrate on the existence, nonexistence, and multiplicity of positive solutions for the nonresonance problem x (t) + λh(t)f t, x(t) = 0, 0 < t < 1, (1.1)
x(0) = ax(ξ ), x(1) = bx(η).
(1.
2)
The main techniques used are the fixed-point index theory, the Leray-Schauder degree, and the upper and lower solutions method. We determine the range of λ, for which there exists at least one, at least two and no positive solution. We point out that the results obtained are new even in special cases, such as two-point case (a = b = 0) and three-point case (a = 0, or b = 0). For the sake of simplicity, let us denote some properties which will be used in next theorems and propositions: Denote
By the positive solution for problem (1.1), (1.2) we understand a function x(t) which is positive on 0 < t < 1 and satisfies the differential equation (1.1) and the boundary condition (1.2).
The paper is organized as follows. In Section 2, we give some lemmas with respect to corresponding Green's function and the positivity of solutions. In Section 3, with use of fixed-point theory, some existence and nonexistence results are obtained. In Section 4, we establish the upper and lower solution method for the problem considered. In Section 5, we state and prove the main theorem based upon the results acquired in Sections 3 and 4.
The preliminary lemmas
Lemma 2.1.
the Green's function for the boundary value problem
1)
is given by
With Lemma 2.1, the following result is clear.
3)
4)
has a unique solution
where γ is defined as Proof. Firstly, consider the linear problem
The above problem has a unique solution
It is easy to check that x 0 (t) 0, for t ∈ [0, 1]. Secondly, consider the special case of problem (2. We will employ the fixed-point index result due to Guo and Krasnosel'skii.
Lemma 2.5. [8, 14] Let E be a Banach space, P ⊆ E a cone, define P r = {u ∈ P | u < r}. Suppose further that A : P r → P is a completely continuous operator such that Au = u for u ∈ ∂P r .
Existence and nonexistence
In this section, we obtain some existence and nonexistence of positive solutions for problem (1.1), (1.2).
With Lemma 2.2, problem (1.1), (1.2) has a solution x = x(t) if and only if x solves the operator equation
where G(t, s) is Green's function for boundary value problem (2.1), (2.2).
Let X = C[0, 1] with x = max 0 t 1 |x(t)| be a Banach space. We seek solutions for problem (1.1), (1.2) that lie in a cone P , defined by P = x ∈ X x(t) 0 and min
where γ is defined as (2.7). 
Proof. Firstly, we claim that
T : {x ∈ X | x(t) 0, 0 t 1} → P is completely continuous. In fact, if x ∈ {x ∈ X | x(t) 0, 0 t 1}, T x(t) = λ 1 0 G(t, s)h(s)f s, x(s) ds λ 1 0 max 0 t 1 G(t, s)h(s)f s, x(s) ds, so, by (2.5), T x λ 1 0 max 0 t 1
G(t, s)h(s)f s, x(s) ds.
Taking into account (2.6), we get
Also, by Lemma 2.4 and (H2), (H3), one has
Combine (2.5), (H2), (H3) and f ∞ = ∞, there exists
and set
Then for λ ∈ (0, λ 1 ) and x ∈ ∂P r 1 , we have
Thus, Lemma 2.5 implies
On the other hand, since f ∞ = ∞, there exists H > 0 large enough such that f (t, x) μx
Let r 2 H γ , and set
Therefore, for x ∈ ∂P r 2 ,
i.e.,
An application of Lemma 2.5 again yields that
Since we can adjust r 1 , r 2 , r 3 so that r 3 < r 1 < r 2 , it follows from the additivity of the fixedpoint index that
Thus, T has two fixed points in P r 2 \ P r 1 and P r 1 \ P r 3 , respectively, which are the desired positive solutions for problem (1.1), (1.2).
To prove the nonexistence part, we note by (H4), there exists a function g ∈ C([0, 1], [0, ∞)) which does not vanish identically on any subset of positive measure such that f (t, x) g(t)x for all t ∈ [0, 1], x 0. Let x ∈ X be a positive solution for problem (1.1), (1.2), one has x ∈ P . Now choose λ large enough so that
Thus, we have
It is a contradiction and the proof is completed. 2 Let λ 1 = r 1 /ρ(r 1 ) and set
Then for λ ∈ (λ 1 , ∞) and x ∈ ∂P r 1 , we have
Thus, Lemma 2.5 implies 
G(t, s)h(s) ds < 1.
Let r 2 M, and set
Then for x ∈ ∂P r 2 , 
G(t, s)h(s)f s, x(s) ds

G(t, s)h(s)τ x ds < x .
An application of Lemma 2.5 yields that i(T , P r 2 , P ) = 1.
On the other hand, since f ∞ = 0, there exists N 1 > 0 large enough such that f (t, x) τ x for t ∈ [0, 1], x N 1 , where τ is chosen so that
For x ∈ P , denote
G(t, s)h(s)f s, x(s) ds.
Let r 3 max{N 1 , N 2 }, and set
Therefore, for x ∈ ∂P r 3 ,
G(t, s)h(s)f s, x(s) ds
An application of Lemma 2.5 again yields that i(T , P r 3 , P ) = 1.
Since we can adjust r 1 , r 2 , r 3 so that r 3 > r 1 > r 2 , it follows from the additivity of the fixedpoint index that
Thus, T has two fixed points in P r 3 \ P r 1 and P r 1 \ P r 2 , respectively, which are the desired positive solutions for problem (1.1), (1.2). 
G(t, s)h(s)c
G(t, s)h(s) x ds < x .
It is a contradiction and the proof is completed. 2
Upper and lower solution method
In this section, we shall develop upper and lower solution method for problem (1.1), (1.2).
Definition 4.1. We say that the function u ∈ C 2 [0, 1] is an upper solution for problem (1.1), (1.2), if u (t) + λh(t)f t, u(t)
0, 0 < t < 1, (4.1)
2)
and v ∈ C 2 [0, 1] is a lower solution for problem (1.1), (1.2), if
Let u, v ∈ C 2 [0, 1] be upper and lower solutions for problem (1.1), (1.2) and satisfy
f (t, u(t)), for x u(t), f (t, x), for v(t) x u(t), f (t, v(t)), for x v(t).
(4.5) Consider the following problem: 
v(t) x(t) u(t), for t ∈ [0, 1].
In other words, x is a solution of problem (1.1), (1.2).
Proof. We first prove that x(t) u(t), for all t ∈ [0, 1]. Suppose by contrary that max t∈[0,1] [x(t) − u(t)]
> 0, with the continuity of x and u, we can choose t 0 ∈ (0, 1) such that
There are four cases as follows.
Case 1. x(t) > u(t) for all t ∈ [0, 1].
In this case, by definition of f * , (4.2) and (4.7), we have
Therefore, set ω = u − x, there is
With using Lemma 2.4, there is a contradiction that ω(t) = u(t) − x(t) 0 for t ∈ [0, 1].
Case 2. There exist c, d ∈ [0, 1], c < d such that x(c) = u(c), x(d) = u(d) and x(t) > u(t) for all t ∈ (c, d).
In this case, we have
Therefore,
With using of concavity of ω, there is a contradiction that
Case 3. There exists c ∈ (0, t 0 ) such that u(c) = x(c) and x(t) < u(t) for t ∈ [0, c), x(t) > u(t)
for t ∈ (c, 1]. We have
u(c) = x(c).
We divide this case into two subcases: c ∈ (0, η], c ∈ [η, 1).
With definition of c and boundary conditions, we have
Then using arguments used to prove Lemma 2.4, we can get the desired contradiction
By the definition of c, we know that
In particular, we have that
x(η) u(η).
This, together with the boundary conditions x(1) = bx(η) and u(1) bu(η), implies x(1) u(1). (4.10)
x(ξ ) u(ξ ).
This, together with the boundary conditions x(0) = ax(ξ ) and u(0) au(ξ ), implies
Combining this with (4.8) and (4.9), we obtain the desired contradiction (u − x)(t) 0, for all
. With definition of d and boundary conditions, we have
Then using arguments used to prove Lemma 2.4, we can get the desired contradiction 
By the same arguments, we see that v(t) x(t), for t ∈ [0, 1]. Since v(t) x(t) u(t) for
Proof. Consider problem (4.6), (4.7). By Lemma 2.2, we know that problem (4.6), (4.7) is equivalent to the integral equation
is bounded and completely continuous, by the Schauder fixed-point theorem, T * has a fixed point x, which is a solution of problem (4.6), (4.7). By Lemma 4.1, x is a solution of problem (1.1), (1.2) such that
Multiplicity
In this section, we always suppose that 0 a, b 1. In order to guarantee that all possible solutions of problem (1.1), (1.2) are nonnegative, we make the convention that
We need the following a priori estimate. Proof. Now suppose there is an unbounded sequence {x n } of solutions of problem (1.1), (1.2) which corresponding λ n belongs to a compact subset I of (0, ∞). We have proven that T : {x ∈ X | x(t) 0} → P . This together with (5.1) shows T : X → P . Thus, there is x n ∈ P , which implies that min t∈ [ξ,η] x n (t) γ x n .
Since f ∞ = ∞, there is q > 0 such that
where μ is chosen so that
Choosing n large enough so that γ x n q, we have that
It is a contradiction. Similarly, we can obtain there is a contradiction if f 0 = 0. Thus, the proof is completed. By Theorems 3.1 and 3.2, there is 0 < λ * < ∞. We claim that λ * ∈ Γ . To see this, let λ n → λ * , where λ n ∈ Γ :
Since the {λ n } is bounded, Lemma 5.1 implies that the corresponding solutions {x n } are bounded. By the compactness of the integral operator T , it easily follows that λ * ∈ Γ . Let x * be a solution of problem (1.1), (1.2) corresponding to λ * and definê
Proof. With (H1)-(H3) and (5.1), it is easy to check that − is a lower solution of problem (1.1), (1.2), so x − . To prove that x x * + , we first show that x * + is an upper solution of problem (1.1), (1.2). Since
. By uniform continuity, there is an 0 > 0 such that
Therefore, x * + is an upper solution of (1.1), (1.2). It follows from Lemma 4.1 that x x * + . 2 Proof. By Theorem 3.1, there is λ 1 ∈ (0, λ * ] sufficiently small such that for λ ∈ (0, λ 1 ], problem (1.1), (1.2) has at least two positive solutions. If λ 1 = λ * , the proof has completed. So, in the following, we always suppose that λ 1 < λ * .
For λ ∈ (0, λ * ), since x * is an upper solution and 0 is a lower solution, Lemma 4.2 implies the existence of a solution x λ of problem (1.1), (1.2) such that 0 x λ x * . Thus, for 0 < λ < λ * , a positive solution exists, whereas for λ > λ * , there is no positive solution.
Choose
We next establish the existence of another solution to problem (1.1), ( Proof. The multiplicity and nonexistence follows from Theorem 3.2. We know that λ * ∈ Γ , where λ * , Γ were defined as (5.2). Next, let us prove that for λ * < λ < λ * * , a positive solution exists.
Let x 0 = x * , where x * be a positive solution of problem (1.1), (1.2) corresponding to λ * , set
x n = T λ x n−1 , then, by the monotonicity of f and x * is a lower solution of T λ , there is,
With f ∞ = 0, it is easy to prove that {x n } is bounded in P . As P is a normal cone and T is a completely continuous operator, T has a fixed-point x λ ∈ P such that x λ = lim n→∞ T n x 0 , x * x λ . The proof is completed. 2
