Abstract. In this paper, we study basic properties of global -crystal bases for integrable modules over a quantum symmetric pair coideal subalgebra U  associated to the Satake diagram of type AIII with even white nodes and no black nodes. Also, we obtain an intrinsic characterization of the -crystal bases, whose original definition is artificial.
Introduction
Let U = U q (sl 2r+1 ) be the quantum group over the field Q(q) of rational functions in one variable q, and U  its coideal subalgebra such that (U, U  ) forms a quantum symmetric pair of type AIII in the sense of [Le99] . Bao and Wang [BW13] introduced the notion of -canonical bases for the based U-modules. A based U-module is a U-module M with a bar-involution ψ M and a distinguished basis B satisfying some conditions (see [L93] for the precise definition). One of the key ingredients for the construction of the -canonical bases is the intertwiner (also known as the quasi-K-matrix) Υ. Using Υ, Bao and Wang defined a new involution ψ The multi-parameter version of U  was considered in [BWW16] . Thanks to the integrality of the intertwiner Υ, the notion of -canonical bases can be defined analogously. The condition
The general theory of the -canonical bases (usually called ı-canonical bases) for the general quantum symmetric pairs was developed in [BW18] .
In [W17] , the author classified all irreducible U  -modules in a category O  int , which is an analog of the category O int of integrable U-modules, and proved that O  int is semisimple; the isomorphism classes of irreducible modules in O  int are classified by the set P  of bipartitions of length (r; r + 1). When the parameters are in the asymptotic case, to each irreducible module in O  int , the author associated a local basis, -crystal basis, which is an analog of Kashiwara's crystal basis. By the complete reducibility, every object in O  int admits a -crystal basis. In particular, each U-module in O int , regarded as a U  -module, has a -crystal basis.
It should be noted that the -crystal basis of a U-module in O int is the localized -canonical basis ( [W17, Section 1.3]) . To be precise, let M ∈ O int with a canonical basis (or global crystal basis) B. Since (M, B) is a based module, it has a -canonical basis {b  | b ∈ B}. Set L := Span A 0 B, where A 0 := {f /g ∈ Q(p, q) | f, g ∈ pQ[p, q, q −1 ] ⊕ Q[q], lim q→0 (lim p→0 g) = 0}. Then, B := {b  + qL | b ∈ B} is a Q-basis of L/qL, and (L, B) forms a -crystal basis of M . Hence, b  + qL can be thought of as the localization of b  at p = q = 0. Conversely, we may say that the -canonical basis of a based U-module is a globalization of its -crystal basis.
Here arises a natural question: Does a U  -module in O  int that is not a based U-module admit a globalization of its -crystal basis? One of the main result of this paper gives the affirmative answer to this question.
In our strategy, the multi-parameter q-Schur duality between U  and the Hecke algebra of type B ( [BWW16] ), and the irreducibility of the Kazhdan-Lusztig cell representations of the asymptotic multi-parameter Hecke algebra of type B ( [BI03] ) play key roles. Let us recall the latter objects briefly. Kazhdan and Lusztig [KL79] gave a partition W = ⊔ X∈L(W ) X of a Coxeter group W into the left cells; here, L(W ) denotes the set of left cells. To each left cell X ∈ L(W ), they associated an H-module C L X which is called the left cell representation corresponding to X. The left cell representation C L X is defined to be the quotient of a left ideal C ≤ L X of H spanned by some Kazhdan-Lusztig basis elements by its subspace C < L X , which is also spanned by some Kazhdan-Lusztig basis elements. Therefore, C L X has a basis consisting of the images of some Kazhdan-Lusztig basis elements under the canonical map C ≤ L X ։ C L X . It is known that each left cell representation is irreducible if W is of type A. When W is of type B, the irreducibility of the left cell representations depend on the choice of the parameters p, q. According to [BI03] , the left cell representations are irreducible when the parameters are asymptotic.
By the multi-parameter q-Schur duality for type B, the tensor power V ⊗d of the vector representation of U is equipped with a (U  , H)-bimodule structure whose irreducible decomposition is multiplicity free, where H denotes the multi-parameter Hecke algebra of type B over the field Q(p, q) of rational functions in two variables p, q. Then, for each X ∈ L(W ), the left U  -module
Every irreducible U  -module can be obtained in this way as d ≥ 1 varies. The main result of this paper states that the basis of V ⊗d ⊗ H C L X induced from the Kazhdan-Lusztig basis of C L X is a globalization of the -crystal basis.
Our approach provides the following characterization of the -crystal bases and its globalization of the finite-dimensional irreducible U  -modules. Let L ∈ O  int be irreducible and v ∈ L a highest weight vector. Define two symmetric bilinear forms (·, ·) 1 and (·, ·) 2 on L and an involutive anti-linear automorphism ψ  L on L by (v, v) 1 = 1, (xm, n) 1 = (m, σ  (x)n) 1 for all x ∈ U  , m, n ∈ L,
where σ  , τ  , and ψ  are automorphisms of U  defined in Proposition 3.1.1. Next, we investigate basic properties of global -crystal basis for not necessarily irreducible U  -modules. Especially, we roughly describe the matrix coefficients of the actions of the generators of U  with respect to a given global -crystal basis.
We end this paper by proving that the global -crystal basis for a U-module (not U  -module) is compatible with the filtration coming from the dominance order of the bipartitions (see subsection 9.3 for the definition of this filtration). A similar result is well-known for ordinary global crystal bases ([K93] , [L93] ).
Theorem B. Let M be a U-module with a global
In particular, if we take M to be an irreducible U  -module, we obtain the following.
This paper is organized as follows. In Section 2, we prepare necessary notations concerning (bi)partitions and Young (bi)tableaux. In Section 3 and 4, we give a brief review of [W17] . In Section 5, we introduce the notion of global -crystal bases, and show that the -canonical bases are examples of them. Sections 6-8 are devoted to prove the existence theorem for the global -crystal bases of the finite-dimensional irreducible U  -modules. After studying basic properties of the global -crystal bases in Section 9, we finally prove the compatibility of the -crystal bases and the filtration associated to the dominance order of the bipartitions in Section 10.
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Notations
Throughout this paper, we fix a positive integer r. For n ∈ 1 2 Z, set n := n − 1 2 . Note that −n = −n + 1 2 = −n. We set I := {−r, . . . , −1, 0, 1, . . . , r}, I := {−r, . . . , −1, 1, . . . , r}, I
 := {1, . . . , r}.
A partition of n ∈ N of length l ∈ N is a nonincreasing sequence λ = (λ 1 , . . . , λ l ) of nonnegative integers satisfying l i=1 λ i = n. Let |λ| := n and ℓ(λ) := l, and call them the size and the length of λ, respectively. We denote by Par l (n) the set of partitions of n of length l.
We often identify a partition with a Young diagram in a usual way. Let (L, ) be a totally ordered set. A semistandard tableau of shape λ ∈ Par l (n) in letters L is a filling of the Young diagram λ with elements of L, which weakly increases (with respect to the total order ) from left to right along the rows, and strictly increases from the top to the bottom along the columns.
A bipartition of n ∈ N of length (l; m) ∈ N 2 is an ordered pair λ := (λ − ; λ + ) of partitions such that ℓ(λ − ) = l, ℓ(λ + ) = m, and |λ| := |λ − | + |λ + | = n. We denote by P (l;m) (n) the set of bipartitions of n of length (l; m). For totally ordered sets (L − , − ) and (L + , + ), a semistandard tableau of shape λ ∈ P (l;m) (n) in letters (L − ; L + ) is an ordered pair T = (T − ; T + ), where T ± is a semistandard tableau of shape λ ± in letters L ± .
For partitions µ ⊂ λ, define the skew partition λ/µ in a usual way. For bipartitions µ ⊂ λ (i.e., µ − ⊂ λ − and µ + ⊂ λ + ), define the skew bipartition λ/µ to be (λ − /µ − ; λ + /µ + ). A skew partition λ/µ is said to be a horizontal strip if each column of λ/µ contains at most one box. We say that a skew bipartition λ/µ is a horizontal strip if λ ± /µ ± are. Set • P (n) = P r (n) := Par 2r+1 (n): the set of partitions of n of length 2r + 1.
• P = P r := n∈N P (n): the set of partitions of length 2r + 1.
• Par l := n∈N Par l (n): the set of partitions of length l.
• P  (n) = P  r (n) := P (r+1;r) (n): the set of bipartitions of n of length (r + 1; r).
the set of bipartitions of length (r + 1; r).
• SST(λ): the set of semistandard tableaux of shape λ ∈ P (n) in letters I.
• SST(λ): the set of semistandard tableaux of shape λ ∈ P  (n) in letters (I \ I  ; I  ) with total orders 0 ≺ − −1 ≺ − · · · ≺ − −r and 1 ≺ + · · · ≺ + r. For λ ∈ P  , we refer the i-th row of λ − to as the −(i − 1)-th row of λ, and the j-th row of λ + to as the j-th row of λ. Also, for i ∈ I, set λ i to be the length of the i-th row of λ, i.e.,
For T ∈ SST(λ) and i ∈ I  , set T ↓ i to be the semistandard tableau obtained from T by deleting the boxes whose entries are less than −i or greater than i.
For each λ ∈ P  , let T λ ∈ SST(λ) be the unique semistandard tableau of shape λ whose entries in the i-th row are i. Note that we have T λ ↓ i = T λ↓ i . For T ∈ SST(λ) and i ∈ I, set T(i) to be the number of boxes of T whose entries are i.
Definition 2.0.1.
( 1) is a partial order (called the dominance order) on Par l defined as follows. For λ, µ ∈ Par l , we have λ µ if (a) |λ| = |µ| and (b)
is a partial order (also called the dominance order) on P  defined as follows. For
is a partial order on P  defined as follows. For λ, µ ∈ P  , we have λ µ if λ − µ − (dominance order on Par r+1 ) and λ + µ + (dominance order on Par r ).
Clearly, λ µ implies λ µ.
Representation theory of U 
Let p and q be independent indeterminates.
3.1. Definition of U  . Let Λ be the free Z-module with a free basis {ǫ i | i ∈ I}, and with a symmetric bilinear form (·, ·) defined by (ǫ i , ǫ j ) = δ i,j . For i ∈ I, set
For λ, µ ∈ Λ, we write µ ≤ λ if λ − µ ∈ Q + . This defines a partial order on Λ.
The quantum group U = U 2r+1 = U q (sl 2r+1 ) of type A 2r is an associative algebra over Q(p, q) with generators E i , F i , K
It suffices to show that the images of the generators of U  satisfy the defining relations of U  ; it is straightforward. Remark 3.1.2. We have similar automorphisms on U:
(1) There exists a unique Q-algebra automorphism ψ of U which maps BW18, Proposition 4.6] , while the others are not.
Let U(l) denote the subalgebra of U generated by E i , F i , K ±1 j , i ∈ I \ {1}, j ∈ I. Note that we have e i , f i , k j ∈ U(l) for all i ∈ I  \ {1}, j ∈ I  . Note that U(l) is the quantum group of type A r × A r−1 with weight lattice Λ.
is the full subcategory of the category of all U  -modules consisting of U  -modules M satisfying the following:
• M has a weight space decomposition, i.e., M = λ∈Λ  M λ .
• Each weight space of M is finite-dimensional.
• There exist µ 1 , . . . , µ l ∈ Λ  such that if M λ = 0, then λ ≤  µ i for some i = 1, . . . , l.
• The f i 's act on M locally nilpotently. 
Remark 3.2.2. The last statement follows from the definition of L(λ).
For each λ ∈ P  , let wt  (λ) ∈ Λ  denote the weight of a highest weight vector of L(λ), namely,
Crystal basis theory
4.1. Crystal bases. The notion of crystal bases (or local bases at q = 0) for integrable modules over quantum groups was introduced independently by Kashiwara and Lusztig in different ways ([K90] , [L90a] ). Although we will not review the detail, we formulate here some notations concerning the crystal bases. Let O int denote the full subcategory of the BGG-category O for U consisting of the integrable modules. Let E i , F i , i ∈ I denote the Kashiwara operators. Let M ∈ O int , (L, B) be its crystal basis. For b ∈ B and i ∈ I, set
Recall that, for each λ ∈ P , the irreducible module L(λ) has a unique crystal basis (L(λ), B(λ)), which is identical to SST(λ). For each M ∈ O int with a crystal basis (L, B), we have a unique irreducible decomposition B = l i=1 B i , where B i ≃ B(λ i ) for some λ i ∈ P . By retaking λ i 's if necessary, we may assume that |λ i |−|λ j | < 2r +1 for all i, j ∈ {1, . . . , l}, and that there exists i such that (λ i ) 2r+1 = 0. Then, λ i 's are uniquely determined; we set
4.2. -crystal bases. In [W17] , the notion of -crystal bases was introduced. Let us recall some properties briefly.
Set A := Q[p, p −1 , q, q −1 ]. We denote by A 0 the subring of Q(p, q) consisting of all elements of the form f /g with f, g ∈ pQ[p, q,
The Kashiwara operators are denoted by e i and f i , i ∈ I  .
The following are basic results for the crystal basis theory of U  . Proof. This is an easy consequence of [W17, Corollary 7.7.4] . Definition 5.1.1. Let V be a Q(p, q)-vector space and x ∈ {0, ∅, ∞}.
is an isomorhism of Q-vector spaces.
Let V be a Q(p, q)-vector space with a balanced triple (U 0 , U, U ∞ ). Take a Q-basis B of U 0 /qU 0 . Since we have an isomorphism G :
We call G(B) the global basis of V associated to the balanced triple (U 0 , U, U ∞ ) and the basis B.
Lemma 5.1.3. Let V, U 0 , U, U ∞ , B, G be as above. Take a subset B ′ ⊂ B and set U ′ x to be the L93, 1.3.5] ). Let A be a Q(q)-algebra, x, y ∈ A such that xy = q 2 yx. Then, for each n ∈ Z >0 , we have
Then, we can apply Lemma 5.2.1, and obtain
It is easy to see that
Hence, the assertion follows.
). Assume that V admits a Q-linear involution · satisfying the following:
We call such an involution a ψ-involution (resp.,
Definition 5.2.3. Let V, L, B, · be as above. V is said to have a global crystal basis (resp., global -crystal basis) if there exists a U A -submodule (resp.,
Proof. The fact that B M ⊗ B N forms a -crystal basis of M ⊗ N is proved in [W17] . Now, one can construct a global -crystal basis of M ⊗ N with the desired property in the same way as the proof of [BWW18, Theorem 4].
5.3. -canonical bases. In this subsection, we recall the notion of -canonical bases, which was introduced by H. Bao and W. Wang in [BW13] , and explain that -canonical bases are global -crystal bases. One of the key ingredients for a construction of -canonical bases is the intertwiner Υ:
For each λ ∈ Q + , there exists a unique Υ λ ∈ U − −λ satisfying the following: (
Proof. That (L, B) is a -crystal basis has already been stated in Theorem 4.2.2. Let us prove the rest. By the property (2) of Theorem 5.3.3, it is clear that L (resp., M A ) is spanned by G  (B) over A 0 (resp., A). Also, by (1) 
This proves the proposition.
Kazhdan-Lusztig bases
The subsequent three sections are dedicated to prove the existence of a global -crystal basis and its "dual" basis for L(λ), λ ∈ P  . In this section, we formulate variants of the KazhdanLusztig bases following [KL79] , [Deo87] , and [L03] .
Definition 6.1.1. The Hecke algebra H = H(W ) associated to W with unequal parameters p, q is the associative algebra over A Z := Z[p, p −1 , q, q −1 ] generated by {H s | s ∈ S} subject to the following relations:
We often write H i = H s i . For each w ∈ W with a reduced expression w = s i 1 · · · s i l , the product H i 1 · · · H i l is independent of the choice of a reduced expression of w; we denote it by H w . Similarly, q w := q s i 1 · · · q s i l is well-defined.
Let U, V be modules over A Z . We say a Z-linear map f : U → V is anti-linear if it satisfies f (gu) = gf (u) for all g ∈ A Z and u ∈ U . In the sequel, we will often use the following automorphisms, all of which are involutions, of H.
Lemma 6.1.2.
(1) There exists a unique anti-linear algebra automorphism · of H such that
There exists a unique anti-linear algebra automorphism sgn of H such that sgn (H w 
Moreover, all of these automorphisms commute with each other.
For y, w ∈ W , define r y,w ∈ A Z by
It is well-known and easily proved that r w,w = 1 for all w ∈ W and r y,w = 0 unless y ≤ w.
6.2. Kazhdan-Lusztig bases. Let us formulate the Kazhdan-Lusztig basis and the dual KazhdanLusztig basis. Set 
It is obvious from the definitions that both {C w | w ∈ W } and {D w | w ∈ W } form A Z -bases of H. We call the former the Kazhdan-Lusztig basis, and the latter the dual Kazhdan-Lusztig basis of H. ( 
For each X ∈ L(W ) and x ∈ X, set
Note that these are independent of the choice of x ∈ X. We denote the image of
Proof. The assertions are obvious from the definitions.
We call C L X the left cell representation of H(W ) associated to X ∈ L(W ). 6.4. Bilinear form on H. Let H * := Hom A Z (H, A Z ). H * has a left H-module structure given by
Let {h w | w ∈ W } ⊂ H * be the dual basis of {H w | w ∈ W }, that is, they are characterized by h y (H w ) = δ y,w for all y, w ∈ W .
Lemma 6.4.1. For each w ∈ W and s ∈ S, the following holds.
Proof. For each y ∈ W , we compute as
if sy > y and sy = w, 1 if sy < y and sy = w, q −1 s − q s if sy < y and y = w, 0 otherwise
This implies
Thus, the proof completes.
There exists an anti-linear automorphism
Lemma 6.4.2. For each w ∈ W , we have
In particular, h w 0 = h w 0 , where w 0 ∈ W denotes the longest element.
Proof. Let y ∈ W . Then, we have
Since h w = y∈W h w (H y )h y , the assertion follows.
w is characterized by the following two conditions:
Proof. Thanks to Lemma 6.4.2, one can prove that there exists a unique C ′ w ∈ H * such that C ′ w = C ′ w and C ′ w − h w ∈ y>w A + Z h y in a similar way to Theorem 6.2.1. Hence, it suffices to show that C * w satisfies the two conditions. The first condition is verified as follows. For each y ∈ W , we have
Since {C y | y ∈ W } is a basis of H, we obtain C * w = C * w .
Next, we prove the second condition. For each y ∈ W , we can write
This completes the proof.
Proof. By Lemma 6.4.1, the linear map ϕ : H → H * ; H w → h w is an isomorphism of left H-modules. On the other hand, the map ψ :
Also, we have, for all y ∈ W ,
Then, the equality d(H) = d(H) follows from the facts that h w 0 = h w 0 and H ♭ = H ♭ ; the former is proved in Lemma 6.4.2, and the latter is in Lemma 6.1.2.
Using this isomorphism, we define a bilinear form · | · on H by
Clearly, this bilinear form satisfies
Lemma 6.4.5. The bilinear from · | · is symmetric.
This and Proposition 6.4.3 show that d(D w ) = C * ww 0 . Hence, it holds that C y | D w = C * ww 0 (C y ) = δ y,ww 0 , which proves the proposition. Here, we describe the duality between C L X 's and D L X 's. Lemma 6.4.7. Let y, w ∈ W , X ∈ L(W ). Then, the following hold.
(
Proof. We first prove part (1). Suppose that y → L w. Then, there exists s ∈ S such that C s C w | D yw 0 = 0. This implies that C w | C s D yw 0 = 0, and hence, we obtain ww 0 → L yw 0 . Replacing y, w by yw 0 , ww 0 , we also have the opposite indication. This proves part (1). Assertion (2) is an immediate consequence of (1). We prove part (3). Let x ∈ X. Then, Proof. Let x ∈ X, y, w ∈ W be such that y < L x and ww 0 < L xw 0 . It suffices to show that
Both are obvious from Lemma 6.4.7 (2).
Proof. It suffices to show that the characters ch
of C L X coincide with each other. For each w ∈ W , we compute as
Thus, the proof completes. 6.5. Parabolic Kazhdan-Lusztig bases. Throughout this subsection, we fix a subset J ⊂ {0, 1, . . . , d − 1} arbitrarily. Let W J denote the parabolic subgroup of W generated by {s j | j ∈ J}, J W the set of minimal length coset representatives for W J \W , and w J ∈ W J the longest element. Also, we set
Lemma 6.5.1. Let j ∈ J. Then, the following hold.
(1)
Proof. The assertion (1) follows from a direct calculation and the fact that W J = {w ∈ W J | w < s j w} ⊔ {w ∈ W J | s j w < w}. The assertion (2) follows from the definition of x J and the facts that W J = {w −1 | w ∈ W J }, and q w −1 = q w for all w ∈ W . The proof of (3) can be found in [X94, Proposition 1.17 (2) ].
By Lemma 6.5.1 (1), the right ideal x J H of H has a basis {x J H w | w ∈ J W }. Also, by Lemma 6.5.1 (3), x J H is closed under the involution · . Hence, we can construct analogs of the Kazhdan-Lusztig basis and the dual Kazhdan-Lusztig basis of H in the ideal x J H:
(1) For each w ∈ J W , there exists a unique
Clearly, { J C w | w ∈ J W } and { J D w | w ∈ J W } are linear bases of x J H. We call them the parabolic Kazhdan-Lusztig basis and the dual parabolic Kazhdan-Lusztig basis of x J H, respectively.
Proof. For each y ∈ W , define y J ∈ W J and J y ∈ J W to be the unique elements satisfying y = y J J y and ℓ(y) = ℓ(y J ) + ℓ( J y). Then, we have
This shows that
Hence, by Theorem 6.5.2 (2), x J D w coincides with J D w .
by Proposition 6.5.3 and 6.5.4)
7. Hecke modules and their centralizers 7.1. Fundamental properties. We follow ideas in [DDPW08, Chapter 9.1]. Let π be an index set. Suppose that we are given a map π → {J | J ⊂ {0, 1, . . . , d − 1}}. We denote by I λ the image of λ ∈ π under this map. For each λ ∈ π, for simplicity, we will denote W I λ , w I λ , x I λ , etc. by W λ , w λ , x λ , etc.
Definition 7.1.1. Associated with π, we define a right H-module T(π) := λ∈π x λ H, and its centralizer algebra S(π) := End H (T(π)); we let S(π) act on T(π) from the left.
It is obvious that T(π) has two bases { λ C w | λ ∈ π, w ∈ λ W } and { λ D w | λ ∈ π, w ∈ λ W }; we call them the Kazhdan-Lusztig basis and dual Kazhdan-Lusztig basis, respectively.
For each m = λ∈π m λ ∈ T(π) with m λ ∈ x λ H, we define m ∈ T(π) to be λ∈π m λ . Also, for each f ∈ S(π), define f ∈ S(π) by f (m) = f (m) for all m ∈ T(π). This gives anti-linear automorphisms · on T(π) and S(π).
For each λ ∈ π, define p λ ∈ S(π) to be the composite
of the projection and the inclusion. Clearly, {p λ | λ ∈ π} is a family of orthogonal idempotents with λ∈π p λ = id T(π) . Hence, we have a decomposition
Take f ∈ Hom H (x µ H, x λ H) arbitrarily. Since x µ H is generated (as a right H-module) by x µ , the f is determined by f (x µ ) ∈ x λ H. Let us write
Lemma 7.1.2. Let w ∈ λ W and j ∈ I µ be such that w < ws j . Then, we have c λ,w,µ (f ) = q j c λ,ws j ,µ (f ).
Consequently, we have
and hence, f is determined by (c λ,
Proof. We have
Comparing the coefficients of x λ H w , we obtain the assertion.
For λ, µ ∈ π and x ∈ λ W µ , define ξ λ,x,µ ∈ Hom H (x µ H, x λ H) to be the one corresponding
, where x ′ ∈ W µ is the longest element in Jx W µ (J x is as in Lemma 7.1.3). Then, the next proposition is clear. Proposition 7.1.4. {ξ λ,x,µ | λ, µ ∈ π, x ∈ λ W µ } forms a basis of S(π).
(3) ξ λ,e,µ = ξ λ,e,µ , where e denotes the identity element of W .
Proof.
(1) By the definition of x ′ , we have y := w λ xx ′ is the longest element in W λ xW µ . Also, it is easily checked that the map W → W, w → w −1 gives a bijection W λ xW µ → W µ x −1 W λ . Since this bijection preserves the length, y −1 is the longest element in W µ x −1 W λ . Then, we compute η ♭ λ,xµ as follows:
(2) By the definition of ξ λ,x,µ , we have
This proves the first equation. Next, we have
which implies the second equality. Finally, the third equality follows from the fact that η λ,x,µ = ξ λ,x,µ (x µ ) ∈ x λ H. (3) It suffices to check that ξ λ,e,µ (x ν ) = ξ λ,e,µ (x ν ) for all ν ∈ π. Only the non-trivial case is when ν = µ. Since we have
the problem is reduced to proving that η λ,e,µ is fixed under the involution · . One can write
On the other hand, we have
Hence, we obtain η λ,e,µ = 1
which is invariant under · . Thus, the proof completes.
Proposition 7.1.6. The linear map ♭ :
Proof. We have to verify that (ξ λ,x,µ · ξ κ,y,ν ) ♭ = ξ ν,y −1 ,κ · ξ µ,x −1 ,λ for all λ, µ, ν, κ and x ∈ λ W µ , y ∈ κ W ν . Since the both sides are equal to zero unless κ = µ, we may assume that κ = µ. Let us write
Applying the both sides to x ν ∈ T(π), by Lemma 7.1.5 (2), we obtain
To prove the assertion, we compute as follows:
(by equation (1)).
This shows that ξ ν,y −1 ,µ · ξ µ,x −1 ,λ = (ξ λ,x,µ · ξ µ,y,ν ) ♭ , and hence, the proof completes.
Recall the bilinear form · | · λ = · | · I λ on x λ H defined in Section 6.5.
Proposition 7.1.7. Let λ, µ ∈ π, m ∈ x λ H, and n ∈ x µ H. Then, for each w ∈ λ W µ , we have
We compute as follows:
This proves the proposition.
Define a bilinear form · | · π on T(π) by m | n π := δ λ,µ m | n λ for all λ, µ ∈ π, m ∈ x λ H, n ∈ x µ H. Corollary 7.1.8. The two bases { λ C w | λ ∈ π, w ∈ λ W } and { λ D w λ ww 0 | λ ∈ π, w ∈ λ W } of T(π) are dual to each other with respect to the bilinear form · | · π . Moreover, for all m, n ∈ T(π) and x ∈ S(π), we have m
. Note that these objects are independent of the choice of x ∈ X. We denote the image of
Proof. We will prove only (1) since the proof of (2) is similar to that of (1), and (3) follows from (1) and (2). Fix x ∈ X. In order to show that C ≤ L X (π) is a S(π)-submodule, it suffices to verify that ξ λ,y,µ µ C w ∈ C ≤ L X (π) for all λ, µ ∈ π, y ∈ λ W µ , and w ∈ µ W such that w µ w ≤ L x. By Proposition 6.5.3 and Lemma 7.1.5 (2), we have
Also, by Lemma 7.1.5 (2), we have η λ,y,µ = ξ λ,y,µ (x µ ) ∈ x λ H; one can write η λ,y,µ = x λ H for some H ∈ H. Then, HC wµw is a linear combination of
Hence, by Proposition 6.5.5, x λ HC wµw is a linear combination of
. This completes the proof.
Similarly, one can prove the following:
8. Global -crystal bases for the irreducible U  -modules 
Then, it is easily seen that V ⊗d is isomorphic to
By the double centralizer property between U  and H on V ⊗d ([BW13] , [BWW16] ), there exists a surjective algebra homomorphism ξ : U  → S(π  ). In particular, every S(π  )-modules are regarded as U  -modules via ξ. In [W17] , it is proved that for each λ ∈ P  , the irreducible highest weight module
, where d = |λ|. For i ∈ I  , we define two maps e i , f i : π  → π  ⊔ {0}, where 0 denotes a formal symbol, as follows. Let λ = (λ 0 , . . . , λ r ) ∈ π  . Then, we set
and
Proof. We prove only the statement for f 1 ; the proofs for f i , i = 1 and for e i are similar. Recall the comultiplication ∆ of U; we have
Then, we compute as
This proves the assertion.
Here are immediate consequences.
is also a highest weight vector. Thus, we obtain two isomorphisms
is a fixed highest weight vector.
Definition 8.2.1. Let λ ∈ P  and v λ ∈ L(λ) be a highest weight vector. Define the bilinear
Proposition 8.2.2. Let λ ∈ P  . Then, the bilinear form (·, ·) 1 is nondegenerate.
Hence, we have (·, ·) = (·, ·) 1 . Then, it is clear that {ϕ Recall that the set
Theorem 8.2.4. Let λ ∈ P  (d). Then, the following hold.
Proof. Items (1) and (2) To prove the rest, observe that L(λ) is realized as a subquotient of V ⊗d by using KazhdanLusztig basis elements. To be precise, let
Then, items (4)- (6) follows from the proof of [W17, Proposition 7.4.4] . To prove item (7), it suffices to show that L(λ) A is a U (
For λ ∈ P (M ), set I λ (M ) to be the sum of submodules of M isomorphic to L(λ). Also, we set
, and so on.
where
Remark 9.1.3. By replacing P (M ) with P  (M ) and with , the same result holds for integrable modules over U(l) with global crystal bases.
9.2. -canonical bases. Let M ∈ O int be a based U-module with a crystal basis (L, B), a global crystal basis G(B), a ψ-involution ψ M , and a balanced triple (L,
) is a balanced triple with the associated global basis G  (B). Lemma 9.2.1. Let b ∈ B. Let us write as
, it suffices to show that for each l ∈ Z ≥0 and i 1 , . . . , i l ∈ I, we have
We prove it by induction on l. When l = 0, there are nothing to prove. So, assume that l > 0 and that
If i l = 1, then, by Remark 9.1.3, we have
Proposition 9.2.2. Let b ∈ B and i ∈ I  \ {1}. Then, we have
for some e (i)
We prove the assertion only for e i ; the proof for f i is similar. By Lemma 9.2.1, we can write
Hence, it suffices to show that [
. By the definitions of e i and
and a linear combination of weight vectors of M of weight lower than wt(b) + α i . We know from Proposition 9.
. This proves the assertion.
Following [K02] , let us introduce modified Kashiwara operators:
1 a n (t; k 1 ), where
Proof. If i = 1, then the statement follows from [K02, Proposition 6.1]. Hence, we prove the case when i = 1. It suffices to prove the following: For each u ∈ L such that e 1 u = 0,
for some c ∈ 1 + qA 0 ∩ A. First of all, we have
We compute the coefficient, say A, of the right-hand side as follows.
, and g t ∈ Z[p, q, q −1 ] with t−1 s=0 (1 + p 2 q 2(a−b−m+s) ) = 1 + p 2 g t . By the proof of [K02, Proposition 6 .1], we have B t ∈ 1 + qZ [q] . Also, it is clear that p 2 t≥0,−n B t g t ∈ p 2 Z[p, q, q −1 ]. Thus, we have f
1 u modulo qL. This proves the lemma. Proposition 9.3.3. Let i ∈ I  , b ∈ B and m ∈ Z ≥0 . Then, we have the following.
Proof. Since (e i , k i , f i ), i = 1 forms an sl 2 -triple, most of the assertions follows from Proposition 9.1.1. What we have to prove are assertions (1) and Lemma 9.3.2, we have
By our inductive hypothesis, we can write
We prove the opposite inclusion. For each λ ∈ Λ  , we have
Hence, we obtain
Also, by the argument above, f
. This completes the proof of part (1).
Next, we turn to prove assertion (3) for i = 1 by descending induction on m := ε 1 (b). When m is maximum among {ε 1 (b ′ ) | b ′ ∈ B}, we have by (1) that
and the equation in (3) holds. Assume that (3) is true for all m ′ > m. As in the proof of (1), let us write
Thus, we obtain that
It remains to prove that ϕ
and that f
For a bipartition λ ∈ P  (M ), define I λ (M ), W λ (M ), W ≻λ (M ), and W λ (M ) in a similar way as I λ , W λ , W ≻λ , and W λ , respectively. Definition 9.3.4. We say that M has the property ( * ) if there exists a poset (S, ≤) and a map s : B → S satisfying the following:
(1) The abelian group Q := i∈I Zα i acts on S freely; the action is written additively.
for some e Proof. Setting S and s to be Λ and wt, respectively, part (1) is obvious, and part (2) follows from Proposition 9.2.2.
The main result in this paper is the following:
Theorem 9.3.6. Suppose that M has the property ( * ). Then, for each λ ∈ P  (M ), the following hold:
The proof will be given in Section 10.
9.4. Operatorsẽ i + andf i + . The definitions of e i ′ and f i ′ given in [W17] are artificial, namely, they are defined by means of a distinguished basis G  low (λ), λ ∈ P  (in [W17] , it is denoted by {b T | T ∈ B(λ)}). Here, we define new operators e i + and f i + for i ∈ I  \ {1}, and then, explain that the operators e i ′ and f i ′ on -crystal bases are in fact intrinsic.
Lemma 9.4.1. Let r ≥ 2, λ ∈ P  , and consider the irreducible highest weight module L(λ). As a U corresponding to λ/µ are either −r or r, it must hold that λ/µ is a horizontal strip. Conversely, given µ ∈ P  r−1 such that λ/µ is a horizontal strip, there exists a unique b ∈ B(λ) which is a U  r−1 -highest weight vector with highest weight µ. This proves the lemma. Lemma 9.4.2. Let r ≥ 2, λ ∈ P  . Let b ∈ B(λ) be such that e r ′ b = 0. Then, there exist unique b ′ ∈ B(λ) and j ∈ I  \ {1} satisfying the following:
Proof. By the definition of e r ′ , b is a U ↓ r−1 is obtained from T µ by adding a box j − 1 to the (j − 1)-th row, which turned out to be T µ ′ , where µ ′ ∈ P  r−1 such that
. . , r − 1}. Hence, b j−1 is a U  r−1 -highest weight vector, and we have b = f r ′ f (r−1) ε r−1 · · · f j ε j b j−1 . This proves the assertion.
Set E r (λ) := {µ ∈ P  r−1 | µ − = λ − ↓ r−1 and λ + /µ + is a horizontal strip}. Then, the assignment {b ∈ B(λ) | e r ′ b = 0} → E r (λ); b → I  r−1 (b) is bijective. To each µ ∈ E r (λ), we associate b, b ′ ∈ B(λ), j ∈ I  \{1}, and ε i ∈ {∅, ′}, j ≤ i ≤ r−1 as in Lemma 9.4.2.
Let r ≥ 2. We define operators e l + and f l + on every U  -modules in O  int inductively for all 2 ≤ l < r. Let λ ∈ P  . We define the linear operator e r + on L(λ) by
where b µ ∈ B(λ) is the corresponding element to µ ∈ E r (λ),
and p 2 (µ) is the projection from L(λ) to the one-dimensional subspace
where δ l = ∅ if ε l = ∅, and δ l = + if ε l = ′ for l = j, . . . , r − 1. Also, we define f r + by
where e −1 r + is the inverse of the linear isomorphism e r + :
. Finally, we extend the definitions of e r + and f r + to a general U  -module M ∈ O  int by the complete reducibility of M .
Proposition 9.4.3. Let λ ∈ P  and v ∈ L(λ) a highest weight vector. Then, we have
Moreover, on B(λ), we have e i ′ = e i + and
Proof. We proceed by induction on r. Assume that the assertion holds for all 2 ≤ l < r (we assume nothing when r = 2). Let µ ∈ E r (λ) and b µ , b ′ , µ ′ be as above. By the uniqueness of the -crystal bases for
for some c b ′ ∈ A. Again, by the complete reducibility of the
for some d b ′ ∈ qA 0 . Hence, we have
low ( e r ′ b µ ) + qL(λ). Since we took µ ∈ E r (λ) arbitrarily, this equation ensures that e r + preserves L(λ) and B(λ) ⊔ {0}, and that e r + = e r ′ on B(λ). By the definition of f r + , it also preserves L(λ) and B(λ) ⊔ {0}, and coincides with f r ′ on B(λ). Now, the assertions are clear by the definition of (L(λ), B(λ)). 
for some d b 1 ,b 2 ∈ A. By our assumption, the coefficient of G  ( f ) such that b ∈ C  (b t ) is strongly connected to b ′′′ ∈ C  (b t ) with wt  (b) <  wt  (b ′′′ ). Hence, we have
for some a b ∈ A. Here, note that we have e j f t i b = 0 for all j = 1, . . . , i − 1, [ξ(G )) :
′′ )] + a f t i b ′′ , and the second and the third term of the right-hand side lies in A, we obtain
Proof. By the setting above, we can write
Then, we can apply Lemma 10.2.1 to obtain ξ t (G 
