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Abstract
Finite mixtures provide a flexible and powerful tool for fitting univariate and mul-
tivariate distributions that cannot be captured by standard statistical distributions.
In particular, multivariate mixtures have been widely used to perform modelling and
cluster analysis of high-dimensional data in a wide range of applications. Modes of
mixture densities have been used with great success for organizing mixture components
into homogenous groups. But the results are limited to normal mixtures. Beyond the
clustering application existing research in this area has provided fundamental results
regarding the upper bound of the number of modes, but they too are limited to normal
mixtures.
This thesis provides new modality theorems and important analytical results on the
upper bound of the number of modes for multivariate t-mixtures and compares them
with existing results on normal mixtures . Graphical tools for merging t-mixtures and
the effect of degrees-of-freedom are also thoroughly examined.
The most important contribution of this thesis are a set of fundamental results
on the modality of skewed normal and skewed normal mixtures. First, we show that
the topography of high-dimensional skew normal mixtures can be analyzed rigorously
in lower dimensions by defining the corresponding ridgeline manifold that contains all
critical points, as well as the ridges of the density. But unlike the normal or t-mixtures
we need to solve an implicit equation to obtain this manifold. The plot of the elevations
on the ridgeline can still be used to develop tools to explore the number of modes and
ii
for merging mixture components. Though analytical results on the number of modes
cannot be explored any more, the elevation plots lead to a new conjecture on the upper
bound on the number of modes of skew normal mixture.
Unlike the normal and t-distribution, for skew normal distributions even the one-
component counterpart have very interesting modal features. Firstly, as the modes
cannot be written in closed form, we design and provide software tools to calculate the
modes in any dimensions. We also provide a thorough study exploring the relationship
between the means and modes of skew normals and provide fundamental results on the
limiting behaviour of the mean and mode as the skewness parameter increases. We
also provide another new result showing that though the mean can vary widely as the
skewness parameter varies, the mode is a much more robust measure of the central
tendency as the mode of skew distribution only varies within a smaller range.
Two R-package available on github containing the numerical tools for calculating
the modes of skew normals and function specific to merging of skew normal components
is provided as part of this thesis. Additionally, application of the merging tool developed
of skew normal mixtures is demonstrated using flow-cytomtery data.
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Chapter 1
Introduction
In this chapter we will start by stating the general definition and concepts of the
finite mixture models. We will then discuss the importance of choosing the number
of components in the mixture model and it’s connection to modal analyses. In the last
two sections of this chapter we will introduce the thesis statement of this research work
and provide a brief outline of this dissertation.
1.1 General introduction to finite mixture models
Within the context of increasing scholarly attention over the past century, the whole
concept of finite mixture has been extensively researched. Finite mixtures are one of
the most popular model based approaches that are routinely used as a powerful tool
for modelling heterogeneous data with a finite number of unobserved sub-populations
(McLachlan and Peel, 2000). Finite mixtures have applications in several major research
areas, such as clustering McLachlan and Basford (1988) and classification Titterington
et al. (1985) as well as others. A general definition of the finite mixture model is given
below:
Definition 1.1. Let X be a set of D-dimensional continuous variables, and x =
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(x1, x2, ....xD) is an observation of X. The probability density function of the mixture
model in general can be written as:
g(x) =
K∑
i=1
piifi(x|θi), (1.1)
where K is the number of components, fi(x|θi) are the component densities, and pii
are the mixing proportions of the components with the restriction
0 < pii ≤ 1 ∀i and
K∑
i=1
pii = 1.
Note, that the component densities of the mixture may have different parameters.
For example, in this dissertation the mixture model will be used with different families
of distributions, such as multivariate normal distribution, multivariate t-distribution,
and multivariate skew normal distribution. As a result, the parameters of the mixture
model will change each time a different distribution is being used. The general definition
of the mixture in (1.1) also includes mixtures of members from different families, as
such as a mixture of t and normal distribution.
The mixture of multivariate normal densities can be written as:
g(x) =
K∑
i=1
piiφ(x;µi,Σi), x ∈ RD, (1.2)
where φ(x;µi,Σi) represents multivariate normal densities, with mean of the compo-
nents being µi, and the covariance Σi, and pii being the mixing proportions of the
components with the restriction
0 ≤ pii ≤ 1 ∀i and
K∑
i=1
pii = 1.
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For the multivariate t-distributions, the mixture of multivariate t-distribution can be
written as:
g(x) =
K∑
i=1
piif(x;µi,Σi, ni), (1.3)
where f(x;µi,Σi, ni) represents t-multivariate densities, with the mean of the com-
ponents being µi, the covariance Σi, the ni being the degrees of freedom of t-multivariate
components, and pii being the mixing proportions of the components with the restriction
0 < pii ≤ 1 ∀i and
K∑
i=1
pii = 1.
We want to clarify that in this dissertation we will focus on finite mixture. Infinite
mixture is beyond the scope of this dissertation.
1.2 Choosing the number of components in the mix-
ture model
In this section we will address the challenge of choosing the number of components in
the mixture models. Choosing the number of components in the mixture model has
already been examined but nevertheless still remains as an open question, subject to
considerable research. In particular, the mixture model is used and applied to data for
two main purposes (McLachlan and Peel, 2000). Firstly, it can be used to provide a
semiparametric framework to model unknown distribution. The other main purpose of
using a mixture model is to perform model-based clustering. In both of these situations,
the question that arises is: how many components should be used when a mixture model
is used?
We intend to present a general overview in order to answer this question. Choos-
ing the number of components in the mixture model depends on the family of the
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components of the mixture model, as well as the subject matter question we are ad-
dressing. For example, in a case when the mixture model is used to provide an appealing
semiparametric framework to model an unknown distribution, choosing the number of
components is not the focal problem and is consequently also not the most important
question (Titterington et al., 1985). However, this is totally different for the case when
the mixture model is used to perform model-based clustering. Choosing the number
of components in this case, namely, using the mixture model to perform model-based
clustering is important, and the number of components must be chosen carefully and
also critically addressed (Titterington et al., 1985). Often the components are equated
to homogeneous clusters. In practice, using the mixture model with too many num-
bers of components may indeed make the mixture model overfit the data and thus give
poor and unclear interpretations. Furthermore, using the mixture model with only a
limited number of components gives the mixture model less flexibility to estimate, and
approximate the true underlying data structure, and might fail to distinguish between
heterogeneous groups.
There are a wide variety methods available to determine the number of components
in the mixture model. The most common of these methods for determining the number
of components are AIC (Akaike, 1974) and BIC (Schwarz, 1978). These two methods
depend on the likelihood function and the information theoretic criteria to determine
the components of the finite mixture model. Leroux (1992) proved some investigating
results on the properties of these two methods, namely, AIC (Akaike’s Information Cri-
terion) and BIC (Bayesian Information Criterion). By using the maximum penalized
likelihood method Keribin (2000) studied the estimation of the number of the compo-
nents for the mixture models. More recently in the context of high dimensions Ray and
Lindsay (2008) proposed a quadratic-risk-based approach to select the right number of
components for the finite multivariate mixture. They used a quadratic risk model to
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select the number of components with a multivariate normal mixture as an example.
Rusakov and Geiger (2012) developed a new asymptotic model selection for a naive
Bayesian network model. Choosing the number of components is still the main prob-
lem when using the mixture model. Our approach will be different from the previously
mentioned approaches. We will start with an over estimate of the number of compo-
nents for fitting the data. These components do not directly correspond to clusters.
Instead we merge all pairwise components using the criterion of whether they display a
single mode or not. This technique has been previously used by Hartigan and Hartigan
(1985), but only for univariate normal components. We wish to design the mode merg-
ing technique for a wide variety of distributions which can optimally merge components
in any dimensions. To implement the above approach we first need to understand the
modal features of mixtures.
1.3 Number of modes
The mode or modality is a measure of central tendency that is used to describe the
region of high concentration in a dataset. The mode is defined as the most frequently
occuring value in the dataset. With respect to a probability density a mode is defined as
a local maximum of the probability density. For widely used symmetric distributions,
such as the normal distribution and the t-distribution, the mode is equal to the mean
and median. On the other hand for skewed distributions, e.g skew normal distribution,
the mode is usually different from the mean and median. Results relating to the modes
of mixtures of distributions and skew normal distributions will be presented throughout
the thesis.
Unlike the mean and median, there might be more than one mode in a distribution.
A density with one mode is referred to as a unimodal density and a density with more
CHAPTER 1. INTRODUCTION 6
than one mode is called a multimodal density. For unimodal densities, the density
shape can be described by using the concepts of skewness, and kurtosis. In the case of
multimodal density, the density is primarily represented by the number and location of
the modes. Finite mixture models are powerful tools to model multimodal densities.
The important task of estimating the number of components of a mixture model can
be intuitively equated to the number of modes in the density. There exists a number of
results relating to the number of modes of univariate distributions (Ahsanullah et al.,
2014).
Relatively few results have been published concerning the number of modes in the
case of the multivariate mixture. Carreira-Perpin˜a´n and Williams (2003) have shown
that, for the normal mixture with any number of dimensions, the number of modes
does not exceed the number of components if the covariance matrices of the mixture of
normal components are equal. The most comprehensive study to determine the number
of modes in the case of the multivariate mixture was carried out by Ray and Lindsay
(2005). They explored the modality of the multivariate normal mixture by introducing
graphical and analytical techniques that could facilitate the topographical study of
the multivariate normal mixture in any dimension. In one of their examples Ray and
Lindsay (2005) demonstrated the occurrence of three modes in two components and
two dimensions. This example showed the possibility of there being more modes than
the number of components.
Having more modes than the number of components enables the researcher to think
about the maximum number of modes that can be derived from mixing two compo-
nents. In a notable study on the upper bound of the number of modes in a mixture of
multivariate densities, Ray and Ren (2012) showed that the upper bound of the number
of modes from mixing two normal components in D dimensions is D+ 1. For example,
if we have two components in two dimensions, then the upper bound of the number of
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modes in this case is three modes, and so on. Moreover, they showed that this bound
is always achievable in any dimensions and this upper bound of D + 1 is tight. Here
the word tight refers to the fact that the upper bound is achievable.
A range of new research followed the paper by Ray and Lindsay, primarily based on
the newly developed framework of ridgeline manifolds. Alexandrovich (2011) studied
the number of modes for elliptical densities in general and the multivariate t-mixture in
particular. The researcher noted that the ridgeline manifold of the mixture of multivari-
ate normal densities is the same as the ridgeline manifold of the mixture of t-multivariate
densities. Regarding the upper bound of the number of modes for the mixture of mul-
tivariate t-densities, Alexandrovich et al. (2013) demonstrated that the upper bound of
the number of modes for any two components in D-dimensions is 2D+ 1. For example,
if we have two components with two dimensions, then the upper bound of the modes
in this case is five modes, and so on.
In the next chapter we will introduce the previous results on the modality of the
mixture of multivariate normal densities, and the modality of the mixture of the t-
multivariate densities. One of the objectives of this dissertation is to investigate if the
upper bound of the number of modes of the mixture of multivariate normal densities,
and the upper bound of the number of mode of a mixture of multivariate t-densities
are the same or not. Furthermore, these results will help in exploring the modality of
mixtures of multivariate skew normal densities.
1.4 Thesis contribution
The main aims of this research work are to explore the modality of a mixture of mul-
tivariate t-densities and investigate if the upper bound of the number of modes of
mixture of multivariate t-densities is the same as the upper bound of the number of
modes of the mixture of multivariate normal densities. A further aim is to explore the
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modality of skew normal densities and also to find the modes of mixtures of univariate
and multivariate skew normal densities. Based on the modal properties of mixtures of
skew-normal densities a new technique for merging the components of the mixture of
multivariate skew normal will be introduced.
The main contributions of this thesis can be summarised as follows:
• To investigate if the upper bound of the number of modes for the mixture of
multivariate t-densities is the same as for the upper bound of the number of
modes for the mixture of multivariate normal densities.
• To explore the modality of the univariate skew normal density and find mathe-
matical equations to calculate the modes of univariate skew normal densities.
• To explore the relationship between the mean and the mode of univariate skew
normal densities and understand their limiting behaviour.
• To explore the behaviour of the univariate and multivariate mode of one compo-
nent skew-normals.
• To explore the modality of the mixture of multivariate skew normal densities and
to find numerical and graphical solutions to calculating the modes.
• To create the computing tools for merging components of skew-normal mixtures.
1.5 Outline of the thesis
This thesis is divided into seven chapters. A brief overview of each chapter and a
description of the general structure of this thesis is given below:
In Chapter 2 we provide the reader with the background of related work on the
modality of mixtures of multivariate normal densities and the modality of mixtures
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of multivariate t-densities. The results from this chapter will be used to develop the
research questions and proofs of results in chapters 3 and 5.
In Chapter 3 we investigate the upper bound of the number of modes of the mixture
of multivariate t-densities. In particular, we will explore the modality of multivariate
t-mixture in two ways, namely, graphically and analytically. Based on the modality
studies we build the conjecture that upper bound of the number of modes of the mixture
of multivariate t-densities is the same as the upper bound of the number of modes of
the mixture of multivariate normal densities.
In Chapter 4 we start with an introduction and a review of the skew normal distribu-
tion. We first explore the modality of the one component univariate and multivariate
skew normal density. It will be shown that to calculate the mode of a univariate skew
normal we need to solve an implicit equation in one variable and a root finding tech-
nique can be used to find the numerical solutions. In this chapter we shall also explore
the relationship between the mean and the mode of univariate skew normal and their
limiting behaviour. We will also explore the behaviour of the mode as a function of the
skewness parameter. In the later part of this chapter we will generalize the univariate
results for the multivariate skew normal density.
In Chapter 5 we will build the ridgleline manifold for mixtures of skew-normals and
develop this framework for graphical and analytical exploration of the modes of mixtures
of skew-normal densities. We will use numerical tools to explore the elevation along the
ridgeline manifold and to develop algorithms for merging components based on whether
the two components display one or more modes.
In Chapter 6 we apply the tools developed in chapter 5 to analyse a real-life dataset
on the analysis of flow-cytometry dataset.
In Chapter 7 we review the results of the research work in this thesis and discuss
possible future work in this area.
Chapter 2
Statistical Background
In this chapter we will provide a detailed overview of the major works on modality
of mixtures of multivariate normals and multivariate-t’s. We will start by defining
mixtures of densities in arbitrary dimensions and properties of modes of mixtures.
We will then present the fundamental results on ridgeline manifolds and develop the
framework for the exploration of modes that will be extensively used in the follow-up
chapters in the dissertation which will present new results on skew-normal densities.
2.1 Multivariate normal distribution
Before defining mixtures of normals we will start with the definition of multivariate
normal distribution. The multivariate normal distribution is parametrised by two im-
portant parameters, the mean vector µ, and the covariance matrix Σ, and often the
multivariate normal distribution is denoted by X ∼ ND(µ,Σ).
Definition 2.1. Suppose that X is a D-dimensional random vector from a multivariate
normal distribution. The probability density function of the multivariate normal is given
by:
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f(x) =
1
(2pi)D/2| Σ |1/2 exp
{− 1
2
(x−µ)TΣ−1(x−µ)} x ∈ RD (2.1)
The parameters of the multivariate can be introduce as the following:
X =

X1
X2
...
XD

µ =

µ1
µ2
...
µD

Σ =

σ11 σ12 σ13 . . . σ1D
σ21 σ22 σ23 . . . σ2D
...
...
...
. . .
...
σD1 σD2 σD3 . . . σDD

where µ is the vector of the means of multivariate normal distribution, and Σ is the
D ×D variance-covariance matrix of the multivariate normal distribution.
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2.2 Mode of the distribution
The modes are defined as the local maximums of the probability density function. For
unimodal densities, the density shape can be described by using the concepts of skew-
ness, and kurtosis. When exploring and describing multimodal densities, researchers
focus on the number and location of modes. The mode is also the most intuitive measure
of central tendency of a theoretical unimodal densities. Graphically, the peak of the
density curve indicates the mode of the distribution density, which is the most frequently
occurring value in the dataset. Analytically, the density function f(x) is maximized
at the mode i.e. for a univariate density the mode is the solution to f
′
(x) = 0, and
f
′′
(x) < 0. In particular, the mode of univariate normal can be calculated easily by
maximizing the log f(x) instead of the f(x). In particular
f(x) =
1
σ
√
2pi
exp
−(x−µ)2
(2σ2)
log f(x) = log
1
σ
√
2pi
− (x− µ)
2
2σ2
d log f(x)
dx
= 0− 2(x− µ)
2σ2
Now
d log f(x)
dx
= 0, gives x = µ.
Also
d2 log f(x)
dx
= − 1
σ2
< 0.
This implies the mode is at µ.
This helps us to arrive at the trivial result that the mode of a normal density is its
mean and this is a unique mode so the normal density is unimodal. One can also derive
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the mode by directly maximizing f(x). For any distribution
d
dx
log f(x) =
1
f(x)
.f
′
(x) (2.2)
or f
′
(x) =
( d
dx
log f(x)
)
.f(x) (2.3)
using the derivation in equation d log f(x)
dx
= 0 − 2(x−µ)
2σ2
we can write f
′
(x) = − 1
σ2
(x −
µ)f(x) which takes the value 0 at x = µ. We can also check
f
′′
(x) = − 1
σ2
(
1× f(x) + (x− µ)f ′(x))
= − 1
σ2
f(µ) at x = µ
=⇒ f ′′(µ) < 0 as f(µ) is always positive.
We will use the second technique to calculate the modes for skew normal density
and the mixture of multivariate skew normal densities as the logarithm of the mixtures
does not simplify the expression.
2.3 Modality of multivariate normal mixture
Unimodal densities are usually defined by the measure of central tendency, variance,
skewness and kurtosis. When it comes to exploring and describing a multimodal den-
sity researchers focus on the number and location of modes. In this section we will
introduce some important results for exploring the modality of multivariate mixture
densities. Comprehensive results for understanding the modality of multivariate multi-
modal density were provided by Ray and Lindsay (2005). They introduced a series of
tools to find the number and location of mode for a multivariate normal mixture. In this
section we will present the tools to determine the number of modes for a multivariate
normal mixture, which will later help us in generalising and facilitating the study of the
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number of modes of a multivariate t-mixture and multivariate skew normal mixture.
We will also use these results will be used to examine the upper bound of the number
of modes of a mixture of multivariate t-densities.
2.3.1 Ridgeline function
The ridgeline function was first introduced by Ray and Lindsay (2005) to find modes
in the context of a two component mixture of multivariate normals. Intuitively, the
ridgeline function is the unique curve that travels from the mean of the first component
to the mean of other component, and retains all the crucial information, such as the
number and location of modes for the density, critical points, and saddle points of
these components, on the curve of the ridgeline function. In this section we will review
the concepts of the ridgeline function, and how the height along the ridgeline and the
curvature of the height function can be used to explore the number and location of
modes of the mixture of two normal components.
The probability density function of the mixture of multivariate normal densities
with K components can be given by
g(x) =
K∑
i=1
piiφ(x;µi,Σi), 0 < pii ≤ 1 ∀i
K∑
i=1
pii = 1.
where pii’s are the mixing proportions of the components of multivariate normal
density φ(x;µi,Σi). Ray and Lindsay (2005) introduced the ridgeline manifold of
component mixture of multivariate normal densities by
x∗(α) = [α1Σ−11 + α2Σ
−1
2 + ...+ αKΣ
−1
K ]
−1 × [α1Σ−11 µ1 + α2Σ−12 µ2 + ...+ αKΣ−1K µK ],
where αi ∈ [0, 1] is the range of the ridgeline function.
We will mostly be dealing with two component mixtures, so the probability density
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function of a two component mixture of multivariate normal densities simplifies to
g(x) = pi1φ1(x;µ1,Σ1) + pi2φ2(x;µ2,Σ2), 0 < pii ≤ 1 ∀i
K∑
i=1
pii = 1. (2.4)
The ridgeline function of multivariate normal mixture (2.4) is given by
x∗(α) = [α¯Σ−11 + αΣ
−1
2 ]
−1[α¯Σ−11 µ1 + αΣ
−1
2 µ2], (2.5)
where α ∈ [0, 1] is the range of the ridgeline function, and α¯ = 1− α. When K > 2 we
will have a set of α′is lying in a K-dimensional simplex, i.e.
∑K
i=1 αi = 0.
The image of the ridgeline function x∗(α) defines the curve from the mean of the first
component to the mean of the second component. To illustrate the curve of the ridge-
line function for a mixture of multivariate normal densities, we consider the following
example.
Example 2.1. (Two components, three modes, unequal variance) By considering the
mixture of normal with D = 2 , and K = 2 and the following parameters:
µ1 =
0
0
, µ2 =
1
1
, Σ1 =
0.8 0
0 .07
, Σ2 =
.07 0
0 0.8
, pi1 = pi2 = 0.5.
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Figure 2.1: The contour plot and ridgeline curve of the mixture density given in the
Example 2.1 showing the three modes on the ridgleline curve.
We now interpret Figure 2.1. The contours of the mixture density given in example
2.1 show that there are three modes, and the ridgeline function curve passes from the
mean of the first component to the mean of the second component through all of the
three modes and saddle-points of the density g(x). The red colour denotes higher
probability and the yellow lower probability, and the ridgeline is shown by the bold
black line. The ridgeline function allows us to explore the modes of any D-dimensional
normal by just exploring the ridgeline curve.
2.3.2 Height of ridgeline function
Now we know that the ridgleline passes through all the critical points, the next step to
determine and explore the number and location of modes for a mixture of multivariate
normal densities is by evaluating the height of the density along the curve and its critical
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points. The ridgeline elevation is the height of the ridgeline function along the x∗(α)
curve, the value of the ridgeline elevation function is defined by
h(α) = pi1φ1(x
∗(α)) + pi2φ2(x∗(α)), α ∈ [0, 1]. (2.6)
The main advantage of using the ridgeline elevation plot is that it is a one dimen-
sional curve but it allows us to determine the number and location of modes for a
mixture of multivariate normal densities in any D dimensions, and are especially useful
for D > 2 where the contour plot is not available.
To illustrate how to determine the number and location of the modes of the mixture
of multivariate normal distribution by using the ridgeline elevation plot, we consider
the two component mixture in example 2.1.
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Figure 2.2: The ridgeline elevation plot of mixture density, given in example 2.1 showing
three local modes, two at the ends (α = 0 and 1 ) and one in the middle at α = 0.5.
The ridgeline elevation plot given in Figure 2.2 shows that h(α) is one dimensional.
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There are three local maxima, giving the three modes of the density in this plot. These
modes are visible at α= 0, 0.5, and 1. The mode at α = 0 corresponds to the mode at
x = (0, 0) in Figure 2.1, the mode at α=0.5 corresponds to the mode at the intersection
of the two densities at x = (0, 1) and finally the mode at α=1 corresponds to the mode
at the other mean at x = (1, 1).
Note that, for example 2.1 the elevation plot in Figure 2.2 just confirmed the three
modes that were clearly visible from the contour plot in Figure 2.1. Now we move to
a three dimensional example where we do not have the luxury to hunt for modes from
the contour plot.
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Example 2.2. (Two components, four modes, unequal variance) Consider the mixture
of normals with D = 3, and K = 2 and the following parameters:
µ1 =

0
0
0
, µ2 =

0.6
2
0.6
, Σ1 =

1 0 0
0 1 0
0 0 0.05
, Σ2 =

0.05 0 0
0 1 0
0 0 1
,
pi1 = pi2 = 0.5.
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Figure 2.3: The ridgeline elevation plot of the mixture density given in Example 2.2
showing the local maximas corresponding to the four modes of the distribution.
Notice that though we are considering a 3 dimensional mixture the ridgeline eleva-
tion plot in Figure 2.3 shows that the elevation plot h(α) is still one dimensional. There
are four local maxima giving four modes. These modes are visible near α = 0, 0.2, 0.8,
and 1.
The ridgeline functions and the ridgeline elevation plot together provide important
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visual and analytical information regarding the location and number of modes of the
multivariate normal mixture. A series of analytical results are given in Ray and Lindsay
(2005) which provides the framework for determining the number of modes of normal
mixtures by using the first and second derivations of the height of the ridgeline function.
We will reproduce those results in the next section and later on generalize them to
explore the modality of mixtures of multivariate t-densities in Chapter 3.
2.3.3 The curvature function
Though the ridgeline elevation plots provide a graphical answer to the number of modes
which can be equated to the number of local maxima, an analytical answer is a necessary
first step to embark on a study of the general modal features of mixtures. Ray and
Lindsay (2005) explored the curvature function of the ridgleline elevation function and
showed that the number of modes of the mixture is a function of the number of zero
crossings of the curvature. To be precise, the number of modes is [N/2 + 1] where N
is the number of number of zero crossings of the curvature function. The curvature
function is the second derivative of the ridgeline elevation, and for a two component
mixture it is given by
q(α) =
φ′′2(α)
φ2(α)
φ′1(α)
φ1(α)
− φ
′′
1(α)
φ1(α)
φ′2(α)
φ2(α)
, α ∈ [0, 1], (2.7)
where φi(α) = φ(x
∗(α);µi,Σi). For the density mixture of the multivariate normal
density with two components, the curvature function in (2.7) can be simplified as
q(α) = [p(α)]2[1− αα¯p(α)], (2.8)
where α¯ = (1 − α), p(α) = (µ2 − µ1)TΣ−11 S−1α Σ−12 S−1α Σ−12 S−1α Σ−11 (µ2 − µ1), and
Sα = [α¯Σ
−1
1 + αΣ
−1
2 ].
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As p(α) is positive, so the zeroes of [1− αα¯p(α)] and the zeroes of q(α) are same.
Now let us define
k(α) = 1− αα¯p(α) (2.9)
whose zero crossing or roots will provide the crucial information on the number of
modes in the mixture.
To illustrate how to find the number of modes of a mixture of multivariate normal
densities by using k(α), we consider the mixture given in example 2.1, and explore its
curvature function.
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Figure 2.4: The curvature or k(α) plot of the mixture density given in Example 2.1
having three modes shows the four zero crossings.
The k(α) plot in Figure 2.4 shows that the k(α) curve crosses the zero line four
times, and the total number of zeroes of k(α) is four. Now using the results that the
number of mode is N/2 + 1, where N is the number of zeroes of the curvature function
we can conclude that as the curvature function has 4 zeros the mixture has 4/2 + 1 = 3
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modes, which matches with the contour plot in Figure 2.1 and the elevation plot of
Figure 2.2.
These powerful tools provide a rich framework for understanding the modality of the
multivariate normal mixtures. Hennig (2010a) showed that the ridgeline function can
be used for merging normal mixture components. The concept of the ridgeline function
has been extended by Alexandrovich (2011) to explore the modality of a mixture of
elliptical densities. These results also prompted researchers to start hypothesizing about
fundamental results on the maximum number of the modes that one can get from mixing
two normal components. The available results on this question were provided by Ray
and Ren (2012). More results regarding this question will be presented in the next
section. In this thesis we will generalize both the concepts of the ridgeline function
and the elevation of the ridgeline function to explore the modality of the mixture of
multivariate skew normal densities, areas of interest in this subject that have not yet
been researches.
2.3.4 Upper bound of the number of modes of the multivariate
normal mixture
Ray and Lindsay (2005) provided pathological examples showing the existence of 3
modes in 2 dimensions and 4 modes in 3 dimensions for normal mixtures of two com-
ponents. But there was no general results relating the number of modes to the number
of dimensions. Building on the rich framework of the ridgeline manifold and the be-
haviour of the curvature function, Ray and Ren (2012) later provided the important
result on the number of modes of the multivariate normal mixture which states that
the upperbound of D dimensional normal mixture of two components is D + 1 and
the bound is tight. Here the word tight refers to the fact that the upper bound is
achievable. Previously, Ray and Lindsay (2005) showed that the zeroes of the k(α)
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are the same zeroes as those of the q(α). Ray and Ren (2012) closely examined the
k(α) by using a simplified class of the normal mixture where the first component was
a standard normal but the second component had a diagonal covariance matrix. Ray
and Ren (2012) showed that the upper bound of the number of modes of the mixture
of multivariate normal densities could be computed using the number of the solutions
to
k(α) = 1− α(1− α)p(α) = 0, (2.10)
where
p(α) =
D∑
i=1
ci
[α(λi − 1) + 1]3 , (2.11)
and α ∈ [0, 1], λi are the diagonal elements of Σ∗, and ci = λiµ2i . Where µ∗ and Σ∗
is chosen to make one of the components identity variance and the other component to
have a diagonal variance covariance matrix.
Finding the number of modes within the range [0, 1] is a difficult task. Instead Ray
and Ren (2012) used the transformation α = 1
s+1
to arrive at the function
k(s) = 1− s(s+ 1)
D∑
i=1
ci
(s+ λi)3
, (2.12)
where s ∈ [0,∞) corresponds to α ∈ [0, 1]. Now, we need to find the number of
positive roots of k(s), which is a much easier task. k(s) is a polynomial of degree 3D
so it should have a maximum of 3D roots. Ray and Ren (2012) showed that D of
the roots are negative, so we can get almost 2D positive roots of k(s), which gives us
2D
2
+1 = D+1 modes. The details of the proof can be found in Ray and Ren (2012). In
chapter 3 we will be using similar reasoning to explore the maximum number of modes
of t-mixture.
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2.4 Modality of the multivariate t-mixture
Now, we will move to non-normal mixtures. In this section we will give a brief back-
ground of the current research work on the modality of the multivariate t-mixtures.
These results will be used in Chapter 3 to investigate if the maximum number of modes
of the t-multivariate mixture is same as the maximum number of modes of the multi-
variate normal mixture.
2.4.1 Multivariate t-distribution
The multivariate t-distribution (or multivariate student’s t-distribution) is defined as a
generalization of the concept of univariate t-distributions. The multivariate t-distribution,
and its properties has been introduced in many statistical books, such as McLachlan
and Peel (2000). Note, there are more than one definition of multivariate t-distribution,
but we will use the following definition throughout this dissertation.
Definition 2.2. Suppose that x is a D-dimensional random vector of multivariate
t-distribution with non-centrality parameter µ, covariance matrix Σ, and degrees of
freedom n. The probability density function of multivariate t-distribution can be written
as
f(xi;µ,Σ, n) =
Γ(n+d
2
) | Σ |−1/2
(pin)
1
2
DΓ(n
2
){1 + δ(x,µ;Σ)
n
} 12 (n+D) , xi ∈ R
D, (2.13)
where δ(xi,µ; Σ) = (xi − µ)TΣ−1(xi − µ) is the Mahalanobis squared distance
between x and µ, and for easy of writing we will denote it by δ(x,µ).
CHAPTER 2. STATISTICAL BACKGROUND 25
2.4.2 Mixture of multivariate t-distribution
Let K be the number of components of the mixture of multivariate t-densities. The
probability density function of the mixture of multivariate t-densities can be given by
g(x) =
K∑
i=1
piif(x;µi,Σi, ni), x ∈ RD, (2.14)
where f is the t-density with location parameters µi and variance Σi, and ni is the
degree of freedom of multivaraite t-dsitrbtuion. pii’s are the mixing proportions with
the constraint
0 < pii ≤ 1 ∀i and
K∑
i=1
pii = 1.
2.4.3 Upper bound of the number of modes of multivariate
t-mixture
In this section we will present the current results on the modality of the mixture of
multivariate t-densities. These results will then be used in Chapter 3 to explore the
modality of the mixture of multivariate t-densities to find the upper bound of the
number of modes. Though the ridgeline manifold results in Ray and Lindsay (2005)
was initially derived to explore the modality of normal mixtures, Alexandrovich (2011)
showed that the ridgeline function of the mixture of multivariate normal densities can
indeed be used to explain the modes of the mixture of any elliptical densities. As t-
distribution is a member of the elliptical family, Alexandrovich et al. (2013) explored
the corresponding curvature function in equations (2.15) and (2.16) and showed that
the upper bound of the number of modes of two t-component mixtures in D dimensions
can be as high as 2D + 1. However they failed to show that this bound is tight.
Let us now focus on the curvature function of the mixture of the multivariate t-
distribution with two components, and sketch the proof for the upper bound of modes.
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The curvature function of the t-mixture is given by
qt(α) = [pt(α)]
2[1− αα¯pt(α)f(n1, n2)], (2.15)
where
α¯ = (1− α),
pt(α) = (µ2 − µ1)TΣ−11 S−1α Σ−12 S−1α Σ−12 S−1α Σ−11 (µ2 − µ1),
f(n1, n2) =
(
n2+D+2
n2
(1− α)
(
1 + δ(x
∗(α),2)
n2
)−1
+ n1+D+2
n1
α
(
1 + δ(x
∗(α),1)
n1
)−1)
.
As pt(α) is positive, the the zeroes of qt(α) and the zeroes of kt(α) are same, where the
kt(α) is given by
kt(α) = 1− αα¯pt(α)f(n1, n2). (2.16)
Note that kt(α) can also be written as
kt(α) = 1− α(1− α)pt(α)
n2 +D + 2
n2
(1− α)
(
1 +
δ(x∗(α), 2)
n2
)−1
+
n1 +D + 2
n1
α
(
1 +
δ(x∗(α), 1)
n1
)−1 , (2.17)
where
δ(x∗(α), 1) = (x− µ1)TΣ−11 (x− µ1),
δ(x∗(α), 2) = (x− µ2)TΣ−12 (x− µ2),
and ni is the degrees of freedom of the mixture components where i = 1, 2.
It can be shown that kt(α) has a total of almost 5D roots, 2D of which are coming
from the new term f(n1, n2). Using the same reasoning as the normal mixture it can
be shown that D of them are negative. Thus at most 4D roots can be positive which
implies that the maximum number of modes can be 4D/2 + 1 = 2D+ 1. The details of
the proof can be found in Alexandrovich et al. (2013).
In the next chapter we will investigate the maximum number of modes for the mix-
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ture of multivariate t-densities graphically, and analytically by focusing on the equation
for the curvature function kt(α). The goal for this is to check if the upper bound of the
number of modes for the mixture of multivariate t-densities is the same as the upper
bound of the number of modes for the mixture of multivariate normal densities.
Chapter 3
Modality of Multivariate t-Mixture
In this chapter we shall explore the modality of a mixture of multivariate t-densities.
In the previous chapter we have stated that mixture models are a tool that can be
used for modelling datasets arising from populations with subgroups. Finite mixtures
show flexibility in modelling complex distributions, and heterogeneous populations, as
well as performing cluster analyses McLachlan and Peel (2000). Normal mixture models
are generally the most commonly used tools for modelling continuous multivariate data,
but for continuous multivariate data with relatively large extreme values and fatter tails
using the mixture t-densities provides a more appropriate alternative than the mixture
of normal densities (Peel and McLachlan, 2000). In this chapter we will generalize the
framework for ridgeline analysis introduced in the previous chapter to understand the
modality of t-mixtures. We first provide a short description of how researchers have
used the ridgeline analysis framework in recent years and developed algorithms and
theoretical results.
The ridgeline function was used as a tool for merging components of the normal
mixture to produce better cluster Hennig (2010a). The results of Ray and Lindsay
(2005) in understanding the structures of the mixture of multivariate normal densities
have also been extended to explore the structures of other densities. The concept of
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the ridgeline function of multivariate normal densities mixtures has been extended to
explore the modality of finite mixtures of elliptical densities by Alexandrovich et al.
(2013). Later, the ridgeline function of the multivariate normal mixture has also been
generalized to explore the modality of multivariate logistic mixtures (Liu and Unlu¨,
2015). Ray and Ren (2012) explored the modality of the mixture of the multivariate
distribution in depth and showed that the upper bound of the number of modes that
can be achieved from mixing two normal components with any D-dimensional is D+ 1
modes. Alexandrovich et al. (2013) explored the modality of the mixture of multivariate
t-densities and came up with the upper bound of 2D + 1 modes from mixing two t-
components in D-dimensions.
In this chapter we start with the conjecture that the upper bound of the number of
modes for the mixture of two multivariate t-densities is the same as the upper bound
of the number of modes for the mixture of two multivariate normal densities which is
D + 1. Note that Alexandrovich et al. (2013) was not able to prove the upper bound
of 2D + 1 was tight. Here the word tight refers to the fact that the upper bound is
achievable.
3.1 Upper bound of the number of modes of the
mixture of multivariate t-distribution
In this section we will investigate the maximum number of modes that can be achieved
from mixing two t-components and shall check if the upper bound of the number of
modes for the mixture of two multivariate t-densities is the same as the upper bound
of the number of modes for the mixture of two multivariate normal densities. The
strongest results relating to the upper bound of the number of modes when mixing just
two multivariate normal components were given by Ray and Ren (2012). They proved
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that it was possible to get as many as D + 1 modes from just two normal mixtures in
any D-Dimension. Furthermore they supported their results by providing a recursive
algorithm to construct the mean and variance parameters of the component densities,
thus providing a tight upper bound. The available results for the maximum number of
modes for the mixture of multivariate distribution were given by Alexandrovich et al.
(2013). They show that after mixing two components of t-densities the maximum
number of modes that can achieved in D-dimensions is 2D + 1 modes. However, we
conjecture that the mixture of two multivariate t-densities has same maximum number
of modes as the mixture of two multivariate normal densities.
To investigate the number of modes for the mixture of two multivariate t-densities,
we first restate the probability density function of a two component t-mixture, which
is a special case of (2.14) and is given by
g(x) = pi1f(x;µ1,Σ1, n1) + pi2f(x;µ2,Σ2, n2), x ∈ RD, (3.1)
where n1 and n2 are the degrees of freedom of multivariate t-mixture.
Alexandrovich et al. (2013) showed that the ridgeline function of the multivariate
normal mixture can be used for the mixture of multivariate t-densities. The ridgeline
function of the two-component mixture of t-densities can be given by
x∗(α) = [α¯1Σ−11 + α2Σ
−1
2 ]
−1[α¯1Σ−11 µ1 + α2Σ
−1
2 µ2],
where α is defined as the range of the ridgeline function α ∈ [0,1], and α¯ = 1− α.
The next example shows the ridgeline curve of the normal mixture can be used to
explore the modes of the mixture of multivariate t-distribution.
Example 3.1. Two components, three modes, and unequal variance, as a result of con-
sidering the mixture of t-densities with D = 2, K = 2 and the following parameters.
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µ1 =
0
0
, µ2 =
1.9
1.9
, Σ1 =
1 0
0 .05
, Σ2 =
.05 0
0 1
, pi1 = pi2 = 0.5.
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Figure 3.1: Contour plot and ridgeline curve of the mixture density given in Example
3.1.
Figure 3.1 shows the contour plots of the mixture density, given in example 3.1 but
with two different sets of degrees of freedom. Figure 3.1 (a) shows the contour plot of
the t-mixture with n1 = n2 = 300 which incurs three modes. We can observe that the
curve of the ridgeline function starts from the mode of the first component and ends
at the mode of the second component and passes through the third mode and saddle-
points of the t-mixture density. Figure 3.1 (b) shows the contour plot of the t-mixture
with n1 = n2 = 2 which incurs two modes. The curve of the ridgeline function again
passes from the mode of the first component to the mode of the second component
through all the saddle-points of the t-mixture density. We notice that the number of
modes changed from three to two with the change of degrees of freedom. But in both
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cases the ridgeline curve remains the same and passes through all the critical points.
In particular the number and location of modes will depend on the height of the
density along the same ridgleine curve. We will explore the number of modes of the
mixture of two multivariate t-densities by the height function and its resulting curvature
function. In the next section we will provide an extensive graphical analyses of the
height along the ridgeline curve for different t-mixtures with the same mean and variance
but varying degrees of freedom.
3.2 Graphical investigation into the number of
modes
In this section we shall examine graphically the number of modes of the mixture of
two multivariate t-densities by analyzing the behaviour of the curvature function of the
multivariate t-mixture. The curvature function kt(α) is defined as the second derivative
of the ridgeline elevation function of the mixture of multivariate t-distribution (Alexan-
drovich et al., 2013). The curvature function kt(α) of the two-component t-mixture can
be written as
kt(α) = 1−α(1−α)p(α)
n2 +D + 2
n2
(1− α)
(
1 +
δ(x∗(α), 2)
n2
)−1
+
n1 +D + 2
n1
α
(
1 +
δ(x∗(α), 1)
n1
)−1 = 0, (3.2)
where α is the range of the ridgeline function,
p(α) = (µ2 − µ1)TΣ−11 S−1α Σ−12 S−1α Σ−12 S−1α Σ−11 (µ2 − µ1),
Sα = [α¯Σ
−1
1 + αΣ
−1
2 ],
δ(x∗(α), 1) = (x− µ1)TΣ−11 (x− µ1),
δ(x∗(α), 2) = (x− µ2)TΣ−12 (x− µ2),
and ni is the degrees of freedom of the mixture components where i = 1, 2.
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We will first explore the effect of degrees of freedom on the number of modes of
multivariate t-mixtures of two components in two dimensions.
3.2.1 How degrees of freedom affects the number of modes in
two D-dimensions
In this section we study the mixture of several two-component t-mixtures to understand
the change in the number of modes when the degrees of freedom of the t-distribution
changes. To isolate the effect of degrees of freedom we fix the mean and variance
parameters of these two components for all the examples. We start with four examples
each of which are two component mixtures of multivariate t-densities in two dimensions.
Example 3.2. (Two components, unequal variance, three modes) Consider a two-
component mixture of t-densities with D = 2, and degrees of freedom n1 = 30 and
n2 = 30, and the following parameters:
µ1 =
0
0
, µ2 =
2.45
2.45
, Σ1 =
1 0
0 .05
, Σ2 =
.05 0
0 1
 , pi1 = pi2 = 0.5.
CHAPTER 3. MODALITY OF MULTIVARIATE T -MIXTURE 34
0.0 0.2 0.4 0.6 0.8 1.0
−
6
−
4
−
2
0
α
k t(
α
)
0.46 0.48 0.50 0.52 0.54
−
0.
10
−
0.
05
0.
00
0.
05
0.
10
α
k t(
α
)
(a) (b)
Figure 3.2: The curvature function plot for the mixture density given in Example 3.2
where n1 = 30, and n2 = 30. (a) is the plot of the curvature function, and (b) is the
zoomed version of (a) to check if the peak of the curve crosses the zero line.
Figure 3.2 shows the curvature function of the mixture density given in example 3.2.
The left panel shows that the curve of the curvature function kt(α) definitely crosses
the zero line two times, but it is not entirely clear if the middle peak crosses the zero
line. The right panel is a zoomed-in version of a subset of the entire range, which shows
the curvature function kt(α) crossing the zero-line two more times. Recall, that the
total number of modes is N/2 + 1, where N is the number of zero crossing of kt(α).
The total number of modes for example 3.2 is therefore three.
Example 3.3. (Two components, unequal variance, two modes) Now consider a two-
component mixture of t-densities with D = 2, and degrees of freedom n1 = 95 and
n2 = 95, and following parameters:
µ1 =
0
0
, µ2 =
2.45
2.45
, Σ1 =
1 0
0 .05
, Σ2 =
.05 0
0 1
 , pi1 = pi2 = 0.5.
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Figure 3.3: The curvature function plot for the mixture density, given in Example 3.3,
where n1 = 95 and n2 = 95. (a) is the plot of the curvature function, and (b) is the
zoomed-in version of (a) to check if the peak of the curve crosses the zero line.
In this example, the mean, variance and proportion parameters have not been altered
from those in example 3.2, but we have increased the degrees of freedom for both
components of the t-mixture to n1 = n2 = 95 to assess how this affects the number of
modes. Similar to the previous example the left panel again shows that the curvature
function kt(α) is crossing the zero-line once near 0 and again near 1. But unlike the
previous example the zoomed-in plot (b) now reveals that the kt(α) curve is not crossing
the zero-line near the middle peak at 0.5. Thus the analysis of the curvature function
for this example gives us only two modes instead of the three modes in example 3.2.
Notice that the increase in the degrees of freedom decreases the number of modes
in example 3.2, whereas it increases the number of modes in example 3.1.
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Example 3.4. (Two components, unequal variance, three modes) Consider a two-
component mixture of t-densities with D = 2, with different degrees of freedoms n1 = 30
and n2 = 3 and the following parameters:
µ1 =
0
0
, µ2 =
2.45
2.45
, Σ1 =
1 0
0 .05
, Σ2 =
.05 0
0 1
 , pi1 = pi2 = 0.5.
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Figure 3.4: The curvature function plot for the mixture density, given in Example 3.4,
where n1 = 30 and n2 = 3.
Figure 3.4 shows the plot of the curvature function with unbalanced degrees of
freedom for the two components. The plot shows that when the degree of freedom is
increasing for the first component but decreasing for the second component the total
number of modes is three. Notice that the unbalanced degrees of freedom produces an
asymmetric kt(α) curve.
CHAPTER 3. MODALITY OF MULTIVARIATE T -MIXTURE 37
Example 3.5. (Two components, unequal variance, three modes) Consider a two-
component mixture of t-densities with D = 2, with different degrees of freedoms n1 = 30
and n2 = 95 and the following parameters:
µ1 =
0
0
, µ2 =
2.45
2.45
, Σ1 =
1 0
0 .05
, Σ2 =
.05 0
0 1
 , pi1 = pi2 = 0.5.
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Figure 3.5: The curvature function plot for the mixture density, given in Example 3.5,
where n1 = 30 and n2 = 95.
In this example, the mean, variance and proportion parameters have not been altered
from those in example 3.2, but we have used unbalanced degrees of freedom for both
components of the t-mixture where n1 = 30 and n2 = 95 to assess how this affects
the number of modes. The left panel again shows that the curvature function kt(α) is
crossing the zero-line once near 0 and again near 1. But unlike the example 3.2 the
zoomed-in plot now reveals that the kt(α) curve is not crossing the zero-line near the
middle peak at 0.5. Thus the analysis of the curvature function for this example gives
us only two modes.
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These examples help us to understand the effect of the degree of freedom on the
number of modes of the mixture of two t-components and two dimensions. We observed
from these examples that the degrees of freedom do indeed affect the number of modes
of the mixture of multivariate t-densities. When we increased the degrees of freedom we
lost one mode. In fact, based on this trend and the fact that normal is a limiting case
of t when the degrees of freedom goes to infinity we can easily see that we can construct
examples where we can create a new mode by changing the degrees of freedom.
For more investigations into the effect of the degrees of freedom on the number of
modes for the mixture of two multivariate t-densities, we will now explore the number
of modes for the mixture of multivariate t-densities in the case of using two components
and three dimensions. One of the reason we are doing this investigation is to see if we
can find examples where the degrees of freedom of the t-mixture can create extra modes
compared to a normal mixture with same mean and variance. If we can create extra
modes building a two component normal mixture which has already attained its upper
bound of D + 1 modes in D dimension, we would be able to contradict our conjecture
that the upper bound of the t-mixture is also D + 1.
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3.2.2 How degrees of freedom affects the number of modes in
three dimensions
In this section we shall investigate the maximum number of modes that can be obtained
from the two-component mixture in three dimensions. Similar to the two dimensional
case, we again fix the mean, variance and mixing proportions and only vary the degrees
of freedom to understand its effect on the number of components.
Example 3.6. (Two components, unequal variance) First consider, a set of eight two-
component mixtures of t-densities with D = 3, differing by the degrees of freedom and
but with same mean and variances and mixing proportions given by
µ1 =

0
0
0
, µ2 =

0.6
2
0.6
, Σ1 =

1 0 0
0 1 0
0 0 .05
, Σ2 =

.05 0 0
0 1 0
0 0 1
 , pi1 = pi2 = 0.5.
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Figure 3.6: The curvature function plots for the mixture density, given in Example
3.7, with balanced degrees of freedom. These plots show that there are either 2 or 6
crossings with the zero line resulting in either 2 or 4 modes.
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Figure 3.7: The curvature function plots for the mixture density, given in Example 3.7,
with unbalanced degrees of freedom. These plots show that there are either 2, 4 or 6
crossings with the zero line resulting in either 2,3 or 4 modes.
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The eight plots in figures 3.6 and 3.7 shows the plots of the curvature function for the
parameters given in example 3.7, with balanced and unbalanced degrees of freedoms.
The first thing we notice is that when the two components have different degrees of
freedom the kt(α) function is asymmetric. More importantly we notice that, with the
same mean and variance and mixing proportions parameters the number of modes of
the t-mixture changes considerably with the change of the degrees of freedom of the
two components.
For example, in sub-plot (a) when the degrees of freedom of the two components are
300 we can conclude that there are 6 zero crossings which implies 6/2 + 1 = 4 modes.
When the degrees of freedom are both 95 we again see 6 zero crossings in sub-plot (b).
But when the degrees of freedom of the two components are 3, which is represented in
sub-plot (d) we can only observe 2 zero crossings which implies that the mixture has
only two modes. In sub-plot (e), where the degrees of freedom are 3 and 20, we have
even demonstrated an example, with 4 zero crossings or 3 modes.
In summary, The total number of modes that can be obtained from using different
degrees of freedom can range from two to four. Finally, the maximum number of modes
that we achieved in the case of using two t-components and three dimensions was four.
3.2.3 Systematic study of change in modes with change in de-
grees of freedom
We now provide a systematic study to explore the relationship between the number of
mode and the degrees of freedom in a two component t-mixture.
Example 3.7. (Two components, unequal variance) Consider a two-component mix-
tures of t-densities with D = 3, with degrees of freedoms ranging from 1 to 20 and the
following parameters:
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µ1 =

0
0
0
, µ2 =

0.6
2
0.6
, Σ1 =

1 0 0
0 1 0
0 0 .05
, Σ2 =

.05 0 0
0 1 0
0 0 1
 , pi1 = pi2 = 0.5.
Table 3.1 summarises the number of modes for changing degrees of freedom for
both components, while keeping the means, variances and mixing proportions same.
For these set of parameters we notice that when both components have high degrees of
freedom we get 4 modes, which is same as the number of modes for a normal mixture
with similar parameters. We also observe that for very low degrees of freedom we only
get 2 modes. There are some instance for moderate degrees of freedom where we get 3
modes, but notice that odd number of modes is only possible for the above parameter
setting when we have unequal degrees of freedom. In other words, if the degrees of
freedom are same we jump from 2 modes ( at 6 degrees of freedom) to 4 modes ( at 7
degrees of freedom).
Table 3.1: Number of modes for the mixture density, given in Example 3.7, for degrees
of freedom n1 = 1, 2, ..., 20 and n2 = 1, 2, ..., 20.
n2     n1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3
4 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3
5 2 2 2 2 2 2 2 3 3 3 3 4 4 4 4 4 4 4 4 4
6 2 2 2 2 2 2 4 4 4 4 4 4 4 4 4 4 4 4 4 4
7 2 2 2 2 2 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
8 2 2 2 2 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
9 2 2 2 2 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
10 2 2 2 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
11 2 2 2 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
12 2 2 2 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
13 2 2 2 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
14 2 2 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
15 2 2 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
16 2 2 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
17 2 2 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
18 2 2 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
19 2 2 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
20 2 2 3 3 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
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3.2.4 Conclusions from graphical studies of the effect of de-
grees of freedom
By exploring the effect of the degrees of freedom on the number of modes for the mixture
of multivariate t-distribution in the case of using two components in two dimensions we
have observed that the degrees of freedom plays a vital role in determining the number
of modes that the t-mixtures incur. We were able to increase the number of modes by
changing the degrees of freedom, but only in the situation where the t-mixtures have
not attained the D + 1 limit which is true for normal mixture. Once we start with a
mixture with D+ 1 modes in D dimension we were not able to increase the number of
modes any further which supports our conjecture that the upper bound of normal and
t-mixtures are same, and that it is a tight upper-bound. Here the word tight refers to
the fact that the upper bound is achievable. Thus we were unable to create more than
D + 1 modes in two and three dimensions and did not find any evidence to contradict
our conjecture.
To undertake further investigation into understanding the number of modes for the
mixture of multivariate t-distribution, we would need to explore the curvature function
kt(α) given in 3.3 analytically.
3.3 An analytical investigation into the number of
modes
In the previous section we explored the curvature function kt(α) graphically and could
not find any evidence to disprove our conjecture that the number of modes for the
mixture of two multivariate t-densities was the same as the number of modes for the
mixture of two multivariate normal densities. In this section we shall explore the
curvature function kt(α) in depth in order to provide more support for our conjecture
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that the upper bound of the number of modes for the mixture of two multivariate t-
densities is same as the upper bound of the number of modes for the mixture of two
multivariate normal densities.
Recall, the curvature function of the two-component t-mixture was:
kt(α) = 1− α(1− α)p(α)
n2 +D + 2
n2
(1− α)
(
1 +
δ(x∗(α), 2)
n2
)−1
+
n1 +D + 2
n1
α
(
1 +
δ(x∗(α), 1
n1
)−1
We rewrite the equation in the following form to isolate the effect of the degrees of
freedom:
kt(α) = 1− α(1− α)p(α)f(n1, n2) (3.3)
where
p(α) = (µ2 − µ1)TΣ−11 S−1α Σ−12 S−1α Σ−12 S−1α Σ−11 (µ2 − µ1),
f(n1, n2) =
(
n2+D+2
n2
(1− α)
(
1 + δ(x
∗(α),2)
n2
)−1
+ n1+D+2
n1
α
(
1 + δ(x
∗(α),1)
n1
)−1)
,
Sα = [α¯Σ
−1
1 + αΣ
−1
2 ],
δ(x∗(α), 1) = (x− µ1)TΣ−11 (x− µ1),
δ(x∗(α), 2) = (x− µ2)TΣ−12 (x− µ2),
n1 and n2 are the degrees of freedom of a two component t-mixtures.
First note that the only term that contatins the degrees of freedom parameters is
the f(n1, n2). So to study the effect of degrees freedom on the behaviour of the kt(α)
function we can focus on the function f(n1, n2). Intuitively a normal is a limiting
distribution to a t-distribution when the degrees of freedom goes to infinity. The next
lemma shows that the curvature function of normal and t-densities with the same mean
and variance are same when the degrees of freedom of the two components, n1 and n2
→∞.
Lemma 3.1. If the degrees of freedom of the two mixture components n1 → ∞ and
n2 →∞ then we have f(n1, n2) = 1.
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Proof.
f(n1, n2) =
(
n2 +D + 2
n2
(1− α)
(
1 +
δ(x∗(α), 2)
n2
)−1
+
n1 +D + 2
n1
α
(
1 +
δ(x∗(α), 1)
n1
)−1)
.
(3.4)
f(n1, n2) =

(n2 +D + 2)(1− α)
n21 + δ(x∗(α), 2)
n2

+
(n1 +D + 2)α
n11 + δ(x∗(α), 1)
n1


=

n2 +D + 2− n2α−Dα− 2α
n21 + δ(x∗(α), 2)
n2

+
(n1 +D + 2)α
n11 + δ(x∗(α), 1)
n1


=

n2
n2
+
D
n2
+
2
n2
−
n2α
n2
−
Dα
n2
−
2α
n21 + δ(x∗(α), 2)
n2

+
n1α
n1
+
Dα
n1
+
2α
n11 + δ(x∗(α), 1)
n1


=

1 +
D
n2
+
2
n2
− α−
Dα
n2
−
2α
n21 + δ(x∗(α), 2)
n2

+
α +
Dα
n1
+
2α
n11 + δ(x∗(α), 1)
n1


.
As D and α are constants and δ(x∗(α), 1) and δ(x∗(α), 2) are a bounded functions we
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have
lim
n1→∞,n2→∞
f(n1, n2) =
1 + 0 + 0− α− 0− 0
(1 + 0)
+
α + 0 + 0
(1 + 0)

=
 1− α
(1 + 0)
+
α
(1 + 0)

= 1.
Corollary 3.1. The kt(α) function for t-mixture is exactly same the k(α) for normal
mixture when n1 −→∞ and n2 −→∞.
Proof. Substituting 1 in place of f(n1, n2) in equation (3.3) gives us the curvature
function of the normal mixture.
Exploring the modality of the arbitrary multivariate t-mixture is based on the curva-
ture function of the mixture of multivariate t-densities and is a very difficult undertak-
ing. Previously Alexandrovich et al. (2013) used a transformation similar to Ray and
Ren (2012) to examine the modes of an arbitrary mixture of multivariate t-distribution.
Alexandrovich et al. (2013) showed that the number of modes for the mixture of the
multivariate t-distribution g(x; pi,µ1,µ2,Σ1,Σ2, n1, n2) is the same as the number of
modes for g(x; pi,µ∗, 0,Σ∗, ID, n1, n2), where µ∗ and Σ∗ is chosen to make one of the
components identity variance and the other component to have a diagonal variance
covariance matrix. Alexandrovich et al. (2013) rewrote the equation of the curvature
function k(α) 3.3 as follows:
δ(x∗(α), 1) = α2
D∑
i=1
c2iλ
2
i
(1 + (λi − 1)α)2.
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δ(x∗(α), 2) = (1− α)2
D∑
i=1
c2iλ
2
i
(1 + (λi − 1)α)2.
p(α) =
D∑
i=1
c2iλ
2
i
(α(λi − 1) + 1)3,
where ci’s are functions of the mean and λi’s are the eigen values of Σ
∗.
By using Lemma 3 in Ray and Ren (2012), the number of modes for α ∈ [0, 1] is
exactly same as the number of non-negative solutions s ∈ [0,∞), where α =
1
1 + s
and the number of modes of s ∈ [0,∞) corresponds to α ∈ [0, 1]. Alexandrovich et al.
(2013) showed that the upper bound of the number of modes for the mixture of the
multivariate t-densities with two components, in D-dimensions can be given by the
following equation:
k(s) = 1− s(s+ 1)
D∑
i=1
µ2iλ
2
i
(s+ λi)3
 (n2 +D + 2)s
n2
(
1 + s
2
n2
∑D
i=1
µ2iλ
2
i
(s+λi)2
) + (n1 +D + 2)
n1
(
1 + 1n1
∑D
i=1
µ2iλi
(s+λi)2
)
 . (3.5)
For simplification we write 3.5 in the following form
k(s) = 1− s(s+ 1)
D∑
i=1
µ2iλ
2
i
(s+ λi)3
f(s). (3.6)
where
f(s) =

(n2 +D + 2)s
n2
1 + s2
n2
∑D
i=1
µ2iλ
2
i
(s+ λi)2

+
(n1 +D + 2)
n1
1 + 1
n1
∑D
i=1
µ2iλi
(s+ λi)2


. (3.7)
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By comparing equation 3.6 for finding the number of modes for the mixture of two
multivariate normal densities with equation 2.12 for finding the number of modes for
the mixture of two multivariate normal densities, we can see that equation 3.6 reduced
to equation 2.12 when f(s) = 1, and the number of modes is the same as the normal.
3.4 Conclusion
In this chapter we have explored the upper bound for the number of modes for the
mixture of two multivariate t-densities in two ways, namely, graphically and analytically.
Graphically, we have explored the number of modes for the mixture of two t-components
in the case of using of two and three dimensions. We have given examples to show
the effect of changing the degrees of freedom for fixed component parameters on the
number of modes, and the maximum number of modes that has been found for the two
t-component mixture with two dimensions is three. In this chapter we also explored
the number of modes for high dimensions, for the mixture of two t-components, and
for three dimensions in order to check the effect of changing the degrees of freedom for
fixed parameters of two components. We found that the degrees of freedom do indeed
affect the number of modes for the mixture of t-components. The maximum number of
modes that we achieved for two t-components in three dimensions was four. In these
dimensions we also observed that when the two components have the same degrees of
freedom we could get only two or four modes, but when the two degrees are different
we can get two, three or four modes. Graphically, the maximum number of modes that
we activated by exploring the curvature function k(α) of the mixture of multivariate
t-distribution was four.
In order to study the number of modes for the mixture of two multivariate t-densities,
we explored the curvature function k(α) analytically . We found that when the degrees
of freedom for both of the components went to infinity, then the equation of the curva-
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ture function of the mixture of two multivariate t-densities was exactly the same as the
equation of the curvature function of the mixture of two multivariate normal densities,
which means the number of modes for both of them in this case was the same. By
exploring the equation of the curvature function of the mixture of two multivariate of t-
densities, we found that it is difficult to simplify the f(s) equation in the case of the n1,
and n2 not being equal to infinity. The current results of exploring the equation of the
curvature function of the mixture of two multivariate t-densities support our argument
that the maximum number of modes for the mixture of two multivariate t-densities is
the same as the maximum number of modes for the mixture of two multivariate normal
densities. This is an interesting open problem.
In the process of doing this study on the effect of the number of degrees of freedom
on the number of modes for the mixture of two multivariate t-densities, and on the
maximum number of modes that can be got from mixing two t-components, we have
come to believe that these results could be used for a wide range of statistical purposes.
The results on number of modes for the mixture of two multivariate densities will help
us decide if it is possible to merge the components of the mixture of the multivariate
t-distribution. Finally, these results provide a clear understanding of the effect of the
degrees of freedom on the number of modes for the mixture of two multivariate t-
densities, and this might be of help in exploring the number of the modes for the
mixture of multivariate skewed t-densities.
Chapter 4
Modality of Skew Normal Densities
In this chapter we will first give an overview of the univariate and multivariate skew
normal densities. The rest of the chapter will focus on understanding the behaviour
of mode of a one component skew-normal distribution. It should be noted that unlike
normal or t-densities the modes of skew-normal is not equal to the mean. Furthermore
the mode cannot be expressed in closed form and needs to be calculated numerically.
We will later use these results to build a framework to understand the modes and modal
behaviour of a mixture of skew-normals.
NOTE: This chapter is also adapted from: Alruwaili B. and Ray S. Topography
of skew normal distributions and skew normal mixtures. Under preparation (2019).
4.1 Introduction
The normal distribution is the most popular distribution in Statistics for modelling
continuous data that are symmetric. But when we encounter data that are asymmet-
ric, the normal distribution may not be the most suitable distribution for modelling.
To model skewed data, the density distribution should show more flexibility. Azzalini
(1985) extended the normal distribution to build in more flexibility to model datasets
CHAPTER 4. MODALITY OF SKEW NORMAL DENSITIES 52
that are skewed by introducing a skewness parameter. This new class of distributions
is referred to as the skew normal distribution. Furthermore, Azzalini (1985) presented
the basic properties of skew normal distribution and represented the means and vari-
ances in closed form. He later introduced more results for skew normal distributions
which provided the skewness parameters of the density that shape the fixable range
for the indices of skewness and kurtosis. Following Azzalani, Henze (1986) provided a
neat probabilistic representation for the skew normal in terms of a normal random vari-
able and a truncated normal random variable. This representation provided a clearer
understanding of the structure of the skew normal class.
In further research exploring and using the concept of skew normal distribution,
Pewsey (2000) considered the problems of inference relating to Azzalini’s skew normal
distribution; he used the method of moments and maximum likelihood estimation for
the centre parameterization instead of using direct parameterization for estimation. By
using different values for the skewness parameters of univariate skew normal Gupta
and Chen (2001) produced a table for the cumulative distribution function (cdf) of
skew normal distribution and used it to examine of the quality of the fit tests for
skew normal distributions. More theoretical literature on the skew normal distribution
and its related families were provided by Azzalini (2005), Arellano-Valle and Azzalini
(2006),and Azzalini (2013).
For the multivariate case of the skew normal distribution, Azzalini and Dalla Valle
(1996) extended the concept of the univariate skew normal distribution to introduce
the multivariate skew normal. They showed the properties of the multivariate skew
by focusing on the bivariate case of the skew normal distribution. Azzalini and Capi-
tanio (1999) introduced further probabilistic properties for the multivariate skew normal
distribution by focusing on aspects of statistical relevance, and introducing some appli-
cations to discuss some multivariate statistical problems. Genton et al. (2001) provided
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the moments of random vectors of the distribution of multivariate skew normal and
discussed specific applications in the area of spatial statistics and time series. Capi-
tanio et al. (2003) studied the importance of the distribution of the multivariate skew
normal in graphical models. Gupta and Chen (2004) introduced some new possibilities
for extending the univariate skew univariate model to multivariate skew normal models.
In the years since these initial studies, a number of other results relating to the
extension of the univariate skew normal to the multivariate skew normal have been
published. In a particularly notable study, Branco and Dey (2001) generalized the
multivariate skew normal of Azzalini and Dalla Valle (1996) to apply to the skew
elliptical distribution.
Further studies into the extension of the multivariate skew normal were carried out
by Lachos et al. (2010). Readers interested in the details of extensions of the multi-
variate skew normal can consult the review paper by Lee and Mclachlan (2013) which
provides a concise overview of the extension and classification of existing multivariate
skew normal distributions, and multivariate t-distributions. In this chapter we will
develop modal tools and explore their properties for the class of the univariate skew
normal distribution introduced by Azzalini (1985) and their original extension to the
multivariate skew normal distribution case (Azzalini and Dalla Valle, 1996).
4.2 Properties of the univariate skew normal distri-
bution
In this section we explore the mode of the univariate skew normal distribution. The
skew normal distribution was introduced by Azzalini (1985) as an extension of normal
distribution with an extra parameter regarding the skewness of the density shape. This
skewness parameter allowed more flexibility for this distribution to skew to the right
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side when the skewness parameter was greater than zero and skew to the left side when
the skewness parameter was less than zero. When the skewness parameter was zero,
then the skewness disappeared, and the distribution of the skew normal distribution
became the normal distribution. The density of the skew normal distribution converges
to a half-normal when the skewness parameter goes to infinity. We start with the
expression of the density of skew normal according to Azzalini (1985).
Definition 4.1. Let X be a univariate random variable following a standard skew nor-
mal distribution, then the probability density function is given by:
fsn(x) = 2φ(x)Φ(λx), (−∞ < x <∞), λ ∈ R, (4.1)
where λ is the skewness parameter, and φ(x) and Φ(x) are the standard normal
probability density function (pdf) and the cumulative distribution function (cdf) of the
skew normal distribution, respectively. Recall that standard normal density function
φ(x) is defined by:
φ(x) =
1√
2pi
e−x
2/2, −∞ < x <∞. (4.2)
The cumulative distribution function Φ(λx) of the univariate skew normal distribution
is given by:
Φ(λx) =
∫ λx
−∞
φ(t)dt. (4.3)
Figure 4.1 show the density of the univariate skew normal distribution with different
values of the skewness parameters λ.
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Figure 4.1: Plots of the density function of univariate skew normal distribution with
different values of λ.
The left panel shows the densities of the skew normal distribution for λ > 0, resulting
in density shapes that are skewed to the right which makes the tails on the right heavier
than those on the left. In contrast, the right-panel in Figure 4.1 plots the densities of
the skew normal distribution that are skewed to the left side, as a results of the skewness
parameter λ being negative. The density of the skew normal is the same as the normal
density when λ = 0.
To understand the properties of a general skew-normal distribution, the location and
scale parameters are introduced through an affine transformation. The affine transfor-
mation is defined by
Y = ξ + ωX, (4.4)
where ξ is the location parameter, and ω is the scale parameter ω > 0. As X follows a
skew normal distribution, Y also follows a skew normal distribution but with location
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parameter µ and scale parameter ω and can be written as:
fsn(y; ξ, ω, λ) =
2
ω
φ
(y − ξ
ω
)
Φ
(
λ
(y − ξ
ω
))
, (4.5)
and is compactly denoted by
Y ∼ SN(ξ, ω2, λ).
Azzalini (1985) computed the mean and variance of skew normal distribution by in-
troducing the moment-generating function of the univariate skew normal distribution.
The moment-generating function of the univariate skew normal distribution is defined
as
Mx(t) = 2e
t2/2Φ(δt), δ =
λ√
1 + λ2
.
The mean of skew normal distribution with location 0 and scale 1 is given by the first
moment of the moment generating function of the univariate skew normal distribution,
which simplifies to
E(X) =
√
2
pi
δ, δ =
λ√
1 + λ2
. (4.6)
Using the affine transformation in (4.4) the mean of a skew normal distribution after
including the location and scale parameters can be written as:
E(Y ) = ξ + ω
√
2
pi
δ. (4.7)
By using the first and second moments of the moment generating function of uni-
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variate skew normal, the variance of skew normal distribution is given by:
V ar(X) = 1− 2
pi
δ2, δ2 =
(
λ√
1 + λ2
)2
. (4.8)
The variance of skew normal distribution after including the location and scale
parameters can now be written as:
V ar(Y ) = ω2
(
1− 2
pi
δ2
)
, δ2 =
(
λ√
1 + λ2
)2
. (4.9)
4.2.1 Mode of the univariate skew normal distribution
In this section we explore the mode of the univariate skew normal distribution. Recall,
that the mode is defined as the local maximum of the probability density. There are
two ways to locate the modes, namely graphically and analytically. Graphically, the
peak of the density curve gives the mode of the distribution. Analytically, the mode of
the distribution is given by the value of x where the first derivative is equal to zero, and
the second derivative is less than zero. In this section, we will first show that the mode
of skew-normals cannot be written in closed form. Then we will derive the implicit
equation to calculate the modes of univariate skew normal distributions and explore
the location of modes graphically. Recall, that the probability density function of the
univariate standard skew normal distribution is given by:
fsn(x) = 2φ(x)Φ(λx), (−∞ < x <∞), λ ∈ R.
Theorem 4.1. The mode of a univariate normal can be calculated by solving the implicit
equation
h(x) = λφ(λx)− xΦ(λx) = 0. (4.10)
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Proof. The mode of the univariate standard skew normal distribution is the solution
to f
′
sn(x) = 0, and f
′′
sn(x) < 0. To obtain the mode of the univariate skew normal, we
first calculate the derivatives
f ′sn(x) =
∂
∂x
f(x) = 2φ′(x)Φ(λx) + 2φ(x)Φ′(λx).
We first calculate φ′(x) and Φ′(λx).
For φ(x) =
1√
2pi
e
−x2
2
φ′(x) =
−2x
2
√
2pi
e
−x2
2
=
−x√
2pi
e
−x2
2
= −xφ(x).
As Φ(λx) =
∫ λx
−∞
φ(t)dt
Φ′(λx) = λφ(λx).
Putting the expression for φ′(x) and Φ′(λx) we get
f ′sn(x) = 2(−x)φ(x)Φ(λx) + 2φ(x)λφ(λx)
= 2φ(x)
[
(−x)Φ(λx) + λφ(λx)
]
.
As φ(x) is the normal density function, φ(x) > 0, and so the mode of the univariate
skew normal distribution can be obtained by solving the implicit equation:
h(x) = λφ(λx)− xΦ(λx) = 0. (4.11)
Now we calculate the second derivatives of fsn(x) to show that f
′′
sn(x) < 0
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f ′sn(x) = 2
[
(−x)φ(x)Φ(λx) + φ(x)λφ(λx)
]
f
′′
sn(x) = 2
[
(−1)φ(x)Φ(λx) + (−x)(−xφ(x))Φ(λx) + (−x)φ(x)(λφ(λx)
+(−xφ(x)(λφ(λx)− φ(x)(λ3x)φ(λx)
]
f
′′
sn(x) = 2φ(x)
[
(−1)Φ(λx) + (−x)(−x)Φ(λx) + (−x)(λφ(λx)
+(−x)(λφ(λx)− (λ3x)φ(λx)
]
as λφ(λx) = xΦ(λx) we can rewrite f ′sn(x) as follows
f
′′
sn(x) = 2φ(x)
[
(−1)Φ(λx) + x2Φ(λx) + (−x)(xΦ(λx))
−x(xΦ(λx))− (λ2x)xΦ(λx)
]
= 2φ(x)
[
(−1)Φ(λx) + x2Φ(λx) + (−x2)(Φ(λx))
−x2(Φ(λx))− (λ2x2)Φ(λx)
]
= 2φ(x)Φ(λx)
[
− 1 + x2 − x2 − x2 − (λ2x2)
]
= −2φ(x)Φ(λx)
[
1 + x2 + (λ2x2)
]
so f
′′
sn(x) < 0 as φ(x)Φ(λx) is always positive and each term in 1+x
2 +(λ2x2) is positive
To explore the mode of the univariate skew normal distribution graphically, we can
plot equation 4.11 and locate its zero crossing to calculate the mode of the univariate of
skew normal distribution. Alternatively one can use root-solving methods and calculate
the mode numerically. The next few plots shows the modes of skew normal distribution
with different parameters. In each case the mode is calculated numerically by solving
the implicit equation given in theorem 4.1 by using the sn.mode function from the
github repository skewed-normal-codes (Alruwaili and Ray, 2019).
CHAPTER 4. MODALITY OF SKEW NORMAL DENSITIES 60
Example 4.1. Mode of the univariate skew normal distribution with the following pa-
rameters: ξ = 0, ω = 1, and different values of skewness parameters λ = 0, 1, and −1.
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Figure 4.2: Plot of the density function of skew normal parameters given in Example
4.1 where the mode is located at x = 0.506033 when λ = 1.
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Figure 4.3: Plot of the density function of skew normal parameters given in Example
4.1 where the mode is located at x = −0.506033 when λ = −1.
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Figure 4.4: Plot of the density function of skew normal parameters given in Example
4.1 where the mode is located at x = 0 when λ = 0.
Example 4.2. Mode of the univariate skew normal distribution with the following pa-
rameters: ξ = 2, ω = 1, and different values of skewness parameters λ = 0, 1, and −1.
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Figure 4.5: Plot of the density function of skew normal parameters given in Example
4.2 where the mode is located at x=2.506033 when λ = 1.
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Figure 4.6: Plot of the density function of skew normal parameters given in Example
4.2 where the mode is located at x = 1.493967 when λ = −1.
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Figure 4.7: Plot of the density function of skew normal parameters given in Example
4.2 where the mode is located at x = 2 when λ = 0.
The plots corresponding to examples 4.1, and 4.2 show the density shapes of the
univariate skew normal distribution with the location of the modes for the various
different parameters and different values of the skewness parameters. For λ > 0, i.e
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when the density shape of the univariate skew normal distribution is skewed to the right
side the mode is larger than the location parameter ξ. In contrast, when λ < 0, i.e. when
the density shape of the univariate skew normal distribution is skewed to the left the
modes of the univariate skew normal distribution are located to the left of the location
parameter ξ. And finally it is easy to check that when the skewness parameters is
zero, the skewness disappears, and the density of the skew normal distribution becomes
normal density, and the mode is same as the location parameter.
4.3 Relating the mean and the mode of the univari-
ate skew normal
In the last section we have seen specific examples of the effect of the skewness parameters
on the density shape of the skew normal distribution, and the location of the mode. In
this section we will provide a comprehensive study of the relationship of the mean and
mode of the skew normal distribution as a function of the skewness parameter λ and
also explore the limiting cases when the skewness parameter λ→ ±∞.
4.3.1 Mean and variance of the skew normal distribution as
a function of skewness parameter
To explore the effect of skewness parameters on the mean and variance of the skew
normal distribution, we introduce the mean and variance of the univariate skew normal
distribution, which was given by Azzalini (1985). The mean of skew normal distribution,
in terms of the location and scale parameters, can be written as:
E(Y ) = ξ + ω
√
2
pi
(
λ√
1 + λ2
)
.
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The variance of skew normal distribution, in terms of the location and scale param-
eters, can be written as:
V ar(Y ) = ω2
(
1− 2
pi
δ2
)
, δ2 =
(
λ√
1 + λ2
)2
.
Lemma 4.2. The mean of a skewed normal E(Y ) = ξ + ω
√
2
pi
(
λ√
1+λ2
)
converges to
ξ ± ω
√
2
pi
as λ→ ±∞.
Proof. For λ→ +∞ we have:
lim
λ→+∞
λ√
1 + λ2
= lim
λ→+∞
λ√
λ2√
1+λ2
λ2
= lim
λ→+∞
λ
λ√
1
λ2
+ λ
2
λ2
= lim
λ→+∞
1√
1
λ2
+ 1
=
1√
0 + 1
= 1.
For λ→ −∞, we suppose that λ = −θ than we have
lim
λ→−∞
λ√
1 + λ2
= lim
θ→∞
−θ√
1 + (−θ)2
= −
(
lim
θ→∞
θ√
1 + (−θ)2
)
= −1.
Thus, the mean of univariate skew normal distribution converges to ξ±ω
√
2
pi
as the
skewness parameters λ→ ±∞.
In particular, the mean of standard univariate skew normal distribution converges to
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E(X) = ±
√
2
pi
as skewness parameters of univariate skew normal distribution λ→ ±∞.
Now we calculate the limiting value of the variance of skew normals.
Lemma 4.3. The variance of a skewed normal V ar(Y ) = ω2(1 − 2
pi
δ2) converges to
ω2(1− 2
pi
) as λ→ ±∞, where δ2 =
(
λ√
1+λ2
)2
.
Proof. When the skewness parameter λ→ ±∞ we have:
lim
λ→±∞
(
λ√
1 + λ2
)2
= lim
λ→±∞
λ2
1 + λ2
= lim
λ→±∞
λ2
λ2
1
λ2
+ λ
2
λ2
= lim
λ→±∞
1
1
λ2
+ 1
=
1
0 + 1
= 1
Thus, the variance of univariate skew normal distribution converges to ω2(1− 2
pi
).
In particular, the variance of a standard univariate skew normal distribution con-
verges to V ar(X) = (1 − 2
pi
) when skewness parameters of univariate skew normal
distribution λ→ ±∞.
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Figure 4.8: Mean of the standard skew normal distribution as a function of λ, for λ > 0.
The gray line represents the asymptotic value
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Figure 4.9: Mean of the standard skew normal distribution as a function of λ, for λ < 0.
The gray line represents the asymptotic value −
√
2
pi
.
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Figure 4.10: Mean of the standard skew normal distribution as a function of λ. Here
the two asymptotic plots are given by the two gray line.
Figures 4.8 and 4.9 show the means of univariate skew normal distributions SN(0, 1, λ),
for positive and negative λ′s with the asymptotic values. Figure 4.10 show the mean
for a large range of λ, which clearly shows the mean convergence to the asymptotic
values as λ becomes large.
From corollary 4.2 and corollary 4.3 we found that the mean and variance of skew
normal distribution when the skewness parameters λ→ ±∞ are the same as the mean
and variance of the half-normal distribution (Wallner, 2016) given by pdf
√
2
piσ2
exp
(
− x2
2σ2
)
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Note that the mean of half-normal distribution is given by
√
2
pi
.
and the variance of half-normal distribution is given by
(
1− 2
pi
)
.
4.3.2 Effect of skewness parameter on the mode of the skew
normal distribution
In this section, we explore the modes of univariate skew normal distributions as a
function of λ. We first find the limiting value of the mode when the skewness parameter
λ → ±∞. Unlike the mean and variance of skew normal distribution, we do not have
a closed form expression of the mode. So we first plot the numerical solution of the
modes of standard skew normals as a function of λ.
Theorem 4.4. The mode of standard a skewed normal distribution SK(0, 1, λ) con-
verges to 0 as λ → ±∞.
Proof. The mode of univariate the skew normal distribution can be calculated by the
following equation:
h(x) = λφ(λx)− xΦ(λx) = 0. (4.12)
To show that the mode of skew normal distribution converges to zero, we consider
the standard univariate skew normal distribution SK(0, 1, λ) where the skewness pa-
rameters λ → ±∞. First we will focus on the part I of the equation (4.12) which is
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λφ(λx)
lim
λ→+∞
λφ(λx) = lim
λ→+∞
λ√
2pi
exp
(
−(λx)2/2
)
lim
λ→∞
λφ(λx) = lim
λ→+∞
λ
√
2pi exp
(
(λx)2/2
)
= lim
λ→+∞
1√
2pi
λ
exp
(
(λx)2/2
) .
We will now use l’Hoˆpital’s rule to calculate the limit. For the numerator d
dλ
λ = 1 and
for the denominator d
dλ
exp
(
(λx)2/2
)
= λx2 exp
(
(λx)2/2
)
and that gives
lim
λ→+∞
λφ(λx) =
1√
2pi
(
lim
λ→+∞
1
)
(
lim
λ→+∞
λx2 exp
(
(λx)2/2)
) )
= 0 as lim
λ→±∞
λx2 exp
(
(λx)2/2
)
= ±∞.
Now we focus on the part II of equation (4.12) which is −xΦ(λx). For part II when
the skewness parameters λ→ +∞ we have that:
lim
λ→+∞
xΦ(λx) = x lim
λ→+∞
Φ(λx)
= x, as lim
λ→+∞
Φ(λx) = 1, where Φ being a CDF for x > 0.
As λφ(λx) = 0 and xΦ(λx) = x for SN(0, 1, λ→ +∞) the mode of the skew normal
distribution converges to 0, as shown below:
lim
λ→∞
h(x) = 0− x
⇒ x = 0 which the mode of SN(0, 1, λ→ +∞).
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For SN(0, 1, λ → −∞), the mode of the skew normal distribution converges to 0,
as the mode of the SN(0, 1, λ → −∞) is the mirror image of the mode of the skew
normal distribution SN(0, 1, λ→∞) as shown in figures 4.11 and 4.12.
Figure 4.11 show the modes of univariate skew normal distribution SN(0, 1, λ) as a
function of λ, for λ > 0. Note that, unlike the mean, this graph is used by numerically
solving h(x) = 0 on a grid of λ using the sn.mode function from the github repository
skewed-normal-codes, Alruwaili and Ray (2019).
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Figure 4.11: Mode of skew normal distributions SN(0, 1, λ) for λ > 0.
CHAPTER 4. MODALITY OF SKEW NORMAL DENSITIES 71
−10 −8 −6 −4 −2 0
−
1.
0
−
0.
8
−
0.
6
−
0.
4
−
0.
2
0.
0
λ
M
od
e
Figure 4.12: Mode of skew normal distributions SN(0, 1, λ) for λ < 0.
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Figure 4.13: Mode of skew normal distributions SN(0, 1, λ) for λ > 0 and λ < 0.
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Figures 4.11 and 4.12 show the modes of univariate skew normal distributions
SN(0, 1, λ), for positive and negative λ′s. We also observed that the maximum de-
viation from 0 is 0.53 which occurs for λ = 1.5 and -0.53 which occurs for λ = −1.5.
Figure 4.13 show the value of the modes for a large range of λ, which clearly shows the
convergence to 0 as λ becomes large.
Now, we plot the mean and the mode of the univariate skew normal skew normal
distribution SN(0, 1) for a range of λ along with their asymptotic values.
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Figure 4.14: Mode and mean of skew normal distribution SN(0, 1, λ) where λ→ +∞.
Figure 4.14 shows the mean and the mode of the univariate skew normal distribution
SN(0, 1, λ) for λ ∈ (0, 10) and λ ∈ (0, 100). The plots show that the mode of the skew
normal distribution is less than the mean of the skew normal distribution, and the
maximum deviation for x = 0 when λ → ∞ is 0.53 and this occurs at λ = 1.55.
Furthermore it shows that the mode converges to 0, which the mean converges to
asymptotic value
√
2
pi
.
CHAPTER 4. MODALITY OF SKEW NORMAL DENSITIES 74
−10 −8 −6 −4 −2 0
−
1.
0
−
0.
8
−
0.
6
−
0.
4
−
0.
2
0.
0
λ
m
od
e 
/ m
ea
n
mode
mean
assymptote for mean
max mode at −1.55
−100 −80 −60 −40 −20 0
−
1.
0
−
0.
8
−
0.
6
−
0.
4
−
0.
2
0.
0
λ
m
od
e 
/ m
ea
n
mode
mean
assymptote for mean
max mode at −1.55
Figure 4.15: Mode and mean of skew normal distribution SN(0, 1, λ) where λ→ −∞.
Figure 4.15 shows the mean and the mode of the univariate skew normal skew
normal distribution SN(0, 1, λ) for λ ∈ (0,−10) and λ ∈ (0,−100). The plots show
that the mean of the skew normal distribution is less than the mode of the skew normal
distribution, and the maximum deviation of mode occurs at λ = −1.55.
Remark 1 (Search range for the numerical optimization of the mode). Exploring the
mean and the mode of skew normal distribution when λ → ±∞ enabled us with a
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good understanding of the effect of the skewness parameters on the mean and mode of
the skew normal distribution. By comparing the mean and mode of the skew normal
distribution when skewness parameters λ → ±∞, we found that the absolute value of
the mode of the skew normal distribution was less than the absolute value of the mean of
the skew normal distribution. This relationship allowed us to define the search range for
the numerical optimization for the calculation of the mode. For example, let us consider
the case where the skewness parameters are λ > 0. Without the above relationship one
can use the search range (0, λ) as at x = 0, h(x) > 0 and at x = λ, h(λ) < 0. But
exploiting the relationship of the mean and mode we can now narrow down the search
range between 0 and the mean x0 =
√
2
pi
λ√
1+λ2
, as h(x0) < 0.
4.3.3 Plotting the mode and mean of the skew normal distri-
bution
In this section we first provide some numerical examples to identify the location of the
mode and mean for univariate skew normal distributions. We will then comment on
the overall relationship of the mean and mode of univariate skew normals.
Example 4.3. Mode and mean of the univariate skew normal distribution with the
following parameters: ξ = 0, ω = 1, and different values of skewness parameters λ = 0,
4, and − 4.
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Figure 4.16: Mode and mean of skew normal distributions SN(0, 1, λ) where λ=0, 4,
and -4.
Figure 4.16 shows the mode and the mean of skew normal distributions with location
parameter ξ = 0 and scale parameter ω = 1 with different values of skewness parameters
λ = 0, 4 and −4. The top plot in the left side shows the mode and mean of skew normal
distribution with skewness parameter λ = 4 where the mean of skew normal is located
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right the mode of skew normal distribution. Where the mode of skew normal is 0.4169
and the mean is 0.774. The top plot in the right side shows the mode and mean of skew
normal distribution with skewness parameter λ = −4 where the mean of skew normal
is located to the left of the mode of the skew normal distribution, and the mode of
the skew normal is −0.4169 and the mean is = −0.774. The two plots in the bottom
shows that the density of the skew normal distribution with λ = 0 becomes the normal
density, where the mean and mode are same.
4.4 Maximum value of the mode of a standard skew
normal distribution
Exploring the mode and mean of the skew normal distribution helps to understand
that the absolute value of the mode of the skew normal distribution never exceeds the
absolute value of the mean of the skew normal distribution. In the previous section
we have also found that the mean increases with λ, but the mode initially increases
but then decreases and finally converges to 0. We have observed that the mode never
exceeds 0.53. In this section we will provide a proof for this phenomenon.
Recall, that for a given λ the mode of a skew normal distribution can be calculated
by using the following equation:
h(x) = λφ(λx)− xΦ(λx) = 0.
To find the solutions of this equation for univariate skew normal distributions for
arbitrary λ, we create a function of two variables x and λ as h(x, λ) = 0, which is the
same as h(x), i.e. h(x, λ) = λφ(λx)−xΦ(λx). h(x, λ) = 0 representing all the solutions
of the skew normal distribution for any arbitrary value of λ.
The solutions are given by solving h(x, λ) = 0.
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For h(x, λ) = 0 we have that:
h(x, λ) = λφ(λx)− xΦ(λx) = 0
⇒ λxφ(λx)− x2Φ(λx) = 0
⇒ −φ′(λx)− x2Φ(λx) = 0
⇒ −φ′(λx) = x2Φ(λx)
⇒ x2 = −φ
′
(λx)
Φ(λx)
x = ±
√
−φ′(λx)
Φ(λx)
.
where λxφ(λx) = −φ′(λx) as shown in the proof of lemma 4.5
Lemma 4.5. For a normal density φ(.)
λxφ(λx) = −φ′(λx)
Proof.
For φ(λx) =
1√
2pi
exp−(λx)
2/2
φ
′
(λx) =
−2(λx)
2
1√
2pi
exp−(λx)
2/2
φ
′
(λx) = −λx 1√
2pi
exp−(λx)
2/2
φ
′
(λx) = −λxφ(λx)
−φ′(λx) = λxφ(λx)
For easy representation we define ±
√
−φ′ (λx)
Φ(λx)
by g(x, λ). Thus the solution to
h(x, λ) = 0 is given by the implicit equation x = g(x, λ). Plotting the two func-
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tion z = x and z = g(x, λ) for different values of λ, the solution to h(x, λ) = 0 is given
by the intersection of the function z = x and z = g(x, λ).
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Figure 4.17: Plot of g(x, λ) for different values of λ with their intersection with z = x.
Figure 4.17 shows the curves of g(x, λ) for different values of λ with their intersection
with z = x. For example, the red curve represents the curve of g(x, λ = 1.55) and it
intersects with the line z = x at 0.53. Another example is for the large value of λ in
yellow curve, where the yellow curve shows the curve of g(x, λ = 80) and it intersects
with z = x at 0.045. The curves of the g(x, λ) show that even when the value of λ is
very high they intersect at a value lower than 0.53.
In the next graph we will implement a slight change of variable to provide a clearer
picture of the solution given by the implicit equation. We define x = y
λ
, then we can
write
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h(y, λ) = yφ(y)−
(y
λ
)2
Φ(y) = 0
= −φ′(y)−
(y
λ
)2
Φ(y) = 0
= −φ′(y) =
(y
λ
)2
Φ(y)
⇒
(y
λ
)2
=
−φ′(y)
Φ(y)
⇒
(y
λ
)
= ±
√
−φ′(y)
Φ(y)
.
For easy representation we define ±
√
−φ′ (y)
Φ(y)
by g∗(y). Thus the solution h(y, λ) = 0
is given by the implicit equation y
λ
= g∗(y). Thus the modes are now given by the
intersection of the line z = y
λ
and the curve g∗(y). Figure 4.18 gives the curve of g∗(y)
and the lines z = y
λ
for λ = (1, 1.55, 2, 5, 10, 20). Though the lines intersects at the
different values of the curve all the solutions lies on the curve. Thus the maximum
value of the mode is equal to the maximum value of the curve g∗(y), and it can be
numerically shown that the maximum value of the curve g∗(y) is 0.53.
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Figure 4.18: Plot of the fixed curve g∗(y) along with varying lines z = y
λ
and their
points of intersection.
4.5 Multivariate skew normal distribution
In this section we explore the mode of the multivariate skew normal distribution. Az-
zalini and Dalla Valle (1996) extended the concept of the univariate skew normal to
introduce the multivariate skew normal distribution. The multivariate skew normal
is defined as an extension of the multivariate normal distribution with additional pa-
rameters regarding the skewness of the density shape. The density of the skew normal
distribution becomes the multivariate normal density when the skewness parameters are
zeros. The multivariate skew normal distribution is introduced in the next definition.
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Definition 4.2. (Azzalini and Dalla Valle, 1996) Suppose x is a D-dimensional random
vector, the probability density of the multivariate skew normal with mean 0 and skewness
vector λ is given by:
fsn(x; 0,Ω,λ) = 2φD(x,Ω)Φ(λ
Tx), (4.13)
where φD(x,Ω) is the probability density function (pdf) of multivariate normal distri-
bution with positive-definite D × D correlation matrix Ω, and Φ(.) is the cumulative
distribution function (cdf) of a multivariate standard normal distribution, evaluated at
λTx.
In this section we use the same notation as the univariate skew normal distribution
for the multivariate skew normal distribution, namely, x denotes the vector observations
of skew normal distribution, and λ denotes the vector of the skewness parameters of
multivariate skew normal distribution.
Recall, that the probability density function (pdf) of multivariate normal with mean
0 and covariance matrix Ω is given by:
φD(x; 0,Ω) =
1
(2pi)
D
2 |Ω| 12
e
(
− 1
2
(xTΩ−1x)
)
, −∞ < x <∞. (4.14)
and the cumulative distribution function Φ(x) of multivariate skew normal distribution
is defined by:
Φ(λTx) =
∫ λTx
−∞
φD(t)dt (4.15)
In order to use the multivariate skew normal distribution with real data, researchers
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usually consider an affine transformation. The affine transformation is defined by
Y = ξ +WX,
where ξ = (ξ1, ξ2, ..., ξD)
T are the location parameters, and W = diag(ω1, ω2, ..., ωD) >
0 are the scale parameters of the multivariate skew normal distribution. The multi-
variate skew normal distribution, including the location and scale parameters, can be
written as:
Y ∼ SND(ξ,WΩW ,λ), (4.16)
where Ω¯ = WΩW , and ξ ∈ RD.
Azzalini and Dalla Valle (1996) derived the mean and variance of the multivariate
skew normal distribution by introducing the moment generating function of the multi-
variate skew normal distribution. The moment generating function of the multivariate
skew normal distribution is given as follows:
Mx(t) = 2 exp
(tTΩt
2
)
Φ(δT t),
where δ = Ωλ√
(1+λTΩλ)
, t ∈ RD.
The mean of skew normal distribution is given by the first moment of the moment
generating function of multivariate skew normal distribution. The mean of the multi-
variate skew normal distribution, after including the location and scale parameters, is
given by:
E(Y ) = ξ +W
√
2
pi
(
Ωλ√
1 + λTΩλ
)
.
By using the first and second moments of the moment generating function of the
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multivariate skew normal, the variance of multivariate skew normal distribution, after
including the location and scale parameters, can be written as:
V ar(Y ) = Ω− 2
pi
(
Ωλ√
1 + λTΩλ
)(
Ωλ√
1 + λTΩλ
)T
= Ω− 2
pi
δδT .
where δ = Ωλ√
(1+λTΩλ)
.
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Figure 4.19: Contour plots of bivariate normal densities with different skewness param-
eters.
Figures 4.19 shows the contour plots for the densities of the bivariate normal distri-
bution with different skewness parameters. The plot in the left side show the densities
of the bivariate skew normal distribution with skewness parameters λ = (8,−2) where
the density of the bivariate skew normal is skewed to the right side. The plot in the
right side show the densities of the bivariate skew normal distribution with skewness
parameters λ = (−8, 2) where the density of the bivariate skew normal is skewed to the
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left side.
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Figure 4.20: Contour plots of bivariate normal densities with different skewness param-
eters.
Figures 4.20 shows the contour plots for the densities of the bivariate normal dis-
tribution with different skewness parameters. The top two plots show the densities
of the bivariate skew normal distribution with positive skewness parameters in both
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dimensions, where the density of the bivariate skew normal is skewed towards the up-
per diagonal for positive skewness parameters. The light colour contour plot shows
the densities of the bivariate normal in the absence of skewness. The two plots at the
bottom shows the density of the bivariate skew normal distribution with the skewness
parameters λ = (−8,−2), where the density of bivariate skew normal is skewed towards
the lower diagonal.
4.5.1 Mode of multivariate skew normal distribution
Similar to the univariate case, the mode of a multivariate skew normal distribution
cannot be calculated in closed form. So we need to introduce the implicit equation and
provide a numerical solution to calculate the mode vector. Similar to the univariate
case the mode of the multivariate skew normal distribution is the local maximum of
the probability density of multivariate skew normal distribution, given in (4.13). In
particular, the mode of the multivariate skew distribution is the solution to f
′
sn(x) = 0,
and f
′′
sn(x) is negative definite.
To obtain the mode of the multivariate skew normal distribution, we calculate the
derivative of the probability density function of the multivariate skew normal distribu-
tion (4.13) as follows:
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For fsn(x) = 2φD(x,Ω)ΦD(λ
Tx) we can compute f
′
(x) as below:
∂
∂x
fsn(x) =
∂
∂x
2φD(x,Ω)Φ(λ
Tx)
= 2φ
′
D(x,Ω)Φ(λ
Tx) + 2φD(x,Ω)Φ
′
(λTx)
For : φD(x; Ω) =
1
2pi
D
2 |Ω| 12
e
(
− 1
2
(xTΩ−1x)
)
φ
′
D(x; Ω) = (−Ω−1x)φD(x; Ω)
For : Φ(λTx) =
∫ λTx
−∞
φD(t)dt
Φ
′
(λTx) = λφ(λTx).
Now,
∂
∂x
f(x) =
∂
∂x
2φD(x,Ω)Φ(λ
Tx)
= 2φ
′
D(x,Ω)Φ(λ
Tx) + 2φD(x,Ω)Φ
′
(λTx)
= 2(−Ω−1x)φD(x,Ω)Φ(λTx) + 2φD(x,Ω)λφD(λTx)
= 2[(−Ω−1x)φD(x,Ω)Φ(λTx) + φD(x,Ω)λφD(λTx)]
= 2φD(x,Ω)[(−Ω−1x)Φ(λTx) + λφD(λTx)]
As φd(x,Ω) is the density function of normal distribution and φd(x,Ω) 6= 0, the
mode of the multivariate of skew normal with mean 0 can be obtained by solving the
implicit equation:
h(x) = (−Ω−1x)Φ(λTx) + λφD(λTx) = 0. (4.17)
The next few examples illustrate the location of the modes of bivariate skew nor-
mal distributions under different parameters. The snm.mode function from the github
repository skewed-normal-codes (Alruwaili and Ray, 2019) can be used to cal-
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culate the numerical solution of (4.17) for any λ, giving us the corresponding mode
vector.
Example 4.4. Mode of bivariate skew normal distribution with the following parame-
ters: ξ = (0, 0), and Ω =
1 0
0 1
 .
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Figure 4.21: Contour plots with modes of bivariate normal density with different skew-
ness parameters λ = (6, 3).
CHAPTER 4. MODALITY OF SKEW NORMAL DENSITIES 89
−3 −2 −1 0 1 2 3
−
3
−
2
−
1
0
1
2
3
*
λ = (−6, −3)    
λ = (0, 0)    
−3 −2 −1 0 1 2 3
−
3
−
2
−
1
0
1
2
3
*
λ = (−6, −3)    
Figure 4.22: Contour plots and modes of bivariate normal density with different skew-
ness parameters λ = (−6,−3).
Figures 4.21 and 4.22 show the contour plots for the parameters of example 4.4.
Figures 4.21 show the density of bivariate of skew normal distribution is skewed to
the right side where the skewness parameter is greater than zero, and the red asterix
indicates the mode of bivariate of skew normal distribution. Figure 4.22 shows the
densities of bivariate of the skew normal distribution are skewed to the left side where
the skewness parameter is less than zero. The standard bivariate normal contour plots
are given for comparison. In our R-package we provide a function that allows users to
calculate this mode numerically.
4.6 Conclusion
In this chapter we explored the modality of univariate and multivariate skew normal
distribution. For the univariate case we introduced a new way of calculating the mode
of univariate skew normal distribution, and then we showed the mode of univariate
skew distribution graphically. We found that the mode lies between 0 and the mean of
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skew normal distribution. The mode and mean of the skew normal distribution were
the same when the skewness parameter was zero, where the density of the skew normal
distribution had become the normal density.
We explored the effect of the skewness parameters on the mean and mode of uni-
variate skew normal distributions when the skewness parameter λ → ±∞ and this
helped us to understand the relationship between the mean and the mode of the skew
normal distribution. Exploring the relationship between the mean and the mode of
the univariate skew normal distribution helped us to narrow the search range for the
numerical optimization for finding the mode. By exploring the mode of the skew nor-
mal distribution, we found that the modes of skew normal distributions do not move
as much as the mean of the skew normal distribution with a change in the skewness
parameters and the maximum values of the mode occurs for λ = 1.55.
For the multivariate case of the skew normal distribution, we explored the modal-
ity by introducing a new format to calculate the modes of multivariate skew normal
distributions and to present the location of the modes of multivariate skew normal
distributions graphically. Exploring the mode of the univariate and multivariate is im-
portant as this mode is one of the measures of central tendency used to describe the
dataset.
The task for the immediate future in this area is to find a bound for the mode
of a multivariate skew normal distribution, and to generalize the concepts of finding
the mode of a skew normal distribution to explore the modality of univariate and
multivariate skew t−distributions and to study the relationship between the mean and
the mode of univariate and multivariate skew t−distributions.
Chapter 5
Modality of Mixtures of
Multivariate Skew Normals
In this chapter we explore the modality of the multivariate skew normal mixture. Finite
mixture models are used as a tool for modelling heterogeneous population, and the
concept of mixture models and their application has been introduced in many books,
such as McLachlan and Peel (2000) and Titterington et al. (1985). In recent years skew
normal mixtures have been used for analysing data ranging from applications in biology
and remote sensing data. We will present some fundamental results on the modality
of skew normal mixtures and show how they can be used to provide a more robust
explanation of clustering by merging components of skew normal fits that are unimodal
in the data.
NOTE: This chapter is also adapted from: Alruwaili B. and Ray S. Topography
of skew normal distributions and skew normal mixtures. Under preparation (2019).
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5.1 Skew normal mixtures
The skew normal distribution was introduced by Azzalini (1985) as an extension of the
normal distribution but with an extra skewness parameter, and this skewness param-
eter gives the density the flexibility to allow asymmetric distributions. Azzalini and
Dalla Valle (1996) generalized the concept of univariate skew normal distributions to
multivariate skew normal distributions. The concept of the skew normal distribution
has been further generalised to univariate and multivariate skew t-distributions (Jones,
2001; Gupta, 2003).
Due to the skewness parameters, the multivariate skew normal distribution and mul-
tivariate skew t-distribution show more flexibility for modelling skewed data-sets than
regular multivariate normal and t-distributions. After the concepts of multivariate skew
normal and multivariate skew t-densities became available, the concepts of multivariate
skew normal and skew t-densities were used with the finite mixture models as tools for
modelling heterogeneous data with in asymmetric features (Lee and Mclachlan, 2013).
The mixture of skew normal densities and the mixture of skew t-densities are applied
in different areas of research, such as medicine, finance, sciences, and biology (Pyne
et al., 2009; Soltyk and Gupta, 2011; Riggi and Ingrassia, 2013; Contreras-Reyes and
Arellano-Valle, 2012).
In this section we will explore only the modality of the mixture of skew normal
densities. We will first give an overview of the previous research on the mixture of
skew normal densities. Lin et al. (2007) started with using maximum likelihood and
Bayesian methods to estimate the parameters of the mixture of skew normals. Lin
(2009) developed an EM algorithm to find the maximum likelihood estimate for the
mixture of multivariate normal densities parameters. More theoretical results on the
shape mixtures of the multivariate skew normal and the scale mixtures of the skew
normal densities were given by (Vernic (2005); Arellano-Valle et al. (2009); Basso et al.
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(2010); Kim and Zhao (2018) and (Arellano-Valle et al., 2018)).
Fru¨hwirth-Schnatter and Pyne (2010) developed a new method based on Bayesian
inference for univariate and multivariate skew normal mixtures. Cabral et al. (2012)
presented some results on exploring the multivariate mixture models including the skew
normal independent densities. Prates et al. (2013) provided an R-package named by
mixsmsn package for fitting the univariate and multivariate finite mixtures of skew
normal densities. Following this Lin et al. (2014) provided a new mixture model by
using the multivariate skew t-normal densities. Lee et al. (2018) introduced another
approach, using an EM algorithm to fit mixtures of multivariate skew normal densities
and the mixture of multivariate t-densities. More results on exploring the theoretical
mixture of the multivariate skew normal densities are summarised in Bernardi (2013)
and Arslan (2015).
To our knowledge none of the papers discussed in the previous paragraph deals
with the modes of mixtures of skew normal densities. In this chapter we introduce new
tools to explore the modes of the mixture of multivariate skew normal densities. These
tools are built on the concept of the ridgeline manifold and the height of the ridgeline
manifold that were developed for the mixtures of normals and t’s discussed in chapter
2 and 3.
5.2 Ridgeline function for the mixture of multivari-
ate skew normal densities
In this section we generalize the results of Ray and Lindsay (2005) for exploring the
modality of the mixture of multivariate skew normal densities. We will generalize the
concepts of the ridgeline function and the height of ridgeline function for the mixture
of multivariate skew normal densities. We start by introducing the ridgeline function
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and the plot of the height of the ridgeline function of the mixture of multivariate skew
normal densities. The ridgeline function and the height of the ridgeline function will
help us to calculate the number of modes for the mixture of multivariate skew normal
densities. By using the general definition of the mixture model (1.1), the probability
density function of the mixture of multivariate skew normal densities can be given as:
g(x) =
K∑
i=1
pik fsn
(
x; ξi,Ωi,λi
)
, x ∈ RD, (5.1)
where K is the number of the components in the mixture of D-dimensional skew normal
densities, pii are the mixing proportions for the K components, where pii ∈ [0, 1], pi1 +
. . . + piK = 1, and fsn
(
x; ξi,Ωi,λi
)
is the density function of a multivariate skew
normal distribution with location ξi, and variance Ωi and skewness vector λi. For ease
of notation we call fsn
(
x; ξi,Ωi,λi
)
by fsn(x).
In this section we will focus on the modality of a two component mixture of skew
normals, whose density can be written as:
g(x) = pi1 fsn
(
x; ξ1,Ω1,λ1
)
+ pi2 fsn
(
x; ξ2,Ω2,λ2
)
, x ∈ RD (5.2)
To introduce the ridgeline function of the mixture of two multivariate skew normals,
we generalize the concept of the ridgeline function of two multivariate normal densities
(Ray and Lindsay, 2005). The ridgeline of the two component mixture of multivariate
skew normal densities is a curve that starts at the mode of the first component and ends
at the mode of the second component, and this curve provides all important information
relating to the mixture density, such as the critical points (i.e. the maximum and
minimum points, and the saddle point), the location and number of modes. For K-
components, the ridgeline function is given by the first derivative of the mixture of K
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multivariate skew normal distribution (5.2) and can be written as:
∇ g(x) =
K∑
i=1
pii∇fsn
(
x; ξi,Ωi,λi
)
. (5.3)
As ∇ log fsn
(
x; ξk,Ωi,λi
)
=
1
fsn
(
x; ξi,Ωi,λi
)∇fsn(x; ξi,Ωi,λi)
we have ∇fsn
(
x; ξi,Ωi,λi
)
= fsn
(
x; ξi,Ωi,λi
)∇ log (fsn(x; ξi,Ωi,λi)).
Now, the derivative of ∇ g(x) given in (5.3) can be written as follows
∇ g(x) =
K∑
i=1
pii fsn
(
x; ξi,Ωi,λi
)∇ log (fsn(x; ξi,Ωi,λi)). (5.4)
or equivalently
K∑
i=1
pii
fsn
(
x; ξi,Ωi,λi
)
g(x)
∇ log
(
fsn
(
x; ξi,Ωi,λi
))
. (5.5)
Recall the simplex defined for normal mixture in Ray and Lindsay (2005). When
K > 2 we will have a set of α′is lying in a K-dimensional simplex, i.e.
∑K
i=1 αi = 0,
where α ∈ [0, 1] is the range of the ridgeline function. Based on the same simplex we
define the new manifold Msn by:
Msn =
{
x ∈ RD : ∃ α ∈ SK−1 :
K∑
i=1
αi∇ log
(
fsn
(
x; ξi,Ωi,λi
))
= 0
}
,
where SK−1 =
{
α = (α1, . . . , αi) ∈ RK : αi ≥ 0, α1 + . . .+ αi = 1
}
.
Theorem 5.1. For the mixture of multivariate skew normal densities, g(x), all key
features of the mixture density g(x), such as critical points, saddle points, number and
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location of modes, are points in Msn.
Proof. Similar to proof of the corresponding manifold for normal mixtures given in Ray
and Lindsay (2005) and by showing that
K∑
i=1
piifsn
(
x; ξi,Ωi,λi
)
g(x)
= 1. (5.6)
Thus αis defined by αi =
piifsn
(
x; ξi,Ωi,λi
)
g(x)
is an element in the simplex Sk−1
Based on theorem 5.1 the ridgeline function of the mixture of multivariate skew
normal mixture can be written as
x∗(α) =
K∑
k=1
αi∇ log
(
fsn
(
x; ξi,Ωi,λi
))
, (5.7)
where α ∈ Sk−1. Note that, for the normal mixture, the ridgeline function had a closed
form expression given by (2.5). But for the skew normal mixture we need to numerical
obtain x∗(α) for each α as we do not have explicit equation for (5.7). We have created
the ridgeline.skew function Alruwaili and Ray (2019) to numerically evaluate the
x∗(α) for any given set of parameters. For the ridgeline function of the mixture of mul-
tivariate skew normal mixture, we first calculate the∇ log
(
fsn
(
x; ξi,Ωi,λi
))
including
the linear transformation (location and scale).
Lemma 5.2. The derivative of log
(
fsn
(
x; ξi,Ωi,λi
))
is given by
∇ log
(
fsn
(
x; ξ,Ω,λ
))
= −Ω−1(x− ξ) + λ φ
(
λT (x− ξ))
Φ
(
λT (x− ξ)) .
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Proof.
∇ log
(
fsn
(
x; ξ,Ω,λ
))
= ∇ log(2) +∇ log φd(x; ξ,Ω) +∇ log Φ
(
λT (x− ξ))
where ∇ log(2) = 0,
∇ log φd(x; , ξ,Ω) = ∇ log 1
(2pi)
d
2 |Ω| 12
+∇ log e
(
− 1
2
(x−ξ)TΩ−1(x−ξ)
)
= 0 +∇(− 1
2
(x− ξ)TΩ−1(x− ξ))
= −Ω−1(x− ξ),
and ∇ log Φ(λT (x− ξ)) = ∇Φ(λT (x− ξ))
Φ
(
λT (x− ξ))
= λ
φ
(
λT (x− ξ))
Φ
(
λT (x− ξ)) .
Then we get
∇ log
(
fsn
(
x; ξ,Ω,λ
))
= −Ω−1(x− ξ) + λ φ
(
λT (x− ξ))
Φ
(
λT (x− ξ)) .
Using lemma 5.2 for fixed α ∈ SK−1, the ridgeline function of the mixture of mul-
tivariate skew normal densities including the location and scale parameters is given
as:
x∗(α) =
K∑
i=1
αi∇ log
(
fsn
(
x; ξi,Ωi,λi
))
=
K∑
i=1
αi
(
−Ω−1i (x− ξi) + λi
φ
(
λTi (x− ξi)
)
Φ
(
λTi (x− ξi)
)).
In particular, the ridgeline function of the mixture of univariate skew normal distri-
bution reduces to
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x∗(α) =
K∑
i=1
αi
(
− x− ξi
σi
+ λi
φ
(
λi(x− ξi)
)
Φ
(
λi(x− ξi)
)), where α ∈ SK−1.
The next step in our study on the modality of the mixture of skew normal densities
is to consider the height of the ridgeline function.
Height of the ridgeline function
Similar to the definition for the normal mixtures in Chapter 2, the height of the ridgeline
function is defined as the height of the density along the x∗(α) curve and is given by:
h(α) = g(x∗(α)). (5.8)
Similar to normal mixture, the height plot will be a useful tool to determine the number
of modes in any dimensions, even if the contour plots are not available.
5.3 Plotting the ridgeline function and the height
of the ridgeline function
In this section we provide some illustrative examples for exploring the modes of the
mixture of two multivariate skew normal densities by using the ridgeline function and
the height of the ridgeline function. The aim of providing these examples is to illustrate
how the ridgeline function and the height of the ridgeline function can be used as an
important tool to explore the number of modes for the mixture of two components
with particular focus on the skewness parameters. The ridgeline function in each case
is numerically calculated using the ridgeline.skew function given in our github
repository skewed-normal-codes (Alruwaili and Ray, 2019).
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Examples of mixing two skew normal components, in two dimensions giving
three modes:
Example 5.1. (Two components, equal variance, three modes) By considering the mix-
ture of multivariate skew normal densities with D = 2, and K = 2 with the following
parameters:
ξ1 =
0
0
, ξ2 =
 1
−1
, Ω1 =
1 0
0 1
, Ω2 =
1 0
0 1
, λ =
 2
10
, pi1 = pi2 =
0.5.
(a) (b)
Figure 5.1: (a) The contour plot with the ridgeline curve for the mixture density given
in Example 5.1. (b) The height of the ridgeline function for the same mixture density.
Figure 5.1 shows that there are three modes visible in the contour plot located at
x = (0, 0), x = (1, 0), and x = (1,−1), and these three modes are present in the height
plot at α = 0, 0.5, and 1.
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Example 5.2. (Two components, equal variance, three modes) By considering the mix-
ture of multivariate skew normal densities with D = 2, and K = 2 with the following
parameters:
ξ1 =
0
0
, ξ2 =
 0.7
−0.7
, Ω1 =
1 0
0 1
, Ω2 =
1 0
0 1
, λ =
−2
10
 , pi1 =
pi2 = 0.5.
(a) (b)
Figure 5.2: (a) The contour plot with the ridgeline curve for the mixture density given
in Example 5.2. (b) The height of the ridgeline function for the same mixture density.
Figure 5.2 shows that there are three modes visible in the contour plot, and the
ridgeline height plot has three local maxima’s at α = 0, 0.5, and 1.
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Example 5.3. (Two components, equal variance, three modes) By considering the mix-
ture of multivariate skew normal densities with D = 2, and K = 2 with the following
parameters:
ξ1 =
0
0
, ξ2 =
 1
−2
, Ω1 =
1 0
0 1
, Ω2 =
1 0
0 1
, λ =
 5
20
 , pi1 = pi2 =
0.5.
(a) (b)
Figure 5.3: (a) The contour plot with the ridgeline curve for the mixture density given
in Example 5.3. (b) The height of the ridgeline function for the same mixture density.
Figure 5.3 shows that there are two modes visible in the contour plot, but the third
mode is not clearly visible. The third modes is visible in the ridgeline height plot near
α = 0, 15.
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Explanation of the Figures for Examples 5.1, 5.2, and 5.3:
For examples 5.1, 5.2, and 5.3 plots (a) show the contour plots with the curve of the
ridgeline function of these examples. Plots (b) show the height of the ridgeline function
of the examples. For example, the plots of the ridgeline function and the height of the
ridgeline function for the mixture density, given in Example 5.1, shows that: (a) the
contour plot with the ridgeline curve shows that there are three modes and the curve of
the ridgeline function passes from the mode of the first component to the mode of the
second component through the third mode; (b) the plot of the height of the ridgeline
function shows that α is one dimensional. There are three local maxima, giving the
three modes of mixture density in this plot. These modes are visible near α = 0, 0.5,
and 1. The mode at α = 0 corresponds to the mode at (0, 0), the mode at α =0.5
corresponds to the mode at the intersection of the two mixtures at (1, 0) and finally,
the mode at α =1 corresponds to the mode at the other mean at (1, -1).
By exploring the mixtures in examples 5.1, 5.2, and 5.3 with different values of
skewness parameters, we found that the total number of modes for these examples was
three modes.
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Examples on mixing two skew normal components, in two-dimensions giving
two modes:
Example 5.4. (Two components, equal variance, two modes) By considering the mix-
ture of multivariate skew normal densities with D = 2, and K = 2 with the following
parameters:
ξ1 =
0
0
, ξ2 =
2
2
, Ω1 =
1 0
0 1
, Ω2 =
1 0
0 1
, λ =
1
3
 , pi1 = pi2 = 0.5.
(a) (b)
Figure 5.4: (a) The contour plot with the ridgeline curve for the mixture density given
in Example 5.4. (b) The height of the ridgeline function for the same mixture density.
Figure 5.4 shows that there are two modes visible in the contour plot at x = (0, 0),
and x = (2.5, 2.5), and these two modes are present in the height plot at α = 0 and 1.
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Example 5.5. (Two components, equal variance, two modes) By considering the mix-
ture of multivariate skew normal densities with D = 2, and K = 2 with the following
parameters:
ξ1 =
0
0
, ξ2 =
1
1
, Ω1 =
1 0
0 1
, Ω2 =
1 0
0 1
, λ =
−1
−3
 , pi1 = pi2 =
0.5.
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(a) (b)
Figure 5.5: (a) The contour plot with the ridgeline curve for the mixture density given
in Example 5.5. (b) The height of the ridgeline function for the same mixture density.
Figure 5.5 shows there are two mode visible in the contour plot, and these two mode
are located in the height ridgeline plot at α=0 and 1.
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Example 5.6. (Two components, equal variance, two modes)By considering the mix-
ture of multivariate skew normal densities with D = 2, and K = 2 with the following
parameters:
ξ1 =
 1
−1
, ξ2 =
−1
1
, Ω1 =
1 0
0 1
, Ω2 =
1 0
0 1
, λ =
−2
−4
 , pi1 =
pi2 = 0.5.
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(a) (b)
Figure 5.6: (a) The contour plot with the ridgeline curve for the mixture density given
in Example 5.6. (b) The height of the ridgeline function for the same mixture density.
Figure 5.6 shows that there are two modes visible in the contour plot, and these two
modes are located in the height ridgeline plot at α=0 and 1.
Explanation of the Figures of Examples 5.4, 5.5, and 5.6:
The figures of Examples 5.4, 5.5, and 5.6 show the ridgeline function and the height
of the ridgeline function for the mixture densities of these examples. Plots (a) show
the contour plots with the curve of the ridgeline function of the mixture densities of
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these examples, and plots (b) the height of the ridgeline function of the examples. For
example, the plots of the ridgeline function and the height of the ridgeline function
for the mixture density given in Example 5.4 shows that (a) the contour plot with the
ridgeline curve shows that there are two modes and the curve of the ridgeline function
passes from the mode of the first component to the mode of the second component,
and (b) the plot of the height of the ridgeline function shows that α is one-dimensional.
There are two local maxima, giving the two modes of mixture density in this plot.
These modes are visible near α = 0 and 1. The mode at α = 0 corresponds to the
mode at (0,0), the mode at α=1 corresponds to the mode at the intersection of the two
mixtures at (2.5,2.5).
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Examples of mixing two skew normal components, in three-dimensions giv-
ing four modes: Unlike the two dimensional examples, we do not have a contour plot
any more. We need to based our decision on the ridgeline elevation.
Example 5.7. (Two components, equal variance, four modes) By considering the mix-
ture of multivariate skew normal densities with D = 3, and K = 2 with the following
parameters:
ξ1 =

0
0
0
, ξ2 =

1
1.559
1.559
, Ω1 =

1 0 0
0 1 0
0 0 1
, Ω2 =

1 0 0
0 1 0
0 0 1
, λ =

−2.2
−6.5
10
 ,
pi1 = pi2 = 0.5.
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Figure 5.7: Plot of the height of the ridgeline function for the mixture density given in
Example 5.7.
As the contour plots are not available to present the number of modes for three-
dimensional data, the plot of the height of the ridgeline function shows the ability to
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present all the modes of the mixture density of Example 5.7 as shown in Figure 5.7 and
the total number of modes is four.
Example 5.8. (Two components, equal variance, four modes) By considering the mix-
ture of multivariate skew normal densities with D = 3, and K = 2 with the following
parameters:
ξ1 =

0
0
0
, ξ2 =

−1
−1.559
−1.559
, Ω1 =

1 0 0
0 1 0
0 0 1
, Ω2 =

1 0 0
0 1 0
0 0 1
, λ =

2.2
6.5
−10
 ,
pi1 = pi2 = 0.5.
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Figure 5.8: Plot of the height of the ridgeline function for the mixture density given in
Example 5.8.
Figure 5.8 shows the plot of the height of the ridgeline function for the mixture
density given in Example 5.8, and the total number of modes is four.
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Explanation of the Figures of Examples 5.7, and 5.8:
As the contour plots are not available to present the number of modes when there are
more than two-dimensions, the height of the ridgeline function shows the ability to
present the modes of the multivariate of skew normal densities for a higher number of
dimensions. The height plots of examples 5.7 and 5.8 show the number of modes for
the mixture of skew normal densities with two components and three dimensions. The
total number of modes for the density mixtures of examples 5.7, and 5.8 is four.
By exploring the mixture of two components of skew normal densities in two and
three dimensions, we found that the ridgeline function and the height of the ridgeline
function have the ability to present the number of modes for the mixture of skew normal
densities in two and three dimensions and with any values for the skewness parameters.
From exploring the modality of the mixture of skew densities with two components in
two and three dimensions and different values of skewness parameters, we observe that,
the maximum number of modes that we have seen is three modes in two dimensions,
and four for three dimensions. These observations led us to ask the following question:
Is the maximum number of modes for two components skew normal mixture in any
dimensions the same as the maximum number for a two component normal mixture in
the same dimensions. This is an open question and we are unaware of any other research
addressing this problem. Our conjecture is that like the normal mixture the maximum
number of modes for a D-dimensional mixture of two skew normal components will be
D + 1.
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5.4 Systematic study of change in modes with change
in skewness parameters
We now provide a systematic study to explore the relationship between the number of
mode and the skewness parameters in a two component skew-normal mixtures.
Example 5.9. (Two components, equal variance) We consider the mixture of multi-
variate skew normal densities with D = 2, and K = 2 with the following parameters:
ξ1 =
0
0
, ξ2 =
1
1
, Ω1 =
1 0
0 1
, Ω2 =
1 0
0 1
, pi1 = pi2 = 0.5.
Table 5.1 summarises the number of modes for changing skewness parameters of
the components, while keeping the means, variances and mixing proportions same. For
these set of parameters we notice that we get one or two modes. When the skewness is
small and or 0 we get only one mode. But we are able to increase the number of modes
to 2 by moving the skewness parameter away from 0 in either of both components.
Table 5.1: Number of modes for the mixture density, given in Example 5.9, for changing
skewness parameters of the two components
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
λ2     λ1 5 4 3 2 1 0 -1 -2 -3 -4 -5
5 2 2 2 2 2 2 2 2 2 2 2
4 2 2 2 2 2 2 2 2 2 2 2
3 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 1 2 2 2 2 2
1 2 2 2 2 1 1 2 2 2 2 2
0 2 2 2 1 1 1 1 1 2 2 2
-1 2 2 2 2 2 1 1 2 2 2 2
-2 2 2 2 2 2 1 2 2 2 2 2
-3 2 2 2 2 2 2 2 2 2 2 2
-4 2 2 2 2 2 2 2 2 2 2 2
-5 2 2 2 2 2 2 2 2 2 2 2
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5.5 Conclusion
In this chapter we explored the modality of the mixture of multivariate skew normal
densities by introducing new tools, namely the ridgeline function and the height of
the ridgeline function; these two tools helped to get the number of the modes for
the mixture of skew normal distribution. We introduced the ridgeline function of the
mixture of multivariate skew normal densities as a curve that passes from the mode
of the first component to the mode of the second component through all the available
modes, where all the information of the components’ mixture, such as the number and
location of modes for the density, critical points, and saddle-points, lie on the curve of
the ridgeline function.
Furthermore, we also explored the number of the modes for the mixture of multi-
variate skew normals by introducing the height of the ridgeline function. The height of
the ridgeline function plot shows all the modes of the density mixture along the ridge-
line curve. The height of the ridgeline function plot also gives the ability to introduce
the number of the modes of the mixture of multivariate skew normal densities for more
than two dimensions, where the contour plots are not available to present the modes
for more than two dimensions.
After we introduced the concepts of the ridgeline function and the height of the
ridgeline function for the mixture of multivariate skew normal densities, we examined
the ridgeline function and the height of the ridgeline function for different examples and
then considered the different values of the skewness parameters. The ridgeline function
and the height of the ridgeline function showed the ability to present all the modes
for the mixture of multivariate skew normal densities with different values of skewness
parameters. Unfortunately, as we do not have a explicit experssion for x∗(α) we cannot
explore the number of modes analytically for the multivariate skew mixture.
By using plots of the ridgeline function and the height of the ridgeline function we
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explore the number of modes for the mixture of multivariate skew normal densities.
We observed that the largest number of modes that we have from mixing two skew
components in two dimensions was three, and the largest number of modes for mixing
two skew components in three dimensions was four. These results raised the following
question in this research area: What is the maximum number of modes that one can
get from mixing two skew normal components in D dimensions? In the next chapter
we will consider the concepts of the ridgeline function and the height of the ridgeline
function to create a framework (R-code) for modelling skewed data, where the concepts
of the ridgeline function and the height of the ridgeline function will help to decide
when it is possible to merge two components together to give one cluster.
Future work in this area will involve the generalization of this concept of the ridgeline
function and the height of the ridgeline function to study the modality of the mixture
of multivariate skew t-distribution.
Chapter 6
Tools for Merging Skew Normal
Mixture Components
One of the primary applications of mixture models is clustering. The general defini-
tion of a cluster is to find homogeneous separated groups in the dataset (Wilks, 2011;
Kaufman and Rousseeuw, 2009). In the previous chapter we introduced the concepts
of the ridgeline function and the ridgeline elevation plot to explore the modes of the
mixture of multivariate skew normal distributions. In this chapter we will use those
tools to create a computational framework, which will then be used to decide when it
is possible to merge components of multivariate skew normal mixture together to form
homogeneous groups based on the number of modes.
NOTE: This chapter is also adapted from: Alruwaili B. and Ray S. Tools for merg-
ing skew-normal mixtures and its application to flow cytometry data analysis Under
preparation (2019).
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6.1 Motivation for developing a tool for merging
components of mixtures
We first present a motivation for developing the tools for merging components resulting
from a mixture fit for the purpose of clustering. In this chapter we will refrain from
providing a detailed discussion on individual methods for performing cluster analysis.
We will only focus on clustering obtained using the mixture of multivariate skew normal
densities. Usually the cluster labels are associated with the different components of the
mixture, but they may not be separate enough to be labelled as separate clusters. In
this chapter we therefore introduce the ridgeline function and the ratio of the ridgeline
as tools to find natural groupings in the data by merging components of the mixture
of multivariate skew normal densities. In the context of normal mixtures the same
technique has been used by Hennig (2010a) based on the ridgeline elevation plots of Ray
and Lindsay (2005). Methods for merging gaussian mixtures have also been proposed
by Li (2005) and Baudry et al. (2010), and a nice summary for merging gaussian
components is available in Hennig (2010b). In particular Baudry et al. (2010) presents
a entropy based method for merging gaussian components and provides a piecewise
linear regression fit to the rescaled entropy plot for automatic selection of the number
of merged components.
We start by illustrating that the ridgeline elevation plot and the ratio of the ridgeline
are useful tools for merging the components of the multivariate skew normal mixture.
We will first introduce a real dataset on flow cytometry analysis that was introduced in
Ray and Pyne (2012). Similar datasets has been previously clustered using mixtures of
skew-normals by Pyne et al. (2009), but it remained unclear whether each component
corresponded to separate clusters. We will use the ridgeline function and the ratio of the
ridgeline on pairs of components to decide when it is possible to merge the components
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of this mixture.
6.2 Description of flow cytometry data
Flow cytometry is one of the most common imaging technique used in medical diag-
nostics and in research labs to identify and diagnose types of cells and their function in
a sample of the cell population. Flow cytometry is usually used to diagnose cancer or
to observe immune response against pathogens. More details on flow cytometry data
and the preprocessing of flow data are given by Pyne et al. (2009), Lo et al. (2009),
Scheuermann et al. (2009), Hahne et al. (2009), and Finak et al. (2010).
More details on the biological background of the flow cytometry data that we will
use are given in Ray and Pyne (2012). Pyne et al. (2009) and Ray and Pyne (2012) have
used the Forward Scatter (FSC) and Side Scatter (SSC) to isolate dead cells from live
cells. Figure 6.1 shows the skewed nature of the of two clusters. Though Ray and Pyne
(2012) used a non-parametric approach, Pyne et al. (2009) argued that a skew-normal
and skew-t mixture might model the clusters accurately. The skewed distribution gives
the density shape more flexibility to include the non-ellipsoidal features and the outlier
cells of the flow cytometry data, but choosing the number of clusters remained a difficult
problem.
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Figure 6.1: Scatter plot of the flow cytometry data.
Figure 6.1 above shows the scatter plot for the flow cytometry data, where the flow
cytometry data demonstrates the skewed clusters very clearly. Even if one transforms
the data we cannot get rid of the skewness in both directions simultaneously for clusters.
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Figure 6.2: Plot of the scaled flow cytometry data.
We will use the mixsmsn R-package to fit a mixture of skew normals to the data.
As the mixsmsn works with scaled data we first scale the original data, which is given
in Figure 6.2. However, the scaling of the original flow cytometry data will not affect
the decision to merge and group the mixture, and the effective number of groups will
remain same. All following plots are given for the scaled measurements.
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6.3 Determining the number of groups based on the
elevation ridgeline plot
First we will fit a four components mixture to the dataset. We chose four as it was widely
used in the literature in particular to capture some of the outlying points. The resulting
cluster based on the fit by mixsmsn is given by the different coloured points in figure
6.3. Our next task will be to check whether we can merge any pairs of components.
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Figure 6.3: Flow cytometric plot with four mixture components of skew normal distri-
bution.
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6.4 Ridgeline analysis
We introduced the ridgeline elevation plot for the mixture of multivariate skew normal
densities as the curve that passes from the mode of the first component to the mode
of the second component. This curve provides important information relating to these
components, such as the critical points (i.e. the maximum and lower points, and the
saddle-point), the location, and the number of modes. The ridgeline function of the
mixture of multivariate skew normal densities is given in the following equation:
x∗(α) =
K∑
k=1
αi∇ log
(
fsn
(
x; ξi,Ωi,λi
))
, αi ∈ SK−1,
where fsn
(
x; ξi,Ωi,λi
)
is the probability density function of the multivariate skew
normal distribution and α is the range of the ridgeline function of the skew normal
mixture. We will use the curve of the ridgeline function to analyse the modality of the
four mixture components used with the mixture of multivariate skew normal densities
for modelling the flow cytometry data. We used our ridge.skew.var function (Al-
ruwaili and Ray, 2019) to perform the analysis and obtain the next set of plots and
tables that will help us decide whether to merge the components or not.
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Figure 6.4: Ridgeline analysis for four mixture components of flow cytometry data.
Table 6.1: Ridgeline connection for four mixture components of flow cytometric data.
Component 1 Component 2 Component 3 Component 4
Component 1 1 0 0 0
Component 2 0 1 0 0
Component 3 0 0 1 1
Component 4 0 0 1 1
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Figure 6.4 shows the ridgeline analysis for the four mixture components. The plots
show that all the ridgeline elevation plots for these pairs of mixture components display
two modes, except in the case of components three and four, where only one mode is
displayed. Table 6.1 also shows the ridgeline connection for the four mixture compo-
nents of the flow cytometry data. Here each mixture of two components displaying one
mode is denoted by 1, and each mixture of two components displaying more than one
mode is denoted by 0.
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Figure 6.5: Modes of the four components along with the ridgeline curve connecting
the merged components.
Figure 6.4 and Table 6.1 enable a clear understanding of which mixture components
should be merged together and which mixture components should not be merged to-
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gether, based on the number of modes for these pairs of mixture components. Figure
6.5 shows the modes of the four mixture components, with the ridgeline connection for
components three and four, when these two components could be merging in one group.
The red star marks the mode of each component.
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Figure 6.6: Plot of the flow cytometry data after merging the relevant components
resulting in three clusters.
Figure 6.6 shows the scatter plot of the flow cytometry data after merging compo-
nents three and four together. By using the result of the ridgeline analysis and the table
of the ridgeline connection, we know which components should be merging together as
one cluster, as shown in Figure 6.5.
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6.5 Ratio of the ridgeline curve
Another approach to group and merge the components of the mixture of multivariate
skew normal densities is the ratio of the ridgeline curve. From the plots of the ridgeline
analysis of the mixture components, we observed that sometimes the mixture of the
two components display two local maxima and one of them is very close to the minima.
The two local maxima gives us the mathematical modes, but are they statistically
significant? It is difficult to answer this question as we do not know the distribution
of the modal heights. So we will implement a threshold based approach to account for
the statistical variability.
Figure 6.7 provides an illustration of the situation where there are two mathematical
modes, but the separation is very shallow.
Figure 6.7: Critical points definining the maxima and minima along the ridgeline ele-
vation plot.
Figure 6.7 shows the ridgeline curve with the critical points on the ridgeline. Here
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(a) denotes the higher of the two local maxima, and (c) denotes the lower of the two
local maxima. The minimum point between the two local maxima is denoted by (b).
To design a new approach of merging the mixture components into a single cluster, we
considered the ratio of the minimum point between the two local maxima and the lower
of the two local maxima and then choose a cut off value to merge these two mixture
components into one cluster. The ratio of the ridgeline can be calculated as follows:
The minimum point between the two local maxima
The lower of the two local maxima
=
b
c
.
Based on a predefined cut off value between 0 and 1 we define the rules for merging
mode as follows:
• if b
c
> (cut off value) then merge the components.
• if b
c
< (cut off value) then do not merge the components.
• if the elevation plot has one mode the ratio is one and hence they are merged.
Table 6.2 shows the ratio for the ridgeline of the some four component fit as in section
6.3.
Table 6.2: The ratio matrix of the ridgeline of four components.
Component 1 Component 2 Component 3 Component 4
Component 1 1.000 0.096 0.353 0.601
Component 2 0.096 1.000 0.917 0.401
Component 3 0.353 0.917 1.000 1.000
Component 4 0.601 0.401 1.000 1.000
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Table 6.3: Merging matrix for four components with a cut off value of 0.7
Component 1 Component 2 Component 3 Component 4
Component 1 1 0 0 0
Component 2 0 1 1 0
Component 3 0 1 1 1
Component 4 0 0 1 1
Table 6.2 shows the ratio of the ridgeline of the mixture components of the flow
cytometry data. Table 6.3 shows the ridgeline connection for the four mixture compo-
nents of the flow cytometry data when using 0.7 as the cut off point. We used 0.7 as an
example,and the user might choose to use a different value between 0 and 1 for specific
applications. Table 6.3 shows that there are two extra mixture components that should
merge in the case of using 0.7 with the results from the ratio of the ridgeline that were
given in Table 6.2.
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Figure 6.8: Modes of the four components along with the ridgeline curve connecting
the merged components using the ratio of the ridgeline criteria.
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Figure 6.9: Scatter plot of the flow cytometry data after merging the components
according to the ratio of the ridgeline.
Figure 6.8 shows the mixture components modes that should be merging in the case
of using the ratio of the ridgeline and the cut off point 0.7. Figure 6.9 shows the scatter
plot of the flow cytometry data after merging components three and four together and
components two and three together in one cluster.
6.6 Simulation data
Now we provide an extensive simulation scheme to evaluate the performance of our
mode merging tools. In each case we will simulate data from a mixture of four skew-
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normal components with varying number of clusters organised by their modes. We will
first use the snsm.mmix function to fit a four component skew-normal and then merge
those components base on our merging tools. We evaluate the performance of our tool
for varying number of samples for 100 simulations under each scenario and sample size.
6.6.1 Four components and three clusters
The first set of parameters incur three modes or clusters as displayed by the contour
plot in figure 6.10.
Example 6.1. (Four components, equal variance two modes) By considering the mix-
ture of multivariate skew normal densities with D = 2, and K = 4 with the following
parameters:
ξ1 =
0
0
, ξ2 =
1
1
, ξ3 =
3
3
, ξ4 =
4
3
, Ω1 =
1 0
0 1
,
Ω2 =
1 0
0 1
, Ω3 =
1 0
0 1
, Ω4 =
1 0
0 1
, λ1 =
−5
5
,
λ2 =
5
5
, λ3 =
1
2
, λ4 =
−1
−2
, pi1 = pi2 = pi3 = pi4 = 0.25.
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Figure 6.10: Contour plot of the four component mixture given in example 6.1 displaying
three clusters.
Table 6.4 and gives the percentage of times the ridgeline analysis concludes one, two,
three or four components. In contrast 6.5 gives the result using the ratio of ridgeline
analysis with a threshold of 0.7. The different rows gives the results for changing number
of samples used in each simulation.
Table 6.4: Clustering the data by using ridgeline analysis.
Number of sample 1 Cluster 2 Clusters 3 Clusters 4 Clusters
400 0 % 4 % 73 % 23 %
800 0 % 3 % 77 % 20 %
2000 0 % 0 % 97 % 3 %
In both cases we can observe that performance of the mode merging algorithm
is getting better (i.e. selecting 3 clusters) with the increase in sample size. We can
also observe that the performance of the ratio method is not as good as the non-ratio
method. The ratio method in general is more conservative erring on the lower number
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Table 6.5: Clustering the data by using ratio of ridgeline.
Number of sample 1 Cluster 2 Clusters 3 Clusters 4 Clusters
400 2 % 42 % 55 % 1 %
800 1 % 51 % 48 % 0 %
2000 0 % 65 % 35 % 0 %
of clusters.
6.6.2 Four components and two clusters
In this example the true number of clusters is two as displayed by the contour plot in
figure 6.11.
Example 6.2. (Four components, equal variance, two clusters) By considering the mix-
ture of multivariate skew normal densities with D = 2, and K = 4 with the following
parameters:
ξ1 =
0
0
, ξ2 =
0.5
0.5
, ξ3 =
3
3
, ξ4 =
4
3
, Ω1 =
2 0
0 2
,
Ω2 =
2 0
0 2
, Ω3 =
2 0
0 2
, Ω4 =
2 0
0 2
, λ1 =
−5
5
,
λ2 =
5
5
, λ3 =
1
2
, λ4 =
−1
−2
, pi1 = pi2 = pi3 = pi4 = 0.25.
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Figure 6.11: Contour plot of the four component mixture given in example 6.2 displaying
two clusters.
Table 6.6 gives the percentage of times the ridgeline analysis concludes one, two,
three or four components. In contrast 6.7 gives the result using the ratio of ridgeline
analysis with a threshold of 0.7. The different rows gives the results for changing number
of samples used in each simulation.
Table 6.6: Clustering the data by using ridgeline analysis.
Number of sample 1 Cluster 2 Clusters 3 Clusters 4 Clusters
400 1 % 32 % 47 % 20 %
800 1 % 52 % 37 % 10 %
2000 1 % 82 % 16 % 1 %
Again, in both cases we can observe that performance of the mode merging algorithm
is getting better (i.e. selecting 2 clusters) with the increase in sample size. But here
We can observe that the performance of the ratio method is better than the non-ratio
method. Again we see that the ratio method in general is more conservative which
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Table 6.7: Clustering the data by using ratio of ridgeline.
Number of sample 1 Cluster 2 Clusters 3 Clusters 4 Clusters
400 20 % 67 % 12 % 1 %
800 21 % 75 % 4 % 0 %
2000 12 % 88 % 0 % 0 %
might be the reason it is selecting two components more often than less.
6.7 Conclusion
The main contribution in this chapter was to describe the creation of computational
(R-code) that can help merge homogeneous skew normal mixture components into one
group. We introduced two tools to merge the mixture components together in one
cluster. The first tool for merging the mixture components was the ridgeline function,
where the ridgeline function is introduced as curve passes from the mode of the first
component to the mode of the second component where this curve provides all the
important information about these two mixture components, such as other available
modes, and critical points. We used the ridgeline function as a tool to merge the
homogeneous mixture components in one cluster based on the number of modes for
these mixture components. For example, we merged two mixture components together
in one cluster if these two mixture components were just displaying one mode.
The second tool for merging the mixture components of the multivariate skew normal
densities was the ridgeline ratio. By exploring the number of modes for all the pairs of
the components of the skew normal mixture by using the ridgeline curve, we observed
that some of the mixture components displaying two local maxima and one of these
local maxima was higher than the other, and that gave us the chance to merge these
mixture components together in one cluster. In other words, we considered the ratio
of the minimum point between the two local maxima and the lower of the two local
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maxima to merge the mixture components together in one cluster.
In this chapter we used a real dataset (flow cytometry data ) as an example to
illustrate the usefulness of using the ridgeline function and the ratio of the ridgeline to
merge the mixture components of the multivariate skew normal distribution. The func-
tions for merging the homogeneous skew normal mixture components will be available
in the future as an R-package to make it suitable for the other researchers to use.
Chapter 7
Conclusion and Future Work
This chapter summarises the outcome of my dissertation research and suggests a range
of unresolved questions that can be solved by extending the current research work.
This research focused on studying and exploring the mode (modality) of densities. To
date, methodological development on studying the modality of multivariate mixtures
has been primarily focused on normal mixtures. But in this era of cheap computation,
models beyond normal mixtures are widely used to fit and cluster real datasets if they
are deemed to provide a better explanation of the generating process. This dissertation
provides the first research work that provides a thorough methodological study of the
modal properties of mixture of multivariate t-densities, the univariate of skew normal
distribution, multivariate skew normal distribution, and the mixture of multivariate
skew normal densities.
In this dissertation we also introduced tools that can be readily used for merging
mixture components, based on the number of modes of these mixture components. The
new methodological results and the computational tools were detailed in four separate
chapters in the dissertation, as summarised below:
Chapter Three: Summary of its content and suggestions for future work.
In Chapter 3 we explored the modality of the mixture of multivariate t-densities to find
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the upper-bound of the number of modes for the mixture of multivariate t-densities. We
explored the upper bound for the number of modes for the mixture of multivariate t-
densities in two ways, namely, graphically and analytically. Graphically, we investigated
the number of modes for a two component mixture of multivariate t-densities in two
and three dimensions. We introduced some examples to show the possible effect of
varying degree of freedom on the number of modes of the mixture components. By
using different degrees of freedom for the fixed parameters of the two t-component
mixture, we found that the degrees of freedom do indeed affect the number of modes.
The maximum number of modes we achieved for the mixture of two t-components in
two dimensions was three, and in three dimensions it was four modes. By exploring
the effect of the degree of freedom on the number of modes of the mixture of two t-
distribution and three dimensions, we noted that the total number of modes that could
be derived from using the same degrees of freedom for both of the mixture components
was two or four modes. We also observed that this was different in the case of using
different degrees of freedom for each component. The total number of modes that
could be achieved from using different degrees of freedom was two, three, and four. By
exploring the number of modes for the mixture of two t-components graphically, we
were unable to get more than D + 1 modes for two or three dimensions.
Analytically, by exploring the equation of the curvature function k(α) of the mix-
ture of multivariate t-densities, we found that it was difficult to exploit the curvature
function to comment on the number of modes. The current results from exploring the
equation of the curvature function k(α) of the mixture of multivariate t-densities sup-
port our argument that the upper bound of the number of modes for the mixture of
multivariate t-densities is the same as the upper bound of the number of modes for
the mixture of multivariate normal densities. By solving f(s) = 1, the upper bound
of the number of modes for the mixture of multivariate t-densities will then be exactly
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the same as the upper bound of the number of modes for the mixture of multivariate
normal distribution. This interesting conjecture will be considered in more detail in
our future research work. Beyond the conjecture on the upper bound, the results from
this dissertation can be readily used for a wide range of statistical purposes, such as:
• Understanding the number of modes for the mixture of multivariate t-densities
helps to make a decision about when it is possible to merge the components of
the mixture of the multivariate t-densities.
• The results from exploring the number of modes for the mixture of multivariate
t-densities provide a clear understanding of the effect of the degrees of freedom on
the number of modes for the mixture of multivariate t-densities, and this might
be of help in exploring the number of the modes for the mixture of multivariate
skewed t-densities.
Chapter Four: Summary of its content and suggestions for future work.
In Chapter 4 we studied and explored the modality of the univariate skew normal dis-
tribution and the modality of the multivariate skew normal distribution. For univariate
skew normal distributions we provided an implicit equation to calculate the modes of
the univariate skew normal distributions along with an R-package to numerically find
the mode.
By studying the relationship between the mean and the mode of the skewness pa-
rameters, we found that the absolute value of the mode never exceeds the mean of the
univariate of skew normal distribution, and this helped us to find the search range for
the numerical optimization of the mode.
By exploring the mode of the skew normal distribution, we found that the mode
of a standard skew normal is very stable and converges to zero for large λ. In fact
it can be shown that the maximum deviation of the mode is 0.53 and this occurs for
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λ = 1.55. We arrived at similar results for multivariate skew mixtures and provided
the corresponding function in the R-package.
Open problems in this area include
• Finding the value of the maximum divergence for the mode for multivariate skew
normal distributions.
• Studying the relationship between the mean and the mode of the multivariate
skew normal distribution.
• Generalizing the concepts for finding the mode of the skew normal distribution
to explore the modality of univariate and multivariate skew t-distributions.
• Studying the relationship between the mean and the mode of the univariate and
multivariate skew t-distribution.
Chapter Five: Summary of its content and suggestions for future work.
In Chapter 5 we explored the modality of a multivariate skew normal mixture. We
introduced the ridgeline function and the height of the ridgeline function as useful tools
to explore the modes of the mixture of multivariate skew normal densities. We also
introduced the ridgeline function of the mixture of multivariate skew normal densities
as a curve that passes from the mode of the first component to the mode of the second
component through all the available modes, where all the information of the compo-
nents’ mixture, such as the number and location of modes for the density, critical points,
and saddle-points, lie on the curve of the ridgeline function. The height of the ridgeline
function was introduced as the height of the ridgeline function along the x∗(α) curve.
The height of the ridgeline function allows the number of the modes of the mixture of
multivariate skew normal densities to be introduced, where the contour plots are not
available to present the modes for more than two dimensions. The ridgeline function
and the height of the ridgeline function enable all the number of modes to be presented
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for the mixture of multivariate skew normal densities for different values of skewness pa-
rameters. The concept of the ridgeline function and the height of the ridgeline function
of the mixture of multivariate skew normal densities can be uses as tools to decide when
it is possible to merge two mixture skew normal components together in one cluster.
Future work in this area will involve the generalization of the concept of using the
ridgeline function and the height of the ridgeline function to study the modality of the
mixture of multivariate skew t-densities. From our exploration of the modality of the
mixture of multivariate skew normal densities, we observed that the total number of
modes that we got from mixing two skew normal components in two dimensions was
three and the total number of modes for mixing two skew normal components in three
dimensions was four. These results raised the following question in this research area:
What is the upper bound for the number of modes that one can get from mixing two
skew normal components in any number of dimensions?
Chapter Six: Summary of its content and suggestions for future work
In Chapter 6 we used the concepts of the ridgeline function and the height of the
ridgeline function to create a framework (R-code) that can be used to decide when to
merge the pairs of the mixture components of multivariate skew normal densities into
one group. We introduced two tools to decide when to merge the pairs of the mixture
components of multivariate skew normal densities together in one cluster. The first
tool for merging the mixture components of multivariate skew normal densities was the
ridgeline function; the ridgeline function was introduced as the curve that passes from
the mode of the first component to the mode of the second component, where this curve
provides all the important information about these two mixture components, such as
other available modes and critical points. We used the ridgeline function as a tool to
merge the homogeneous mixture components into one cluster, based on the number
of modes for these mixture components. For example, the two mixture components
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of multivariate skew normal distribution can be merged into one cluster if these two
mixture components just display one mode. The second tool for deciding when to
merging pairs of the mixture components of the multivariate skew normal densities into
one cluster was the ridgeline ratio. We then considered the ratio of the minimum point
between the two local maxima and the lower of the two local maxima to merge the
mixture components together into one cluster.
In Chapter 6 we also used a real dataset (flow cytometric data) as an example to
illustrate the usefulness of using the ridgeline function and the ratio of the ridgeline
to merge the mixture components of the multivariate skew normal densities. This
framework (R-code) for merging the mixture components of multivariate skew normal
densities components will be available in the future as an R-package, which will make
it suitable for other researchers to use.
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