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DISCRETE SPECTRA OF CONVOLUTIONS ON DISKS USING STURM-LIOUVILLE
THEORY
ARASH GHAANI FARASHAHI∗ AND GREGORY S. CHIRIKJIAN
Abstract. This paper presents a systematic study for analytic aspects of discrete spectra methods for convo-
lution of functions supported on disks, according to the Sturm-Liouville theory. We then investigate different
aspects of the presented theory in the cases of zero-value boundary condition and derivative boundary condition.
1. Introduction
The theory of convolution operators is placed at the core of many directions of matheatmical analysis
such as abstract harmonic analysis, representation theory, functional analysis, and operator theory, see [11,
13, 14, 15, 18, 19, 22] and references therein. Over the last decades, some aspects of convolution operators
have achieved significant popularity in modern mathematical analysis and constructive approxiamtion areas
including Gabor and wavelet analysis [6, 7, 8, 9, 10] and recent applications in computational science and
engineering [2, 3, 5, 12, 20, 21].
Harmonic analysis of functions in L2(Rd) and L1(Rd) has been extensively developed over the past two
centuries. The Fourier transforms of functions in these spaces have a continuous spectrum. This leads to
two well-known problems. First, a function cannot have compact support in both the real space and in
Fourier space. Second, despite the exactness of the theory, when it comes to computations, the spectrum
must be discretized in some way. These problems are significant because in many applications in engineering,
convolutions and correlations of functions on Euclidean spaces are required. This includes template matching
in image processing for pattern recognition, and protein docking [17, 23, 24], and characterizing how error
probabilities propagate [4]. Most recently convolutional neural networks (CNNs) in the area of “deep learning”
use convolution for image recognition problems.
In some applications, the goal is not to recover the values of convolved functions, but rather their support,
which is the Minkowski sum of the supports of the two non-negative functions being convolved [16]. In many
applications the functions of interest take non-negative values, and as such can be normalized and treated as
probability density functions (pdfs). In this context, convolution of pdfs has the significance that it produces
the pdf of the sum of the two random varaiables described by the original pdfs.
Usually two approaches to circumvent the continuous spectrum are taken to assist in computing convolutions
of pdfs on Euclidean space. First, if the functions are compactly supported, then their supports are enclosed
in a solid cube with dimensions at least twice the size of the support of the functions, and periodic versions
of the functions are constructed. In this way, convolution of these periodic functions on the d-torus can
be used to replace convolution on d-dimensional Euclidean space. The benefit of this is that the spectrum
is discretized and Fast Fourier Transform (FFT) methods can be used to compute the convolutions. This
approach is computationally attractive, but in this periodization procedure the natural invariance of integration
on Euclidean space under rotation transformations is lost when moving to the torus. This can be a significant
issue in rotation matching problems.
A second approach is to take the original compactly supported functions and replace them with functions on
Euclidean space that have rapidly decaying tails, but for which convolutions can be computed in closed form.
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For example, replacing each of the given functions with a sum of Gaussian distributions allows the convolution
of the given functions to be computed as a sum of convolution of Gaussians, which have simple closed-form
expressions as Gaussians. The problem with this approach is that the resulting functions are not compactly
supported. Moreover, if N Gaussians are used to describe each input function, then N2 Gaussians result after
the convolution.
An altogether different approach is explored here. Rather than periodizing the given functions, or extending
their support to the whole of Euclidean space, we consider functions that are supported on disks in the plane
(and by natural extension, to balls in higher dimensional Euclidean spaces). The basic idea is that in polar
coordinates each function is expanded in an orthonormal basis consisting of Bessel functions in the radial
direction and Fourier basis in the angular direction. These basis elements are orthonormal on the unit disk.
Each input function to the convolution procedure is scaled to have support on the disk of radius of one half
and zero-padded on the unit disk. The result of the convolution (or correlation) then is a function which is
supported on the unit disk. Since the convolution integral for compactly supported functions can be restricted
from all of Euclidean space to the support of the functions, it is only this integral over the support which
is performed when using Fourier-Bessel expansions. Hence, the behavior of these functions outside of disks
becomes irrelevant to the final result. Moreover, since these expansions are defined in polar coordinates, they
behave naturally under rotations, and result in easily characterization of rotation invariants. We work out
how the Fourier-Bessel coefficients of the original functions appear in the convolution.
This article contains 5 sections. Section 2 is devoted to establishing notation and gives a brief summary of
convolution of functions on R2, and polar Fourier analysis associated to Sturm-Liouville theory. In Section 3,
we study zero-padded convolutions on disks. Next we present analytic aspects of the general theory of Fourier-
Bessel series, that is the discrete spectra associated to zero-valued boundary condition in Sturm-Liouville
theory, for functions defined on disks. We then employ this theory for convolutions on disks. Section 5 is
dedicated to study discrete spectra associated to derivative boundary condition in Sturm-Liouville theory for
functions supported on disks. We then apply this method convolutions on disks as well.
2. Preliminaries and Notations
Throughout this section we shall present preliminaries and the notation.
2.1. General Notations. For a > 0, let Bda := {x ∈ Rd : ‖x‖2 ≤ a}. We then put Bd := Bd1, that is the unit
ball in Rd.
Let fj ∈ L1(Rd) with j ∈ {1, 2} and supp(fj) ⊆ Bda/2. Then, we have
supp(f1 ∗ f2) ⊆ supp(f1) + supp(f2) ⊆ Ba/2 + Ba/2 ⊆ Bda,
where + denotes the Minkowski sum, and for x ∈ Rd, we have
(2.1) (f1 ∗ f2)(x) :=
∫
Rd
f1(y)f2(x− y)dy.
It should be mentioned that, each function f ∈ L1(Rd), satisfies the following integral decomposition;
(2.2)
∫
Rd
f(x)dx =
∫
Sd−1
∫ ∞
0
f(ru)rd−1drdu.
Also, if f ∈ L1(Rd) is supported in Bda, we then have∫
Rd
f(x)dx =
∫
Sd−1
∫ a
0
f(ru)rd−1drdu.
The Fourier transform of of the function f ∈ L1(Rd) is given by
(2.3) f̂(ω) =
∫
Rd
f(x)e−iω·xdx,
for all ω ∈ Rd = R̂d.
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We then have the following reconstruction formula
(2.4) f(x) = (2π)−d
∫
Rd
f̂(ω)eiω·xdω,
for x ∈ Rd.
2.2. Polar Fourier Analysis for the Case When d = 2. For s taking continuous non-negative values and
integer m ∈ Z, the basis functions (polar harmonics) are given by
(2.5) Φms (ru) = Φ
m
s (r, θ) =
√
sJm(sr) · Ym(θ),
where Ym(θ) := 1√2π exp(imθ) and Jm(x) is an mth order Bessel function of the first kind.
Then, any 2D function f(r, θ) defined on the whole space (i.e. 0 ≤ θ ≤ 2π and 0 ≤ r <∞) can be expanded
with respect to Φms as defined in (2.5) via
(2.6) f(r, θ) =
∫ ∞
0
(
+∞∑
m=−∞
cs,m(f)Φ
m
s (r, θ)
)
sds,
where
(2.7) cs,m(f) :=
∫ ∞
0
∫ 2π
0
f(r, θ)Φms (r, θ)rdrdθ.
The expansion (2.6) is mainly of theoretical interest, since there is an integral in the reconstruction formula.
But in experiment, one should use expansions valid/defined on finite regions, in order to make the integral
in the reconstruction formula (2.6) as a structured discrete sum. In this direction, we need to redefine basis
functions.
Let a > 0 and α, β ∈ R. We then have
(2.8)
∫ a
0
Jm(αr)Jm(βr)rdr =
βJm(αa)J
′
m(βa)− αJm(βa)J ′m(αa)
a−1(α2 − β2) .
The eigenvalue problem can be written as
(2.9) ∇2rΨ(r, θ) +
1
r2
∇2θΨ(r, θ) + ρ2Ψ(r, θ) = 0,
which is the Helmholtz differential equation in polar coordinates, with ρ ≥ 0, where
(2.10) ∇2r :=
1
r
∂
∂r
(
r
∂r
r
)
, ∇2θ :=
∂2
∂θ2
.
Substituting the separation of variable form Ψ(r, θ) = v(r)u(θ) into (2.9), we get
(2.11) ∇2θu+m2u = 0,
and
(2.12) ∇2rv +
(
ρ2 − m
2
r2
)
v = 0.
Using appropriate boundary conditions according to the Sturm-Liouville theory, a set of ρ values can be
determined that makes Jm(ρr) again mutually orthogonal. In this direction, (2.12), can be rewritten as
(2.13) − (rv′)′ + m
2
r
v = ρ2rv.
Therefore, with
P (r) := r, Q(r) := −m
2
r
, w(r) := r, λ := ρ2,
the equation (2.13) takes the following S-L form
(2.14) (P (r)v′)′ +Q(r)v = −λw(r)v,
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with r ∈ [0, a]. Then, Equation (2.14), with respect to the following boundary conditions forms a singular S-L
system;
(2.15) v(0) cosψ − p(0)v′(0) sinψ = 0,
and
(2.16) v(a) cos φ− p(a)v′(a) sin φ = 0,
with ψ, φ ∈ [0, π).
Invoking Sturm-Liouville theory, for such S-L problems [1, 25], we have
(1) The eigenvalues λ1, λ2, λ3, · · · of this S-L problem are nonnegative real and can be ordered such that
λ1 < λ2 < λ3 < · · · < λn < · · ·
with limn→∞ λn =∞.
(2) Corresponding to each eigenvalue λn is a unique (up to a normalization constant) eigenfunction yn
which has exactly n − 1 zeros in (0, a). The eigenfunction yn is called the n-th fundamental solution
satisfying the Sturm-Liouville problem.
(3) The normalized eigenfunctions form an orthonormal basis with respect to the weight function w(r) := r,
that is
(2.17)
∫ a
0
yn(r)yn′(r)rdr = δnn′ ,
in the Hilbert function space L2([0, a], w(r)dr), where δnn′ is the Kronecker delta.
With ψ := π/2, the equation (2.15), has no effect on the selection of ρ. Thus, the only effective boundary
condition is (2.16). Substituting v(r) := Jm(ρr) into (2.18), we get
Jm(ρr) cosφ− ρaJ ′m(ρr) sinφ = 0,
with x := ρr, we have
Jm(x) cosφ− xJ ′m(x) sinφ = 0.
Let a > 0, and m ∈ Z. Suppose {zmn : n ∈ N} is the set of all nonnegative zeros of
(2.18) Jm(x) cosφ− xJ ′m(x) sinφ = 0,
such that zm1 < zm2 < · · · < zmn < · · · , i.e.
Jm(zmn) cos φ− zmnJ ′m(zmn) sin φ = 0,
for all n ∈ N. For n ∈ N, let ρnm be given by ρnm := a−1zmn. We then have
Jm(ρnma) cosφ− aρnmJ ′m(aρnm) sinφ = 0,
for all n ∈ N.
In this case, the n-th eigenvalue is then λn := ρ
2
nm and the n-th eigenfunction is Jm(ρnmr). Invoking
Sturm-Liouville theory, the orthogonality of the eigenfunctions can be written as
(2.19)
∫ a
0
Jm(ρnmr)Jm(ρn′mr)rdr = N
(m)
n (a)δnn′ ,
for all n, n′ ∈ N, where
(2.20) N (m)n (a) =
a2
2
(
J ′m(zmn)
2 +
(
1− m
2
z2mn
)
Jm(zmn)
2
)
.
We then have
N (m)n (a) = a
2D(m)n ,
with
D(m)n := N
(m)
n (1) =
1
2
(
J ′m(zmn)
2 +
(
1− m
2
z2mn
)
Jm(zmn)
2
)
.
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The generalized (redefined) basis functions (polar harmonics) are given by
(2.21) Ψanm(ruθ) = Ψ
a
nm(r, θ) := J anm(r)Ym(θ),
where Ym(θ) := 1√2π exp(imθ) and the generalized Bessel (normalized radial) function J anm(r) is given by
(2.22) J anm(r) :=
1√
N
(m)
n (a)
Jm(ρnmr) =
1√
N
(m)
n (a)
Jm(a
−1zmnr),
Hence, we get
(2.23)
∫ a
0
J anm(r)J an′m(r)rdr = δnn′ .
Therefore, for each m ∈ Z, the set Bam := {J anm : n ∈ N} forms an orthonormal basis on the interval [0, a].
Hence, any function v : [0, a]→ R with v ∈ L2([0, a], rdr), which equivalently means∫ a
0
|v(r)|2rdr <∞,
satisfies the following constructive expansion
(2.24) v(r) =
∞∑
n=1
(∫ a
0
v(s)J anm(s)sds
)
J anm(r).
We then conclude that
(2.25)
∫ a
0
∫ 2π
0
Ψanm(r, θ)Ψ
a
n′m′(r, θ)rdrdθ = δnn′δmm′ .
Consequently, any restricted 2D square-integrable function ξ(r, θ) defined on the disk B2a, that is ξ ∈ L2(B2a),
can be expanded with respect to Ψanm as defined in (2.21) via
(2.26) ξ(r, θ) =
∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm(r, θ),
where
(2.27) Can,m(ξ) :=
∫ a
0
∫ 2π
0
ξ(r, θ)Ψanm(r, θ)rdrdθ.
2.2.1. Zero-Value Boundary Condition. If sinφ = 0, then (2.18) reduces to
Jm(x) = 0.
Thus, zmn should be the positive zeros of Jm(x). We then have
N (m)n (a) =
a2
2
J ′m(zmn)
2 =
a2
2
J2m+1(zmn) = a
2D(m)n ,
with
D(m)n :=
J ′m(zmn)2
2
=
J2m+1(zmn)
2
.
In this case, the right hand side of (2.24) is called as m-th order Fourier-Bessel series of v.
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2.2.2. Derivative Boundary Condition. If cosφ = 0, then (2.18) reduces to
(2.28) J ′m(x) = 0.
Thus, zmn should be the zeros of J
′
m(x) = 0. In this case, x = 0 is one solution to J
′
0(x) = 0. Invoking
Sturm-Liouville theory, x = 0 should be considered as z01. We then have
(2.29) N (m)n (a) = a
2D(m)n =
a2
2
(
1− m
2
z2mn
)
J2m(zmn),
with
(2.30) N
(0)
1 (a) =
a2
2
.
In this case, we have
(2.31) D(m)n = N
(m)
n (1) =
1
2
(
1− m
2
z2mn
)
Jm(zmn)
2.
3. Zero-Padded Convolutions on Disks
In this section, we study basic analytic aspects of zero-padded convolutions on disks.
Let a > 0 and Ca := B
2
a be the disk of radius a in R
2. Let ξ : Ca → C be a function. Then, there exist
a canonical extension of ξ from Ca to R
2, mostly denoted by E(ξ) : R2 → C such that E(ξ)(x) = ξ(x) for
all x ∈ Ca, and E(ξ)(x) = 0 for all x 6∈ Ca. If ξ ∈ Lp(Ca) we then have E(ξ) ∈ Lp(R2), for all p ≥ 1. In
particular, if ξ is continuous we then have E(ξ) ∈ Lp(R2), for all p ≥ 1.
Let a > 0 and b := a/2. Let ξj : Cb → C with j ∈ {1, 2} be L1-functions on Cb. We then define the canonical
Cb-windowed convolution of ξ1 with ξ2, denoted by ξ1 ⊛ ξ2 : R
2 → C, by
ξ1 ⊛ ξ2 := E(ξ1) ∗E(ξ2),
where E(ξj) is the canonical extension of ξj from Ca to R
2 by zero-padding. That is
(3.1) (ξ1 ⊛ ξ2)(x) := (E(ξ1) ∗ E(ξ2))(x) =
∫
R2
E(ξ1)(y)E(ξ2)(x− y)dy,
for all x ∈ R2.
Since each E(ξj) is supported in Cb, we deduce that E(ξ1) ∗E(ξ2) is supported in Cb+Cb = Ca. Hence, we
get
(ξ1 ⊛ ξ2)(x) =
∫
Cb
E(ξ1)(y)E(ξ2)(x− y)dy =
∫
Cb
ξ1(y)E(ξ2)(x− y)dy,
for all x ∈ Ca.
In polar form, we get
(ξ1 ⊛ ξ2)(x) =
∫
S1
∫ b
0
ξ1(ru)E(ξ2)(x− ru)rdrdu,
for all x ∈ Ca.
Let fj : R
2 → C with j ∈ {1, 2} be L1-functions on Cb, which means that ξj := R(fj) that is restriction of
each fj to Cb, belongs to the L
1-function space on Cb. We then define the canonical Cb-windowed convolution
of f1 with f2, denoted by f1 ⊛ f2 : R
2 → C, by
(3.2) f1 ⊛ f2 := ξ1 ⊛ ξ2 = E(ξ1) ∗E(ξ2),
where ξj := R(fj) is the restriction of fj to the subset Cb and E(ξj) is the canonical extension of ξj to R
2 by
zero-padding. That is
(3.3) (f1 ⊛ f2)(x) =
∫
Cb
f1(y)E(ξ2)(x− y)dy,
for all x ∈ Ca.
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In polar form, we get
(f1 ⊛ f2)(x) =
∫
S1
∫ b
0
f1(ru)E(ξ2)(x− ru)rdrdu,
for all x ∈ Ca.
The following result presents basic properties of zero-padded functions on disks.
Theorem 3.1. Let a > 0 and b := a/2.
(1) Suppose f1 ∈ L1(R2) and f2 ∈ L1(R2) be functions. We then have f1 ⊛ f2 ∈ L1(R2) with
‖f1 ⊛ f2‖L1(R1) ≤ ‖f1‖L1(R2)‖f2‖L1(R2).
(2) Suppose f1 ∈ L1(R2) and f2 ∈ L2(R2) be functions. We then have f1 ⊛ f2 ∈ L1(R2) with
‖f1 ⊛ f2‖L1(R1) ≤ b
√
π‖f1‖L1(R2)‖f2‖L2(R2).
(3) Suppose f1 ∈ L2(R2) and f2 ∈ L2(R2) be functions. We then have f1 ⊛ f2 ∈ L1(R2) with
‖f1 ⊛ f2‖L1(R1) ≤ πb2‖f1‖L2(R2)‖f2‖L2(R2).
Proof. Let a > 0 and b := a/2. Let p, q ∈ {1, 2}. Suppose f1 ∈ Lp(R2) and f2 ∈ Lq(R2) be functions. Let
ξj := R(fj) be the restriction of fj to the disk B
2
b and E(ξj) be the extension of ξj to R
2 by zero-padding.
Invoking the assumptions f1 ∈ Lp(R2) and f2 ∈ Lq(B2b), we get ξ1 ∈ Lp(B2b) and ξ2 ∈ Lq(R2) with
‖ξ1‖Lp(B2
b
) ≤ ‖f1‖Lp(R2),
and
‖ξ2‖Lq(B2
b
) ≤ ‖f2‖Lq(R2).
(1) Let p = q = 1. We then have E(ξj) ∈ L1(R2) with
‖E(ξj)‖L1(R2) = ‖ξj‖L1(B2
b
).
Hence, we get
‖f1 ⊛ f2‖L1(R1) = ‖E(ξ1) ∗E(ξ2)‖L1(R1)
≤ ‖E(ξ1)‖L1(R1)‖E(ξ2)‖L1(R1)
= ‖ξ1‖L1(B2
b
)‖ξ2‖L1(B2
b
) ≤ ‖f1‖L1(R2)‖f2‖L1(R2).
(2) Let p = 1 and q = 2. Since B2b is compact and hence of finite Lebesgue measure, we have L
2(B2b) ⊆ L1(B2b).
Thus, we get ξ2 ∈ L1(B2b), with
(3.4) ‖ξ2‖L1(B2
b
) ≤ b
√
π‖ξ2‖L2(B2
b
) ≤ b
√
π‖f2‖L2(R2),
Therefore, we have E(ξj) ∈ L1(R2) with
‖E(ξj)‖L1(R2) = ‖ξj‖L1(B2
b
).
Hence, using Equation (3.4), we can write
‖f1 ⊛ f2‖L1(R1) = ‖E(ξ1) ∗E(ξ2)‖L1(R1)
≤ ‖E(ξ1)‖L1(R1)‖E(ξ2)‖L1(R1)
= ‖ξ1‖L1(B2
b
)‖ξ2‖L1(B2
b
) ≤ b
√
π‖f1‖L1(R2)‖f2‖L2(R2).
(3) Let p = q = 2. Since L2(B2b) ⊆ L1(B2b), we get ξj ∈ L1(B2b), with
(3.5) ‖ξ1‖L1(B2
b
) ≤ b
√
π‖ξ1‖L2(B2
b
) ≤ b
√
π‖f1‖L2(R2),
and
(3.6) ‖ξ2‖L1(B2
b
) ≤ b
√
π‖ξ2‖L2(B2
b
) ≤ b
√
π‖f2‖L2(R2).
8 A. GHAANI FARASHAHI AND G.S. CHIRIKJIAN
Therefore, we have E(ξj) ∈ L1(R2) with
‖E(ξj)‖L1(R2) = ‖ξj‖L1(B2
b
).
Hence, using Equations (3.5) and (3.6), we can write
‖f1 ⊛ f2‖L1(R1) = ‖E(ξ1) ∗ E(ξ2)‖L1(R1)
≤ ‖E(ξ1)‖L1(R1)‖E(ξ2)‖L1(R1)
= ‖ξ1‖L1(B2
b
)‖ξ2‖L1(B2
b
) ≤ b2π‖f1‖L2(R2)‖f2‖L2(R2).

Corollary 3.2. Let p, q ∈ {1, 2}. Suppose fj : R2 → C with j ∈ {1, 2} be continuous functions supported in
B2b . We then have f1 ⊛ f2 = f1 ∗ f2 and hence f1 ⊛ f2 ∈ L1(R2) with
‖f1 ⊛ f2‖L1(R1) ≤ ‖f1‖Lp(R2)‖f2‖Lq(R2).
In particular, f1 ⊛ f2 is continuous and supported in B
2
a.
Theorem 3.3. Let a > 0 and b := a/2. Suppose ξj ∈ L2(B2b) with j ∈ {1, 2} be functions. Then, ξ1 ⊛ ξ2 is
square integrable on B2a with
‖ξ1 ⊛ ξ2‖L2(R2) ≤ b
√
π‖ξ1‖L2(B2
b
)‖ξ2‖L2(B2
b
).
In particular, if R(ξ1 ⊛ ξ2) is the restriction of ξ1 ⊛ ξ2 into B
2
a, we then have
‖R(ξ1 ⊛ ξ2)‖L2(B2a) ≤ b
√
π‖ξ1‖L2(B2
b
)‖ξ2‖L2(B2
b
).
Proof. Let a > 0 and b := a/2. Suppose ξj ∈ L2(B2b) with j ∈ {1, 2} be functions. Since Cb is compact, we
have
|ξ1 ⊛ ξ2(x)|2 =
∣∣∣∣∫
Cb
ξ1(y)E(ξ2)(x− y)dy
∣∣∣∣2
≤
(∫
Cb
|ξ1(y)||E(ξ2)(x− y)|dy
)2
≤ πb2
(∫
Cb
|ξ1(y)|2|E(ξ2)(x − y)|2dy
)
,
for all x ∈ R2. We then have
‖ξ1 ⊛ ξ2‖2L2(R2) =
∫
R2
|ξ1 ⊛ ξ2(x)|2dx
≤ πb2
∫
R2
(∫
Cb
|ξ1(y)|2|E(ξ2)(x− y)|2dy
)
dx
= πb2
∫
Cb
∫
R2
|ξ1(y)|2|E(ξ2)(x− y)|2dxdy
= πb2
(∫
Cb
|ξ1(y)|2
(∫
R2
|E(ξ2)(x− y)|2dx
)
dy
)
= πb2
(∫
Cb
|ξ1(y)|2dy
)(∫
R2
|E(ξ2)(x)|2dx
)
= πb2
(∫
Cb
|ξ1(y)|2dy
)(∫
Cb
|ξ2(x)|2dx
)
= πb2‖ξ1‖2L2(B2
b
)‖ξ2‖2L2(B2
b
).
Let R(ξ1 ⊛ ξ2) be the restriction of ξ1 ⊛ ξ2 into B
2
a. Since ξ ⊛ ξ2 is supported in B
2
a, we have
‖R(ξ1 ⊛ ξ2)‖2L2(B2a) = ‖ξ1 ⊛ ξ2‖
2
L2(R2) ≤ πb2‖ξ1‖2L2(B2
b
)‖ξ2‖2L2(B2
b
).

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Corollary 3.4. Let a > 0 and b := a/2. Suppose ξj : B
2
b → C with j ∈ {1, 2} be continuous functions. Then,
ξ1 ⊛ ξ2 is square integrable on B
2
a with
‖ξ1 ⊛ ξ2‖L2(R2) ≤ b
√
π‖ξ1‖L2(B2
b
)‖ξ2‖L2(B2
b
).
Proposition 3.5. Let a > 0 and b := a/2. Let fj : R
2 → C with j ∈ {1, 2} be functions square integrable on
B2b . Then f1 ⊛ f2 is square integrable on B
2
a and we have
‖R(f1 ⊛ f2)‖L2(B2a) ≤ b
√
π‖R(f1)‖L2(B2
b
)‖R(f2)‖L2(B2
b
).
In particular, if fj ∈ L2(R2) with j ∈ {1, 2}, we have
‖f1 ⊛ f2‖L2(R2) ≤ b
√
π‖f1‖L2(R2)‖f2‖L2(R2).
Corollary 3.6. Let a > 0 and b := a/2. Let fj : R
2 → C with j ∈ {1, 2} be continuous functions. Then
f1 ⊛ f2 is square integrable on B
2
a and we have
‖R(f1 ⊛ f2)‖L2(B2a) ≤ b
√
π‖R(f1)‖L2(B2
b
)‖R(f2)‖L2(B2
b
).
In particular, if fj with j ∈ {1, 2} are compactly supported in B2b , we have
‖f1 ⊛ f2‖L2(R2) ≤ b
√
π‖f1‖L2(R2)‖f2‖L2(R2).
4. Discrete Spectra on Disks using Zero-Value Boundary Condition
Throughout this section, for each m ∈ Z and n ∈ N, we assume that ρnm are selected with respect to the
zero-value boundary condition, according to the Sturm-Liouville theory, see Subsection 2.2.1.
Next we shall present a unified method for computing the coefficients of convolution functions, if the basis
functions are given by (2.21) with respect to zero-valued boundary condition.
First, we need some preliminaries results.
Proposition 4.1. Let a > 0, 0 < r, s ≤ a, and 0 < α, θ ≤ 2π. We then have
(4.1) eirs cos(α−θ) = 2
√
π
∞∑
n=1
∞∑
m=−∞
(−1)nimρnm Jm(ar)
r2 − z2nm
e−imαΨanm(s, θ).
Proof. Let a > 0 and 0 < r, s ≤ a. Also, let x := suθ and ω := ruα. By Jacobi-Anger expansion, we can write
(4.2) eirs cos(α−θ) = eiω·x =
∞∑
m=−∞
imJm(rs)e
imθe−imα.
Let m ∈ Z and 0 < r ≤ a. Expanding Jm(rs) with respect to s as a function over [0, a], using (2.24), we have
Jm(rs) =
∞∑
n=1
(∫ a
0
J anm(p)Jm(rp)pdp
)
J anm(s).
Using (2.8), and since zmn are selected with respect to zero-valued boundary condition, for each n ∈ N, we get∫ a
0
J anm(p)Jm(rp)pdp =
1√
N
(m)
n (a)
∫ a
0
Jm(ρnmp)Jm(rp)pdp
=
a√
N
(m)
n (a)
rJm(ρnma)J
′
m(ra)− ρnmJm(ra)J ′m(ρnma)
(ρ2nm − r2)
=
rJm(zmn)J
′
m(ra)− ρnmJm(ra)J ′m(zmn)√
D
(m)
n (ρ2nm − r2)
=
ρnmJm(ra)J
′
m(znm)√
D
(m)
n (r2 − ρ2nm)
=
√
2(−1)nρnm Jm(ra)
r2 − ρ2nm
.
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We then deduce that
(4.3) Jm(rs) =
√
2Jm(ar)
∞∑
n=1
(−1)nρnm J
a
nm(s)
r2 − ρ2nm
.
Applying Equation (4.3) in (4.2), we get
eirs cos(α−θ) =
∞∑
m=−∞
imJm(rs)e
imθe−imα
=
∞∑
m=−∞
im
( ∞∑
n=1
(−1)n
√
2ρnm
Jm(ar)
r2 − ρ2nm
J anm(s)
)
eimθe−imα
=
√
2
∞∑
n=1
∞∑
m=−∞
(−1)nρnm i
mJm(ar)
r2 − ρ2nm
J anm(s)eimθe−imα
= 2
√
π
∞∑
m=−∞
∞∑
n=1
(−1)nρnm i
mJm(ar)
r2 − ρ2nm
e−imαΨanm(s, θ).

For x := (x1, x2)
T ∈ R2, let
ρ(x) = ρ(x1, x2) :=
√
x21 + x
2
2,
and 0 ≤ Φ(x) = Φ(x1, x2) < 2π be given by
x1 = ρ(x1, x2) cos Φ(x1, x2), x2 = ρ(x1, x2) sinΦ(x1, x2).
We may denote ρ(x) with |x| as well.
Corollary 4.2. Let a > 0, k ∈ Z2, n ∈ N, and m ∈ Z. We then have
(4.4)
∫ a
0
∫ 2π
0
eπia
−1suT
θ
kΨanm(suθ)sdsdθ = 2a
√
π(−1)nimznmJm(π|k|)e
−imΦ(k)
π2|k|2 − z2nm
.
Proof. Let a > 0, k ∈ Z2, n ∈ N, and m ∈ Z. Applying (4.1), for r := πa−1|k| and α := Φ(k), we get∫ a
0
∫ 2π
0
eπia
−1suT
θ
kΨanm(suθ)sdsdθ =
∫ a
0
∫ 2π
0
eπia
−1s|k| cos(Φ(k)−θ)Ψanm(suθ)sdsdθ
=
∫ a
0
∫ 2π
0
eirs cos(α−θ)Ψanm(suθ)sdsdθ
= 2
√
π(−1)nimρnm i
mJm(ar)
r2 − ρ2nm
e−imα
= 2
√
π(−1)nimρnmJm(π|k|)e
−imΦ(k)
π2a−2|k|2 − ρ2nm
= 2
√
π(−1)nima−1znm Jm(π|k|)e
−imΦ(k)
π2a−2|k|2 − a−2z2nm
= 2a
√
π(−1)nimznmJm(π|k|)e
−imΦ(k)
π2|k|2 − z2nm
.

Next result presents a closed form for coefficients of square integrable functions on disks, with respect to
zero-valued boundary condition.
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Theorem 4.3. Let a > 0 and ξ ∈ L2(B2a) be a function. Also, let m ∈ Z and n ∈ N. We then have
(4.5) Can,m(ξ) =
∑
k∈Z2
ca(k;n,m)ξ̂{k},
with
(4.6) ξ̂{k} :=
∫ a
0
∫ 2π
0
ξ(r, θ)e−πia
−1r(k1 cos θ+k2 sin θ)rdrdθ, for all k = (k1, k2)
T ∈ Z2
and
(4.7) ca(k;n,m) :=
√
π(−1)nimρnmJm(π|k|)e
−imΦ(k)
2(π2|k|2 − z2nm)
, for all k = (k1, k2)
T ∈ Z2.
Proof. Let a > 0 and Ωa := [−a, a]2. Let ξ ∈ L2(B2a) be a function and u := E(ξ) be the canonical extension of
ξ to the rectangle Ωa by zero-padding. Then u = E(ξ) is supported in B
2
a. Also, we have u = E(ξ) ∈ L2(Ωa)
with
‖E(ξ)‖L2(Ωa) = ‖ξ‖L2(B2a).
Hence, using the classical Fourier series of the function u = E(ξ), we can write
(4.8) u(x) =
1
4a2
∑
k∈Z2
û(k)eπia
−1xTk, for all x = (x1, x2)
T ∈ Ωa,
where for the integral vector k := (k1, k2) ∈ Z2, we have
û(k) =
∫ a
−a
∫ a
−a
u(x, y)e−πia
−1(k1x+k2y)dxdy.
Since u = E(ξ) is supported in the disk B2a, we have
û(k) =
∫
Ωa
E(ξ)(x, y)e−πia
−1(k1x+k2y)dxdy
=
∫
B2a
ξ(x, y)e−πia
−1(k1x+k2y)dxdy
=
∫ a
0
∫ 2π
0
ξ(r, θ)e−πia
−1(k1r cos θ+k2r sin θ)rdrdθ
=
∫ a
0
∫ 2π
0
ξ(r, θ)e−πia
−1r(k1 cos θ+k2 sin θ)rdrdθ = ξ̂{k}.
Let 0 < s ≤ a and 0 ≤ θ ≤ 2π. Therefore, for x := suθ, we get
ξ(suθ) = E(ξ)(x)
=
1
4a2
∑
k∈Z2
Ê(ξ)(k)eπia
−1
x
T
k
=
1
4a2
∑
k∈Z2
ξ̂{k}eπia−1xTk = 1
4a2
∑
k∈Z2
ξ̂{k}eπia−1suTθ k.
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Hence, using Equation (4.4), we achieve
Can,m(ξ) =
∫ a
0
∫ 2π
0
ξ(suθ)Ψanm(suθ)sdsdθ
=
∫ a
0
∫ 2π
0
 1
4a2
∑
k∈Z2
ξ̂{k}eπia−1suTθ k
Ψanm(suθ)sdsdθ
=
1
4a2
∑
k∈Z2
ξ̂{k}
(∫ a
0
∫ 2π
0
eπia
−1suT
θ
kΨanm(suθ)sdsdθ
)
=
∑
k∈Z2
ca(k;n,m)ξ̂{k}.

Corollary 4.4. Let a > 0 and ξ ∈ L2(B2a) be a function. We then have
ξ(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π.
In particular, if ξ : B2a → C is continuous, we have
ξ(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π.
Remark 4.5. The equation (4.5) guarantees that the Fourier-Bessel coefficients of functions supported in disks
can be computed from the standard Fourier coefficients ξ̂{k}, which can be implemented by FFT.
Next result gives an explicit closed form for coefficients of zero-padded functions on disks.
Theorem 4.6. Let a > 0 and f : R2 → C be a square-integrable function on the disk B2a. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
where
(4.9) Can,m[f ] :=
∑
k∈Z2
ca(k;n,m)f̂ [a
−1k; a], for all m ∈ Z, n ∈ N,
with
(4.10) f̂ [ω; a] :=
∫ a
0
∫ 2π
0
f(r, θ)e−πi(ω1 cos θ+ω2 sin θ)rdrdθ, for all ω = (ω1, ω2)T ∈ R2.
Proof. Let a > 0 and f : R2 → C be a function such that restriction of f to the disk B2a is square-integrable
on B2a. Let ξ := R(f) be the restriction of f to the disk B
2
a. We then have ξ ∈ L2(B2a). Hence, we have
(4.11) ξ =
+∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm.
Suppose m ∈ Z and n ∈ N. Let Cn,m[f ] := Cn,m(ξ). Hence, using Equation (4.5) for the function ξ ∈ L2(B2a),
we can write
Can,m[f ] =
∑
k∈Z2
ca(k;n,m)ξ̂{k}.
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Let k := (k1, k2)
T ∈ Z2 be given. Invoking Equation (4.6), we get
ξ̂{k} =
∫ a
0
∫ 2π
0
ξ(r, θ)e−πia
−1r(k1 cos θ+k2 sin θ)rdrdθ
=
∫ a
0
∫ 2π
0
R(f)(r, θ)e−πia
−1r(k1 cos θ+k2 sin θ)rdrdθ
=
∫ a
0
∫ 2π
0
f(r, θ)e−πia
−1r(k1 cos θ+k2 sin θ)rdrdθ = f̂ [a−1k; a],
which implies that
(4.12) Can,m[f ] =
∑
k∈Z2
ca(k;n,m)f̂ [a
−1k; a].
Applying Equation (4.12) in (4.11) completes the proof. 
Corollary 4.7. Let a > 0 and f ∈ L2(R2) be a function. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
Proof. Let a > 0 and f ∈ L2(R2) be a function. Let ξ := R(f) be the restriction of f to the disk B2a. We then
have ξ ∈ L2(B2a) with ‖ξ‖L2(B2a) ≤ ‖f‖L2(R2). Indeed, we have
‖ξ‖2L2(B2a) =
∫
B2a
|f(x)|2dx ≤
∫
R2
|f(x)|2dx = ‖f‖2L2(R2).
Thus, f is square-integrable on B2a. Applying Theorem 4.6, for the function f , completes the proof. 
We then conclude the following results concerning continuous functions.
Proposition 4.8. Let a > 0 and f : R2 → C be a continuous function. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π.
Proof. Let a > 0 and f : R2 → C be a continuous function. Since B2a is compact in R2 and hence of finite
Lebesgue measure, we deduce that f is square-integrable on B2a. Using Theorem 4.6, for the function f , we
get
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π.
Then continuity of f implies the point-wise convergence of the series, which completes the proof. 
Corollary 4.9. Let a > 0 and f : R2 → C be a continuous function supported in B2a. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
where
(4.13) Can,m[f ] :=
∑
k∈Z2
ca(k;n,m)f̂(a
−1k), for all m ∈ Z, n ∈ N.
Proof. Let a > 0 and f : R2 → C be a continuous function supported in B2a. Since f is continuous, using
Proposition 4.8, conclude that
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
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where
(4.14) Can,m[f ] :=
∑
k∈Z2
ca(k;n,m)f̂ [a
−1k; a], for all m ∈ Z, n ∈ N.
Let k := (k1, k2)
T ∈ Z2 be an integral vector. Because f is supported in disk B2a, we can write
f̂ [a−1k; a] =
∫ a
0
∫ 2π
0
f(r, θ)e−πia
−1r(k1 cos θ+k2 sin θ)rdrdθ
=
∫
B2a
f(x)e−πia
−1
x
T
kdx
=
∫
R2
f(x)e−πia
−1
x
T
kdx = f̂(a−1k),
which completes the proof. 
Let R := {ρ(k1, k2) : k1, k2 ∈ Z}. For each r ∈ R, let
Θr := {Φ(i, j) : r = ρ(i, j), i, j ∈ Z} .
Proposition 4.10. With above assumptions we have
(1) N ∪ {0} ⊆ R ⊆ √N := {√n : n ∈ N ∪ {0}}.
(2) R is a discrete subset of [0,∞).
(3) For each r ∈ R, the set Θr is a finite subset of [0, 2π).
(4) Z2 =
⋃
r∈R{(r cos θ, r sin θ)T : θ ∈ Θr}.
Proof. (1)-(3) are straightforward.
(4) Let x ∈ ⋃r∈R{(r cos θ, r sin θ)T : θ ∈ Θr}. Suppose r ∈ R and θ ∈ Θr with x = (r cos θ, r sin θ)T . Hence,
θ = Φ(i, j) with ρ(i, j) = r, for some i, j ∈ Z. We then have
r cos θ = ρ(i, j) cos Φ(i, j) =
√
i2 + j2
i√
i2 + j2
= i ∈ Z,
and
r sin θ = ρ(i, j) sin Φ(i, j) =
√
i2 + j2
j√
i2 + j2
= j ∈ Z.
Thus, we deduce that x = (r cos θ, r sin θ)T ∈ Z2. Therefore, we get ⋃r∈R{(r cos θ, r sin θ)T : θ ∈ Θr} ⊆ Z2.
Conversely, let x = (k1, k2) ∈ Z2 be given. We then have k1, k2 ∈ Z and hence we get k1 = ρ(k1, k2) cos Φ(k1, k2),
and k2 = ρ(k1, k2) sinΦ(k1, k2). Then, we conclude that x = (r cos θ, r sin θ)
T , with r := ρ(k1, k2) and θ :=
Φ(k1, k2). This implies that x ∈
⋃
r∈R{(r cos θ, r sin θ)T : θ ∈ Θr} and hence Z2 ⊆
⋃
r∈R{(r cos θ, r sin θ)T :
θ ∈ Θr}. 
We then present the following polarized version of Theorem 4.3.
Theorem 4.11. Let a > 0 and ξ ∈ L2(B2a) be a function. Also, let m ∈ Z and n ∈ N. We then have
(4.15) Can,m(ξ) =
∑
τ∈R
∑
α∈Φτ
Aamn(τ, α)ξ̂{τuα},
where
(4.16) Aamn(τ, α) :=
√
π(−1)nimρnm Jm(πτ)e
−imα
2(π2τ2 − z2nm)
.
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Proof. Let m ∈ Z and n ∈ N. First, suppose that τ ∈ R and α ∈ Φτ . Let k := τuα = (τ cosα, τ sinα)T ∈ Z2.
Thus, |k| = τ and Φ(k) = α. We then have
ca(τuα;n,m) = ca(k;n,m)
=
√
π(−1)nimρnmJm(π|k|)e
−imΦ(k)
2(π2|k|2 − z2nm)
=
√
π(−1)nimρnm Jm(πτ)e
−imα
2(π2τ2 − z2nm)
.
Therefore, using (4.5), we get
Can,m(ξ) =
∑
k∈Z2
ca(k;n,m)ξ̂{k}
=
∑
τ∈R
∑
α∈Φτ
ca(τuα;n,m)ξ̂{τuα}
=
√
π(−1)nimρnm
∑
τ∈R
∑
α∈Φτ
Jm(πτ)e
−imα
2(π2τ2 − z2nm)
ξ̂{τuα} =
∑
τ∈R
∑
α∈Φτ
Aamn(τ, α)ξ̂{τuα}.

Corollary 4.12. Let a > 0 and ξ : B2a → C be a continuous function. We then have
ξ(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π
where
(4.17) Can,m(ξ) =
∑
τ∈R
∑
α∈Φτ
Aamn(τ, α)ξ̂{τuα}.
Next result gives a polarized version for explicit closed form of coefficients for zero-padded functions.
Proposition 4.13. Let a > 0 and f : R2 → C be a square-integrable function on the disk B2a. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
with
(4.18) Can,m[f ] =
∑
τ∈R
∑
α∈Φτ
Aamn(τ, α)f̂ [a
−1τuα; a].
Corollary 4.14. Let a > 0 and f : R2 → C be a continuous function. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
4.1. Zero-padded convolutions on disks using zero-valued boundary condition. We then continue
by investigating analytical aspects of Fourier-Bessel approximations for zero-padded convolutions and hence
convolution of functions supported in disks.
The following theorem introduces a constructive method for computing the Fourier-Bessel coefficients of
zero-padded convolutions of functions on disks.
Theorem 4.15. Let a > 0 and b := a/2. Suppose fj : R
2 → C with j ∈ {1, 2} are square integrable functions
on B2b . Let m ∈ Z and n ∈ N. We then have
(4.19) Can,m[f1 ⊛ f2] =
∑
k∈Z2
ca(k;n,m)f̂1[a
−1k; b]f̂2[a−1k; b],
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where
(4.20) f̂j[ω; b] :=
∫ b
0
∫ 2π
0
fj(r, θ)e
−πir(ω1 cos θ+ω2 sin θ)rdrdθ, for all ω := (ω1, ω2)T ∈ R2.
Proof. Let fj : R
2 → C with j ∈ {1, 2} be square integrable functions on B2b . Let ξj := R(fj) be the restriction
of fj to the disk B
2
b and E(ξj) be the extension of ξj to R
2 by zero-padding. Thus, we get ξj ∈ L2(B2b) and hence
E(ξj) ∈ L2(R2). Since L2(B2b) ⊆ L1(B2b), we get ξj ∈ L1(B2b) as well. Therefore, we have E(ξj) ∈ L1 ∩ L2(R2).
By definition of zero-padded convolutions, we have
f1 ⊛ f2 = E(ξ1) ∗E(ξ2).
Using Proposition 3.5, we deduce that f := f1 ⊛ f2 is square integrable on B
2
a. Let k ∈ Z2 be given. Since
f = f1 ⊛ f2 is supported in the disk B
2
a, we have
f̂ [a−1k; a] = f̂(a−1k).
By the convolution property of Fourier transform, we get
(4.21) f̂ [a−1k; a] = Ê(ξ1)(a−1k)Ê(ξ2)(a−1k).
Since each E(ξj) is supported in the disk B
2
b , we get
(4.22) Ê(ξj)(a
−1k) = f̂j[a−1k; b].
Indeed, we can write
Ê(ξj)(a
−1k) =
∫
R2
E(ξj)(x)e
−ia−1xTkdx
=
∫
B2
b
ξj(x)e
−ia−1xTkdx
=
∫ b
0
∫ 2π
0
fj(r, θ)e
−πia−1r(k1 cos θ+k2 sin θ)rdrdθ = f̂j[a−1k; b].
Applying Equation (4.22) in Equation (4.21), we get
(4.23) f̂ [a−1k; a] = f̂1[a−1k; b]f̂2[a−1k; b].
Let m ∈ Z and n ∈ N. Then, using Equation (4.23) in Equation (4.9), we get
Can,m[f1 ⊛ f2] = C
a
n,m[f ]
=
∑
k∈Z2
ca(k;n,m)f̂ [a
−1k; a]
=
∑
k∈Z2
ca(k;n,m)f̂1[a
−1k; b]f̂2[a−1k; b],
which completes the proof. 
Corollary 4.16. Let a > 0 and b := a/2. Suppose fj : R
2 → C with j ∈ {1, 2} are functions integrable on B2b .
We then have
(4.24) (f1 ⊛ f2)(r, θ) =
∞∑
m=−∞
∞∑
n=1
Can,m[f1 ⊛ f2]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
where
(4.25) Can,m[f1 ⊛ f2] =
∑
k∈Z2
ca(k;n,m)f̂1[a
−1k; b]f̂2[a−1k; b].
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Proposition 4.17. Let a > 0 and b := a/2. Suppose fj : R
2 → C with j ∈ {1, 2} are continuous functions
supported in B2b . We then have
(4.26) (f1 ∗ f2)(r, θ) =
∞∑
m=−∞
∞∑
n=1
Can,m[f1 ∗ f2]Ψanm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π
where
(4.27) Can,m[f1 ∗ f2] =
∑
k∈Z2
ca(k;n,m)f̂1(a
−1k)f̂2(a−1k).
We then present the following polarized version of closed forms for Fourier-Bessel coefficients of zero-padded
convolutions on disks.
Theorem 4.18. Let a > 0 and b := a/2. Suppose fj : R
2 → C with j ∈ {1, 2} are continuous functions. Also,
let m ∈ Z and n ∈ N. We then have
(4.28) Can,m[f1 ⊛ f2] =
∑
τ∈R
∑
α∈Φτ
Aamn(τ, α)f̂1[a
−1τuα; b]f̂2[a−1τuα; b].
In particular, if fj : R
2 → C with j ∈ {1, 2} are continuous functions supported in B2b , we have
(4.29) Can,m[f1 ⊛ f2] =
∑
τ∈R
∑
α∈Φτ
Aamn(τ, α)f̂1(a
−1τuα)f̂2(a−1τuα).
4.2. Convolution of basis elements on disks using zero-valued boundary condition. Let a > 0 and
b := a/2. Let fj : R
2 → C with j ∈ {1, 2} be functions square integrable on the disk B2b with the associated
Fourier-Bessel coefficients
{
Cbn,m[fj ] : n ∈ N,m ∈ Z
}
. Hence, we can write
(4.30) ξj =
∞∑
m=−∞
∞∑
n=1
Cbn,m[fj ]Ψ
b
nm,
where ξj := R(fj) is the restriction of fj into the disk B
2
b and
Cbn,m[fj] =
∑
k∈Z2
ca(k;n,m)f̂j [a
−1k; b],
for m ∈ Z and n ∈ N.
Thus, we get
E(ξj) =
∞∑
m=−∞
∞∑
n=1
Cbn,m[fj ]E(Ψ
b
nm).
Using linearity of convolutions, as linear operators, we get
f1 ⊛ f2 = E(ξ1) ∗ E(ξ2)
=
( ∞∑
m=−∞
∞∑
n=1
Cbn,m[f1]E(Ψ
b
nm)
)
∗
( ∞∑
m′=−∞
∞∑
n′=1
Cbn′,m′ [f2]E(Ψ
b
n′m′)
)
=
∞∑
m=−∞
∞∑
n=1
∞∑
m′=−∞
∞∑
n′=1
Cbn,m[f1]C
b
n′,m′ [f2]E(Ψ
b
nm) ∗ E(Ψbn′m′)
=
∞∑
m=−∞
∞∑
n=1
∞∑
m′=−∞
∞∑
n′=1
Cbn,m[f1]C
b
n′,m′ [f2]Ψ
b
nm ⊛Ψ
b
n′m′ .
Thus, we deduce that convolution of circular drums (basis elements) can be viewed as pre-computed kernels.
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Proposition 4.19. Let a > 0 and b := a/2. Suppose ω := (ω1, ω2)
T ∈ R2, m ∈ Z, and n ∈ N. We then have
(4.31) Ê(Ψbnm)[ω; b] =
√
2π
N
(m)
n (b)
i−meimΦ(ω)
znmJm(π|ω|b)J ′m(znm)
π2|ω|2 − b−2z2nm
.
Proof. Let a > 0 and b := a/2. Suppose ω := (ω1, ω2)
T ∈ R2, m ∈ Z, and n ∈ N. By applying Equation
(4.20), we get
Ê(Ψbnm)[ω; b] =
∫ b
0
∫ 2π
0
Ψbnm(r, θ)e
−πir(ω1 cos θ+ω2 sin θ)rdrdθ =
∫ 2π
0
∫ b
0
Ψbnm(r, θ)e
−πir|ω|uT
Φ(ω)
uθrdrdθ
=
∫ 2π
0
∫ b
0
Ψbnm(r, θ)
( ∞∑
l=−∞
i−lJl(πr|ω|)e−ilθeilΦ(ω)
)
rdrdθ
=
1√
2πN
(m)
n (b)
∫ 2π
0
∫ b
0
Jm(b
−1znmr)eimθ
( ∞∑
l=−∞
i−lJl(πr|ω|)e−ilθeilΦ(ω)
)
rdrdθ
=
1√
2πN
(m)
n (b)
∞∑
l=−∞
i−leilΦ(ω)
(∫ 2π
0
∫ b
0
Jm(b
−1znmr)Jl(πr|ω|)eimθe−ilθrdrdθ
)
=
1√
2πN
(m)
n (b)
∞∑
l=−∞
i−leilΦ(ω)
(∫ 2π
0
eimθe−ilθdθ
)(∫ b
0
Jm(b
−1znmr)Jl(πr|ω|)rdr
)
=
2π√
2πN
(m)
n (b)
∞∑
l=−∞
i−leilΦ(ω)δml
(∫ b
0
Jm(b
−1znmr)Jl(πr|ω|)rdr
)
=
√
2π
N
(m)
n (b)
i−meimΦ(ω)
(∫ b
0
Jm(b
−1znmr)Jm(πr|ω|)rdr
)
.
Hence, we get
(4.32) Ê(Ψbnm)[ω; b] =
√
2π
N
(m)
n (b)
i−meimΦ(ω)
(∫ b
0
Jm(b
−1znmr)Jm(πr|ω|)rdr
)
.
Using Equation (2.8), we get∫ b
0
Jm(b
−1znmr)Jm(πr|ω|)rdr = b
−1znmJm(π|ω|b)J ′m(znm)− π|ω|Jm(znm)J ′m(π|ω|b)
b−1(π2|ω|2 − b−2z2nm)
=
znmJm(π|ω|b)J ′m(znm)− bπ|ω|Jm(znm)J ′m(π|ω|b)
π2|ω|2 − b−2z2nm
=
znmJm(π|ω|b)J ′m(znm)
π2|ω|2 − b−2z2nm
.
which implies that
Ê(Ψbnm)[ω; b] =
√
2π
N
(m)
n (b)
i−meimΦ(ω)
znmJm(π|ω|b)J ′m(znm)
π2|ω|2 − b−2z2nm
.

Corollary 4.20. Let a > 0 and b := a/2. Suppose k := (k1, k2)
T ∈ R2, m ∈ Z, and n ∈ N. We then have
(4.33) Ê(Ψbnm)[a
−1k; b] =
√
2π
N
(m)
n (b)
i−meimΦ(k)
znmJm(π|k|/2)J ′m(znm)
π2a−2|k|2 − 4a−2z2nm
.
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Proof. Let a > 0 and b := a/2. Suppose k := (k1, k2)
T ∈ R2, m ∈ Z, and n ∈ N. Using Equation (4.31), for
ω := a−1k, we get
Ê(Ψbnm)[a
−1k; b] =
√
2π
N
(m)
n (b)
i−meimΦ(ω)
znmJm(π|ω|b)J ′m(znm)
π2|ω|2 − b−2z2nm
=
√
2π
N
(m)
n (b)
i−meimΦ(k)
znmJm(π|k|/2)J ′m(znm)
π2a−2|k|2 − 4a−2z2nm
.

Proposition 4.21. Let a > 0, b := a/2, n, n′ ∈ N, and m,m′ ∈ Z. Then, for each k ∈ N and ℓ ∈ Z, we have
(4.34) Cak,ℓ[Ψ
b
nm ⊛Ψ
b
n′m′ ] =
2π√
N
(m)
n (b)N
(m′)
n′ (b)
i−(m+m
′)znmJ
′
m(znm)zn′m′J
′
m′(zn′m′)I
a
k,ℓ(n, n
′;m,m′),
with
(4.35) Iak,ℓ(n, n
′;m,m′) :=
∑
k∈Z2
ca(k; k, ℓ)
ei(m+m
′)Φ(k)Jm(π|k|/2)Jm′ (|k|/2)
(π2a−2|k|2 − 4a−2z2nm)(π2a−2|k|2 − 4a−2z2n′m′)
.
Proof. Let a > 0, b := a/2, n, n′ ∈ N, and m,m′ ∈ Z. Let f := Ψbnm ⊛Ψbn′m′ . Then f is a function supported
in the disk B2a. Suppose k ∈ N and ℓ ∈ Z. Using Equations (4.19) and (4.33), we have
Cak,ℓ[Ψ
b
nm ⊛Ψ
b
n′m′ ] =
∑
k∈Z2
ca(k; k, ℓ)Ê(Ψbnm)[a
−1k; b] ̂E(Ψbn′m′)[a
−1k; b]
=
2π√
N
(m)
n (b)N
(m′)
n′ (b)
i−(m+m
′)znmJ
′
m(znm)zn′m′J
′
m′(zn′m′)I
a
k,ℓ(n, n
′;m,m′).

Theorem 4.22. Let a > 0, b := a/2, n, n′ ∈ N, and m,m′ ∈ Z. We then have
(4.36) (Ψbnm ⊛Ψ
b
n′m′)(r, θ) =
∞∑
ℓ=∞
∞∑
k=1
Cak,ℓ[Ψ
b
nm ⊛Ψ
b
n′m′ ]Ψ
a
k,ℓ(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π.
4.3. Plancherel formula using zero-value boundary condition. We conclude this section by some
Plancherel type formulas involving zero-value boundary condition.
Theorem 4.23. Let a > 0 and b := a/2. Suppose f : R2 → C is a continuous function supported in B2b . We
then have
(4.37) ‖f‖2L2(R2) =
∞∑
n=1
Can,0[f ∗ f∗]√
N
(0)
n (a)
,
where
Can,0[f ∗ f∗] =
√
π
2
(−1)nρn0
∑
k∈Z2
J0(π|k|)
π2|k|2 − z2n0
|f̂(a−1k)|2.
Proof. Let a > 0 and b := a/2. Also, let f : R2 → C be a continuous function supported in Bb. We then have
(4.38) ‖f‖2L2(R2) =
∫
R2
|f(x)|2dx =
∫
R2
f(x)f(x)dx = f ∗ f∗(0).
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Invoking (4.38), we can write
‖f‖2L2(R2) = f ∗ f∗(0)
=
∞∑
m=−∞
∞∑
n=1
Can,m[f ∗ f∗]Ψanm(0, 0)
=
∞∑
m=−∞
∞∑
n=1
Can,m[f ∗ f∗]√
N
(m)
n (a)
Jm(0)
=
∞∑
m=−∞
∞∑
n=1
Can,m[f ∗ f∗]√
N
(m)
n (a)
δm,0 =
∞∑
n=1
Can,0[f ∗ f∗]√
N
(0)
n (a)
.
Let n ∈ N. Using Equation (4.27), we have
Can,0[f ∗ f∗] =
∑
k∈Z2
ca(k;n, 0)f̂ (a
−1k)f̂∗(a−1k)
=
∑
k∈Z2
ca(k;n, 0)f̂ (a
−1k)f̂(a−1k) = 2−1
√
π
∑
k∈Z2
(−1)nρn0 J0(π|k|)
π2|k|2 − z2n0
|f̂(a−1k)|2.

The following formula is the polarized version of Plancherel type formula (4.37).
Proposition 4.24. Let a > 0 and b := a/2. Suppose f : R2 → C be a continuous function supported in B2b .
We then have
(4.39) ‖f‖2L2(R2) =
∞∑
n=1
Can,0[f ∗ f∗]√
N
(0)
n (a)
,
where
(4.40) Can,0[f ∗ f∗] =
∑
τ∈R
∑
α∈Φτ
Aan(τ)|f̂(a−1τuα)|2,
with
(4.41) Aan(τ) := 2
−1√π(−1)nρn0 J0(πτ)
π2τ2 − z2n0
.
5. Discrete Spectra on Disks using Derivative Boundary Condition
Throughout this section, for each m ∈ Z and n ∈ N, we assume that ρnm are selected with respect to the
derivative boundary condition, according to the Sturm-Liouville theory, see Subsection 2.2.2.
Next we shall present a unified method for computing the coefficients of convolution functions, if the basis
functions are given by (2.21) with respect to derivative boundary condition.
First, we need some preliminaries results.
Proposition 5.1. Let a > 0, 0 < r, s ≤ a, and 0 < α, θ ≤ 2π. We then have
(5.1) eirs cos(α−θ) = 2
√
π
∞∑
m=−∞
∞∑
n=1
im(−1)nrznmJ ′m(ar)
(z2nm −m2)1/2(ρ2nm − r2)
e−imαΨanm(s, θ).
Proof. Let a > 0 and 0 < r, s ≤ a. Also, let x := suθ and ω := ruα. By the Jacobi-Anger expansion, we can
write
(5.2) eirs cos(α−θ) = eiω·x =
∞∑
m=−∞
imJm(rs)e
imθe−imα.
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Let m ∈ Z and 0 < r ≤ a. Expanding Jm(rs) with respect to s as a function over [0, a], using (2.24), we have
Jm(rs) =
∞∑
n=1
(∫ a
0
J anm(p)Jm(rp)pdp
)
J anm(s).
Using (2.8), and since zmn are selected with respect to derivative boundary condition, for each n ∈ N, we get
∫ a
0
J anm(p)Jm(rp)pdp =
1√
N
(m)
n (a)
∫ a
0
Jm(ρnmp)Jm(rp)pdp
=
a√
N
(m)
n (a)
rJm(ρnma)J
′
m(ra)− ρnmJm(ra)J ′m(ρnma)
(ρ2nm − r2)
=
rJm(zmn)J
′
m(ra)− ρnmJm(ra)J ′m(zmn)√
D
(m)
n (ρ2nm − r2)
=
rJm(zmn)J
′
m(ra)√
D
(m)
n (ρ2nm − r2)
=
√
2(−1)n rznmJ
′
m(ra)
(z2nm −m2)1/2(ρ2nm − r2)
.
We then deduce that
(5.3) Jm(rs) =
√
2rJ ′m(ar)
∞∑
n=1
(−1)nznm
(z2nm −m2)1/2(ρ2nm − r2)
J anm(s).
Applying Equation (5.3) in (5.2), we get
eirs cos(α−θ) =
∞∑
m=−∞
imJm(rs)e
imθe−imα
=
∞∑
m=−∞
im
(√
2rJ ′m(ar)
∞∑
n=1
(−1)nznm
(z2nm −m2)1/2(ρ2nm − r2)
J anm(s)
)
eimθe−imα
=
√
2
∞∑
m=−∞
∞∑
n=1
im(−1)nrznmJ ′m(ar)
(z2nm −m2)1/2(ρ2nm − r2)
J anm(s)eimθe−imα
= 2
√
π
∞∑
m=−∞
∞∑
n=1
im(−1)nrznmJ ′m(ar)
(z2nm −m2)1/2(ρ2nm − r2)
e−imαΨanm(s, θ).

Corollary 5.2. Let a > 0, k ∈ Z2, n ∈ N, and m ∈ Z. We then have
(5.4)
∫ a
0
∫ 2π
0
eisu
T
θ
kΨanm(suθ)sdsdθ = 2aπ
√
π
im(−1)n|k|znmJ ′m(a|k|)
(z2nm −m2)1/2(z2nm − π2|k|2)
e−imΦ(k).
22 A. GHAANI FARASHAHI AND G.S. CHIRIKJIAN
Proof. Let a > 0, k ∈ Z2, n ∈ N, and m ∈ Z. Applying (5.1), for r := πa−1|k| and α := Φ(k), we get∫ a
0
∫ 2π
0
eπia
−1suT
θ
kΨanm(suθ)sdsdθ =
∫ a
0
∫ 2π
0
eπia
−1s|k| cos(Φ(k)−θ)Ψanm(suθ)sdsdθ
=
∫ a
0
∫ 2π
0
eirs cos(α−θ)Ψanm(suθ)sdsdθ
= 2
√
π
im(−1)nrznmJ ′m(ar)
(z2nm −m2)1/2(ρ2nm − r2)
e−imα
= 2
√
π
im(−1)nπa−1|k|znmJ ′m(π|k|)
(z2nm −m2)1/2(ρ2nm − π2a−2|k|2)
e−imΦ(k)
= 2
√
π
im(−1)nπa−1|k|znmJ ′m(π|k|)
(z2nm −m2)1/2(a−2z2nm − π2a−2|k|2)
e−imΦ(k)
= 2
√
π
im(−1)nπ|k|znmJ ′m(π|k|)e−imΦ(k)
a−1(z2nm −m2)1/2(z2nm − π2|k|2)
.

Next result presents a closed form for coefficients of functions supported in disks, with respect to derivative
boundary condition.
Theorem 5.3. Let a > 0 and ξ ∈ L2(B2a) be a function. Also, let m ∈ Z and n ∈ N. We then have
(5.5) Can,m(ξ) =
∑
k∈Z2
c′a(k;n,m)ξ̂{k},
with
(5.6) ξ̂{k} :=
∫ a
0
∫ 2π
0
ξ(r, θ)e−πia
−1r(k1 cos θ+k2 sin θ)rdrdθ, for all k = (k1, k2)
T ∈ Z2,
and
(5.7) c′a(k;n,m) := π
√
π
im(−1)n|k|ρnmJ ′m(π|k|)e−imΦ(k)
2(z2nm −m2)1/2(z2nm − π2|k|2)
, for all k = (k1, k2)
T ∈ Z2.
Proof. Let a > 0 and Ωa := [−a, a]2. Let ξ ∈ L2(B2a) be a function and u := E(ξ) be the canonical extension of
ξ to the rectangle Ωa by zero-padding. Then u = E(ξ) is supported in B
2
a. Also, we have u = E(ξ) ∈ L2(Ωa)
with
‖E(ξ)‖L2(Ωa) = ‖ξ‖L2(B2a).
Hence, using the classical Fourier series of the function u = E(ξ), we can write
(5.8) u(x) =
1
4a2
∑
k∈Z2
û(k)eπia
−1xTk, for all x = (x1, x2)
T ∈ Ωa,
where for the integral vector k := (k1, k2) ∈ Z2, we have
û(k) =
∫ a
−a
∫ a
−a
u(x, y)e−πia
−1(k1x+k2y)dxdy.
Since u = E(ξ) is supported in the disk B2a, we have
û(k) = ξ̂{k}.
Let 0 < s ≤ a and 0 ≤ θ ≤ 2π. Therefore, for x := suθ, we get
ξ(suθ) =
1
4a2
∑
k∈Z2
ξ̂{k}eπia−1suTθ k.
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Hence, using Equation (5.4), we achieve
Can,m(ξ) =
∫ a
0
∫ 2π
0
ξ(suθ)Ψanm(suθ)sdsdθ
=
∫ a
0
∫ 2π
0
 1
4a2
∑
k∈Z2
ξ̂{k}eπia−1suTθ k
Ψanm(suθ)sdsdθ
=
1
4a2
∑
k∈Z2
ξ̂{k}
(∫ a
0
∫ 2π
0
eπia
−1suT
θ
kΨanm(suθ)sdsdθ
)
=
∑
k∈Z2
c′a(k;n,m)ξ̂{k}.

Corollary 5.4. Let a > 0 and ξ ∈ L2(B2a) be a function. We then have
ξ(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π.
In particular, if ξ : B2a → C is continuous, we have
ξ(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π.
Remark 5.5. The equation (5.5) guarantees that the coefficients of functions supported in disks with respect
to derivative boundary condition, can be computed from the standard Fourier coefficients ξ̂{k}, which can be
implemented by FFT.
Next result gives an explicit closed form for coefficients of zero-padded functions on disks.
Theorem 5.6. Let a > 0 and f : R2 → C be a square-integrable function on the disk B2a. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
where
(5.9) Can,m[f ] :=
∑
k∈Z2
c′a(k;n,m)f̂ [a
−1k; a], for all m ∈ Z, n ∈ N,
with
(5.10) f̂ [ω; a] :=
∫ a
0
∫ 2π
0
f(r, θ)e−πi(ω1 cos θ+ω2 sin θ)rdrdθ, for all ω = (ω1, ω2)T ∈ R2.
Proof. Let a > 0 and f : R2 → C be a function such that restriction of f to the disk B2a is square-integrable
on B2a. Let ξ := R(f) be the restriction of f to the disk B
2
a. We then have ξ ∈ L2(B2a). Hence, we have
(5.11) ξ =
+∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm.
Suppose m ∈ Z and n ∈ N. Let Cn,m[f ] := Cn,m(ξ). Hence, using Equation (5.5) for the function ξ ∈ L2(B2a),
we can write
Can,m[f ] =
∑
k∈Z2
c′a(k;n,m)ξ̂{k}.
Let k := (k1, k2)
T ∈ Z2 be given. Invoking Equation (5.6), we get
ξ̂{k} = f̂ [a−1k; a],
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which implies that
(5.12) Can,m[f ] =
∑
k∈Z2
c′a(k;n,m)f̂ [a
−1k; a].
Applying Equation (5.12) in (5.11) completes the proof. 
Corollary 5.7. Let a > 0 and f ∈ L2(R2) be a function. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
Proof. Let a > 0 and f ∈ L2(R2) be a function. Let ξ := R(f) be the restriction of f to the disk B2a. We then
have ξ ∈ L2(B2a) with ‖ξ‖L2(B2a) ≤ ‖f‖L2(R2). Thus, f is square-integrable on B2a. Applying Theorem 5.6, for
the function f , completes the proof. 
We then conclude the following results concerning continuous functions.
Proposition 5.8. Let a > 0 and f : R2 → C be a continuous function. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π.
Corollary 5.9. Let a > 0 and f : R2 → C be a continuous function supported in B2a. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
where
(5.13) Can,m[f ] :=
∑
k∈Z2
c′a(k;n,m)f̂(a
−1k), for all m ∈ Z, n ∈ N.
Proof. Let a > 0 and f : R2 → C be a continuous function supported in B2a. Since f is continuous, using
Proposition 5.8, conclude that
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
where
(5.14) Can,m[f ] :=
∑
k∈Z2
c′a(k;n,m)f̂ [a
−1k; a], for all m ∈ Z, n ∈ N.
Let k := (k1, k2)
T ∈ Z2 be an integral vector. Because f is supported in disk B2a, we can write
f̂ [a−1k; a] = f̂(a−1k),
which completes the proof. 
We then present the following polarized version of Theorem 5.3.
Theorem 5.10. Let a > 0 with ξ ∈ L2(B2a) be a function. Also, let m ∈ Z and n ∈ N. We then have
(5.15) Can,m(ξ) =
∑
τ∈R
∑
α∈Φτ
Bamn(τ, α)ξ̂{τuα},
where
(5.16) Bamn(τ, α) := π
√
π
im(−1)nτρnmJ ′m(πτ)e−imα
2(z2nm −m2)1/2(z2nm − π2τ2)
.
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Proof. Let m ∈ Z and n ∈ N. First, suppose that τ ∈ R and α ∈ Φτ . Let k := τuα = (τ cosα, τ sinα)T ∈ Z2.
Thus, |k| = τ and Φ(k) = α. We then have
c′a(τuα;n,m) = c
′
a(k;n,m)
= π
√
π
im(−1)n|k|ρnmJ ′m(π|k|)e−imΦ(k)
2(z2nm −m2)1/2(z2nm − π2|k|2)
= π
√
π
im(−1)nτρnmJ ′m(πτ)e−imα
2(z2nm −m2)1/2(z2nm − π2τ2)
.
Therefore, using Equation (5.5), we get
Can,m(ξ) =
∑
k∈Z2
c′a(k;n,m)ξ̂{k}
=
∑
τ∈R
∑
α∈Φτ
c′a(τuα;n,m)ξ̂{τuα} =
∑
τ∈R
∑
α∈Φτ
Bamn(τ, α)ξ̂{τuα}.

Corollary 5.11. Let a > 0 and ξ : B2a → C be a continuous function. We then have
ξ(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m(ξ)Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π
where
(5.17) Can,m(ξ) =
∑
τ∈R
∑
α∈Φτ
Bamn(τ, α)ξ̂{τuα}.
Next result gives a polarized version for explicit closed form of coefficients for zero-padded functions.
Proposition 5.12. Let a > 0 and f : R2 → C be a square-integrable function on the disk B2a. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
with
(5.18) Can,m[f ] =
∑
τ∈R
∑
α∈Φτ
Bamn(τ, α)f̂ [a
−1τuα; a].
Corollary 5.13. Let a > 0 and f : R2 → C be a continuous function. We then have
f(r, θ) =
+∞∑
m=−∞
∞∑
n=1
Can,m[f ]Ψ
a
nm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
5.1. Convolution on disks using derivative boundary condition. We then continue by investigating
analytical aspects of approximations for convolution of functions supported in disks, with respect to derivative
boundary condition.
The following theorem introduces a constructive method for computing the coefficients of zero-padded
convolutions of functions on disks, with respect to derivative boundary condition.
Theorem 5.14. Let a > 0 and b := a/2. Suppose fj : R
2 → C with j ∈ {1, 2} are square integrable functions
on B2b . Let m ∈ Z and n ∈ N. We then have
(5.19) Can,m[f1 ⊛ f2] =
∑
k∈Z2
c′a(k;n,m)f̂1[a
−1k; b]f̂2[a−1k; b],
where
(5.20) f̂j[ω; b] :=
∫ b
0
∫ 2π
0
fj(r, θ)e
−πir(ω1 cos θ+ω2 sin θ)rdrdθ, for all ω := (ω1, ω2)T ∈ R2.
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Proof. Let fj : R
2 → C with j ∈ {1, 2} be square integrable functions on B2b . Let ξj := R(fj) be the restriction
of fj to the disk B
2
b and E(ξj) be the extension of ξj to R
2 by zero-padding. Thus, we get ξj ∈ L2(B2b) and hence
E(ξj) ∈ L2(R2). Since L2(B2b) ⊆ L1(B2b), we get ξj ∈ L1(B2b) as well. Therefore, we have E(ξj) ∈ L1 ∩ L2(R2).
By definition of zero-padded convolutions, we have
f1 ⊛ f2 = E(ξ1) ∗E(ξ2).
Using Prosposition 3.5, we deduce that f := f1 ⊛ f2 is square integrable on B
2
a. Let k ∈ Z2 be given. Since
f = f1 ⊛ f2 is supported in the disk B
2
a, we have
f̂ [a−1k; a] = f̂(a−1k).
By the convolution property of Fourier transform, we get
(5.21) f̂ [a−1k; a] = Ê(ξ1)(a−1k)Ê(ξ2)(a−1k).
Since each E(ξj) is supported in the disk B
2
b , we get
(5.22) Ê(ξj)(a
−1k) = f̂j[a−1k; b].
Applying Equation (5.22) in Equation (5.21), we get
(5.23) f̂ [a−1k; a] = f̂1[a−1k; b]f̂2[a−1k; b].
Let m ∈ Z and n ∈ N. Then, using Equation (5.23) in Equation (5.9), we get
Can,m[f1 ⊛ f2] = C
a
n,m[f ]
=
∑
k∈Z2
c′a(k;n,m)f̂ [a
−1k; a]
=
∑
k∈Z2
c′a(k;n,m)f̂1[a
−1k; b]f̂2[a−1k; b],
which completes the proof. 
Corollary 5.15. Let a > 0 and b := a/2. Suppose fj : R
2 → C with j ∈ {1, 2} are functions integrable on B2b .
We then have
(5.24) (f1 ⊛ f2)(r, θ) =
∞∑
m=−∞
∞∑
n=1
Can,m[f1 ⊛ f2]Ψ
a
nm(r, θ), for a.e. 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π,
where
(5.25) Can,m[f1 ⊛ f2] =
∑
k∈Z2
c′a(k;n,m)f̂1[a
−1k; b]f̂2[a−1k; b].
Proposition 5.16. Let a > 0 and b := a/2. Suppose fj : R
2 → C with j ∈ {1, 2} are continuous functions
supported in B2b . We then have
(5.26) (f1 ∗ f2)(r, θ) =
∞∑
m=−∞
∞∑
n=1
Can,m[f1 ∗ f2]Ψanm(r, θ), for all 0 ≤ r ≤ a, 0 ≤ θ ≤ 2π
where
(5.27) Can,m[f1 ∗ f2] =
∑
k∈Z2
c′a(k;n,m)f̂1(a
−1k)f̂2(a−1k).
We then present the following polarized version of closed forms for coefficients of zero-padded convolutions
on disks with respect to derivative boundary condition.
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Theorem 5.17. Let a > 0 and b := a/2. Suppose fj : R
2 → C with j ∈ {1, 2} are continuous functions. Also,
let m ∈ Z and n ∈ N. We then have
(5.28) Can,m[f1 ⊛ f2] =
∑
τ∈R
∑
α∈Φτ
Bamn(τ, α)f̂1[a
−1τuα; b]f̂2[a−1τuα; b].
In particular, if fj : R
2 → C with j ∈ {1, 2} are continuous functions supported in B2b , we have
(5.29) Can,m[f1 ⊛ f2] =
∑
τ∈R
∑
α∈Φτ
Bamn(τ, α)f̂1(a
−1τuα)f̂2(a−1τuα).
5.2. Convolution of basis elements on disks using derivative boundary condition. Let a > 0 and
b := a/2. Let fj : R
2 → C with j ∈ {1, 2} be functions square integrable on the disk B2b with the associated
derivative boundary condition coefficients
{
Cbn,m[fj] : n ∈ N,m ∈ Z
}
. Hence, we can write
(5.30) ξj =
∞∑
m=−∞
∞∑
n=1
Cbn,m[fj ]Ψ
b
nm,
where ξj := R(fj) is the restriction of fj into the disk B
2
b and
Cbn,m[fj] =
∑
k∈Z2
c′a(k;n,m)f̂j [a
−1k; b],
for m ∈ Z and n ∈ N.
Thus, we get
E(ξj) =
∞∑
m=−∞
∞∑
n=1
Cbn,m[fj ]E(Ψ
b
nm).
Using linearity of convolutions, as linear operators, we get
f1 ⊛ f2 = E(ξ1) ∗ E(ξ2)
=
( ∞∑
m=−∞
∞∑
n=1
Cbn,m[f1]E(Ψ
b
nm)
)
∗
( ∞∑
m′=−∞
∞∑
n′=1
Cbn′,m′ [f2]E(Ψ
b
n′m′)
)
=
∞∑
m=−∞
∞∑
n=1
∞∑
m′=−∞
∞∑
n′=1
Cbn,m[f1]C
b
n′,m′ [f2]E(Ψ
b
nm) ∗ E(Ψbn′m′)
=
∞∑
m=−∞
∞∑
n=1
∞∑
m′=−∞
∞∑
n′=1
Cbn,m[f1]C
b
n′,m′ [f2]Ψ
b
nm ⊛Ψ
b
n′m′ .
Hence, convolution of circular drums (basis elements) can be viewed as pre-computed kernels.
Proposition 5.18. Let a > 0 and b := a/2. Suppose ω := (ω1, ω2)
T ∈ R2, m ∈ Z, and n ∈ N. We then have
(5.31) Ê(Ψbnm)[ω; b] =
√
2π
N
(m)
n (a/2)
i−meimΦ(k)
znmJm(π|k|/2)J ′m(znm)
π2a−2|k|2 − 4a−2z2nm
.
Proof. Let m ∈ Z and n ∈ N. Applying Equation (5.20), we get
(5.32) Ê(Ψbnm)[ω; b] =
√
2π
N
(m)
n (b)
i−meimΦ(ω)
(∫ b
0
Jm(b
−1znmr)Jm(πr|ω|)rdr
)
.
Using (2.8), we have∫ b
0
Jm(b
−1znmr)Jm(πr|ω|)rdr = b
−1znmJm(π|ω|b)J ′m(znm)− π|ω|Jm(znm)J ′m(π|ω|b)
b−1(π2|ω|2 − b−2z2nm)
=
znmJm(π|ω|b)J ′m(znm)− bπ|ω|Jm(znm)J ′m(π|ω|b)
π2|ω|2 − b−2z2nm
=
−bπ|ω|Jm(znm)J ′m(π|ω|b)
π2|ω|2 − b−2z2nm
.
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which implies that
Ê(Ψbnm)[ω; b] =
√
2π
N
(m)
n (b)
i−meimΦ(ω)
−bπ|ω|Jm(znm)J ′m(π|ω|b)
π2|ω|2 − b−2z2nm
.

Proposition 5.19. Let a > 0, k ∈ Z2, m ∈ Z, and n ∈ N. We then have
(5.33) Ê(Ψbnm)[a
−1k; b] =
√
2π
N
(m)
n (b)
i−meimΦ(k)
−π|k|Jm(znm)J ′m(π|k|/2)
2(π2a−2|k|2 − 4a−2z2nm)
.
Proof. Let a > 0 and b := a/2. Suppose k := (k1, k2)
T ∈ R2, m ∈ Z, and n ∈ N. Using Equation (5.31), for
ω := a−1k, we get
Ê(Ψbnm)[a
−1k; b] =
√
2π
N
(m)
n (b)
i−meimΦ(ω)
−bπ|ω|Jm(znm)J ′m(π|ω|b)
π2|ω|2 − b−2z2nm
=
√
2π
N
(m)
n (b)
i−meimΦ(k)
−bπa−1|k|Jm(znm)J ′m(πa−1|k|b)
π2a−2|k|2 − b−2z2nm
=
√
2π
N
(m)
n (b)
i−meimΦ(k)
−π|k|Jm(znm)J ′m(π|k|/2)
2(π2a−2|k|2 − 4a−2z2nm)
.

Proposition 5.20. Let a > 0, b := a/2, n, n′ ∈ N, and m,m′ ∈ Z. Then, for each k ∈ N and ℓ ∈ Z, we have
(5.34) Cak,ℓ[Ψ
b
nm ⊛Ψ
b
n′m′ ] =
2π√
N
(m)
n (b)N
(m′)
n′ (b)
i−(m+m
′)znmJ
′
m(znm)zn′m′J
′
m′(zn′m′)I
a
k,ℓ(n, n
′;m,m′),
with
(5.35) Hak,ℓ(n, n
′;m,m′) :=
∑
k∈Z2
c′a(k; k, ℓ)
ei(m+m
′)Φ(k)π2|k|2Jm(znm)J ′m(π|k|/2)Jm′ (zn′m′)J ′m′(π|k|/2)
4(π2a−2|k|2 − 4a−2z2nm)(π2a−2|k|2 − 4a−2z2n′m′)
.
Proof. Let a > 0, n, n′ ∈ N, and m,m′ ∈ Z. Let f := Ψbnm ⊛ Ψbn′m′ . Then, f is a function supported in the
disk B2a. Suppose k ∈ N and ℓ ∈ Z. Using Equation (5.19), we have
Cak,ℓ[Ψ
b
nm ⊛Ψ
b
n′m′ ] =
∑
k∈Z2
c′a(k; k, ℓ)Ê(Ψbnm)[a
−1k; b] ̂E(Ψbn′m′)[a
−1k; b]
=
2π√
N
(m)
n (b)N
(m′)
n′ (b)
i−(m+m
′)znmJ
′
m(znm)zn′m′J
′
m′(zn′m′)H
a
k,ℓ(n, n
′;m,m′).

Theorem 5.21. Let a > 0, n, n′ ∈ N, and m,m′ ∈ Z. We then have
(5.36) (Ψbnm ⊛Ψ
b
n′m′)(r, θ) =
∞∑
ℓ=∞
∞∑
k=1
Cak,ℓ[Ψ
b
nm ⊛Ψ
b
n′m′ ]Ψ
a
k,ℓ(r, θ),
where for each ℓ ∈ Z and k ∈ N, we have
(5.37) Cak,ℓ[Ψ
b
nm ⊛Ψ
b
n′m′ ] =
2π√
N
(m)
n (b)N
(m′)
n′ (b)
i−(m+m
′)znmJ
′
m(znm)zn′m′J
′
m′(zn′m′)H
a
k,ℓ(n, n
′;m,m′).
DISCRETE SPECTRA OF CONVOLUTIONS ON DISKS USING S-L THEORY 29
5.3. Plancherel formula using derivative boundary condition. We conclude this section by some
Plancherel type formulas involving derivative boundary condition.
Theorem 5.22. Let a > 0 and b := a/2. Suppose f : R2 → C is a continuous function supported in B2b . We
then have
(5.38) ‖f‖2L2(R2) =
∞∑
n=1
Can,0[f ∗ f∗]√
N
(0)
n (a)
,
where
(5.39) Can,0[f ∗ f∗] := 2−1π
√
π
(−1)n
a
∑
k∈Z2
|k|J ′0(π|k|)
(z2n0 − π2|k|2)
|f̂(a−1k)|2.
Proof. Let a > 0 and f ∈ L2(R2) with compact support in B2a/2. Invoking (4.38), we can write
‖f‖2L2(R2) =
∞∑
n=1
Can,0[f ∗ f∗]√
N
(0)
n (a)
.
Let n ∈ N and k ∈ Z2 be given. Then, we have
c′a(k;n, 0) = 2
−1π
√
π
(−1)n|k|zn0J ′0(π|k|)
a(z2n0 − π2k2)
= 2−1π
√
π
(−1)n|k|J ′0(π|k|)
a(z2n0 − π2|k|2)
.
Using (5.19), we have
Can,0[f ∗ f∗] =
∑
k∈Z2
c′a(k;n, 0)f̂ (a
−1k)f̂∗(a−1k) =
∑
k∈Z2
c′a(k;n, 0)f̂ (a
−1k)f̂(a−1k)
=
∑
k∈Z2
c′a(k;n, 0)|f̂ (a−1k)|2 = 2−1π
√
π
(−1)n
a
∑
k∈Z2
|k|J ′0(π|k|)
(z2n0 − π2|k|2)
|f̂(a−1k)|2,
which completes the proof. 
The following formula is the polarized version of Plancherel type formula (5.38).
Proposition 5.23. Let a > 0 and b := a/2. Suppose f : R2 → C is a continuous function supported in B2b .
We then have
(5.40) ‖f‖2L2(R2) =
∞∑
n=1
Can,0[f ∗ f∗]√
N
(0)
n (a)
,
with
(5.41) Can,0[f ∗ f∗] =
∑
τ∈R
∑
α∈Φτ
Ban(τ)|f̂(a−1τuα)|2, Ban(τ) := 2−1π
√
π
(−1)nτJ ′0(πτ)
a(z2n0 − π2τ2)
.
Concluding remarks. In many applications, convolutions of compactly supported functions on the Eu-
clidean plane are required. But in classical Fourier theory, the spectrum of such functions is neither discrete
nor compactly supported. Here an alternative theory is put forth in which Fourier-Bessel expansions are used
for functions supported on disks. The closure properties of such expansions under convolution are derived.
In contrast to the usual approach of periodizing to discretize the spectrum, followed by using the FFT, the
approach presented here has several potential benefits. In particular, there is a natural way to rotate such
expansions in a way that is mathematically exact. Consequentially, rotation-invariant descriptors of images
can be computed naturally. In contrast, periodization and the FFT destroys any rotation invariance. It is
shown that applying different boundary conditions imply to different spectra of the system. Therefore, the
selection of the boundary condition depends on the nature of the problem.
30 A. GHAANI FARASHAHI AND G.S. CHIRIKJIAN
Acknowledgments. This work has been supported by the National Institute of General Medical Sciences
of the NIH under award number R01GM113240, by the US National Science Foundation under grant NSF
CCF-1640970, and by Office of Naval Research Award N00014-17-1-2142. The authors gratefully acknowledge
the supporting agencies. The findings and opinions expressed here are only those of the authors, and not of
the funding agencies.
References
1. M.A. Al-Gwaiz, Sturm-Liouville Theory and Its Applications, Springer-Verlag London, Ltd., London, 2008. x+264 pp.
2. G.S. Chirikjian, Stochastic Models, Information Theory, and Lie Groups, Vol. 2. Analytic Methods and Modern Applications,
Applied and Numerical Harmonic Analysis. Birkha¨user/Springer, New York, xxviii+433 pp, 2012.
3. G.S. Chirikjian, Stochastic Models, Information Theory, and Lie Groups, Vol. 1. Classical Results and Geometric Methods,
Applied and Numerical Harmonic Analysis. Birkha¨user Boston, Inc., Boston, MA, xxii+380 pp, 2009.
4. G.S. Chirikjian, A.B. Kyatkin, Harmonic Analysis for Engineers and Applied Scientists: Updated and Expanded Edition,
Courier Dover Publications, 2016.
5. G.S. Chirikjian, A.B. Kyatkin, Engineering Applications of Noncommutative Harmonic Analysis, CRC Press, 2000.
6. H. G. Feichtinger, On a new Segal algebra, Monatsh. Math. 92 (1981), no. 4, 269-289.
7. H. G. Feichtinger, Banach convolution algebras of functions II, Monatsh. Math. 87 (1979), no. 3, 181-207.
8. H. G. Feichtinger, On a class of convolution algebras of functions, Ann. Inst. Fourier (Grenoble) 27 (1977), no. 3, vi, 135-162.
9. H. G. Feichtinger, K.H. Gro¨chenig, Banach spaces related to integrable group representations and their atomic decompositions.
I., J. Funct. Anal. 86 (1989), no. 2, 307–340.
10. H. G. Feichtinger, K.H. Gro¨chenig, Banach spaces related to integrable group representations and their atomic decompositions.
II., Monatsh. Math. 108 (1989), no. 2-3, 129–148.
11. A. Ghaani Farashahi, Abstract Banach convolution function modules over coset spaces of compact subgroups in locally compact
groups, Bulletin of the Brazilian Mathematical Society, New Series (2019), https://doi.org/10.1007/s00574-018-00129-6.
12. A. Ghaani Farashahi, G.S. Chirikjian, Fourier-Zernike series of convolutions on disks, Mathematics, 2018, 6(12):290.
13. A. Ghaani Farashahi, A class of abstract linear representations for convolution function algebras over homogeneous spaces of
compact groups, Canad. J. Math. 70, no. 1, 97-116, 2018.
14. A. Ghaani Farashahi, Abstract harmonic analysis of relative convolutions over canonical homogeneous spaces of semidirect
product groups, J. Aust. Math. Soc. 101, no. 2, 171-187, 2016.
15. A. Ghaani Farashahi, Abstract convolution function algebras over homogeneous spaces of compact groups, Illinois J. Math. 59,
no. 4, 1025-1042, 2015.
16. L.E. Kavraki, Computation of configuration-space obstacles using the fast Fourier transform, IEEE Transactions on Robotics
and Automation, 11(3), 1995.
17. W.Y. Kim and Y. S. Kim, Robust Rotation Angle Estimator, IEEE Transaction on Pattern Analysis and Machine Intelligence,
21(8):768-773, 1999.
18. V. Kisil, Relative convolutions. I. Properties and applications, Adv. Math. 147, no. 1, 35-73, 1999.
19. V. Kisil, Calculus of operators: covariant transform and relative convolutions, Banach J. Math. Anal. 8, no. 2, 156-184, 2014.
20. A.B. Kyatkin, G.S. Chirikjian, Algorithms for fast convolutions on motion groups, Appl.Comput.Harmon.Anal.9:220-241,2000.
21. A.B. Kyatkin, G.S. Chirikjian, Computation of robot configuration and workspaces via the Fourier transform on the discrete
motion group, International Journal of Robotics Research. 18(6):601-615. 1999.
22. H. Reiter, J. D. Stegeman, Classical Harmonic Analysis and Locally Compact Groups, 2nd Ed, Oxford University Press, New
York, 2000.
23. V. Venkatraman, L. Sael, D. Kihara, Potential for Protein Surface Shape Analysis Using Spherical Harmonics and 3D Zernike
Descriptors, Cell Biochemistry and Biophysics, 54(1-3):23–32, 2009.
24. V. Venkatraman, Y.D. Yang, L. Sael, D. Kihara, Protein–Protein Docking Using Region–Based 3D Zernike Descriptors, BMC
Bioinformatics, 10(1):407, 2009.
25. A. Zettl, SturmLiouville Theory, Mathematical Surveys and Monographs, 121. American Mathematical Society, Providence,
RI, 2005. xii+328 pp.
Laboratory for Computational Sensing and Robotics (LCSR), Whiting School of Engineering, Johns Hopkins
University, Baltimore, Maryland, United States.
E-mail address: arash.ghaanifarashahi@jhu.edu
E-mail address: ghaanifarashahi@outlook.com
Laboratory for Computational Sensing and Robotics (LCSR), Whiting School of Engineering, Johns Hopkins
University, Baltimore, Maryland, United States.
E-mail address: gregc@jhu.edu
E-mail address: gchirik@gmail.com
