A new kind of nonlinear adaptive filter, the adaptive neural fuzzy filter (ANFF), based upon neural network's learning ability and fuzzy if-then rule structure is proposed in this paper. The ANFF is inherently a feedforward multilayered connectionist network which can learn by itself according to numerical training data or expert knowledge represented by fuzzy if-then rules. The adaptation here includes the construction of fuzzy if-then rules (structure learning), and the tuning of the free parameters of membership functions (parameter learning). There are no hidden nodes (i.e., no membership functions and fuzzy rules) initially, and both the structure learning and parameter learning are performed concurrently as the adaptation proceeds. Two major advantages of the ANFF are : 1) a priori knowledge can be incorporated into the ANFF which makes the fusion of numerical data and linguistic information in the filter possible; and 2) no predetermination, like the number of hidden nodes, must be given, since the ANFF can find its optimal structure and parameters automatically. To demonstrate the performance of the ANFF, two applications, the nonlinear channel equalization and the adaptive noise cancellation, are simulated.
Introduction
Adaptive filtering has achieved widespread applications and success in many areas such as control, image processing, and communications 111. Among the various kinds of adaptive filters, the adaptive linear filter is the most widely used one. However, for situations where nonlinear phenomenon appears, the performance of linear filters has be shown to be poor and the development of nonlinear filters is thus necessary [Z] . Recently, the investigation of applying neural network in adaptive signal processing is popular due to its powerful nonlinear learning ability and no a priori knowledge about the signal or noise statistics is required in design. Even so, a problem encountered in the design of neural filters is that the internal layers of neural networks are always opaque to the user, so it is not easy to determine the structure and size of a network. The inability of incorporating linguistic information expressed as fuzzy ifthen rules in the design of neural filters is still another short coming.
The proposed ANFF is a feedforward multilayer network that integrates the basic elements and functions of a traditional fuzzy system into a connectionist structure [3] . An important feature of the proposed adaptive filter is that it can dynamically partition the input space and output space using irregular fuzzy hyperboxes according to training pattern distribution [4] . Another feature of the ANFF is that it can on-line partition the input/output spaces, tune membership functions, and find proper fuzzy logic rules dynamically in the fly. This property makes the ANFF more suitable for on-line operation than the neural-network-type filters. The detail of the ANFF is described in following sections.
The Structure of Adaptive Neural
The proposed ANFF is a connectionist type of filter constructed from a set of fuzzy if-then rules see Fig. 1 ). It uses the technique of complement CO k ing from Fuzzy ART [5] to normalize the input/output training vectors. Complement coding is a normalization process that rescales an n-dimensional vector in R", x = (all a z , . , zn), to its 2n-dimensional complement coding form in [0, 1] = ( z i ,~; ) = (ei, 1 -E ; ) and (2) 4 f ) = fFrom the above equation, the link weight in layer 1 (w~')) is unity. Notice that due to the complement coding process, for each input node i, there are two output values, i?i and ZE = 1 -Z i .
Layer 2 The parameter 7 is the sensitivity parameter that regulates the fuzziness of the trapezoidal membership function.
Layer 3 : Nodes in this layer are called rule nodts and each represents one fuzzy logic rule. The links in layer 3 are used to perform precondition matching of fuzzy logic rules. Hence the rule nodes perform the following operation, n f@i3)) = and a ( f ) = f.
The link weight in layer 3 ( w y ' ) is unity.
Layer 4 : The nodes in this layer are called output term nodes; each has two operating modes: down -up transmission and up -down transmission modes (see Fig. 1 ). In down-up transmission mode, the links in layer 4 perform the fuzzy OR operation on fired (activated) rule nodes that have the same consequent, Hence the liik weight is wi4) = 1. In updown transmission mode, the nodes in this layer and the updown transmission links in layer 5 function exactly the same as those in layer 2.
Layer 5 : There are two kinds of nodes in layer 5. The first kind of node performs up-down transmission for training data (desired outputs to feed into the network, kind of node, we have acting exactly like the input I inguistic nodes. For this where jii is the ith element of the normaliied desired output vector. Notice that complement coding is also performed on the desired output vectors. The second kind of node performs down-up transmission for decision signal output. These nodes and the layer-5 downup transmission links attached to them act as a defuzzifier. If U!:) and vi;) are the corners of the hyperbox of the j t h term of the ith output linguistic variable yi, then the following functions can be used to simulate the center of area defuzzification method:
were mi;) = (I @ + v ' 6 ) ) / 2 denotes the center value of the output membershiip function of the j t h term of the ith output linguistic variable.
3 Learning Alg,orithm for the ANFF ' ? In this section, we develop a on-line lemning algorithm to find the optimal fuzzy filter under the MSE criterion. The learning algorithm combines structure learning and parameter learning to determine the prop er corners of the hyperbox (ui,'s and vij's) for each term node in layers 2 and 41: (see Fig. 2 ). It also learns fuzzy logic rules and link calnnection types in layers 3 and 4; that is, the precondition and consequent links of the rule nodes.
The Structure-Learning
Step The structure-learning task can be stated as: Given input training data at time k, z i ( k ) , i = l,...,n and desired output value :s(k), find proper fuzzy partitions, membership functions,, and fuzzy logic rules.
The structure-learning step consists of three learning processes: input fuzzy clustering process, output fuzzy clustering process, an'd mapping process.
Input Fuzzy Clustering Process
We use the fuzzy ART fast learning algorithm [5, 61 to find the input membership function parameters, U$' and vi;). This is equivalent to finding proper input space's fuzzy clustering or, more precisely, to forming proper fuzzy hyperboxes in the input space. Initially, for each complemmt coded input vector x' (see Eq. (I)), the values of choice functions, T f , are computed by ?(XI) = ( e i , j = 1 , 2 , -. . , N , where uAn is the minimum operator performed for the pairwise elements of two vectors, a > 0 is a constant, N is the current number of rule nodes, and wj is the complement weight vector, which is defined by w i 3 ~K ' A W I node j. The choice function value indicates the similaritybetween the input vector x' and the complement weight vector wj. We then need to find the complement weight vector closest to x'. This is equivalent to finding a hyperbox (category) that x' could belong to. The chosen category is indexed by J, where TJ = max{T, : j = l , . . . , N } .
(9)
Resonance occurs when the match value of the chosen category meets the vigilance criterion:
where p E [O,1] i s a vigilance parameter. If the vigilance criterion is not met, we say mismatch reset occurs. In this case, the choice function value TJ is set to 0 for the duration of the input presentation to prevent persistent selection of the same category during search (we call this action "disabling J"). A new index J is then chosen using Eq. (9 . The search process continues until the chosen J satis d es Eq. (10). This search process is indicated by the feedback arrow marked with Uvigilance test" in Fig. 2 . If no such J is found, then a new input hyperbox is created by adding a set of TL new input term nodes, one for each input linguistic variable, and setting up links between the newly added input term nodes and the input linguistic nodes. The complement weight vectors on these new layer-2 links are simply giveE as the current input vector, x'. These newly added input term nodes and links define a new hyperbox, and thus a new category, in the input space. We denote this newly added hyperbox as J .
Output Fuzzy Clustering Process
The output fuzzy clustering process is exactly the same it9 the input fuzzy clustering process except that it is performed between layers 4 and 5 which are working in the updown transmission mode.
Mapping Process
The objective is to perform the mapping process which decides the connections between layer-3 and layer-4 nodes. This is equivalent to deciding the consequents of fuzzy logic rules. This mapping process is described by the following algorithm, wherein connecting rule node J to output hyperbox K we means connecting the rule node J to the output term nodes that constitutes the hyperbox K in the output space.
Step 1: IF rule node J is a newly added node THEN connect rule node J to output hyperbox K.
Step 2: ELSE IF rule node J is not connected to output hyperbox K originally THEN disable J and perform Input Fuzzy Clustering Process to find the next qualified J i.e., the next rule node that satisfies Eq. (9) and Eq. t 10)).
Go to Step 1. Step 3: ELSE no structure change is necessary.
In the mapping process, hyperboxes J and K are resized according to the fa& learning rule [5] by updating weights, W J and WK, as follows:
The Parameter-Learning Step
After the network structure has been adjusted according to the current training pattern in the structurelearning step, it is then necessary to fine tune the network parameters using the same training pattern. This fine tuning process is necessary to assure the desired output accuracy of a network. The error propagated to the preceding layer is dS) = Layer 4 : There is no parameter to be adjusted in this layer. Only the error signal (6i") needs to be computed and propagated. According to Eq. (9), the error signal 6j4) is derived as BE --m -4 k ) -W).
Layer 3 : As in layer 4, only the error signals need to be computed in this layer. According to Eq. ( 6 ) , this error signal is 6y) = 6 : " e . where zmax = max(inpllts of outpvt terms m, h, normalizes the error to be propagated for fired rules with the same consequent.
Layer 2 : Using Eqs. (3) and (13), the updating rule of$) is where x = (z(k), z(k -. I))*, and 0 1 and 0 2 are the two output clusters meaning the decided result being 1 or 0, respectively. The boundary in Fig. 4 c) is very close to the optimal is obtained with an epoch of training on 50 sampling points only.Better performance can be obtained if more sampling points are used. Moreover, if some a p r i o~ knowledge about the equalizer is known in dvance, we can add it in the design to improve the learning speed.
Application to adaptive noise cancellation
The ANFF is applied for adaptive noise cancellation in this subsection [l] . ln Fig. 5 , the primary input source contains the desired signal s, which is corrupted by noise no generated from the noise source n. The received signal is thus z(k) = s ( k ) + %(k). The secondary or auxiliary (reference) input source receives the noise m, which is correlated with the corrupting noise, no. The principle of the adaptive noise cancellation techniques is to adaptively process (by adjusting the filter's weights then subtract the replica of no from the primary input z to recover the desired signal, s.
Example 2.
Considler the simple case where the primary input source, 9 , is a sinusoidal signal, and the noise is generated by a white noise n. Assume that the relation between the noise source n and the corrupting noise no is a nonlinear function as boundary in Fig. 4(a) . It s 6 ould be noted that the result the reference noise nl to generate a replica of no, an d no(k) = 0.6(n(k))3, (22) and nl(k) = n(k). The adaptation of the ANFF is performed on this problem after choosing the initial vigilances as fin = 0.4, pout = 0.7, and learning parameters as I] = 0.01, = 4. A total of 1200 training data are used. The nolsy and recovered signal after 100 epochs of training are shown in Fig. 6(a) and (b) . After 100 epochs of training, seven fuzzy rules are generated in the ANFF. Once the structure or rule base is constructed, fine tuning is performed continuously t o minimize the MSE of the ANFF.
To compare the performance, the mean square error (MSE) between the recovered signal and the original signal for various filters are calculated. Figure 7 shows the MSE curves for three different orders of linear filters (curves (a), (b) and fc)), and for the ANFF trained in the above -the ANFb without initial fuzzy rules (curve (d)). In the figure, the MSE is calculated from the start of adaptation, and each plotted error value is the sum of errors over 60 time steps. Also shown in the figure is the MSE curve for the AlNFF with initial fuzzy rules, which will be explained in the following. The MSE curves showed in Fig. 7 indicate that the MSE of the ANFF is much smaller than that of the linear filters.
Observing the a b w e results, we see that the adaptation of the filter is in Sact to find a nonlinear function between n~ and nl. If we know approximately the characteristic of the channel function, we can add the a priori Similarly, the updating rule of Uij becomes where 4 Applications and Simulations
Application to nonlinear channel e-
The proposed ANFF is used as a nonlinear channel equalizer [l] in this application. The structure of the system is shown in Fig. 3 . The transmitted input signal, s(k), is a sequence of statistically independent random binary symbols which takes values of 1 or 0 with equal probability. The signal is sent through the channel. If &(k) denotes the output of the channel, then the channel function can be described as
In general, f is a nonlinear function of the past transmitted signals, and the channels change slowly but significantly over time, so a nonlinear channel equaliier with adaptation ability is needed. At the receiving end, a channel noise e(L) presents and the ob- HI, H2, H3, ll 4, H5 are shown. The meaning of the fuzzy rule that the hyperbox stand for is, fuzzy knowledge into the ANFF to improve its learning speed. In this example, if we know that the corrupting noise no is approximately proportional to the reference measured noise nl, the following three rules can be constructed initially in the ANFF. "IF nl is High, THEN no is High." "IF nl is Middle, THEN no is Middle." 'TF n1 is Low, THEN no is Low. " Then, after doing the same training job as in the above, the MSE curve is shown in Fig. 7 (curve (e) ), where 4 new rules are generated. Figure. 7 shows that higher learning speed does be achieved if a p r i o r i knowledge is incorporated into the ANFF.
Another main advantage of the ANFF is its fast learning speed (with or without U priori knowledge). To verify this, a multilayer perception (MLP), with one hidden layer and five hidden nodes, trained by the backpropagation learning algorithm is used as an adaptive filter in this example for comparison. The resulting MSE curves of the ANFF and MLP are shown in Fig. 8 , where the MSE is calculated from the start of adaptation, and each plotted error value is the sum of errors over 60 time steps.
Ezample 3. Consider the channel function used in the primary path as
and assume that nl(k) = n(k . The signal source and 100 epoches of training on 1200 training data, the recovered signal using the ANFF is shown in Fig. 9 , where 11 fuzzy rules are generated. 
