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Abstract
Enhancing the efficiency of traffic management and improving the network
revenue for operators are the most essential issues in heterogeneous mobile
networks. As the heterogeneous mobile network is composed of diverse net-
work technologies, it is expected to offer effective network connections and
sufficient network resources to increased number of mobile users with var-
ious traffic demands. Moreover, the price of each selling resources might
vary significantly from the business point of view. Therefore, heterogeneous
mobile networks aim to provide superior user experience, guarantee efficient
resource utilisation and maximise mobile network revenue.
The main objective of this thesis is to manage and allocate limited net-
work resources to mobile users for improving their quality level and network
revenue. The primary focus of this thesis is on developing valid network
architecture for efficient resource allocation and designing novel optimisa-
tion algorithms for effective traffic management. Besides, the other focus of
this thesis is on exploring future works in the field of traffic management in
heterogeneous mobile networks.
This thesis covers two aspects of traffic management from the mobile user
side and the network side. With the motivation of ever increasing traffic
demands in heterogeneous mobile networks, maintaining quality level of mo-
bile users, improving resource utilisation and maximising network revenue
are more than ever challenging. In this thesis, a fully distributed device-
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controlled network assisted mechanism for network selection has been devel-
oped. Decisions in this mechanism are made by mobile devices only. The
device controlled mechanism mainly focuses on Quality of Service (QoS) re-
quirements of mobile devices, while network information and location profiles
are provided by the network assisted part. In order to improve the network
performance, a novel semi-centralised QoS-based traffic management mech-
anism has been developed further. The semi-centralised mechanism aims to
maintain the quality level of mobile users and guarantee the fairness among
mobile users in heterogeneous mobile networks.
Moreover, a novel prioritised admission control mechanism has been de-
veloped for network slicing. Network slicing, where virtualised network re-
sources are packaged and assigned in an isolated manner to set of mobile
users, is considered as a key paradigm to implement resource allocation based
on diversity of resource requirements. The mechanism is heuristic based
and contains two-tier priority level among different service slices and mobile
users. The mechanism aims to maximise resource utilisation and guarantee
the mobile users resource requirements. Apart from this, network slicing is
also significant for the business model of operators. As as result, a novel
economics based traffic management mechanism has been developed further.
It aims to maximise the network revenue and enhance network utilisation in
heterogeneous mobile networks.
Finally, the thesis is concluded and some proper future researches are
included as well.
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Chapter 1
Introduction
1.1 Introduction
With the fast development of heterogeneous mobile networks and the in-
telligence of mobile devices, resource providers have been asked to provide
efficient radio and the core network resources in order to enhance mobile
users’ quality level and improve the efficiency of traffic management.
The network architecture is becoming more dynamic, distributed and
heterogeneous that contains massive kinds of network technologies such as
WiFi access points, LTE macrocells, picocells and femtocells, and novel radio
networks. The required network traffic from mobile users is expected to be
around 70% growth [3]. The new emerging network architecture will bring
us new challenges of optimising traffic management by considering various
quality of service (QoS) requirements and limited network resources.
Numerous researches have already modelled the future network archi-
tecture and provided mechanisms for traffic management in heterogeneous
mobile networks. However, traditional methods of traffic management are
not efficient in the current and the future mobile networks [4].
To address problems described above, a novel network architecture and
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1.2. Research Contributions
network slicing mechanisms are proposed. These are significant elements for
the future heterogeneous mobile networks. Moreover, with the ever increas-
ing data traffic in mobile networks, an efficient traffic management mech-
anism needs to be designed. It should have the ability to satisfy resource
requirements of mobile users and improve the efficiency of network utilisation
and revenue.
In this thesis, a fully distributed traffic management mechanism is pro-
posed, where all decisions are made at the user side. The proposed mech-
anism mainly focuses on mobile users’ QoS requirements (e.g., throughput,
delay and energy consumption, etc.) and makes fully selfish decisions. Then,
the traffic management mechanism has been extended by combining a cloud
central controller. The proposed central controller has been designed to
address the issue of fairness among mobile users. These proposed traffic
management mechanisms are used to maximise quality level of mobile users
and improve the efficiency of resource allocation.
Moreover, in this thesis, novel technologies as network virtualisation and
network slicing have been proposed for improving traffic management. A
novel heuristic based admission control mechanism is designed. The proposed
mechanism has been used to enhance the quality level of each network slice
and the network utilisation. Finally, an economics based traffic management
mechanism has been proposed for improving network performance from the
point of network business view.
1.2 Research Contributions
The contributions of this thesis include different aspects of traffic manage-
ment in heterogeneous mobile networks. Key contributions of this thesis
are defining novel network architectures and designing traffic management
14
1.2. Research Contributions
mechanisms. These can be summarised as follows.
• A fully distributed traffic management with network analysis mecha-
nism has been proposed. The proposed mechanism is controlled and
centred by mobile users. It mainly focuses on mobile users’ location
profiles and multi-criteria utility values. The network analytic mecha-
nism combines reinforcement learning algorithm which can affect traffic
management decisions.
• A new efficient traffic management mechanism has been proposed. The
proposed mechanism can improve quality level of mobile users while
maximising fairness levels among all traffic flows. The mechanism has
been designed to be maintained by a central controller on top of the
whole network system. It means final decisions of traffic management
are made by both mobile users and the central controller jointly.
• A novel heuristic based admission control mechanism has been pro-
posed. The proposed mechanism considers two-tier priority level in
the virtualised mobile network system. The two-tier priority order has
been considered to maximise quality level of mobile users and allocate
network resources efficiently. Moreover, the mechanism can dynami-
cally allocate network resources to enabled service slices according to
the current traffic load.
• A novel virtualised 5G mobile network model has been proposed to sat-
isfy service slices’ QoS requirements optimally. The proposed network
model considers vertical network slicing which contains radio, compu-
tational and storage resources. Moreover, a network slice manager has
been designed in this model for providing a central view of the whole
network system and determining prices of different network chunks.
15
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• A novel traffic management mechanism which combines auction and
optimisation mechanisms has been proposed. The proposed novel mech-
anism considers both the demand and the provision in network chunks.
It has been designed to maximise the network revenue and confirm ef-
ficient traffic management for optimising allocated network resources
to network slices.
1.3 Publications
The publications related to the main contributions of this thesis are stated
as follows.
1. (Contribute to Chapter 3) Menglan Jiang, ”Device-Controlled Traffic
Steering in Mobile Networks”, The 9th International Conference on
Next Generation Mobile Applications, Services and Technologies, pp.7-
12, Sept. 2015.
2. (Contribute to Chapter 4) Menglan Jiang and Toktam Mahmoodi,
”Traffic Management in 5G Mobile: Selfish Users and Fair Network”,
Transactions on Networks and Communications, vol.4, no.1, Feb. 2016.
3. (Contribute to Chapter 5) Menglan Jiang, Massimo Condoluci and
Toktam Mahmoodi, ”Network slicing management and prioritization
in 5G mobile systems”, The 22th European Wireless, pp. 1-6, May
2016.
4. (Contribute to Chapter 3) Menglan Jiang, Dionysis Xenakis, Salva-
tore Costanzo, Nikos Passas and Toktam Mahmoodi, ”Radio Resource
Sharing as a Service in 5G: A Software-defined Networking Approach”,
accept with minor correction from Elsevier Journal of computer com-
munications,2016.
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5. (Contribute to Chapter 6) Menglan Jiang, Massimo Condoluci, Toktam
Mahmoodi and Luis Guijarro, ”Economics of 5G Network Slicing: Op-
timal and Revenue-based allocation of radio and core resources in 5G”,
submitted to IEEE Transactions on Wireless Communications,2016.
1.4 Organisation of this Thesis
This thesis is organised as follows.
• Chapter 2 gives the technical background of understanding the research
area in this thesis. The chapter includes a brief summary of different
aspects of traffic management in the heterogeneous mobile networks.
• Chapter 3 presents an effective traffic management mechanism for mo-
bile users in heterogeneous mobile networks. One of the key challenges
for effective traffic management is to maximise mobile users’ quality
level. Therefore, in this chapter, a fully distributed mechanism which
mainly focuses on history records of each available network, and multi-
criteria performance metrics will be described.
• Chapter 4 presents a fairness mechanism for traffic management in
the heterogeneous mobile networks. High level of users’ quality level
and fairness among these users’ flows are two important factors for
researchers to consider. Therefore, in this chapter, a semi-distributed
traffic management mechanism which combines selfish mobile devices
and a cloud central controller will be carefully described.
• Chapter 5 presents network slicing management and prioritisation in
the heterogeneous mobile networks. Network slicing, where resources
are packaged and assigned in an isolated manner to set of users accord-
ing to their specific requirements, is considered as a key paradigm to
17
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fulfil diversity of requirements. Network slicing has a two fold impact
in terms of traffic prioritisation as it dictates for the simultaneous man-
agement of the priority among different slices and the priority among
the users belong to the same slice. Therefore, a novel heuristic based
admission control mechanism which considers these two tier priorities
will be carefully described.
• Chapter 6 demonstrates an economics based traffic management mech-
anism in heterogeneous mobile networks. First, a novel network archi-
tecture will be proposed in this chapter, where network chunks are
allocated to package network resources in an isolated manner to sets of
service slices according to their QoS requirements (i.e., radio resource,
computational resource and storage resource). Then, a novel network
slicing mechanism that combines auction and optimisation mechanisms
will be carefully described.
• Each contribution chapter addresses a unique research problem, and
finally, the thesis is concluded in Chapter 7 with some directions for
future works.
18
Chapter 2
Background
2.1 Introduction
Nowadays, in heterogeneous mobile networks, a major challenge is to effec-
tively improve the quality of network connection for mobile users and meet
their network resource demands. Moreover, with the tremendous increase in
data traffic, another major challenge is to allocate network resources effec-
tively to enhance network performance. In this chapter, a survey of the state
of the art in heterogeneous mobile networks will be carried out. The related
work on different aspects of traffic management will be summarised as well.
While 4G mobile networks are being widely deployed in the large area of
the world, it has been clearly seen that unprecedented challenges in meeting
users’ and network operators’ growing expectations will appear in the near
future [5]. The exponential growth of resource requirements driven by intel-
ligent mobile users triggered the investigation of heterogeneous mobile net-
works [6]. The heterogeneous mobile network is integrating (or converging)
different types of access nodes (e.g., macrocells, picocells, and femtocells),
and it allows each access node to share network resources with others. The
purpose of integrated (or converged) networks is enlarging network capacity
19
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to meet bandwidth intensive resource requirements when the network re-
source remains limited. The integrated networks also have greater flexibility
to provide higher data rate, higher quality of experience, and lower end-to-
end latency and energy consumption [6] to mobile users. The integrated
networks can be used to guarantee mobile users’ QoS resource requirements.
Intelligent mobile users in heterogeneous mobile networks have the ability to
connect with more than one network access nodes using the same or different
radio access technologies (RATs) simultaneously [6].
The convergence of different network technologies is one of the significant
solutions that can be used to improve network performance [1]. There are
four types of network convergence which are device convergence, protocol
convergence, service convergence and full convergence as described in Table
2.1. Device convergence was based on integrating multiple communication
interfaces within one device, and each separate communication session is
controlled by the device. The protocol convergence was integrating differ-
ent kinds of network protocols within a single heterogeneous network, and
mobile users can handover from one protocol to the other based on their re-
quirements. The service convergence is integrating different types of network
services within the same heterogeneous mobile network. The goal of this type
of convergence is keeping mobile services to work continuously, regardless of
mobile devices and network handovers. The full convergence is the type
planning to integrate the above three different types. The aim of the full
convergence is to provide higher quality level to mobile users, even for high
mobility mobile users. In order to achieve this aim, energy-efficient modu-
lation, coding techniques, mobility management and radio resource manage-
ment algorithms should be solved at the beginning.
The primary technologies of the full convergence heterogeneous mobile
networks and key challenges considered in this thesis have been summarised
20
2.1. Introduction
T
ab
le
2.
1:
T
y
p
es
of
C
on
ve
rg
en
ce
fo
r
H
et
er
og
en
eo
u
s
M
ob
il
e
N
et
w
or
k
s
[1
]
T
y
p
e
s
O
b
je
ct
iv
e
s
S
u
b
je
ct
s
F
e
a
tu
re
s
D
ev
ic
e
C
on
ve
rg
en
ce
of
d
iff
er
en
t
M
ob
il
e
d
ev
ic
es
an
d
S
im
u
lt
an
eo
u
s
h
ol
d
in
g
se
p
ar
at
e
C
on
ve
rg
en
ce
co
m
m
u
n
ic
at
io
n
in
te
rf
ac
es
w
it
h
in
th
ei
r
in
te
rf
ac
es
co
m
m
u
n
ic
at
io
n
on
e
m
ob
il
e
d
ev
ic
e
se
ss
io
n
s
b
y
a
si
n
gl
e
d
ev
ic
e
P
ro
to
co
l
C
on
ve
rg
en
ce
of
d
iff
er
en
t
C
om
m
u
n
ic
at
io
n
S
of
t
h
an
d
ov
er
b
et
w
ee
n
d
iff
er
en
t
C
on
ve
rg
en
ce
co
m
m
u
n
ic
at
io
n
p
ro
to
co
ls
w
it
h
in
p
ro
to
co
ls
co
m
m
u
n
ic
at
io
n
p
ro
to
co
ls
on
e
lo
gi
ca
l
n
et
w
or
k
w
it
h
ou
t
se
ss
io
n
in
te
rr
u
p
ti
on
S
er
v
ic
e
C
on
ve
rg
en
ce
of
n
et
w
or
k
se
rv
ic
es
N
et
w
or
k
se
rv
ic
es
an
d
S
er
v
ic
e
h
as
b
ee
n
m
ai
n
ta
in
ed
C
on
ve
rg
en
ce
w
it
h
in
on
e
h
et
er
og
en
eo
u
s
m
ob
il
e
m
ob
il
e
d
ev
ic
es
co
n
ti
n
u
ou
sl
y,
re
ga
rd
le
ss
of
m
ob
il
e
d
ev
ic
e
n
et
w
or
k
ar
ch
it
ec
tu
re
an
d
co
n
n
ec
ti
on
ty
p
e
F
u
ll
F
u
ll
co
n
ve
rg
en
ce
of
an
y
m
ob
il
e
N
et
w
or
k
se
rv
ic
es
,
In
d
ep
en
d
en
ce
b
et
w
ee
n
m
ob
il
e
d
ev
ic
es
,
C
on
ve
rg
en
ce
d
ev
ic
es
,
co
m
m
u
n
ic
at
io
n
p
ro
to
co
ls
m
ob
il
e
d
ev
ic
es
,
an
d
co
m
m
u
n
ic
at
io
n
n
et
w
or
k
s,
an
d
n
et
w
or
k
se
rv
ic
es
co
m
m
u
n
ic
at
io
n
p
ro
to
co
ls
an
d
se
rv
ic
e
p
ro
v
id
er
s
21
2.2. Traffic Management Architectures
in Table 2.2.
Table 2.2: Challenges Considered in This Thesis
HetNets Challenges
Mobility Seamless handover between service providers,
Management and oﬄoading traffic resource of heavy access nodes
Traffic Quality maximisation,
Management fairness resource allocation
Heterogeneous interference management, adaptive power control,
Network Support device/location discovery
Wireless resource allocation,
Network revenue/price optimisation,
Virtualization isolation and mobility management
2.2 Traffic Management Architectures
2.2.1 Distributed Device/User-Centric Architecture
In heterogeneous mobile networks, the network architecture will be changed
from the base-station-centric architecture to the device-centric architecture
[5, 7]. The device-centric architecture can drive mobile users to make their
decisions on to which base station or access point to connect by optimizing
the individual performance metric. The benefit of device-centric is in the
independence of mobile users to make their decisions and the ease of taking
mobile users’ preference into account for maximizing their quality levels.
In order to improve quality levels, mobile users establish both down-
link and uplink connections, while carrying both control and data traffic
information according to where they have located [7]. The device-centric
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Figure 2.1: Device Centric Mobile Architecture
architecture is a fully distributed architecture, in which, mobile users are
independent to make their own decisions to connect with the network they
wish to. The distributed architecture is a benefit for helping mobile users
to mainly consider their own individual objectives, such as network channel
conditions (e.g., Signal-to-interference-plus noise ratio, SINR), information
flows with different priorities and location profiles.
Generally, in a certain area of heterogeneous mobile networks, a mobile
user will select to connect with the access point who can provide the highest
value of quality values. The distributed device-centric architecture can be
described as Fig 2.1.
Advantages of using device/user-centric architecture are as follows:
• Efficient Information Collection: Network densification generates
more challenges in the field of efficient resource management. From the
aspect of mobile users, distributed device-centric mobile architecture
can receive network information efficiently based on their own location
profiles and QoS requirements.
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• Traffic Oﬄoading: Mobile devices are becoming more and more intel-
ligent. They have abilities to implement more complicated algorithms
that can help them to connect with their required access nodes, and
improve their quality levels. Meanwhile, oﬄoading traffic loads from
base stations/ access points has been implemented more effectively
compared with base-station-centric architecture.
• Resource Allocation: Network resources (e.g., CPU, storage, band-
width, etc) needed by mobile users will inevitably generate challenges
to base-station-centric architecture in the field of satisfying QoS re-
quirements for mobile users. Device/ user-centric architecture can ef-
ficiently improve the resource allocation for mobile users.
In [8], a real-time video sharing scheme based on requirements from user-
centric networking (UCN) has been proposed. The UCN can understand
the context of mobile users, can profile current interests of mobile users
and can personalise content delivery for mobile users [9]. A low power mo-
bile device-centric access point congestion detection (MACoD) mechanism
has been proposed in [10]. The aim of this mechanism is to help mobile
devices to recognise congestion situation autonomously and take proper ac-
tions quickly in order to maintain their continuous connections with access
points when the network quality becomes deteriorated. In [11], an integrated
mobile device-centric approach has been proposed for data oﬄoading. The
proposed approach was focused on that a mobile device has an ability to scan
conditions of alternative wireless networks, one of which they can connect
with. The advantage of this approach was delay tolerant for many types
of applications. Device-centric solutions for emergency communication has
been proposed in [12] which is aiming to improve communication resiliency.
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2.2.2 Network Assisted Archtiecture
With the development of network technologies, device centric network as-
sisted architecture combined with a central controller (e.g., Software-defined
Networking controller, SDN controller) has been proposed in several litera-
tures [13, 14, 15, 16, 13, 17, 18]. The central controller can be used to decou-
ple the function of control plane from the data plane. The control plane
logically controls the operation of network switches while the data plane
carrying out simple packet forwarding payload data through the physical
network of switches and links. Such decoupling allows quicker provisioning
and configuration of network connections [19].
The central controller can be used to abstract entire physical network
resources. It can also operate network elements with intelligent strategies
through an OpenFlow interface between the physical infrastructure layer
and the central control layer. There is another OpenFlow interface [20]
between the central controller and the applications layer [21] at the same
time. The architecture of the central controller can be described in Fig 2.2.
It contains three different layers: the application layer, the control layer and
the infrastructure layer.
• Application Layer: This layer contains diversity types of software
applications based on different network services. Applications can com-
municate with the control layer directly through an OpenFlow inter-
face.
• Control Layer: This layer is the most significant part of the central
architecture. The central controller logically maintains the dynamically
changed network information from a global view. Moreover, the central
controller can take QoS requirements from the application layer and
manage the network devices via standard protocols such as OpenFlow
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Figure 2.2: Cloud Central Controller Archtecture
[20].
• Infrastructure Layer: This layer contains physical switches, virtual
switches and massive types of mobile devices. Devices in this layer are
programmable [22].
Network intelligent can be realised centrally in the central controller [23],
and applications can accept instructions without understanding thousands
of protocol standards.
The network assisted architecture makes network resources to be opti-
mised by using a central controller. The architecture can offer a promising
alternative for traffic management by programmatically configuring forward-
ing rules [22]. Moreover, the architecture allows different QoS requirements
to be satisfied at the same time, and allows different kinds of services to be
fulfilled with the most suitable network resources. There are three different
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types of network resources which are computational resource, storage re-
source and the radio network resource. The architecture can also effectively
manage network resources globally from three aspects as follows [24]:
• Network Selection: Network selection has been defined to monitor
and select networks according to the increased traffic demands peri-
odically. Network selection mechanisms are proposed in this thesis
(Chapter 3 and Chapter 4) where a network analytic mechanism and
the central controller have been designed to improve the network per-
formance. The latest and history information profiles of network status
and mobile users have been held in order to be used in the future. Un-
der this circumstance, consecutive requirements from mobile users can
be effectively implemented by taking advantage of stored information
profiles.
• Network Handover: In heterogeneous mobile networks, it is neces-
sary to effectively allocate time and frequency resources within limited
physical resources. Actually, mobile users are moving in a dynamic
manner which will cause frequent network handovers between different
access points and resource competition in the same access point. These
situations will make network resource to be wasted. Therefore, in net-
work assisted architecture, designing efficient handover algorithms can
make efficient use of network resources from a global view.
• Global Management: Radio resource management is the most im-
portant problem in heterogeneous mobile networks. The SDN central
controller in heterogeneous mobile networks acts as a global optimiser
for resource managing among different types of network technologies.
The aim of efficient resource management is to maximise network ef-
ficiency, and improve the quality level of mobile users with multiple
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interfaces. Several kinds of intelligent schemes have been proposed in
literatures [24, 25] to improve the efficiency of radio resource manage-
ment.
The architecture of this device-centric network assisted architecture is
described in Fig 2.3. After mobile devices requesting their desired network
resources, network assisted central controller will send back information of
available networks for helping mobile devices to make their decisions. All
the information of networks and mobile devices will be updated and stored
in the central controller in real-time.
Figure 2.3: Hybrid Mobile Architecture: Network Centric Device Assisted
In [26, 14, 27], SDN based decoupling network architecture has been
summarised. SDN based central controller changes the traditional network
state by separating the control plane from the underlying data plane, and
introducing the ability to program the network [14]. Based on this architec-
ture, the separated control plane offers a greater control to networks through
programming [28, 29], and the SDN architecture facilitates the evolution of
networks[14]. In [30], an integrated architecture combining SDN and 5G
has been proposed. The proposed architecture can effectively use the fre-
quency spectrum for considerably enhancing the network performance. In
[31], SDN based network virtualisation and service slicing strategies in the
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next generation network have been described.
2.3 Device Centric Network Assisted Traffic
Management
In heterogeneous mobile networks, multiple radio access technologies such as
WiFi and LTE are coexisted [32] in order to provide more efficient network
resources to mobile users according to their QoS requirements. Each mobile
user has multiple interfaces and can connect with its optimised network ac-
cess at any time and anywhere. One of the major issues in heterogeneous
mobile networks is to maintain continuous connections for mobile users by
making network selection decisions. Decisions of network selection can be
made by both mobile users and the network controller. In this section, rel-
ative algorithms of device centric network selection and traffic management
will be mainly introduced.
The process of network selection and traffic management can be divided
into three main phases which are network discovery, network selection deci-
sion and network selection execution. In the network discovery phase, the
mobile user with multiple interfaces can discover the status of the available
networks and information of available network services. In the network se-
lection decision phase, the mobile user makes a decision on which optimal
network can be selected by implementing network selection algorithms. One
of the most important parts of this thesis is implementing different kinds of
network selection algorithms in order to improve traffic management level
for mobile networks. The proposed network selection algorithms can be sep-
arated into several classes such as Fuzzy logic [33, 34], genetic algorithms,
utility functions [35, 36], multiple attribute decision making (MADM) and
artificial intelligent algorithms. MADM algorithms can be used to represent
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promising solutions to mobile users with lower complexity. It can also help
mobile users to select the most suitable network accesses in terms of their
QoS requirements. When implementing network selection algorithms by dis-
tributed mobile users, different types of performance parameters should be
considered as listed below:
• Device side information: QoS requirements (e.g., throughput, la-
tency, jitter, etc), user preference, battery, etc.
• Network side information: network profiles, current status, etc.
Finally, in network selection execution phase, vertical handovers need to be
executed in a seamless manner in order to help users to dynamically select
the best network in terms of their quality of service [37].
2.3.1 Multi-Attribute Decision Making
In heterogeneous mobile networks, one of the network selection problems
is the multi-criteria nature of mobile users. Therefore, Multi-Attribute De-
cision Making (MADM) algorithms were proposed to ensure a successful
allocation of complex network resources after making a network selection
decision.
Many types of research were carried on to ensure that MADM algorithms
can be used to implement seamless handovers. In [32], a large number of
MADM algorithms have been compared, such as Simple Additive Weighting
(SAW), Technique for Order Preference by Similarity to Ideal Solution Al-
gorithm (TOPSIS), and Analytical Hierarchical Process (AHP) etc. These
algorithms have different activities and can be used to deal with network
selection problems. SAW and TOPSIS are used for ranking alternative net-
works in terms of quality of service can be offered, while AHP is designed to
assign weights to various attributes.
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In [38], the TOPSIS based network selection model was proposed. The
TOPSIS model has been used to define index values. These index values
can be used to compare normalised distances values from mobile users to
all alternative networks. The best solution for mobile users is the one that
holds the shortest normalised distance to the best network and the longest
normalised distance to the worst network. Although TOPSIS is used to rank
available networks, there still exist some points of weakness in this method
as listed below [39]:
• Inefficient decisions: Adding or removing one alternative network
from the candidate list, the list of remaining candidates will be changed.
It will cause inefficient network selection decisions for mobile devices.
• Resource waste: Unnecessary handovers will waste network resources
and increase processing overheads.
Therefore, in [39], iterative TOPSIS approach which ranks only the top can-
didates and removes the lowest candidate after each iteration has been pro-
posed to solve these problems. However, though mobile users can seamless
connect with candidates in this literature, performance definition of multiple
criteria and quality levels of each mobile devices have not been considered.
In [40], a SAW based network selection mechanism was modelled and ap-
plied to provide a ranking order of all alternative networks. By using SAW,
the overall score of alternatives was calculated by the weighted sum of all at-
tribute values [41]. In [42], a fuzzy handover decision strategy was introduced
by considering QoS handover criteria. The fuzzy logic has been applied to
deal with the imprecise information of some criteria and user preference. In
[42], the fuzzy MADM algorithm was analysed to be a feasible approach.
The approach of fuzzy logic based handover initiation and the decision has
been proposed in [43] as well. The approach converted performance values
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of network alternatives to fuzzy numbers and then made decisions based on
heuristic decision rules. In [44], an enhanced vertical handover technique
which combines two MADM methods had been proposed. The enhanced
technique combined the analytic network process (ANP) and TOPSIS to-
gether in order to satisfy Always Best Connected (ABC) requirements. In
[45], a combinatorial network selection algorithm which combined AHP and
Gray Relational Analysis (GRA) was proposed. After weighted by AHP, the
algorithm GRA was applied to rank alternatives as well. AHP can decom-
pose the network selection problem into several sub-problems and weight
values are assigned to each sub-problem [41]. Moreover, in [46], network
selection based on AHP and TOPSIS was proposed. The AHP method was
used to calculate weight values of different criteria while TOPSIS was used
to determine the ranking order of alternatives.
2.3.2 Reinforcement Learning
Reinforcement learning (RL) is an important approach for improving the
efficiency of network selection and traffic management based on the history
experiences in heterogeneous mobile networks. RL is one of the machine
learning approaches which is concerned with how an intelligent agent can take
actions in an unknown environment in order to maximise their cumulative
reward values [47]. Machine learning approaches can help networks to achieve
context awareness and intelligence for enhancing network performance [48].
The basic architecture of reinforcement learning can be expressed as Fig 2.4.
The intelligent agent in the RL architecture can make actions in order to
affect the current state of the environment through interacting with each
other continuously [47]. The reward value provided by the environment can
help intelligent agents to make better decisions.
Reinforcement learning has two characteristics [49] as listed below:
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Figure 2.4: Reinforcement Learning Architecture
• RL represents the performance metrics as a whole without modelling
the complex operating environment based on each single factor. For
instance, instead of tackling every single factor that affects network
performance such as wireless channel condition or mobility, RL moni-
tors the reward resulting from a whole view point. These reward values
cover different types of user preferences and can help mobile users to
select optimal actions.
• RL does not build explicit models of the other agents’ strategies or
preferences on action selection.
Moreover, there are two different approaches that can help intelligent
agents to find optimal actions which are model-based approach and model-
free approach [47]. The model-based approach requires known reward values
and transition functions while the model-free approach considers unknown
reward values and transition functions. Q-learning is one of the popular
model-free reinforcement learning approaches and has been widely applied
in wireless mobile networks. Components of Q-learning can be divided into
three parts which are:
• State: A set of states represent the decision making status determined
by local network environment. At any time step t, the alternative
network i has its own state Sti .
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• Action: A set of available actions represent actions such as transmit,
suspend or stop based on the information of local network environment
which is recorded by Q-values. In terms of continuous records of Q-
value, an action of the alternative network i at time t, ati, represents
state transmission from one state of a network at time t, Sti , to another
state of a network at time t+ 1, St+1i .
• Reward: Reward values represent the effect of actions. Whenever an
action ati has been carried out, a reward value R
t
i will be generated
for network selections. The reward value can be evaluated in terms
of some performance metrics, such as throughput, transmission delay,
energy consumption and channel congestion level [48].
In [49], RL was applied to achieve context awareness and intelligence in
wireless networks. The context awareness and intelligence enable to observe,
learn, and response dynamically changed operating environment in an effi-
cient manner. Meanwhile, the RL approach can be used to provide network
performance enhancement. In [47], a cooperative multi-agent reinforcement
learning framework towards multiple access control (MAC) in wireless sensor
networks has been proposed and open challenges related in employing RL in
wireless sensor networks had been concluded as well. In [48], RL has been
proposed to address routing challenges by enabling wireless nodes to observe
and gather information from their dynamic local operating environment and
RL has also been proposed to make efficient routing decisions.
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2.4 Novel Traffic Management in the 5G Mo-
bile Networks
2.4.1 The Future Network Technology: 5G
5G mobile networks provide much higher data rates, lower latency, higher
network capacity, higher spectral efficiency, and higher users’ quality of ex-
perience, compared with those in the 4G mobile networks [3] as described
in Table 2.3. The architecture of 5G mobile networks has been explained in
[50] and [51], and the network capacity has been considered as a main char-
acteristic for evolution compared with previous network generations. The
increased network capacity can satisfy the higher traffic demands from mo-
bile users, and it is generated by a large number of low power small cells
which serve for data only services [52]. Moreover, with the help of massive
MIMO technology, energy efficiency, spectral efficiency, and data rate of the
network have been improved as proposed in [53, 54].
Table 2.3: 5G Characteristics Compared with 4G
Characteristic Values (Compared with 4G)
Network Capacity about 100 times
Spectral Efficiency about 10 times
Energy Efficiency about 10 times
Battery Life Time about 10 times longer
Latency about 5 times shorter
Number of Connecting Devices about 10− 100 times
Reduction in energy per bit about 100 times
Several possible research issues raised by the 5G mobile network [3] have
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been listed as follows.
• Network Densification: In heterogeneous mobile networks, differ-
ent types of network technologies have been converged. The density
of small cells and wireless access points is expected to be higher for
satisfying network traffic requirements.
• Central Cloud Architecture: The mechanism of the cloud central
controller in the heterogeneous mobile networks, such as SDN con-
troller, can be used to offer cost effective and energy efficient solu-
tions for improving network performance. Though many researchers
are working on the topic of building central cloud architecture, it is
still more challenging for us to design a more efficient controller mech-
anism combined with the 5G mobile networks.
• Low Latency and High Quality Level: The round trip latency has
been identified as 1ms [55] in 5G mobile networks. Except for higher
data rate, lower latency is crucial for helping mobile users to achieve
high quality level. With the fast development of the Internet and
intelligent mobile devices, there are various kinds of QoS requirements
from different service types. Therefore, improving quality levels for
mobile users has presented a number of research challenges due to its
subjective nature.
• Energy Efficiency: Cost and energy consumption are the other major
considerations for mobile users in the 5G mobile networks. Despite a
variety of works have been done in the field of energy efficiency, it still
offers a huge scope of improvements, especially under the 5G mobile
networks.
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2.4.2 Network Virtualization in 5G
Network virtualization has been considered as one of the most significant
technologies for the future networks [56], [57]. By allowing different kinds
of network technologies to coexist on a shared physical infrastructure and
maximising network utilisation, network virtualization provides flexibility
of resource allocation, promotes diversity of resource types, and promises
increased manageability of resource management [56].
Network virtualization can abstract, slice, isolate and share wireless phys-
ical infrastructure and network resources into virtual resources with holding
certain corresponding functionalities [58]. Since wireless network resources
are sliced into multiple slices, the terms of virtual slice and virtual network
have the similar meanings of virtual wireless network resources [58]. Network
virtualization is defined by two independent entities which are infrastructure
providers (InPs) and service providers (SPs) [56].
• InP: Manage physical infrastructure resources and provide these net-
work resources to different SPs through programmable interfaces.
• SP: Create virtual networks (VNs) by aggregating resources from mul-
tiple InPs and program allocated virtual resources. SPs can also pro-
vide end-to-end services to end users who require, and provide network
services to other SPs [56].
In order to materialise network virtualisation, different kinds of require-
ments have been described as follows:
Coexistence: The heterogeneous mobile network contains different kinds
of network technologies, the purpose of network virtualisation is to allow
these network resources to be shared by different mobile users. Moreover,
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virtual network resources have been sliced based on the requirements of dif-
ferent SPs, and each slice is different with the others. Therefore, network
virtualization has to have the ability to integrate different virtual slices who
hold various QoS requirements, topology, services type, security level and
user behaviours [59].
Flexibility: Network virtualization provides freedom in different aspects of
networking by decoupling customised control protocols from the underlying
physical networks and other coexisting VNs [58]. The flexibility depends
on the level of virtualisation, the higher level of virtualisation the lower
flexibility.
Manageability and programmability: Virtual network resources have
been sliced and assigned to SPs which is decoupled from InPs. Network
virtualisation provides complete end-to-end control of virtual resources to
SPs, while SPs have the ability to manage configuration and allocation of
these virtual network resources. Programmability is another indispensable
requirement which has been integrated into network virtualization to ensure
flexibility and manageability. Programmability can also help SPs to imple-
ment customised diverse services, protocols and networks. Programmabil-
ity needs network operators to provide appropriate interfaces, programming
language and a secure programming paradigm with a considerable level of
flexibility [60].
Isolation: Because of the high interference between different network cells,
isolation becomes a more significant and complicated requirements in het-
erogeneous mobile networks. Isolation requires any change in one virtual
resource slice should not generate changes in other service slices [61]. It also
means that one virtual resource slice does not know the existence and the
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Table 2.4: Metrics of Virtual Networks
Metrics Description
Throughput achieved data rate from selected virtual nodes;
Delay the time a packet needs to be transmitted from the
source node to the destination node;
Jitter the variance in inter-arrival times of packets from the
source node to the destination node;
Cost the sum of all spent for allocating network resources;
Revenue the sum of all receiving by providing network resources.
status of other virtual slices.
Stability and convergence: Though isolation ensures that status in one
virtual resource does not affect status in other virtual resources, stability can
decrease the effects of errors and misconfiguration in the underlying physical
networks. Moreover, convergence allows virtual networks to converge to their
stable status in case of any instability.
Resource utilisation: Wireless network virtualisation has been proposed
to guarantee the efficiency of network resources (e.g., radio resources, com-
puting resources, and storage resources, etc) utilisation. Performance met-
rics of network virtualisation should also be efficiently designed in order
to improve the network performance. Two types of performance metrics
have been widely considered which are QoS-based metrics and cost-related
metrics. QoS-based metrics aim to measure the impact of different service
requirements when they are planning to use virtual network resources. The
cost-related metrics aim to maximise the network revenue. Performance
metrics of network virtualisation have been described in Table 2.4.
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Figure 2.5: Network Resource Virtualization
2.4.3 Network Slicing in the 5G Mobile Networks
Wireless network virtualization [62, 63] is an important research direction in
heterogeneous mobile networks because of the concept slicing. The concept
of network slicing has initially been proposed for the 5G mobile networks
[64]. A 5G slice is a collection of logical network functions that depends on
supporting different types of service requirements [65]. Each slice is consid-
ered as a combination of network resources (e.g., radio network resources, the
core network resource and the edge network resource) and operates on top
of the physical infrastructures with virtual network performance [66], it has
been described in Fig 2.5. Moreover, each slice has a dedicated treatment
according to the service requirements. Service requirements in the 5G mobile
networks become more and more diverse, while all different types of service
requirements will not be satisfied at the same time via one uniform network
architecture. Therefore, the idea of network slicing has been created for a
variety of services over a common network infrastructure [65].
Based on different types of service requirements from mobile users, vir-
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tual network resources have been implied three different slicing methods as
described below:
• Spectrum slicing has been considered as an extension of dynamic
spectrum access and spectrum sharing. In wireless network virtualisa-
tion, spectrum slicing is data slicing instead of physical layer technol-
ogy.
• Infrastructure slicing has been considered to share virtualised phys-
ical network elements (e.g., base stations, processor hardware, and
routers, etc.) among multiple operators. In wireless network virtuali-
sation, infrastructure slicing can be used to reduce network congestion
and improve network resource utilisation.
• Network slicing has been considered as the combination of spectrum
slicing and infrastructure slicing. An access node in heterogeneous
mobile networks can be virtualised into multiple virtual access nodes,
while the virtualised network resource of the whole network system
(e.g., radio resource, computational resource and storage resource) has
been sliced and assigned to mobile users.
From the network aspect, different kinds of slice creating technologies
have been proposed in [67, 68] such as link layer slices and switch slices. In
wireless network virtualisation, traffic management is the most significant
challenge that should be taken into account. Admission control and auction
mechanism are two important techniques for effectively allocating network
resources and enhancing network revenue.
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2.4.4 Admission Control in Virtualised Mobile Net-
works
In network virtualization, admission control has been proposed to maximise
the utilisation (revenue) while guaranteeing the QoS of existing mobile users
by controlling the admission of incoming users. Admission control can con-
firm allocated virtual resources do not exceed the total available capacity of
physical networks [58].
The strategy of admission control is proposed to allocate network re-
sources to mobile users more reasonably. At the initial stage of the strategy,
mobile users access network nodes based on their resource requirements.
Considering congestion and traffic oﬄoading of the mobile network, virtual
network resources should be sliced into multiple resource slices from the as-
pect of frequency domain and the time domain. Resource slices are minimum
available units for mobile users and each resource slice can only be assigned
to one mobile user. Then, the sliced resource of network access nodes will be
redistributed to mobile users. The admission control strategy at this stage
considers both QoS requirements of mobile users and available network re-
source to admit or reject the new mobile user entering the network for the
purpose of traffic management of the current mobile network. The admis-
sion control strategy can improve the communication reliability, reduce the
communication congestion and enhance the resource utilisation of the net-
work. Finally, mobile users have been reallocated network resources based
on decisions made by admission control strategy.
In [69], a new LTE mechanism for allocating network resources in the
downlink based on call admission control has been proposed. The proposed
mechanism took into account mobility within and between cellular users. It
has been proposed to accept each call by maintaining its initial throughput
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regardless of the position of the mobile user in the network. In [70], a joint
resource provisioning and admission control policy have been proposed for
an orthogonal frequency division multiple access (OFDMA)-based wireless
virtualised networks. The proposed policy has been used to deal with the
problem of stochastic nature of channels between mobile users and access
node and limited available network resources. The proposed policy has been
evaluated to maximise the total rate of the network while adjusting mini-
mum QoS requirements. These proposed admission control mechanisms can
be extended to the 5G mobile networks, but with the limitation of less con-
sidering different types of services requirements from the business point of
view.
An agile admission control mechanism which is based on predictions of
users’ quality level has been proposed in [71]. The mechanism was built
based on Markov Decision Process (MDP) and aimed to derive the optimal
policy according to the traffic load for maximising users’ quality level. In
[72], an admission control based handover mechanism was proposed in high
dense femtocell networks. The admission decisions of network handovers
have been made for new calls and current calls. In [73] and [74], the ad-
mission control mechanism has been formulated as a Semi Markov Decision
Process (SMDP) in order to minimise the sum of overall blocking probability.
Though the proposed admission control mechanisms have been widely used
in optimizing mobile users’ quality levels, they were less considering efficient
network utilization from the global point of view.
In [75] and [76], joint power and admission control (JPAC) algorithms
have been proposed to solve the problem of maximising the number of mo-
bile users in single tier networks. In [77], two efficient JPAC algorithms in
single and multi-tier underlay cellular networks have been proposed. The
algorithms have been evaluated to be low complexity and the performance
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of these algorithms are superior to that of existing ones in terms of average
outage ratio of low-priority users. In [78] and [79], several centralised and
distributed JPAC algorithms have been proposed for two-tier cognitive radio
networks in order to maximise the network resource utilisation. The limita-
tion of these proposed admission control approaches is that they were less
considering priority levels of different network slices and the priority levels
of mobile devices belong to the same slice.
2.4.5 Auction Model in Virtualised Mobile Networks
In virtualised mobile networks, an auction-based business mobile network
mechanism has been considered as one of the technologies for network traffic
management [4]. The auction mechanism can dynamically and effectively
allocate network resources among mobile users and network providers. The
components of auction mechanism in virtualised mobile networks can be di-
vided into three parts which are buyers, sellers and auctioneers [80]. Buyers
are mobile users who are planning to pay for receiving network resources
based on their QoS requirements. Sellers own network resources (e.g., band-
width, licenses of the spectrum, and time slot [4], etc.) and earn revenue by
selling resources. Auctioneers are central cloud controllers acting as inter-
mediate agents which can control and conduct auction processes.
The aim of auctioneers is improving the utilisation of virtualised network
resources while satisfying QoS requirements from mobile users. Therefore,
auction-based traffic management algorithms are needed to assign virtual-
ized network resources to service slices. The main metrics of auction-based
algorithms are network revenue received by each virtual network and cost
paid by each virtual network [21]. The revenue received by each virtual net-
work indicates the gain of the virtual network, while the cost per virtual
network indicates the physical resources that are expended to accept a vir-
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Table 2.5: Summary of Auction Mathematical Strategies
Strategies Features Scenarios
English Open-cry bidding process; Sellers maxi-
Bidding price monotonically ascending; mize revenue
Dutch Open-cry bidding process; Auctioning
Available bidding prices quoted by seller; perishable
Bidding price monotonically descending; commodities
VCG Generalized Vickrey Auction; Widely applied
Truthfulness guaranteed;
Combina- Multiple auction commodities; Allocate resou-
tional Some commodities are valued most; rces as CPU, etc
tual network [57]. The revenue-to-cost ratio provides a metric relating to
both revenue and cost and a higher ratio value means a more optimal traffic
management.
The auction mechanism contains different kinds of mathematical strate-
gies and has been summarised in Table 2.5 [4]. The auction mechanisms can
be used for multi-player optimisation. Moreover, the auction mechanism
can be used to improve traffic management by achieving individual optimal
solutions of mobile users and optimal overall traffic revenue of networks.
Game theory [81] is a typical mathematical tool to analyse behaviours
of buyers and sellers in auction processes. It has been extensively used to
address wireless network problems such as resource and interference man-
agement. In [82], a distributed game theory mechanism has been proposed
for relay selection and power control in multi-user cooperative communica-
tion networks. By using this mechanism, the utility of relay nodes has been
maximised. In [83], a game theory based channel allocation scheme has been
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proposed in cognitive radio networks. The proposed scheme was used to
capture the selfish and the cooperative behaviours of access nodes. In [84],
a Stackelberg game based resource allocation mechanism has been proposed
for maximising network utilisation. The Stackelberg equilibrium has been
effectively used in distributed power allocation and minimising network over-
head for spectrum sharing networks. Moreover, in [85] and [86], evolutionary
game theory (EGT) based distributed resource allocation schemes have been
proposed for downlink transmission in OFDMA-based small cell networks.
The EGT mechanism can be used to address the problem of resource allo-
cation and provide fairness of allocated resources among mobile users.
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Chapter 3
Distributed Traffic
Management in the
Heterogeneous Mobile
Networks
3.1 Introduction
Today’s mobile devices, including smart phones and tablets, have strong
computational power and multiple radio interfaces of different communi-
cation technologies, including Wi-Fi and cellular. In order to address the
problem of growing traffic demands driven by mobile users, service providers
design dense networks (i.e. cellular base stations and Wi-Fi access points)
and use various techniques (e.g. oﬄoading) to effectively allocate users’ traf-
fic to radio access networks [87, 88]. An efficient utilisation of overall avail-
able network resources can improve the quality level of mobile users. Traffic
management aims at distributing the network resource in an optimal man-
ner across different radio access networks. However, several challenges have
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been introduced in wireless mobile networks, such as significant interference,
frequent handover, and complex back-hauling.
Mobile devices are the best points in the network to make certain de-
cisions on the management of radio and network resources. To this end, a
fully distributed traffic management approach has been proposed, controlled
and centred by intelligent mobile devices, i.e. the User Equipments (UEs),
which can make final decisions on where to direct their traffic by taking
advantage of the analytics of the network. It can be foreseen that such a
device-centric and device-controlled networking has a more radical move in
flattening the mobile network architecture and in re-layering the integration
of mobile core with the Internet. Given their diversity in hardware capability
and service requirements, mobile devices are in the unique position of iden-
tifying the radio coverage, their platform characteristics, and applications’
requirements. Furthermore, mobile devices can gather network information
through the 3GPP standard S14 interface and through the network analyt-
ics of the Access Network Discovery and Selection Function (ANDSF) server
[89]. ANDSF [90] is defined in 3GPP in order to support traffic oﬄoad with
universal connectivity [91]. ANDSF allows UEs to discover available access
networks based on their positions and to select one which can best satisfy
their requirements among the access networks.
In this chapter, two kinds of different network selection mechanisms have
been modelled by using Multi-Attribute Decision Making (MADM) mech-
anism combined with network analytic technology. A multi-criteria utility
function has also been defined based on RSS and battery consumption com-
bined with the Reinforcement Learning (RL) mechanism. The RL mecha-
nism can analyse network information to reinforce the effect on the traffic
management decisions for UEs. The network selection algorithms aim to
maximise the user-based Quality of Service (QoS), that is the quality of
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users’ experience. Meanwhile, the benefit of using analytic-based selection
algorithm is the potential reduction in the frequency of handover, since the
selected AP/BS could remain the optimal choice for a longer period of time.
The remainder of this chapter is organised as follows. Section 3.2 briefly
reviews the state of the art in using RL for selection of radio access, the
benefits of using ANDSF analytic server and the using the multi-criteria
utility function. After elaborating the system model in Section 3.3, the pro-
posed utility functions and selection algorithms will be described in Section
3.4. Section 3.5 presents simulation study and performance observations.
Finally, a summary of this work and road ahead is detailed in Section 3.6.
3.2 Related Work
In this section, the state of the art in traffic management and selection of
radio access nodes in heterogeneous mobile networks have been reviewed
as well as those research works that are focused on the device-centric and
device-controlled networking.
The proposed technique in [92], design two entities at both the UE
side and in the core network. The entity at the UE side prioritise avail-
able RANs based on the requirements of running applications, and the fi-
nal decisions for RAN selection, are made at the core network. The net-
work selection technique in [93], deploys the multi-attribute decision making
(MADM) algorithm. In this work, a classification method was applied to
build classes which having the similar criteria, and then Analytic Hierarchy
Process (AHP) method was applied to determine weights of different classes.
Furthermore, various approaches for managing traffic in heterogeneous
network is discussed in [94], where fundamental concepts in the design of
generic traffic management algorithms are presented. In this white paper,
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traffic management algorithms are classified based on whether load, coverage,
policy or a combination of those decides on distributing traffic. It has been
suggested that combining these factors, and designing a more sophisticated
traffic management algorithm, can result in better system-level performance.
The device-centric network architecture has been discussed in Chapter
2, as a solution that can address users’ stringent QoS requirements in the
next generation mobile networks. Both spectral and energy efficiencies have
been demonstrated within the device-centric architecture in [87]. In [95],
automatic Access Network Selection (ANS) mechanism has been proposed
in a device-controlled manner. This scheme takes into account multi-criteria
such as the quality of the connections, the preferences of the end users and the
cost, in order to help users to select the best access networks. In [96], critical
aspects and research challenges of ANS are discussed, while the proposed
ANS is device-controlled. In this chapter, the network analytic mechanism
has been added in the system model. Because it can help UEs to consider
network information when they decide where to connect with.
The 3GPP standard introduced ANDSF can support radio access infor-
mation of different access networks [97, 89]. According to the standard,
ANDSF server acts as a standalone entity between UEs and radio access
networks (RANs). It can extend policy control beyond the core network and
out to UEs through its interface (S14).
Based on the previous researches and standard progresses, a device-
controlled mechanism has been proposed in this chapter by using different
kind of selection algorithms which are Technique for Order Preference by
Similarity to Ideal Solution (TOPSIS) and Q-learning for selecting RANs
(the specific access point) while implementing traffic management by using
the policy and available analytics through network analytic mechanism.
50
3.3. System Model
Figure 3.1: Network Scenario
3.3 System Model
3.3.1 Model of the System-level Architecture
In this section, elements of the proposed traffic management model is ex-
plained in detail, and within the network scenario of Figure 3.1. The three
main elements in this model are the mobile device (i.e. the UE), the mobile
core/access network, and the analytic server (i.e. the ANDSF server).
As final decisions will be made by UEs themselves, information of both
wireless environment and the mobile access/core network will be assisted by
the network analytic mechanism. In this network model, UEs communicate
with the ANDSF server via the S14 interface [98].
Network part provides connectivity to UEs. The access network model
includes four different access points, denoted by Ni(i = 1, ..., 4), consisting
of LTE macro (i = 1), pico (i = 2) and femto (i = 3) as well as one WiFi
access point (i = 4). The coverage area of these wireless access points is a
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Figure 3.2: ANDSF Architecture
circle with diameter Ri meter, where R = {500, 300, 50, 100} (values from
[99, 100]). The Wi-Fi access points (AP) and cellular base stations are both
referred to as wireless AP from this point on.
ANDSF server provides network policy and analytics. Therefore, the
performance of different RANs and QoS of UEs on a per access point and
per user basis is available. The information can be collected from data
base Candidate Networks Information (CNI) which connects with ANDSF
directly as Fig 3.2.
The performance metrics have been considered to use are channel quality
and mobile battery lifetime for each UE towards alternative RANs. UEs
have been defined as uniformly distributed at each time steps and they are
supposed to move with the same probability to all directions. The flow chart
of communication has been described in Fig 3.3.
The wireless channel is modelled with path loss and the RSS can be
explained as RSSi = Pti − PL(di), where Pti denotes the transmit power
of the ith AP, di is the distance between UE and the i
th AP and PL(di) is
path loss value [101].
3.3.2 UE’s Battery Models
The UEs’ battery consumption and how it will be affected by the applica-
tion’s throughput, is modelled in this section. The model described in [102]
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Figure 3.3: Flow Chart of Communications
has been used for the battery discharging rate ζ. During the lifetime of
battery, Tl, ζ can be defined based on the Equation (3.1).
ζ(τ) =
pi2
3τ 2
e−τ
2Tl (3.1)
where τ is the value of battery capacity and may vary from battery to battery
in the range of (0.4, 1). It has been shown in [103] that when running three
different applications concurrently on various smart phones, the battery lasts
for two hours Tl = 120 mins working time.
The energy consumption of the device, when connected to the ith AP,
with distance d is detailed in Equation (3.2) [103].
Ei = ζ(τ) + d
n
i (3.2)
where  and n denote the battery consumption per distance unit, and the
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propagation loss coefficient consecutively.
The effect of throughput and RSS on energy consumption can also be
captured in closed form [104], as follows,
Ei = Tl ∗ (σirb + re) (3.3)
where σi denotes UE’s received throughput from the i
th AP. The rb and re
represent energy cost for transferring per bit and energy cost for connection
establishing respectively. Combining (3.2) and (3.3), throughput, σ, and
RSS, can be represented as a function of battery discharging rate in Equtions
(3.4) and ((3.5) consecutively.
σi =
ζ(τ) + dni
Tl ∗ rd −
re
rb
(3.4)
RSSi = (2
σi
Bi − 1) ∗ Pi(noise) (3.5)
where Bi is the value of bandwidth provided by the i
th AP. It can be indicated
that if the received throughput of UE is higher, battery consumption will be
higher as well. It is also clear that lower RSS will result in higher energy
consumption at the device.
3.4 Device Controlled Network Selection
In this section, the proposed MADM algorithm based on network analytic
mechanism has been described in detail, and then, the utility function has
been defined based on the available metrics at the device side for reinforce-
ment learning mechanism.
In order to help the UE to connect with any optimal BS/AP, the following
steps will be executed when making decisions by the UE as Fig 3.4:
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Figure 3.4: Flow Chart of Network Selection
1. If there is no APs/BSs which can guarantee the throughput required
by the UE, the connection request will be suspended;
2. If only one available BS/AP can provide required throughput by the
UE, the UE will connect to that BS/AP;
3. If there are more than one available BSs/APs which can satisfy the
UE’s throughput requirement, the UE will select the optimal BS/AP
depending on the value of preference order or the value of utility func-
tions.
3.4.1 Multi-Attribute Decision Making Mechanism
3.4.1.1 TOPSIS
From the aspect of optimising resources allocated to UEs, the selection of
BSs/APs based on performance measurements and the network information
is modelled by using MADM algorithms for UEs. In this implementation,
Analytic Hierarchy Process (AHP) has been used to calculate weight values
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for each selection criteria, and Technique for Order Preference by Similarly
to Ideal Solution (TOPSIS) has been used for selecting the optimal BS/AP.
The combination of AHP and TOPSIS has previously been used for network
selection in [39]. TOPSIS selects the best alternative (in this case, e.g. the
best BS/AP) based on multiple criteria, as the solution. Finding the best
alternative is based on finding the candidate with the shortest distance from
the best possible solution, while having the longest distance from the worst
possible alternative. The implementation in this chapter follows six steps as
below.
1. Constructing the decision matrix for TOPSIS : The decision matrix is
C = [cik], where cik represents rating of the Alternative Ni (certain
access point) with respect to delivering attribute k (certain QoS pa-
rameter, k = {1, 2, ..., K}).
2. Constructing weighted normalized decision matrix : the decision matrix
is normalized, it will be normalized as Vnorm = [vik], such that,
vik =
cik√∑I
i=1 c
2
ik
, (3.6)
where I is the total number of alternatives (in our case I = 4). We
then calculate the weighted normalized decision matrix, D = [dik], can
be shaped by multiplying vik by the Wk as computed in AHP, and
detailed in Table 3.3.
3. Determining the negative and positive ideal solutions : the negative and
positive ideal solutions, i.e. A− and A+, can be described as Equations
(3.7) and (3.8). For criteria k that we aim for a higher value (e.g.
throughput), we can write these values as:
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A+(k) = maxi(dik)
A−(k) = mini(dik).
(3.7)
And for value of undesired criteria k such as delay and jitter, we have:
A+(k) = mini(dik),
A−(k) = maxi(dik).
(3.8)
4. Calculating Euclidean distances to positive solutions and negative so-
lutions :
In step 4, Euclidean distances of alternative Ni to the positive and
negative ideal solutions are computed as below:
S+i =
√∑K
k=1(A
+(k)− dik)2,
S−i =
√∑K
k=1(A
−(k)− dik)2.
(3.9)
5. Ranking the preference order :
Finally, compare results according to
Ti =
S−i
S−i + S
+
i
(3.10)
and then choose the maximum value of Ti as the optimal result.
6. Ranking abnormalities :
TOPSIS algorithm is known to be suffered from ranking abnormalities,
because if we change the number or the value of criteria, the value of
normalised decision matrix will be changed at the beginning. Then, the
value of positive and negative solutions will be changed as well which
will affect final decisions for UEs. That means, in order to help UEs to
select optimal networks based on their requirements, the ranking order
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Ti should be changed in terms of changing values of each criteria at
different time steps.
3.4.1.2 Network Analytics
As mentioned earlier, in addition to the network status and radio measure-
ments, the best BS/AP could be selected based on network analytics. It can
be argued that location profile is a valuable information in deciding which
network can carry the traffic better. In a nutshell, if it has been known what
was the experience of previous users standing in the current location of the
device, and which radio access they were connected to, it can potentially
make a decision only based on that.
Let for device l the location profile be Pl in which, each row represents in-
formation of one specific location, i.e. current location is in the first column
(denoted by ∆), and then pair values of goodput (goodput is considered as
the combination values of both throughput and delay) and BS/AP identifi-
cation, denoted by (g, η) as in equation (3.11) and equation (3.12).
Pm,1l = ∆m,m = 1, 2, ...,M (3.11)
Pm,tl = (g, η)m,t,m = 1, 2, ...,M ; t = 1, 2, ..., T (3.12)
where M and T identifies a total number of location profile has been
stored. For simplicity of communication between mobile devices and net-
works, it has been assumed that the network can send only two anonymous
rows from the profile to the mobile device. Those two rows correspond to
the BS/AP that offered best and worst experience in the then meter vicinity
of the device. Then, these two values can be used in equation (3.9) and
instead of the A+ and A−. Therefore, it can be found that the solution is
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based on having furthest distance from the worst experience recorded in the
profile, and having the closest distance to the best past experience. Using
such location profile adds zero complexity to the selection of the algorithm.
Clearly, more advance location profile can be used to further improve the
achieved performance.
3.4.1.3 Location Profile and Location Estimation
In the case of location profile, if information is up-to-date and relevant to the
current location of the device, traffic will be directed to the radio access in
an optimal fashion. On the other hand, frequent updating of the information
is costly. A more specific issue, is how mobile device monitors its locations.
In outdoor scenarios, GPS provides a relatively precise estimation of the
devices’ locations but with an extra cost of the battery. In indoor scenarios,
however, such precision does not exist and various methods for positioning
of the device are explored in the literature. With the large deployments of
the WiFi APs and small cells, WiFi fingerprinting is one of the interesting
directions in this area [105]. In fact, many commercial buildings exploit WiFi
fingerprinting for customised advertising to their visitors. Both location
estimation and up-to-date location profiles as well as the cost associated
with them, are open to further investigations.
3.4.2 Utility Definition
As mentioned earlier, two immediately available parameters at the device
are battery status and RSS from various BS/APs. The aim of using utility
function is to select the BS/AP with higher throughput while UE can have
a lower power consumption at the same time. Therefore, a multi-criteria
utility function, Ui as equation (3.13) has been defined, to allocate a utility
value to the ith BS/AP based on the considered criteria.
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Ui = [u
(1)]w1 + [u(2)]w2 s.t. w1 + w2 = 1 (3.13)
where u(1) and u(2) are the utilities of RSS and battery, and wk denotes
weight values of these two utilities.
The same model as [106] has been used for defining the utility for RSS
as equation (3.14),
ux
(1) =

0 x < xα
( x−xα
xm−xα )
a
1+( x−xα
xm−xα )
a xα ≤ x ≤ xm
1− (
xβ−x
xβ−xm
)b
1+(
xβ−x
xβ−xm
)b
xm < x ≤ xβ
1 x > xβ
(3.14)
where
b = a(xβ − xm)/(xm − xα) (3.15)
and
a ≥ max{2(xm − xα)
xβ − xm , 2} (3.16)
where xα and xβ represent upper and lower values of RSS. xm is the middle
value between xα and xβ and a, b are the tuned steepness parameters. In
the simulation, the value of a has been set to 2 [106].
The utility function of battery consumption is similar to [107], and ac-
cording to equation (3.17).
u(2) = e
− (Eij−E
min
i )
2
(Emin
i
)2 (3.17)
where Eij denotes battery consumption of the j
th device when it is connected
with the ith BS/AP, and Emini is the minimum value of battery consumption
for connecting with the ith BS/AP.
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3.4.3 Reinforcement Learning
From the other aspect of optimizing values of utility functions, reinforcement
learning mechanism has been used for network selection compared with that
based on utility functions. The network selection algorithm mainly based
utility function has been described in Algorithm 1.
Algorithm 1: Network Selection Based on Utility Function
Data: BSs’ and UEs’ locations settings.
U (1): Utility values of RSS;
U (2): Utility values of battery consumption;
Ui: Total utility value combines RSS and battery consumption;
Ni: Index of different access points;
for t := 1 to T do
for j := 1 to J do
for i := 1 to I do
[U (1)]w1 according to the equation (3.14);
[U (2)]w2 according to the equation (3.17);
Ui according to the equation (3.13);
end
The optimal selection for the UE is the alternative Ni with the
highest Ui value;
end
end
Objectives of using reinforcement learning in the simulation are max-
imising user-based Quality of Service (QoS) and saving their battery power.
In addition, the benefit of combining reinforcement learning is that it can
help UEs to consider historical records whenever performing handovers. UEs
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can receive maximized cumulative reward values at different time steps of
different kinds of networks [108]. Reinforcement learning is an incremen-
tal dynamic planning process, which can be used to determine the optimal
strategy through step by step approach.
3.5 Performance Investigations
In this section, performance examination of the two different kinds of network
selection approaches will be discussed. In the first part, the device centric
MADM approach is studied which is focused on optimising throughput and
delay to improve mobile users’ quality level. In the second part, the de-
vice centric approach which considers history records by using reinforcement
learning algorithm will be studied.
3.5.1 MADM Mechanism
In this section, simulation modelling of the proposed MADM traffic man-
agement algorithm will be described in detail to examine its performance.
It modelled the network system with one LTE Macro cell, one pico and one
femto, as well as one WiFi access point. It has been assumed that the cov-
erage area of the three latter access points is included in the coverage area
of macro cell. The quality level offered by these BSs/APs is a random value
within the range listed in Table 3.1.
The required values by each application are also listed in Table 3.2, based
on the values in [109, 110]. As explained earlier, the AHP algorithm has been
used to weight the parameters for each application, as listed in Table 3.3.
In this simulation, it has been assumed that different applications will focus
on different performance criteria. Web browsing and video streaming are
mainly considering their received throughput. Voice is considering delay as
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Table 3.1: Quality offered by each radio access
Network Bandwidth(Mbps) Delay(ms) Jitter(ms)
WiFi 11-54 100-200 15-30
LTE femto 10-100 50-100 15-25
LTE pico 10-100 50-100 15-25
LTE macro 10-100 50-100 15-25
its main performance metrics, while E-commercial has the same attention
on these different performance criteria. Therefore, the criteria weight values
of different applications are different.
Table 3.2: Boundary of quality level parameters depending on the application
Applications Throughput(kbps) Tx Delay(ms) PacketSize
Voice 500-700 200-300 100KB
Web Browsing 300-600 100-300 10KB
Video Streaming 700-1000 300-600 2MB
E-commercial 600-800 50-100 10KB
There are 100 UEs, uniformly distributed in the full coverage area of the
macro cell, i.e. a circle with diameter of 500 meters, in which the macro
cell is located in the centre and the other three access points are randomly
placed. Each of the 100 users are allocated to run a single application while
an equal number of UEs run each type of applications (25 UEs run each
of the applications). It has been assumed that the locations of UEs at 10
different time steps are randomly generated using uniform distribution in
the range of (0, 500). The requirements of different applications are also
randomly generated, based on uniform distribution within the range listed
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Table 3.3: Weight values of different quality level parameters and for each appli-
cation type
Application Throughput Delay Jitter
Voice 0.0909 0.4545 0.4545
Web Browsing 0.6000 0.2000 0.2000
Video Streaming 0.6479 0.1222 0.2299
E-commercial 0.3333 0.3333 0.3333
in Table 3.2. Presented results are the average 10 runs of the simulation.
However, the deviation among results of different runs were insignificant.
3.5.1.1 Simulation Cases
Three different cases have been considered for network selection by using
MADM mechanism, as described below.
Case One: DC In this case, the selection of BSs/APs will be examined
and it acts as a benchmark for the latter two cases. This case runs only
based on the measurements at the device. In other word, this case is solely
a device-centric scenario, hence it is DC case.
The value of throughput UEs received is been calculated based on Shan-
non Capacity as equations (3.18) and only free space path loss has been
considered which affects value of Signal-to-Noise ratio (SNR) in the model.
Thrij = Bi ∗ log2(1 + SNRij),
P lij = 128.1 + 37.6 ∗ log10dij.
(3.18)
where j is number of UEs and i is number of alternatives in equations. dij
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means the distance values between the jth UE and the ith BS/AP.
Except throughput UEs received, the end-to-end delay is also a signif-
icant factor of quality level metric. The end-to-end delay is generated by
transmission delay and backhaul congestion together during the communi-
cation. The backhaul which connects BS/AP with the core network can be
suffered by congestion because of high peak rates [111]. Therefore, the value
of delay has been considered in this chapter is composed of two parts which
are transmission delay and backhaul delay.
Case Two: DC/NA In this case, the device-centric/network-assisted
(DC/NA) case is run which assumes mobile devices can communicate with
the ANDSF server. Operator’s policy and network view (e.g., congestion at
different BSs/APs) are also taken into account while the network analytics
mechanism can be moved to the device side. A set of random values has
been generated for the past quality level offered by all BSs/APs within the
range described in Table 3.1. It also generates random values in the range of
[10MB−50MB] which represent the congestion level at each BS/AP. In this
case, the network congestion has been translated to delay that can affect the
end-to-end throughput respectively (a simple queuing model is assumed).
When running the network selection approach, in this case, substitutes the
A+ and A− of equations (3.7) and (3.8), with the best and worst possible
alternative based on the history of the access points. The rest of the selection
proceeds the same as case one.
Case Three:DC/NAA In this case, the network analytics has been
used, in the form of location profiles, based on which best BS/AP can be
selected. This case has been named as device-centric/network and analytic
assisted (DC/NAA) case.
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Figure 3.5: Total Average Throughput for UEs
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Figure 3.6: Total Average Delay for Mobile Devices
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Figure 3.7: Balance of loads between different BSs/APs in the DC scenario (sce-
nario one) at selected time stamps
3.5.1.2 Results Analysis
Fig 3.5 and Fig 3.6 show the aggregated values of average throughput and
average delay per user in the three simulated cases. Observing from these
two figures, moving from the first case that is DC only to the second and the
third case that are DC/NA and DC/NAA, there is a small improvement in
the throughput but a significant reduction in latency. This is mainly due to
the fact that extra information on network congestion is integrated into the
selection process in the two latter cases. Therefore, it can be argued that
the enhancement on the end-to-end throughput (i.e. the goodput) is more
significant in the DC/NA and DC/NAA cases.
It also looks into the balance of load between different BSs/APs in these
three cases. Fig 3.7, Fig 3.8 and Fig 3.9 show the number of UEs con-
nected to each of the BS/AP at different time stamps. These three figures
show how the network information in case two can provide better balance of
traffic distribution between BSs/APs, while relying only on the radio signal
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Figure 3.8: Balance of loads between different BSs/APs in the DC/NA scenario
(scenario two) at selected time stamps
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Figure 3.9: Balance of loads between different BSs/APs in the DC/NAA scenario
(scenario three) at selected time stamps
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measurements can result in potential congestion at some of the BSs/APs
(the effect of which was seen in fig 3.6). The average values of standard de-
viation between the number of UEs connected to each BS/AP in each of the
three cases, denoted by δ, is δ = {20.23, 17.91, 13.65}. Further observation
from these three figures reveal that in the third case, since the decision on
where to connect to is made based on long term statistics, the number of
UEs who change their connected point throughout different time stamps of
the simulation are less than the other two cases.
In summary, it can be seen that using the multi-objective optimisation
(AHP and TOPSIS) at the device, enable mobile devices to make optimal
network selection based on their QoS requirements.
3.5.2 Reinforcement Learning Mechanism
In this section, a simulation model of the proposed device-centric reinforce-
ment learning based traffic management algorithm will be described in detail
to examine its performance. The parameters of system model has been listed
in Table 3.1 and Table 3.2.
In this simulation, network analytic mechanism with database has been
designed the same as MADM mechanism. The database CNI which connects
with ANDSF server stores information of history Q-values when UEs connect
with the ith BS/AP.
The backhaul congestion has been considered in this simulation as well,
information of which has been stored in the database CNI. The received
throughput of UEs will be affected by the quality of backhaul link. In order
to model this, the Little’s Law λi =
Ni
Ti
has been used to generate values
of backhaul capacity and congestion delay, where λi, Ni and Ti represent
backhaul capacity, length of packets and waiting time in backhaul links.
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3.5.2.1 Simulation Cases
Four different cases have been considered for network selection by using
reinforcement learning mechanism, as described below.
Case One: RSS-based selection In this case, BSs/APs selection
has been examined. It has been assumed that operator’s policy and network
analytic mechanism have been moved to UE side, and UEs can communicate
with the ANDSF server directly. The history Q-values has been stored in
database CNI, and then, Q-learning algorithm has been implemented with
received signal strength (RSS) as its consideration.
Case Two: battery-based selection In this case, battery consump-
tion of user equipment has been considered and Q-learning algorithm with
network analytic mechanism has been implemented to select optimised RANs.
Case Three: multi-criteria-based selection In this case, Q-learning
algorithm with network analytic mechanism has been implemented as well
but consider RSS and battery consumption together. It aims to explain
benefits of using multi-criteria metrics when doing access selection.
Case Four: backhaul congestion-based selection In this case, the
same like previous scenarios but add backhaul congestion to the CNI. Be-
cause backhaul is one of the predominant factors which affects values of
throughput UEs can receive. Such network analytic mechanism is crucially
important for RAN selection, since e.g. a WiFi access point which offers
relatively good connection quality at the radio level could be connected to a
fully congested backhaul link. UEs received throughput will be affected by
the quality of this radio link.
3.5.2.2 Results Analysis
Throughput UEs received from selected APs, energy consumption of battery
and backhaul congestion level of UEs have been analysed in this section.
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Figure 3.10: Average Cumulative Received Throughput
Fig 3.10 indicates cumulative average received throughput for UEs in
four cases as we described above. From this figure, it can be explained that
throughput values in case one are the highest, because UEs select APs only
based on RSS. It means that the higher RSS, the better options for UEs to
select. In case three, both RSS and battery consumption have been con-
sidered and weight values of these two criteria are 0.8 and 0.2, respectively.
Therefore, UEs received throughput values are a bit lower compared with
case one, but much higher than case two which only considers energy con-
sumption of battery during the simulation. Throughput values in case four
are a bit higher compared with case three, because history backhaul conges-
tion has been considered which will help UEs to avoid the congestion link
and receive more throughput.
Fig 3.11 indicates energy consumption of battery for UEs in four cases
as we described above. From this figure, it can be explained that values of
battery consumption are the lowest in case two. Because in case two mobile
battery consumption has been considered as the main criteria. Case three
and four generate the same value of battery consumption, that is because,
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Figure 3.11: Battery-sensitive Energy Consumption
in case four, the considered backhaul congestion only affects values of UEs’
received throughput without values of battery consumption.
Fig 3.12 indicates backhaul congestion level in four cases as described
above. From this figure, it can be explained that case four generates the lest
amount of backhaul congestion. It is because, in case four, UEs always con-
sider history records of backhaul links, thus selected APs will provide more
throughput and less congestion to maintain their communications compared
with the other three cases.
3.6 Conclusions
In this chapter, fresh approaches for traffic management have been presented.
The proposed mechanisms are device controlled and fully distributed at UE
side. It benefits from the network analytic mechanism by communicating
with the ANDSF server. Based on analysis results, it can be found that
the proposed approaches can improve the received throughput, reduce the
amount of battery consumption and the amount of average delay while im-
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Figure 3.12: Utility Values in Different Cases
proving UEs’ quality of satisfaction.
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Chapter 4
Fairness Based Traffic
Management in 5G
4.1 Introduction
The next generation of mobile networks, a.k.a. 5G, will be deployed with
dense small cells of different technologies including LTE femtocells, LTE pic-
ocells, WiFi access points, and novel radios such as millimetre wave. Faced
with an ever larger portfolio of applications to be served and with a corre-
sponding number of requirements to be satisfied, it is commonly recognised
that 5G networks need to consider various requirements of different applica-
tion domains and industry sectors.
In order to address issues above, there has been a number of initiatives for
the design of new mobile network architecture. One of the avenues for the 5G
architecture design is the fully decoupled architecture. Decoupling of uplink
and downlink has been well studied over the past few years [112] and its
pros and cons are discussed in the community. Decoupling of the control and
data plane is another well-investigated topic that is mostly studied within
the context of Software-defined Networking (SDN) [113, 114]. Virtualisation
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and cloudification of mobile networking functionalities are another element
of the 5G network that is enabled in such a decoupled architecture [115].
On the other hand and with the ever increasing data traffic in mobile
networks, traffic management and maintaining Quality of Service (QoS) are
more than ever challenging. According to Cisco Visual Networking Index,
global mobile data traffic reached the 2.5 exabytes per month at the end of
2014 and this figure will surpass 24.3 exabytes by 2019 [116]. Hence, more
efficient traffic managements are needed that can guarantee the QoS require-
ments from mobile users. In the SDN-based 5G network, it has been shown
that centralised traffic management mechanism can provide guaranteed QoS
and more efficient traffic management [117].
In this chapter, a traffic management mechanism based on selfish users
and fair network will be defined, where the network side is a cloud-based
central controller. The Jains fairness index has been used to quantify fairness
[118], and simulated annealing algorithm is a kind of heuristic methods for
solving the optimisation problem at the controller side. The Jains index has
been well-used for quantifying the fairness in communication networks [111].
At the UE side, the problem of long-term QoS maximisation is formulated
as a Q-learning problem based on the previous chapter.
The contributions of this chapter are twofold:
• A new QoS-based traffic management mechanism has been proposed
which can maximise QoS of each UEs while maximising fairness index
for the network system. In this chapter, the proposed mechanism will
be named as QoS and Fairness maximisation (QFM). The Jains fairness
will be used to define fairness among UEs and the fairness will be
assumed to be maintained by the ”central controller”. Therefore, final
decisions of network selection will be made by both UEs and the central
controller together in order to maximise QoS utility of UEs as well as
75
4.2. Related Works
Jains fairness index between all traffic flows.
• The fairness levels of the system with QoS values constraints will be
examined. It can be implemented by the system model which combines
device-controlled mechanism and a cloud central controller together. In
this chapter, a cloud central controller will be added on top of the whole
system based on the previous chapter, and an optimisation approach
will be devised to ensure traffic resources has been effectively managed
based on the proposed QFM mechanism.
The remainder of this chapter is organised as follows. Section 4.2 briefly
reviews the state of the art for cloud-based central controller and fairness
in traffic management. After elaborating the system model and fairness
approach in Section 4.3, the problem formulation and traffic management
approach will be described in Section 4.4 and 4.5, respectively. Section 4.6
presents simulation study and performance observations. Finally, highlights
of this work and road ahead are discussed in Section 4.7.
4.2 Related Works
In this section, the consideration of fairness in heterogeneous mobile networks
will be reviewed. Fairness has been well-studied in the context of scheduling
and wireless recourse allocations, either on the wireless channel or over the
end-to-end flow [119, 120]. Similarly, fairness has been studied in workload
distribution in datacenters [121]. To quantify fairness, various different fair-
ness measures have been proposed in literatures. The Jains fairness index
[118], which was conceived to measure fairness in computer networks, is a
very well used measurement of fairness in both wired and wireless networks
[122]. A good fairness measure enables more mobile users to be accommo-
dated with specific benefit requirements in the system. Therefore, the Jains
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Figure 4.1: Cloud Central Controller based System Architecture
index has been used to measure fairness in this chapter as well.
4.3 System Model
Different elements of the proposed QoS and fairness maximisation (QFM)
traffic management is detailed in this section which has been depicted in
Figure 4.1. The three main layers in this model are the UE layer, the wireless
network layer (i.e. radio access and mobile core, e.g. EPC), and the cloud
layer (i.e. central controller). These three layers are elaborated in this section
and the flow chart of communication between these layers has been described
in Fig 4.2.
• UE Layer: In the system model, UEs can communicate with the
ANDSF server [90] directly. It has been further assumed that the
ANDSF includes network analytics server which can provide network
analytic information to UEs through S14. The analytics considered
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Figure 4.2: Communication Architecture
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in this chapter is the performance of RANs in terms of QoS levels
of UEs. These information has been stored in the database Candidate
Networks Information (CNI) which connects with the ANDSF directly.
The central controller communicates with UEs through open interfaces,
i.e. the OpenSwitch. Therefore, decisions of fairness maximisation
from the central controller have been made for UEs.
• Wireless Network Layer: The wireless network layer is made up
of the radio access network and the mobile core network. It has been
modelled that the radio access network includes four different Access
Points (APs) which are LTE macro (i = 1), LTE pico (i = 2) and LTE
femto (i = 3) as well as one WiFi access point (i = 4). The coverage
area of these wireless access points is a circle with diameter Ri meter,
where Ri = {500; 300; 50; 100} (values from [99]). For simplicity, both
of the WiFi AP and cellular base stations are referred to as wireless
APs from this point on. The mobile core network consists of serv-
ing gateway (S-GW), packet data network gateway (P-GW), mobility
management element (MME) and policy and charging rules function
(PCRF) that have been used to implement connection, mobility and
QoS management.
• Cloud Central Controller: The cloud-based central controller im-
plements the following rules: (1) based on periodically updated in-
formation from UEs and APs, the central controller can check if any
of the AP is available. If only one AP is available for a given UE,
the controller will assign this AP to the UE; (2) if more than one AP
is available for the UE, the controller will run fairness maximisation
algorithm and provide the priority list of available APs to the UE.
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4.4 Problem Formulation
In this section, details of optimisation problems will be presented which have
been formulated for the proposed QMF mechanism. Two sets of problems
which are the decision making by selfish users and fairness maximisation at
the network will be described. Throughout the problem formulation, UE
and user have been interchangeably used and it has been assumed that each
user corresponds to a unique device.
4.4.1 Selfish Users
In the designed traffic management, UEs aim to maximise their quality level.
The quality level will be defined as a utility function based on received
throughput and the battery consumption, as equation (4.1),
Φ =
[
∑
i σij]
w1 + [
∑
iEij]
w2∑
i σij +
∑
iEij
(4.1)
where σij and Eij represent values of received throughput, and consumed
energy by the user j = {1, 2, ..., U} as a result of connecting with the AP
i = {1, 2, ..., N}. The first term in the numerator shows the total received
throughput by user j, in case this user is connected with multiple APs. Sim-
ilarly the second term is the total energy consumption by user j which has
been described in Chapter 3. The w1 and w2 are weight values which rep-
resent the significance of these two different criteria in the utility function.
We further assume that backhaul congestion affects UEs’ received through-
put. We model the backhaul link of each AP as a queue with exponentially
distributed service time, 1/µi. Assuming σij is the received throughput over
the wireless channel (using Shannon equation), then the received throughput
of user j through the ith AP is σij = min{σij, µi}.
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To this end, the following optimisation problem will be solved by each
UE, i.e. UEj as equation (4.2).
(P1): maximize Φj (4.2)
subject to,
∑
i
Eij ≤ Pj, i = {1, 2, ..., N} (4.2a)
where Pj denotes the remaining battery at the j
th UE.
4.4.2 Fair Network
The cloud-based controller aims to maximise fairness among all connected
UEs. As explained earlier, the Jains fairness index can be used to quantify
the achieved fairness among UEs as a result of the proposed traffic manage-
ment mechanism. Jains fairness index can be explained in equation (4.3),
J(X) =
(
∑U
j=1 xj)
2
U ∗∑Uj=1 x2j (4.3)
where xj =
∑
i σij, that is the total received throughput by the UEj.
Therefore, the optimisation problem at the cloud-based controller can be
formulated as equation (4.4),
(P2): maximize J(X) (4.4)
subject to, xj ≥ Rminj ,∀j ∈ {1, 2, ..., U} (4.4a)
where Rminj shows the QoS requirement (in this case minimum required
throughput) of the user j depending on its application.
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4.5 Traffic Management Solutions
In this section, different solutions for the proposed traffic management opti-
misation problems will be presented in Section 4.4. First, Q-learning will be
used to solve the selfish users’ optimisation problem (P1) and then simulated
annealing will be used as a meta-heuristic to solve the fairness maximisation
problem (P2).
4.5.1 Solutions to (P1) Using Q-learning
In order to solve (P1) for QoS optimisation, Q-learning has been used. The
main reason for using a learning based approach is the possibility of including
historical data so as to make decisions that is optimal choices for UEs in a
longer period of time, and to potentially reduce the number of handovers.
Q-learning is an incremental dynamic planning process, which can be used
to determine the optimal strategy through step by step approach. Therefore,
time-varying states, actions and reward functions for the process of selecting
the optimal AP should be defined. At each time t, s(t) describes the state of
a given AP, which will alter to s(t+1) by executing action a(t). The Q-value
of this transition is defined as the expected value in equation (4.5).
Qt(s, a) = E{Rt|s = s(t), a = a(t)}. (4.5)
The state s(t), the action a(t) and the reward value of R(t) have been
defined as below
• si(t): State of APi at time t is denoted by si(t) ∈ S and represents
receiving service through APi.
• ai(t): Actions ai(t) ∈ A represents changing from one AP to another.
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• Ri(t): We define the Reward Function based on the value of Ω in equa-
tion (4.1). Equations (4.6) and equation (4.7) describe the immediate
reward function, ri(t), and the weighted aggregated reward function
over time, Ri(t),
ri(t) = (
∑
i
Φj(t)−
∑
i
Φj(t− 1)), (4.6)
Ri(t) =
10∑
k=1
γkri(t− k), (4.7)
where k demonstrates number of historical records that are taken into
account and γ is the discount factor. In other words, γ represents
significance of previously recorded reward values of Ri(t). In the sim-
ulation study of this chapter, we set γ = 0.995 and the time stamps,
t = 10, in equation (4.7) is similar to the described algorithm in [123].
Based on parameters described above, Q-values can be calculated by
considering historical records as equation (4.8),
Qt(s, a) = Qt(s, a) + α[R(t) + γQt(s, a)−Qt−1(s, a)] (4.8)
where Qt(s, a) is the current value of Q for a given AP at time t, and
Qt−1(s, a) is historic values that have been stored in the CNI and retrieved
by the UE. Parameter α represents the learning rate, that is a value in the
range of (0, 1), if α = 0, the Q value is never updated. Summary of the
Q-Learning algorithm for solving (P1) is described in Algorithm 2.
4.5.2 Solutions to (P2) Using Simulated Annealing
Simulated Annealing (SA) is a well-used heuristic for solving combinatorial
problems. At each step of the SA algorithm, current solution will be replaced
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Algorithm 2: QoS Maximisation based on Q-learning∑
i Φj: total utility value of the i
th network
ri(t): immediate reward value at time t of the AP i
Ri(t): cumulative reward value at time t of the AP i
Qi(t): cumulative Q value at time t of the AP i
γ: discount rate which reflects the values of importance of rewards
α: learning rate and equals to 0.01
for t := 1 to T do
for i := 1 to I do
for j := 1 to J do
Calculate
∑
i Φj for each network;
end
Calculate immediate reward value according to the function
ri(t) =
∑
i Φj(t)−
∑
i Φj(t− 1);
Calculate cumulative reward function Ri(t) according to the
function
Ri(t) = ri(t) + γri(t− 1) + γ2ri(t− 2) + ... =
∑∞
k=1 γ
kri(t− k);
Then, the Q-values we are planning to get are received by
function Qi(t)← Qi(t) + α[Ri(t) + γQi(t)−Qi(t− 1)]
end
UEs will select the network i with biggest Qi(t) value at different
time steps.
end
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with a new solution by a certain probability. That probability depends on
both difference between the current solution and the randomly generated
neighbour solution, and also the temperature value z of the system [107].
In this section, a solution for (P2) based on simulated annealing algorithm
will be described. It runs at the central controller and has been detailed in
Algorithm 3. The algorithm aims to maximise achieved fairness values among
UEs where the Jains fairness index has been implemented as explained in
4.4.2 to quantify fairness. Solving (P2), using the SA algorithm to consider
maximising J(X). If the value of J(X) of the neighbour AP is higher than
that of the current one, the algorithm triggers a move to the neighbour AP.
Otherwise, the algorithm will choose an AP between the current AP and
the neighbour AP according to a generated probability value. The random
selection will allow the solution to converge to a global optimal point. The
generated probability value of replacing the current AP to the neighbour AP
is based on p = 4J(X)z , where 4J(X) indicates the difference of J(X) value
between the current AP and the neighbour one.
4.6 Performance Investigations
In this section, the simulation settings, discussions, and analysis of simulation
results will be explained.
4.6.1 Simulation Parameters
As mentioned earlier, the simulation system has been modelled as an in-
tegrated wireless network. The wireless network channel is modelled with
path loss (see Table 4.1), and hence the RSS can be explained as RSSi =
Pti − PL(di), where Pti denotes the transmit power of the ith AP, di is the
distance between UE and the ith AP and PL(di) is the associated path loss
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Algorithm 3: Traffic Management at the Cloud-based Con-
troller
Data:
J(X): Jain’s index value;
z0: initial temperature;
κ: temperature decrease rate, where β ∈ (0, 1);
κ: change limitation value;
for T := T0 to Tn do
Compute current value of Jain’s index J(X);
select neighbour APi randomly, and calculate neighbour Jain’s
index value J(X)′ while make sure the value of xj meets the
minimum requirements;
if J(X)′ − J(X)>0 then
the ith neighbour AP becomes current result;
received throughput value of neighbour σ′ij replaces current
throughput value σij as well;
else
generate accept probability p = −4J(X)z ;
then, the ith neighbour AP replaces current AP based on
the probability p;
end
end
zn = κ ∗zn−1, if the fairness value J(X) is not changed more
than κ, then stop.
end
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function [101]. Detailed simulation parameters are described in Table 4.1.
Table 4.1: Main Simulation Parameters
Parameter Value
Peak Data Rate
LTE 100Mbps
Wi-Fi 11Mbps
Tx Power
LTE macro 46dBm
LTE pico 23dBm
LTE femto 13dBm
Wi-Fi 20dBm
Noise Spectral Density -174dBm/Hz
Path Loss Model 128.1 + 37.6 ∗ log(d)
App Throughput
Video 500-700 kbps
Interactive 300-600 kbps
P2P 700-1000 kbps
E-service 600-800 kbps
Cell Coverage
LTE macrocell 500m
LTE picocell 300m
LTE femtocell 50m
WiFi 100m
4.6.2 Simulation Cases
• Case One (QoS-based traffic mechanism): In this case, QoS-based
RAN selection without considering history records has been examined.
Weight values of different criteria have been set as 0.8 for received
throughput and 0.2 for consumed energy by UEs, respectively. It has
been assumed that decisions have been made by UEs and UEs can
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communicate with the ANDSF directly in order to receive information
of candidate APs as described in Section 4.3. Therefore, the UE selects
the AP which can offer a highest value of QoS based on equation (4.1).
• Case Two (learning-based traffic mechanism): In this case, reinforce-
ment learning based RAN selection has been examined. Compared
with case one, Q-learning algorithm runs at UEs side by considering
history Q-values of each available AP. This is based on solving P1 as
explained in Section 4.4.1. The main aim of using history values is to
reduce the potential number of handovers by selecting the AP that has
high performance over a period of time (and not only instantaneously).
• Case Three (QFM-based traffic mechanism): In this case, the proposed
QoS and Fairness maximisation (QFM) based RAN selection has been
examined. In case three, it solves (P1) by using Q-learning at the UEs
side and solves (P2) by using simulated annealing at the network con-
troller side. If there exists a conflict between results from the UE side
and the network controller side, the received throughput values of UEj
should be checked simultaneously. If received throughput values that
generated from the network controller side are in the field of applica-
tion throughput described in Table 4.1, then the process of selecting
APs is based on the results generated from the network controller side.
Otherwise, the selected APs are based on the results generated from
the UEs side.
4.6.3 Result Analysis
The considered Key Performance Indicators (KPI) are: UEs throughput,
UEs battery consumption, number of handovers and Jains fairness index.
Figure 4.3 indicates aggregated average received throughput for UEs in
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Figure 4.3: Sum throughput Vs. number of active users
three different cases as we described above. Observing from this figure, it
can be shown that throughput values in case one are the highest. That is
because, the aim of QoS-based traffic mechanism in case one is maximising
QoS values based on equation (4.1). Maximising QoS values means max-
imising the value of UEs received throughput. Since backhaul congestion
are also considered in case one, the UE is able to connect with an AP that
provides higher throughput (and not only higher data rate over the wireless
channel). Therefore, the value of total average throughput UEs can receive
in case one is higher than that in case two and three.
In case two, the total average received throughput of UEs is approxi-
mate 50% lower than that of case one. That is because, the main aim of
learning-based traffic mechanism is to reduce the potential number of han-
dovers without focusing on improving UEs received throughput. Therefore,
the value of throughput decreased dramatically and from this figure, it can
be indicated that not all UEs can receive their required throughput values.
In case three, it can be explicitly shown that the total average received
throughput of UEs is lower than that in case one, but higher than that
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Figure 4.4: UEs’ average battery consumptions
in case two. That is because, the aim of QFM-based traffic mechanism is
improving fairness allocation for all UEs which is restricted by achieving
minimum required throughput of UEs. Therefore, the value of total received
throughput should be increased compared with case two, but still decreased
compared with that in case one which is mainly focusing on maximising
throughput values.
Figure 4.4 shows battery consumption of the UEs in three different cases.
It can be shown that values of battery consumption in case two are the
lowest, and those values in case three are the highest. Because in case two,
Q-learning algorithm has been implemented at the UEs side. Cumulative
reward values can help UEs to learn from history experience of candidate
networks and can help them to perform the best action at each time steps.
The aim of using Q-learning is to reduce the number of handovers for all UEs
to help them to maintain their ongoing communications for a longer period
of time. Therefore, the value of battery consumption should be reduced in
case two and it is lower compared with that in the other two cases.
The reason why battery consumption in case three is higher than that
90
4.6. Performance Investigations
Table 4.2: Total Number of Handovers in Each Scenarios
Scenario One Scenario Two Scenario Three
Total No. of Handover 209 172 257
in case one is the more handover occurred. As described in the equation
(3.2) of Section 3.3.2, device energy consumption is based on three different
variables which are d,τ and T . In these three cases, values of τ are the same.
The more number of handovers, the more time T wasted. From Table 4.2,
the total numbers of handovers are 209, 171 and 257 in these three cases,
respectively. Therefore, in Fig 4.4, decreased and increased values of energy
consumption are proportional to case one. The more number of handovers
generates the more battery consumption.
Number of handover over the course of simulation are demonstrated in Fig
4.5, Fig 4.6, and Fig 4.7. It can be seen that average number of handovers in
case two (Fig 4.6) is lower than those in case one (Fig 4.5). Reduced number
of handovers for UEs can decrease values of battery consumption and can
confirm the result presented in Fig 4.4. Higher number of handovers can be
observed in Fig 4.7 that correspond to the higher battery consumption of
case three in Figure 4.4.
Furthermore, Fig 4.8 shows the QoS utility value (as equation (4.1)). It
can be shown that the QoS utility value is lowest in case three and highest in
case one. That is because, the aim of case one is enabling UEs to connect with
optimal APs which can provide maximum value of QoS. Based on equation
(4.1), though values of energy consumption are higher in case one, the weight
value of it is much smaller compared with that of throughput which is the
main affect factor for QoS level. Therefore, QoS level in case two is lower
than that in case one, even though the energy consumption has been reduced
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Figure 4.5: Number of Handovers in Scenario One (QoS-based)
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Figure 4.6: Number of Handovers in Scenario Two (Learning-based)
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Figure 4.7: Number of Handovers in Scenario Three (QFM-based)
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Figure 4.8: QoS Utility based on Equation 4.1
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Figure 4.9: Average Jain Index Value vs. Simulation Time Steps
to a large extent. In case three, our proposed QFM mechanism implements
fairness traffic mechanism which can reduce values of QoS for UEs at the
same time. After UEs select APs by considering their selfish requirements,
our cloud central controller reassigns traffic resource to UEs with respect to
fairness.
Finally, Jains fairness index is plotted in Fig 4.9. As expected, case three
has the highest fairness index and case one has the lowest fairness index.
Based on fairness equation (4.3), the value of J(X) is in the field of (0, 1) and
the higher the better. Higher J(X) value will be generated when values of
(
∑U
j=1 xj)
2 and (U∗∑Uj=1 x2j) are quite similar. In case three, fairness problem
(P2) has been solved by our proposed QFM mechanism. Network resource
has been allocated efficiently while minimum requirements of UEs have been
satisfied as well. In case one, each UEs purchases higher throughput and
connects with the AP which can provide the highest resource at the same
time. Therefore, values of throughput will be quite different between UEs
and it will generate the lowest fairness index in case one.
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4.7 Conclusions
In this chapter, a novel approach to traffic management in heterogeneous
mobile networks has been presented, which is QoS and Fairness Maximi-
sation (QFM) mechanism. With the rapidly increasing number of mobile
devices, their throughput demand and longer battery lifetime requirements,
maximising their QoS levels will be the significant part in the next generation
networks. Meanwhile, how to allocate traffic resources in a fairness way is
another important issue for us to consider. The proposed QFM mechanism is
composed of two parts which are fully distributed QoS maximisation mech-
anism at UE side, and centralised fairness traffic management mechanism at
controller side. These two parts are implemented by UEs and cloud central
controller separately with the whole view of the system. Based on analysis
results, it can be found that the proposed fairness problem have been solved.
Resources of the network have been fairly allocated and the fairness index
has been maximised as well.
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Chapter 5
Network Slicing based Traffic
Management in 5G
5.1 Introduction
With the fast growth of wireless network technologies (e.g. 5G) and ever-
increasing demand for services with high Quality of Service (QoS) demand
[124], the management of network resources becomes an always more chal-
lenging task that needs to be properly designed in order to improve network
performance. In this scenario, network slicing [125] is gaining an always
increasing importance as an effective way to introduce flexibility in the man-
agement of network resources. A slice is a collection of network resources,
selected in order to satisfy the requirements (e.g., in terms of QoS) of the
service(s) to be provided by the slice [126]. The intention of slicing is to
introduce flexibility and higher utilisation of network resources by providing
only the network resources necessary to fulfil the requirements of the slices
enabled in the system.
An enabling aspect of network slicing is the virtualisation of network
resources, which allows operators to share the same physical resources in
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a flexible, dynamic manner in order to exploit the available resources in a
more efficient way [127]. Virtualisation of network resources is currently
investigated in literature especially by focusing on the virtualisation of net-
work functionalities [127, 128, 129, 130]. Due to the diverse QoS require-
ments and the limitation of network resources, efficiently allocate network
resources among service slices and user equipments (UEs) is a significant
issue [131]. In this field, further study is needed on the virtualisation of
radio resources in order to perform the admission control and the resource
allocation for network slices. Indeed, an important aspect to be considered
is the way radio resources are allocated to different slices in order to meet
requirements of such slices. The task relevant to radio resource allocation
becomes more challenging with network slicing, as it introduces a two-tier
priority in the system. The first tier, inter-slice priority, refers to the priority
of different slices, as each slice has its own priority defined according to the
agreements between the slice owner and the network provider. The second
tier, intra-slice priority, refers to the priority among the users of the same
slice.
When looking at the solutions exploited over current 4G systems to man-
age radio resources, it clearly emerges that 4G networks are able to maximise
the QoS of the served users but are not able to perform the resource allo-
cation in slicing environments [132]. Therefore, UEs will receive resources
from the same traffic with the same priority value. This limitation is due to
the fact that resource allocation in 4G systems is performed by associating a
priority to the service requested by the UEs. This approach thus fails when
considering that in 5G systems different UEs may belong to different slices
with different priorities, and thus such UEs should be managed by consider-
ing the priority of the slice they belong to plus the priority of the service they
require. Therefore, UEs in the 5G system will get higher QoS compared with
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4G systems because the same traffic requirement can be satisfied by different
slices with different priority values.
In this chapter, a novel heuristic-based admission control mechanism has
been proposed. As shown in Fig. 5.1, the proposed admission control mech-
anism exploits a two-tier priority level. The proposal is based on the idea
that network slices communicate to an admission control entity the desired
QoS level. The admission control mechanism, based on the priority of the
slice, decides about serving the slice. Finally, according to the inter- and
intra-slice priority, the virtual network allocates the physical radio resources
to the UEs of admitted slices. According to the decision of admission con-
trol, the resource allocation task is performed with the aim to maximise
the quality level of the users within each slice, by considering the inter-slice
priority. In this chapter, the quality level is measured by considering the
effective throughput experienced by the users, normalised according to their
maximum requested data rate. With this aim, the resources allocated to
a slice with low priority could be reduced, if necessary, down to the min-
imum amount able to meet the basic QoS requirements in order to admit
new slice(s) with higher priority. So doing, the proposal dynamically changes
the amount of network resources allocated to network slices according to the
traffic load without affecting the quality level of the users and while improv-
ing the network utilisation. To summarise, the main contributions of this
chapter can be stated as follows:
• A novel heuristic based admission control mechanism with two-tier pri-
ority level have been proposed in our virtualised 5G system model. The
proposed admission control mechanism dynamically set the resources
allocated to enabled slices according to the current traffic load.
• Inter-slice and intra-slice priority order has been taken into account for
designing the quality level maximisation problem of resource allocation
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Figure 5.1: Our reference scenario with inter-slice and intra-slice priority.
task. Considering priority orders for the quality level function can
improve the satisfactory level of UEs and network utilisation.
The remainder of this chapter is organized as follows. Section 5.2 reviews
the state of art on virtual resource allocation in different kinds of network
technologies. After elaborating the system model in Section 5.3, the proposed
admission control mechanism will be described in Section 5.4. Section 5.5
presents simulation study and performance observations. Finally, summary
of this chapter is given in Section 5.6.
5.2 Related Works
In literature, several solutions for efficiently supporting virtualisation of net-
work resources have been designed to improve the quality level of UEs and
network resource utilisation [129].
An efficient wireless network virtualisation for Long Term Evolution (LTE)
systems has been proposed in [133], which proposes a slicing scheme to effi-
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ciently allocate physical resource blocks to different service providers (SPs)
in order to maximize the utilisation of resources. The scheme is dynamic
and flexible for addressing arbitrary fairness requirements of different SPs.
Similarly, [134] proposed a framework for wireless resource virtualisation in
LTE system to allow sharing of radio resources between mobile network oper-
ators. An iterative algorithm has been proposed to solve the Binary Integer
Programming (BIP) with less computational overhead. Nevertheless, above
considered schemes do not consider the priority among different slices as well
as the priority among the users within the same slice.
For the limitation of network resources, the admission control mecha-
nism can be implemented to improve communication reliability and network
utilisation. In [70], a joint resource provisioning and admission control mech-
anism have been proposed aiming to maximise the total rate of virtualised
networks based on their channel state information. An iterative slice provi-
sioning algorithm has been proposed to adjust minimum slice requirements
based on channel state information but without considering global resource
utilisation of the network as well as inter- and intra-slice priority.
In [135], a mechanism for allocating downlink network resources has been
proposed. The mechanism decides to accept a novel service only if the pro-
visioning of this new service does not affect the throughput of the services
in the cell. As a consequence, this work does not take into consideration
the dynamic modification of the quality level experienced by mobile users in
order to increase network capacity and resource utilisation.
Centralised joint power and admission control mechanism for prioritised
multi-tier cellular networks has been proposed in [78]. The mechanism has
been developed to admit users with higher priority level in order to maximise
the number of users. In this case, the priority is only considered at the user
level and, thus, this work fails in guaranteeing differentiation in case users
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Figure 5.2: System Architecture
belong to slices with different priorities.
5.3 System Model
As depicted in Fig. 5.2, the model consists of four main elements: the
service slice layer, the virtual network layer, the physical resources, and the
admission control manager. The first three elements will be explained in
the remainder of this Section, while the admission control manager will be
treated in Sec. 5.4.
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5.3.1 Service Slices
The service slices present different services (e.g., car management, TV stream-
ing and web browsing) which require resources to be served. We indicate with
S = {1, 2, 3, ..., S} the set of slices in the virtual network. Each slice s has
a set of UEs, such a set is denoted by Us = {1, 2, ..., Us}. Each slice s per-
forms a request to the admission control in terms of QoS constraints. In this
chapter, it models such a request with Rmins and R
max
s , which denote the
minimum and maximum data rates associated with the slice s, respectively.
Each slice s is characterized by a priority, ρs, where such priorities are de-
fined with the constraint that
∑
s∈S ρs = 1. Similarly, each user u belonging
to the slice s, i.e., us , is characterized by a priority µus , where
∑
us∈Us µus = 1.
5.3.2 Virtual Network
The virtual network layer provides an abstraction of the physical network
resources. According to the decisions of the admission control, the virtual
network slices the resources of network to accommodate different slices. The
virtual network receives the requests of different slices in terms of UEs to
be served for each slice, and performs the subsequent allocation of physical
resources according to the inter- and intra-slice priority while taking into
account the quality level of UEs.
With this aim, we can define:
φus = (
rus
Rmaxs
) (5.1)
as the quality level of UE u in the slice s; rus is the data rate of the UE u
in the slice s. The overall quality level of users belonging to slice s can be
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computed as:
φs =
∑
us∈Us
(φus )
µus (5.2)
Finally, we can define:
Φ =
∑
s∈S
(φs)
ρs (5.3)
as the overall quality level experienced by all the UEs of all slices.
The virtual network assigns the resources on a scheduling-frame basis. It
defines with φtus , φ
t
s and Φ
t the quality level in a generic scheduling frame
t. Accordingly, we can also define the time-average quality level values as
follows:
E[φus ] =
1
T
T∑
t=1
φtus (5.4)
E[φs] =
1
T
T∑
t=1
φts (5.5)
E[Φ] =
1
T
T∑
t=1
Φt (5.6)
where T is the overall number of considered scheduling frames.
5.3.3 Physical resources
The physical resources refer to the radio resources available in the virtual
network. For the sake of simplicity, it refers to the downlink channel of one
macro-cell. The total available bandwidth is denoted by B MHz. The set
M = {1, 2, ...,M} represents the available sub-channels, where the band-
width of the generic sub-channel m is bm =
B
M
. The total transmit power
P TOT is uniformly allocated to each sub-channel, i.e., pm =
P
M
.
When assigning the physical resources, the channel conditions of the UEs
have been conisered. It assumes that channel condition is determined by
transmission path loss and shadowing components [2]. The path loss is
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defined in Table 5.2 and the shadowing fading path loss is assumed to be a
Gaussian random variable with zero mean and σ standard deviation equal to
8dB [2]. Therefore, the path loss is based on the distance value dus between
a generic UE and the macro-cell, which is given by Equation (5.7).
PL(dus ) = 128.1 + 37.6log10(dus ) + log10(Xus) (5.7)
where Xus is the log-normal shadow fading path loss of the UE [2].
It has also been assumed that the macro-cell receives perfect channel
gain information from all UEs belong to different service slices, where hm,us
is the sub-channel gain for the UE u within slice s and can be defined as
hm,us = 10
−PL(dus )/10 [2]. The data rate of the UE with slice s, denoted with
rus can be described in Equation (5.8) [133].
rus =
∑
m∈M
ϕm,usbm(1 +
pm|hm,us|2
N0bm
) (5.8)
where N0 is the noise spectral density and ϕm,us is the situation of the UE
us which has been defined as Equation (5.9).
ϕm,us =
 1 if sub-channel m is assigned to us0 otherwise (5.9)
ϕm,Us = 1 means that the UE associates with the slice s over the sub-channel
m; otherwise ϕm,Us = 0.
The flow of admission control mechanism has been described in Fig 5.3.
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Figure 5.3: Flow of Admission Control
5.4 Two-tier Admission Control and Resource
Allocation
In this section, the proposed approach for two-tier admission control and
resource allocation will be described.
5.4.1 Admission Control Strategy
The admission control mechanisms aim to allocate service slices to different
UEs for the purpose of maximising their quality level while improving the
network resource utilisation. It also considers three different kinds of service
slices which are TV streaming, car management and Web browsing. TV
streaming is a type of service slice with intensive throughput consideration.
Moreover, in the 5G mobile networks, TV streaming may have different slice
priority values according to their resource requirements. Car management
is a type of service slice with lower throughput consideration, while web
browsing is a type of service slice with intensive time and lowest throughput
consideration. Each kind of service slices contains several UEs sharing their
resources simultaneously.
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First, the admission control mechanism without considering heuristic has
been designed in Algorithm 4. In order to improve the network performance
compared with the existing 4G networks, a QCI priority based admission
control mechanism for service slices is proposed. We consider inter priority
order of different slices and intra priority order of different UEs, both of
them can help the admission control and slice allocation part to improve
the efficiency of network resource utilisation while guaranteeing UEs’ QoS
requirements in maximisation. It only considers received data rate as its
performance parameter which can be extended in the future work.
Then, the heuristic-based prioritised admission control mechanism has
been designed in Algorithm 5. This mechanism can be used to deal with
the arrivals of new slices or users and provides a global optimisation of the
resources allocated to service slices. At each step of the heuristic algorithm,
the current solution will be replaced by a new solution with a certain prob-
ability. The probability depends on differences between the current solution
and randomly generated neighbour solution [107]. For the sake of simplicity,
Algorithm 5 refers to the admission control of UEs belonging to the same
slice. The steps of the proposed admission control mechanism can be used
for admission control of new slices, by easily adapting the parameters under
consideration. When the UE enters the network, by considering the quality
level of the users in the same slice, it can derive an acceptance probability
of the just entered user in the virtual network by considering the constraints
in terms of intra-slice priority as well as the quality level of served UEs. In
the proposed admission control mechanism, a UE is accepted if the available
resources are sufficient to guarantee to satisfy at least the requirement on
the minimum data rate. The set of accepted users is thus provided as input
to the resource allocation procedure.
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Algorithm 4: Virtualized Service Resource Slicing and Ad-
mission Control Algorithm
Data:
Ss: slice s;
Mm: sub-channel m;
Us: UE associates with slice s;
ΦUs : Quality value of Us;
k′: the new entering UE k′ ∈ Us;
Φ˜u′s : Quality value of the new entering UE k
′;
for t := 1 to T do
for s := 1 to S do
for u := 1 to U do
Calculate ΦUs ;
find Xi = max{ΦUs};
find Xj = min{ΦUs};
Calculate new quality value of k′ ∈ Us: Φu′s ;
if E[Φu′s ] < Φu′s then
Inject UE k′;
Check inter priority order;
if the priority order are the same then
Xi will be replaced by the new UE;
else
Xj will be replaced by the new UE;
end
end
else
Do not admit UE k′;
end
end
end
end
end
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Algorithm 5: Heuristic based Admission Control Algorithm
of New Users
for t := 1 to T do
for s := 1 to S do
for u := 1 to U do
for m := 1 to M do
Calculate φus∀us ∈ Us;
find UE xs with the max quality level;
find UE js with the max quality level;
while an UE u
′
s ∈ Us enters the network do
Calculate the new quality value of u
′
s: φu′s ;
Then, find the neighbor quality level value of u
′
s:
φˆu′s ;
if φˆu′s − φu′s>0 then
if E[φu′s ] < φu′s then
Inject UE u
′
s;
check priority order;
if the priority order are the same then
xs will be replaced by the new UE; else
js will be replaced by the new UE;
end
end
else
Do not admit UE u
′
s;
end
end
else
generate accept probability p = −4qualityz ;
then, the new UE will be rejected based on
the probability p;
end
end
end
end
end
end
end
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5.4.2 Resource Allocation
The overall problem under consideration during the resource allocation step
is the maximisation of the quality level of UEs, by simultaneously considering
the inter- and intra-slice priority. This problem can be formulated as in
Equation (5.10).
P1:
maximize
∑
s∈S
[
∑
us∈Us
(
rus
Rmaxs
)µus ]ρs (5.10)
s.t.
∑
m∈M
∑
s∈S
∑
us∈Us
ϕm,usbm ≤ B, (5.10a)
Rmins ≤ rus ≤ Rmaxs , (5.10b)∑
m∈M
∑
Us∈Us
αm,Us = 1, ϕm,Us ∈ {0, 1}, (5.10c)
where, constraint (5.10a) indicates that the amount of allocated sub-channels
cannot overcome the maximum available bandwidth; this constraint implic-
itly refers to the orthogonality of assigned resources, too. Constraint (5.10b)
indicates that the received data rate by UE us is restricted by the require-
ments of the associated slice s. It is worth noting that, in Equation (5.10),
the quality level is a number lower or equal than 1; as a consequence, the
higher the priority of a slice, the lower the value of ρs. This happens similarly
for the users, i.e, the higher the priority of a user, the lower is the value µus .
Constraint (5.10c) is orthogonality constraint.
The resource allocation procedure is performed by considering the phys-
ical resources available in the network as well as the channel conditions of
the UEs.
Each symbol of parameters has been described in Table 5.1.
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Table 5.1: Notations in Chapter 5
Symbol Define
bm bandwidth of sub-channel
pm transmit power of sub-channel
PL(d) path loss
XUs log-normal shadow fading
hm,Us sub-channel gain of the UE with slice s
rUs data rate of UE with slice s
φm,Us situation of UE with slice s over the sub-channel
N0 noise spectral density
RminUs minimum required data rate by UE with slice s
RmaxUs maximum required data rate by UE with slice s
RmaxUs max requirments of UE with slice s
µUs priority order over UE in slice s∑
Us∈Us µUs = 1
ρs priority order between different slice s∑
s∈S ρs = 1
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Table 5.2: Main Network Parameters
Parameter Value
Number of cells one macrocell
LTE bandwidth 5 MHz
UEs distribution uniform
Overall number of UEs 100
Overall interval 10s
Noise Spectral Density -174dBm/Hz
5.5 Performance Investigation
This section provides a performance comparison of the proposal with a legacy
4G resource allocation algorithm. With this aim, a resource allocation algo-
rithm has been implemented where network resources are allocated in order
to maximise the overall quality level of users by taking into account their
QoS requirements (minimum and maximum data rate) as well as the priority
of each user.
In simulations, the arrival rates of UEs have been considered as uniformly
distributed within the whole simulation period. The overall number of UEs
is uniformly distributed among the considered slices. The priority of UEs
within the same slice is randomly generated with the constraint of having
a sum equal to 1. In the case of 4G-SA, the priority values of UEs are the
same of those considered for 5G-SA and 5G-AC-SA, with the difference that
the constraint of having a sum of priorities equal to 1 is extended to all users
in the system. The parameters of our simulation model have been listed in
Table 5.2 and Table 5.3 [2].
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Table 5.3: Application Slice Parameters [2]
Thr slice 4G
(kbps) priority priority
TV Streaming A 1000-1500 0.1 0.15
TV Streaming B 1000-1500 0.2 0.15
Car Management 400-700 0.2 0.3
Web Browsing 100-300 0.5 0.4
5.5.1 Simulation Cases
• Case One: 4G slice allocation (4G-SA) In this case, the benchmark
case has been set up, hereinafter named 4G service allocation (4G-
SA) which is a single-tier priority algorithm and does not take into
consideration the possibility that UEs belong to different slices. The
differentiation among the UEs refers only to a different requested ser-
vice. Only admission control algorithm with received throughput as
its performance consideration has been used.
• Case Two: Slice Allocation with Prioritied Admission Control Mecha-
nism in 5G (5G-SA) In this case, the slice allocation with prioritised
admission control as described in Sec. 5.4.2 has been examined. It
considered QCI priority order (inter priority) of different slices and
emergency priority order (intra priority) of different UEs. Then, it
uses algorithm as explained in Section 4 with received throughput as
its consideration as well.
• Case Three: Heuristic-based Slice Allocation with admission control in
5G (5G-AC-SA) In this case, prioritised admission control mechanism
has been used to combine with the heuristic technology at the same
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Figure 5.4: Average Cumulative Received Throughput
time. It takes into consideration the admission control procedure in
Sec. 5.4.1, which is performed as a first step before the resource allo-
cation. The reason behind this choice is to highlight the impact of the
admission control in the management of network resources. Heuris-
tic based admission control mechanism can be used improve network
performance from the point the whole system. The quality values of
neighbour UEs will not be affected when the current UE has been allo-
cated a higher quality value. Therefore, the network performance can
be improved efficiently.
5.5.2 Result Analysis
Fig. 5.4 indicates the average throughput for UEs from different slices. It
can be noticed that 4G-SA allocates the minimum data rate to services
with low requested data rate (i.e., web browsing and car management) in
order to provide higher data rate to the TV streaming services. The reason
behind this behaviour is that, to maximise the quality values, 4G systems
prefers to boost the performance of users with higher QoS requirements. it is
worth noticing that, with 4G-SA, users belonging to TV streaming A and B
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Figure 5.5: Average Quality Levels of Different Slices
experience the same throughput, although these such services belong to two
different slices with different priorities. This strongly underlines that 4G-SA
is not able to guarantee prioritisation on a slice-basis, but only on a service-
basis. The proposed approaches, meaningfully increase the data rate for all
the service slices compared to 4G-SA. It can be observed that 5G-SA-AC
guarantees higher throughput compared to 5G-SA, by thus highlighting the
importance of the proposed admission control in achieving better utilisation
of spectrum resources. Finally, it can be noted that both 5G-SA and 5G-
SA-AC introduces differentiation in the throughput of slices TV streaming A
and B, as they are designed to take into consideration the inter-slice priority.
Fig. 5.5 indicates the average quality level of different slices. It can be
noticed that 4G-SA provides the lowest quality level of different slices. In ad-
dition, it can be noted that although 4G-SA guarantees the same throughput
to TV streaming A and TV streaming B, the quality level of TV streaming
B is lower than that of TV streaming A. Because TV streaming B has a
lower priority level compared to TV streaming A. When focusing on 5G-SA
and 5G-AC-SA, it can be observed that they substantial increase the quality
level compared to 4G-SA and they offer a better fairness in the quality level
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Figure 5.6: Time Averaged total Quality Level with Different Number of UEs
experienced by the users of different slices. Indeed, when focusing on the
quality values of TV streaming A and web browsing, it can be observed that
5G-SA and 5G-AC-SA guarantee a lower difference in the quality level of
these slices compared to 4G-SA. It means that the proposed approaches are
able to guarantee a better fairness compared to 4G-SA as well.
Fig. 5.6 indicates the time averaged total quality level by considering a
varying number of UEs per slice. From this figure, it can be observed that
the overall quality level for 4G-SA decreases as the number of UEs increases.
This is due to the fact that when the number of UEs increases, this algorithm
tries to increase the overall data rate of the system by allocating resources
to the services with higher data rates (as shown in Fig. 5.6). From a global
point of view, this involves a quality level reduction as 4G-SA does not
consider inter-service priority. The proposed approaches, on the contrary,
are based on the idea of exploiting the inter-slice priority for slice allocation.
As a consequence, our approaches do not show a meaningful degradation
of the overall quality level when increasing the number of UEs. It is worth
noticing the benefits introduced by 5G-AC-SA, that is able to guarantee a
lower quality level decrease compared to 5G-SA.
115
5.5. Performance Investigation
Figure 5.7: Percentage of free resources after the resource allocation step.
Fig. 6.5 indicates the amount of free network resources after the re-
source allocation. The 4G-SA algorithm maximises the quality level without
considering the inter-service priority, i.e., it only considers the priority of
users. This means that, to maximise the quality level, the only parameter
that meaningfully influences the resource allocation procedure is the QoS
requirement. As a consequence, 4G-SA algorithm manages the network re-
sources with the aim to maximise the quality level (as shown in the previous
analyses) of users belonging to TV streaming services, as they have higher
QoS requirements. Once such UEs are scheduled, from a 4G-SA point of
view, the allocation of additional resources to other services does not intro-
duce any meaningful quality level increase, and thus the algorithm stops with
the side effect of not assigning a portion of network resources. On the con-
trary, the proposed approaches consider the inter-slice priority. This means
that all UEs in the same slice are grouped together in order to consider the
whole priority of the slice (please refer to equation (5.3)). As a consequence,
to increase the overall quality level, 5G-Sa and 5G-AC-SA allocate resources
also to slices with low priority and this means a better exploitation of the
available network resources
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5.6 Conclusions
In this chapter, a novel approach for resource allocation in the 5G networks
with network slicing has been presented. The proposed approach is a heuris-
tic based prioritised admission control mechanism that takes into consider-
ation both the inter- and the intra-slice priority and performs the resource
allocation. Accordingly, in order to meet the QoS requirements dictated by
the service slice. The proposed approach increases the quality level expe-
rienced by mobile UEs as well as allows a better management of network
resources.
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Chapter 6
An Auction based Network
Slicing in 5G Mobile Networks
6.1 Introduction
The next-to-come fifth generation (5G) mobile network is expected to open
unprecedented business opportunities to telco operators by increasing their
market to the business owners and providing not only business-to-customer
service (B2C) services but also business-to-business (B2B) and business to
business to consumer (B2B2C) services. A large number of vertical industries
are foreseen as natural users of 5G beyond the mobile broadband services, in-
cluding healthcare automotive, smart cities, and industry automation [136].
In order to deliver services to such wide range of industries with diverse re-
quirements, network slicing has been introduced in 5G networks, which can
be then foreseen as a composition of multiple slices, each one designed with
a set of functionalities tailored to serve a specific business [137].
From the network performance point of view, slicing implies that each 5G
slice needs to have its own set of allocated resources and this aspect intro-
duces a novelty in the management of network resources in mobile systems.
118
6.1. Introduction
Indeed, in the previous generations of mobile networks, the resources to be
assigned to each application were mainly radio resources [138], while in the
5G network, resources represent both radio and core network [139], by means
of computational and storage capabilities in addition to the over-the-air data
rate. From the business point of view, however, the issue of pricing a given
slice is similar to pricing given spectrum, i.e., there is no clear way to value
a given created slice by the operator. Therefore, there is a need for a novel
business model by the operators.
In order to consider the fact that slice allocation in 5G means allocating
resources throughout the network, 5G network resources as multiple chunks
has been modelled in this chapter, each one with a different capacity, spread
across the whole physical network. This allows to take into consideration the
management of resources in the core network in addition to the resources in
the radio access. In order to optimise the network revenue by considering
network utilisation aspects, this chapter focuses on a resource management
strategy based on a novel competitive auction mechanism combined with
an optimisation algorithm for network resources allocation. Therefore, ob-
jectives are increasing network utilisation, enhancing the satisfaction of re-
quirements of network slices and increasing the incentive for operators by
maximising their revenue.
The pricing mechanism considered in this chapter is built based on the
assumption that sellers (i.e., network chunks) are assumed to have the knowl-
edge of products (i.e., network resources) for potential buyers (i.e., network
slices). Using the Bertrand model for pricing [140, 141], network chunks
receive the information from network slices through the auction mechanism
while network slices receive their optimised price values. To formulate the
problem of price decision, a game theory based auction mechanism has been
proposed as an effective method for analysing interactive decision making
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[142] in order to consider the interaction between network chunks and net-
work slices. For maximising the network revenue, an auction mechanism
which is derived from the Vickrey-Clarke-Groves (VCG) [4, 143] approach
has been proposed in this chapter. Therefore, compared with previous re-
searches which mainly focused on price definition, a novel auction mech-
anism has been designed by considering the amount of network resources
the network slices are requesting to the network. Concerning the resource
allocation, unlike game theory based resource management mechanisms in
the more traditional way, the efficiency of resource utilisation has been taken
into account with the constraints of maximising the network revenue. There-
fore, the Lagrangian based optimisation mechanism has been designed for
the purpose of optimising the allocated network resources to network slices
without changing their cost values.
The key contributions of this chapter can be summarized as follows:
• Enabling new business model for offering 5G network slices to a wide
range of vertical industries, through novel pricing model and auctioning
mechanism.
• Presenting a novel augmentation of end-to-end network slices based on
both radio and core network resources.
• Formulating a novel resource management model considering points 1
and 2.
• Investigating performance of the discussed models thoroughly, and
through simulations.
The remainder of this chapter is organized as follows. Section 6.2 focuses
on the business models for 5G network slicing and also review the state of art
in resource allocation strategies for network slicing and auction mechanisms.
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After elaborating the system model and concept definitions in Section 6.3,
the problem formulations, the proposed resource sharing mechanism and
pricing mechanism will be described in Section 6.5. Section 6.6 provides
numerical results to verify our design objectives and analyses performance
observations. Finally, summary of our work is detailed in Section 6.7.
6.2 Related Works
Network slicing drives the business models behind 5G ecosystem by providing
an effective way to delivery heterogeneous services of interest for different
verticals [144]. As previously discussed, there are three different of business
models for network slicing: B2B, B2C, and B2B2C [145]. In B2B model,
operators sell customised network resources to enterprises and release full
control of end consumers to enterprises. In B2C model, customers purchases
customised network resource based on their requirements without considering
which operator provides the requested resources. In B2B2C model, operators
just provide customised network resources to a broker, and the broker gets
more control of the network and engages with end consumer directly. It
can be thus noticed that above mentioned business models deal with the
allocation of network resources; consequently, the effective revenue as well as
the network performance directly depend on the way the operator manages
such resources. Nevertheless, resource allocation for network slicing and
auction mechanisms to improve network utilisation or revenue have been
addressed in literature as two separated contexts. In the remainder of this
Section, an overview of the related work from both resource allocation and
auction points of view have been proposed and then the novelties of this
chapter has been described with respect to the existing works in literature.
From a resource allocation point of view, network slicing is strictly re-
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lated to virtualization [146], enabling the management (deployment, place-
ment, moving, etc.) of network functionalities across the network. Several
solutions for efficiently supporting network resource virtualization [129] and
resource allocation by using auction approaches [4] have already been pro-
posed. They have been designed to improve the quality level of mobile users
(thus focusing on an end-user point of view and not from a slice point of
view) and network utilisation. In this section, a briefly overview of the most
relevant studies will be described. Focusing from a network resource slicing
point of view, a resource allocation strategy of virtualized resources for Long
Term Evolution (LTE) networks has been proposed in [133]. This work pro-
posed a slicing scheme to allocate virtualized radio resources, i.e., resource
blocks, to different service providers (SPs) in order to maximise the radio
utilisation. The proposed scheme was dynamic and flexible for addressing
arbitrary fairness requirements of different SPs. Similarly, [134] proposed a
framework of wireless resource virtualization in LTE networks to allow radio
network resources to be shared among mobile network operators. An itera-
tive algorithm has been proposed to solve the Binary Integer Programming
(BIP) problem with less computational overhead. Finally, in the previous
work [147], the topic of slice association and resource allocation for mobile
users have been mainly considered with the aim of increasing the quality
level the users.
From an auction point of view, game theory based resource auction mech-
anism have been widely investigated in existing works [148]. Nash equilib-
rium was considered as the solution for solving the problem of spectrum
sharing in cognitive radio networks in [149]. Stackelberg game mechanism
has been formulated for power control in wireless networks to maximise the
capacity [150] [151], while a non-cooperative game based power control al-
gorithm has been proposed in [152] together with a base station association
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scheme for heterogeneous networks. In [153], an auction mechanism has
been proposed to maximise the expected revenue of sellers. An auction-
based scheme which can be used to develop a synchronous algorithm for
solving the optimisation problem of resource allocation has been proposed
in [154]. The game theory based network virtualization framework has been
described in [155] and an auction mechanism has been used for pricing the
instantaneous rate consumption. Compared with the other game theory
mechanisms, the auction mechanism was widely applied [154] [156] in the
situation of competitive resource allocation. Meanwhile, effective allocation
of network resources can improve the revenue of both users and networks. In
[140], a competitive pricing model has been formulated in a dynamic spec-
trum access where a few primary services offer spectrum access opportunities
to a secondary service. In [157], a double-auction-based algorithm for inter-
cloud virtual machine trading has been designed. The proposed algorithm
was strategy-proof and used for the sell and purchase of available virtual
machines across cloud boundaries over time. The proposed algorithm was
proven to maximize individual profit for each cloud over the long run of the
system. In [158], an auction based online mechanism for virtual machine
provisioning, allocation, and pricing in clouds that considers several types of
resources has been proposed. The proposed mechanism calculated the allo-
cation and payments as users arrive at the system with their requirements,
and aimed to maximize users’ utilities.
The above considered resource allocation mechanisms were mainly con-
sidering the radio segment (e.g., power allocation, radio resources) without
taking into account the other resources in the mobile core networks such
as storage and computational resources. In addition, the competitive price
mechanism in the existing research did not consider the global resource utili-
sation as well as priority values (i.e., network resources spread across the edge
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of the network are scarcer than the ones in a central cloud and are more sub-
ject to overload) of different network resources. From the discussion above,
the relationship between resource allocation and operator revenue becomes
one of the key aspects when designing a business-driven network slice al-
location. With this aim, this chapter extends the approaches in literature
by proposing an auction business model for the operators which takes into
account the availability of different types of network resources across the
network (i.e., both radio and core network segments). The proposed auction
mechanism is modelled by considering the total revenue for the operator and
the total amount of assigned resources.
6.3 System Model
In this section, system model will be described in detail as in Fig 6.1 and
further elaboration are different part of the model are given in the following
subsections. The network architecture is divided into two parts, i.e., the
radio access layer (handling over-the-air resources) and the mobile core layer
(handling computational and storage resources and consisting of two parts
as central cloud and an operator cloud located at the edge).
6.3.1 Network Slices
The set of network slices requesting is denoted by K = {1, 2, ..., K}. The
concept of slice priority has been introduced in order to consider the fact
that some slices could have different importance from an operator point of
view (e.g., a slice related to emergency services or a slice of a vertical which
is a premium business partner of the operator). For each slice k, the priority
has been defined in the range of ρk = {1, 2, ..., A}, where A indicates the
maximum priority level in the system model. The higher ρk, the higher the
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Figure 6.1: System model
Figure 6.2: Slice Model
priority for the given slice, k.
6.3.2 Network Resources
In the system model, as shown in Fig 6.1, the available network resources
are modelled as diverse types of network chunks, and the total number of
available network chunks is denoted by M = {1, 2, ...,M}. From a radio
access point of view, different chunks can be seen as different radio access
technologies (RATs) providing wireless resource to the network slices. From
a core network point of view, the chunks offer resources in terms of compu-
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tational capability (i.e., CPU) and resource storage capacity (i.e., RAM) in
two different locations, i.e., a central cloud and an operator cloud close to
the edge.
The resources of each network chunk m are allocated to different slices,
as in Fig 6.2. The capacity of each network chunk m is denoted by ηm, where
m ∈M. The amount of resources assigned to slice k from resource chunk m
is denoted by σk,m, where m ∈ M and k ∈ K, respectively. Therefore, the
ratio of network resource allocation that network slice k receives from the
network chunk m can be explained as
σk,m
ηm
. Moreover, in the real network
environment, different network chunks will have different amount of network
resources which have been described as “weight values” denoted by βm. This
choice allows us to abstract the effective capacity of each network chunk and
to focus only on the portion of resources each slice requires from each chunk.
The network slice manager, in charge of running the auction process,
price definition and allocating network resources to slices, is assumed to be
an impartial entity (i.e. third party). In this case, cost values of different
network chunks’ per unit have been described as Ωm = {ωm|m ∈ M}, and
Cm = {cm|m ∈M} indicates the selling price per unit of the network chunk
m. The network slice manager will make auction-based resource allocation
decisions for network slicing. It is assumed that each network slice is able
to provide the slice manager with a request in terms of needed resources.
Therefore, network chunks with the best pay-off values generated based on
Equation (6.9), will be allocated to the slices (details can be seen in Fig 6.3).
6.3.3 Slice Requirments
As shown in Fig 6.2, each network slice in the architecture requires resources
in different types of network chunks, which are five in our model: over-the-
air resources, the computational and the storage resources from the operator
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cloud at the edge, and the computational and the storage resources from
the central cloud. The radio resource required by the network slice k from
the network chunk m is denoted by Rk,m. The value of rk,m represents the
minimum resource requirements by network slice k from the network chunk
m. The value of Rk,m represents the maximum resource requirements by
network slice k from the network chunk m; such values are assumed to be
an indication of the needs of the slices.
6.4 Operators Revenue and Auction Model
In the above explained system model, competitive resource allocation mech-
anism involves three aspects: a) the price competition model, where different
operators compete for achieving selling prices to maximize their revenue; b)
an auction based resource allocation mechanism for network slicing, where
different slices are competing in order to maximize the network revenue; c)
an optimised resource allocation for all required slices.
Before determining resource allocation for maximising the network rev-
enue and optimising the amount of resources allocated to network slices, the
network slice manager should determine the selling price cm of the network
chunk m by using auction mechanism. Then, competitive auction mecha-
nism of network slicing and optimisation algorithm for allocating resource to
all slices are performed.
6.4.1 Price Competition: Bertrand model
As mentioned earlier, the price competition among different network chunks
is defined based on Bertrand model, where limited network chunks can com-
pete with each other in order to achieve the optimal profit by controlling the
price of each network chunk. The assumption is that both competing parties
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have the same constant unit cost of production (i.e. unit cost of network
chunks), so that marginal and average costs are the same and equal to the
competitive price.
Such price competition can be applied to analyse and obtain equilibrium
price strategies over the 5G mobile networks. The system model contains
several network chunks, and these chunks can be sold to network slices. The
price strategies are determined by the network slice manager based on utility
value and capacity of network chunks as well as the requested resource by
network slices.
The profit maximisation problem of the network chunks while serving all
slices can be formulated as follows,
P1: maximize Θ(cm, σk,m)
The revenue function of Θ(cm, σk,m) is defined in Equation (6.1).
Θ(cm, σk,m) =
K∑
k=1
σk,mcm − ωmηm, (6.1)
where ωm is the cost value per unit of the virtual network chunk m. The
value of ωm has been defined as ωm =
ηm∑K
k=1 σk,m
, while the value of ωmηm is
fixed. The maximum value of Θ is equal to zero.
The revenue value per unit of the network chunk m is given by,
θm(cm, σk,m) =
K∑
k=1
σk,mcm − ωm. (6.2)
The partial differential of the revenue of virtual network chunk unit is
given by,
∂θm(ηm)
∂cm
=
∂
∂cm
(
K∑
k=1
σk,mcm − ωm)
=
K∑
k=1
σk,m + cm
∂
∑K
k=1 σk,m
∂cm
− ωm∂ηm
∂cm
.
(6.3)
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In order to maximize total revenue for each network chunk, revenue per
unit of network chunk is maximized. Therefore, ∂θm(ηm)
∂cm
= 0, hence Equation
(6.3) is transformed to Equations (6.4), and (6.5).
K∑
k=1
σk,m + cm
∂
∑K
k=1 σk,m
∂cm
= ωm
∂ηm
∂cm
, (6.4)
∑K
k=1 σk,m
∂ηm
∂cm
+ cm
∂
∑K
k=1 σk,m
∂ηm
= ωm. (6.5)
In Equations (6.4) and (6.5),
∑K
k=1 σk,m = ηm, assuming resource of the
network chunk m has been fully allocated to network slices. Therefore,
cm
∂ηm
∂cm
cm
ηm
+ cm = ωm (6.6)
cm(
1
∂ηm
∂cm
cm
ηm
+ 1) = ωm (6.7)
Let ε = ∂ηm
∂cm
cm
ηm
, where ε is a small positive value. Therefore, the value
of cm based on the Bertrand Nash equilibrium can be given by cm =
ε
ε+1
ωm.
Based on the result of Bertrand Nash Equilibrium mechanism, we define a
proposition which can be described as follows:
Proposition 1: Based on Bertrand model, equilibrium price values of net-
work chunks per unit is given by cm =
ε
ε+1
ωm. This is the selling price per
unit of the network chunk m that will be charged to the network slice k while
no unused resource in the edge cloud is generated.
Proof 1: If cm =
ε
ε+1
ωm, the value of Θ is given by Equation (6.8), where
ε is a small positive value (explained earlier) and
∑K
k=1 σk,m = ηm, hence Θ
equals to 0.
Θ(Cm, σk,m) =
K∑
k=1
σk,m
εωm(ηm)
ε+ 1
− ωmηm (6.8)
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In Equation (6.8), the total profit value of allocated resources is equal to
the profit value of the total network resource capacity. In this case, there
is no incentive for competitors to deviate from their optimized cost values.
That is because if one of the competitors chooses to improve the selling
price, the selling price will be increased as well by allocating its resource.
If one of the competitors chooses to decrease the selling price, it will not
have enough resource to meet the increased demands. Therefore, the selling
price generated from the competitive mechanism is the optimal value for
maximising the function Θ.
Given cm is the price per unit of the network chunk m, we can also define
the network slice paid value according to their priority levels as,
pk,m = ρkcmβm (6.9)
where pk,m is the price paid by network slice k to the network chunk m, and
cmβm indicates the price of network chunk m.
6.4.2 Auction Mechanism for Network Slicing
In this section, properties of the auction model are detailed. The proposed
auction mechanism is based on the VCG mechanism, which has been widely
used for pricing in order to improve the efficiency of mobile/wireless resource
allocation [154, 156]. According to the system model used in this paper,
network slices are players and the aim of auction mechanism is to maximise
network revenue by making strategic decisions for all network chunks, i.e.,
by looking at the auction mechanism from an overall point of view instead of
focusing on only one network chunk. Furthermore, the auction mechanism
satisfies the social efficiency (social efficiency is guaranteed of all participants’
requests are optimised over all feasible allocation mechanisms.).
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Figure 6.3: Auction Flow Chart. Steps of our proposed auction model can be
mainly described as: Network slices send a resource request to the slice man-
ager which runs the auction mechanism considering the revenue and the network
utilisation of all the chunks of the network. Afterwards, slices will run auction
mechanism in order to access their optimised resources of all network chunks.
The network resource of each chunk allocated to service slices are deter-
mined by their own resource requirements and the impact on other network
slices. Therefore, the proposed auction based network slicing mechanism can
be depicted as follows.
• In the first step, the optimal amount of network chunks for network slice
k is chosen based on its resource requirements. The generated network
revenue because of network slice k is denoted by Uk(σk,m, pk,m, ωm) as
in equation (6.10).
Uk =
M∑
m=1
pk,mσk,m −
M∑
m=1
ωm (6.10)
• In the next step, the network revenue is calculated after removing slice
k from the network. It can be described as UK/{k}(σK/{k},m, pK/{k},m, ωm).
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In addition to allocating network resources to slice k based on its re-
source requirements, the VCG mechanism force the network slice man-
ager to consider profit values of other K − 1 network slices. Given the
objective of maximising total network revenue, function of UK/{k} has
been defined in equation (6.11).
UK/{k} =
∑
K/{k}
M∑
m=1
pK/{k},mσK/{k},m −
M∑
m=1
ωm (6.11)
• Finally, the total network revenue is maximized by computing∑Kk=1(Uk−
UK/{k}).
• The revenue generated by slice k based on auction mechanism Γ, and
the total revenue can be expressed as equations (6.12) and (6.13) con-
secutively.
UΓk = Uk − (maxUK/{k}) (6.12)
UΓ =
K∑
k=1
UΓk (6.13)
• Hence, the optimized network resources allocated to slice k based on
the auction mechanism can be expressed as equation (6.14).
σ∗k,m = argU
Γ
k (6.14)
The idea behind the proposal aiming at maximising the revenue coming
while keeping into consideration the amount of resources allocated to network
slices, can be expressed with the following proposition.
Proposition 2: In order to allow network slice manager to allocate
available network resources using competitive auction mechanisms, while
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maximising profit of each network slice k, and maximising total network
revenue, all slices should provide their minimum and maximum requirements.
Proof: Based on the above described auction mechanism, from the net-
work slice side, the optimal received resources of each network chunk m can
be expressed as σ∗k,m, and profit of the network is explained in equation
(6.15).
q∗k =
∑M
m=1 pk,mσk,m∑M
m=1 cmηm
(6.15)
In order to maximize UΓ, the pk,mσk,m should also be maximized; this shows
the relationship between the network revenue and the amount of allocated
resources, i.e., σk,m.
If all network slices provide the network with their requirements in terms
of upper and lower amount of expected resources, all profit values q∗k can be
optimised according to our proposed auction model. So doing, a minimum
amount of resources assigned to each slice (this means assigning at least the
minimum amount of requested resources to each slice) should be guaranteed
and the remaining amount of resources should be assigned with the aim to
maximise the total network revenue. Otherwise, if network slices do not
provide their resource requirements in terms of upper/lower bounds, the
resource allocation task is not able to properly assign the available network
resources to the slices; as noted in (6.12) and (6.13), this would decrease the
total network revenue.
6.5 Problem Formulation
6.5.1 Problem Formulation
In this section,formulations of the problem of interest are detailed. From an
economic point of view, the total network revenue is maximised(i.e., the total
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revenue generated from the allocation of resources in all network chunks).
From the demand point of view, the allocated network resources throughout
the network has been taken into account with the aim of keeping the level
of network load, low. Hence, the trade-off between the maximisation of
operator’s revenue and the minimization of the network load measured in
terms of allocated resources is expressed in problem P2.
P2: arg max
σ∗k,m
UΓ∑K
k=1[
∑M
m=1 σ
∗
k,m]
αk
s.t.
K∑
k=1
σ∗k,m ≤ ηm (6.16a)
rk,m ≤ σ∗k,m ≤ Rk,m, ∀k ∈ K, ∀m ∈M (6.16b)
In Equation (6.16), UΓ is the total network revenue gained from network
slice k, using our auction mechanism; σ∗k,m is the allocated resources to slice
k from the network chunk m and αk is the normalized priority level for
slice k. Constraint (6.16a) indicates that the amount of allocated network
resources cannot exceed the maximum available resources for each network
chunk, while constraint (6.16b) indicates that the received network resources
of slice k should satisfy its own resource requirements.
Jain’s fairness index has also been used, denoted by ξ, to analyze distri-
bution of network resources among slices. The Jain’s fairness index is widely
used in literatures to evaluate the level of fairness achieved by resource al-
location algorithm [160, 161]. The Jains fairness index corresponds to all
network resources, T − ξ, is given in Equation (6.18). The fairness index
among slices in accessing resources of each network chunk, C − ξ, can be
defined as in Equation (6.17).
134
6.5. Problem Formulation
C − ξm =
(
∑K
k=1 σ
∗
k,m)
2
K(
∑K
k=1 σ
∗
k,m)
2
(6.17)
T − ξ = (
∑K
k=1
∑M
m=1 σ
∗
k,m)
2
KM
∑K
k=1
∑M
m=1(σ
∗
k,m)
2
(6.18)
6.5.2 Resource Slicing Mechanism
6.5.2.1 Price Auction Mechanism
In this chapter, Bertrand auctioning model has been used for each set of
network chunks in order to receive the selling price of network chunks per
unit. The players in each step are sets of network chunks. The strategy of
each player is the price per unit of network resources which are non-negative.
The solution of this mechanism is based on Bertrand auction mechanism.
According to the network resources required by slice k, the network rev-
enue can be expressed as in Equation (6.13). The price auction mechanism
is a strategy where network chunks cannot increase their profit by choosing
a different action without affecting others [140]. In this case, the optimised
result is obtained by defining strategy for all participants from the overall
view of the auction model. Selling price for each network chunk is computed
according to the of Bertrand auction mechanism in Section 6.4.1.
6.5.2.2 Resource auction Mechanism
The VCG based resource auction mechanism aiming to maximise the network
revenue has been described in Algorithm 6. In the proposed mechanism, the
benefit of using VCG mechanism is that it can confirm all the participants
provide their truthful requirements and receive the optimal resource based
on their demands. If the slice does not provide their truthful resource re-
quirements, the allocated resource σk,m will be the second value from the
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resource provided list. Therefore, the network revenue and the quality level
values of slices will be less than that optimised.
The auction-based resource allocation mechanism aims to maximise the
network revenue and has been described in Algorithm 6. In the proposed
mechanism, the benefit of using our auction mechanism is that it can guaran-
tee to all the participants their QoS requirements, i.e., the assignment of, at
least, the minimum amount of requested resources for each chunk. Moreover,
while satisfying allocated network resources σk,m to all participants, network
revenue can be improved by our proposed auction mechanism as well.
6.5.2.3 Optimisation Mechanism
Since the optimisation problem P2 needs to be solved only when network
slices are allocated, real-time solution is not required. Therefore, we solve
P2 using Lagrangian multipliers, as described as in Equation (6.19).
L(σ, λ, µ, φ) =
UΓ∑K
k=1[
∑M
m=1 σ
∗
k,m]
αk
+
∑
m∈M
λm(ηm −
K∑
k=1
σ∗k,m)
+
∑
k∈K
µk(
∑
m∈M
Rk,m −
∑
m∈M
σ∗k,m)
+
∑
k∈K
φk(
M∑
m=1
rk,m −
M∑
m=1
σ∗k,m).
(6.19)
Based on Equation (6.19), one slice can receive the optimized resource
value σ∗k,m, while the following holds:

∂Lσk,m(σ
∗
k,m, λm, µk, φk) = 0
∂Lλm(σ
∗
k,m, λm, µk, φk) = 0
∂Lµk(σ
∗
k,m, λm, µk, φk) = 0
∂Lφk(σ
∗
k,m, λm, µk, φk) = 0
(6.20)
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Algorithm 6: Two-step Auction Mechanism for Resource
Allocation
k: number of required network slices;
ηrestm : the rest resource of chunk m;
for k := 1 to K do
if Rk,m<η
rest
m then
Calculate the network revenue because of slice k based on the
Equation 6.10 where the value of received resource σk,m
equals to the value of their maximized requirements Rk,m;
Then, calculate the network revenue value of the rest slices
K − 1 according to the Equation (6.11) where the value of
received resource σK/{k},m equals to the value of their
maximized requirements RK/{k},m;
end
if rk,m<η
rest
m <Rk,m then
Calculate the network revenue because of slice k based on the
Equation (6.10) ;
Then, calculate the network revenue value of the rest slices
K − 1 according to the Equation (6.11);
end
Calculate the revenue value of slice k based on Equation (6.13).
end
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The solution is summarised in Algorithm 7, which explains how allocated
resources to slices are optimized according to their requests while network
revenue is maximised simultaneously.
Algorithm 7: Optimized Three-step Auction Mechanism for
Resource Allocation
if Rk,m<η
rest
m then
Calculate σk,m based on Equation (6.14) and (6.20) separately,
which have been denoted by σ∗k,m and σk,m, respectively;
if σ∗k,m ≥ σk,m then
Calculate the network revenue value of slice k and the network
revenue of the rest of slices K − 1 as Algorithm 6;
else
Calculate the network revenue of the slice k and the
network revenue of the rest of slice K − 1 as Algorithm 6
with received value from Equation (6.20).
end
end
end
Calculate the revenue value of slice k based on Equation (6.13).
6.6 Performance Investigation
This section provides performance investigations of the proposed network
slicing. In the simulations, five different types of network resources have
been considered which include the radio network chunk, the edge network
and the core network chunks. The radio network chunk (m = 1) provides
over-the-air resources, while the edge and the core network chunks provide
storage and computational resources to network slices (m = 2, 3, 4, and 5).
It has been assumed that the amount of network resources in each network
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chunk is 100% and the resource required by network slices from each network
chunk are a portion of that, i.e. for each chunk, the amount of allocated
network resources to each slice is
∑K
k=1 σ
∗
k,m ≤ 100%. It has been assumed
that the computational and the storage resources in the core segment of the
network are split between the edge and the central cloud such that 30% of
these resources are allocated to the edge cloud while the remaining 70% are
located at the central cloud of the core network. In other words, the radio
chunk (m = 1) contains all the over-the-air network resources, computational
and storage capabilities for chunks m = 2 and m = 3 (i.e., the edge cloud)
are the 30% of overall network capabilities, and chunks m = 4 and m = 5
(i.e., the central cloud) contain the 70% of the overall computational and
storage capabilities, respectively, of the core network.
6.6.1 Simulation Scenarios
Three different strategies have been considered for network slicing, as de-
scribed below.
priced-based network slicing (PB-NS) The priced-based network
slicing (PB-NS) scenario has been used as a benchmark in this chapter, and
it is implemented by considering the minimization of allocated resources
across the network.
Two-step auction mechanism for network slicing (TA-NS) The
second scenario is based on the proposed two-step auction mechanism for
network slicing (i.e. TA-NS), aimed at maximising the network revenue. This
is based on solving problem P2, and the solution is detailed in Algorithm 6,
in section 6.5.2.2.
Three-step combination auction mechanism for network slic-
ing (TC-NS) The third scenario is based on the proposed three step combi-
nation auction mechanism for network slicing (i.e. TC-NS). In this scenario,
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it is still focused on problem P2, but also additionally maximising slices
satisfaction, as detailed in Algorithm 7.
6.6.2 Results Analysis
Network Slices with the same Requests: In the first step, it has been
assumed that all network slices have the same priority value (αk = 5) and
request the same amount of resources (equals to
Rk,m
ηm
− rk,m
ηm
2
, where
Rk,m
ηm
=
0.05,
rk,m
ηm
= 0.01) from each network chunk.
Figure 6.4: Cumulative Network Revenue
Fig. 6.4 indicates the cumulative network revenue versus a total number
of network slices. It can be observed that the highest aggregated network
revenue is obtained with the TC-NS strategy. This result is expected based
on the definition of the TC-NS scenario.
Fig. 6.5 depicts resource utilisation of different network chunks. It can
be seen that the TC-NS scenario allocates the highest amount of network
resources to the slices, i.e. has the highest resource utilisation. This is mainly
due to the fact that goal of TC-NS is maximising allocated network resources
to the slices. In the Focusing on TA-NS, the lowest resource utilisation can
be observed in the case with 10 slices, since the aim of TA-NS is mainly
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(a) 10 Network slices
(b) 30 Network slices
Figure 6.5: Analysis of Resource Utilisation
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Figure 6.6: Average level of satisfaction from each network chunks
maximising the network revenue. Hence, utilisation in PB-NS is higher than
the TA-NS, as shown in Fig. 6.5(a). However, in Fig. 6.5(b), slightly
higher utilisation can be observed in TA-NS comparing with PB-NS. This
is mainly because TA-NS can support higher number of network slices more
efficiently compared with that in PB-NS. In PB-NS, network resources have
been allocated only based on price auction mechanism without considering
their capacity requirements. Further observation from the two plots of Fig.
6.5 shows that increasing number of slices, can also improve the efficiency of
resource allocation.
Fig. 6.6 shows the average satisfaction for network slices in different
types of network chunks, when there are 30 network slices. The average is
calculated as follows,
fk,m =
1
k
K∑
k=1
σ∗k,m − rk,m
Rk,m − rk,m (6.21)
From this figure, it can be seen that the TC-NS provides up to 50% higher
slice satisfaction compared to TA-NS and PB-NS. The observation here con-
firms better performance of the strategy in TC-NS that combines TA-NS
revenue maximisation strategy with optimal resource allocation. In PB-NS,
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Table 6.1: Jain’s Fairness Index of Each Network Chunk
Fairness
Index
PB-NS TA-NS TC-NS
C − ξ1 0.5858 0.7172 0.8190
C − ξ2 0.5068 0.6193 0.7683
C − ξ3 0.4566 0.6189 0.7444
C − ξ4 0.4092 0.7201 0.8047
C − ξ5 0.3931 0.6109 0.7016
T − ξ 0.4911 0.6785 0.8543
network resources have been allocated to slices based on their own require-
ments without considering global optimisation of resource allocations. More-
over, PB-NS does not consider effective resource allocation, hence, limited
network resources will not satisfy the requirements of a portion of slices and
this causes decrease in the overall satisfaction.
Table 6.1 lists the Jain’s fairness index of allocated resources from each
network chunk in different simulation scenarios based on the fairness, ex-
pressed in Equation (6.17). From this table, it can be noticed that the Jain’s
fairness index is the highest, for each chunk, in strategy TC-NS. It means
that the each network chunk has fairly allocated its network resources ac-
cording to resource requirements from each network slices. It is also worth
noticing that the fairness of PB-NS decreases from 0.58 (radio chunk) down
to 0.39 (central cloud chunk), while TA-NS and TC-NS decrease from 0.71
down to 0.61 and from 0.81 down to 0.7, respectively; there results under-
line how TA-NS and TC-NS can effectively provide better distribution of
fairness among the available network chunks. The Jain’s fairness index of
the total allocated resource in different simulation strategies based on the
fairness Equation (6.18), is also listed in the last row of Table 6.1. It can
be seen that fairness index has the highest value in the third scenario, i.e.
TC-NS. This underlines that TC-NS is able to increase the network revenue
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Figure 6.7: Different Requests and Different Priority for network slices for the
strategy TC-NS. In case two, the 10th network slice requests 30% more network
resources, while the 20th network slice requests 30% less network resources. In
case three, the 10th network slice holds 30% higher priority value in case three,
while the 20th network slice holds 30% less priority value. The request/priority of
the 15th network slice in three cases are the same.)
while considering fairness in the allocation of network resources.
Network Slices with different Requests: In the next step, it focuses
the attention on the TC-NS strategy and it is assumed that network slices
can have different requests in terms of resources and priority. Three different
cases are studied here:
1. All network slices have the same priority value and request the same
amount of resources from the network chunks as in the previous simu-
lation results;
2. All network slices have the same priority but have different resource
requirements. In this case, 30% more network resources have been re-
quested from slices 1st − 14th, while 30% less network resources have
been requested from slices 16th − 30th. The slice 15th has been consid-
ered to have the same amount of network resource requirements as in
case one.
3. All network slices have the same amount of resource requirements but
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with different priority. In this case, higher priority (αk = 7) is consid-
ered for slices 1st− 14th, while lower priority (αk = 3) is considered for
slices 16th − 30th. The slice 15th has the same priority as in case one.
Fig. 6.7 shows satisfaction values for network slices according to their
different resource requirements. Observing from Fig. 6.7, the average satis-
faction of slice 15th with TC-NS is around 70% (the same in all three cases):
this underlines that the performance of our proposed TC-NS strategy in
satisfying one slice is not affected by changes in the requests or priorities
of other slices. Network slice 10th and 20th are selected as representatives
higher and lower resource requests and priorities, respectively. Compared
with slice 15th, it can be seen that, if the network slice with higher resource
requirements (i.e., slice 10th in case two) receives the same amount of net-
work resource, it will not receive similar average slice satisfaction. Therefore,
the network slice with higher resource requirements (i.e., 10th in case two)
will increase their payment in order to receive its required network resource
and average satisfaction.
Further examination from this simulation shows network slices with higher
priority value (e.g., 10th in case three) will receive higher paying price from
network chunks, computed based on Equation (6.9) (the revenue values are
summarized in Table 6.2). Therefore, the allocated network resources to the
service slice k will be less, and it will generate lower satisfaction values, as
observed in Fig. 6.7. From this point, the network slice with higher priority
value will pay more in order to receive their required network resources and
achieve their average satisfaction values.
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Table 6.2: Revenues of Selected Slices of Three Cases in TC-NS
Case One Case Two Case Three
10thSlice 0.20 0.35 0.25
15thSlice 0.30 0.30 0.30
20thSlice 0.27 0.13 0.21
6.7 Conclusion
In this chapter, the economics of network slicing has been studied, how
resources can be allocated to the slices competitively and how mobile oper-
ators can define revenue model for slicing their network resources for differ-
ent vertical industries. The proposed approach is an auction-based optimal
mechanism that takes into consideration both radio network resources and
the storage and computational resource for performing resource allocation.
Accordingly, the proposed mechanism can be used to maximise the total
network revenue and optimise the resource allocation by considering the
limited network virtual resources. Extensive simulations show increase in
total network revenue and extra efficiency in allocating network resources to
the slices, as well as enhancement in satisfying slices requirements. It also
studied further about fairness in allocating resources to the network slices
and show how fairness can be improved.
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Chapter 7
Conclusions and Future Works
7.1 Conclusions
This thesis examines how these novel mechanisms have been designed and
demonstrates how these designed mechanisms affect network performance.
In addition, the thesis includes scenarios of demonstrating how network slic-
ing can be implemented in the virtual network environment for enhancing
network business model.
Firstly, a fully distributed device centric traffic management mechanism
has been proposed by considering their own QoS requirements such as band-
width demand and battery lifetime requirements. Moreover, the proposed
mechanism benefits of the network analytic mechanism by communicating
with ANDSF server directly.
Secondly, a novel QFM mechanism, which is composed of a fully dis-
tributed mechanism at mobile users side and centralised fairness mechanism
at the cloud controller side, has been proposed for improving the efficiency
of traffic management and maximising mobile users’ quality level values. In
the proposed mechanism, how allocating traffic resources in a fairness way
is the most significant issue. From the analysis results, users’ quality level
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has been maximised and network resources have been fairly allocated, the
fairness index has been improved.
Thirdly, a novel admission control mechanism of resource allocation in
heterogeneous mobile networks has been proposed. The proposed mechanism
is heuristic based by considering inter and intra slice priorities. From the
analysis results, it increases the quality level of mobile users and allows a
better management of network traffic.
Finally, an economics based network slicing mechanism has been pro-
posed in the 5G mobile networks. The complicated mechanism aims to
maximise the network revenue and optimise the resource allocation by con-
sidering the limited network resources. The proposed mechanism takes into
account both radio network resources and the core network resources. From
the analysis results, the network revenue and the efficiency of resource allo-
cation have been improved.
The conclusion is that network resources have been efficiently managed
but it is still far from complete. This thesis covers some of the key issues in
heterogeneous mobile networks and provides foundations for future works.
There are still a number of challenges remain that need to be addressed. The
following section highlights some research directions for the future.
7.2 Future Works
One direction would be researches of extended network slice allocation prob-
lem by considering efficient resource allocation and pricing of network slices.
The problem is an NP-hard optimisation problem and could be addressed
by investigating a combinatorial auction mechanism in the environment of
network virtualization. The combinatorial auction mechanism could focus
on improving economic efficiency and enhancing auction revenues of mobile
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networks. Following the methods proposed in [162], combinatorial auction
linear programming algorithm can be extracted and applied in network vir-
tualisation.
Another direction would be researches of interfacing and control signalling
[58, 56]. In wireless network virtualisation, infrastructure providers should
provide proper interfaces among themselves and to service providers, so that
infrastructure providers can express real-time sharing information and ser-
vice providers can express their resource requirements for serving end users.
Moreover, because delay and jitter effect visualised network greatly and they
can be used to evaluate the efficiency of network management, proper control
signalling strategies could be designed in order to maintain reliable commu-
nication in wireless network virtualisation.
Further researches could also focus on enhancing mobility management
from both location profiles and seamless handover aspects in wireless network
virtualisation. Efficient mobility management ensures successful delivery of
new communications to mobile users and maintains ongoing communication
with minimal disruptions. In virtual wireless networks, managing mobile
users logically, when they are moving from one resource slice to another in
order to satisfy their dynamical changed QoS requirements, could be done
further for maintaining service continuity in the future.
In addition, it is worth to investigate a proper security mechanism in
wireless network virtualisation. In virtual wireless networks, programmable
entities can take advantage of the virtualised mechanism to increase vul-
nerabilities and threats compared with traditional wireless networks [163].
Therefore, efficient security functions could be studied carefully in the future.
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