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Solvation free energies are efficiently predicted by molecular density functionnal the-
ory (MDFT) if one corrects the overpressure introduced by the usual homogeneous
reference fluid approximation. Sergiievskyi et al. [Sergiievskyi et al., JPCL, 2014,
5, 1935-1942] recently derived the rigorous compensation of this excess of pressure
(PC) and proposed an empirical ”ideal gas” supplementary correction (PC+) that
further enhances the calculated solvation free energies. In a recent paper [Misin et
al, JCP, 2015, 142, 091105], those corrections were applied to solvation free energy
calculations using the three-dimensional reference interaction site model (3D-RISM).
As for classical DFT, PC and PC+ corrections improve greatly the predictions of
3D-RISM, but PC+ is described as decreasing the accuracy. In this article, we first
derive rigorously the PC and PC+ corrections for 3D-RISM. We show the reported
discrepancy is then taken off by introducing the correct expression of the pressure
in 3D-RISM. This provides a consistent way to correct the solvation free-energies




























The knowledge of the solvation free energy (SFE) allows one to predict the behavior of
substances in solution. Classical density functional theory (DFT) is a perspective method
for SFE calculations which in one hand can reproduce reasonably well the microscopic struc-
tural properties of the solvent and in the other hand is two to four orders of magnitude faster
than all-atoms simulations. SFE in classical DFT is calculated by minimizing a free-energy
functional of the solvent density distribution only1,2. This requires only moderate compu-
tational effort. For many systems of interest the calculations takes less than a minute on a
standard computer3,4. However, despite their attractiveness, the DFT and related integral
equation (IE) methods were not used for the SFE calculations until recently because im-
paired by computational errors. For example, it was reported that one of the most popular
hyper-netted chain (HNC) approximation dramatically overestimates the SFE, sometimes
by 200-300
Recently it was shown also that the classical DFT and related 3D-RISM methods can
be corrected by using empirical partial molar volume (PMV) corrections5,6. However, the
question of their universality and transferability is still open. In a recent paper, we gave a
physically-based rationale for the PMV corrections within the classical DFT formalism7. In
that paper we considered two variants of the correction, namely the pure pressure correction
(PC) that rigorously compensate the overpressure due to the HNC (or HRF) approxima-
tions and the modified pressure correction (PC+) which contains an additional (and at this
stage ad-hoc) term. Numerical results for a wide range (500+) of solutes suggest that the
PC+ correction is more accurate, and that it could be used in practical applications. The
same conclusions are supported by a series of independent investigators who used the PC+
correction in their calculations8.
In a recent paper, Misin et al. tested the applicability of both the PC and PC+ corrections
to 3D-RISM calculations for a large set of organic solutes of various nature9. They come
to the paradoxical conclusion that in the 3D-RISM case the PC correction leads to more
accurate results than the PC+. In that paper, however, no satisfactory explanations of this
paradox are given.
In the present paper we show that the difference in the 3D-RISM and classical DFT
results can be explained by the difference in expressions of the pressure in these models.
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Solvation free energy formula µDFT σDFT µRISM σRISM
∆GHNC 12.952 5.362 15.976 4.614
∆GHNC + ∆V(PDFT − PID) -1.469 1.376 1.175 1.170
∆GHNC + ∆V · PDFT -3.238 1.651 -1.500 0.972
∆GHNC + ∆V(PDFT + PID) - - -4.175 1.222
TABLE I. Mean error in kcal/mol, µ, and standard deviation in (kcal/mol)2, σ, for the solvation
free energies computed with Classical DFT and 3DRISM methods and corrected using different
formulae. Here PDFT is defined as in Eq. (6), PID ≡ ρ0kT .
This hypothesis is further checked by performing a series of SFE calculations for a data
set of molecules and for a model hydrophobic solute. In the next section, we derive the
formal definition of the pressure correction (PC) and modified pressure correction (PC+) in
the MDFT framework from new arguments. Then, we discuss SFE calculations using both
MDFT and 3D-RISM. Finally, we derive the 3D-RISM equations in the functional form and
give the expression for the pressure in the 3D-RISM model. This allows us to derive the
correct PC and PC+ expressions for the 3D-RISM method and to explain the discrepancy
previously reported between MDFT and 3DRISM results.
II. PRESSURE CORRECTION IN CLASSICAL DFT
We consider the process of solvating a rigid solute in the isothermal-isobaric (NPT )
ensemble. We define the volume change of the liquid system as the solute partial molar
volume ∆V . The Gibbs solvation free energy ∆G can be written as
∆G = ∆U − T∆S + P∆V. (1)
Although derived in Ref.7 through a number of equations in different thermodynamic en-
semble, the pressure correction in the calculation of ∆G by classical DFT can be rephrased
with very simple arguments. If we assume that classical DFT can reproduce reasonably
well the solvent structure around the solute, we can expect that the structure-dependent
components of the solvation free energy, ∆U and T∆S, are calculated with reasonable accu-
racy. On the other hand, it is known that the models based on the homogeneous reference
3
FIG. 1. Comparison of the solvation free energies calculated with Classical DFT (top) and
3D-RISM (bottom) with previously derived formulae PC (red circles) and PC+ (blue squares) cor-
rections for a large set of small organic molecules with respect to the reference molecular dynamics
(MD) results. The same correction gives systematically different results.
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fluid approximation (HRF, or equivalently HNC approximation in integral equations) fail
to predict the pressure. Consequently, the P∆V term is incorrect7,10. The pressure correc-
tion, PC, boils down to eliminate the inaccurate P∆V term of DFT and to replace it with
the correct, experimental pressure term. Accounting furthermore for the fact that density
functional theory is formulated in the grand-canonical ensemble with the grand potential Ω,
and that the solvation process implies ∆G = ∆Ω, we simply replace the wrong pressure by
the experimental pressure.
∆G ≈ ∆ΩDFT − PDFT∆VDFT + Pexp∆Vexp. (2)
In experiments or liquid simulations performed at atmospheric pressure (1 atm ≈ 10−5
kcal/mol per A˚3), the Pexp∆Vexp term is negligibly small for solutes below micro-metric size
and can be safely omitted. One thus gets the PC formula
∆GDFTPC = ∆ΩDFT − PDFT∆VDFT. (3)
Note that the above equations rely on macroscopic thermodynamics and are strictly true for
a macroscopic solute of volume ∆V . They raises the question of the proper definition of the
partial molar volume for a microscopic solute. Numerical experiments for small molecular
solutes have suggested that the addition of an extra ρ0kT∆V correction can further improve
the results in many cases. That is our PC+ correction7. This is also equivalent to reducing
the classical DFT pressure by an amount equal to the ideal pressure, ρ0kT :
∆GDFTPC+ = ∆ΩDFT − (PDFT − ρ0kT )∆VDFT. (4)
We note that despite some arguments in Ref.7, there is no clear justification for such fac-
tor and it even becomes contradictory for hydrophobic solutes of nanometer size (see next
section). At this stage, it should be considered as an empirical adjustment of either the
pressure, or of the solute partial molar volume at fixed pressure, for solutes of microscopic
sizes.
In the HRF (or HNC) approximation, which is commonly used in the DFT approach, the
excess free energy functional F exc is expressed as a second-order Taylor series around the
homogeneous fluid density ρ0. It is important to note that DFT and 3D-RISM share the
same approximation in this case. In a molecular-based framework (molecular DFT: MDFT),
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the classical DFT functional is written then as follows :














where the arguments 1, 2 stand for the positions and orientations of the solvent molecules,
U is the external potential due to the solute molecule, and ∆ρ(1) = ρ(1) − ρ0. c(12) =
−βδ2F exc/δρ(1)δρ(2) is a pair direct correlation function of the pure solvent at uniform
density ρ0 and at temperature T . By minimizing the functional with respect to the solvent
density ρ(1) one finds both the solvation free energy ∆Ω and the density distribution ρ(1).
To apply the pressure correction we define the compressibility-route pressure of the theory,
using the relation Ω[ρ0] = −PV . Insertion of the zero density ρ = 0 into (5) gives
PDFT = ∆Ω[0]/V = ρ0kT − kT
2
ρ20cˆ(k = 0), (6)
where cˆ(k = 0) =
∫
c(12)d1, k is a Fourier-space coordinate. Here and below we use the
symbol “ˆ” for the Fourier transformations of the real-space functions. The value of cˆ(k = 0)
can be retrieved from all-atom simulations or from experiments by using, for instance, its
relation to the isothermal compressibility κT
11:
1− cˆ(k = 0) = βκ−1T ,
with β = (kT )−1. Finally, pressure corrections read:
∆GDFTPC = ∆Ω[ρ]− ρ0kT (1−
ρ0
2
cˆ(k = 0))∆VDFT, (7)
∆GDFTPC+ = ∆Ω[ρ] +
kT
2
ρ20cˆ(k = 0)∆VDFT. (8)
To test those formulae, we have plotted in Figure 1 the solvation free energies of 443
organic molecules in (SPCE) water using the classical DFT functional for water and the
classical DFT code developed by Jeanmairet, Levesque and Borgis12–14 (in the HNC approx-
imation). Molecules and force fields are taken from15; the full list is given in supplementary
information. We have also performed the same calculation using the 3D-RISM method with
multi grid implementation of Sergiievskyi et al.4,16. In Table I, we give mean errors and
standard deviations of both MDFT and 3DRISM with PC and PC+ corrections. PC+
halves the error of PC corrected SFE.
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For the pressure corrections, we tried for both methods the two formulae (7) and (8). It
can be seen that the results for classical DFT and 3D-RISM calculations differ. The best
DFT results are achieved using the formula (8), while the best 3D-RISM results correspond
to the formula (7). This discrepancy is consistent with the findings of Misin et al.9 who
advocated for the use of PC instead of PC+ for a different data-base of molecules.
We anticipate at this point that the two series of results become consistent again if the
pressure for bulk water in 3D-RISM is defined as
P3DRISM = 2ρ0kT − kT
2
ρ20cˆ(k = 0) (9)
so that the PC correction to 3D-RISM reads
∆G3DRISMPC = ∆Ω3DRISM[ρ]− ρ0kT (2−
ρ0
2
cˆ(k = 0))∆V3DRISM, (10)




cˆ(k = 0))∆V3DRISM. (11)
In this case, PC+ for 3D-RISM would be equivalent to PC for MDFT. That would also
explain the apparent difference between DFT and 3D-RISM in Figure 1 and in Ref9.
It is the purpose of the next section to prove that the pressure expression given in Eq. 9
is indeed the correct one for 3D-RISM.
III. EXPRESSION OF THE BULK SOLVENT PRESSURE IN 3D-RISM
3D-RISM equations for a one-component solvent with ns sites in (Fourier) k-space can
be written in the following form17,18
hˆ(k) = Xˆ(|k|)cˆ(k) (12)
where hˆ = (hˆ1(k), . . . , hˆns(k))
T, cˆ = (cˆ1(k), . . . , cˆns(k))
T are the vectors of total and direct
solute-solvent correlation functions. Xˆ(k) is a matrix of susceptibility functions
Xˆ(k) = Wˆ(k) + ρ0Hˆ(k), (13)
where Wˆ(k) = (ωˆij(k)) is the matrix of intramolecular correlation functions, ωˆij(k) =
sin(krij)/krij, and Hˆ(k) = (hˆ
solv
ij (k)) is the matrix of solvent-solvent correlation functions.
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In the HNC approximation the 3D-RISM equations are completed by ns closure relations
for i = 1, . . . , ns :
gi(r) ≡ hi(r) + 1 = exp (−βui(r) + hi(r)− ci(r)) . (14)
From (12) we have c(k) = X−1(k)h(k) and thus
h(r)− c(r) = ρ0
∫
Z(|r2 − r|)h(r2)dr2, (15)
where elements of the matrix Z(r) are the inverse 3D-Fourier transforms of the elements of
the matrix Zˆ(k) ≡ ρ−10 (In − Xˆ−1(k)). Then from (14) we have





zij(|r2 − r|)hj(r2)dr2, (16)
where zij(r) are the elements of Z(r). It can be easily seen that expression (16) can be
obtained by taking the functional derivative of the following 3D-RISM density functional
F3DRISM[ρ1, . . . ,ρn] over site-density ρi(r)



















∆ρi(r1)zij(|r2 − r1|)∆ρj(r2)dr1dr2 (17)
and equating the derivative to zero. We use here the usual definitions: ρi(r) is the density
of site i at the position r, ∆ρi(r) ≡ ρi(r)− ρ0, gi(r) ≡ ρi(r)/ρ0, and hi(r) ≡ ∆ρi(r)/ρ0
It should be noted, that this functional is similar, but not identical to the Site Density
Functional introduced in Ref20 and the difference is not only in the bridge, but also in the
HNC part. The functional in Ref20 is constructed by replacing of the six-dimensional direct
correlation c(12)-function in (5) by the sum of site-site functions, while the functional (17) is
derived to be consitent with the 3D-RISM equations (12)-(14), which results in replacement
of the sum of cij by the sum of zij functions, which are in turn dependent on the (cij) matrix.
Both approaches are valid and can be sucessfully used for the calculations. However, it is
important to have in mind the difference in case of comparison of the Classical (site) DFT
and 3D-RISM results.
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FIG. 2. Solvation free energy per surface area for 3D-RISM. The correct behavior (a plateau
for large radius) is achieved for the formula ∆GHNC + ρ0kT (
1
2ρ0cˆ(k = 0)− 2)∆V , the theoretical
formula derived in Sec. III. The MD-value of the surface tension of the non-flexible SPCE water
(60.7 mN/m) is taken from Ref19.
This functional represents the grand potential difference between the system with and
without the solvated molecule
F3DRISM[{ρi}] = Ω3DRISM[{ρi}]− Ω3DRISM[ρ0], (18)
where {ρi} ≡ ρ1, . . . ,ρns . Using the thermodynamic relation for the bulk grand potential
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Ω = −PV and considering the case ρ1 = . . . ρns = 0 we get
P3DRISMV = F3DRISM[0, . . . , 0]. (19)
Using this equation we find the expression of the bulk pressure in the 3D-RISM approxima-
tion





zˆij(k = 0), (20)
where zˆij(k = 0) =
∫
zij(r)dr. In the expression above the sum of zˆij functions at k = 0
can be expressed through the molecular direct correlation function cˆ(k = 0) (see Appendix,







ρ20cˆ(k = 0). (21)
It is easily seen that for ns = 1 this expression coincides with the classical DFT pressure
expression (6). The equation for water with ns = 3 gives the pressure (9), and thus proves
the expression of Eq. 9 and the final considerations of the previous section.
To check the validity of this expression of the 3D-RISM pressure in the case of water,
we have used a procedure performed previously for classical DFT12,14 and consisting in
measuring the solvation free energy of a growing hard sphere (or bubble) in water, which










where P is the bulk pressure and γ is the liquid-gas surface tension. This enables to measure
both P and γ for the model. In Figure 2, we show that the correct plateau behavior for
the surface tension is observed for the 3D-RISM pressure of Eq. 9. For what concerns
DFT, the pressure expression of Eq. 6 gives the incorrect behaviour, but this already known
shortcoming of HNC has been addressed recently14.
IV. CONCLUSION
In this paper, we have derived the pressure correction for the classical DFT and 3D-
RISM methods and shown they are different. For the classical DFT formulation, we propose
a simpler formulation. For the case of 3D-RISM, we have here expressed the 3D-RISM/HNC
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equations in a functional form and define a 3D-RISM density functional to be optimized.
Using that functional and basic thermodynamic relations, a compressibility-route expres-
sion of the pressure could be obtained. This pressure in 3D-RISM differs indeed from the
pressure in molecular DFT and depends on the number of sites of the solvent molecule. The
theoretical expression was also shown to be consistent with that obtained numerically by
computing the solvation free-energy of a growing sphere (or bubble) and comparing with
the expected behaviour for large, macroscopic spheres. Using the pressure representation,
a consistent expression for the pressure correction (PC) and modified pressure correction
(PC+) were written for 3D-RISM. It was shown that the modified correction approximately
halves the error on SFE predictions of the original PC correction. This is consistent with
the results of Ref.9, but raises the question of a sound theoretical justification: Only the
PC correction is fully justified in the limit of a macroscopic solutes (but not for solutes of
molecular sizes).
It is thus now possible to apply a pressure correction to the 3D-RISM/HNC approxima-
tions with arbitrary multi-atomic solvent. We recommend to use these corrections in the




zˆij(k = 0) using the cˆij functions we use the auxliarly vectors e which
are the ns × 1 vectors comprised of ones:
e ≡ (1, . . . , 1︸ ︷︷ ︸
ns
)T . (23)
Using this definition the sum of elements of the matrix Z is expressed as eT Zˆe. The ns×ns
matrix comprised by ones can be written as eeT , and eTe = ns. So, we write
∑
zˆij(k = 0)
in a following form:






Form the RISM equations we have17,18,21:
Hˆ(k) = Wˆ(k)Cˆ(k)Xˆ(k). (25)
11
Although at k = 0 the matrices in the RISM equations are degenerate the equations can be
inverted at any infinitesimal k → 0:
eT Cˆ(k)e = eTWˆ−1(k)Hˆ(k)Xˆ−1(k)e. (26)
All site-site solvent total correlation functions hˆsolvij (k) tend to the molecular correlation
function hˆ(k = 0). This is clear if we look at equality hˆsolvij (k = 0) =
∫
hsolvij (r)dr and
remember that the total number of sites of each kind in the system should be the same as
the total number of molecules. Thus we can use the approximation Hˆ(k) ≈ hˆ(k = 0)eeT
which gives
eTWˆ−1Hˆ ≈ hˆ(k = 0)eTWˆ−1eeT . (27)
It can be shown that the sum of the elements in Wˆ−1 tends to 1 when k → 0. Indeed, the
matrix Wˆ(k) = (sin(krij)/krij) → eeT . It is easy to see that e is an eigenvector of eeT
matrix with the eigenvalue ns: ee
Te = nse. Although at k = 0 the matrix Wˆ is degenerate
at any small k → 0 it is invertible. The inverse matrix Wˆ−1(k) would have the eigenvalue
λ→ 1/ns for the eigenvector x→ e:
Wˆ(k)e ≈ nse ⇒ (28)
e ≈ nsWˆ−1(k)e ⇒ (29)
eTe ≈ nseTWˆ−1(k)e. (30)
Because eTe = ns we have e
TWˆ−1e ≈ 1 and eTWˆ−1(k)Hˆ(k) ≈ eT hˆ(k = 0). Inserting this
into (26) we have
eT Cˆ(k)e ≈ hˆ(k = 0)eT Xˆ−1(k)e. (31)
Using the RISM assumption we get eT Cˆ(k)e =
∑






eT Xˆ−1(k)e→ cˆ(k = 0)
hˆ(k = 0)
= 1− ρ0cˆ(k = 0). (33)
Then equation (24) gives ∑
ij
zˆij(k = 0) =
ns − 1
ρ0
+ cˆ(k = 0). (34)
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