Learning based hashing has been widely used in approximate nearest neighbor search for image retrieval. However, most of the existing hashing methods are designed to learn only simplex feature similarity while ignored the location similarity among multiple objects, thus cannot work well on multilabel image retrieval tasks. In this paper, we propose a novel supervised hashing method which fusions the two kinds of similarities together. First, we leverage an adjacency matrix to record the relative location relationship among multiple objects. Second, by incorporating matrix discretization difference and image label difference, we re-define the pairwise image similarity in a more meticulous way. Third, to learn more distinguishable hash codes, we leverage an attention sub-network to identify the approximate regions of the objects in an image so that the extracted features can mainly focus on the foreground objects and ignore the background clutter. The loss function in our method consists of a multi-categories classification loss which is used to learn the attention sub-network and a hash loss with a scaled sigmoid function which is used to learn the efficient hash codes. Experiment results show that our proposed method is effective in preserving high-level similarities and outperforms the baseline methods in multi-label image retrieval.
I. INTRODUCTION
Due to the ubiquity of social media, the amount of web images has witnessed a dramatic increase in the past decade. As a result, image retrieval for complex multi-label images has attracted extensive attention. Generally, approximate nearest neighbor (ANN) search based on hashing methods is a common method in content-based image retrieval. Through hash functions, the high dimensional feature representations are transformed into compact binary hash codes with a low dimensionality and hash codes for similar pairwise images are expected to be close to each other. Due to the efficiency in both storage and speed, a number of hashing methods have been proposed for retrieval tasks, such as [1] - [6] .
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In general, the most commonly used hash methods are data-dependent methods, which generate hash codes depending on original image features. The existing data-dependent hash methods can be roughly divided into two categories: unsupervised hashing methods and supervised hashing methods. The unsupervised hashing methods [2] , [7] - [9] use unlabeled data to generate hash functions based on a random projection. Its main task is to preserve the distance similarities between pairwise images in hamming space as in the original feature space. The supervised hashing methods [3] , [4] , [10] , [11] use labeled data, some methods use both labeled and unlabeled data, which are also called learned-based hashing methods. Through incorporating handcraft annotations, semantic similarity among images is learned. In general, the supervised hashing methods outperform the unsupervised hashing methods. In the past several years, inspired by the great achievement of deep convolutional neural networks, many supervised deep hashing methods have been proposed [12] - [21] . Hash codes learned from a deep architecture preserve the semantic similarity, as well as distance similarity of the images in hamming space corresponding to the origin space to the greatest extent. These methods have achieved state-of-the-art performance.
However, the semantic similarity defined in most of the existing hashing methods is at an image level, which to some extent is suboptimal for multi-label images since each of the multi-label images contains multiple objects associated with multiple categories. Recently, some methods were proposed to explore high-level semantic similarity among multiple labels especially for multi-label image retrieval. These works focus on dividing multi-label image similarity into multiple levels through considering the number of shared labels [13] , [14] , [21] , computing the cosine distance between label vectors [19] and presenting label similarity based on an entire corpus [20] . All the above methods have outperformed singlelabel baselines and boosted the benchmark of multi-label image retrieval a lot. However, another important characteristic of multi-label images is still overlooked. The similarity between two multi-label images depends on not only the number of shared labels but also the location relationship among objects. Sometimes, although two images share completely consistent labels, their semantical similarity is not equal to 1 due to the amounts and locations of multiple objects. For example, given a pairwise of images with completely the same labels of ''person'' and ''horse''. One image contains a man riding a horse and the other contains a man walking along with a horse. The label similarity indicates that the pairwise images are completely similar. However, it's clear that the two images exist a semantic difference.
Another thing to note is that in most existing hashing methods, an image is firstly mapped into a long feature vector, then encoded into binary hash codes. This feature vector learned from a deep neural network is always a global image representation, which contains both foreground objects and background clutter. In a fixed-length hash code, we expect that the major objects in the image are encoded rather than the background since for content-based image retrieval, image ''content'' is the key that we need to focus on.
To address the above challenges, in this paper, a new Attention-aware joint Location Constraint Hashing (ALCH) method is proposed especially for complex multi-label image retrieval. In our framework, we consider an instance-level retrieval for multi-label images. One idea in ALCH is that we leverage a two-layer attention sub-network which can identify the approximate field of the foreground objects in an image. Through the attentive field, we can extract more representative and distinguishing feature vectors of an image. For the problem of multi-label image similarity, we propose a novel approach that re-defines the similarity of pairwise multi-label images. In our definition, based on the label similarity, the similarity of location relationship among multiple objects is incorporated, which corrects the semantic similarity between pairwise images. Specifically, the main contributions of our method can be summarized as follows:
• We leverage an object attention sub-network which generates an attention score map on feature maps and sorts out the foreground objects in an image. This attention score map ensures that the background of the image can be suppressed to the greatest extent so that we can focus on the foreground objects in the image and achieve the purpose of ''searching for objects''.
• We propose a novel definition of pairwise similarity of multi-label images which incorporates the location relationship among multiple objects in the image. To the best of our knowledge, ALCH is the first method which takes objects' location relationship into consideration to obtain a more precise multi-level similarity for multilabel image retrieval. The location relationship among objects is represented through a distance adjacency matrix. This novel similarity definition ensures that during the training process, more high-level semantic similarities are preserved.
• For better performance, we use a scaled sigmoid function in our processing. By adding a coefficient to the sigmoid inputs, the sigmoid function becomes more sensitive to the input value within a given range. The results of our method show that our proposed ALCH method outperforms many other methods and achieves a better performance than the state-of-art hashing baselines.
The remainder of this paper is organized as follows. Section 2 gives a brief review of related works. Section 3 details our proposed ALCH method. Experiments are given in Section 4. Section 5 gives the conclusion.
II. RELATED WORKS A. HASHING METHODS
Existing hashing methods can be roughly divided into two categories: one is data-independent methods, which the hash functions are based on random projections and independent of the training data, such as Locality Sensitive Hashing (LSH) [1] . The other one is data-dependent methods, which depend on the training data and tend to learn hash codes based on regular information. The data-dependent methods are further divided into three categories: unsupervised, semisupervised and supervised hashing methods. Unsupervised hashing methods learn hash codes depending on unlabeled image data. For example, Kernelized Locality-Sensitive Hashing (KLSH) [2] calculates localitysensitive hash codes through random projections. Spectral Hashing (SH) [7] provides relaxed hash codes by analyzing the Laplace matrices of similar images. Semi-supervised hashing methods learn hash codes through both labeled and unlabeled data. For example, Semi-supervised Hashing (SSH) [22] tends to minimize the empirical error on the labeled data and maximizes the variance and independence of the hash codes over the whole dataset to learn hash codes of the unlabeled data.
Supervised hashing leverages labeled data as supervised information to learn better binary hash codes. In earlier studies, handcrafted image features such as global gist descriptor (GIST) [23] and Histograms of Oriented Gradient (HOG) [24] , were usually used as the supervised information to guide the learning of hash functions. For example, Minimal Loss Hashing (MLH) [10] learned hash codes by optimizing a hinge-like loss based on structured prediction with latent variables. Supervised Hashing with Kernels (KSH) [3] fully utilizes the similarity of pairwise images as the supervised information and learns compact hash codes by minimizing the distance between similar pairs and maximizing the distance between dissimilar pairs.
In recent years, inspired by the excellent feature representation of deep neural networks, some deep hash methods have been proposed, which achieved great progress compared with handcraft-based methods. Xia et al. [25] proposed a convolutional-neural-networks-based hashing method, Lai et al. [12] proposed a network in network hashing method, Zhao et al. [14] proposed a ranking-based hashing method, all of which learn feature representation and hash codes jointly via a deep convolutional neural network. Shen et al. [11] proposed a new hashing optimization method that solved the problem of discrete optimization in hashing learning. Lai et al. [16] proposed an instance-aware method, which represented images by multiple pieces of hash codes with each piece correspond to a category. Deep Supervised Hashing (DSH) [26] diversified the output hashing space as much as possible to encode more image information through a well-designed loss function. Instance Similarity Deep Hashing (ISDH) [19] quantified the pairwise similarity into a percentage and generates hash codes on an instance level. Deep Attention-guided Hashing (DAgH) [27] leveraged an attention network to obtain the salient regions of the images which are then used to guide the hash codes learning.
Furthermore, some methods considered the issue of multilevel similarity especially for the multi-label image. For example, Zhao et al. [14] computed a semantic ranking list for each query image within all database images based on the shared labels between query and database images, which is then used to guide the deep hash learning. Xia et al. [20] explored deep into the label relevance and computed the semantic similarity based on the label co-occurrence in an entire corpus. Wu et al. [21] first proposed pairwise image similarity. Through dynamically calculating the number of shared labels between pairwise images, they re-defined a multi-level contrastive loss function. Instance Similarity Deep Hashing (ISDH) [19] also fused pairwise image similarity into the loss function, where the pairwise similarity was defined through a cosine distance between label vectors.
B. IMAGE RETRIEVAL WITH ATTENTION METHODS
In our method, one of the key components is to generate an ''attention score map'' which is used to select out the foreground image objects and ignore the background. Visual attention is one of the basic challenges in computer vision domain. Traditional saliency-map based region-of-interest (ROI) detection methods identified key points of objects through visual features extracted from the image at multiple scales, and then generated object regions by different location strategies, such as [28] - [30] . In recent years, many object detection methods located the objects' approximate locations through bounding boxes, such as Fast R-CNN [31] , SSD [32] and R-FCN [33] .
Inspired by deep neural networks, some attention-based deep methods have emerged, which can obtain more flexible object region information through a straightforward framework such as [34] - [40] . Mnih et al. [34] proposed a recurrent model of visual attention, which simulated the visual mechanism of humans and scanned the image in a certain potential order. Chen et al. [35] proposed an attention-toscale method, which transformed the input into a multi-scale image and automatically learned the weights of different scales. Noh et al. [36] proposed a two-layer attention network to generate attentive deep features with learned weights. Yuan et al. [37] proposed a joint attention model to learn significance image regions through minimizing the intra and inter media information. Wang et al. [38] proposed a residual attention network based on residual modules, which generated attention-aware features through deep residual learning. Liu et al. [39] proposed a bi-attention model, which consisted of two attention mechanisms to generate two pieces of feature vectors. Ouyang et al. [40] leveraged a spatial attention subnetwork and a temporal attention subnetwork at the same time to extract better feature representations.
III. THE PROPOSED ATTENTION-AWARE JOINT LOCATION CONSTRAINT HASHING
There are three parts in our proposed framework: (i) a novel similarity definition for multi-label image pairs, (ii) a deep feature extraction network with attention mechanism to extract attentive feature representation of an input image, (iii) a hash layer with a scaled sigmoid function which are more sensitive to the hamming distance between hash codes and transform the attentive feature representations into hash vectors depending on both label similarity and location relationship similarity. As shown in Fig.1 , pairwise image similarity is calculated through both image labels and objects' locations. Pairwise input images are first transformed into feature maps through a deep CNN. Then, a two-layer attention sub-network is applied to generate these feature maps into attentive feature representations. Finally, based on the pairwise attentive feature representations and image similarity, the network is optimized through a designed loss function.
A. SIMILARITY DEFINITION FOR MULTI-LABEL IMAGE PAIRS
Given a set of images I = {I 1 , I 2 , ..., I N } and a matrix of pairwise image similarity S = {S ij |i, j = 1, 2, . . . , N }, the goal of hash learning is to learn a set of hash functions In previous works [15] , [41] , the similarity between pairwise images is always defined as s ij = 1 if there exist some common labels between I i and I j and s ij = 0 if I i and I j share no common labels. This kind of definition is imprecise for multi-label images due to the uncertain number of shared labels and variable location relationships among multiple objects. Therefore, we proposed a novel instruction to define the similarity between pairwise images, which not only considers the multi-label information but also takes the objects' location relationship into account.
We quantify the similarity s ij in the form of probability as in the previous method [19] :
where L i and L j are the label sets of image I i and I j respectively, p ij reflects the pairwise similarity probability. In our method, p ij consists of two parts: multi-label similarity p lab ij , and object location similarity p loc ij . Following the idea in [18] , [19] , [42] , we hope that the label similarity of pairwise images depends on how many common labels they share. The multi-label similarity is then defined as the intersection ratio of image label sets
Through the definition, we roughly divide the similarity of pairwise images into three states: completely similar, partially similar and totally dissimilar. For completely and partially similarity images, to obtain a more detailed similarity division as depicted in Section 1, we further consider the location relationship among multiple objects.
In different social scenes, the number of objects and their relative location relationship are always different. For example, in the scene of waiting for buses, people in the image always standing in a queue. While in the scene of the party, people in the image always sitting around a table. By analyzing the location relationship among the objects, we can further obtain the semantic differences in the pairwise images. Thus, in our method, to consider the location relationship among multiple objects, we leverage an adjacency matrix in graph theory.
Given the ground-truth bounding boxes information of an image, the center coordinates of each object can be easily derived. We use these center coordinates as the vertices of a graph and the euclidean distance between pairwise coordinates as the length of the relative graph edges. Thus, the multiple objects in one image can be represented as a graph with multiple vertices and fixed edge lengths. We represent the graph structure as an adjacency matrix, where each element in the matrix represents the distance between two corresponding vertices in the graph. As shown in Fig.2 , starting from one vertex, the edges connected to other vertices constitute one certain row of the adjacency matrix. We use the variance of all elements in the matrix to represent the dispersivity of multiple objects in the image, which to some extent represents the location relationship among multiple objects. Specifically, the location similarity is calculated as
where m i and m j are the distance adjacency matrix of image I i and I j , var(·) is a function used to calculate the variance of the matrix elements. norm(·) is a z-score normalization function used to constrain p loc ij into a range of [0, 1]. For the totally dissimilar pairwise images, set p loc ij = 0. Finally, by combing (2) and (3), the similarity of pairwise images is defined as
where λ is a positive hyper-parameter to balance the two parts.
The new definition preserves both semantic labels and objects location similarity of pairwise images, which is more rational for multi-label images. We leverage (4) to calculate the pairwise similarity of all images in our datasets and get a similarity matrix S. For approximate nearest neighbor search, we expect the binary hash codes H = {h i } q i=1 keep the same similarity in S. Specifically, the closer s ij gets to 1, the lower the hamming distance between h i and h j is and vice versa.
B. DEEP FEATURE EXTRACTION NETWORK WITH ATTENTION MECHANISM
Since that foreground objects are always the subject part of an image, an intuitional pipeline for image retrieval is to pay attention to the foreground objects and ignore the background clutter, which helps to achieve the effect of ''search for objects''. Thus, instead of using global features extracted from the whole image for retrieval, we leverage an object attention sub-network derived from [36] to effectively select a subset of densely object features. The selected subset features are more distinguishing and discriminative for the input image.
Denote by F i ∈ R w×h×c , the original feature maps output from the deep feature extraction network, f n ∈ F i , n = 1, 2, . . . , w × h, the c-dimension original feature vectors. Our attention sub-network aims to learn an attention score att_s(f n ; θ) where θ denotes the parameters of the score function. For each f n , we expect att_s(f n ; θ) to have a positive correlation with the probability that the corresponding image patch contains a foreground object. By calculating all the scores of the original feature vectors, we obtain an attention map A i with size w × h.
In [36] , the attention map A i is calculated through a twolayer sub-network with a softplus [43] activation at the top. However, for hashing methods, length-limited hash codes are so precious that we want to make full use of each bit of the codes to encode useful objects information rather than the background clutter. Therefore, more sparse activation features are needed in our method. Considering the sparsity of activated neurons, we use ReLU function instead of softplus function. To some extent, the softplus function can be regarded as a smooth version of the ReLU [44] . Through Relu, only a subset of neurons is activated [45] , which leads to more effective feature representations and also mathematical advantages. Experiments in [45] show the efficiency of using Relu instead of softplus. Furthermore, to avoid a jumping value change of the original feature maps, we restrict the output range of the attention scores. We use a softmax function at the top of the second attention layer to normalize the attention scores into a probability distribution. In our design, the attention map A i is given as
where W 1 and W 2 are the weight parameters of the corresponding attention layer, g 1 is the ReLU function that generates sparse activations and g 2 is the softmax function that normalizes the scores within the interval [0, 1]. We calculate the original feature maps in F i and the attention map A i through an elementwise product to obtain an attentive feature map as shown in Fig.3 . The attention scores show the relevancy of considered image patches, where patches with high scores are highly preserved to generate the final image representation and patches with low scores make less contribution to the final image representation.
To train our attention sub-network, we use a fullyconnected layer with sigmoid at the top to predict the multicategories classification task. The output of the classification layer is given by an elementwise product of the attention scores and the original feature maps
where W ∈ R M ×C denotes the weights of the fully-connected layer which are trained to predict M classes and y is the predicted image labels. Each bit of y represents the probability that the image contains the corresponding class. For training, we use cross entropy loss and update the parameters θ in score function att_s(·) through backpropagation.
C. HASH CODES LEARNING WITH A SCALED SIGMOID FUNCTION
Given pairwise hash codes h i and h j , the hamming distance is usually constructed as the total number of ones in h i XOR h j .
However, in our method, we want the distance of the mapped hash codes to keep the maximum consistency with the pairwise image similarity, so the hamming distance in our paper is defined as an inner product as d H ij = 1 2 < h i , h j >, which reflects the difference between pairwise hash codes. Through a sigmoid function, the hamming distance is projected into a probability value within range [0, 1], which reflects the consistency of pairwise hash codes.
According to the pairwise images similarity and hash codes consistency, the goal of our hash learning is to learn the conditional probability of s ij with corresponding hash codes h i and h j given, which is defined as:
where s ij ∈ S, 1 ≤ i, j ≤ N , i = j, is the supervisory information of our model which is defined in similarity matrix S, σ (·) is the sigmoid function. σ (·) in our method is a scaled sigmoid function which is defined as
where α is a scaled coefficient. The goal of the sigmoid function is to transform the hamming distance d H ij into a kind of measurement of image similarity. For q-bit hash codes, the value of d H ij ranges from − 1 2 q to + 1 2 q. However, the original sigmoid function, as shown by the solid line in Fig. 4 , only has a sharp change in an approximate range of [−5, +5], it may not work well when hash codes have a long length. For instance, we randomly select 1000 images in VOC 2007 dataset and calculated the hamming distance between each pairwise of the 48 bits hash codes. As shown in Fig.4 , we get the distribution of the distances among these images and the result shows the hamming distance of pairwise 48 bits hash codes ranges from −21 to 24. Thus, by adding a controlling coefficient α, the non-linear range of the sigmoid function increases, as shown by the dotted line, which makes the function become more sensitive to the distance d H ij . Experiments in section 4.4 show the relationship between the coefficient α and the retrieval performance on different bits of hash codes.
The design of our pairwise similarity and scaled sigmoid function guarantees that (7) pays more attention to high-levelsemantic similarity during the training process. According to (7) , we divide the loss function of pairwise images into two parts. When s ij = 1 and s ij = 0, we measure the pairwise similarity through a cross entropy loss as
When the pairwise images are partially similar, we use the Euclidean distance to measure the similarity error as
Thus, incorporating (9) and (10), the total loss function of our method can be defined as:
where 1 is an indicator function with 1 for the condition is true and 0 for false. As the loss function is non-differentiable in hamming space, for a facilitate optimization, we use the real values of network output instead of the strict binary hash codes. Following [17] , [19] , [26] , we apply the continuous relaxation vector u to optimize our hash loss, where u is the output of the hash layer and we substituting the d H ij as u T i u j . Since we use an approximate value of the binary hash codes, an extra quantization loss is needed to promote the hash layer's output close to the standard binary hash codes, such as Q = N i=1 b i − u i 2 2 . In our method, the hash code b i is generated as −1 and+1. Therefore, we use an all one vector instead of b i and drive the absolute value of u i as close to 1 as possible. The quantization loss is simplified as
Finally, by integrating the pairwise similarity loss and the quantization loss, the final hash loss in our method is defined as
where η is a weight coefficient. Code // hash codes for retrieval 1: // Training phase of a multi-classification (MC) model.
The MC model contains a base classification network and an attention module. 2: trainData ← TrainData, testData ← TestData 3: // Initialize an ALCH model without hash layer: 4: mcNet ← initializeMCNet(ClassNum) 5: iteration ← iteration1 6: while iteration > 0 do 7: for each instance in trainData do 8: // Do a feed-forward through the MC model to obtain output: 9: output ← forwardMCNet(instance) 10: // Calculate loss of multi-classification: 11: loss ← calculateLoss(instance, output) 12: // Backpropagate the loss through the MC model and update weight: 13: mcNet ← backpropagateLoss(loss) 14: end for 15: for each instance in testData do 16: // Do a feed-forward through the MC model to obtain output: 17: output ← forwardMCNet(instance) 18: // Calculate loss of multi-classification: 19: loss ← calculateLoss(instance, output) 20: end for 21: iteration ← iteration1 -1 22: end while 23: // Training phase of an ALCH model. The ALCH model contains the pretrained MC model and a hash code layer. 24: trainData ← TrainData + TestData 25: // Initialize an ALCH model and weights of hash layer: 26: alchNet ← initializeALCHNet(BitNum) 27: iteration ← iteration2 28: while iteration > 0 do 29: for each pair instance1, instance2 in trainData do 30: // Do a feed-forward through the ALCH model to obtain output: 31: (output1, output2) ← forwardALCHNet(instance1, instance2) 32: // Calculate the hash loss: 33: hashloss ← calculateHashLoss(output1, output2) 34: // Backpropagate the hashloss and update weight: 35: alchNet ← backpropagateLoss(hashloss) 36: end for 37: iteration ← iteration2 -1 38: 
end while
The details of our proposed ALCH method is shown in Algorithm 1 and Algorithm 2. The training process consists of two parts. We first train a multi-label classification model Code // hash codes for retrieval 1: // Coding phase of the ALCH: 2: retrievalData ← TrainData + TestData 3: // Load the well-trained weight of alchNet: 4: alch ← loadALCHNet (BitNum) 5: for each instance in retrievalData do 6: // Do a feed-forward through the ALCH model to obtain hash codes: 7: codes ← forwardALCH (instance) 8: end for with our training data through backpropagate. By adding an attention sub-network on the top of the last convolutional layer, we train the attention module and finetune the classification module. Second, fix the weight of the trained classification model and instead of the fully connected layer with a hash layer. Through pairwise input, the hash layer is trained with our designed hash loss through backpropagate. In the test process, we use the image in the test set as input and through ALCH pipeline, the fixed-length hash code is generated.
IV. EXPERIMENTS A. EXPERIMENTAL SETTINGS
We conduct our experiments on three widely-used datasets, VOC 2007 [46] , VOC 2012 [46] and NUS-WIDE [47] :
• VOC 2007 contains 9963 multi-label images including 20 object categories (e.g. aero-plane, bird, bicycle, person). Each image has 1.5 labels on average. For training, we use the official training set and validation set as the training data (5011 images in total). At testing time, we use the official test set as the query images (4952 images in total).
• VOC 2012, similar to VOC 2007, contains 11,540 labelavailable images in 20 categories in total. For training, we use the official training set with 5,717 images as our training set and retrieval database. Since the label of the official testing set is not available, we then use the official validation set with 5,832 images as our test set.
• NUS-WIDE consists of 27,000 images, each of which contains one or multiple labels in 81 different classes. Inspired by [12] , we use the most frequently used subsets which containing 117,398 images from 21 different classes in our following experiments. Each class is associated with more than 5,000 images. At testing time, we use the official test set with 78,436 images.
We implement our proposed ALCH method by the Ten-sorFlow toolkit [48] . We use a pre-trained GoogLeNet architecture [49] as a baseline to capture discriminative feature representations. To improve the model performance, we follow the settings in [50] and replace the last pooling layer with a 3×3 convolutional layer, which outputs 512-dim feature maps. The 512-dim feature maps are then input into an attention sub-network to generate attentive feature maps. In the training process, we set the mini-batch SGD with a mini-batch size of 64 and a learning rate of 0.001 and finetune the weight parameters of all layers via back-propagation. For all images, we resize them to the size of 448 × 448. We evaluate the performance of our ALCH method with hash codes varying on four different lengths, e.g., 16 bits, 32 bits, 48 bits and 64 bits.
There are three hyper-parameters λ, α and η which affect the performance of our model. λ balances the importance of label similarity and location similarity. α is the input coefficient of the scaled sigmoid function. Notice that there is a potential dependency between λ and α, so in section 4.3, we set different combinations of the two parameters and get the optimal one according to the respective MAP results. Another parameter η makes a compromise between the pairwise similarity loss and binary code quantization loss. We test our model with η ranges from 0 to 1 and according to the performance on MAP to choose an optimal value.
For VOC 2007 and VOC 2012, by leveraging the bounding boxes information, we can obtain the objects' location similarity of pairwise images. However, for NUS-WIDE, as the bounding boxes information is not available, we simply set parameter λ = 1 for the following experiments.
B. EVALUATION METRICS
We use four widely used evaluation metrics to evaluate our retrieval quality, including Normalized Discounted Cumulative Gains (NDCG) [51] , Average Cumulative Gains (ACG) [52] , Mean Average Precision (MAP) [53] and Weight MAP [14] .
NDCG is a common evaluation metric for information retrieval tasks. When given a query image, we first define the DCG score at position m as DCG@m = m j=1 2 r(j) −1 log(j+1) , where r(j) denotes the similarity between the query image and the j-th image in the ranking queue, which is defined as r(j) = L q ∩ L j , where L q and L j denote the label set of the query image and the image at j-th ranking position respectively. Then the NDCG score at position m can be calculated as:
ACG denotes the average similarity between the query image and each of the retrieved images, where top-m average similarity can be calculated as
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MAP denotes the mean averaged precisions over a query set, which can be defined according to its definition as:
AP i (16) where N q is the total number of query sets. AP i represents the average precision score over a set of retrieved images with respect to a query image i, where the top-mAP i is calculated as:
where 1 r(j) is an indicator function that reflects if the j-th image is relevant with the query image. If r(j) > 0 is true, 1 r(j)>0 = 1; otherwise, 1 r(j)>0 = 0. N rel @j is the number of images relevant to the query image i within the top-j retrieved images and N rel is the number of images relevant to the query image i in the whole retrieval database.
Weighted MAP is an emerging metric designed for multilabel image retrieval tasks, where N rel @j in AP i calculating is replaced by ACG@j.
C. PAIRWISE SIMILARITY PARAMETER AND SIGMOID SENSITIVE PARAMETER
In this part, we set parameter η = 1 and use the loss function in (13) to select an optimal combination of (λ, α). We conduct and compare the experiments on VOC 2007 and VOC 2012 with λ varies from 1.0 down to 0.6 (we default that the label similarity contributes more to the pairwise similarity formulation) and α ranges in different intervals due to different length of hash bits. Under the assumption that the parameter α varies with the length of hash codes, we implement our experiments on four different lengths of hash codes. The MAPs obtained from different parameter combinations on different hash codes length on two datasets are shown inFig.5 and Fig.6 . Fig.5 and Fig.6 show the comparison MAP results with varying λ and α with four different hash bits on the two datasets. Overall the results, with α ranges in the given range, the MAP results first increase and then decrease. That's because, as α increases, the nonlinear range of the sigmoid function gets longer. However, when the nonlinear range is large, even if the two images are completely similar, the similarity in hamming space calculated by the scaled sigmoid function is less than 1. When the nonlinear range is short, even if the two images are partially similar, the similarity in hamming space is calculated as 1. Thus, with the gradual increase of nonlinear range of sigmoid, we found the suitable α values for hash codes of different lengths. On the other hand, with the decrease of λ, the effect of object dispersivity similarity increases, which makes the pairwise image similarity more discriminative. However, due to the relativity of object dispersivity, excessively increasing the coefficient of location similarity and decreasing the effect of label similarity will make MAP results decline to some extent. In addition, when λ is large, due to the discrete distribution of pairwise image similarity, the MAP results changes in a small range with the parameter α changes. When λ is small, the distribution of pairwise image similarity is more continuous, which makes the MAP results change in a large range with the parameter α changes.
Finally, from the results, the MAP achieves the highest value with λ = 0.8, which verifies the feasibility of our similarity computation definition. For different lengths of hash codes, we can see that with the length of hash codes increases, the value of parameter α decreases. We finally set λ = 0.8 and α = 0.72 with hash codes of 16 bits, α = 0.36 with hash codes of 32 bits, α = 0.26 with hash codes of 48 bits, α = 0.18 with hash codes of 64 bits.
D. BALANCE COEFFICIENT OF QUANTIZATION LOSS
In our composite loss function, we use a weight up parameter η to balance our pairwise similarity loss and binary codes quantization loss. Here, we execute experiments to verify the performance of our model through different parameter values of η. For the two datasets of VOC, we fix the parameter λ = 0.8. For NUS-WIDE, we set the parameter λ = 1.0. We conduct the experiment on hash codes of 16 bits and 64 bits. For each length of hash codes, we choose the optimal value of α respectively.
When η equals zero, the result of the model only consists of pairwise similarity loss. We found that our ALCH method performs better when η ranges in [0, 1]. Fig. 7 shows the MAP results on VOC 2007, VOC 2012 and NUS-WIDE respectively.
Specifically, the MAP results with only the pairwise similarity loss are lower than that with both pairwise similarity loss and hash quantization loss. That's because one essential difference between hash learning and traditional metric learning is that the feature representations need to be quantized into binary codes. By minimizing hash quantization loss, the information loss of hash learning decrease, which achieves a better performance on MAP. As the parameter increases, the value of MAP increases gradually and then remains stable with slight fluctuations. As η continues to increase, the value of MAP shows a downward trend. The results show the model performs the highest MAP on η = 0.3 and we set η = 0.3 in the following retrieval experiments.
E. VALIDATION FOR SINGLE MODULES
Due to the deep network architecture, the retrieval improvements may be caused by many factors, such as the subnetwork, loss function and hyperparameter settings. In our ALCH method, the possible influencing factors are the attention sub-network, the pairwise similarity definition with location constraint and the parameter setting for sigmoid function. To verify the influence of each factor, we conduct a series of validation experiments for every one of the single factors. The comparison results with respect to MAP on three datasets are shown in Table 1 . We only show the results on 16 bits and 64 bits. Method ''ALCH-LC'' means our ALCH method with pairwise similarity parameter λ = 1. Method ''ALCH-AT'' means our ALCH method without the attention sub-network. Method ''ALCH-SIG'' means our ALCH method with sigmoid scaled parameter α = 1.
From Table 1 , we can see that compared with ALCH, the MAP results of ALCH-LC decrease 0.48% and 0.45% with 16bits, 0.43% and 0.39% with 64 bits on VOC 2007 and VOC 2012. Note that the MAP is calculated based on the number of shared labels between the query image and images in the ranking list. Thus, the effect of objects' location constraint is not as obvious as we expected with the general evaluation metric. Model ALCH-AT is applied to verify the influence of the attention sub-network. It can be seen that the MAP results decrease 2.57%, 2.62% and 1.99% with 16 bits, 2.74%, 2.78% and 2.13% with 64 bits on the three datasets respectively. The results verify that through attention subnetwork, more attentive features are extracted which help the generated hash codes more distinguish. Model ALCH-SIG is applied to conform the effectiveness of limiting the nonlinear range of the sigmoid activate function. The results show that with α = 1, the MAP suffers a significant decrease of 9.53%, 9.62% and 8.95% with 16 bits and 9.64%, 9.76% and 9.18% with 64 bits on the three datasets respectively. The sigmoid function converts the inner product of pairwise hash codes into a probability to indicate whether the hash codes are similar. With α = 1, most of the inner product values are mapped to 0 and 1 which makes the query ranking results so sensitive to the hamming distance. The results above demonstrate that each of the pairwise similarity definition with location constraint, the attention sub-network and the parameter setting for sigmoid function are necessary in our proposed ALCH method. 
F. COMPARISONS WITH THE STATE-OF-ART METHODS
We compare our ALCH with several representative hashing methods, including both data-independent and datadependent methods: SH [7] , ITQ [8] , ITQ-CCA [8] , FastH [4] , NINH [12] , DSRH [14] , IAH [16] , DSH [26] , ISDH [19] . For a fair comparison, all contrastive deep hashing methods are implemented with a sub-convolutional network of GoogLeNet by using the TensorFlow. The source codes of most of the above methods are available which help us implement the baselines. It should be noted that, for NUS-WIDE, due to the lack of the annotation information of ground-truth bounding boxes, we cannot redefine the similarity of pairwise images with our proposed location constraint method. Therefore, in the following experiments, for NUSWIDE, we set the parameter λ = 1 and use the results from 'ALCH-LC' instead of 'ALCH'.
The results of four evaluation metrics on three datasets are shown in Table 2 to Table 5 . It can be seen that the proposed ALCH method outperforms all the comparison methods including several state-of-art methods proposed in recent years.
Among all our comparison methods, ISDH [19] , IAH [16] , and DSRH [14] are newly proposed methods that are carefully designed for multi-label image retrieval tasks. DSRH learns binary codes by computing similarity throughout all dataset images within one inference. IAH learns hash codes by constructing and optimizing a triplet loss. ISDH learns binary codes through a pairwise loss relevant to a predefined similarity matrix. The above methods are three representative branches in hashing based multi-label image retrieval. The previous works provided us with a positive impact. By using a deeper CNN with an attention mechanism, our method has higher learning abilities, which helps exploit more high-level semantic image information. Strict similarity redefinition and scaled activation function contribute to more sensitive hash codes which lead to high-quality retrieval results. From the results, we can see our method outperforms other state-ofthe-art hashing methods.
From the results, we can see that our proposed ALCH method performs a superior performance compared with other methods. For VOC 2007, compared with ISDH, our ALCH indicate a relative improvement of 1.5% ∼ 2.8% on NDCG@1000, 1.3% ∼ 2.9% on ACG@1000, 2.1% ∼ 3.1% on MAP and 2.7% ∼ 4.9% on Weighted MAP.
For VOC 2012, it can be seen that our ALCH method substantially outperforms the other comparison methods. Specifically, compared with ISDH, the results of ALCH indicate a relative increase of 1.5% ∼3.0% on NDCG@1000, 1.8% ∼ 2.9% on ACG@1000, 2.2% ∼ 4.9% on MAP and 4.2% ∼ 6.0% on Weighted MAP.
For NUS-WIDE, the results show that our ALCH method gains significant improvements compared with other methods. Compared with ISDH, the results of ALCH indicate a relative improvement of 1.0% ∼ 2.8% on NDCG@1000, 1.9% ∼ 5.8% on ACG@1000, 1.4% ∼ 2.3% on MAP and 1.1% ∼ 3.4% on Weighted MAP. Fig.8 shows the results of NDCG@k of 48 bits hash codes on four datasets respectively. Fig.9 shows the results of ACG@k of 48 bits hash codes on four datasets respectively. k is the varying number of top returned images. We can observe that our ALCH method performs consistently better than the other methods.
V. CONCLUSION
In this paper, we proposed an attentive-aware joint location constraint hashing (ALCH) method for multi-label image retrieval. Aiming at focusing on foreground objects and ignoring background clutter, we constructed an attention subnetwork for extracting dense object feature representations on top of the base GoogLeNet. To learn better similaritypreserving binary hash codes, we re-defined the similarity between pairwise multi-label images which adds location constraint among multiple objects. Besides, we constructed a scaled sigmoid function with an input coefficient to make the function more sensitive. Experimental results on several widely-used datasets show that our ALCH method is effective and outperforms some state-of-art hashing methods. As we can see from our method, when generating the proposed pairwise similarity matrix, the ground truth bounding boxes are needed for calculating the objects' location similarity. However, not all datasets are supported by ground truth bounding boxes. Thus, in future work, we will focus on fast bounding boxes extraction tasks, which will help our proposed method be widely used.
