In this paper, we study optimal estimates and comparison of the coefficients in the Gegenbauer series expansion. We propose an alternative derivation of the contour integral representation of the Gegenbauer expansion coefficients which was recently derived by Cantero and Iserles [SIAM J. Numer. Anal., 50 (2012), pp.307-327]. With this representation, we show that optimal estimates for the Gegenbauer expansion coefficients can be derived. In addition, we compare the decay rates of the Chebyshev and Legendre coefficients. Asymptotic behaviour of the ratio of the nth Legendre coefficient to the nth Chebyshev coefficient is given, which provides us an illuminating insight for the comparison of the Legendre and Chebyshev spectral methods.
Introduction
Gegenbauer polynomials together with their special cases like Legendre and Chebyshev polynomials are widely used in many branches of numerical analysis such as interpolation and approximation theories, the construction of quadrature formulas, the resolution of Gibbs phenomenon and spectral and pseudo-spectral methods for ordinary and partial differential equations. One of the most attractive features is that these families of orthogonal polynomials have excellent error properties in the approximation of a globally smooth function. Typically, the error of the truncated series in Gegenbauer polynomials decreases exponentially fast for analytic functions as the number of the series increases. For entire functions, the error will decrease even faster than exponential. This remarkable property explains why Gegenbauer and its special cases are extensively used to solve various problems arising from science and engineering.
Let C (λ)
k (x) denote the Gegenbauer polynomial of degree k which is normalized by the following condition For applications in numerical analysis, it is often required to expand a given function f (x) in terms of Gegenbauer polynomials as
n (x), (1.4) where the Gegenbauer coefficients are defined by
n (x)dx, n ≥ 0.
(1.5)
The Gegenbauer spectral expansions are invaluable and powerful tools in a wide range of practical applications. In particular, they are widely used in the resolution of Gibbs phenomenon and numerical solutions of ordinary and partial differential equations (see, for example, [3, 12, 13, 14, 15, 16, 18, 23] ). In these applications, it is frequently required to estimate the error bound of the truncated Gegenbauer expansion in the uniform norm. It is well known that the error of the truncated spectral expansion depends solely on how fast the corresponding spectral coefficients decay. Therefore, the final aim was reduced to the estimate of the corresponding spectral coefficients. For the Gegenbauer coefficients, the estimate of their decay rate was received attention in the past few decades and some results have been developed in the literatures.
For example, to defeat the Gibbs phenomenon, Gottlieb and Shu in a number of papers [12, 13, 14, 15, 16] proposed to reexpand the truncated Fourier or Chebyshev series into a Gegenbauer series. To prove the exponential convergence of the Gegenbauer series, a rough estimate of the Gegenbauer coefficients was proposed (see [16, Eqn. (4. 3)]). More recently, this issue was considered in [28, 29] and some sharper estimates were given. In these works, the main idea is to express the Gegenbauer coefficient a λ n as an infinite series either by using the Chebyshev expansion of the first kind of f or the Cauchy integral formula together with the generating function of the Chebyshev polynomial of the second kind, and then estimate the derived infinite series term by term. As we shall see, these results are often overestimated. For special cases of the Gegenbauer spectral expansion such as Chebyshev and Legendre expansions, the estimates of their expansion coefficients have been studied extensively in the past few decades (see [2, 4, 7, 9, 27, 28, 29] and references therein).
In this article we will develop a novel approach to study the estimate of the Gegenbauer coefficients. The starting point of our analysis is the contour integral expression which was recently derived by Cantero and Iserles in [6] . Their idea was based on expressing the Gegenbauer coefficients in terms of an infinite linear combination of derivatives at the origin and then by an integral transform with a Gauss hypergeometric function as its kernel. This kernel function converges too slowly to be computational useful. To remedy this, a hypergeometric transformation was proposed to replace the original kernel by a new one which converges rapidly. This, to the author's knowledge, is the first result on the contour integral expression of the Gegenbauer coefficients. However, as the authors admit in their paper [6, 19] , the proof of their derivation is rather convoluted.
Here, we shall provide an alternative and simple approach to derive the contour integral expression of the Gegenbauer coefficients. Our idea is motivated by the connection formula between the Gegenbauer and Chebyshev polynomials of the second kind, which was initiated in [26] . With the derived contour integral expression in hand, we prove that optimal estimates for the Gegenbauer coefficients can be obtained as direct consequences. To the best of our knowledge, these are the first results of this kind that are proved to be optimal. In contrast to existing studies, numerical results indicate that our estimates are superior. Further, we apply these estimates to establish the error bound of the truncated Gegenbauer series in the uniform norm.
Among the families of Gegenbauer spectral expansions, Chebyshev and Legendre expansions are the most popular and important cases. One particularly interesting question for these two expansions is the comparison of the decay rates of the Legendre and Chebyshev coefficients. This issue was considered in [10, 20] , where the authors deduced that the nth Chebyshev coefficient decays approximately √ nπ/2 faster than its Legendre counterpart. Very recently, Boyd and Petschek in [5] checked this issue carefully and showed that this assertion is not true for some entire functions and functions with poles or endpoint singularities of algebraic type. In this work, we improve significantly their observations and present delicate results on the comparison of the Legendre and Chebyshev coefficients. More precisely, for functions whose singularity is outside the interval [−1, 1], we derive the asymptotic behaviour of the ratio γ n = a L n /a C n , where a L n and a C n denote the nth Legendre and Chebyshev coefficient of f , respectively. Our results show that the asymptotic of γ n is mainly determined by the location of the singularity of f and is little affected by its type and strength. We also extend our results to functions with endpoint singularity and subtle results on the asymptotic of γ n are given. This paper is organized as follows. In the next section, we collect some well known properties of Gegenbauer polynomials which will be used in the later sections. In section 3, we provide an alternative way to derive the contour integral expression of Gegenbauer coefficients. With the contour integral expression obtained, in section 4 we present optimal estimates of the Gegenbauer coefficients and apply these to derive error bounds of the truncated Gegenbauer expansion in the uniform norm. A comparison of the Legendre and Chebyshev coefficients are discussed in section 5. Finally, in section 6 we give some final remarks .
Some properties of Gegenbauer polynomials
In this section we will collect some well-known properties of Gegenbauer polynomials which will be used in the subsequent analysis. All these properties can be found in [24] .
Gegenbauer polynomials satisfy the following three-term recurrence relation
where
0 (x) = 1 and C
1 (x) = 2λx. These polynomials also satisfy the following symmetry relations
which imply that C (λ)
n (x) is an even function for even n and an odd function for odd n. Moreover, Gegenbauer polynomials satisfy the following inequality
Gegebauer polynomials include some important polynomials such as Legnedre and Chebyshev polynomials as special cases. More specifically, we have
where P n (x) is the Legendre polynomial of degree n and U n (x) is the Chebyshev polynomial of the second kind of degree n. When λ = 0, the Gegenbauer polynomials reduce to the Chebyshev polynomials of the first kind by the following definition
where T n (x) is the Chebyshev polynomial of the first kind of degree n.
A simple derivation of contour integral expression for Gegenbauer coefficients
In this section we shall present a new and simple derivation of the contour integral expression of Gegenbauer coefficients. Our idea is based on the connection formula between the Gegenbauer polynomial and the Chebyshev polynomial of the second kind.
Lemma 3.1. We have
where ⌊·⌋ denotes the integer part.
Based on the above lemma, we are now able to derive the contour integral expression of Gegenbauer coefficients. Before that, we introduce the Bernstein ellipse E ρ which is defined by
Throughout this paper, we define the positive direction of contour integrals as the counterclockwise direction.
Theorem 3.2. Suppose that f is analytic inside and on the ellipse E ρ , then for each n ≥ 0,
where the sign is chosen so that |z ± √ z 2 − 1| > 1 and
and Γ(z) is the gamma function. The Gauss hypergeometric function 2 F 1 is defined by
Proof. First, we expand the function in terms of the Chebyshev polynomials of the second kind,
Alternatively, the above Chebyshev coefficients can be expressed by the following contour integral representation [26] 
where the sign is chosen so that |z ± √ z 2 − 1| > 1. Substituting the above Chebyshev expansion into the Gegenbauer coefficients yields
where we have used the parity of the Gegenbauer and Chebyshev polynomials and
Note that U n (x) is a special case of Gegenbauer polynomial, e.g., U n (x) = C
n (x). From Lemma 3.1 we obtain
Substituting this into (3.8) and using the orthogonality of Gegenbauer polynomials yields
Combining this with equation (3.7) gives
This completes the proof.
The following corollaries are immediate consequences of Theorem 3.2.
Corollary 3.3. When λ is a positive integer, the contour integral expression of the Gegenbauer coefficients can be further represented as
Proof. Note that the Gauss hypergeometric function on the right hand side of (3.3) reduces to a finite sum when λ is a positive integer,
The desired result follows.
The Cauchy transform of
which appears in the reminder of Gauss-Gegenbauer quadrature (see [11] ). The proof of our above theorem leads to an explicit form of this function which has not been found in the literature. We state it in the following.
Corollary 3.4. For each n ≥ 0, we have
where c n,λ and h
n are defined as in (3.4) and (1.3) respectively and the sign is chosen such that |z ± √ z 2 − 1| > 1.
Proof. By setting z = 1 2 (u + u −1 ) and thus u = z ± √ z 2 − 1 and the sign is chosen so that |u| > 1. Recall the following expansion [1, p. 302]
Substituting this into the integral expression of Q (λ) n (z) and using (3.8) and (3.9) gives the desired result. 
we have, for fixed λ, that
Clearly, when − 1 2 < λ < 1 and λ = 0, the constant c n,λ grows algebraically as n grows. For λ > 1, however, it decays algebraically as n grows. On the other hand, the situation will be greatly different if λ varies with respect to n. For example, to remove the Gibbs phenomenon, it was proposed to employ the truncated Gegenbauer expansion by choosing λ = αn for some constant α > 0 (see [12, 13, 14, 15, 16] for more details). In this case, by using the asymptotic of the Gamma function, we find
this implies that c n,λ decays exponentially as n grows. Meanwhile, we point out that the behaviour of c n,λ only depends on n and λ but not on the function f .
Optimal estimates for the Gegenbauer coefficients and error bound for the truncated Gegenbauer expansion
An important application of the contour integral expression is that it can be used to establish some rigorous bounds on the rate of decay of Gegenbauer coefficients. In this section, we shall establish optimal estimates for the Gegenbauer coefficients. Comparing with existing studies, we show that our results are sharper. Further, we apply these estimates to establish some error bounds of the truncated Gegenbauer expansion in the uniform norm.
Optimal estimates of the Gegenbauer coefficients
The following theorem gives estimates for the Gegenbauer coefficients. These estimates are optimal in the sense that improvement in any negative power of n is impossible for the nth Gegenbauer coefficient a λ n .
Theorem 4.1. Suppose that f is analytic inside and on the Bernstein ellipse E ρ with ρ > 1. When − 1 2 < λ ≤ 1 and λ = 0, we have
where c n,λ is defined by (3.4) and M = max z∈Eρ |f (z)| and L(E ρ ) denotes the length of the circumference of the ellipse E ρ . When λ > 1, we have
Finally, we point out that, apart from constant factors, the above two bounds are optimal in the sense that these bounds on the right hand side of (4.1) and (4.2) can not be improved in any negative power of n.
where C ρ denotes the circle |u| = ρ and we have used the fact that u ∈ C ρ when we set u = z ± √ z 2 − 1. We now turn to determine exactly where on the circle the absolute value of the Gauss hypergeometric function takes its maximum value. When − 1 2 < λ ≤ 1 and λ = 0, it is easy to see that the absolute value of the Gauss hypergeometric function on the right hand side of above inequality takes its maximum value at u = ±ρ, this proves the inequality (4.1). For the case λ > 1, recall the Euler's integral representation of the Gauss hypergeometric function, we have [1, p. 65]
dt.
This implies that the absolute value of the Gauss hypergeometric function takes its maximum value at u = ±iρ. This proves (4.2).
To prove the optimal property, we first prove the case (4.1). Consider the following function
Obviously, the function f (x) has a simple pole at z = b with residue one. If we deform the contour of a λ n as an ellipse E R in the positive direction and R > b + √ b 2 − 1, together with a sufficiently small circle with center at z = b in the negative direction and these two curves are connected by a cross cut. Note that the integral along the cross cut vanishes, we find that the Gegenbauer coefficient a λ n is exactly the difference between the contour integral on the right hand side of (3.3) along E R and the same integral along the small circle. Furthermore, note that the contour integral along the ellipse E R vanishes as R tends to infinity and the contour integral along the small circle can be calculated explicitly by the Cauchy integral formula, we obtain
Suppose that the bound on the right hand side of (4.1) can be further improved in some negative powers of n. Specifically, we suppose that the Gegenbauer coefficient a λ n further satisfies
where d n = O n −δ for some δ > 0. Setting ρ = b + √ b 2 − 1 and dividing both sides of the above inequality by the bound of (4.1) yields
Letting n tend to infinity, we see that the right hand side becomes zero. This results in an obvious contradiction. Thus, the bound (4.1) is optimal in the sense that improvement in any negative power of n is impossible. This proves the case (4.1). The case (4.2) can be handled in a similar way. A slight difference is that, after dividing the right hand side of (4.2), we obtain
Note that both 2 F 1 on the left hand side of the above inequality tends to some bounded constants as n tends to infinity; see Lemma 5.3 below. Again, we derive a contradiction. Thus, for λ > 1, the bound (4.2) is optimal in the sense that improvement in any negative power of n is impossible. This completes the proof.
The Legendre spectral expansion is defined by
In view of the first equality of (2.4), so that a L n = a 1 2 n for n ≥ 0. As a direct consequence of Theorem 4.1, we derive the following optimal estimate for the Legendre coefficients. In the left part of Figure 1 , we compare these two bounds for several values of ρ. In our computations, the perimeter of the ellipse is evaluated by the following formula [22, Eqn. (19.9.9)]
where ǫ = 2 ρ+ρ −1 and E(z) is the complete ellipse integral of the second kind. It is clear to see that our bound is sharper, especially when ρ is close to one. On the other hand, for large values of ρ, numerical experiments show that both bounds are almost the same. Altering their result into our setting, it can be written explicitly as
where M is defined as in Theorem 4.1 and
In the right part of Figure 1 , we present the ratio of our bound (4.2) to the above bound for the case λ = 7 2 . Similar to the Legendre case, we can observe that our bound is always superior, especially when ρ is close to one. 
For the former case, the maximum value can be attained at z = ± 1 2 (ρ + ρ −1 ). For the latter, the maximum value can be attained at z = ± i 2 (ρ − ρ −1 ). We remark that these bounds (4.11) can be used to establish some rigorous bounds for Gauss-Gegenbauer quadrature (see, for example, [11, 29] ). 
Error bound for truncated Gegenbauer expansion
Having established bounds for the Gegenbauer coefficients, we can immediately derive the error bound for the truncated Gegenbauer expansion. Let
Theorem 4.5. Suppose that f is analytic inside and on the Bernstein ellipse E ρ with ρ > 1. When − 1 2 < λ ≤ 1 and λ = 0, the error of the truncated Gegenbauer expansion can be bounded by
where M and L(E ρ ) are defined as in Theorem 4.1. In particular, when λ = 1, the above estimate can be given explicitly by
When λ > 1, the error of the truncated Gegenbauer series can be bounded by
Proof. Using (2.3) we have
When − 1 2 < λ ≤ 1 and λ = 0, by applying (4.1), one finds
This proves (4.12). When λ = 1, note that the Gauss hypergeometric function on the right hand side of the last equation is reduced to one and the above inequality can be further simplified as
This proves (4.13). Similarly, the case λ > 1 can be proved with the use of (4.2) and (4.15). This completes the proof.
A comparison of Legendre and Chebyshev coefficients
The most commonly used cases of Gegenbauer expansion are the Chebyshev and Legendre expansions which, up to normalization, correspond to the special cases λ = 0 and λ = 1 2 , respectively. More specifically, the Legendre expansion is defined in (4.7) and the Chebyshev expansion of the first kind is defined by
where the prime indicates that the first term of the sum is halved. For both expansions, one particularly interesting question is the comparison of the decay rates of the Chebyshev and Legendre coefficients (see [5, 10, 20, 27] ). For few decades, a myth on this issue is the "Lanczos-Fox-Parker" proposition which states that the Chebyshev coefficient a C n decays approximately √ nπ/2 faster than the Legendre coefficient a L n for large n. This proposition was first advocated by Lanczos in [20] and later by Fox and Parker in their monograph [10, p. 17] . The original deviation of this proposition was based on the use of Rodrigues' formula of orthogonal polynomials and repeated integration by parts, which is not rigorous enough (see [21, p. 130] ). Recently, Boyd and Petschek in [5] considered this issue and showed that the "Lanczos-Fox-Parker" proposition is not true for the following concrete examples x) ), r > 0 and m is a large integer,
Even these counterexamples were given, however, a precise result on the comparison of Legendre and Chebyshev coefficients is still nontrivial. In this section, inspired by these exceptions, we analyze this issue based on the contour integral expression of Gegenbauer coefficients. To this aim, we define the ratio of the nth Legendre coefficient to the nth Chebyshev coefficient as
We shall discuss the asymptotic behaviour of γ n . Now we give the relation between the Gegenbauer coefficients and the Chebyshev and Legendre coefficients which will be used in our analysis.
n , a C n and a λ n denote the Legendre, Chebyshev and Gegenbauer coefficients of the the same function f (x), which are defined by (4.7), (5.1), and
n for each n ≥ 0, and
and a C 0 = 2 lim λ→0 + a λ 0 . Proof. The Legendre case follows from (2.4). As for the Chebyshev case, it follows directly from (2.5) for n ≥ 1 and the fact that C (0) 0 (x) = 1 for n = 0.
For simplicity of presentation, we assume that f (z) has a single singularity such as a pole or branch point at z = z 0 in the complex plane, although it is not difficult to extend our results to the case that f (z) has finite numbers of singularities. We distinguish three cases z 0 ∈ C \ [−1, 1], z 0 = ±1 and z 0 ∈ (−1, 1).
The case
Before embarking on our analysis, we first introduce some helpful lemmas.
Lemma 5.2. We have c n,
Proof. This is a direct consequence of Remark 3.5.
Lemma 5.3. For fixed x = 1, we have
Proof. See [25] .
Consider the following model function
which has a simple pole at x = z 0 . This function provides valuable insights for the asymptotic behaviour of γ n for large n. Our main result is stated in the following theorem.
Theorem 5.4. For the function (5.5), we have
where g(z) is defined by
7)
and the sign is chosen such that |z ± √ z 2 − 1| > 1 and g(z) > 0 if z > 1.
Proof. If follows from (4.5) with b = z 0 that
By the Lemma 5.1,
and a
Now combining the above two equations, we see that
This together with Lemma 5.2 and Lemma 5.3 gives the desired result.
Remark 5.5. We remark that the result (5.6) still holds if z 0 is a singularity of another type. The key point is that the those factors due to the type and strength of the singularity arise simultaneously in both Legendre and Chebyshev coefficients and thus they have little influence on the asymptotic behaviour of the ratio γ n for large n; see Figure 3 .
Remark 5.6. It is easily seen that g(z) = 0 when z = ±1; otherwise, g(z) = 0. This leads us to consider that the asymptotic of γ n will be greatly different if z 0 is an endpoint singularity. Indeed, we shall show the ratio γ n tends to some constants as n grows in this case. Moreover, when g(z 0 ) = 0, we can deduce that the Chebyshev coefficient a C n decays approximately g(z 0 ) √ nπ faster than the Legendre coefficient a L n . On the other hand, it is not difficult to verify that lim |z|→∞ g(z) = 1 2 and g(z) = 1 2 for any finite |z|, which implies that the "Lanczos-Fox-Parker" proposition is always false for functions that have an singularity in the complex plane.
Remark 5.7. When the pole z 0 is real, we have
It is easy to verify that g(z 0 ) is monotonically decreasing on the interval (−∞, −1) and is monotonically increasing on the interval (1, ∞) and lim z 0 →±1 g(z 0 ) = 0 and
. If the pole lies on the imaginary axis, e.g., z 0 = ib where b is a real and nonzero constant, then
(5.10)
It can be seen that g(ib) is monotonically increasing when b ∈ (−∞, 0) and is monotonically decreasing function when b ∈ (0, ∞) and
In Figure 2 , we plot the absolute value of g(z) in the complex plane, which confirms these properties.
Example 5.8. For model functions such as 
where g(b) is given by (5.7), e.g.,
In Figure 3 , we illustrate the exact values of γ n and the predicted values g(b)
, where g(b) is defined by (5.11). All computations were performed using Maple with 72 digits arithmetic. For each function, we show numerical results for three values of b. As expected, the asymptotic of γ n is in excellent agreement with our predicted value. 
The case z 0 = ±1
In this subsection we consider the case that z 0 is an endpoint singularity. Boyd and Petschek in [5] considered the special case f (x) = (1 − x) α where α > 0 is not an integer and showed that the decay rate of the Chebyshev coefficient a C n is the same as that of the Legendre coefficient a L n . In what follows, we consider the asymptotic of γ n for the model functions f (x) = log(1 ± x) and f (x) = (1 ± x) α where Re (α) > − 1 2 is not an integer. Note that these functions we consider here are more general than that considered in [5] . is not an integer, we have
For the functions f (x) = log(1 ± x), we have
Proof. We consider the case f (x) = (1 − x) α . Since the Legendre and Chebyshev coefficients correspond to the special case λ = 1 2 and λ = 0, respectively, we have from Lemma 5.1 and Lemma A.1 that
where Re (α) > −1, and
where Re (α) > − 1 2 . Thus, when Re (α) > − 1 2 , combining the above two equations, we get
By using (3.14), the result (5.12) follows. For the case f (x) = log(1 − x), using Lemma 5.1 and Lemma A.2 we see that
for each n ≥ 1. Hence the result (5.13) follows. The other cases f (x) = (1+ x) α , log(1+ x) can be proved similarly and we omit the details. This proves Theorem 5.9.
Remark 5.10. Theorem 5.9 implies that the Chebyshev and Legendre coefficients decay at the same rate for functions with endpoint singularities of algebraic or logarithmic type. When the singularity z 0 ∈ (−1, 1), we are not able to derive the asymptotic behaviour of their Chebyshev and Legendre coefficients, since in this case f (z) is not analytic and their contour integral expressions can not be used.
The special case f (x) = |x| has been analyzed in [5] and it was shown that γ n / √ nπ ∼
as n → ∞. However, the situation becomes much more complicated when z 0 = 0.
As an illustrative example, we show the behaviour of γ n / √ nπ for f (x) = log |x − 
Concluding remarks
Gegenbauer expansion is an important tool in the resolution of Gibbs phenomenon and the numerical solution of differential equations. In this work, we have proposed a simple derivation of the contour integral expression of the coefficients in the Gegenbauer series expansion. Further, we have proved that optimal estimates for the Gegenbauer expansion coefficients can be derived as direct consequences and these estimates are sharper than Finally, we point out that our results can be easily extended to the comparison of the Chebyshev and Legendre spectral methods. It is well known that the maximum error the truncated Chebyshev expansion can be estimated approximately by the absolute value of the first neglected term if the Chebyshev coefficients decay rapidly; see [8] . This implies the comparison of the truncated Legendre and Chebyshev expansions can be equivalently transformed into the comparison of the corresponding Legendre and Chebyshev coefficients. For example, if the singularity of f is far from the interval [−1, 1] which implies that the Legendre and Chebyshev coefficients decay rapidly, then we can deduce that the rate of convergence of the truncated Chebyshev expansion is O( √ n) faster than that of the truncated Legendre expansion, where n is the number of terms in both expansions. For functions with endpoint singularities such as f (x) = (1 ± x) α h(x) where Re (α) > 0 is not an integer and h(x) is analytic in a neighborhood of the interval [−1, 1], however, both truncated Chebyshev and Legendre expansions converge at the same rate.
A Gegenbauer coefficients of functions with endpoint singularities
We present explicit formulas of the Gegenbauer coefficients for f (x) = log(1 ± x) and f (x) = (1 ± x) α where Re (α) > − where µ n = (−1) n when f (x) = (1 − x) α and µ n = 1 when f (x) = (1 + x) α .
Proof. We only consider the case f (x) = (1 − x) α since the argument in the case f (x) = (1 + x) α is similar. For each n ≥ 0, using the definition of a λ n we have where µ n = −1 when f (x) = log(1 − x) and µ n = (−1) n+1 when f (x) = log(1 + x).
Proof. We first consider the case f (x) = log(1 − x). Following the ideas exposed in [7] , the contour integral of the a λ n can be deformed as an ellipse E R in the positive direction and a small circle with center at z = 1 in the negative direction. Meanwhile, these two contours are connected by two line segments which are parallel and above and below the real axis. Letting R → ∞ and the radius of the circle tend to zero, we note that the integral along E R vanishes for each n ≥ 1 and the integral along the circle vanishes. Thus, combining the contributions to a λ n from these two line segments we find a λ n = −2c n,λ ∞ 1 1 (t + √ t 2 − 1) n+1 2 F 1 n + 1, 1 − λ; n + λ + 1;
Setting t = cosh θ and using some elementary calculations gives (A.2). The case f (x) = log(1+x) can be handled similarly and we omit the details. This completes the proof.
