The mechanism of biomolecular motors has been elucidated using single-molecule experiments for visualizing motor motion. However, it remains elusive that how changes in the chemical state during the catalytic cycle of motors lead to unidirectional motions. In this study, we use singlemolecule trajectories to estimate an underlying diffusion model with chemical-state-dependent free energy profile. To consider nonequilibrium trajectories driven by the chemical energy consumed by biomolecular motors, we develop a novel framework based on a hidden Markov model, wherein switching among multiple energy profiles occurs reflecting the chemical state changes in motors. The method is tested using simulation trajectories and applied to singlemolecule trajectories of processive chitinase, a linear motor that is driven by the hydrolysis energy of a single chitin chain. The chemical-state-dependent free energy profile underlying the burntbridge Brownian ratchet mechanism of processive chitinase is determined. The novel framework allows us to connect the chemical state changes to the unidirectional motion of biomolecular motors.
INTRODUCTION
The single-molecule experiment is a powerful tool for studying the mechanism of biomolecular motors via motion visualization. Various single-molecule techniques have been used to elucidate the mechanisms of F 1 -ATPase 1-6 , V 1 -ATPase 7,8 , myosin 9-12 , kinesin [13] [14] [15] and dynein [16] [17] [18] [19] , the typical motors driven by adenosine triphosphate (ATP). Recently, single-molecule experiments have been used to identify processive cellulase and chitinase as a different type of biomolecular motor, in which the hydrolysis energy of polysaccharides is used for unidirectional motion [20] [21] [22] [23] [24] .
These experiments have been combined with structural information and molecular dynamics simulations to elucidate how changes in the chemical state during the catalytic cycle are coupled to structural changes and mechanical motions 22, [25] [26] [27] [28] [29] [30] . However, experiments and simulations are not able to track the structural dynamics of active motors at atomic detail over timescale relevant for unidirectional motions. Thus, simplified mechanisms have been proposed to explain how the motors generate unidirectional motions: the power stroke and the Brownian ratchet mechanisms 31, 32 . Although models based on these two mechanisms have been developed [33] [34] [35] [36] [37] [38] [39] [40] [41] , single-molecule experimental data have not been fully exploited to develop realistic mechanisms.
Attempts have been made to estimate physicochemical models directly from single-molecule trajectories of equilibrium processes such as conformational dynamics. Single-molecule fluorescence (or Förster) resonance energy transfer (FRET) trajectories of DNA, RNA and protein conformational dynamics have been analyzed using the hidden Markov model (HMM) or the maximum likelihood method to estimate the kinetic rates and FRET efficiencies associated with the different conformational states that produce FRET signals [42] [43] [44] [45] [46] [47] . FRET trajectories have also been used to estimate Langevin dynamics 48 . Single-particle tracking trajectories of a cell-surface receptor have been analyzed by HMM to estimate multiple diffusion coefficients corresponding to different conformational states of the receptor 49 . The energy landscape is another key quantity for understanding the motion, kinetics and stability of biomolecules [50] [51] [52] [53] [54] that can be estimated from single-molecule trajectories 55, 56 . Along the lines of these studies, we aim to develop a method that is applicable to nonequilibrium processes, such as the single-molecule trajectories of biomolecular motors.
Biomolecular motors move unidirectionally along a linear track or rotate relative to a stator by consuming chemical energy. Thus, motor motion can be effectively described by a onedimensional (1D) model. This simplification has been employed for rotary 57, 58 and linear 37 motors.
A similar approach has been explored in the field of protein folding. Apparently complex processes can be projected onto a 1D reaction coordinate and modeled as a diffusion process over an energy barrier separating unfolded and folded states 45, [59] [60] [61] . Methods have been developed for construction of a 1D diffusion model from experimental or simulation trajectories 62, 63 . In particular, the method developed by Hummer and coworkers has been well tested with extensive applications to simulation trajectories 59, 60, 62, 64 . However, it is challenging to apply the methods to biomolecular motors, because the unidirectional motor motions generally involve switching among different energy profiles depending on the motor chemical states.
In this study, we develop a method to construct a 1D diffusion model that involves switching among multiple energy profiles from the trajectories of biomolecular motors. In the novel framework, Hummer's method is combined with HMM to estimate the chemical-state-dependent energy profile and the diffusion coefficient. We test the method using trajectories generated from a Brownian dynamics simulation in which two energy profiles switch stochastically. Then, we apply the method to single-molecule trajectories of processive chitinase to obtain the chemicalstate-dependent free energy profile triggered by the hydrolysis reaction of a single chitin chain. number of snapshots in a trajectory). However, the likelihood can be calculated using the HMM forward-backward algorithm at a computational cost ~O(N) (see SI text).
In the HMM context, the observed data are positional transitions between bins, the state transition probability corresponds to the switching probability ( )*" → ) ), and the output probability of the particular transition bin → bin in state ) is proportional to % " ( , ∆ | , 0) (see top panel of 
Position-dependent HMM
Thus far, the switching probabilities among different energy profiles have been considered to be independent of the motor position. However, chemical steps, such as catalytic reactions in motors, have been shown to depend on the position of motors 66 . Thus, it is desirable to make the switching probabilities position-dependent 67 . Consequently, we introduce a region called the switching region. Switching can only occur when the motor is in this region ( Fig. 1 and Fig. 2A ). The switching probability ( )*" → ) ) in Eq. (1) can be replaced with the position-dependent switching probability ( )*" → ) | ) ) to produce the corresponding likelihood ℒ $%&'&(*12 ("pd" stands for position-dependent). If ) is inside the switching region, it allows the state-switching transition. Otherwise, such transition is not allowed (bottom panel of Fig. 1B ).
From the HMM perspective, we effectively consider two different Markov models (or statetransition probabilities) depending on whether the motor is within or outside the switching region (bottom panel of Fig. 1B ). This concept is implemented in the HMM forward-backward algorithm (see SI text). In the forward-backward algorithm, the likelihood and the state probability are calculated recurrently with one step in time in either the forward and backward direction. In this step, we introduce the position-dependent switching probabilities, as shown in the bottom panel of 
Positional transition probability for diffusion model with a single energy profile
In this section, we describe the components needed to compute the likelihood function ℒ $%&'&( .
We relate the free energy profile and the diffusion coefficient to the positional transition probability, which was originally developed by Hummer and coworkers with extensive applications to simulation trajectories of protein folding 60, 62, 64 . We use a 1D model to calculate the transition probability between discretized positions (bins) from the underlying energy profile and the diffusion coefficient. The 1D Smoluchowski equation can be spatially discretized to yield the transition rate constant from bin j to bin ± 1 68 :
where ( ) is the free energy of bin j, is the diffusion coefficient, and ∆ is the bin size. We use this expression to construct a kinetic model in terms of the free energy and the diffusion coefficient.
Note that for simplicity we do not consider the diffusion coefficient to be position-dependent in this study. The master equation in matrix form is 2 2& ⃗ = ⃗, where is the rate matrix, and ⃗ = ( " … > ) = is the state probability vector for a total number of bins n. The rate matrix is constructed from the transition rate constants as
Then, the master equation can be formally solved to yield
.
Each element of the transition matrix ( ) = exp ( ) represents the positional transition probability, ( ( )) )0 = ( , | , 0), where ( , | , 0) is the conditional probability of being in bin i at time , given a previous location in bin j at time 0. Note that the subscript specifying the hidden state in and ( , | , 0) is omitted here, because we consider only one state (that is, a single energy profile).
The eigenvalues of the rate matrix are related to the timescales of the diffusion model 60 . The first non-trivial eigenvalue ; represents the slowest timescale of the model, where " = 0 > ; > ? ⋯. The implied timescale is expressed as ) = −1/ ) , where ≥ 2.
Translational symmetry and prior probability of model
As biomolecular motors have a catalytic cycle, the motor energy profiles are expected to possess translational symmetry with respect to the distance moved (or step size) %&(1 after one cycle. Thus, the energy profile of a state is copied and shifted by the step size to represent the energy profile of the next state. The diffusion coefficient of the first state is also copied to the next state. With %@)A& = intE %&(1 ∆ ⁄ F and n total number of bins, " (0), ⋯ , " E − %@)A& − 1F are copied to ; E %@)A& F, ⋯ , ; ( − 1) to ensure translational symmetry. Peripheral regions are defined as the parts of the energy profiles that are outside the lower/upper limit of the coordinate after shifting, that is, " ( ) with = − %@)A& , ⋯ , − 1 and ; ( ) with = 0, ⋯ , %@)A& − 1. The peripheral regions, denoted as % ∈ with the subscript s representing the state, are expected to be rarely visited and have high energies. Thus, we use the prior probability that the energy of the peripheral regions increases at a constant rate:
where is the increase in the energy per bin, % ! is the last bin before entering the region with " ! = − %@)A& − 1 and ; ! = %@)A& , and is standard deviation that determines the strength of the restraint. Then, according to Bayes' theorem, the posterior probability (model|data) is
The posterior probability ℒ′ is maximized during the optimization process (see below).
Maximizing posterior probability
Our objective is to optimize F(x) and D as well as the switching probabilities to maximize the posterior probability ℒ′ with respect to the input trajectory data. For this objective, Monte Carlo (MC) simulations were performed in the parameter space. Explicitly, the model parameters are
The parameters A and G are related to the switching probabilities as (1 → 2) = 1 − expE− A Δ F and (2 → 1) = 1 − exp(− G Δ ), where ∆ is the lag time. In one MC step, each of these parameters is randomly changed as a trial move, ℒ′ of the trial move is computed, and the trial move is accepted or rejected in comparison to the current ℒ′. To ensure translational symmetry as described above, some parameters are copied between states. The widths of the trial moves are adjusted on the fly during the first half of the MC steps to obtain an acceptance ratio of ~0.3, which is then fixed during the second half. To compute the likelihood ℒ $%&'&( , the positional transition probabilities are calculated for each state with given F and D, as described above, and then fed into HMM, as described above and Fig. 1B . The Metropolis criteria is used to accept or reject the trial move, 49, 62 . In this way, the model parameters are guaranteed to be sampled based on the posterior probability ℒ′.
Generation of simulation trajectories
Based on Brownian dynamics, simulation trajectories for test analysis were generated numerically by the forward-Euler integrator,
where % ' is the potential energy of state s t , is the diffusion coefficient, = 10 *N is the integration time step, and ( ) are Gaussian random numbers with mean zero and standard
and is a parameter controlling the barrier height. The state s t , and thus % ' , is switched by the kinetic MC method with specified rate constants 69 
RMSE of energy profile
The root-mean-squared error (RMSE) of an energy profile ( ) relative to the true profile ! ( )
where n is the number of bins, excluding the peripheral regions. We shifted the entire profile ( ) ) by a constant C by the least squares method before calculating the RMSE, = − " > ∑ ( ( ) ) − ) ! ( ) )).
Alignment of chitinase trajectory segments
Each single-molecule trajectory of chitinase was divided into trajectory segments of two forward steps. The positional histogram of the segments was used to identify a high-frequency position for aligning the trajectory segments. A bin size of 0.15 nm was used to calculate the positional histogram for each trajectory segment. The high-frequency position was defined as a bin that was more frequent than the average frequency and the neighboring bins. The origin of the trajectory segments was set by subtracting the minimum of the identified high-frequency positions from the entire trajectory segment.
Diffusion coefficient of gold nanoparticles
The diffusion coefficient of a 40-nm gold nanoparticle was estimated using the Stokes-Einstein relation,
.2 × 10 S ; *" (9), where = 8.9 × 10 *T *" *" is the viscosity of water at 298 K, and = 20 is the probe radius.
RESULTS

Reconstruction of diffusion model from simulation trajectories
We tested the developed method using simulation trajectories for which the true model parameters are known. Fig. 2A shows the two energy profiles used in the Brownian dynamics simulation with stochastic switching between these two profiles. The switching is position-dependent and only occurs in the shaded region (0.8 ≤ ≤ 1.2). Two out of thirty independent trajectories generated by the simulation are also shown. The double-well potential is intended to mimic a scenario wherein chitinase moves back and forth before a catalytic reaction occurs 22 The estimated diffusion coefficient along the MC optimization steps is shown in Fig. 2C , where the true value is shown as a broken line. Both the energy profiles and the diffusion coefficient agree quite well with the true profile (value). Furthermore, the state probabilities estimated using pd-HMM correctly reproduce the timing of the potential switching among the energy profiles ( Fig.  2D ). Considering that chemical steps, such as the hydrolysis reaction of chitin in chitinase, depend on the motor position, we look into position-dependency of the potential switching. The switching position was defined as the position at which the state probability of state 2 becomes larger than that of state 1, that is, & ( = 2) > & ( = 1), and its histogram was plotted in Fig. 2E . All the switching positions predicted by pd-HMM were inside the switching region (0.8 ≤ ≤ 1.2), as one would expect ( Fig. 2E, top) . By contrast, the switching positions predicted by HMM without the position-dependent switching resulted in a few cases wherein the predicted switching position lay outside the switching region ( Fig. 2E, bottom) . This problem can be attributed to the relatively large lag step of 400, because the problem was almost fixed when a shorter lag step of 20 was used ( Fig. S1 ). However, a short lag step resulted in an overestimation of the diffusion coefficient (as we discuss below). Moreover, the switching rates were reproduced by pd-HMM but underestimated by HMM (Fig. S2 ). Then, we investigated how the accuracy of the estimated energy profiles and the diffusion coefficient depends on the lag time ∆ (or lag step) used to collect the positional transition data among bins. In Fig. 3A , the RMSE of the estimated profile (value) relative to the true profile (value) are plotted for different lag steps. We found that RMSE of the energy profile takes low values until lag step of 500 and then increases, whereas the RMSE of the diffusion coefficient converges at a lag step of approximately 400. Note that the diffusion coefficient was overestimated for short lag steps. This result suggests that it is necessary to use an appropriately long lag step, although an excessive length results in insufficient transition data. To determine the optimal lag time without knowledge of the true profiles, we performed a lag-time test to see how the implied timescale converges with the lag time 60, 72 . The first non-trivial eigenvalue ; of the rate matrix estimated from the transition data with a prescribed lag time was converted into the so-called implied timescale using ; = −1/ ; (see Methods). The implied timescale along the lag step converged at a lag step of approximately 500 (Fig. 3B ). We only focus on the first non-trivial mode, because there is a clear timescale gap after this mode. Low RMSEs were obtained near the convergence point of the implied timescale ( Fig. 3A and B) . Thus, in the absence of knowledge of the true profiles, high accuracy can be achieved by using the lag time near the convergence point of the implied timescale. 
Effect of background noise
In the previous section, we showed that our method accurately estimates the underlying energy profiles and diffusion coefficient from simulation trajectories. However, experimental singlemolecule trajectories always contain some background noise. We labeled chitinase with a 40-nm gold nanoparticle (AuNP) and observed 1-nm stepping motions using total internal reflection darkfield microscopy 22,73 : a localization precision of ~0.3 nm was obtained at a 0.333 -0.5-ms time resolution. The localization precision is restricted by the detector saturation and can be improved 73 . However, the limited localization precision acts as background noise and should be addressed.
We added background noise to the simulation trajectories to investigate its effect on our predictions. Gaussian noise with zero mean and standard deviation of 0.3 nm was added to the x position saved every 500 steps (∆ = 0.5 ms) to simulate the experimental background noise. A median filter with various window sizes was applied to reduce the noise level (Fig. 4A) . The trajectories were then analyzed by our method. To address the noise, we used a larger bin size ∆ = 0.2 to produce a total of 13 bins over the range −0.3 ≤ ≤ 2.3. Note that using this bin size in the analysis without noise accurately reproduces the energy profiles and diffusion coefficient ( Fig. S3 ). It was prohibitively difficult to fully recover the true energy profiles and diffusion coefficient from the trajectories containing noise; however, partial recovery was achieved by adjusting the window size of the median filter. In the estimated energy profiles, the overall double-well shape with a lower energy barrier was recovered (Fig. 4B ). Using trajectories median-filtered with a larger window size resulted in more accurate energy profiles. By contrast, increasing the window size produced an underestimated diffusion coefficient (Fig. 4C) . Without applying the median filter, the diffusion coefficient was overestimated. Thus, this type of analysis can be used to determine lower and upper bounds on the diffusion coefficient. The timing of the potential switching was recovered reasonably well ( Fig. 4D ). Note that the standard deviation of Orange lines represent potential switching, where value 0 (1) corresponds to red (blue) potential.
Estimated state probabilities of state 1 (red energy profile) and 2 (blue energy profile) shown by red and blue lines, respectively.
The prior probability appears to be an important factor in producing reliable estimates by the model from trajectories containing background noise. Using a weak prior probability ( = 1 U , = 1 U , see Methods) for trajectories containing background noise resulted in mixing of the two states, as evidenced by the state probabilities along the trajectories (Fig. S4) . Consequently, the timing of switching was obscured for some trajectories. To rectify this situation, we used a stronger prior probability to analyze trajectories containing background noise ( = 0.1 U , = 6 U for Fig. 4 ).
Application to single-molecule trajectories of processive chitinase
We applied the developed method to single-molecule trajectories of processive chitinase.
Processive chitinase is a unique biomolecular motor that moves unidirectionally on a crystalline chitin surface using the hydrolysis energy of a single chitin chain 74 . We previously used singlemolecule experiments to clarify the mechanochemical coupling scheme of processive chitinase ( Fig. 5A ) and proposed that it operates under a burnt-bridge Brownian ratchet mechanism, which is driven by a fast catalytic reaction and biased Brownian motions 22 . The burnt-bridge Brownian ratchet, has also been proposed for other motors, such as collagenase, that move processively on a collagen fibril with proteolysis energy 75, 76 . Here, we aim to estimate the chemical-state-dependent free energy profile underlying the burnt-bridge Brownian ratchet mechanism of processive chitinase, directly from single-molecule trajectories.
In the single-molecule experiments, chitinase A from bacteria Serratia marcescens was labeled with a 40-nm gold nanoparticle (Fig. 5B) , and total-internal reflection dark-field microscopy was used to observe the unidirectional motion of the particle on the chitin surface with a 0.3-nm localization precision and a 0.5-ms temporal resolution 22 . We used trajectories that were medianfiltered to reduce positional noise. As the experimental trajectories were few and rather long in duration, the original trajectories were divided into segments to increase the sample size. In Fig.   5C , we show how the trajectory segments were generated. Each trajectory segment has two forward steps that were identified by the step-finding algorithm 22, 77 . The segments were then aligned by matching the zero-points of the segments (see Methods). (C) Single-molecule trajectory of chitinase at 2,000 frames per second (0.5-ms temporal resolution, left panel) was divided into two trajectory segments with two forward steps (center panel). Black lines represent steps identified by step-finding algorithm 77 . Trajectory segments were shifted to start from the origin (right panels)
The trajectory segments were analyzed in the same way as the test cases above. Since the trajectory segments have two forward steps, we assume two states (free energy profiles) that correspond to before and after the chemical state change (the hydrolysis reaction and the subsequent product release). This assumption is supported by molecular insights that each forward step corresponds to the sliding of the chitin chain through the chitinase cleft, after which the catalytic reaction and the subsequent product release reset the chitin-chitinase interaction (Fig. 5A ).
In the calculation, a bin size ∆ = 0.2 nm was used to produce 15 bins over the range of −0.5 ≤ ≤ 2.5. To ensure translational symmetry, a shifting length of 1 nm was used, based on the chitinase step size (see Methods). The switching region 0.6 ≤ ≤ 1.4 and the forward and backward switching rates of 100 s -1 and 0 s -1 , respectively, were used. The switching region was based on the molecular insight that the hydrolysis reaction occurs at approximately = 1. The forward switching rate was determined using the experimental time constants for the catalytic reaction (2.9 ms) and the subsequent product release (6.8 ms) 22 . The backward switching which is induced by the chitobiose binding and glycosidic bond formation at the catalytic site is unlikely to happen, because chitobiose concentration in solution is very low in our experimental condition.
Therefore, the backward switching rate was set to zero.
The estimated diffusion model is shown in Fig. 6 . The estimated free energy profiles capture the essential features of chitinase motions (Fig. 6A ). Minima are located at approximately 0 and 0.6-1.0 nm for the pre-switching free energy profile and at approximately 1 and 1.6-2.0 nm for the post-switching free energy profile. These minima have similar free energies separated by a low barrier and are reflected in the chitinase stepping motions. After the chemical state change, the high-energy region x > 1.5 nm of the pre-switching profile decreases, resulting in a new minimum around the region of the post-switching free energy profile. The broad minimum after the barrier may explain variations in the step size. The estimated diffusion coefficient depends on the window size of the median filter (Fig. 6B) . The larger the window size is, the smaller the estimated diffusion coefficient is. This result suggests a lower bound of ~200 nm 2 s -1 and an upper bound of ~1000 nm 2 s -1 on the diffusion coefficient. Performing the same analysis on trajectories at a 0.333-ms temporal resolution increases the lower bound to ~500 nm 2 s -1 (Fig. S5) . These values are four orders of magnitude smaller than the calculated diffusion coefficient of the 40-nm gold probe OF#P (see Methods), and explain the experimental observation that the chitinase velocity is not affected by the probe size 22 . The estimated time series of the state probabilities provide further information on the predictive ability of the model for switching between the two free energy profiles (Fig. 6C) .
These results suggest that chitinase moves forward via diffusive motion over a barrier, which facilitates the catalytic reaction for the forward switching of the free energy profile. The free energy profiles without a large driving gradient provide further evidence of the burnt-bridge Brownian ratchet mechanism of chitinase. 
DISCUSSION
The accuracy of the estimated chemical-state-dependent free energy profile and diffusion coefficient depends on the localization precision and temporal resolution of the single-molecule trajectory data. We used single-molecule trajectories of processive chitinase that were observed with a 0.3-nm localization precision and a 0.333 -0.5-ms temporal resolution 22 . We selected trajectory segments showing clear stepping motions for the estimation. The clear stepping motions were used to align the trajectory segments with two forward steps used in the estimation (Fig. 5C ).
We smoothed background noise by using a median filter with various window sizes. The test analysis of simulation trajectories containing background noise shows that our method would underestimate the barrier height and diffusion coefficient ( Fig. 4B and C) . Indeed, the estimated free energy profiles have a low barrier (Fig. 6A, Fig. S5A ), which is likely caused by the background noise. Measurements with a higher localization precision and temporal resolution could be used in the future to improve the quality of the predictions 73 .
The friction coefficient estimated using the Einstein-Smoluchowski relation = U ⁄ provides an insight into the energy conversion mechanism of processive chitinase. A stepping speed of processive chitinase can be estimated ~1000 nm s -1 , considering that it takes ~1 ms (two frames with 0.5-ms temporal resolution) for the 1-nm stepping transitions 22 . Note that this is a rough estimate and for an accurate estimate one would need an improved localization precision and temporal resolution. Then, the viscous drag force over a 1-nm stepping distance results in ~2 U of work. This work, compared to the hydrolysis energy of chitin (see below), leads to a low Stokes efficiency 78 , which is clearly different from the motion of the rotary motor F 1 -ATPase that shows high Stokes efficiency [79] [80] [81] [82] . This result suggests that a considerable amount of the input hydrolysis energy of chitin is used for activities other than the mechanical movement of the motor.
The important difference between the chitinase motor and typical ATPase motors is that the chitin rail shortens by one chitobiose unit during every catalytic cycle. Thus, it is essential to take the rail into consideration. Hypothetically considering the chitin rail alone, two reactions occur for every cycle: decrystallization of the chitobiose unit and the hydrolysis reaction (Fig. 5A ). As decrystallization is an energy-consuming process, the net energy balance is maintained by using the input hydrolysis energy for the decrystallization of one chitobiose unit from crystalline b-chitin fixed diffusion coefficient, which is estimated separately. In addition, our method can explicitly consider position-dependent switching rates.
CONCLUSION
A chemical-state-dependent free energy profile can explain how biomolecular motors generate unidirectional motions. In this study, we introduced a framework to estimate the chemical-statedependent free energy profile and the diffusion coefficient from single-molecule trajectories of biomolecular motors. The method was tested using simulated trajectories and successfully reproduced the energy profiles and the diffusion coefficient. The method was then applied to single-molecule trajectories of processive chitinase. The estimated chemical-state-dependent free energy profile and diffusion coefficient provide a physical basis for the previously proposed burntbridge Brownian ratchet mechanism. The double-well free energy profile is shifted forward by the chemical state change to drive the unidirectional motion of chitinase (Fig. 6A ). This mechanism is clearly different from the power-stroke mechanism, where a large driving gradient in the free energy profile is assumed. The estimated diffusion coefficient provides an insight into the energy conversion mechanism of processive chitinase. Science (80-. ) . 2003, 300 (5628), 2061-2065. https://doi.org/10.1126/science.1084398.
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