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Zusammenfassung
Diese Arbeit bescha¨ftigt sich mit einer neuen Familie von nichtparametrischen, mul-
tivariaten Zwei-Stichproben-Tests. Die Gestalt dieser Familie sowie zwei unterschied-
liche Darstellungsweisen der Testgro¨ßen werden in Kapitel 2 untersucht. Anschlie-
ßend werden im folgenden Kapitel beide Darstellungen genutzt, um zu zeigen, dass
die asymptotische Verteilung der Testgro¨ße unter der Hypothese eine gewichtete
Summe von Quadraten unabha¨ngiger standardnormalverteilter Zufallsvariablen ist.
Die Gewichte sind in beiden Fa¨llen die Eigenwerte von linearen Integraloperatoren,
die von der den beiden Stichproben gemeinsamen zu Grunde liegenden, unbekann-
ten Verteilung abha¨ngen. Methoden zur Gewinnung des kritischen Wertes werden
in Kapitel 4 vorgestellt. Neben dem klassischen Monte Carlo-Bootstrap-Verfahren
wird als Alternative die Approximation der Gewichte der Grenzverteilung durch die
Eigenwerte eines linearen Operators, bei dem die zu Grunde liegende Verteilung
durch die empirische Verteilung der zusammengelegten Beobachtung ersetzt wurde,
vorgeschlagen. Um zu zeigen, dass das Verfahren gegen die Grenzverteilung unter
der Hypothese konvergiert, wird die spezielle Struktur der Testgro¨ße ausgenutzt.
In Kapitel 5 wird ein zweiter Weg fu¨r dieses Resultat pra¨sentiert. Unter sta¨rkeren
Voraussetzungen erha¨lt man eine Aussage, die sich auf Teststatistiken, deren Auf-
bau der Grenzverteilung mit dem bei der neuen Familie von Tests u¨bereinstimmt,
u¨bertragen la¨sst. Die Wirksamkeit der Tests im Vergleich zu bekannten Verfahren
wird in Kapitel 6 bei einigen konkreten Problemstellungen theoretisch mittels der
approximativen Bahadur-Effizienz untersucht, von der gezeigt wird, dass sie lokal
mit der Pitman-Effizienz u¨bereinstimmt. Rechnergestu¨tzte Gu¨teuntersuchungen un-
terstreichen im folgenden Kapitel die theoretischen Ergebnisse. Im letzten Kapitel
wird fu¨r einen der neuen Tests die Vorgehensweise beim Zwei-Stichproben-Fall auf
das Anpassungsproblem u¨bertragen.
Schlagwo¨rter. multivariater Zwei-Stichproben-Test, Bootstrap-Approximation der
Eigenwerte linearer Operatoren, Zufallselemente im Hilbertraum
Abstract
This thesis describes a new family of nonparametric, multivariate two-sample tests.
The structure of the family as well as two different representations of the test sta-
tistics are discussed in chapter 2. Starting with each of the representations, the
following chapter shows that the asymptotic null distribution is a weighted sum of
squares of independent standard normally distributed random variables. For each
representation the weights are the eigenvalues of linear integral operators depending
on the common underlying, unknown distribution of both samples. Methods for ob-
taining the critical value are introduced in chapter 4. Besides the classical Monte
Carlo-bootstrap-procedure an alternative method is suggested: the approximation of
the weights in the limit distribution by substituting them with the eigenvalues of a
linear integral operator where the unknown underlying distribution is replaced with
the empirical distribution of the pooled sample. To prove the convergence of this
method to the limiting null distribution, the special structure of the test statistics
is used. In chapter 5 a second possibility for showing the convergence is presented.
Under stronger pre-requisites one achieves a result which can be applied to general
test statistics with a structure of the limiting distribution similar to that of the
new tests. For selected testing problems the performance of the new tests in com-
parison with well-known tests is investigated in chapter 6 by means of approximate
Bahadur-efficiency which is shown to coincide locally with the Pitman-efficiency. A
simulation study on the power of the new tests emphasizes the theoretical results
in the subsequent chapter. The last chapter exemplarily transfers the two-sample
approach to the one-sample goodness-of-fit problem.
Keywords. multivariate two-sample test, bootstrap approximation of eigenvalues
of linear operators, random elements in Hilbert-spaces
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Diese Arbeit bescha¨ftigt sich mit einer neuen Familie von multivariaten, nichtpa-
rametrischen Zwei-Stichproben-Tests. Bei dem Zwei-Stichproben-Problem sind zwei
Beobachtungssa¨tze gegeben, auf deren Basis man eine Aussage u¨ber die Hypothe-
se treffen mo¨chte, dass beide Stichproben aus derselben Grundgesamtheit stam-
men. Sind die Beobachtungen reellwertig, so spricht man vom univariaten Zwei-
Stichproben-Problem, entstammen sie dem mehrdimensionalen euklidischen Raum,
so spricht man vom multivariaten Zwei-Stichproben-Problem. Zahllose Anwendungs-
beispiele fu¨r solche Tests finden sich bei medizinischen Untersuchungen:
”
Hat das
Medikament einen Einfluss auf ausgewa¨hlte Ko¨rperfunktionen?“, der Biologie:
”
Wird
das Wachstum einer bestimmten Art von Zellen, zum Beispiel Krebszellen, durch Be-
strahlung vera¨ndert?“ oder bei sozialwissenschaftlichen Themen:
”
Existieren Unter-
schiede in der Einkommensverteilung von weiblichen und ma¨nnlichen Arbeitneh-
mern?“ Bei Zwei-Stichproben-Tests wird unterschieden zwischen parametrischen
Tests, die ein bestimmtes Vorwissen u¨ber die mo¨glichen Verteilungen unter der
Hypothese und die Verteilungen in den Alternativen fu¨r eine geeignete Testgro¨ße
ausnutzen, und nichtparametrischen Tests, denen keine Verteilungsannahmen zu
Grunde liegen. Eine Vielzahl von nichtparametrischen Tests, vorwiegend fu¨r den
univariaten Fall, wurde vorgeschlagen. Genannt seien hierfu¨r neben dem bekann-
ten Kolmogorov-Smirnov- und Crame´r-von Mises-Test auch der Rangsummen-Test
von Mann-Whitney sowie der Test auf Skalenalternativen von Mood. Ein nichtpa-
rametrischer Test, den man auch bei multivariaten Daten anbringen kann, ist der
Na¨chst-Nachbar-Test von Henze. Diese Arbeit bescha¨ftigt sich mit der Einfu¨hrung
und Analyse einer neuen Klasse von nichtparametrischen Zwei-Stichproben-Tests,
die sowohl im eindimensionalen als auch im mehrdimensionalen Fall anwendbar sind.
1
2 Kapitel 1. Einleitung
1.1 Entstehung
Der Ursprung der neuen Tests liegt in einer Aussage, die in etwas speziellerer Form
unter anderem bereits von Deuber und Morgenstern betrachtet wurde.
(A) Bei einer gleichen Anzahl schwarzer und weißer Punkte im euklidi-
schen Raum ist die Summe der Absta¨nde von Punkten gleicher Farbe
kleiner gleich der Summe der paarweisen Absta¨nde von Punkten unter-
schiedlicher Farbe.
(B) Gleichheit tritt genau dann ein, wenn die schwarzen und weißen
Punkte u¨bereinander liegen.
Erst vor kurzem bewies Morgenstern [Mor01] mit Hilfe einer geometrischen Betrach-
tung die Vermutung Deubers [Deu98] fu¨r die Gleichheit. Wa¨hlt man fu¨r F und G
empirische Maße mit der Gleichverteilung auf den schwarzen beziehungsweise wei-






E|Y1 − Y2| ≤ E|X1 − Y1|, (1.1)
wobei X1, X2, Y1 und Y2 unabha¨ngige R
d-wertige Zufallsvektoren sind, X1, X2 mit
Verteilungsfunktion F und Y1, Y2 mit Verteilungsfunktion G. Dabei bezeichne R
d
den d-dimensionalen euklidischen Raum und |·| die euklidische Norm auf demselben.
Gleichheit liegt genau dann vor, wenn F = G ist.
Ausgehend von dieser Ungleichung wurde in der Diplomarbeit des Autors [Fra00],
siehe auch Baringhaus und Franz [BF04], eine empirische Variante der Ungleichung,


























als Testgro¨ße fu¨r das nichtparametrische Zwei-Stichproben-Problem verwendet. Da-
bei bezeichnen x1, . . . , xm die m Beobachtungen der ersten Stichprobe, y1, . . . , yn be-
zeichnen die n Beobachtungen der zweiten Stichprobe, wobei alle Beobachtungen bei
unabha¨ngigen Versuchswiederholungen gewonnen worden seien und die Reihenfolge
der Bezeichnung der Stichproben (erste, zweite) nicht von Bedeutung ist. Der ange-
brachte Faktor mn
m+n
ist notwendig, um unter der Hypothese, dass beide Stichproben
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m,n (X1, . . . , Xm;Y1, . . . , Yn)
zu erhalten, wenn die Stichprobenumfa¨ngem,n gegen unendlich streben. Dabei seien
X1, . . . , Xm, Y1, . . . , Yn unabha¨ngig und identisch verteilt. Mit Hilfe einer Integraldar-
stellung von TCrame´rm,n kann die asymptotische Verteilung unter der Hypothese als In-
tegral u¨ber das Quadrat einer geeignet indizierten Brownschen Bru¨cke dargestellt
werden. Die Kovarianzfunktion ha¨ngt u¨ber den Zeitparameter von der unbekannten
















vor, wobei Fm die empirische Verteilungsfunktion der Zufallsvariablen X1, . . . , Xm
sei, Gn die empirische Verteilungsfunktion der Zufallsvariablen Y1, . . . , Yn bezeichne
und B einen Brownschen Bru¨ckenprozess beschreibt. Da Crame´r [Cra28] bereits
1928 eine vergleichbare Testgro¨ße in einer Ein-Stichproben-Variante vorschlug (bevor
durch von Mises eine verteilungsfreie Form eingefu¨hrt wurde), bekam der Test den
Namen Crame´r-Test.
Die asymptotische Verteilung des neuen Tests ist weder im univariaten noch im mul-
tivariaten Fall verteilungsfrei, so dass zur Gewinnung des kritischen Wertes Monte
Carlo-Bootstrap-Methoden verwendet wurden.
Ein weiterer Test fu¨r das Zwei-Stichproben-Problem wurde 1996 von Bahr in sei-
ner Dissertation [Bah96] vorgeschlagen. Ausgangsbasis war hier der quadratische
Abstand zwischen den empirischen Fourier-Transformierten, integriert bezu¨glich der
d-dimensionalen Standardnormalverteilung

















Es bezeichne Nd(µ,Σ) die d-dimensionale Normalverteilung mit Erwartungswert µ ∈
Rd und Kovarianzmatrix Σ ∈ Rd×d, t′ bezeichne den transponierten Vektor t, Id die
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d-dimensionale Einheitsmatrix und i die komplexe Einheit. Es wurde gezeigt, dass
sich diese Statistik darstellen la¨sst als










































Auch hier wurden die (nicht verteilungsfreie) asymptotische Verteilung unter der
Hypothese u¨ber die Integraldarstellung gewonnen und Monte Carlo-Methoden zur
Approximation des kritischen Wertes verwendet.
1.2 Inhalt und Aufbau der Arbeit
Vergleicht man die Crame´r-Statistik (1.2) und die Statistik von Bahr (1.4), so ist
bemerkenswert, dass beide als Spezialfa¨lle einer allgemeineren Statistik



























(|yj − yk|2) )
verstanden werden ko¨nnen, wobei φ : [0,+∞)→ R ist.
Fu¨r die Crame´r-Statistik (1.2) setze man φ(z) :=
√
z/2 und fu¨r die Statistik (1.4)
verwende man φ(z) := −e−z/2. Die sich nun aufdra¨ngende Frage, welche Funktio-
nen φ sonst noch in Frage kommen, damit sich ein konsistenter und orthogonal
invarianter Test ergibt, wird zu Beginn von Kapitel 2 dieser Arbeit gekla¨rt. Spe-
zialfa¨lle der in Frage kommenden Funktionen sind die bereits von Sze´kely [Sze´02]
untersuchten Funktionen φ(z) = zα, 0 < α < 1. Im weiteren Verlauf des Kapitels
werden fu¨r die geeigneten Funktionen φ zwei Darstellungsweisen der Teststatisti-
ken vom Typ (1.5) erla¨utert. Neben der ersichtlichen Auffassung als verallgemeiner-
te Zwei-Stichproben-V-Statistik mit Kernla¨nge 2 in jeder Stichprobe wird auf eine
Darstellung als L2-Abstand der beiden zu den Stichproben geho¨renden empirischen
charakteristischen Funktionen in einem von φ abha¨ngenden Hilbertraum eingegan-
gen.
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Kapitel 3 beleuchtet die asymptotische Verteilung der Testgro¨ße unter der Hypo-
these, dass beiden Stichproben dieselbe Verteilung zu Grunde liegt. Betrachtet man
die Darstellung als V-Statistik, so fu¨hrt die Anwendung eines Resultats von Neu-
haus [Neu77] zu einer Darstellung der Grenzverteilung als gewichtete Summe von
unabha¨ngigen χ21-verteilten Zufallsvariablen. Besonderes Augenmerk wird auf die
Vereinfachung dieses Resultats gelegt, welches den Startpunkt fu¨r weitere U¨berle-




d,Bd, γ) → L2(Rd,Bd, γ) ,
f 7→
∫
h( · , y) f(y) dγ(y)
mit h(x, y) := E [φ(|x− Y |2) + φ(|y −X|2)− φ(|x− y|2)− φ(|X − Y |2)], x, y ∈ Rd,
und X, Y ∼ γ, also X und Y die Verteilung γ haben mo¨gen, wobei γ die unbe-
kannte Verteilung unter der Hypothese sei. Bd bezeichne die Borelsche σ-Algebra
auf Rd. Wa¨hlt man die Darstellung mittels empirischer charakteristischer Funktio-
nen zur Ermittelung der Grenzverteilung unter der Hypothese, so ergibt sich wieder
eine gewichtete Summe von χ21-verteilten Zufallsvariablen. Die Gewichte sind je-
doch die Eigenwerte des Kovarianzoperators, der zu dem Gaußschen Zufallselement
geho¨rt, gegen das die empirischen charakteristischen Funktionen mittels des zentra-
len Grenzwertsatzes im Hilbertraum unter der Hypothese in Verteilung konvergie-
ren. Das Kapitel schließt mit einem Vergleich der beiden Ansa¨tze, der unter anderem
zeigt, dass die Operatoren dieselben nicht verschwindenden Eigenwerte besitzen.
Wegen der erwa¨hnten Abha¨ngigkeit der Grenzverteilung unter der Hypothese von
der unbekannten, beiden Stichproben zu Grunde liegenden Verteilung bedarf es
numerischer Methoden, um einen kritischen Wert angeben zu ko¨nnen. Zwei Ap-
proximationsmethoden werden in Kapitel 4 untersucht. Zum einen ist dies das bei
nichtparametrischen Tests ha¨ufig verwendete Monte Carlo-Bootstrap-Verfahren, fu¨r
das bewiesen wird, dass die damit gewonnene Verteilung tatsa¨chlich die unbekannte
Grenzverteilung approximiert. Das zweite Verfahren startet direkt von der Grenzver-
teilung, indem man die unbekannte Verteilung γ in der Definition des Operators H
durch die empirische Verteilung der zusammengelegten Beobachtungen scha¨tzt. In
der Praxis ist dies von besonderem Interesse, da aus der Integralgleichung zur Ei-
genwertgewinnung ein lineares Gleichungssystem wird und es somit mo¨glich ist, Ap-
proximationen fu¨r die Eigenwerte und mittels dieser auch Approximationen fu¨r den
kritischen Wert des Tests auf deterministischem Wege anzugeben, ohne auf Monte
Carlo-Methoden angewiesen zu sein. Mathematisch gesehen verursacht dies jedoch
einige Probleme, da sich die Ra¨ume, auf denen die approximierenden Operatoren
definiert sind, von dem des interessierenden Operators unterscheiden. Um die Kon-
vergenz der Eigenwerte zu zeigen, wird daher die am Ende des vorangehenden Ka-
pitels angesprochene Gleichheit der positiven Eigenwerte von H und der Eigenwerte
des Kovarianzoperators im Hilbertraum ausgenutzt. Der Umweg u¨ber empirische
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charakteristische Funktionen hilft beim Nachweis der Konvergenz der mit Eigenwer-
ten von Operatoren, die auf empirischen Maßen beruhen, gewichteten Summe von
unabha¨ngigen χ21-verteilten Zufallsvariablen gegen die Grenzverteilung unter der Hy-
pothese. Dazu findet der zentrale Grenzwertsatz fu¨r Dreiecksschemata im Hilbert-
raum Verwendung. Im Anschluss an die theoretische Untersuchung der Konvergenz
wird die numerische Durchfu¨hrung erla¨utert sowie auf die Einhaltung des Niveaus in
verschiedenen Fa¨llen eingegangen, wobei die
”
Eigenwert-Methode“ zur Gewinnung
des kritischen Wertes verwendet wird. Abschließend werden die fu¨r die Anwendung
bei Tests relevanten Ergebnisse kurz zusammengefasst und eine Konsistenzaussage
bewiesen.
Die Problematik der Konvergenz der Eigenwerte von Operatoren, die auf unter-
schiedlichen Ra¨umen definiert sind, wird in Kapitel 5 mit Hilfe von Stummels Theorie
zur Sto¨rung von linearen Operatoren [Stu70, Stu71, Stu72] bearbeitet. Damit bietet
sich zumindest fu¨r den Teil der zula¨ssigen Funktionen φ, die beschra¨nkt sind, eine
Alternative, die statt des im letzten Kapitel gewa¨hlten Weges u¨ber empirische cha-
rakteristische Funktionen verwendet werden kann. Insbesondere die Anwendbarkeit
dieses Grundgedankens auf andere Probleme ist von Bedeutung. Diesem wird mit
einem recht allgemein gehaltenen Satz Rechnung getragen, der als Beispiel auf die
Approximation der (bekannten) Grenzverteilung der Crame´r-von Mises-Testgro¨ße
angewendet wird. Dabei wird die Wirksamkeit des Verfahrens zur Gewinnung einer
Na¨herung der Eigenwerte mit Simulationen unterstrichen.
In Kapitel 6 wird die approximative Bahadur-Effizienz der neuen Tests bei aus-
gewa¨hlten Testproblemen bestimmt und die lokale Gleichheit mit der Pitman-Effi-
zienz gezeigt. Die betrachteten Testprobleme umfassen ein Kontaminationsmodell
sowie Tests auf Lage- und Skalenunterschiede. Es wird nachgewiesen, dass lokale
Gleichheit nicht nur fu¨r reine Lage- und Skalenalternativen vorliegt, sondern fu¨r al-
le linearen Transformationen, die geeignet gegen die Identita¨t streben. Das Kapitel
schließt mit einem graphischen Vergleich der approximativen Bahadur-Steigung fu¨r
unterschiedliche Kernfunktionen, unter anderem dem Crame´r-Kern und dem Kern
von Bahr bei Alternativen in Erwartungswert und Streuung zu der Standardnor-
malverteilung. Die anhand von Effizienzen theoretisch gewonnenen Eindru¨cke dieses
Abschnitts werden in Kapitel 7 mit Simulationsergebnissen verglichen. Neben Tests
auf Lage- und Skalenalternativen bei ein- und mehrdimensionalen Normalvertei-
lungen wird ein Kontaminationsmodell mit Lehmann-Alternativen untersucht. Bei
allen Simulationen schneiden die ausgewa¨hlten Beispiele der neuen Familie von Tests
im Vergleich zu bekannten parametrischen und nichtparametrischen Tests gut ab.
Insbesondere bei Lage-Alternativen und auch bei Kontaminationsalternativen lie-
fern einige von ihnen ein hervorragendes Gu¨teverhalten. Fu¨r Skalenalternativen ist
die Gu¨te zwar verha¨ltnisma¨ßig weit von der der parametrischen Tests entfernt, im
Vergleich zu den standardma¨ßig verwendeten nichtparametrischen Tests, wie dem
Kolmogorov-Smirnov-Test oder dem Crame´r-von Mises-Test, la¨sst sich aber auch
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hier eine ausgezeichnete Gu¨te feststellen.
Das letzte Kapitel widmet sich der U¨bertragung der vorgestellten Vorgehenswei-
se beim Zwei-Stichproben-Problem auf Anpassungstests. Sowohl fu¨r den Fall des
Tests gegen eine vollsta¨ndig festgelegte Verteilung, der Standardnormalverteilung,
als auch fu¨r den Fall des Tests gegen eine ganze Klasse von Verteilungen, hier der
Test auf Normalverteilung, wird ein neues Testverfahren vorgeschlagen und es wer-
den die asymptotischen kritischen Werte ermittelt. Abgerundet werden auch diese
Betrachtungen durch einige Gu¨teuntersuchungen im Vergleich mit anderen Anpas-
sungstests fu¨r diese Probleme. Es stellt sich heraus, dass der Crame´r-Test auch fu¨r
das Anpassungsproblem ein sehr gutes Gu¨teverhalten zeigt.
Alle Simulationen in dieser Arbeit wurden mit dem Statistikpaket R durchgefu¨hrt.
Dieses Programm ist unter allen momentan ga¨ngigen Betriebssystemen frei verfu¨gbar
und kann im Internet unter der Adresse http://www.r-project.org heruntergela-
den werden. Die fu¨r diese Dissertation verwendeten Methoden sind in dem Paket
cramer zusammengestellt, welches ebenfalls unter der angegebenen Adresse erha¨lt-
lich ist.
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Kapitel 2
Gestalt der neuen Tests
Dieses Kapitel befasst sich mit der Suche nach Funktionen φ : [0,+∞) → R, die
geeignet sind mittels der Testgro¨ße (1.5) ein konsistentes Testverfahren zu liefern.
Ferner behandelt es zwei unterschiedliche Darstellungsweisen fu¨r die neuen Teststati-
stiken. Die erste Darstellung als V-Statistik, die sich besonders gut zur numerischen
Bestimmung der Testgro¨ße eignet und die bereits in der Einleitung erwa¨hnt wurde,
wird in Abschnitt 2.2 erla¨utert. Anschließend wird in Abschnitt 2.3 gezeigt, dass
sich die Testgro¨ße auch als Normquadrat eines Zufallselements in einem geeigne-
ten L2-Raum schreiben la¨sst. Beide Darstellungsarten werden in Kapitel 3 na¨her
untersucht, um die Verteilung der Teststatistik unter der Hypothese zu ermitteln.
2.1 Absta¨nde zwischen Verteilungen
Die neue, allgemeine Teststatistik (1.5) entspricht bis auf den Standardisierungsfak-
tor der empirischen Fassung der Gro¨ße
d2φ(P
X , P Y ) := 2Eφ(|X1 − Y1|2)− Eφ(|X1 −X2|2)− Eφ(|Y1 − Y2|2), (2.1)
wobei X1, X2 ∼ PX , Y1, Y2 ∼ P Y unabha¨ngige d-dimensionale Zufallsvektoren sei-
en und die auftretenden Erwartungswerte endlich seien mo¨gen. Wir werden sehen,
dass man diese Gro¨ße als Abstand zwischen den beiden Verteilungen PX und P Y
verstehen kann. Bezeichnet man mit PXm (x1, . . . , xm) die empirische Verteilung von
m Beobachtungen x1, . . . , xm der ersten Stichprobe und mit P
Y
n (y1, . . . , yn) die em-
pirische Verteilung von n Beobachtungen y1, . . . , yn der zweiten Stichprobe, so la¨sst
sich die Testgro¨ße schreiben als





PXm (x1, . . . , xm), P
Y
n (y1, . . . , yn)
)
. (2.2)
Im Folgenden werden geeignete Funktionen φ bestimmt, fu¨r welche die Teststatistik
auf einen gegen jede Alternative konsistenten Zwei-Stichproben-Test fu¨hrt.
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Die Wahl der Funktion φ : [0,+∞) → R unterliegt dabei einigen Beschra¨nkun-
gen. Zuna¨chst muss φ stetig sein. Diese auf den ersten Blick starke Forderung er-
scheint sinnvoll, da nur in diesem Fall der durch (2.1) definierte Abstand zwischen
zwei Dirac-Maßen eine stetige Funktion des euklidischen Abstandes der zugeho¨rigen
(Einpunkt-)Tra¨ger ist. Fu¨r die Konsistenz eines Tests mittels (2.2) gegen jede Alter-
native ist es unerla¨sslich, dass dφ(P
X , P Y ) genau dann verschwindet, wenn X und
Y dieselbe Verteilung haben (Schreibweise: X
D
= Y ).
Der folgende Satz besagt, dass durch diese Forderungen die Klasse der
”
zula¨ssigen“
Funktionen φ festgelegt wird.
Satz 2.1. Sei φ : [0,+∞) → R eine stetige Funktion. Dann sind die folgenden
beiden Aussagen a¨quivalent:
(a ) Fu¨r jede natu¨rliche Zahl d ∈ N und jede Wahl von Wahrscheinlichkeitsmaßen
PX , P Y auf der Borelschen σ-Algebra Bd des Rd mit
Eφ(|X|2) <∞ und Eφ(|Y |2) <∞, (2.3)
wobei X ∼ PX , Y ∼ P Y ist, gilt
d2φ(P
X , P Y ) ≥ 0, (2.4)
und es ist d2φ(P
X , P Y ) = 0 genau dann, wenn PX = P Y .
(b ) φ hat eine nicht-konstante erste Ableitung auf (0,+∞), welche vollsta¨ndig mo-
noton ist (zur Definition von vollststa¨ndiger Monotonie siehe Anhang A, Defi-
nition A.1 ).
Beweis. (b )=⇒(a ). Unter der Voraussetzung, dass die Ausdru¨cke in (2.3) endlich
sind, hat Mattner [Mat90, Satz 6, S.27] gezeigt, dass die Ungleichung (2.4) gilt,
falls φ′ vollsta¨ndig monoton ist. Gleichheit gilt nach Mattner genau dann, wenn
PX = P Y oder φ′ ≡ 0 oder sowohl φ′ konstant als auch EX = EY ist. Da φ′ nach
Voraussetzung nicht-konstant ist, folgt die Behauptung.
(a )=⇒(b ). Seien N ∈ N, cj ∈ R, xj ∈ Rd, j = 1, . . . , N mit
∑N
j=1 cj = 0 beliebig,

























j δxj , so sind P
X , P Y Wahrscheinlichkeitsmaße auf Bd, welche
offensichtlich die Bedingung (2.3) erfu¨llen. Dabei bezeichne δx das Dirac-Maß im
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Punkt x ∈ Rd. Nach Voraussetzung gilt (2.4), also






































(c+j − c−j )︸ ︷︷ ︸
cj
(c+k − c−k )︸ ︷︷ ︸
ck
[−φ (|xj − xk|2)] . (2.5)
Es handelt sich somit bei der Funktion −φ(| · |2) um eine bedingt positiv definite
Funktion der Ordnung k = 1 auf dem Rd. Na¨heres dazu findet sich in Anhang A:
Da f := −φ(| · |2) reellwertig und gerade ist, das heißt f(x) = f(−x), genu¨gt es fu¨r
die bedingte positive Definitheit die Ungleichung (A.2) lediglich fu¨r N reelle Zah-
len c1, . . . , cN nachzuweisen, was in (2.5) geschah. Guo, Hu und Sun zeigen, dass
dann φ′ auf (0,+∞) vollsta¨ndig monoton ist, vergleiche Satz A.3. Um einzusehen,
dass φ′ nicht konstant sein kann, nehme man an, dass φ′ konstant ist, und wa¨hle Ver-
teilungen mit demselben Erwartungswert, beispielsweise im eindimensionalen Fall,
d = 1, zentrierte Normalverteilungen mit Varianz 1 und 2, also die Verteilungen
PX = N(0, 1), P Y = N(0, 2). Dann ist d2φ(P
X , P Y ) = 0, aber PX 6= P Y . Dies
widerspricht der Voraussetzung (a ).
Der Satz liefert mit φ(z) =
√
z/2 beziehungsweise φ(z) = − exp(−z/2) einen weite-
ren Beweis fu¨r die Ungleichung (1.1) und die entsprechende Aussage bei Bahr, denn
man zeigt leicht die vollsta¨ndige Monotonie der Ableitungen dieser Funktionen φ.
Offensichtlich gilt dφ = dψ, falls φ − ψ ≡ c ∈ R konstant ist. Daher fordern
wir ohne Beschra¨nkung der Allgemeinheit φ(0) = 0. Da uns die stetigen Funk-
tionen φ : [0,+∞)→ R mit φ(0) = 0, deren erste Ableitung vollsta¨ndig monoton
auf (0,+∞) und nicht konstant ist, durch die gesamte Arbeit begleiten werden,
bezeichnen wir die Menge all dieser Funktionen mit Φ.
Der eingangs verwendete Begriff
”
Abstand“ zwischen zwei Wahrscheinlichkeitsmaßen





fu¨r alle φ ∈ Φ eine Metrik auf der Menge aller Wahrscheinlichkeitsmaße auf Bd
definiert, fu¨r die (2.3) endlich ist.
Es sei nun noch eine Hilfsaussage aufgefu¨hrt, die wir in den folgenden Kapiteln
beno¨tigen werden.
Lemma 2.2. Seien φ ∈ Φ und X1, X2 ∼ PX , Y1, Y2 ∼ P Y unabha¨ngige Zufallsva-
riablen mit Werten in Rd. Gilt Eφ(|X1|2) <∞ und Eφ(|Y1|2) <∞, so folgt
Eφ(|X1 −X2|2) <∞ und Eφ(|X1 − Y1|2) <∞.
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Gilt Eφ2(|X1|2) <∞ und Eφ2(|Y1|2) <∞, so folgt ferner
Eφ2(|X1 −X2|2) <∞ und Eφ2(|X1 − Y1|2) <∞.
Gilt sogar Eφ4(|X1|2) <∞ und Eφ4(|Y1|2) <∞, so folgt u¨berdies
Eφ4(|X1 −X2|2) <∞ und Eφ4(|X1 − Y1|2) <∞.
Beweis. Die erste Aussage zeigt Mattner [Mat90, Satz 6, S.27] unter Ausnutzung
von φ(s + t) ≤ φ(s) + φ(t) fu¨r s, t ≥ 0. Der Beweis la¨sst sich problemlos auf die
zweite Aussage u¨bertragen:
Zuna¨chst gilt φ2(s + t) ≤ 2φ2(s) + 2φ2(t) fu¨r s, t ≥ 0. Sei Eφ2(|X1|2) < ∞,
Eφ2(|Y1|2) <∞, dann gilt
Eφ2(|X1 − Y1|2) ≤ Eφ2(2|X1|2 + 2|Y1|2)
≤ 2Eφ2(2|X1|2) + 2Eφ2(2|Y1|2)
≤ 8Eφ2(|X1|2) + 8Eφ2(|Y1|2) <∞.
Durch Ersetzen von Y1 durch X2 folgt Eφ
2(|X1 −X2|2) <∞.
Die letzte Aussage folgt analog mit φ4(s+ t) ≤ 8φ4(s) + 8φ4(t), s, t ≥ 0.
Abku¨rzend schreiben wir F kd (φ), k ∈ N, d ∈ N, φ ∈ Φ, fu¨r die Menge aller Wahr-
scheinlichkeitsmaße PX auf Bd, fu¨r die gilt: Eφk(|X|2) < ∞, X ∼ PX und PX ist
kein Einpunkt-Maß. Es folgt offensichtlich die Inklusion F 2kd (φ) ⊂ F kd (φ), k ∈ N.
Der Ausschluss von Dirac-Maßen erfolgt, um bei der Untersuchung der Asymptotik
der Testgro¨ße trivialen Fa¨llen vorzubeugen.
Wir kennen nun die Funktionen φ ∈ Φ, welche die Ungleichung (2.4) erfu¨llen. Um
die Grenzverteilung der Teststatistik T φm,n fu¨r m,n→∞ zu gewinnen, werden zwei
unterschiedliche Wege beschritten. Den Ansatz dazu bilden zwei Darstellungen der
Teststatistik, die in den na¨chsten Abschnitten erla¨utert werden.
2.2 Darstellung als V-Statistik
Vergleicht man die Struktur der Teststatistik (1.5) mit der Struktur bereits be-
kannter Statistiken, so dra¨ngt sich unmittelbar der Gedanke an V-Statistiken auf.
Tatsa¨chlich lassen sich die Teststatistiken (1.5) als verallgemeinerte (Zwei-Stichpro-
ben-) V-Statistik der Kernla¨nge (2, 2) schreiben:









h˜(xi, xj; yk, y`).
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Die Kernfunktion ist gegeben durch




φ(|x1 − y1|2) + φ(|x1 − y2|2)
+ φ(|x2 − y1|2) + φ(|x2 − y2|2)
)
−φ(|x1 − x2|2)− φ(|y1 − y2|2), x1, x2, y1, y2 ∈ Rd.
Diese Kernfunktion erfu¨llt die in der Literatur ha¨ufig geforderte Symmetrie innerhalb
jeder Stichprobe, vergleiche z.B. Koroljuk und Borovskich [KB94, S.35]:
h˜(x1, x2; y1, y2) = h˜(x1, x2; y2, y1) = h˜(x2, x1; y1, y2).
Die angegebene Kernfunktion ist auf Grund ihrer Stetigkeit (Bd)4/B-messbar. Mo-
tiviert durch das spa¨ter verwendete Resultat von Neuhaus [Neu77] sei die Reihen-
folge der Parameter von der gebra¨uchlichen Reihenfolge (x1, x2; y1, y2) im Folgenden
abgea¨ndert auf (x1, y1;x2, y2).
Eng verbunden mit der V-Statistik ist die zugeho¨rige U-Statistik

























h˜(xi, yj;xk, y`). (2.6)
Sen [Sen74] zeigte, dass solche U-Statistiken, deren Kern symmetrisch innerhalb
beider Stichproben ist, unter der Hypothese asymptotisch normalverteilt sind, falls
der Kern nicht-degeneriert ist. Ein Kern h der Kernla¨nge (2, 2) ist nicht-degeneriert
im Sinne von Sen, falls unter der Hypothese
E
[






E [h(X1, Y1;X2, Y2)|Y1]2
]
∈ (0,∞), (2.8)
wobei X1, X2, Y1, Y2 unabha¨ngig und identisch verteilt sind. Da in unserem Fall bei
Gu¨ltigkeit der Hypothese weder (2.7) noch (2.8) erfu¨llt sind, ist h˜ degeneriert im
Sinne von Sen.
Die Asymptotik von V-Statistiken mit degeneriertem Kern wurde von Neuhaus
[Neu77] untersucht. Er betrachtete Kerne h(x1, y1;x2, y2) fu¨r U-Statistiken, die fol-
gende Bedingungen erfu¨llen:
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(b ) eine (im Vergleich zur gela¨ufigen Definition etwas schwa¨chere) Symmetrie-Be-
dingung, h(x1, y1;x2, y2) = h(x2, y2;x1, y1) fu¨r alle x1, x2, y1, y2 ∈ Rd,
(c ) und eine (im Vergleich zu Sen etwas sta¨rkere) Forderung der Degeneriertheit,
E h(X1, Y1, ·1 , ·2 ) = 0 PX1 ⊗ P Y1 -fast u¨berall
(mit PX1 ⊗ P Y1 ist das Produktmaß auf dem Produktraum bezeichnet).
Die Kernfunktion h˜ erfu¨llt Neuhaus’ sta¨rkere Degeneriertheitsforderung (c ) nicht.
Um sein Resultat dennoch zu nutzen, ko¨nnen wir seine schwa¨cheren Anforderun-
gen an die Symmetrie (b ) ausnutzen, um eine Kernfunktion zu definieren, die alle
Bedingungen (a )-(c ) erfu¨llt:
h¯(x1, y1;x2, y2) := φ(|x1 − y2|2) + φ(|x2 − y1|2)
−φ(|x1 − x2|2)− φ(|y1 − y2|2).
Dabei werden wir die Quadratintegrierbarkeit des Kerns (a ) im Folgenden durch ge-
eignete Voraussetzungen an die Verteilungen fu¨r PX , P Y stets erfu¨llen. Eine hinrei-
chende Voraussetzung ist beispielsweise PX , P Y ∈ F 2d (φ). Bedingung (b ) gilt offen-
sichtlich und Forderung (c ) ist erfu¨llt, da bei Gu¨ltigkeit der Hypothese fu¨r x, y ∈ Rd
gilt
Eh¯(X1, Y1;x, y) = Eφ(|X1 − y|2) + Eφ(|x− Y1|2)
−Eφ(|X1 − x|2)− Eφ(|Y1 − y|2) = 0.
Wir ko¨nnen also im Folgenden sowohl Resultate nutzen, die fu¨r Kerne gedacht sind,
die in jeder Stichprobe symmetrisch sind, als auch das Resultat von Neuhaus, denn




















Eine Konsequenz der schwa¨cheren Symmetrie ist, dass sich U-Statistiken mit den
von Neuhaus verwendeten Kernen nicht wie sonst in der Form (2.6) schreiben lassen.
Dies la¨sst sich einfach, zum Beispiel durch Wahl von m = n = 2, zeigen. Die von
Neuhaus benutzten U-Statistiken haben die Form










Neben der oben genannten Eigenschaft weisen die von ihm verwendeten U-Statisti-
ken zusa¨tzlich einen anderen Normierungsfaktor auf.
2.3. Darstellung mittels empirischer charakteristischer Funktionen 15
Der Erwartungswert der Teststatistik la¨sst sich auch unter Alternativen leicht be-
stimmen.







X , P Y ) +
1
m





Unter der Hypothese PX = P Y wird dieser Ausdruck zu
ET φm,n = Eφ(|X1 −X2|2).
Beweis. Beachtet man den Fall gleicher Indizes in den Summen in (1.5), so folgt
die Behauptung durch kurze Rechnung.
2.3 Darstellung mittels empirischer
charakteristischer Funktionen
Ist φ ∈ Φ, also φ : [0,+∞) → R eine stetige Funktion mit nicht-konstanter,
vollsta¨ndig monotoner Ableitung auf (0,+∞), so kann φ′ gema¨ß eines Satzes von
Bernstein als Laplace-Transformierte eines positiven, nicht notwendigerweise endli-




exp(−λz) dσ(λ), z > 0, (2.9)
vergleiche Satz A.4 im Anhang. Die Endlichkeit des Maßes σ ist a¨quivalent zur End-
lichkeit von φ′(0) := φ′(0+), siehe Berg, Christensen und Ressel [BCR84, Corollary












[1− exp(−λz)] dσ(λ), z ≥ 0, (2.10)
wobei die Vertauschung der Integrationsreihenfolge auf Grund des nicht-negativen
Integranden nach dem Satz von Fubini erlaubt ist. Die Darstellung von φ u¨ber ein
Maß σ ermo¨glicht die folgende Identita¨t.
Lemma 2.4. Sei φ ∈ Φ. Seien PX , P Y ∈ F 1d (φ) zwei Wahrscheinlichkeitsmaße auf
Bd. Dann gilt mit X ∼ PX , Y ∼ P Y
d2φ(P







∣∣∣ϕX(√2λz)− ϕY (√2λz)∣∣∣2 dNd(0, Id)(z) dσ(λ)
+ 2σ({0}) |EX − EY |2,
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wobei σ ein der Funktion φ durch Gleichung (2.9) zugeordnetes Maß sei und mit
ϕX(z) := E exp(iX
′z)
die charakteristische Funktion der Zufallsvariable X bezeichnet sei. Definiert








dNd(0, 2λId) dσ(λ), B ∈ Bd,
so gilt
d2φ(P
X , P Y ) =
∫
|ϕX(z)− ϕY (z)|2 dτ(z) + 2σ({0}) |EX − EY |2.
Das Maß τ ist σ-endlich.
Beweis. Im Fall σ({0}) > 0 folgt zuna¨chst fu¨r PX , P Y ∈ F 1d (φ) mit (2.10), dass
die Erwartungswerte E|X|2 und E|Y |2 endlich sind.
Ist Z mehrdimensional normalverteilt mit Erwartungswertvektor µ ∈ Rd und Ko-
varianzmatrix Σ ∈ Rd×d, Z ∼ Nd(µ,Σ), so lautet die charakteristische Funktion
von Z







, t ∈ Rd.






2λ(x− y)′z) dNd(0, Id)(z).
Nutzt man dies nach Anwendung von (2.10), so erha¨lt man mit unabha¨ngigen Zu-
fallsvariablen X1, X2 ∼ PX , Y1, Y2 ∼ P Y
d2φ(P
X , P Y ) = 2Eφ(|X1 − Y1|2)− Eφ(|X1 −X2|2)− Eφ(|Y1 − Y2|2)
= E
[







[− exp(−λ|X1 − Y2|2)− exp(−λ|X2 − Y1|2)
+ exp(−λ|X1 −X2|2) + exp(−λ|Y1 − Y2|2)
]
dσ(λ)





















+ 2σ({0}) E [(X1 − Y1)′(X2 − Y2)]
























+ 2σ({0}) |EX1 − EY1|2 .


































dNd(0, Id)(z) dσ(λ) ≤ Eφ(|X1−Y2|2)
endlich sind, la¨sst sich die Integrationsreihenfolge im letzten Schritt vertauschen (die
zusa¨tzlich auftretenden komplexwertigen Ausdru¨cke verschwinden bei Integration
u¨ber die spha¨risch symmetrische Normalverteilung). Mittels algebraischer Induktion







∣∣∣ϕX(√2λz)− ϕY (√2λz)∣∣∣2 dNd(0, Id)(z) dσ(λ)
in der vorletzten Zeile der obigen Rechnung durch das Integral∫
|ϕX(z)− ϕY (z)|2 dτ(z)
bezu¨glich des angegebenen Maßes τ ersetzen la¨sst.
Wir zeigen nun die σ-Endlichkeit von τ . Sei Bk := {z ∈ Rd : |z| ≥ 1/k}, k ∈ N, und
B0 := {0}. Dann gilt fu¨r k ∈ N∫
Bk
dNd(0, 2λId) = P
(






, λ > 0,
wobei Z1, . . . , Zd unabha¨ngig und identisch verteilt (u.i.v.) seien mit einer Standard-
normalverteilung, N(0, 1). Mit u.i.v. Z1, . . . , Z2d ∼ N(0, 1) gilt∫
Bk
dNd(0, 2λId) ≤ P
(



















, λ > 0,
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da Z21 + Z
2
2 exponentialverteilt ist mit Erwartungswert 2. Bekanntlich gilt
log(x) ≥ 1− 1
x
, x > 0, und exp(x) ≥ 1 + x, x ∈ R.
Wendet man diese beiden Ungleichungen nacheinander an, so erha¨lt man
log(1− exp(−x)) ≥ 1− 1
1− exp(−x) =
1
1− exp(x) ≥ −
1
x







≤ 1− exp(−x), x > 0.
Diese Ungleichung ist von eigensta¨ndigem Interesse. Sie besagt, dass die Verteilungs-
funktion einer exponentialverteilten Zufallsvariable X mit Erwartungswert 1 stets
gro¨ßer oder gleich der Verteilungsfunktion von X−1 ist. Eine solche exponentialver-
teilte Zufallsvariable ist also stochastisch kleiner als ihr Kehrwert. In unserem Fall
verhilft die Abscha¨tzung zu∫
Bk
dNd(0, 2λId) ≤ d
(








1− exp (−4λk2d)) dσ(λ) = d φ(4dk2) <∞.
Da die Bk, k ∈ N0 aus den natu¨rlichen Zahlen einschließlich 0, den Rd ausscho¨pfen,
ist τ σ-endlich. Insbesondere wird jedem Kompaktum aus Rd, welches nicht den
Nullpunkt entha¨lt, mittels τ ein endlicher Wert zugeordnet, da es vom Nullpunkt
weg beschra¨nkt ist.
Das Lemma liefert einen alternativen Beweis zur Aussage (b )=⇒(a ) von Satz 2.1.
Der Term zσ({0}) in Gleichung (2.10) macht fu¨r σ({0}) > 0 die Behandlung der
Testgro¨ße und ihres Grenzverhaltens in einem Hilbertraum umsta¨ndlich. Theoretisch
ist es mo¨glich, den Abstand d2φ zu schreiben als
d2φ(P



























2z′E[X] I(λ = 0), z ∈ Rd, λ ∈ [0,+∞),
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denn Aufspalten des Integrationsbereichs von σ liefert
d2φ(P





E [f(λ, z,X)− f(λ, z, Y )]2 dNd(0, Id)(z) dσ(λ)
=
∫
|ϕX(z)− ϕY (z)|2 dτ(z) + 2σ({0})
∫
[z′(EX − EY )]2 dNd(0, Id)(z)
=
∫
|ϕX(z)− ϕY (z)|2 dτ(z) + 2σ({0}) |EX − EY |2.
Dabei bezeichnet I(·) die Indikatorfunktion. Bei der letzten Umformung wurde die
Rotationsinvarianz der Normalverteilung Nd(0, Id) ausgenutzt:∫






dNd(0, Id)(z) = |a|2, a ∈ Rd \ {0},
wobei a/|a| im Integranden durch jeden Vektor der La¨nge 1 ersetzt werden kann.
Wa¨hlt man hier den ersten Einheitsvektor (1, 0, . . . , 0)′ ∈ Rd, so folgt sofort∫




dNd(0, Id)(z) = |a|2
∫
z21 dN(0, 1)(z1) = |a|2.
Bei der Untersuchung der Asymptotik der empirischen Prozesse auf dem Hilbert-
raum
L2(R
d × [0,+∞),Bd ×B≥0,Nd(0, Id)⊗ σ)
wu¨rde man einen Gaußschen Prozess finden. Mittels des Weges u¨ber V-Statistiken
kann man zeigen, dass sich unter der Hypothese als Grenzverteilung eine gewichte-
te Summe von χ21-verteilten Zufallsvariablen ergibt. Die Gewichte entsprechen den
Eigenwerten des Kovarianzoperators des Gaußschen Prozesses, dessen Kern in dem
angegebenen Hilbertraum von jeweils zwei Argumenten, also insgesamt vier Argu-
menten abha¨ngt und dementsprechend unu¨bersichtlich ist. Zieht man sich auf den
Fall σ({0}) = 0 zuru¨ck, so bietet sich der Hilbertraum L2(Rd,Bd, τ) an, in welchem
die Darstellung der Testgro¨ße und die Darstellung des Kovarianzoperators wesent-
lich u¨bersichtlicher ist. Ein weiterer Grund fu¨r die Betrachtung des Falles σ({0}) = 0
ist die Tatsache, dass die Funktionen φ, fu¨r die σ := c δ0 mit c ∈ (0,+∞) ist, die
Geraden φ(z) = cz sind, welche nicht in Φ enthalten sind, da sie eine konstante
Ableitung besitzen. Mit der Darstellung der Ableitung von φ u¨ber das Maß σ sieht
man sofort, dass eine Funktion, fu¨r die σ({0}) > 0 ist, eine Linearkombination aus
einer Geraden und einer Funktion aus Φ ist. U¨berdies ordnen die Maße aller in die-
ser Arbeit na¨her untersuchten Funktionen φ dem Nullpunkt keine Masse zu (fu¨r
eine U¨bersicht siehe Tabelle 2.1). Daher beschra¨nken wir uns bei diesem Weg u¨ber
empirische charakteristische Funktionen auf diejenigen Funktionen φ ∈ Φ, fu¨r deren
durch (2.9) zugeordnetes Maß σ({0}) = 0 gilt. Die Menge dieser Funktionen sei mit






[1− exp(−λz)] dσ(λ), z ≥ 0.
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exp(ix′kz), z ∈ Rd.
Das vorangegangene Lemma fu¨hrt unmittelbar zu einer neuen Darstellung fu¨r die
Testgro¨ße.
Korollar 2.5. Sei φ ∈ Φ0. Die Teststatistik T φm,n der m Beobachtungen der ersten
Stichprobe x1, . . . , xm ∈ Rd und der n Beobachtungen y1, . . . , yn ∈ Rd der zweiten
Stichprobe kann geschrieben werden als
T φm,n(x1, . . . , xm; y1, . . . , yn) =
mn
m+ n
∫ ∣∣ϕ{x1,...,xm}(z)− ϕ{y1,...,yn}(z)∣∣2 dτ(z).
Mit der Beweisfu¨hrung von Lemma 2.4 zeigt man die Identita¨t
φ(|x− y|2) =
∫
[1− cos((x− y)′z)] dτ(z), x, y ∈ Rd, (2.11)
die in der Folge von Nutzen sein wird.
Tabelle 2.1: Maße σ fu¨r unterschiedliche Kernfunktionen φ
Kernfunktion Zugeho¨riges Maß σ









x−1/2 dx fu¨r x > 0
φ(z) = log(1 + z) dσ(x) = exp(−x) dx fu¨r x ≥ 0
φ(z) = 1− 1/(1 + z) dσ(x) = x exp(−x) dx fu¨r x ≥ 0
φ(z) = 1− 1/(1 + z)2 dσ(x) = x2 exp(−x) dx fu¨r x ≥ 0
Tabelle 2.1 listet exemplarisch die zugeho¨rigen Maße σ zu solchen Kernfunktionen
auf, die in spa¨teren Kapiteln genauer untersucht werden. Dabei sei dx das Lebesgue-
Borelsche Maß auf [0,+∞). Setzt man das zur Kernfunktion φ(z) = 1− exp(−z/2)
geho¨rige Maß σ = 1
2
δ1/2 in die Darstellung aus Korollar 2.5 ein, so ergibt sich






∣∣ϕ{x1,...,xm}(z)− ϕ{y1,...,yn}(z)∣∣2 dNd(0, Id)(z).
Mit Hilfe dieser Darstellung hat Bahr die Asymptotik seiner Testgro¨ße untersucht.
Eine fu¨r den vorliegenden, allgemeineren Fall geeignete Herangehensweise an die
Untersuchung findet sich in Abschnitt 3.3.
Kapitel 3
Die asymptotische Verteilung
In diesem Kapitel wird die Verteilung von T φm,n fu¨r m,n→∞ unter der Hypothese
untersucht. Dazu werden die zwei im letzten Kapitel beschriebenen Wege beschrit-
ten.
Wir beginnen mit der Betrachtung von T φm,n als V-Statistik und verwenden ein Re-
sultat von Neuhaus [Neu77], das die Asymptotik von degenerierten U-Statistiken
behandelt. Im Folgenden seien X1, . . . , Xm, Y1, . . . , Yn unabha¨ngige, R
d-wertige Zu-
fallsvariablen. Die X1, . . . , Xm mo¨gen die Verteilung P
X haben, die Y1, . . . , Yn die
Verteilung P Y .
3.1 Asymptotik degenerierter V-Statistiken
Um das bereits in Abschnitt 2.2 erwa¨hnte Resultat von Neuhaus fu¨r degenerierte





















































































Das Maß PXm bezeichnet dabei das zufa¨llige empirische Maß mit Gewichten m
−1
an den Stellen X1, . . . , Xm. Analog bezeichnet P
Y
n das entsprechende zufa¨llige em-








angebracht, um unter der Hypothese eine Grenzverteilung fu¨rm,n→∞ zu erhalten.














fu¨r m,n → ∞ so, dass m
m+n
→ ρ ∈ (0, 1). Zuna¨chst wird die Differenz der V- und
U-Statistik, Rφm,n, untersucht.
3.1.1 Konvergenz der Differenz von V- und U-Statistik
Der Term Rφm,n kann als Linearkombination von drei V-Statistiken aufgefasst werden.
Eine der V-Statistiken ist eine Zwei-Stichproben-V-Statistik der Kernla¨nge (1, 1), die
beiden weiteren sind Ein-Stichproben-V-Statistiken der Kernla¨nge 2. Eichelsbacher
[Eic92] gibt Gesetze der großen Zahlen an, welche die fast sichere Konvergenz der
einzelnen Statistiken garantieren. Fu¨r die Ein-Stichproben-V-Statistiken genu¨gt die
Voraussetzung PX , P Y ∈ F 1d (φ) fu¨r die Konvergenz. Bei der Zwei-Stichproben-V-
Statistik ist die Voraussetzung PX , P Y ∈ F 2d (φ) hinreichend.
Lemma 3.1. Es sei PX , P Y ∈ F 2d (φ). Es sei X1, X2, . . . ∼ PX , Y1, Y2, . . . ∼ P Y
unabha¨ngig. Die Differenz von V- und U-Statistik konvergiert fu¨r m,n → ∞ mit
m
m+n
→ ρ ∈ (0, 1) fast sicher
Rφm,n −→ 2Eφ(|X1 − Y1|2)− ρEφ(|X1 −X2|2)− (1− ρ)Eφ(|Y1 − Y2|2).
Unter der Hypothese PX = P Y wird dies zu
Rφm,n −→ Eφ(|X1 −X2|2)
fast sicher.
Beweis. Die Behauptung folgt mittels Satz B.4, Anhang B, vergleiche auch Ko-
roljuk und Borovskich [KB94, Theorem 3.1.1, S.93, Theorem 3.2.3, S.101], aus der






























Da der Grenzwert des Rests eine Konstante ist, ist im Hinblick auf die Verteilung
der Testgro¨ße die getrennte Behandlung der Terme in (3.2) und (3.3) trotz ihrer
Abha¨ngigkeit zula¨ssig.
3.1.2 Konvergenz der U-Statistik
In diesem Abschnitt werden wir Neuhaus’ Resultat auf die vorliegende Situati-
on anwenden und anschließend vereinfachen. Dazu wird mit den Hilbertra¨umen
L¯2 := L2(R2d,B2d, PX ⊗ PX) und L2 := L2(Rd,Bd, PX) gearbeitet. Abku¨rzend
sei γ¯ := PX ⊗ PX und γ := PX . Das jeweilige Innenprodukt sei in beiden Fa¨llen
mit 〈·, ·〉 bezeichnet. Zur Theorie der Operatoren auf Hilbertra¨umen sei auf den
Anhang C hingewiesen, in dem die hier verwendeten Begriffe und Sa¨tze zusammen-
gefasst sind. Das bereits zu Beginn dieses Kapitels erwa¨hnte Resultat von Neuhaus
ist anwendbar auf U-Statistiken mit Kernen der La¨nge (2, 2), welche die auf S.13f
genannten Bedingungen (a )-(c ) erfu¨llen. Diese Bedingungen werden von dem fu¨r
unsere V-Statistik verwendeten Kern
h¯(x1, y1;x2, y2) := φ(|x1 − y2|2) + φ(|x2 − y1|2)
−φ(|x1 − x2|2)− φ(|y1 − y2|2)
unter der Hypothese PX = P Y erfu¨llt, sofern der Kern quadratintegrierbar ist. Die
bereits in Lemma 3.1 gestellte Forderung PX , P Y ∈ F 2d (φ) garantiert dies. Es folgt
der Satz von Neuhaus angewendet auf die vorliegende Situation.
Satz 3.2 (Neuhaus [Neu77, Theorem 1.1, S.425]). Sei φ ∈ Φ und die Vertei-
lung PX ∈ F 2d (φ). Es seien X1, X2, . . . , Y1, Y2, . . . ∼ PX unabha¨ngig. Dann gilt fu¨r
m,n→∞, so dass m
m+n
























σ )σ zwei unabha¨ngige Folgen unabha¨ngiger standardnormal-
verteilter Zufallsvariablen. Die Konstanten aσ, bσ sind gegeben durch








Die Funktionen (f¯σ)σ, f¯σ ∈ L¯2 bezeichnen eine Abza¨hlung der orthonormalen Ei-
genfunktionen mit∫
f¯σ dγ¯ = 0
des Operators
H¯ :
L¯2 → L¯2 ,
f( ·1 , ·2 ) 7→
∫
h¯( ·1 , ·2 ;x, y) f (x, y) dγ¯(x, y)
zu den entsprechend ihrer Vielfachheit geza¨hlten Eigenwerten (λ¯σ)σ.
Da PX ∈ F 1d (φ), ist PX nicht degeneriert. Der Operator H¯ ist also ungleich dem
Nulloperator, so dass wir Konvergenz gegen eine nicht-konstante Zufallsvariable er-
halten.
Dieses Resultat kann weitgehend vereinfacht werden. Dazu ist es erforderlich, die
Eigenschaften des Operators H¯ zu betrachten.
Lemma 3.3. Es seien die Voraussetzungen von Satz 3.2 erfu¨llt. Dann ist der Ope-
rator H¯ von der Hilbert-Schmidt-Klasse, kompakt, selbstadjungiert und normal. Der
Kern des Operators kann geschrieben werden als
h¯(x1, y1;x2, y2) =
∑
σ
λ¯σf¯σ(x1, y1) f¯σ(x2, y2), (3.5)
wobei (f¯σ)σ eine Aufza¨hlung der normierten Eigenfunktionen zu den Eigenwerten
(λ¯σ)σ sei. Die Konvergenz in der Reihe (3.5) ist in L2
(
(R2d,B2d, γ¯)× (R2d,B2d, γ¯)).
Beweis. Wegen der Symmetrie des Kerns (b ) ist H¯ selbstadjungiert. Damit ist H¯
ein normaler Operator. Da der Kern h¯ quadratintegrierbar ist, ist nach Dunford
und Schwartz, Lemma C.6, H¯ ein Operator der Hilbert-Schmidt-Klasse und somit
kompakt. Es folgt mit Lemma C.7 die Darstellung (3.5).
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Der Kern h¯ hat die wichtige Eigenschaft h¯(x1, y1;x2, y2) = −h¯(y1, x1;x2, y2). Es folgt
somit
λ¯σf¯σ(x, y) = (H¯f¯σ)(x, y)
=
∫
h¯(x, y, u, v) f¯σ (u, v) dγ¯(u, v)
= −
∫
h¯(y, x, u, v) f¯σ (u, v) dγ¯(u, v) (3.6)
= −(H¯f¯σ)(y, x) = −λ¯σf¯σ(y, x),
also a2σ/(1 − ρ) = b2σ/ρ. Da die Wurzelkonvexkombination zweier unabha¨ngiger,
standardnormalverteilter Variablen wieder standardnormalverteilt ist, vereinfacht






















Die cσ lassen sich mit folgendem Lemma noch weiter vereinfachen.
Lemma 3.4. Es seien die Voraussetzungen von Satz 3.2 erfu¨llt. Die Funktionen
(fσ)σ mit fσ : R
d → R, definiert durch
fσ(x) :=
√
2 Ef¯σ(x, Y1), x ∈ Rd,
sind orthonormale Eigenfunktionen des Operators
H :
L2 → L2 ,
f 7→
∫
h( · , x) f (x) dγ(x)
mit h(x, y) := Eh¯(x, Y1; y, Y2) zu den positiven Eigenwerten (λ¯σ/2)σ.
Beweis. Es seien f¯σ, f¯τ Eigenfunktionen des Operators H¯ zu den Eigenwerten λ¯σ, λ¯τ
und fσ, fτ wie im Lemma angegeben definiert. Die nu¨tzliche Antisymmetrie (3.6)
verhilft zur Rechnung















′, y′)h¯(x, y2;x′′, y′′)
]
f¯σ(x
′, y′)f¯τ (x′′, y′′) dγ7(x′, y′, x′′, y′′, y1, y2, x)





φ(|x− y′|2) + φ(|y1 − x′|2)− φ(|x− x′|2)− φ(|y1 − y′|2)
]
[
φ(|x− y′′|2) + φ(|y2 − x′′|2)− φ(|x− x′′|2)− φ(|y2 − y′′|2)
]
f¯σ(x






2φ(|x− y′|2) + 2φ(|y1 − x′|2)
]
[
2φ(|x− y′′|2) + 2φ(|y2 − x′′|2)
]
f¯σ(x








φ(|x− y′|2)φ(|x− y′′|2) + φ(|y − x′|2)φ(|x− y′′|2)]
f¯σ(x






2 φ(|x− y′|2)φ(|x− y′′|2) + 2 φ(|y − x′|2)φ(|y − x′′|2)
+ 2 φ(|y − x′|2)φ(|x− y′′|2) + 2 φ(|x− y′|2)φ(|y − x′′|2)]
f¯σ(x





2 φ(|x− y′|2) + 2 φ(|y − x′|2)][
2 φ(|x− y′′|2) + 2 φ(|y − x′′|2)]
f¯σ(x








h¯(x, y;x′, y′)h¯(x, y;x′′, y′′)
]
f¯σ(x
′, y′)f¯τ (x′′, y′′) dγ6(x′, y′, x′′, y′′, y, x)
= 〈f¯σ, f¯τ 〉,
wobei γn das n-fache Produktmaß von γ bezeichnet
γn = γ ⊗ . . .⊗ γ︸ ︷︷ ︸
n−mal
.
Die Orthonormalita¨t der (f¯σ)σ u¨bertra¨gt sich also auf die (fσ)σ. fσ ist eine Eigen-



















[φ(|x− y′|2) + φ(|y − x′|2)− φ(|x− x′|2)− φ(|y − y′|2)]
f¯σ(x
′, y′) dγ3(x′, y′, y)












[−φ(|x− x′|2) + φ(|y1 − x′|2) + φ(|x− y2|2)− φ(|y1 − y2|2)]
f¯σ(x






wobei in (?) die Eigenschaft
∫
f¯ dγ¯ = 0 der orthonormalen Eigenfunktionen ausge-
nutzt wurde, um die letzten beiden Summanden hinzuzufu¨gen. Weiterhin ist dort y
in y1 umbenannt worden.
Dieses Lemma zeigt c2σ = 〈 1√2fσ, 1√2fσ〉 = 12 . Die Eigenfunktionen (f¯σ)σ bzw. (fσ)σ











Uφm,n fu¨r m,n→∞ mit mm+n → ρ ∈ (0, 1). Auch der Mischungsparameter ρ
taucht nicht mehr auf.
Das letzte Lemma la¨sst hoffen, dass sich statt der (halben) Eigenwerte von H¯ auch
die Eigenwerte vonH als Gewichte in der U-Statistik verwenden lassen. Dazu ist eine
Bijektion zwischen den von Null verschiedenen Eigenwerten erforderlich. Dies la¨sst
sich erreichen, indem man zuna¨chst zeigt, dass alle Eigenwerte von H nicht-negativ
sind. Damit sind auch alle Eigenwerte von H¯ dank des letzten Lemmas nicht-negativ.
Man sagt, ein Operator sei von der Spurklasse, wenn die Summe der Betra¨ge seiner
Eigenwerte endlich ist. Bei Integraloperatoren des hier verwandten Typs kann man
in einem solchen Fall zeigen (vergleiche Brislawn, Lemma C.10), dass die Summe
der Eigenwerte dem Integral u¨ber die Diagonale des Kerns entspricht. Wa¨re also H

















Dies ist gleichbedeutend mit einer Bijektion zwischen den positiven Eigenwerten
von H und H¯. Fu¨r die Grenzverteilung der V-Statistik erga¨be sich sodann mit
Lemma 3.1 und Satz 3.2 als Summe der asymptotischen Verteilung der U-Statistik
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als asymptotische Verteilung der V-Statistik fu¨r m,n→∞.
Wir zeigen nun, dass der Operator H von der Spurklasse ist, und alle von 0 verschie-
denen Eigenwerte positiv sind. Letzteres ist genau dann der Fall, wenn H positiv
ist, d.h. 〈Hf, f〉 ≥ 0 fu¨r alle f ∈ L2 ist.
Satz 3.5. Sei φ ∈ Φ und PX ∈ F 2d (φ). Dann ist der Operator H positiv und von
der Spurklasse.
Beweis. Fu¨r den Nachweis der Spurklasseneigenschaft beno¨tigen wir den auf
K = K(k) := [−k,+k]d, k ∈ (0,+∞),
eingeschra¨nkten Operator
HK :
L2(K,BK , γK) → L2(K,BK , γK) ,
f 7→
∫
hK( · , x) f(x) dγK(x),
wobei hK(x, y) :=
∫
h¯(x, u; y, v) d(γK ⊗ γK)(u, v) und γK die Einschra¨nkung von
γ auf die Borelsche Spur-σ-Algebra auf K, BK , sei. Sei nun die Funktion f ∈






h¯(x1, y1;x2, y2) I(x1, y1, x2, y2 ∈ K)f(x1)f(x2) dγ4(x1, y1, x2, y2)
= E
[(
φ(|X1 − Y2|2) + φ(|X2 − Y1|2)− φ(|Y1 − Y2|2)− φ(|X1 −X2|2)
)




[(exp( iX ′1z)− exp( iY ′1z)) I(X1, Y1 ∈ K)f(X1)
(exp(−iX ′2z)− exp(−iY ′2z)) I(X2, Y2 ∈ K)f(X2)] dτ(z)
+σ({0})E
[(|X1 − Y2|2 + |X2 − Y1|2 − |Y1 − Y2|2 − |X1 −X2|2)




|E [(exp( iX ′1z)− exp( iY ′1z)) I(X1, Y1 ∈ K)f(X1)]|2 dτ(z)
+2σ({0}) |E [(X1 − Y1)I(X1, Y1 ∈ K)f(X1)]|2
≥ 0,
wobei X1, X2, Y1, Y2 ∼ γ unabha¨ngig. Die Beschra¨nktheit wurde gefordert, um die
Vertauschung von Erwartungswert und Integral zu ermo¨glichen. Eine unbeschra¨nkte
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Funktion f ∈ L2(K,BK , γK) approximiere man durch eine Folge beschra¨nkter Funk-
tionen (fn)n, welche in der L2(K,BK , γK)-Norm gegen f streben. Mit der Cauchy-
Schwarzschen Ungleichung folgt unter Beru¨cksichtigung der Quadratintegrierbarkeit




Also ist HK positiv.
Als Na¨chstes zeigen wir, dassHK von der Spurklasse ist.HK ist ein Hilbert-Schmidt-
Operator, vergleiche Lemma C.6, der offensichtlich (siehe Lemma 3.3) beschra¨nkt,
kompakt und selbstadjungiert ist. Es existiert daher (vergleiche Lemma C.7) zu
jedem k ∈ (0,+∞) ein L2(K,BK , γK)-Orthonormalsystem von Eigenfunktionen
(fKσ ) zu den ho¨chstens abza¨hlbar vielen positiven Eigenwerten (λ
K











wobei es sich um Konvergenz in L2((K,BK , γK)× (K,BK , γK)) handelt. Der Kern
hK ist stetig auf K ×K, so dass eine verallgemeinerte Form des Satzes von Mercer
(vergleiche Lemma C.8) sogar gleichma¨ßige Konvergenz in (3.7) liefert. Integration
u¨ber die Diagonale liefert daher∫




Der Operator HK ist von der Spurklasse. Um dies auf den Fall k = +∞, also auf
den Operator H zu u¨bertragen, beno¨tigen wir die Konvergenz von HK gegen H in




induzierten Metrik. Die Norm ‖ · ‖ bezeichne die Norm auf L2. Fu¨r die Konvergenz
fassen wir zuna¨chst HK als Operator auf L2 auf. Fu¨r eine Funktion f ∈ L2 mit
‖f‖ ≤ 1 gilt dann mit der Cauchy-Schwarzschen Ungleichung∥∥[H −HK ]f∥∥2
=
∫ [∫ [
h¯(x1, y1;x2, y2)− h¯(x1, y1;x2, y2)I(x1, y1, x2, y2 ∈ K)
]
f(x2)





h¯2(x1, y1;x2, y2) [1− I(x1, y1, x2, y2 ∈ K)] dγ4(x1, y1, x2, y2).
Fu¨r k → ∞ strebt dieser Ausdruck auf Grund seiner Endlichkeit (Quadratinte-
grierbarkeit der Kernfunktion) mit Anwendung des Satzes von der majorisierten
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Konvergenz gegen 0. Dann existieren nach Dunford und Schwartz, Satz C.4, geeig-
nete Folgen (λKσ )σ von Eigenwerten von H
K , so dass fu¨r jedes σ die Eigenwerte λKσ
fu¨r k → ∞ gegen λσ konvergieren. Dabei sei in allen Folgen jeder Eigenwert so oft
aufgefu¨hrt, wie es seine Vielfachheit angibt. Die Konvergenz ist gleichma¨ßig in σ.




















wobei schließlich der Satz von der majorisierten Konvergenz Verwendung findet. Mit




h(x, x) dγ(x) = Eφ(|X1 −X2|2) <∞.
Der Operator H ist somit von der Spurklasse. Mit der zuvor fu¨r HK angebrachten
Argumentation sieht man, dass H positiv ist, also die Eigenwerte von H nicht-
negativ sind. Alternativ folgt dies auch aus der Konvergenz der positiven Eigenwerte
von HK .
Ohne die eben verwendete Beweistechnik wiederholen zu mu¨ssen, erhalten wir wie
angeku¨ndigt als sofortige Konsequenz das folgende Korollar.
Korollar 3.6. Sei φ ∈ Φ und PX ∈ F 2d (φ). Dann ist der Operator H¯ positiv und
von der Spurklasse.
Der na¨chste Satz fasst die vor Satz 3.5 bereits angeku¨ndigten Ergebnisse zur Asym-
ptotik zusammen.
















fu¨r m,n → ∞ mit m
m+n
→ ρ ∈ (0, 1), wobei (Zσ)σ eine Folge unabha¨ngiger stan-




2d,B2d, γ¯) → L2(R2d,B2d, γ¯) ,
f( ·1 , ·2 ) 7→
∫
h¯( ·1 , ·2 ;x, y) f (x, y) dγ¯(x, y)
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mit
h¯(x1, y1;x2, y2) := φ(|x1 − y2|2) + φ(|x2 − y1|2)
−φ(|x1 − x2|2)− φ(|y1 − y2|2), x1, y1, x2, y2 ∈ Rd.
Die Folge (λσ)σ bezeichne die Eigenwerte des Operators
H :
L2(R
d,Bd, γ) → L2(Rd,Bd, γ) ,
f 7→
∫
h( · , x) f (x) dγ(x) (3.9)
mit h(x, y) := Eh¯(x, Y1; y, Y2), x, y ∈ Rd. Die Eigenwerte beider Operatoren sind
nicht-negativ und die positiven Eigenwerte von H entsprechen bis auf den Faktor 1
2
den positiven Eigenwerte von H¯ (einschließlich Vielfachheit).
Bei der Untersuchung von Bahadur- und Pitman-Effizienzen sowie bei der Betrach-
tung des Verfahrens als Anpassungstest wird eine Art Ein-Stichproben-Variante des
letzten Satzes beno¨tigt.
Satz 3.8. Sei φ ∈ Φ, PX ∈ F 2d (φ) und X1, X2, . . . ∼ PX unabha¨ngig. Es bezeichne



















wobei die Variablen (λσ)σ, (λ¯σ)σ und (Zσ)σ in der letzten Gleichung wie im voran-
gegangenen Satz definiert seien.










h¯(Xi, x1;Xj, x2) d(P







h¯(Xi, x1;Xj, x2) d(P







h¯(Xi, x1;Xi, x2) d(P







h¯(Xi, x1;Xi, x2) d(P
X ⊗ PX)(x1, x2) −−−→
m→∞
Eφ(|X1 −X2|2).
Die Behauptung folgt nun aus Theorem 1.2 von Neuhaus [Neu77, Theorem 1.2,
S.426] und U¨berlegungen analog zum vorherigen Satz.
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3.2 Spezialfa¨lle beim Crame´r-Kern
Es ist schwierig, explizite Ergebnisse fu¨r die Eigenwerte der Operatoren H, H¯ zu
erhalten. Den Fall des Kerns φ(z) =
√
z/2 des Crame´r-Tests betrachten wir im
Eindimensionalen genauer.
Die Verteilung unter der Hypothese PX ∈ F 2d (φ), φ(z) =
√
z/2, z ≥ 0, besitze eine
auf einem (gegebenenfalls unbeschra¨nkten) Intervall R positive, stetige Dichte g
bezu¨glich des Lebesgue-Borelschen Maßes, die außerhalb von R verschwindet. Wir
suchen nach den Eigenwerten des Operators H




mit unabha¨ngigen X2, Y1, Y2 ∼ PX . Dann ist f eine Eigenfunktion von H, wenn
2λf(x) = 2E [h(x,X2)f(X2)] (3.10)
=
∫
[|y − y1| − |x− y|] f(y)g(y1)g(y) dy1 dy
=
∫








fu¨r alle x aus dem Innern R˚ des Tra¨gers R von PX , wobei wir die Eigenschaft
Ef(X) = 0 orthogonaler Eigenfunktionen f von H ausgenutzt haben. Diese Darstel-
lung erlaubt es, f auf dem Innern des Tra¨gers von PX als stetige und differenzierbare
Funktion zu behandeln. Leitet man den Ausdruck zweimal nach x ab, so folgt
2λf ′′(x) = −2f(x)g(x), (3.11)
fu¨r x ∈ R˚. Das heißt, dass Eigenfunktionen f zum Eigenwert λ des Integraloperators
H mit Ef(X) = 0 die vorangestellte Differentialgleichung erfu¨llen mu¨ssen. Hat man
also eine allgemeine Lo¨sung der Differentialgleichung gefunden, so kann man durch
Einsetzen in die Integralgleichung die Eigenwerte ermitteln. Dieses demonstrieren
wir am Beispiel der Gleichverteilung.
3.2.1 Die Gleichverteilung
Sei die Verteilung unter der Hypothese die Gleichverteilung auf R = [−a/2,+a/2]
PX = unif ([−a/2,+a/2]), a ∈ (0,+∞).
Die Differentialgleichung (3.11) lautet dann
λf ′′(x) = −1
a
f(x), x ∈ (−a/2,+a/2).
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Einsetzen in die urspru¨ngliche Integralgleichung (3.10) liefert



























, σ ∈ N.
















Jetzt sei die Verteilung unter der Hypothese die Standardnormalverteilung PX =
N(0, 1). Die Dichtefunktion sei mit g bezeichnet. Die Differentialgleichung, die es zu
lo¨sen gilt, lautet








f(x), x ∈ R. (3.12)
Da sich die Lo¨sung dieser Differentialgleichung mit den bekannten Methoden nicht in
geschlossener Form ermitteln la¨sst, mu¨ssen wir selbst in diesem scheinbar einfachen
Fall auf numerische Methoden zur Bestimmung der Eigenfunktionen und Eigenwerte
zuru¨ckgreifen.
Wir nehmen nun an, dass die Integralgleichung (3.10) eine ungerade Eigenfunktion
besitzt. Fu¨r ungerade Eigenfunktionen f zum Eigenwert λ muss neben der Differen-
tialgleichung auch folgende Gleichung erfu¨llt sein, welche sich durch Einsetzen der
Differentialgleichung (3.11) in die Integralgleichung (3.10) sowie partielle Integration












yf ′′(y) dy + 2x
∫ ∞
0




= 2λf(x)− 2λxf ′(x) + 2x
∫ ∞
0
f(y)g(y) dy + 2λxf ′(x)− 2λxf ′(0)
= 2λf(x) + 2x
∫ ∞
0





f(x)g(x) dx = 0. (3.14)
Ohne Beschra¨nkung der Allgemeinheit kann man voraussetzen, dass, falls f ′(0) nicht
verschwindet, f ′(0) = 1 ist. Mit Hilfe numerischer Methoden la¨sst sich nun fu¨r gege-
benes λ eine Lo¨sung fλ zur Differentialgleichung (3.12) zu den Anfangsbedingungen






definieren, deren Nullstellen es zu finden gilt. Jede Nullstelle entspricht einem Ei-
genwert zu einer ungeraden Eigenfunktion. Numerisch ergibt sich so als gro¨ßter
Eigenwert
λ1 ≈ 0.2972739
und λ3 ≈ 0.04484 als na¨chster Eigenwert zu einer ungeraden Eigenfunktion. Der
Eigenwert λ1 muss einfach sowie der gro¨ßte sein, denn die Summe der Eigenwerte











also kleiner als 2λ1. Durch Diskretisierung des Integraloperators la¨sst sich nach-
weisen, dass der so mit Hilfe der Differentialgleichung ermittelte gro¨ßte Eigenwert
samt der zugeho¨rigen Eigenfunktion numerisch mit dem gro¨ßten Eigenwert des dis-
kretisierten Problems und der zugeho¨rigen Eigenfunktion u¨bereinstimmt. Auch fu¨r






|y − y1|f(y)g(y1)g(y) dy1 dy = 0. (3.15)
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Abbildung 3.1: Die Eigenfunktion zum gro¨ßten Eigenwert bei Normalverteilung














Numerische ermittelte 1. Eigenfunktion
Angepasste Fehlerfunktion
Auch hier kann man fu¨r ein gegebenes λ die Differentialgleichung (3.12) lo¨sen, Glei-
chung (3.15) als Funktion von λ auffassen und nach Nullstellen suchen. Numerische
Experimente lassen allerdings vermuten, dass der Grenzwert limx→∞ f(x) nur dann
existiert, wenn f eine Eigenfunktion ist. In Anbetracht dessen, dass fu¨r die spa¨tere
Untersuchung von approximativen Bahadur-Effizienzen lediglich der bereits gefun-
dene gro¨ßte Eigenwert von Bedeutung ist, wird auf eine weitere Behandlung dieses
Problems verzichtet.
Eine Kuriosita¨t sei jedoch noch bemerkt. Bei der Betrachtung der mit dem beschrie-
benen Verfahren erhaltenen ersten Eigenfunktion fλ1 (siehe Abbildung 3.1) kann
man den Eindruck gewinnen, dass es sich um eine skalierte Fehlerfunktion handelt.






exp(−t2) dt, x ∈ R,
in die umgeformte Integralgleichung (3.13) ein, so kann man zwei Beziehungen zwi-
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was durch a = 0.799177 . . . gelo¨st wird. Setzt man nun erf(a ·) mit dem gefundenen
a in den Rayleigh-Quotienten ein, so erha¨lt man als untere Schranke fu¨r den gro¨ßten





〈Herf(a ·), erf(a ·)〉
〈erf(a ·), erf(a ·)〉 ≈ 0.29727286.
Die geringe Abweichung von Fehlerfunktion und tatsa¨chlicher Eigenfunktion (ver-
gleiche Abbildung 3.1) sowie der ermittelten unteren Schranke 0.2972728 . . . fu¨r den
gro¨ßten Eigenwert 0.2972739 . . . ist verblu¨ffend.
Die angestellten U¨berlegungen zeigen, dass selbst in einfachen Spezialfa¨llen, bei de-
nen sogar die ansonsten unbekannte, beiden Stichproben zu Grunde liegende, ge-
meinsame Verteilung gegeben ist, die exakte Bestimmung der Eigenwerte schwierig
ist. Gesucht sind also numerische Methoden zur Festlegung des kritischen Wertes.
Diesen werden wir uns in Kapitel 4 zuwenden.
3.3 Asymptotik Hilbertraum-wertiger
Zufallselemente
Das Ergebnis dieses Abschnittes wird eine Aussage u¨ber die asymptotische Vertei-
lung der Zufallsvariablen T φm,n fu¨r m,n → ∞ sein unter der Hypothese, dass beide
Stichproben derselben Grundgesamtheit entspringen. Dabei wa¨hlen wir eine andere
Betrachtungsweise als in Abschnitt 3.1: Wir untersuchen Hilbertraum-wertige Zu-
fallselemente, deren Normquadrat die Testgro¨ße beschreibt. T φm,n wird wie zuvor
angewendet auf m Zufallsvariablen einer u.i.v. Folge von Zufallsvariablen X1, X2, . . .
und n Zufallsvariablen einer davon unabha¨ngigen u.i.v. Folge von Zufallsvariablen
Y1, Y2, . . ., wobei X1, Y1 ∼ PX .
Die in Korollar 2.5 verwendeten, komplexwertigen charakteristischen Funktionen
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(cos+ sin)(Y ′` z)
]2
dτ(z),
wobei wir die spha¨rische Symmetrie von τ und die Tatsache, dass cos(·) sin(·) unge-










(cos+ sin)(X ′kz)− E(cos+ sin)(X ′z)
)
, z ∈ Rd,
beschra¨nken. Hierbei sei X ∼ PX . Unter der Hypothese heben sich die Erwartungs-












Bahr hat in seiner Arbeit einem Beweis von Gine´ folgend ein Verteilungskonver-
genzresultat fu¨r den empirischen Kosinus-Sinus-Prozess als stetigen Prozess auf Rd
gezeigt. Dafu¨r beno¨tigte er die Endlichkeit des zweiten Moments von X. Anschlie-
ßend gelang der Nachweis der Verteilungskonvergenz des Integrals u¨ber das Quadrat
der Prozesse. Dieser Schritt macht im allgemeineren Fall des nicht notwendigerweise
endlichen Maßes τ Probleme, da der Satz von der stetigen Abbildung nicht direkt
anwendbar ist. Eine Verallgemeinerung der Vorgehensweise von Bahr [Bah96, Satz
4.5, S.43] ist dennoch mo¨glich, wenn man auf eine Technik zuru¨ckgreift, die unter
anderem von Billingsley allgemein formuliert wurde, und hier wie folgt angewen-
det werden kann: die Integration u¨ber ein Kompaktum, die dortige Anwendung des
Satzes von der stetigen Abbildung, der Nachweis, dass sich bei Vergro¨ßerung des
Kompaktums eine geeignete Zufallsvariable ergibt (hier ist sogar fast sichere Kon-
vergenz mo¨glich) und das Integral u¨ber den Bereich außerhalb des Kompaktums
geeignet klein wird.
Hilfssatz 3.9 (Billingsley). Seien AN,k, AN , Bk und A Zufallsvariablen in S, wobei















P (d(AN,k, AN) ≥ ε) = 0




Beweis. Siehe Billingsley [Bil99, Theorem 3.2, S.28].
Unter der Voraussetzung der Endlichkeit des zweiten Moments la¨sst sich damit
die Argumentation von Bahr fu¨r die Verteilungskonvergenz der Testgro¨ße sowie die
Karhunen-Loe`ve-Entwicklung analog auf unseren Fall u¨bertragen.
Alternativ ist es mo¨glich, den empirischen Kosinus-Sinus-Prozess als Zufallselement
im Hilbertraum H := L2(Rd,Bd, τ) zu betrachten und den zentralen Grenzwert-
satz im Hilbertraum anzubringen, um die Verteilungskonvergenz gegen ein Gauß-
sches Zufallselement zu zeigen. Die Konvergenz der Testgro¨ße folgt dann aus dem
Satz von der stetigen Abbildung und die Karhunen-Loe`ve-Entwicklung aus einer
verteilungsgleichen Darstellung des Gaußschen Zufallselementes in der Basis der Ei-
genfunktionen seines Kovarianzoperators. Wir betrachten nun diesen Weg genauer,
da bei dieser Vorgehensweise keine Forderungen an die Endlichkeit der Momente von
X gestellt werden mu¨ssen. Die Theorie Hilbertraum-wertiger Zufallselemente ist in
Anhang D genauer beleuchtet.
Die Grenzverteilung des empirischen Kosinus-Sinus-Prozesses erha¨lt man ohne Um-
schweife aus dem zentralen Grenzwertsatz im Hilbertraum.
Satz 3.10. Es sei φ ∈ Φ0 und PX ∈ F 1d (φ). Die Zufallsvariablen X1, X2, . . . seien




Z in H ,
wobei Z ein zentriertes Gaußsches Zufallselement in H ist, welches denselben Ko-
varianzoperator besitzt wie das Zufallselement
X(z) := (cos+ sin)(X ′1z)− E(cos+ sin)(X ′z), z ∈ Rd.
Beweis. Es seiA die σ-Algebra des zu Grunde liegendenWahrscheinlichkeitsraums.
Dann ist X eine A ⊗Bd/B-produktmessbare Abbildung, da X stetige Pfade besitzt
(siehe Dudley [Dud89, Proposition 12.2.1, S.355]).
Der vorliegende Hilbertraum L2(R
d,Bd, τ) ist separabel (siehe beispielsweise Cohn
[Coh80, Proposition 3.4.5, S.110]). Um nachzuweisen, dass eine produktmessbare
Abbildung X als Hilbertraum-wertiges Zufallselement aufgefasst werden kann, also
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A /B(H )-messbar ist, wobei B(H ) die Borelsche σ-Algebra auf H ist, genu¨gt es
deshalb zu zeigen, dass 〈X, e〉 fu¨r alle e ∈ H eine reelle Zufallsvariable ist (siehe
Vakhania, Tarieladze und Chobanyan [VTC87, Theorem 1.1, S.89]). Auf Grund der
Produktmessbarkeit gilt mit unabha¨ngigen X,X1, X2 ∼ PX
E‖X‖2 = E
∫
[(cos+ sin)(X ′1z)− E(cos+ sin)(X ′z)]2 dτ(z)
= E
∫
[(cos+ sin)(X ′1z)− (cos+ sin)(X ′z)]
[(cos+ sin)(X ′1z)− (cos+ sin)(X ′2z)] dτ(z)
=
∫
E [ 1− cos ((X1 −X)′z) + 1− cos ((X1 −X2)′z)
−1 + cos ((X −X2)′z)] dτ(z)
= Eφ(|X1 −X2|2) <∞.
Fast alle Pfade von X sind also Elemente von H . Da 〈X, e〉 A /B-messbar ist,
handelt es sich somit um eine reelle Zufallsvariable, die Erwartungswert 0 hat (Pro-
duktmessbarkeit).
Da X zentriert ist und E‖X‖2 < ∞ sind die Voraussetzungen des zentralen Grenz-
wertsatzes im Hilbertraum, Satz D.5 erfu¨llt und die Behauptung folgt.
Der Kovarianzoperator C von X ist definiert durch






E [X(y)X(z)] e(z) dτ(z)e(y) dτ(y),
e ∈ H . Wegen der Eindeutigkeit des Kovarianzoperators handelt es sich also um
den selbstadjungierten, positiven Hilbert-Schmidt-Integraloperator
C :
L2(R
d,Bd, τ) → L2(Rd,Bd, τ) ,
e 7→
∫
c( · , z)e(z) dτ(z),
wobei fu¨r y, z ∈ Rd
c(y, z) = E [X(y)X(z)]
= E [(cos+ sin)(X ′1y)(cos+ sin)(X
′
1z)]
−E [(cos+ sin)(X ′1y)] E [(cos+ sin)(X ′1z)] .
Gilt m
m+n
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im Raum H eine unmittelbare Konsequenz des vorangegangenen Satzes, da die
Wurzelkonvexkombination zweier unabha¨ngiger Gaußscher Zufallselemente mit glei-
cher Kovarianzstruktur ebenfalls ein Gaußsches Zufallselement mit eben dieser Ko-
varianzstruktur ist.
Die Karhunen-Loe`ve-Entwicklung folgt nun sofort mit dem folgenden Korollar.
Korollar 3.11. Es sei φ ∈ Φ0 und PX ∈ F 1d (φ). Die Zufallsvariablen X1, X2, . . .,
Y1, Y2, . . . seien unabha¨ngig und identisch verteilt mit Verteilung P
X . Es gelte m
m+n
→









wobei (Zσ)σ eine Folge unabha¨ngiger standardnormalverteilter Zufallsvariablen ist
und (λ˜σ)σ die Folge der positiven Eigenwerte des Operators
C :
L2(R
d,Bd, τ) → L2(Rd,Bd, τ) ,
e 7→
∫
c( · , z)e(z) dτ(z),
ist. Der Kern c : Rd × Rd → R des Integraloperators ist definiert durch
c(y, z) := E [(cos+ sin)(X ′1y)(cos+ sin)(X
′
1z)]
−E [(cos+ sin)(X ′1y)] E [(cos+ sin)(X ′1z)] .
Beweis. Mit dem Satz von der stetigen Abbildung folgt aus der Verteilungskonver-
genz der Zufallselemente in H auch die Verteilungskonvergenz der Quadrate der
Normen der Zufallselemente. Es gilt nun das Normquadrat 〈Z,Z〉 durch die Reihe
(3.17) darzustellen. Dazu seien (eσ), σ ∈ N, ein orthonormales System aus Eigenvek-





ein Zufallselement in H ist, welches dieselbe Verteilung wie Z hat. Dabei bezeichne
(Zσ)σ eine Folge unabha¨ngiger standardnormalverteilter Zufallsvariablen.





λ˜σZσeσ, aufgefasst als Abbildungen von Ω× Rd nach
R sind Elemente des L2(Ω × Rd,A ⊗Bd, P ⊗ τ) und bilden in diesem Raum eine
Cauchyfolge, da C von der Spurklasse ist. Also ist Y, aufgefasst als Abbildung von
Ω×Rd nach R ein Element aus L2(Ω×Rd,A ⊗Bd, P ⊗ τ) und damit A ⊗Bd/B-
messbar. Wie im Beweis von Satz 3.10 folgt, dass 〈Y, e〉 fu¨r e ∈ L2(Rd,Bd, τ) eine
reelle Zufallsvariable und damit Y ein Hilbertraum-wertiges Zufallselement ist.
In der L2(Ω,A , P )-Norm konvergiert fu¨r jedes e ∈ L2(Rd,Bd, τ) die Zufallsvariable
〈Yn, e〉 gegen 〈Y, e〉, denn mit der Cauchy-Schwarzschen Ungleichung folgt
E [〈Y, e〉 − 〈Yn, e〉]2 = E
[∫




(Y(z)− Yn(z))2 dτ(z) −−−→
n→∞
0,
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wegen der L2-Konvergenz im Produktraum. Es ist fu¨r jedes e ∈ L2(Rd,Bd, τ) die Zu-
fallsvariable 〈Yn, e〉 normalverteilt. Zum Beispiel mittels Betrachtung der zugeho¨ri-
gen charakteristischen Funktionen macht man sich klar, dass 〈Y, e〉 ebenfalls normal-
verteilt ist sowie den Erwartungswert 0 und die Varianz
∑∞
σ=1 λ˜σ (〈eσ, e〉)2 besitzt.
Das Zufallselement Y ist also ein Gaußsches Zufallselement des H dessen Erwar-
tungswert 0 ist und dessen Kovarianzoperator eindeutig durch die Beziehung
E
[〈Y, e〉2] = ∞∑
σ=1
λ˜σ (〈eσ, e〉)2
festgelegt wird. Fu¨r das ebenfalls zentrierte Gaußsche Zufallselement Z gilt
E

















Also stimmen die Kovarianzoperatoren von Y und Z und damit auch die Verteilungen
in H u¨berein. ‖Y‖2 und ‖Z‖2 besitzen daher dieselbe Verteilung.
Das Normquadrat von Yn konvergiert im L1-Sinn und damit in Verteilung gegen das
Normquadrat von Y, da mittels zweifacher Anwendung der Cauchy-Schwarzschen
Ungleichung











Der erste Faktor der letzten Zeile strebt gegen 0, denn fasst man wie zuvor Yn und Y
als Abbildungen des Produktraums Ω×Rd in die reellen Zahlen auf, so konvergieren
diese gegeneinander im L2(Ω × Rd,A ⊗ Bd, P ⊗ τ)-Sinn. Der zweite Faktor ist
beschra¨nkt, da
E‖Y+ Yn‖2 = E‖Y− Yn‖2 + 4E〈Y− Yn,Yn〉+ 4E‖Yn‖2














σ folgt nun die Behauptung.
3.4 Vergleich der beiden Ansa¨tze
Es ist zuna¨chst merkwu¨rdig, dass die Gewichte der Grenzverteilung sowohl u¨ber
den Operator H¯ als auch u¨ber den Operator H bestimmt werden ko¨nnen (siehe
42 Kapitel 3. Die asymptotische Verteilung
Abschnitt 3.1). Eine Erkla¨rung bietet sich mittels des Ansatzes u¨ber empirische
charakteristische Funktionen.












wobei τ in Korollar 2.5 und J{X1,...,Xm};PX zu Beginn von Abschnitt 3.3 definiert
wurde. Im Anschluss an Satz 3.10 wurde bereits bemerkt, dass die sich im Grenzwert
ergebende Wurzelkonvexkombination Gaußscher Prozesse auch wieder ein Gaußscher



































X) ist eine Ein-Stichproben-V-Statistik der Kernla¨nge 2 mit
Kern
h(x1, x2) = Eφ(|x1 −X1|2) + Eφ(|x2 −X1|2)− φ(|x1 − x2|2)− Eφ(|X1 −X2|2),
x1, x2 ∈ Rd, mit X1, X2 ∼ PX unabha¨ngig. Die Bezeichnung h fu¨r den Kern wurde
dabei absichtlich vergeben, da die Kernfunktion mit der aus Satz 3.7 u¨bereinstimmt.
Im Blickwinkel der empirischen charakteristischen Funktionen la¨sst sich also der
U¨bergang zur Kernfunktion h ohne Vera¨nderung der Grenzverteilung dadurch er-
kla¨ren, dass die Wurzelkonvexkombination zweier Gaußscher Zufallselemente mit
demselben Kovarianzoperator wieder ein solches Gaußsches Zufallselement ist.
Wir werden nun zeigen, dass der Zusammenhang zwischen den Operatoren C und H
sta¨rker ist, als es bislang deutlich war: Die Operatoren C und H besitzen dieselben
positiven Eigenwerte.
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In Kapitel 3.1.2 wurde gezeigt, dass die Eigenwerte von H¯ bis auf den Faktor 1
2
mit
denen von H u¨bereinstimmen. Der dort verwandten Vorgehensweise folgend zeigen
wir zuna¨chst, dass die nicht verschwindenden Eigenwerte von C auch Eigenwerte
von H sind.
Lemma 3.12. Die Funktionen (fj)j mit fj : R





[cos(s′x) + sin(s′x)− ϕX(s)] ej(s) dτ(s), x ∈ Rd,
wobei (ej)j die orthonormalen Eigenfunktionen zu den positiven Eigenwerten (λ˜j)j
des Operators C bezeichnen, sind orthonormale Eigenfunktionen des Operators H
zu den Eigenwerten (λ˜j)j.
Beweis. Nutzt man aus, dass ej, ek Eigenfunktionen von C sind, so folgt (die Funk-
tionen fj, fk sind Elemente des Raums L2(R
d,Bd, PX), die Funktionen ej, ek sind
Elemente des Raums L2(R
d,Bd, τ): dementsprechend ist jeweils das Innenprodukt
zu verstehen)
〈fj, fk〉 = 1√
λ˜jλ˜k
∫∫∫
(cos(s′x) + sin(s′x)− ϕX(s))ej(s)











ej(t)ek(t) dτ(t) = 〈ej, ek〉.
Die Orthonormalita¨t der (ej) u¨bertra¨gt sich somit auf die im Lemma definierten











(cos(s′x) + sin(s′x)− ϕX(s))
∫





(cos(s′x) + sin(s′x)− ϕX(s))(cos(s′y) + sin(s′y)− ϕX(s))
(cos(t′y) + sin(t′y)− ϕX(t))ej(t) dPX(y) dτ(t) dτ(s)
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=
∫∫
(cos(s′x) + sin(s′x)− ϕX(s))





1− cos(s′(x−X2)) + 1− cos(s′(X1 − y))








φ(|x−X2|2) + φ(|X1 − y|2)








Jeder nicht verschwindende Eigenwert von C ist positiv, also mit dem Lemma auch
ein Eigenwert von H. Wir haben bereits im Beweis von Satz 3.5 festgestellt, dass
H positiv ist. Dabei nutzten wir indirekt aus, dass der Operator C als Kovarian-
zoperator positiv ist. Beide Operatoren sind von der Spurklasse und die Spur der
Operatoren ist in beiden Fa¨llen dieselbe:∫
h(x, x) dγ(x) = Eφ(|X−Y |2) = E
∫
[1−cos((X−Y )′s)] dτ(s) =
∫
c(s, s) dτ(s).
Daher besitzen die Operatoren C und H dieselben von Null verschiedenen Eigenwer-
te in jeweils derselben Vielfachheit. Diese interessante Eigenschaft, die man bereits
auf Grund der Verteilungsgleichheit der mit den Eigenwerten von C, respektive H
gewichtete Summen von χ21-verteilten Zufallsvariablen vermutet, wird es uns in der
zweiten Ha¨lfte von Kapitel 4 ermo¨glichen, ein deterministisches, nicht auf Monte
Carlo-Simulationen beruhendes Verfahren zur Bestimmung des kritischen Wertes




Die vorgestellten Testverfahren sind weder verteilungsfrei noch asymptotisch vertei-
lungsfrei, das heißt, die Verteilung von T φm,n und die asymptotische Verteilung fu¨r
m,n → ∞ ha¨ngen unter der Hypothese von der unbekannten Verteilung ab, die
beiden Stichproben zu Grunde liegt. Daher lassen sich die kritischen Werte fu¨r ei-
ne feste Funktion φ ∈ Φ nicht tabellieren. Es werden Verfahren beno¨tigt, die bei
gegebenen Beobachtungen einen Scha¨tzer fu¨r den kritischen Wert liefern. Ein sehr
bekanntes Verfahren ist das Monte Carlo-Bootstrap-Verfahren, bei dem die unbe-
kannte Verteilung durch die empirische Verteilung der zusammengelegten Beobach-
tung gescha¨tzt wird (
”
Bootstrap“) und anschließend aus dieser Verteilung wiederholt
zufa¨llige Bootstrap-Beobachtungen gezogen werden, welche dann in die Teststatistik
eingesetzt werden. Der kritische Wert wird dann mittels der empirischen Verteilung
der Realisierungen der Testgro¨ße bestimmt (dies ist der
”
Monte Carlo“-Vorgang).
Eine weitere Mo¨glichkeit, welche auch in Kapitel 5 noch weiter untersucht werden




beziehungsweise (3.8) zu approximieren, indem man die unbekannte Verteilung in
der Definition des Operators C beziehungsweise H durch die empirische Verteilung
der zusammengelegten Beobachtung scha¨tzt. Dieses Kapitel zeigt, dass fu¨r die neue
Familie von Tests beide Scha¨tzverfahren anwendbar sind.
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4.1 Das Monte Carlo-Bootstrap-Verfahren
Die Anwendung des von Efron [ET93] popularisierten Bootstrap-Verfahrens auf
das Zwei-Stichproben-Problem fu¨hrt auf die folgende Situation: Es seien x1, x2, . . .,
y1, y2, . . . Beobachtungen der unabha¨ngigen R
d-wertigen Zufallvariablen X1, X2, . . .,
Y1, Y2, . . .. Wir nehmen nun m Beobachtungen x1, . . . , xm der ersten und n Beob-
achtungen y1, . . . , yn der zweiten Stichprobe und bezeichnen die zusammengelegte
Stichprobe x1, . . . , xm, y1, . . . , yn mit z1, . . . , zm+n. Unter der Hypothese X
D
= Y
stammen diese m + n Beobachtungen von derselben Verteilung. Es liegt also na-
he, die Verteilung der Testgro¨ße unter der Hypothese durch die Verteilung der
Testgro¨ße unter der Annahme, dass die empirische Verteilung der Beobachtungen
z1, . . . , zm+n die gemeinsame unbekannte Verteilung ist, zu approximieren: das so
genannte Bootstrap-Verfahren. Praktisch geschieht dies, indem man so genannte
Bootstrap-Stichproben Xˆ1, . . . , Xˆm, Yˆ1, . . . , Yˆn vom Umfang m + n aus der zu-
sammengelegten Stichprobe zieht und fu¨r jede Bootstrap-Stichprobe die Testgro¨ße
Tˆ φm,n := T
φ
m,n(Xˆ1, . . . , Xˆm; Yˆ1, . . . , Yˆn)
bestimmt. Eine Realisierung von Tˆ φm,n nennt man auch ein Bootstrap-Replikat
von T φm,n. Zieht man nun mehr und mehr Stichproben, insgesamt B Stu¨ck, so kann
man nach dem Satz von Glivenko-Cantelli die Verteilung von Tˆ φm,n, d.h. die Ver-
teilung der Teststatistik unter der Annahme, dass die zusammengelegte Stichpro-
be der Verteilung unter der Hypothese entspricht, fast sicher durch die Verteilung
von Tˆ φm,n(B), der empirischen Verteilung der erstellten B Bootstrap-Replikate ap-
proximieren. Zur Durchfu¨hrung des Tests wa¨hlt man als approximativen kritischen
Wert ein 1 − α-Quantil der empirischen Verteilung Tˆ φm,n(B), wobei α das Niveau,
also die Wahrscheinlichkeit fu¨r einen Fehler erster Art, angebe. Diesen kritischen
Wert vergleicht man mit der Teststatistik der zu Grunde liegenden Beobachtungen
x1, . . . , xm, y1, . . . , yn. Ist diese Teststatistik gro¨ßer als der gewonnene kritische Wert,
so verwirft man die Hypothese.
Es sei im Folgenden ((mi, ni))i, i ∈ N eine Folge von Beobachtungsumfa¨ngen der
ersten und zweiten Stichprobe mit mi, ni → ∞ fu¨r i → ∞ und mimi+ni → ρ ∈ (0, 1)
fu¨r i→∞.
In diesem Abschnitt soll nun gezeigt werden, dass fu¨r fast jedes Paar von Beobach-
tungsfolgen die Verteilung von Tˆ φmi,ni fu¨r i→∞ gegen die Grenzverteilung (3.17) aus
Korollar 3.11 konvergiert. Da wir das Monte Carlo-Bootstrap-Verfahren auch beim
Nachweis der Konsistenz der neuen Tests zulassen wollen, gehen wir davon aus,
dass die der ersten Stichprobe zu Grunde liegende Verteilung PX nicht zwangsla¨ufig
gleich der Verteilung P Y ist, die der zweiten Stichprobe zu Grunde liegt.
Betrachtet man das Problem im Hilbertraum H = L2(Rd,Bd, τ), so interessiert
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man sich fu¨r das Verhalten des Zufallselements















z ∈ Rd, wobei Z(i)1 , . . . , Z(i)m unabha¨ngige und identisch verteilte Zufallsvariablen
seien mit Verteilung PZ
(i)
, der empirischen Verteilung der zusammengelegten Be-
obachtung aus mi Beobachtungen der ersten Stichprobe und ni Beobachtungen der
zweiten Stichprobe. Sollte dieses Zufallselement inH in Verteilung gegen ein Gauß-
sches Zufallselement Z konvergieren, so konvergiert auch√
ni
mi + ni




J{Z(i)m+1,...,Z(i)m+n};PZ(i) (z), z ∈ R
d,
mit der Wurzelkonvex-Argumentation in Verteilung gegen dasselbe Gaußsche Zu-
fallselement. Mit dem Satz von der stetigen Abbildung folgt dann die Konvergenz
der Normen
Tˆ φmi,ni =






so dass fu¨r die Verteilung von Tˆ φmi,ni der Kovarianzoperator des Gaußschen-Grenz-
prozesses entscheidend ist. Wir zeigen nun zuna¨chst, dass der Kovarianzoperator Ci
von J{Z(i)1 ,...,Z(i)m };PZ(i) , der dem Kovarianzoperator des Zufallselements
Xi(z) := (cos+ sin)(Z(i)1
′
z)− E(cos+ sin)(Z(i)′z), z ∈ Rd,
entspricht, in der Operatornorm gegen den Kovarianzoperator C von
X(z) := (cos+ sin)(Z ′1z)− E(cos+ sin)(Z ′z), z ∈ Rd,
konvergiert, wobei Z,Z1 ∼ ρPX + (1− ρ)P Y .
Lemma 4.1. Seien φ ∈ Φ0 und PX , P Y ∈ F 4d (φ) Wahrscheinlichkeitsmaße auf
(Rd,Bd). Es sei ((mi, ni))i eine Folge von Stichprobenumfa¨ngen mit mi/(mi+ni)→
ρ ∈ (0, 1). Dann gilt fu¨r fast jedes Paar von Folgen (xn)n, (yn)n von Beobachtungen
unabha¨ngiger Zufallsvariablen auf Rd mit Verteilung PX beziehungsweise P Y
Ci → C
in der Operatornorm auf H . Ci sei definiert durch
Ci :
H → H ,
e 7→
∫
ci( · , z)e(z) dτ(z),
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mit





















y, z ∈ Rd, wobei Z(i) die empirische Verteilung von mi Beobachtungen der ersten
Stichprobe zusammengelegt mit ni Beobachtungen der zweiten Stichprobe habe. Der
Operator C sei wie in Korollar 3.11 definiert mit zu Grunde liegender Verteilung
PZ := ρPX + (1− ρ)P Y .
Beweis. Wir scha¨tzen die Operatornorm der Differenz von Ci und C ab.



























c2i (s, t) dτ(t) dτ(s) (4.4)
Dabei sei M ⊂ Rd \ {0} eine kompakte Menge, die spa¨ter genauer spezifiziert wird,
und M{ das Komplement von M in Rd.
Dem Satz von Glivenko-Cantelli [GS77, Satz 3.2.2, S.145] folgend konvergiert PZ
(i)
fu¨r fast jede Folge von Beobachtungen schwach gegen PZ . Der Stetigkeitssatz liefert
die gleichma¨ßige Konvergenz der Fourier-Transformierten von PZ
(i)
gegen die von
PZ auf jedem Kompaktum, vergleiche hierzu Bauer [Bau91, Satz 23.8, S.202], also
wegen
c(s, t) = Re (ϕZ(s−t))+ Im (ϕZ(s+t))− [( Re + Im )ϕZ(s)] [( Re + Im )ϕZ(t)] ,
s, t ∈ Rd, die gleichma¨ßige Konvergenz von ci gegen c auf jedem Kompaktum. Daher










c2(s, t) dτ(t) dτ(s)
fu¨r jede kompakte Menge M ⊂ Rd \ {0}.
4.1. Das Monte Carlo-Bootstrap-Verfahren 49
Wir behandeln nun die in den Ausdru¨cken (4.3) und (4.4) auftauchende Integration
u¨ber das Quadrat von c und ci. Die Operatoren C, H und H¯ sind Hilbert-Schmidt-
Operatoren. Mit den Beziehungen zwischen den Eigenwerten folgt eine Beziehung
zwischen den Hilbert-Schmidt-Normen der Operatoren
|C|HS = |H|HS = 1
2
|H¯|HS,
wobei die drei Normen auf unterschiedlichen Ra¨umen definiert sind. Es folgt mit
Lemma C.6∫∫








wobei X1, X2, Y1, Y2 ∼ PZ unabha¨ngig seien. Dieser Erwartungswert ist endlich, weil
nach Voraussetzung Eφ2(|X1 − Y1|2) <∞. Analog gilt:∫∫
























2 ∼ PZi . Dieser Ausdruck konvergiert fu¨r i→∞ nach dem starken
Gesetz der großen Zahlen fu¨r V-Statistiken unter der Voraussetzung
Eφ4(|X1 − Y1|2) <∞
fu¨r fast jede Beobachtungsfolge gegen
∫∫
c2(s, t) dτ(t) dτ(s). Um dies zu zeigen,
zerlegt man die Integrationen bezu¨glich PZ
(i)
in ihren Bestandteil aus der ersten
Stichprobe und ihren Bestandteil aus der zweiten Stichprobe und wendet dann die
Ein- und Zwei-Stichproben-Varianten des starken Gesetzes der großen Zahlen fu¨r
V-Statistiken, Satz B.4, Anhang B, an.
Sei nun ε > 0 beliebig. Es sei eine kompakte Teilmenge M ⊂ Rd \ {0} so groß
gewa¨hlt, dass∫∫





c2(s, t) dτ(t) dτ(s) < ε.















c2i (s, t) dτ(t) dτ(s)
∣∣∣∣ < ε
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c2(s, t) dτ(t) dτ(s)
≤
∫∫









c2i (s, t) dτ(t) dτ(s)
≤
∫∫





c2i (s, t) dτ(t) dτ(s)
≤
∣∣∣∣∫∫ c2i (s, t) dτ(t) dτ(s)− ∫∫ c2(s, t) dτ(t) dτ(s)∣∣∣∣
+
















c2i (s, t) dτ(t) dτ(s)
∣∣∣∣ < 3ε.
Also gilt |C − Ci|2 < 9ε fu¨r jedes ε > 0 und i ≥ i0(ε) fu¨r hinreichend großes i0(ε).
Es folgt die Behauptung.
Die Kovarianzoperatoren der Zufallselemente (4.1) konvergieren also fu¨r i → ∞
gegen einen Kovarianzoperator C. Dies bringt uns bei der U¨berpru¨fung der Vo-
raussetzungen des zentralen Grenzwertsatzes fu¨r Dreiecksschemata im Hilbertraum,
Satz D.6, Anhang D, der die Basis des Nachweises der Verteilungskonvergenz der
Verteilungen der Zufallselemente (4.1) in H ist, weiter.
Satz 4.2. Sei φ ∈ Φ0 und PX , P Y ∈ F 4d (φ) Wahrscheinlichkeitsmaße auf (Rd,Bd).
Es sei ((mi, ni))i eine Folge von Stichprobenumfa¨ngen mit mi/(mi + ni) → ρ ∈
(0, 1). Dann gilt fu¨r fast jedes Paar von Folgen (xn)n, (yn)n von Beobachtungen





im Hilbertraum H , wobei die Verteilungen PZ
(i)
im vorangegangenen Lemma 4.1
definiert und Z
(i)
1 , . . . , Z
(i)
mi unabha¨ngige Zufallsvariablen mit dieser Verteilung sind.
Z bezeichnet ein zentriertes Gaußsches Zufallselement in H mit dem in Lemma 4.1
beschriebenen Kovarianzoperator C.
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Beweis. Im Folgenden sei das Beobachtungsfolgenpaar so gewa¨hlt, dass Ci gema¨ß
Lemma 4.1 gegen C konvergiert. Wir weisen die Bedingungen von Satz D.6 nach. Wir
verwenden als Basis des Hilbertraums H eine Orthonormalbasis aus Eigenvektoren
(ej)j des Operators C. Bedingung (i ) ist erfu¨llt, da
〈Ciek, el〉 = 〈(Ci − C)ek, el〉+ 〈Cek, el〉
zerfa¨llt in die Summe aus









λ˜k , k = l,
0 , k 6= l.
Bedingung (ii ) ist eine Aussage u¨ber die Spuren der Operatoren Ci, C, denn es gilt

















〈Cie(i)j , e(i)j 〉,
wobei (e
(i)
j )j eine Orthonormalbasis aus Eigenvektoren von Ci bezeichne. Die Spur
von Ci ist gegeben durch∫
ci(s, s) dτ(s) = E
∫





2 ∼ PZ(i) unabha¨ngig, vergleiche Lemma C.10, Anhang C, sowie die Be-
merkung nach Lemma 3.12. Zerlegt man die Integration bezu¨glich des Maßes PZ
(i)
in den Anteil, der von PX stammt, und den Anteil, der von P Y stammt, so lie-
fert mit der Voraussetzung PX , P Y ∈ F 2d (φ) das starke Gesetz der großen Zahlen
fu¨r Ein-Stichproben-V-Statistiken der Kernla¨nge 2 sowie fu¨r Zwei-Stichproben-V-
Statistiken der Kernla¨nge (1, 1) die Konvergenz der Spur fu¨r fast jedes Paar von
Beobachtungsfolgen. Die Spur konvergiert dann fu¨r i→∞ gegen die Spur von C∫
c(s, s) dτ(s) = E
∫
[1− cos((Z1 − Z2)′s)] dτ(s) = Eφ(|Z1 − Z2|2),
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Z1, Z2 ∼ PZ unabha¨ngig. Zum Nachweis von Bedingung (iii ) muss gezeigt werden,
























, z ∈ Rd
und Z
(i)
1 , . . . , Z
(i)
mi ∼ PZ(i) unabha¨ngig. Die Zufallselemente Xmi,j, j = 1, . . . ,mi,




[〈Xmi,j, ek〉2I (|〈Xmi,j, ek〉| > ε)]
= E
[〈√miXmi,1, ek〉2I (|〈Xmi,1, ek〉| > ε)]
≤ (E [〈√miXmi,1, ek〉4]P (|〈Xmi,1, ek〉| > ε)) 12 .
Der Erwartungswert la¨sst sich durch nochmalige Anwendung der Cauchy-Schwarz-
schen Ungleichung, diesmal auf das Innenprodukt in H , abscha¨tzen
E
[〈√miXmi,1, ek〉4] ≤ E‖√miXmi,1‖4.


































































φ(|Z(i)1 − Z(i)2 |2)φ(|Z(i)1 − Z(i)4 |2)
]
.
Der Ausdruck der letzten Zeile konvergiert mit der oben erla¨uterten Zerlegung der In-
tegration nach dem starken Gesetz der großen Zahlen fu¨r Ein- und Zwei-Stichproben-
V-Statistiken fu¨r i→∞ fu¨r fast jedes Paar von Beobachtungsfolgen gegen
E
[
φ(|Z1 − Z2|2)φ(|Z1 − Z4|2)
]
,
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wobei Z1, Z2, Z4 ∼ PZ unabha¨ngig, sofern die Voraussetzung des Gesetzes erfu¨llt
ist, was fu¨r PX , P Y ∈ F 4d (φ) der Fall ist. Damit ist E‖
√
miXmi,1‖4 gleichma¨ßig
in i beschra¨nkt. Von der Wahrscheinlichkeit P (|〈Xmi,1, ek〉| > ε) la¨sst sich mit der
Markovschen Ungleichung zeigen, dass sie fu¨r i→∞ gegen 0 strebt:




[〈√miXmi,1, ek〉2] = 1ε2mi 〈Ciek, ek〉
Mit der Argumentation zu Beginn des Beweises gilt 〈Ciek, ek〉 → λ˜k fu¨r i→∞, also
wegen mi →∞
P (|〈Xmi,1, ek〉| > ε) −−−→
i→∞
0
wiederum fu¨r fast jedes Paar von Beobachtungsfolgen. Damit ist der zentrale Grenz-
wertsatz fu¨r Dreiecksschemata im Hilbertraum anwendbar und die Behauptung
folgt.
Wie zu Beginn dieses Abschnitts und im Beweis von Korollar 3.11 erla¨utert, erhalten
wir das folgende Korollar.
Korollar 4.3. Sei φ ∈ Φ0 und PX , P Y ∈ F 4d (φ) Wahrscheinlichkeitsmaße auf
(Rd,Bd). Es sei ((mi, ni))i eine Folge von Stichprobenumfa¨ngen mit mi/(mi+ni)→
ρ ∈ (0, 1). Dann gilt fu¨r fast jedes Paar von Folgen (xn)n, (yn)n von Beobachtungen









wobei (Zσ)σ eine Folge unabha¨ngiger standardnormalverteilter Zufallsvariablen ist
und (λ˜σ)σ die Folge der positiven Eigenwerte des Operators C mit zu Grunde lie-
gender Verteilung PZ := ρPX + (1 − ρ)P Y . Die Zufallsvariable Tˆ φmi,ni besitzt die
Verteilung der Testgro¨ße, fu¨r den Fall, dass die mi (ni ) Zufallsvariablen der er-
sten (zweiten ) Stichprobe mit der empirischen Verteilung von x1, . . . , xmi , y1, . . . , yni
verteilt sind.
Haben wir nun ein Paar von Beobachtungsreihen x1, . . . , xm und y1, . . . , yn gege-
ben, so ko¨nnen wir die Verteilung der zugeho¨rigen Zufallsvariable Tˆ φm,n offensicht-
lich approximieren, indem wir hinreichend oft zufa¨llig m + n Werte aus der zu-
sammengelegten Beobachtung ziehen und diese in die Teststatistik einsetzen und
die sich ergebende empirische Verteilung betrachten. Dieser Vorgang, das Monte
Carlo-Bootstrap-Verfahren, liefert somit zusammen mit dem letzten Korollar eine
Approximation fu¨r die Grenzverteilung unter der Hypothese. Wir ko¨nnen mit dieser
empirischen Verteilung also kritische Werte bestimmen und mit deren Hilfe den Test
durchfu¨hren.
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4.2 Bootstrap in der Grenzverteilung
In diesem Kapitel werden wir ein Verfahren entwickeln, um den kritischen Wert
bei der Anwendung der neuen Tests zu bestimmen, welches ohne Monte Carlo-
Simulationen auskommt.
Die Grenzverteilung der Teststatistik unter der Hypothese ist eine gewichtete Summe
von χ21-verteilten Zufallsvariablen. Die Gewichte sind die Eigenwerte des Operators
H :
L2(R
d,Bd, PZ) → L2(Rd,Bd, PZ) ,
f 7→
∫
h( · , x) f (x) dPZ(x)
mit h(x, y) := Eφ(|x−Z1|2)+Eφ(|y−Z1|2)−φ(|x−y|2)−Eφ(|Z1−Z2|2), x, y ∈ Rd,
Z1, Z2 ∼ PZ unabha¨ngig, wobei PZ die gemeinsame Verteilung unter der Hypothese
ist. Da PZ unbekannt ist, liegt es nahe, PZ durch einen Scha¨tzer, wie zum Beispiel die
empirische Verteilung der zusammengelegten Beobachtung x1, . . . , xmi , y1, . . . , yni ,
zu ersetzen. Das Eigenwertproblem des zugeho¨rigen Operators Hi la¨sst sich auf ein
Matrixeigenwertproblem reduzieren. Na¨heres zur Bestimmung der Eigenwerte findet
sich im na¨chsten Abschnitt 4.2.1. Nimmt man die so gewonnenen Eigenwerte von
Hi als Gewichte einer Summe von Quadraten unabha¨ngiger normalverteilter Zu-
fallsvariablen, so zeigen wir, dass sich fu¨r wachsende Stichprobenumfa¨nge in der Tat
eine Approximation der Grenzverteilung ergibt. Fu¨r die Konvergenz der Eigenwerte
beno¨tigen wir eine Art Konvergenz der Operatoren Hi, die auf den zusammenge-
legten Beobachtungen basieren, gegen den Operator H, der auf der unbekannten
gemeinsamen Verteilung beruht, vergleiche Satz C.4 im Anhang C. Da die Operato-
ren Hi, H auf unterschiedlichen L2-Ra¨umen definiert sind, la¨sst sich die gewo¨hnliche
Sto¨rungstheorie linearer Operatoren nicht verwenden. Eine Alternative dazu bietet
zumindest in einigen Fa¨llen die Theorie von Stummel [Stu70, Stu71, Stu72], die Ope-
ratoren auf unterschiedlichen Ra¨umen zula¨sst. In Kapitel 5 werden wir diesen Ansatz
genauer erla¨utern. Fu¨r die in dieser Arbeit eingefu¨hrten Teststatistiken gelingt der
Nachweis der Konvergenz der Eigenwerte mit einem Kunstgriff: In Abschnitt 3.4
wurde gezeigt, dass die nicht verschwindenden Eigenwerte des Operators H auch in
ihrer Vielfachheit mit denen des Operators
C :
L2(R
d,Bd, τ) → L2(Rd,Bd, τ) ,
e 7→
∫
c( · , z)e(z) dτ(z),
u¨bereinstimmen, wobei
c(y, z) = E [(cos+ sin)(Z ′1y)(cos+ sin)(Z
′
1z)]
−E [(cos+ sin)(Z ′1y)] E [(cos+ sin)(Z ′1z)] , y, z ∈ Rd,
Z1 ∼ PZ . Natu¨rlich folgt, dass auch die positiven Eigenwerte von Hi und Ci u¨ber-
einstimmen. Bei letzteren Operatoren bleibt der RaumH = L2(Rd,Bd, τ), auf dem
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sie definiert sind, stets derselbe, lediglich der Kern des Operators wandelt sich. Fu¨r
die Verteilungskonvergenz der gewichteten Summe von χ21-Zufallsvariablen mit den
Eigenwerten von Hi als Gewichten genu¨gt also zu zeigen, dass Gaußsche Zufallsele-
mente inH mit Kovarianzoperator Ci fu¨r i→∞ in Verteilung gegen ein Gaußsches
Zufallselement mit Kovarianzoperator C konvergieren. Wir fu¨hren diesen Nachweis
analog zum Beweis von Satz 4.2 mit Hilfe des zentralen Grenzwertsatzes fu¨r Drei-
ecksschemata im Hilbertraum, Satz D.6, Anhang D. Die gewu¨nschte Aussage u¨ber
die Verteilung der Teststatistik ergibt sich dann mit Hilfe des Satzes von der steti-
gen Abbildung durch den U¨bergang zum Normquadrat und den U¨berlegungen aus
Korollar 3.11.
Satz 4.4. Sei φ ∈ Φ0 und PX , P Y ∈ F 4d (φ) Wahrscheinlichkeitsmaße auf (Rd,Bd).
Es sei ((mi, ni))i eine Folge von Stichprobenumfa¨ngen mit mi/(mi + ni) → ρ ∈
(0, 1). Dann gilt fu¨r fast jedes Paar von Folgen (xn)n, (yn)n von Beobachtungen





im Hilbertraum H , wobei Zi (Z ) ein zentriertes Gaußsches Zufallselement in H
mit Kovarianzoperator Ci (C ) sei. Die Operatoren Ci, C seien wie in Lemma 4.1
definiert.
Beweis. Zuna¨chst existieren die Gaußschen Zufallselemente nach einem Satz von
Vakhania [Vak81, S.55]. Es seien Xmi,j, j = 1, . . . ,mi, unabha¨ngige Gaußsche Zu-





1, . . . ,mi und
∑mi
j=1Xmi,j den Kovarianzoperator Ci. Der Nachweis der Bedingun-
gen (i ) und (ii ) erfolgt wie im Beweis von Satz 4.2. Die Lindeberg-Bedingung (iii )




[〈Xmi,j, ek〉2I (|〈Xmi,j, ek〉| > ε)]
≤ (E [〈√miXmi,1, ek〉4]P (|〈Xmi,1, ek〉| > ε)) 12 .
Bei dem Ausdruck 〈√miXmi,1, ek〉 handelt es sich um eine reellwertige Zufallsvariable
mit einer Normalverteilung mit Erwartungswert 0. Also ist
E [〈√miXmi,1, ek〉]4 = 3
(
E
[〈√miXmi,1, ek〉2])2 = 3〈Ciek, ek〉2.
Dieser Faktor konvergiert fu¨r i→∞ gegen 3λ˜2k.
Die Wahrscheinlichkeit P (|〈Xmi,1, ek〉| > ε) la¨sst sich mit der Markovschen Unglei-
chung wie zuvor abscha¨tzen, so dass der zentrale Grenzwertsatz im Hilbertraum fu¨r
Dreiecksschemata gilt und die Behauptung folgt.
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Mit dem Satz von der stetigen Abbildung ergibt sich aus dem eben bewiesenen Satz
unmittelbar das gesuchte Korollar.
Korollar 4.5. Seien φ ∈ Φ0 und PX , P Y ∈ F 4d (φ) Wahrscheinlichkeitsmaße auf
(Rd,Bd). Es sei ((mi, ni))i eine Folge von Stichprobenumfa¨ngen mit mi/(mi+ni)→
ρ ∈ (0, 1). Es seien (λ˜(i)k ) die Eigenwerte des in Lemma 4.1 definierten Operators Ci
und (λ˜k) die Eigenwerte des Operators C. Dann gilt fu¨r fast jedes Paar von Folgen
(xn)n, (yn)n von Beobachtungen unabha¨ngiger Zufallsvariablen auf R
d mit Verteilung












Beweis. Darstellung des Zufallselements
√
miXmi,j aus dem Beweis von Satz 4.4 in
der Basis der Eigenvektoren von Ci wie im Beweis von Korollar 3.11.
Dieses Korollar berechtigt uns, die aus den approximierten Eigenwerten (λ
(i)
σ )σ ge-
wonnene Verteilung zur Bestimmung von kritischen Werten zu nutzen, da sich die
Konvergenz der Verteilungen offensichtlich auf deren Quantile u¨bertra¨gt.
Das vorgestellte Verfahren lebt davon, dass die beiden Operatoren Hi und Ci die-
selben Eigenwerte haben. Ohne diese Eigenschaft wa¨re die Eigenwertberechnung
der Operatoren Ci schwierig, da hier durch Verwendung des empirischen Maßes im
Kovarianzoperator keine nennenswerte Vereinfachung auftritt. Dies ist beim Opera-
tor Hi anders: Im na¨chsten Abschnitt bescha¨ftigen wir uns mit der Reduktion des
Eigenwertproblems des Operators Hi auf ein lineares Gleichungssystem.
4.2.1 Reduktion des Eigenwertproblems
Dieser Abschnitt erla¨utert die Umwandlung des Eigenwertproblems fu¨r den Operator
Hi in ein lineares Gleichungssystem. Gegeben sei die zusammengelegte Beobachtung
zweier Stichproben x1, . . . , xmi , y1, . . . , yni vom Umfang N = mi + ni, die im Fol-
genden durch z1, . . . , zN bezeichnet sei. Dabei sei zuna¨chst angenommen, dass es
sich um N verschiedene Beobachtungen handelt. PZ
(i)
sei die diskrete Gleichvertei-
lung auf z1, . . . , zN . Jede Funktion f auf dem Raum L2(R
d,Bd, PZ
(i)
), auf dem der
Operator Hi definiert ist, kann als N -dimensionaler Vektor
~f = (f1, . . . , fN)
′ = (f(z1), . . . , f(zN))′ ∈ RN
aufgefasst werden, der die Funktionswerte an den Stellen z1, . . . , zN ∈ Rd entha¨lt.
Das Eigenwertproblem
λf = Hif
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aj,kfk, j ∈ {1, . . . , N}.











h¯(zj, zl; zk, z`).
In Matrixform bleibt folgendes Problem zu lo¨sen: Finde λ ∈ R\{0} und ~f ∈ RN\{0},
so dass
λ~f = A~f, ~f ∈ RN . (4.5)
Dies ist ein klassisches Matrix-Eigenwertproblem fu¨r die N×N Matrix A. Wegen der
Selbstadjungiertheit, also Symmetrie von H ist A symmetrisch und die Lo¨sung des
Eigenwertproblems besteht aus N reellen Eigenwerten (λ
(i)
σ )σ. Davon ist mindestens
einer 0, da die konstante Funktion f ≡ 1 offensichtlich eine Eigenfunktion (hier
-vektor) zum Eigenwert 0 ist.
Man ha¨tte das diskretisierte Eigenwertproblem (4.5) statt fu¨r den Operator H auch
fu¨r den Operator H¯ betrachten ko¨nnen. Bei N Beobachtungen in der zusammen-
gelegten Stichprobe ha¨tte dies allerdings auf die Bestimmung der Eigenwerte einer
N2×N2-Matrix gefu¨hrt. Auch ha¨tte dies wegen der in Abschnitt 3.1.2 gezeigten Bi-
jektion zwischen den nicht verschwindenden Eigenwerte von H und H¯ keine weiteren
Erkenntnisse gebracht, N2−N+1 der ermittelten Eigenwerte wa¨ren zwangsla¨ufig 0.
Sind die Beobachtungen nicht, wie zuna¨chst angenommen, paarweise verschieden,
so mu¨sste man gleiche Beobachtungen zusammenfassen und das empirische Maß
anpassen. Die Matrix A wa¨re dann gegeben durch
aj,k = pkh(z˜j, z˜k), j, k ∈ {1, . . . , N˜},
wobei pk die Wahrscheinlichkeit ist, die das empirische Maß der Beobachtungen
z1, . . . , zN der Beobachtung z˜k zuordnet. {z˜1, . . . , z˜N˜} sei dabei die Menge der paar-
weise verschiedenen Beobachtungen. Damit wu¨rden die identischen Zeilen und Spal-
ten vermieden, die sich in der Matrix A ergeben wu¨rden, wenn man die Beobachtun-
gen nicht zusammenfasst. Fu¨r die positiven Eigenwerte ist dieser Aspekt allerdings
ohne Belang, da durch die identischen Zeilen lediglich die Vielfachheit des Eigen-
werts 0 erho¨ht, nicht aber das urspru¨ngliche Eigenwertproblem vera¨ndert wird. Ein
Zusammenfassen der Beobachtungen hat zwar fu¨r die numerische Bestimmung der
Eigenwerte den Vorteil, dass die Dimension der Matrix kleiner wird, jedoch zugleich
den Nachteil, dass die Matrix nicht mehr symmetrisch ist.
Als kritischen Wert eines Tests zum Niveau α wa¨hlt man das 1 − α-Quantil der




σ Z2σ. Dazu mu¨ssen wir die Verteilungsfunktion F : R→
R von S(i) aus den Eigenwerten berechnen.
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Wegen der Unabha¨ngigkeit der Summanden in S(i) la¨sst sich die zugeho¨rige charak-






, t ∈ R,
sehr leicht bestimmen. Mit Hilfe einer Inversionsformel (siehe Gurland [Gur48]) la¨sst













dt, x ∈ R,
zuru¨ckgewinnen. Bestimmt man das Integral durch das Trapez-Verfahren, so la¨sst
sich hervorragend die Fast-Fourier-Transformation zur Summation verwenden. Ein
Vorschlag zur Implementation dieses Verfahrens ist in dem in der Einleitung erwa¨hn-
ten R Paket enthalten.
4.2.2 Einhaltung des Niveaus
Als Probe, ob das Verfahren funktioniert, wird die Einhaltung des Niveaus des
Crame´r-Tests (Testgro¨ße TCrame´rm,n , (1.2)) in Spezialfa¨llen u¨berpru¨ft.
Dazu werden bei sieben unterschiedlichen Verteilungen drei unterschiedliche Stich-
probenumfa¨nge, m = n = 20, m = 20, n = 50 und m = n = 50, sowie zwei
unterschiedliche Testniveaus α = 0.05, α = 0.1 untersucht.
Im eindimensionalen Fall beschra¨nken wir uns auf
◦ ein Beispiel fu¨r eine stetige Verteilung, die Standardnormalverteilung N(0, 1),
und
◦ ein Beispiel fu¨r eine diskrete Verteilung, die Poisson-Verteilung Po(2) mit dem
Erwartungswert 2.
Im Fall d = 2 betrachten wir als Beispiele stetiger Verteilungen
◦ die zweidimensionale Standardnormalverteilung N2(0, I2) mit Erwartungswert-
vektor (0, 0)′ und der zweidimensionalen Einheitsmatrix I2 als Kovarianzma-
trix sowie
◦ die zweidimensionale logistische Verteilung L2(1) mit Parameter 1, wobei Ld(κ)
fu¨r κ > 0 definiert sei als die Verteilung mit Verteilungsfunktion







, x1, . . . , xd ∈ R,
(siehe Johnson [Joh87, S.161]).
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Tabelle 4.1: Gescha¨tzte Verwerfungswahrscheinlichkeit in der Hypothese
m n N(0, 1) N2(0, I2) unif [0, 1]
4 L2 L3 Po(2) Po2
20 20 0.1003 0.0973 0.0903 0.0989 0.0954 0.0932 0.0993
0.0496 0.0439 0.0389 0.0460 0.0460 0.0462 0.0487
20 50 0.0936 0.1027 0.0970 0.0984 0.0929 0.0979 0.0989
0.0457 0.0521 0.0457 0.0467 0.0441 0.0459 0.0469
50 50 0.0966 0.0985 0.0994 0.0986 0.0923 0.0961 0.1001
0.0473 0.0490 0.0478 0.0481 0.0464 0.0489 0.0515
Als Beispiel einer diskreten Verteilung wa¨hlen wir hier
◦ eine zweidimensionale Poisson-Verteilung Po2, also die gemeinsame Verteilung
von Z1 := W1+W12 und Z2 := W2+W12, wobei W1 ∼ Po(2), W2 ∼ Po(3) und
W12 ∼ Po(1) (vergleiche Johnson, Kotz und Balakrishnan [JKB97, S.124]).
Fu¨r drei- und vierdimensionale Daten betrachten wir jeweils nur eine Verteilung und
zwar
◦ die dreidimensionale logistische Verteilung L3(1) mit Parameter 1 und
◦ die Gleichverteilung unif [0, 1]4 auf dem 4-dimensionalen Einheitswu¨rfel [0, 1]4.
Der in der Tabelle 4.1 angegebene Wert ist der Anteil der Verwerfungen von 10000
Wiederholungen, wenn beide Stichproben dieselbe zu Grunde liegende Verteilung
besitzen, also eine Approximation des Fehlers 1. Art. Bei festem Stichprobenumfang
bezieht sich die obere Zeile auf die Vorgabe α = 0.1, die untere Zeile auf α = 0.05.
Die Ergebnisse liegen selbst bei geringen Stichprobenumfa¨ngen m = n = 20 fu¨r
alle Verteilungen der Dimensionen 1 − 3 hinreichend genau am vorgegebenen Ni-
veau und entsprechen damit denen, die fu¨r den Fall der Bestimmung des kritischen
Wertes mit Monte Carlo-Bootstrap-Methoden von Baringhaus und dem Autor die-
ser Arbeit [BF04] bereits in derselben Untersuchung gemacht wurden. Bei der Be-
trachtung der gescha¨tzten Verwerfungswahrscheinlichkeiten bei zu Grunde liegender
Verteilung unif [0, 1]4 fa¨llt auf, dass diese bei m = n = 20 und Vorgabe von α = 0.05
etwa 20% zu gering gescha¨tzt werden. Der Test ist leicht konservativ. Auf dem Weg
zu m = n = 50 verringert sich die Abweichung von der Vorgabe und ist vergleichbar
mit den anderen. Simulationen beim Stichprobenumfang m = n = 20 und ho¨heren
Dimensionen, beispielsweise der Verteilung unif [0, 1]8, haben gezeigt, dass der Test
hier noch konservativer wird.
Eine Erkla¨rung fu¨r dieses Verhalten gibt die Betrachtung der Eigenwerte. In Ab-
bildung 4.1 sind die approximierten 15 gro¨ßten Eigenwerte bei m = n = 20 Be-
obachtungen und m = n = 500 Beobachtungen bei zu Grunde liegender unif [0, 1],
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Eigenwerte   d = 1 , m = n = 20
Eigenwerte   d = 1 , m = n = 500
Eigenwerte   d = 4 , m = n = 20
Eigenwerte   d = 4 , m = n = 500
Eigenwerte   d = 8 , m = n = 20
Eigenwerte   d = 8 , m = n = 500
1 3 5 7 9 11 13 15
unif [0, 1]4 und unif [0, 1]8-Verteilung dargestellt. Der U¨bersichtlichkeit halber sind
die Eigenwerte zu einer Verteilung und einem Stichprobenumfang in der Abbildung
durch Linien miteinander verbunden. Im Fall unif [0, 1] sind zusa¨tzlich durch Punkte
die exakten Eigenwerte der Grenzverteilung angegeben (vergleiche Abschnitt 3.2.1).
Die Abbildung zeigt, dass die Eigenwertapproximation bei zu hoher Dimension und
zu geringem Stichprobenumfang zu großen Abweichungen fu¨hrt. Steht man daher
vor dem Problem bei wenigen Daten hoher Dimension einen kritischen Wert der
Testgro¨ße ermitteln zu mu¨ssen, so ist es ratsam auf das Monte Carlo-Bootstrap-
Verfahren auszuweichen, welches diesen Nachteil nicht aufweist (vergleiche [BF04]).
4.3 Anwendung der neuen Tests
Mit dem bisher gesammelten Wissen, insbesondere Satz 2.1, Korollar 4.3 und Ko-
rollar 4.5 sowie den U¨berlegungen in Abschnitt 4.2.1, la¨sst sich nun die Anwendung
eines Tests der neuen Familie formulieren.
Definition 4.6. Seien x1, . . . , xm und y1, . . . , yn Beobachtungen unabha¨ngiger d-
dimensionaler Zufallsvariablen X1, . . . , Xm ∼ PX , Y1, . . . , Yn ∼ P Y . Sei φ ∈ Φ0 und
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PX , P Y ∈ F 4d (φ). Fu¨r das Testproblem der Hypothese
H : X,Y haben dieselbe Verteilung gegen die Alternative
K : X,Y haben nicht dieselbe Verteilung
zum Niveau α > 0 wird mit der Statistik


























ϕφ(x1, . . . , xm; y1, . . . , yn) :=
{
1 , falls T φm,n > c1−α(x1, . . . , xm; y1, . . . , yn)
0 , falls T φm,n ≤ c1−α(x1, . . . , xm; y1, . . . , yn)
definiert. Dabei sei c1−α(x1, . . . , xm; y1, . . . , yn) ein Scha¨tzwert fu¨r das 1−α-Quantil
von T φm,n, der auf den Beobachtungen x1, . . . , xm, y1, . . . , yn beruht.
Funktionierende Approximationmethoden fu¨r das 1 − α-Quantil von T φm,n sind das
Monte Carlo-Bootstrap-Verfahren (siehe Korollar 4.3) oder die Approximation der
Grenzverteilung durch das Eigenwertverfahren (vergleiche Korollar 4.5).
Das anschließende Kapitel bescha¨ftigt sich mit einer alternativen Mo¨glichkeit, die
Aussage des Korollars 4.5 zu erhalten. Abschließend sei die folgende Konsistenzaus-
sage erwa¨hnt:
Satz 4.7 (Konsistenz). Es sei φ ∈ Φ0, PX , P Y ∈ F 4d (φ) und ((mi, ni))i eine Folge
von Stichprobenumfa¨ngen mit mi/(mi+ni)→ ρ ∈ (0, 1). Dann liefert die Folge von
Tests (ϕφ)mi,ni ein konsistentes Verfahren, d.h. die Wahrscheinlichkeit fu¨r einen
Fehler 2. Art konvergiert fu¨r i → ∞ gegen 0. Dabei werde der kritische Wert mit
Hilfe eines der beiden in Kapitel 4 besprochenen Verfahren bestimmt.
Beweis. Das starke Gesetz der großen Zahlen fu¨r verallgemeinerte V-Statistiken,
Satz B.4, Anhang B, besagt unter den gemachten Voraussetzungen fast sicher
mi + ni
mini
T φmi,ni −−−→i→∞ d
2
φ(P
X , P Y ),
wobei d2φ(P
X , P Y ) > 0, da X und Y in der Alternative nicht dieselbe Verteilung
haben. Die Verteilung, deren 1 − α-Quantil man bei Verwendung eines der beiden
Scha¨tzverfahren fu¨r die Grenzverteilung als kritischen Wert wa¨hlt, konvergiert ge-
gen die asymptotische Grenzverteilung (fu¨r i → ∞) der Testgro¨ße bei Annahme
einer gemeinsamen zu Grunde liegenden Verteilung ρPX + (1 − ρ)P Y . Damit sind
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die kritischen Werte c1−α(x1, . . . , xmi ; y1, . . . , yni) fast sicher, also auch stochastisch
beschra¨nkt und mit X1, . . . , Xmi ∼ PX , Y1, . . . , Yni ∼ P Y , PX 6= P Y , folgt
mi + ni
mini




Die Wahrscheinlichkeit fu¨r einen Fehler 2. Art,
P
(









c1−α(X1, . . . , Xmi ;Y1, . . . , Yni)
)




Im letzten Kapitel, Abschnitt 4.2, wurde eine neue Approximation der Grenzver-
teilung vorgestellt. Die Grenzverteilung ist eine gewichtete Summe von Quadraten
normalverteilter Zufallsvariablen. Als Gewichte ergeben sich die Eigenwerte (λσ)σ
des durch (3.9) definierten Operators H,
H :
L2(R
d,Bd, PZ) → L2(Rd,Bd, PZ) ,
f 7→
∫
h( · , x) f (x) dPZ(x) ,
wobei h(x, y) := Eh¯(x, Y1; y, Y2), x, y ∈ Rd. Es gilt, die Unkenntnis der zu Grun-
de liegenden Verteilung unter der Hypothese PZ zu u¨berwinden. Wie beim Mon-
te Carlo-Bootstrap-Verfahren erscheint es einleuchtend, die unbekannte Verteilung
durch ihr auf der zusammengelegten Beobachtung beruhendes Gegenstu¨ck zu erset-
zen. Dieses Vorgehen haben wir in Abschnitt 4.2 gewa¨hlt. Dabei wurde die spezielle
Struktur des Kerns, der sich als Linearkombination der Funktionen φ mit vollsta¨ndig
monotoner Ableitung, angewendet auf bestimmte euklidische Absta¨nde, schreiben
la¨sst, ausgenutzt.
In diesem Kapitel werden wir einen neuen Beweis fu¨r die Aussage des Korollars 4.5,
welches besagt, dass diese Eigenwertapproximation zula¨ssig ist, finden. Geht man
nicht u¨ber zu der alternativen Darstellung mittels empirischer charakteristischer
Funktionen, so ist man gezwungen, die Integraloperatoren Hi zu betrachten, die
auf L2-Ra¨umen, versehen mit der empirischen Verteilung von mi Beobachtungen
der ersten und ni Beobachtungen der zweiten Stichprobe definiert sind. Auch die
Kernfunktion hi ha¨ngt von den Beobachtungen ab. Wir werden nun zeigen, dass die
Eigenwerte des Operators Hi geeignet gegen die Eigenwerte von H konvergieren.
Unglu¨cklicherweise kann man diese Approximation nicht durch die Einschra¨nkung
der Operatoren auf kompakte Teilmengen zeigen, die in Abschnitt 3.1.2 fu¨r den
Beweis von Satz 3.5 verwendet wird. Das große Problem bei diesem Ansatz sind
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die unterschiedlichen Ra¨ume, auf denen die Operatoren Hi definiert sind. Es wird
in diesem Kapitel gezeigt, dass fu¨r fast jede Beobachtungsfolge Verteilungskonver-
genz der Summe mit approximierten Gewichten gegen die tatsa¨chlichen Eigenwerte
vorliegt, sofern die Kernfunktionen h, (hi)i bestimmte Voraussetzungen erfu¨llen. Da
man das Prinzip auch auf andere Operatoren als den fu¨r die asymptotische Vertei-
lung der neuen Teststatistiken relevanten Operator H anwenden kann, lassen wir
Integraloperatoren der folgenden Bauart zu:
H :
LC2 (R
d,Bd, PZ) → LC2 (Rd,Bd, PZ) ,
f 7→
∫
h( · , y) f (y) dPZ(y), (5.1)
wobei auf die Bedingungen, die an die noch nicht genauer spezifizierte Kernfunktion
h gestellt werden, spa¨ter eingegangen wird. LC2 (R
d,Bd, PZ) bezeichnet den Raum
der A¨quivalenzklassen komplexwertiger, quadratisch integrierbarer Funktionen auf
Rd. Zur Approximation sollen Operatoren
Hi :
LC2 (R
d,Bd, PZi ) → LC2 (Rd,Bd, PZi ) ,
f 7→
∫
hi( · , y) f (y) dPZi (y)
(5.2)
dienen, wobei PZi das bereits erwa¨hnte empirische Maß sei und hi eine Folge von
Kernfunktionen, die in geeigneter Weise gegen h konvergieren mo¨gen.
Wir werden fu¨r diese Betrachtung eine Theorie verwenden, die Stummel in den sieb-
ziger Jahren zur Sto¨rungstheorie linearer Operatoren aufgestellt hat [Stu70, Stu71,
Stu72]. Im Folgenden seien alle auftretenden Operatoren als linear vorausgesetzt.
5.1 Diskrete Approximation von Ra¨umen
Anstatt eine Folge von Operatoren auf stets ein und demselben normierten Raum E
zu verwenden, hat Stummel zugelassen, dass die Operatoren auf unterschiedlichen,
normierten Ra¨umen Eι definiert sind, sofern diese Ra¨ume geeignet gegen einen Raum
E streben. Dabei sei ι ∈ I und I ⊂ N eine abza¨hlbare, nicht endliche Indexmenge.
Um Aussagen u¨ber die Konvergenz von Funktionen uι → u machen zu ko¨nnen,
wobei uι ∈ Eι, ι ∈ I, und u ∈ E ein Element des ”Grenz-“Raumes E ist, fu¨hrt man
den Begriff von a¨quivalenten Folgen ein. Die Abku¨rzung ι ∈ I, ι→∞ mo¨ge in der
Folge stets bedeuten, dass die Elemente von I der Gro¨ße nach geordnet, aufsteigend
durchlaufen werden.
Definition 5.1. Zwei Folgen (uι)ι∈I , (vι)ι∈I mit uι, vι ∈ Eι heißen a¨quivalent,
wenn
‖uι − vι‖Eι −−−→
ι→∞
0.
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Offensichtlich wird durch diesen Begriff eine A¨quivalenzrelation auf dem Raum der
Folgen (uι)ι ∈
∏
ιEι definiert. Entscheidend fu¨r die Anwendung des Konzepts ist
die Wahl einer Abbildung Q, welche die Elemente u ∈ E mit der jeweiligen A¨quiva-
lenzklasse der gegen u konvergenten Folgen (uι)ι, ι ∈ I, verknu¨pft.









des normierten Raumes E, wenn die folgenden Bedingungen erfu¨llt sind:
(i ) E,Eι, ι ∈ I, sind u¨ber demselben skalaren Ko¨rper K (im Folgenden stets
K = C ) definiert und es existiert eine Abbildung Q, welche jedem Element
u ∈ E eine A¨quivalenzklasse Q(u) ⊂∏ιEι zuordnet.
(ii ) [Stetigkeit der Normen auf Q(u)] Fu¨r alle u ∈ E und alle Folgen (uι)ι ∈




(iii ) [Linearita¨t] Fu¨r alle α, β ∈ K, alle u, v ∈ E und alle (uι)ι ∈ Q(u), (vι)ι ∈
Q(v), (wι)ι ∈ Q(αu+ βv) gilt
‖αuι + βvι − wι‖Eι −−−→
ι→∞
0.
Hat man eine solche Funktion Q festgelegt, so spricht man von diskreter Konver-
genz von uι → u genau dann, wenn (uι)ι ∈ Q(u).
Anwendung in der Statistik Gesucht ist eine Mo¨glichkeit, die Eigenwerte des
durch (5.1) definierten Operators durch die Eigenwerte der durch (5.2) definierten
Operatoren zu approximieren. Der Raum, auf dem der OperatorH definiert sein soll,
mo¨ge der Raum der beschra¨nkten stetigen, komplexwertigen Funktionen Cb(R) ver-
sehen mit der LC2 (R,R, P
Z)-Norm sein, wobei R der Tra¨ger des Maßes PZ sei. Cb(R)
ist mit dieser Norm ein normierter Raum.R sei im Folgenden die Einschra¨nkung der
Borelschen σ-Algebra Bd auf R. Bei der Approximation kommen die Ra¨ume der auf
Xi := {x1, . . . , xmi , y1, . . . , yni} definierten, komplexwertigen Funktionen zum Ein-
satz, die mit der LC2 (Xi,P(Xi), P
Z
i )-Norm versehen werden, wobei P
Z
i das empirische
Maß der Beobachtungen x1, . . . , xmi , y1, . . . , yni ist. Mit P(Xi) sei die Potenzmenge
von Xi bezeichnet.
Die Betrachtung stetiger Funktionen wird keine große Einschra¨nkung darstellen,
da unter den Annahmen, die wir spa¨ter vornehmen werden, die Eigenfunktionen
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der interessierenden Operatoren stetig sind. Die Verwendung beschra¨nkter stetiger
komplexwertiger Funktionen, also aus Cb(R), fu¨hrt dazu, dass das auf diesem Weg
gewonnene Resultat bei Anwendung auf die fu¨r die neuen Teststatistiken relevanten
Operatoren lediglich beschra¨nkte Funktionen φ ∈ Φ zula¨sst.
Der folgende Satz bezieht sich nicht nur die Situation eines Zwei-Stichproben-Tests,
sondern behandelt sowohl den Ein- als auch den Zwei-Stichproben-Fall statistischer
Fragestellungen vor diesem Hintergrund.




R := supp(PX) der Tra¨ger des Wahrscheinlichkeitmaßes PX auf (Rd,Bd) sei. Dann
sind die Ra¨ume EN := L
C
2 (XN ,P(XN), P
X
N ) mit XN := {x1, . . . , xN} fu¨r fast jede
Folge (xn)n von Beobachtungen unabha¨ngiger Zufallsvariablen auf R
d mit Verteilung









Das Maß PXN sei das empirische Maß der Beobachtungen x1, . . . , xN . Die Abbil-
dung Q von E in den Raum der A¨quivalenzklassen auf
∏
N EN sei definiert als






|uN − u|2 dPXN −−−→
N→∞
0
fu¨r u ∈ E.
(b ) Es sei ((mi, ni))i eine Folge von Paaren wachsender Stichprobenumfa¨nge, fu¨r die
mi/(mi + ni) → ρ ∈ (0, 1) fu¨r i → ∞. Es sei E := Cb(R) mit der LC2 (R,R, PZ)-
Norm versehen, wobei PZ := ρPX + (1 − ρ)P Y , R := supp(PX) ∪ supp(P Y )





i ) mit Xi := {x1, . . . , xmi , y1, . . . , yni} fu¨r fast jedes Paar von
Folgen (xn)n, (yn)n von Beobachtungen unabha¨ngiger Zufallsvariablen auf R
d mit









Das Maß PZi sei das empirische Maß der Beobachtungen x1, . . . , xmi , y1, . . . , yni. Die
Abbildung Q von E in den Raum der A¨quivalenzklassen auf
∏
iEi sei definiert als












|ui − u|2 dPZi = ‖ui − u‖2i −−−→
i→∞
0
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fu¨r u ∈ E.
Fu¨r die Integration von u ∈ E bezu¨glich PXN bzw. PZi wa¨hle man die Restriktion von
u auf XN bzw. Xi.
Beweis. (b ) Abku¨rzend seien die jeweiligen LC2 -Normen auf Ei mit ‖ · ‖i und auf E
mit ‖ ·‖ bezeichnet. Mit ‖u‖i, u ∈ E, sei die ‖ ·‖i-Norm der Restriktion von u auf Xi
gemeint. Fu¨r fast jede Beobachtungsfolge liegt fu¨r i→∞ schwache Konvergenz von
PZi gegen P
Z vor (PZi =⇒ PZ), vergleiche Ga¨nssler und Stute [GS77, Satz 3.2.2,
S.145]. Sei eine solche Beobachtungsfolge gegeben. Mit Hilfe der Dreiecksungleichung
zeigt man leicht, dass Q(u), u ∈ E, das Bild von u unter Q, aus ho¨chstens einer
A¨quivalenzklasse besteht. Um zu zeigen, dass Q(u) nicht-leer ist, wa¨hle man ui als
Restriktion von u auf Xi. Damit ist die Bedingung (i ) der Definition 5.2 gezeigt. Fu¨r
Bedingung (ii ) mu¨ssen die Normen ‖ui‖i von (ui)i ∈ Q(u) gegen die Norm ‖u‖ von
u konvergieren. Mit der Dreiecksungleichung gilt∣∣‖ui‖i − ‖u‖∣∣ ≤ ∣∣‖ui‖i − ‖u‖i∣∣+ ∣∣‖u‖i − ‖u‖∣∣
≤ ‖ui − u‖i +
∣∣‖u‖i − ‖u‖∣∣.
Da |u|2 eine stetige und beschra¨nkte Funktion ist, gilt wegen der Verteilungskonver-





Mit der Definition von (ui)i ∈ Q(u),
‖ui − u‖i −−−→
i→∞
0,
folgt (ii ). Die Linearita¨t (iii ) folgt aus der Definition




Der Beweis von (a ) folgt analog dem von Teil (b ).
5.2 Diskrete Kompaktheit und Konsistenz
Im Folgenden sei A (E,
∏
ιEι, Q) eine diskrete Approximation von E. Hat man eine
solche Approximation des interessierenden Raumes E gefunden, so kann man zur
Betrachtung von Operatoren auf diesen Ra¨umen u¨bergehen. Die Operatoren auf den
diskreten approximierenden Ra¨umen werden mit dem Operator, dessen Eigenwerte
gesucht sind, durch Erfu¨llen einer
”
Konsistenzbedingung“ verknu¨pft.
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Definition 5.4. Einen beschra¨nkten Operator B : E → E und eine Folge von
beschra¨nkten Operatoren (Bι)ι∈I mit Bι : Eι → Eι nennt man konsistent, wenn es
eine dichte Teilmenge F ⊂ E gibt, so dass fu¨r jedes f ∈ F eine diskret konvergente
Folge (fι)ι∈I , fι ∈ Eι, existiert mit
fι → f und Bιfι → Bf.







Fu¨r den Nachweis der Konvergenz der Eigenwerte werden Projektionsoperatoren P :
E → E, Pι : Eι → Eι betrachtet, welche mit Hilfe von Integralen u¨ber Resolventen
A(z)−1 := (A− zB)−1 definiert werden.
Fu¨r die diskrete Konvergenz der Integrale der Resolventen ist die diskrete Kompakt-
heit von B,Bι entscheidend.
Definition 5.5. Sei (Bι)ι∈I eine Folge beschra¨nkter Operatoren Bι : Eι → Eι. Diese
Folge nennt man diskret-kompakt, wenn es zu jeder ‖ · ‖Eι-beschra¨nkten Teilfolge
(uι)ι∈I ′ von (uι)ι∈I ,
‖uι‖Eι ≤ γ ∈ (0,∞) fu¨r alle ι ∈ I ′,




Es folgt der Nachweis dieser beiden Eigenschaften fu¨r die zu Beginn dieses Kapi-
tels beschriebenen Operatoren. Anwendungen, zum einen auf die in dieser Arbeit
vorgestellte Klasse von V-Statistiken und zum anderen auf die Grenzverteilung der
Crame´r-von Mises-Testgro¨ße, folgen in den Abschnitten 5.2.1 und 5.2.2.
Anwendung auf LC2 (R,R, P
Z)-Integraloperatoren Wir betrachten den Zwei-
Stichproben-Fall, sind also in der Situation von Satz 5.3, Teil (b ) und haben auf den




i ) → LC2 (Xi,P(Xi), PZi )
f 7→
∫
hi( · , y)f(y) dPZi (y)
(5.3)
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h( · , y)f(y) dPZ(y),
wobei PZ := ρPX + (1 − ρ)P Y und R := supp(PX) ∪ supp(P Y ). Der Raum E
ist der Raum Cb(R) der beschra¨nkten, stetigen, komplexwertigen Funktionen auf
R, versehen mit der LC2 (R,R, P
Z)-Norm. Der Operator H la¨sst sich auch als Ope-
rator auf dem Hilbertraum LC2 (R,R, P
Z) verstehen. Beide Versionen werden unter
den Voraussetzungen, die wir machen werden, dieselben stetigen Eigenfunktionen
zu denselben positiven Eigenwerten liefern und seien in der Folge beide mit H be-
zeichnet, wobei sich die Interpretation aus dem Kontext ergibt.
Wir werden nun nachweisen, dass Operatoren dieser Bauart unter bestimmten Be-
dingungen konsistent und diskret-kompakt sind.
Lemma 5.6. Es seien die Voraussetzungen von Satz 5.3, Teil (b ) erfu¨llt und es
seien Beobachtungsfolgen gewa¨hlt, die die Ra¨ume (Ei)i, i ∈ I zu einer diskreten




Es sei (hi)i eine Folge von in der Supremumsnorm gleichma¨ßig beschra¨nkten, in
ihren Argumenten symmetrischen Funktionen
hi : (R×R,R ⊗R)→ (R,B).
Es gebe fu¨r jedes ε > 0 ein δ > 0, so dass fu¨r jedes i ∈ I gilt
sup{|hi(x, y)− hi(x′, y)| : |x− x′| < δ, x, x′ ∈ R, y ∈ R} < ε. (5.4)
Dann ist die oben definierte Folge der Operatoren (Hi)i diskret-kompakt.
Da wir fordern, dass die Funktionen hi auf ganz R×R definiert sind, lassen sich auch






i (y), x ∈ R.
Beweis. Abku¨rzend sei fu¨r diesen Beweis µ := PZ und µi := P
Z
i fu¨r i ∈ I. Wegen
der Beschra¨nktheit der Kernfunktion, ‖hi‖∞ < c (fu¨r alle i ∈ I), und der Integration
derselben u¨ber ein endliches Maß, handelt es sich bei Hi um einen beschra¨nkten
Operator:
‖Hiui‖i =
(∫ ∣∣∣∣∫ hi(x, y)ui(y) dµi(y)∣∣∣∣2 dµi(x)
) 1
2
≤ c‖ui‖i, ui ∈ Ei.
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Es sei (Rk)k, k ∈ N eine Folge von aufsteigenden Kompakta der Form Rk := R ∩
[−κ,+κ]d fu¨r ein κ > k mit µ(R \ Rk) ≤ 12k und µi(R \ Rk) ≤ 12k fu¨r alle i ∈ I. Die
Gleichma¨ßigkeit in dieser Aussage ist wegen der Verteilungskonvergenz von µi gegen
PZ mo¨glich.
Sei nun (ui)i∈I ′ eine beliebige Teilfolge der Folge (ui)i∈I , welche durch γ beschra¨nkt
sei,
‖ui‖i ≤ γ fu¨r alle i ∈ I ′.
Der Beweis ist in drei Abschnitte aufgeteilt:
1. Zeige, dass die Funktionenfolge (gi)i mit
gi(x) := (Hiui)(x), x ∈ R,
gleichgradig stetig und gleichma¨ßig beschra¨nkt in der Supremumsnorm ist.
2. Suche eine Teilfolge (ui)i∈I ′′k von (ui)i∈I ′ dergestalt, dass die Funktionenfolge
(gi)i∈I ′′k gleichma¨ßig auf Rk gegen eine stetige Funktion wk konvergiert.
3. Konstruktion einer Teilfolge (ui)i∈I ′′ , so dass (gi)i∈I ′′ auf ganz R gegen eine
stetige und beschra¨nkte Funktion w konvergiert, die auf jedem Kompaktum
Rk mit der Funktion wk u¨bereinstimmt.
In Schritt 1 zeigen wir zuerst, dass (gi)i eine gleichgradig stetige Folge von Funktio-
nen ist. Fu¨r ein gegebenes ε > 0 sind wir nach Voraussetzung in der Lage ein δ > 0
anzugeben, so dass fu¨r x, x′ ∈ R mit |x− x′| < δ und jedes y ∈ R gilt
|hi(x, y)− hi(x′, y)| < ε fu¨r alle i.
Mit Hilfe der Cauchy-Schwarzschen Ungleichung erhalten wir damit
|gi(x)− gi(x′)| =
∣∣∣∣∫ [hi(x, y)− hi(x′, y)]ui(y) dµi(y)∣∣∣∣
≤ γ
(∫




Also ist die Folge der (gi)i eine gleichgradig stetige Folge auf ganz R. Die Beschra¨nkt-
heit folgt ebenfalls aus der Cauchy-Schwarzschen Ungleichung: Sei x ∈ R, dann gilt
|gi(x)| =
∣∣∣∣∫ hi(x, y)ui(y) dµi(y)∣∣∣∣ ≤ γ (∫ h2i (x, y) dµi(y)) 12 ≤ γc,
womit die gleichma¨ßige Beschra¨nktheit der Folge (gi)i folgt.
Wir betrachten nun fu¨r k ∈ N im Schritt 2 das Verhalten der Funktionen (gi)i∈I ′
auf der kompakten Menge Rk. Dazu benutzen wir den Satz von Arzela und Ascoli.
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Mit dem Ergebnis von Schritt 1 garantiert er die Existenz einer Teilfolge (gi)i∈I ′′k von






Durch sukzessive Wahl der (I ′′k )k kann erreicht werden, dass I
′′
k+1 ⊂ I ′′k fu¨r alle k ∈ N.
Im letzten Schritt, Schritt 3, wird eine stetige Funktion w konstruiert, so dass schließ-
lich ‖Hiui−w‖i fu¨r eine Teilfolge (ui)i∈I ′′ von (ui)i∈I ′ gegen 0 konvergiert. Sei (ui)i∈I ′′
die Diagonalfolge in den Folgen (ui)i∈I ′′k , k ∈ N, d.h. das k-te Element der Folge






Hiui(x), x ∈ R.
Es bleiben folgende Fragen zu kla¨ren:
(i ) Ist w wohldefiniert und eine auf ganz R in der ‖ · ‖∞-Norm stetige Funktion?
Sei x ∈ R, dann ist x ∈ Rk fu¨r alle k ≥ k0 ∈ N. Da (ui)i∈I ′′,i≥i0(k) eine Teil-
folge von (ui)i∈I ′′k ist, folgt die Konvergenz von Hiui(x) gegen ein eindeutig
bestimmtes w(x). Da w auf jedem Kompaktum Rk mit der stetigen Funkti-
on wk u¨bereinstimmt und die Rk ganz R ausscho¨pfen, ist w stetig.
(ii ) Ist w eine beschra¨nkte Funktion?
Dies ist der Fall, da die (gi)i∈I ′ eine gleichma¨ßig beschra¨nkte Folge sind. Damit
sind die Funktionen (wk)k∈N aus Schritt 2 gleichma¨ßig beschra¨nkt und somit
die Funktion w beschra¨nkt.
Es folgt die Konvergenz von (Hiui)i∈I ′′ in der LC2 -Norm, denn fu¨r jedes k ∈ N und
i ∈ I ′′ gilt
‖Hiui − w‖2i =
∫
R\Rk
|Hiui(x)− w(x)|2 dµi(x)︸ ︷︷ ︸








Mit k →∞ folgt die diskrete Kompaktheit.
Das vorangegangene Lemma ist auch im Ein-Stichproben-Fall, Satz 5.3, Teil (a ),
gu¨ltig.
Die anschließende Konsistenzbetrachtung stu¨tzt sich im Wesentlichen auf die U¨ber-
legungen zur diskreten Kompaktheit.
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Lemma 5.7. Es seien die Voraussetzungen des vorangegangenen Lemmas erfu¨llt.
Fu¨r jedes x ∈ R mo¨ge daru¨ber hinaus die Folge von Funktionen (hi(x, ·))i gleichma¨-
ßig auf jedem Kompaktum gegen die in ihren Argumenten symmetrische Funktion
h(x, ·) konvergieren, wobei die Kernfunktion
h : (R×R,R ⊗R)→ (R,B)
eine in der Supremumsnorm beschra¨nkte Funktion sei mit der Eigenschaft, dass es
fu¨r jedes ε > 0 ein δ > 0 gibt, so dass
sup{|h(x, y)− h(x′, y)| : |x− x′| < δ, x, x′ ∈ R, y ∈ R} < ε. (5.5)
Dann sind der Operator H und die Folge von Operatoren (Hi)i konsistent. Ferner




Beweis. Es seien die Bezeichnungen des Beweises des letzten Lemmas u¨bernommen.
Analog zum dortigen Vorgehen zeigt man die Beschra¨nktheit des Operators H. Zum
Nachweis der Konsistenz zeigen wir, dass zu jeder Funktion u ∈ E = Cb(R) eine
Folge von Funktionen (ui)i mit ui → u und Hiui → Hu existiert. Dazu betrachten
wir als Funktionen ui die Restriktion von u auf das jeweilige Xi. Die Folge (ui)i ist
‖ · ‖i-beschra¨nkt. Im letzten Beweis haben wir gesehen, dass (gi)i mit gi := Hiui fu¨r
jedes k ∈ N eine gleichma¨ßig beschra¨nkte, gleichgradig stetige Folge von Funktionen








h(x, y)u(y) dµi(y) (5.6)
+
∫




h(x, y)u(y) dµ(y) = Hu(x).
Der Ausdruck (5.6) konvergiert fu¨r i→∞ gegen 0, da der Integrationsbereich aufge-
teilt werden kann in das KompaktumRk, in dem die Integranden nach Voraussetzung
gleichma¨ßig gegeneinander konvergieren, und den Bereich außerhalb des Kompak-
tums R \ Rk, dessen µi-Inhalt fu¨r k → ∞ gleichma¨ßig in i gegen 0 geht und somit
das Integral u¨ber die beschra¨nkten Funktionen |hi(x, ·)u(·)| und |h(x, ·)u(·)| gegen
Null treibt. Zum Nachweis der Konvergenz (5.7) genu¨gt die in Lemma 5.6 gefor-
derte Verteilungskonvergenz. Aus der punktweisen Konvergenz folgt zusammen mit
der gleichgradigen Stetigkeit die gleichma¨ßige Konvergenz auf Kompakta (allerdings
nicht nur fu¨r Teilfolgen, da der Satz von Arzela und Ascoli hier nicht notwendig ist),
womit, wie im Beweis des letzten Lemmas, die diskrete Konvergenz von (gi)i gegen
die beschra¨nkte, stetige Funktion w = Hu folgt.
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Es folgt der Nachweis der Kompaktheit von H in der durch die LC2 -Norm induzierten
Topologie auf Cb(R). Die Definition der Kompaktheit linearer, beschra¨nkter Ope-
ratoren entspricht auch auf normierten Ra¨umen der in Definition C.1 angegebenen.
Offensichtlich ist H beschra¨nkt und linear. Es bleibt zu zeigen (vgl. Dunford und
Schwartz [DS88a, Theorem 15, S.22]), dass fu¨r eine Folge (fn)n von in ihrer Norm
durch 1 beschra¨nkten Funktionen fn ∈ Cb(R) die Bildfolge (Hfn)n einen Ha¨ufungs-
punkt f ∈ Cb(R) besitzt. Wie im Beweis der diskreten Kompaktheit, Lemma 5.6,
Schritt 1, zeigt man die gleichgradige Stetigkeit und gleichma¨ßige Beschra¨nktheit
der Folge (Hfn)n in der Supremumsnorm. Der Satz von Arzela und Ascoli (vgl.
Schritt 2) liefert mit dem Diagonalfolgenargument (vgl. Schritt 3) eine Teilfolge
(Hfn)n∈I ′′ der Folge (Hfn)n, die auf jedem Kompaktum Rk (definiert wie im letzten
Beweis) gleichma¨ßig gegen eine stetige und beschra¨nkte Funktion f konvergiert. Mit
k →∞ folgt aus
‖Hfn − f‖2 =
∫
R\Rk
|Hfn(x)− f(x)|2 dµ(x)︸ ︷︷ ︸









wobei ‖h‖∞ < c, die Kompaktheit von H.
Auch der Nachweis der Konsistenz und Kompaktheit la¨sst sich direkt auf den Ein-
Stichproben-Fall u¨bertragen.
5.2.1 Nachweis fu¨r die neue Familie von Tests





h( · , y)f(y) dPZ(y),
mit h(x1, x2) :=
∫
h¯(x1, y1;x2, y2) d(P
Z ⊗ PZ)(y1, y2) und E := Cb(R) versehen mit
der LC2 (R,R, P
Z)-Norm, dessen Eigenwerte sich in der Grenzverteilung der neuen
Teststatistiken unter der Hypothese wiederfinden. Wir approximieren diesen Opera-





hi( · , y)f(y) dPZi (y)
mit hi(x1, x2) :=
∫
h¯(x1, y1;x2, y2) d(P
Z
i ⊗ PZi )(y1, y2) und Ei := LC2 (Xi,P(Xi), PZi ).
Dabei gehen wir wie folgt vor: Zuna¨chst wa¨hlen wir eine feste Folge von Stichpro-
benumfa¨ngen. Dann wa¨hlen wir Folgen von Beobachtungen der beiden Stichproben,
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so dass die Ra¨ume Ei aus Satz 5.3 (b ) eine diskrete Approximation des dort an-
gegebenen Raumes E bilden. Aus diesen Beobachtungen bilden wir nun die Folge
von Maßen (PZi )i und damit die Operatorenfolge (Hi)i. Von dieser Folge weisen
wir nach, dass sie diskret-kompakt und konsistent ist. Dazu mu¨ssen lediglich die
Voraussetzungen des Lemmas 5.6 und des Lemmas 5.7 nachgewiesen werden.
Satz 5.8. Es sei φ ∈ Φ eine beschra¨nkte Funktion. Fu¨r fast jedes Paar von Beobach-
tungsfolgen bilden dann die Operatoren (Hi)i mit den angegebenen Kernfunktionen
eine diskret-kompakte Folge, die mit dem in der LC2 (R,R, P
Z)-Topologie auf Cb(R)
kompakten Operator H konsistent ist.
Beweis. Offensichtlich sind die Kernfunktionen von Hi und H gleichma¨ßig be-
schra¨nkt. Zuna¨chst zeigen wir die Forderung (5.4). Es sei φ(z) ≤ C fu¨r alle z ≥ 0.





φ(|x′ − y|2) fu¨r alle x, x′, y ∈ Rd
und somit





also ∣∣φ(|x− y|2)− φ(|x′ − y|2)∣∣ ≤ 3√C√φ(|x− x′|2).
Sei y ∈ R und x, x′ ∈ R so, dass |x− x′| < δ. Dann gilt mit X(i) ∼ PZi
|hi(x, y)− hi(x′, y)|
=












C) ≤ ε ist. Dies ist
wegen der Stetigkeit von φ und φ(0) = 0 mo¨glich. Die Bedingung (5.4) und die
Stetigkeitsbedingung in Lemma 5.7 sind also erfu¨llt.
Zum Nachweis der Konsistenz sei x ∈ R fest gewa¨hlt. Dann konvergiert (hi(x, y))i
wegen der Verteilungskonvergenz von (PZi )i fu¨r alle y ∈ R gegen h(x, y). Wir beno¨ti-
gen statt dieser punktweisen Konvergenz die gleichma¨ßige Konvergenz. Da gilt:
(hi(x, y))i konvergiert gegen h(x, y) fu¨r alle y ∈ R ∩ Qd wird mit der gleichgra-
digen Stetigkeit (5.4) der Folge (hi(x, ·))i (Symmetrie der Kernfunktion) aus der
punktweisen Konvergenz auf einer dichten Teilmenge die gleichma¨ßige Konvergenz
auf einem Kompaktum.
Damit sind die Voraussetzungen der Lemmata 5.6 und 5.7 erfu¨llt und es folgt die
Behauptung.
Der vorangegangene Satz la¨sst sich analog auf den Ein-Stichproben-Fall, Satz 5.3,
Teil (a ), u¨bertragen. Dies ist hilfreich, wenn man beispielsweise die Gewichte der
Grenzverteilung der Ein-Stichproben-Statistik aus Satz 3.8 approximieren mo¨chte.
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5.2.2 Nachweis fu¨r den Crame´r-von Mises-Test
Als weiteres Beispiel fu¨r die Anwendung der Theorie von Stummel betrachten wir





wobei Fn die empirische Verteilungsfunktion der n u.i.v. Zufallsvariablen X1, . . . , Xn
sei und F0 eine stetige Verteilungsfunktion, auf die getestet werden soll. Diese Sta-













[I(x ≤ t)− F0(t)] [I(y ≤ t)− F0(t)] dF0(t), x, y ∈ R, (5.8)
und R = supp (F0) schreiben. Im Fall, dass F0 die Gleichverteilung auf R = [0, 1]









y2, x, y ∈ R.
Die Grenzverteilung der Statistik unter der Hypothese X1, X2, . . . ∼ F0 ist bekannt-
lich eine gewichtete Summe von Quadraten standardnormalverteilter Zufallsvaria-





hCvM( · , y)f(y) dF0(y),
Als Beispiel soll gezeigt werden, dass die Eigenwerte der (diskreten) Integralopera-
toren, bei denen die Verteilung F0 durch die empirische Verteilungsfunktion einer
vorgegebenen Anzahl N von Beobachtungen ersetzt ist, die Eigenwerte der Grenz-
verteilung unter der Hypothese approximieren.
Satz 5.3, Teil (a ) la¨sst sich auf diese Problemstellung anwenden. Die approximieren-
den Operatoren definieren wir durch
HCvMN :
LC2 (XN ,P(XN), P
X
N ) → LC2 (XN ,P(XN), PXN )
f 7→
∫
hCvM( · , y)f(y) dPXN (y).
Wir zeigen die Konsistenz und diskrete Kompaktheit der Folge der Operatoren
(HCvMN )N , um spa¨ter in Kapitel 5.3.2 auf die Konvergenz der Eigenwerte eingehen
zu ko¨nnen.
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Satz 5.9. Fu¨r fast jede Folge von Beobachtungen (xn)n von u.i.v. reellwertigen
Zufallsvariablen mit stetiger Verteilungsfunktion F0 sind die Operatoren (H
CvM
N )N
diskret-kompakt, (HCvMN )N , H
CvM konsistent und der Operator HCvM kompakt in der
LC2 (R,R, F0)-Topologie auf Cb(R).
Beweis. Da die Kernfunktionen aller Operatoren (HCvMN )N , H
CvM u¨bereinstimmen,
ist Bedingung (5.4) hier leicht zu zeigen. Seien x, x′, y ∈ R mit R := supp (PZ) und
|x− x′| < δ, x < x′, dann gilt
|hCvM(x, y)− hCvM(x′, y)| ≤
∫ +∞
−∞
2 I(x ≤ t < x′) dF0(t) = 2 (F0(x′)− F0(x)) ,
womit die Bedingung erfu¨llt ist (stetige Verteilungsfunktionen sind gleichma¨ßig ste-
tig). U¨berdies ist die Kernfunktion gleichma¨ßig beschra¨nkt.
Damit sind die Voraussetzungen der Lemmata 5.6 und 5.7 erfu¨llt und es folgt die
Behauptung.
5.3 Konvergenz der Eigenwerte
Es sei das Eigenwertproblem Au = λBu, λ ∈ C, u ∈ E, vorgelegt. Mit den beiden
Voraussetzungen Konsistenz und diskrete Kompaktheit kann man den Hauptsatz
u¨ber die Eigenwertkonvergenz diskreter Operatoren von Stummel [Stu71, II.3.2.(8),
S.257] verwenden:
Satz 5.10. Die Operatoren A, (Aι)ι∈I sowie B, (Bι)ι∈I seien konsistent. Die Opera-
toren B,Bι, ι ∈ I, seien kompakt und die Folge (Bι), ι ∈ I, sei diskret-kompakt. Die
Resolventenmenge und das Beschra¨nktheitsgebiet von A,B seien nicht leer. Sei λ ein
Eigenwert von A,B mit der algebraischen Vielfachheit m. Weiter sei U eine beliebi-
ge beschra¨nkte abgeschlossene Umgebung von λ, welche mit dem Spektrum Σ(A,B)
von A,B lediglich den Eigenwert λ gemeinsam hat. Dann gibt es ein ι0 ∈ N, so dass
fu¨r alle ι ≥ ι0, ι ∈ I, genau m Eigenwerte λι1, . . . , λιm von Aι, Bι existieren, wenn
diese ihrer algebraischen Vielfachheit entsprechend oft wiederholt werden,




λ, k = 1, . . . ,m.
Die beiden Begriffe Resolventenmenge und Beschra¨nktheitsgebiet seien noch erkla¨rt:
Die Resolventenmenge ist die Menge aller Zahlen z ∈ C, fu¨r die die Resolvente
A(z)−1 = (A − zB)−1 als beschra¨nkte lineare Abbildung existiert. Diese Menge ist
das Komplement des Spektrums von A,B. Das Beschra¨nktheitsgebiet ist die
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Menge aller z ∈ C, fu¨r die es eine Konstante γ > 0 und ein ι0 ∈ I gibt, so dass fu¨r
alle ι ≥ ι0 die Zahl z in der Resolventenmenge von Aι, Bι liegt und die Operator-
norm von Aι(z)
−1 gleichma¨ßig in ι ≥ ι0 durch γ beschra¨nkt ist. Da wir fu¨r unsere
Anwendungen als A bzw. Aι stets die Identita¨t wa¨hlen werden, ist die Null sowohl
in der Resolventenmenge als auch im Beschra¨nktheitsgebiet enthalten, so dass die
Erfu¨llung dieser Voraussetzung uns nicht mehr bescha¨ftigen muss.
Unter den gemachten Voraussetzungen zeigt Stummel die Gleichheit von Resolven-
tenmenge und Beschra¨nktheitsgebiet sowie die Konvergenz der Resolventen [Stu71,
II.2.2.(1), S.245]. Er zeigt, dass der Rand einer beliebigen, kompakten Umgebung
eines Eigenwertes, welche nur diesen Eigenwert entha¨lt, fu¨r ι gro¨ßer einem ι0 stets
vollsta¨ndig in der Resolventenmenge von Aι, Bι liegt [Stu71, II.2.1.(3), S.243]. Damit
sind die positiv orientierten Kurvenintegrale der Resolventen u¨ber diesen Rand, die
so genannten Resolventenintegrale, wohldefiniert und konvergieren diskret [Stu71,
II.2.3.(4), S.249]. Durch sie ko¨nnen Projektionsoperatoren P, Pι definiert werden,
welche ebenfalls diskret konvergieren. Ein solcher Projektionsoperator ist eine Pro-
jektion des Ausgangsraumes auf den algebraischen Eigenraum des
”
umringten“ Ei-
genwertes. Als Konsequenz folgt die diskrete Approximation von P (E) durch Pι(Eι),
welche schließlich dieselbe Dimension wie P (E) haben. Damit mu¨ssen in der anfangs
gewa¨hlten Umgebung schließlich m Eigenwerte von Aι, Bι gelegen haben. Durch im-
mer kleinere Wahl der Umgebung um den Eigenwert λ folgt die Konvergenz. Auch
die diskrete Konvergenz der Eigenfunktionen kann man auf diese Weise folgern.
Anwendung auf LC2 (R,R, P
Z)-Integraloperatoren Fu¨r die Anwendung des
Hauptsatzes auf die aus Abschnitt 5.2 bekannten Integraloperatoren definieren wir
die Operatoren A,Ai, i ∈ N, als Identita¨t auf dem jeweiligen Raum E,Ei, i ∈ N.
Wa¨hlt man die Beobachtungsfolgen so, dass eine diskrete Approximation vorliegt,
so sind diese Operatoren konsistent. Seien weiter B := H und Bi := Hi. Wir haben
gezeigt, dass unter den Voraussetzungen der Lemmata 5.6 und 5.7 Konsistenz von
(Bi)i, B und diskrete Kompaktheit von (Bi)i vorliegt. Weiterhin sind die Operatoren
Bi Hilbert-Schmidt-Operatoren und somit kompakt in Ei (vergleiche Lemma C.6).
Der Operator B ist nach Lemma 5.7 kompakt in E. Damit sind die Voraussetzungen
des Hauptsatzes erfu¨llt. Man u¨berlegt sich leicht, dass wegen der Stetigkeitsforderun-
gen an h die Eigenfunktionen zu den nicht verschwindenden Eigenwerten des Opera-
tors B aufgefasst als Operator auf LC2 (R,R, P
Z) stetig sind. Die Einschra¨nkung von
B auf E a¨ndert also nichts an den von Null verschiedenen Eigenwerten und deren
Vielfachheit. Da die Operatoren Hi, H selbstadjungiert sind, besitzen sie ausschließ-
lich reelle Eigenwerte, zu denen reellwertige Eigenfunktionen existieren, so dass Hi,
H auch als Operatoren u¨ber L2(Xi,P(Xi), P
Z
i ) beziehungsweise dem Raum der reell-
wertigen, stetigen, beschra¨nkten Funktionen, versehen mit der L2(R,R, PZ)-Norm
aufgefasst werden ko¨nnen, ohne dadurch die nicht verschwindenden Eigenwerte und
deren Vielfachheit zu vera¨ndern.
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Es sei bemerkt, dass die zu Beginn dieses Abschnittes beschriebene Definition der
Eigenwerte von Ai, Bi genau die Inversen von den Eigenwerten liefert, die wir zuvor
betrachtet haben. Denn hier betrachten wir das Eigenwertproblem
u = Au
!
= λBu = λHu
und zuvor betrachteten wir
λu = Hu.
Theoretisch wa¨re ein Austausch von A und B bei der Anwendung des Hauptsatzes
denkbar, jedoch liegt die diskrete Kompaktheit bei der Identita¨t nicht vor (Ste-
tigkeitsprobleme), so dass die hier gewa¨hlte Herangehensweise erforderlich ist. Im
Folgenden wollen wir wieder zu unserer
”
bewa¨hrten“ Definition eines Eigenwertes
zuru¨ckkehren. Die Konvergenz der von Null verschiedenen Eigenwerte von Ai, Bi im
Hauptsatz liefert natu¨rlich auch die Konvergenz der inversen Eigenwerte, so dass
uns dieses technische Detail nicht weiter belasten muss. Der Hauptsatz liefert mit
dem eben gesagten folgendes Lemma:
Lemma 5.11. Es seien die Voraussetzungen der Lemmata 5.6 und 5.7 erfu¨llt. Dann
folgt fu¨r jeden von Null verschiedenen Eigenwert λ von H mit Vielfachheit m ∈ N
und jede hinreichend kleine Umgebung U um λ, dass fu¨r alle i gro¨ßer als ein bestimm-
tes i0 der Operator Hi genau m Eigenwerte λ
i
1, . . . , λ
i
m (Vielfachheit beachtend) in
U besitzt.
Abschließendes Ziel dieses Abschnittes ist es nun, die Verteilungskonvergenz der
gewichteten Summe von Quadraten standardnormalverteilter Zufallsvariablen mit
den approximierten Eigenwerten als Gewichten gegen jene gewichtete Summe von
Quadraten standardnormalverteilter Zufallsvariablen zu zeigen, deren Gewichte die
Eigenwerte des Operators H sind.
Um dieses Resultat zu erhalten, fordern wir zusa¨tzlich zu den Voraussetzungen des
letzten Lemmas,
(1. ) dass die Operatoren (Hi)i, H positiv sein mo¨gen und
(2. ) dass der Operator H von der Spurklasse ist.
Unter diesen Voraussetzungen erhalten wir das gesuchte Ergebnis:
Satz 5.12. Es seien die Voraussetzungen der Lemmata 5.6 und 5.7 sowie die ge-
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wobei (Zσ)σ jeweils eine Folge unabha¨ngiger, standardnormalverteilter Zufallsvaria-
blen sei. Die Folgen (λiσ)σ, σ ∈ Σi, bezeichnen die positiven Eigenwerte der Opera-
toren Hi und die Folge (λσ)σ, σ ∈ Σ ⊂ N, beschreibe die positiven Eigenwerte des
Operators H. In allen Folgen seien die Eigenwerte entsprechend ihrer Vielfachheit
oft genannt.
Beweis. Die Operatoren (Hi)i sind von der Spurklasse, da sie jeweils nur endlich
viele Eigenwerte besitzen. Mittels (5.4) und (5.5) u¨berlegt man sich, dass hi auf
jedem Kompaktum gleichma¨ßig gegen h konvergiert. Wegen der Beschra¨nktheit von
hi und h sowie der in den Voraussetzungen von Lemma 5.6 geforderten Verteilungs-
konvergenz konvergiert die Spur von Hi gegen die Spur von H.
Es sei im Folgenden λσ := 0 fu¨r σ ∈ N, falls σ 6∈ Σ, und λiσ := 0 fu¨r σ ∈ N, falls
σ 6∈ Σi. Um Konvergenz in Verteilung zu zeigen, weisen wir die L1-Konvergenz von
Si gegen S nach. Sei ε > 0 beliebig. Wegen der Endlichkeit der folgenden Summe




Es seien die positiven Eigenwerte (λiσ) vonHi so durch eine neue Indexmenge Σi ⊂ N
indiziert, dass fu¨r alle σ ≤ σ0, σ ∈ N, gilt λiσ → λσ fu¨r i → ∞. Dies gilt mit
einer geeigneten Umindizierung nach Satz 5.10. Entsprechend dieser Indizierung
seien die (Zσ)σ den λ
i
σ bzw. λσ zugeordnet. Wegen der punktweisen Konvergenz der
Eigenwerte gibt es ein i0 ∈ N, so dass fu¨r alle i > i0∣∣λiσ − λσ∣∣ ≤ ε2σ fu¨r 1 ≤ σ ≤ σ0






∣∣∣∣∣ ≤ ε fu¨r alle i > i0.
Nun gilt









































Es folgt L1-Konvergenz, also Konvergenz in Verteilung.
80 Kapitel 5. Approximation linearer Operatoren
5.3.1 Nachweis fu¨r die neue Familie von Tests
Wir befinden uns in der Situation von Abschnitt 5.2.1 und es sei wie zuvor φ ∈ Φ
beschra¨nkt. Dann sind die Operatoren (Hi)i, H nach Satz 3.5 positiv und von der
Spurklasse und erfu¨llen somit Forderungen (1. ) und (2. ).
Damit folgt aus Satz 5.12 der folgende Satz, der die Verteilungskonvergenz der durch
die Approximation der Eigenwerte gewonnenen Verteilung gegen die tatsa¨chliche
Grenzverteilung zeigt.
Satz 5.13. Es sei ((mi, ni))i eine Folge von Paaren von Stichprobenumfa¨ngen mit
mi/(mi + ni)→ ρ ∈ (0, 1). Sei φ ∈ Φ beschra¨nkt, PX , P Y nicht degenerierte Wahr-
scheinlichkeitsmaße auf (Rd,Bd) und PZ := ρPX + (1 − ρ)P Y . Dann gilt fu¨r fast
jedes Paar von Folgen (xn)n, (yn)n von Beobachtungen unabha¨ngiger Zufallsvariablen










wobei (Zσ)σ jeweils eine Folge unabha¨ngiger, standardnormalverteilter Zufallsvaria-
blen sei.
Eine Approximation der in S verwendeten Eigenwerte durch die Eigenwerte des
diskretisierten Operators Hi ist also zula¨ssig. Der Satz la¨sst sich analog auf den Ein-
Stichproben-Fall u¨bertragen. Die Aussage des Satzes haben wir bereits auf anderem
Weg durch Korollar 4.5 in Abschnitt 4.2 erhalten. Auf die numerische Behandlung
zur Bestimmung des kritischen Wertes bei den neuen Testverfahren sind wir in Ab-
schnitt 4.2.1 eingegangen.
Wir zeigen nun exemplarisch die Wirksamkeit des Verfahrens bei der Crame´r-von
Mises-Testgro¨ße aus Abschnitt 5.2.2, angewendet auf die Anpassung an die Gleich-
verteilung auf dem Intervall [0, 1].
5.3.2 Anwendung auf den Crame´r-von Mises-Test
Wir betrachten den Anpassungstest an eine Gleichverteilung auf [0, 1]. Die Grenz-
verteilung der Crame´r-von Mises-Testgro¨ße ist unter der Hypothese eine gewichtete
Summe von χ21-verteilten Zufallsvariablen, wobei die Gewichte die Eigenwerte des









y2, x, y ∈ [0, 1],
sind. Mit den Voru¨berlegungen zu Konsistenz und diskreter Kompaktheit, die in
Satz 5.9 festgehalten wurden, ist Lemma 5.11 sofort anwendbar und wir erhalten (fu¨r
fast jede Beobachtungsfolge) Konvergenz der Eigenwerte der Operatoren (HCvMN )N
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gegen die des Operators HCvM. Daru¨ber hinaus folgt aus der Darstellung (5.8) die
Positivita¨t der Operatoren (HCvMN )N , H
CvM. Die exakten Eigenwerte des Operators
HCvM sind λσ = (pi
2σ2)−1, σ ∈ N (vergleiche z.B. Durbin und Knott [DK72]), womit
der Operator HCvM zur Spurklasse geho¨rt. Die Bedingungen (1. ) und (2. ) sind also
erfu¨llt. Wir erhalten also nicht nur die Konvergenz der Eigenwerte sondern daru¨ber
hinaus sogar die Verteilungskonvergenz der mit den Eigenwerten gewichteten Summe
von unabha¨ngigen χ21-verteilten Zufallsvariablen, der Grenzverteilung der Crame´r-
von Mises-Teststatistik unter der Hypothese, dass PX die Gleichverteilung auf [0, 1]
ist.
Im diskreten Fall fu¨r u ∈ L2(XN ,P(XN), µN) genu¨gt es, wie in Abschnitt 4.2.1







an den Stellen x = x1, . . . , xN auszuwerten, wodurch die Eigenwertgleichung zum
Linearen Gleichungssystem
λ~u = A~u
wird mit ~u = (u(x1), . . . , u(xN))





hCvM(xj, xk), j, k ∈ {1, . . . , N}.
Am Beispiel von N = 10, 50, 100, 500, 1000 Beobachtungen von unabha¨ngigen auf
[0, 1] gleichverteilten Zufallsvariablen wurde dieses Vorgehen durchgefu¨hrt und die
Approximationen der ersten vier Eigenwerte mit den wohlbekannten exakten Ei-
genwerten verglichen. Die Ergebnisse in Tabelle 5.1 verdeutlichen, dass tatsa¨chlich
Konvergenz vorliegt.
Tabelle 5.1: Approximation der Eigenwerte durch diskrete Operatoren mit zufa¨lligen
Beobachtungen
N λ1 λ2 λ3 λ4
10 0.11729 0.03107 0.00742 0.00634
50 0.10124 0.02927 0.00963 0.00627
100 0.10781 0.02935 0.01095 0.00674
500 0.10086 0.02694 0.01103 0.00633
1000 0.10289 0.02642 0.01092 0.00628
exakt 0.10132 0.02533 0.01126 0.00633
Die Abweichungen von den exakten Werten scheinen sta¨rker von den zufa¨lligen Da-
ten als von der Diskretisierung herzuru¨hren: Wa¨hlt man fu¨r N = 50, 100 die Werte
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xj = j/N − 1/(2N), j = 1, . . . , N , also die (j/N − 1/(2N))-Quantile, j = 1, . . . , N ,
der Gleichverteilung als
”
Beobachtungsdaten“, so ergibt sich beim Blick auf die Er-
gebnisse in Tabelle 5.2 eine deutlich bessere Approximation.
Tabelle 5.2: Approximation der Eigenwerte durch diskrete Operatoren mit Quantilen
als vorgegebenen Beobachtungen
N λ1 λ2 λ3 λ4
50 0.10135 0.02536 0.01129 0.00637
100 0.10133 0.02534 0.01127 0.00634
exakt 0.10132 0.02533 0.01126 0.00633
Da in dem Fall der neuen Tests eine unbekannte Verteilung zu Grunde liegt, die
bestenfalls durch die empirische Verteilung der zusammengelegten Beobachtung ap-
proximiert werden kann, darf man hoffen, dass die Approximationsqualita¨t auch fu¨r
kleinere Gro¨ßen der zusammengelegten Stichprobe hinreichend gut sein wird.
Kapitel 6
Effizienz
Dieses Kapitel beginnt mit der Ermittlung von approximativen Bahadur-Effizienzen
fu¨r einige Tests der neuen Familie von Teststatistiken. Neben dem Crame´r-Test
(mit φ(·) = √·/2) und dem Test von Bahr (mit φ(·) = 1−exp(−·/2)) werden einige
weitere Beispiele betrachtet. Drei Testprobleme werden in der Folge untersucht: Die
Tests auf Lage- und Skalenalternativen bei eindimensionalen Normalverteilungen
und ein Kontaminationsmodell.
Zusa¨tzliche Bedeutung wird den approximativen Bahadur-Effizienzen dadurch zu-
teil, dass sie lokal mit den Pitman-Effizienzen u¨bereinstimmen. Fu¨r dieses Resultat
bedarf es des Nachweises der Wieandschen Bedingung III∗, welche in Abschnitt 6.2
fu¨r die erwa¨hnten Testprobleme u¨berpru¨ft wird. Der letzte Abschnitt dieses Kapitels
veranschaulicht die Resultate zu Lage- und Skalenalternativen bei Normalverteilun-
gen.
6.1 Bahadur-Effizienz
Bahadur [Bah60] vero¨ffentlichte 1960 ein Konzept zum Vergleich von zwei Folgen von
Ein-Stichproben-Teststatistiken. Im Folgenden u¨bertragen wir seine Vorgehensweise
zur Definition und Betrachtung von approximativen Bahadur-Steigungen auf den
Zwei-Stichproben-Fall, vergleiche dazu auch Perng und Littell [PL76].
Seien X1, X2, . . . eine Folge von R
d-wertigen Zufallsvariablen mit Verteilungsfunk-
tion F und Y1, Y2, . . . eine Folge von R
d-wertigen Zufallsvariablen mit Verteilungs-
funktion G. Dabei sei (F,G) ∈ Θ := F ×F , wobei F eine Teilmenge aller Ver-
teilungsfunktionen Rd-wertiger Zufallsvariablen ist. Die Zufallsvariablen X1, X2, . . .,
Y1, Y2, . . . seien unabha¨ngig.
Im Fall der neuen Familie von Tests wa¨hlt man zuna¨chst eine spezielle Folge von
Teststatistiken, also ein φ ∈ Φ0 und definiert F := F 4d (φ), also die Menge aller
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nicht-degenerierten Verteilungsfunktionen Rd-wertiger Zufallsvariablen X, fu¨r die
Eφ4(|X|2) <∞, womit die in den vorangegangenen Kapiteln gewonnenen Verfahren
zur Bestimmung des kritischen Wertes anwendbar sind.
Es sei ((mi, ni))i eine feste Folge von Paaren von Stichprobenumfa¨ngen, fu¨r die
mi/(mi+ni)→ ρ ∈ (0, 1) und mi, ni →∞ fu¨r i→∞. Wir interessieren uns nun fu¨r
den Test der Hypothese H, bezeichnet durch (F,G) ∈ Θ0 ⊂ Θ, gegen die Alternative
Θ1 := Θ \ Θ0. Es sei (tmi,ni)i eine Folge von reellwertigen Teststatistiken fu¨r den
Test der Hypothese H. Verwerfung mo¨ge fu¨r große Werte der Testgro¨ße erfolgen.
Die Indizes mi, ni geben wie bisher an, dass tmi,ni auf den ersten mi Zufallsvariablen
der Folge X1, X2, . . . und den ersten ni Zufallsvariablen der Folge Y1, Y2, . . . beruht.
Definition 6.1. Die Folge (tmi,ni)i wird Standardfolge (zum Test von H ) genannt,
wenn die folgenden drei Bedingungen erfu¨llt sind:
(a ) Es gibt eine stetige Verteilungsfunktion F0, so dass fu¨r alle θ ∈ Θ0
lim
i→∞
Pθ(tmi,ni ≤ x) = F0(x) fu¨r jedes x ∈ R.











(∣∣∣∣√mi + nimini tmi,ni − b(θ)
∣∣∣∣ > x) = 0
fu¨r jedes x > 0.
In Bedingung (a ) ist die Unabha¨ngigkeit der sich asymptotisch ergebenden Ver-
teilungsfunktion F0 von θ ∈ Θ0 entscheidend. Da die neuen Teststatistiken nicht
asymptotisch verteilungsfrei sind, also die Grenzverteilungen von der zu Grunde
liegenden Verteilung abha¨ngen, muss zur Untersuchung von Effizienzen mit Stan-
dardfolgen das allgemeine Testproblem
H : θ ∈ Θ0 := {(F, F ) : F ∈ F} gegen
K : θ ∈ Θ1 := {(F,G) : F,G ∈ F , F 6= G}
eingeschra¨nkt werden auf den Fall einer einfachen Hypothese.
Eine Standardfolge (tmi,ni)i hat unter θ ∈ Θ0 die asymptotische Verteilung F0. We-
gen Bedingung (c ) strebt die Statistik fu¨r θ ∈ Θ1 in Wahrscheinlichkeit gegen un-
endlich. Somit sind bei Standardfolgen große Werte signifikant fu¨r die Verwerfung
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von H. Fu¨r eine Beobachtung x1, . . . , xmi , y1, . . . , yni ist der exakte p-Wert, d.h. die
Wahrscheinlichkeit, dass
tmi,ni(X1, . . . , Xmi , Y1, . . . , Yni),
wobei die mi + ni Zufallsvariablen X1, . . . , Xmi , Y1, . . . , Yni u.i.v. mit der Verteilung
der einfachen Hypothese H seien mo¨gen, gro¨ßer ist als
tmi,ni(x1, . . . , xmi , y1, . . . , yni),
gegeben durch
1− F0;mi,ni(tmi,ni(x1, . . . , xmi , y1, . . . , yni)),
wobei F0;mi,ni die Verteilungsfunktion von tmi,ni(X1, . . . , Xmi , Y1, . . . , Yni) ist.
Im Allgemeinen la¨sst sich der exakte p-Wert leider nicht bestimmen, da notwendige
Resultate u¨ber die Verteilung und die Tail-Wahrscheinlichkeiten von tmi,ni fu¨r endli-
ches mi, ni nicht vorhanden sind. Daher bescha¨ftigte sich Bahadur im Wesentlichen
mit dem Verhalten approximativer p-Werte, d.h. die Wahrscheinlichkeit, dass eine
Zufallsvariable mit der Grenzverteilung der Teststatistik unter der Hypothese gro¨ßer
ist, als die zur Beobachtung geho¨rende Teststatistik:
1− F0(tmi,ni(x1, . . . , xmi , y1, . . . , yni).
Selbstversta¨ndlich stimmen diese p-Werte im Allgemeinen nicht mit den exakten
p-Werten u¨berein, schlimmer noch, die Gestalt und die Eigenschaften von tmi,ni
bei endlichem mi, ni gehen in die U¨berlegung u¨berhaupt nicht ein. Auf dieses Pro-
blem und die teilweise irrefu¨hrenden relativen Effizienzen wies Bahadur [Bah60] be-
reits hin, zugleich unterstrich er aber die Bedeutung der ha¨ufig vorliegenden lokalen
Gleichheit mit der Pitman-Effizienz.





mi,ni)i im Sinn von Bahadur, die so genannte approximative relative Ba-
hadur-Effizienz, wird wie folgt ermittelt: Zuerst werden eine Alternative θ ∈ Θ1









, j = 1, 2,
so gewa¨hlt, dass einerseits das Mischungsverha¨ltnis beider Folgen gegen denselben











= ρ ∈ (0, 1), j = 1, 2,
und andererseits das Verha¨ltnis der Logarithmen der approximativen p-Werte, auf-
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wobei F
(j)
0 die Grenzverteilung der Standardfolge j = 1, 2 aus Definition 6.1 ist.
Anschaulich la¨sst sich die Bedingung (6.1) so deuten, dass in der fest gewa¨hlten
Alternative θ beide Tests die Hypothese asymptotisch gleich erfolgreich verwerfen
(Za¨hler und Nenner streben mit gleicher Geschwindigkeit gegen +∞), d.h. der Fehler
2. Art soll gleich schnell gegen 0 streben.
Gilt (6.1), so existiert die approximative relative Bahadur-Effizienz E12(θ)

































i , j = 1, 2 (vergleiche Bahadur [Bah60, S.279]). Eine Untersu-
chung der exakten relativen Bahadur-Effizienz (definiert mit Hilfe von exakten
p-Werten) wa¨re von Interesse; die vorhandenen Resultate, siehe unter anderem Ni-
kitin und Ponikarov [NP02], lassen sich aber nicht in aller Allgemeinheit auf unsere
Zwei-Stichproben-Situation von degenerierten, teilweise unbeschra¨nkten Kernen ver-
allgemeinern. Die approximative relative Bahadur-Effizienz hingegen la¨sst sich leicht
bestimmen.
Bahadur hat gezeigt, dass fu¨r jedes θ ∈ Θ0 der Logarithmus des p-Wertes einer jeden
Standardfolge, aufgefasst als Zufallsvariable, dieselbe asymptotische Verteilung
lim
i→∞






, x > 0,
hat. Weiterhin gilt mit
c(θ) :=
{
0 fu¨r θ ∈ Θ0,
ab2(θ) fu¨r θ ∈ Θ1, (6.2)
wobei a, b in Bedingung (b ) und (c ) von Definition 6.1 gegeben sind, fu¨r jedes θ ∈ Θ
mi + ni
mini
(−2 log (1− F0(tmi,ni))) = c(θ) + εi. (6.3)
Dabei strebt εi = εi(θ, ω) fu¨r i→∞ in Wahrscheinlichkeit gegen 0. Die Gro¨ße c(θ)
wird approximative Bahadur-Steigung genannt. Nach Ausnutzen von (6.3) und




, θ ∈ Θ1.
Ein Weg, die approximative relative Bahadur-Effizienz zu erhalten, fu¨hrt also u¨ber
die approximative Bahadur-Steigung, fu¨r welche man die Konstante a und die Funk-
tion b(θ) aus Definition 6.1 beno¨tigt.
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6.1.1 Bahadur-Steigungen fu¨r die neuen Tests
In diesem Abschnitt wird die approximative Bahadur-Steigung der neuen Tests fu¨r
drei typische Probleme bestimmt, auf die Zwei-Stichproben-Tests angewendet wer-
den. Dies sind
◦ der Test auf Lage-Alternativen,
◦ der Test auf Skalen-Alternativen sowie
◦ ein Test auf Verschmutzungen in einem Kontaminationsmodell.
Fu¨r den Fall, dass die Hypothese aus der Standardnormalverteilung besteht, wird
fu¨r Lage- und Skalenalternativen der numerische Wert der Steigung ausgerechnet.
Zuna¨chst gilt es, den Begriff der Standardfolge mit den neuen Teststatistiken (T φmi,ni)i
in Verbindung zu bringen. Diese bilden nicht direkt eine Standardfolge (vergleiche
Bedingung (c ) der Definition). Im Folgenden weisen wir jedoch nach, dass die Wurzel
aus den Teststatistiken eine Standardfolge bildet.
Es seien die Voraussetzungen von Satz 3.7 erfu¨llt. Dann ist mit diesem und dem




erfu¨llt. Bedingung (b ) folgt mit einem Resultat von Zolotarev [Zol61]





























fu¨r t→∞, wobei Γ die Gamma-Funktion bezeichnet und F0 die Verteilungsfunktion
zur asymptotischen Verteilung der Statistik (T φmi,ni)
1
2 fu¨r i→∞ sei. Wie in Satz 3.7
bezeichnet (Zσ)σ eine Folge unabha¨ngiger, standardnormalverteilter Zufallsvariablen
und (λσ)σ die fallende Folge der positiven Eigenwerte des Operators H. Die Viel-
fachheit von λ1, dem gro¨ßten Eigenwert, sei n1
λ1 = λ2 = . . . = λn1 > λn1+1 ≥ . . . ≥ 0.
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fu¨r t→∞, so dass Bedingung (b ) erfu¨llt ist mit a = λ−11 . Die Existenz der Funktion
b in Bedingung (c ) folgt aus der angenehmen Darstellung
b(θ) := dφ(F,G), θ = (F,G) ∈ Θ1. (6.4)
Fu¨r die folgenden drei Problemstellungen wird Θ1 umparametrisiert, um den Lage-,
Skalen- beziehungsweise Kontaminationsparameter zu repra¨sentieren.
6.1.2 Lage-Alternativen bei eindimensionalen
Normalverteilungen
Gegeben sei das Testproblem der einfachen Hypothese
H : θ ∈ Θ0 = {(FN(0,1), FN(0,1))}
gegen die Alternative
K : θ ∈ Θ1 = {(FN(0,1), FN(ϑ,1)) : ϑ ∈ R \ {0}},
wobei FN(ϑ,σ2) die Verteilungsfunktion der eindimensionalen Standardnormalvertei-
lung mit Mittelwert ϑ und Varianz σ2 > 0 sei. Die Beschra¨nkung auf eine einfa-
che Hypothese ist nach den Vorbemerkungen in unserem Fall bei der Verwendung
von Bahadurs Standardfolgen unumga¨nglich. Der gro¨ßte Eigenwert λ1, der fu¨r die
Bahadur-Steigung mittels a = λ−11 von Bedeutung ist, ist abha¨ngig von der gewa¨hl-
ten Funktion φ ∈ Φ. Fu¨r die in dieser Arbeit betrachteten Kerne finden sich die
jeweils gro¨ßten Eigenwerte bei Normalverteilungen in Tabelle 6.1, S.99. Die Funkti-
on b(θ), θ ∈ Θ1, sei fu¨r dieses Problem parametrisiert durch den in der Alternative
von 0 verschiedenen Erwartungswert ϑ der zweiten Stichprobe.
Aus (6.4) folgt fu¨r diesen Fall
b2(ϑ) = 2Eφ(|Z2 + ϑ|2)− 2Eφ(|Z2|2) (6.5)
mit Z2 ∼ N(0, 2). Ha¨ufig interessiert man sich fu¨r die fu¨hrenden Terme von ϑ in der
Entwicklung von b2, also das lokale Verhalten von b2(ϑ) nahe der Hypothese ϑ = 0.


























ϑ2 + O(ϑ4) (6.7)
fu¨r ϑ→ 0.
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fu¨r ϑ → 0. Dieses Ergebnis stimmt mit dem u¨berein, welches Bahr [Bah96] durch
die Darstellung mit Hilfe der Differenz von charakteristischen Funktionen gewonnen
hat. Fu¨r den Kern des Crame´r-Tests, φ(·) = √·/2, ist die vorangegangene Entwick-
lung nicht hilfreich, da E[φ′(Z22)] = ∞. U¨ber einen direkten Ansatz mit Hilfe von
Gleichung (6.5) ergibt sich
b2(ϑ) = E|Z2 + ϑ| − E|Z2| = 2ϑ
∫ ϑ
0



























fu¨r ϑ→ 0, wobei fZ2 die Lebesgue-Dichte der N(0, 2)-Verteilung bezeichne.
6.1.3 Skalenalternativen bei eindimensionalen
Normalverteilungen
Wir beschra¨nken uns auf den Test der einfachen Hypothese
H : θ ∈ Θ0 = {(FN(0,1), FN(0,1))}
gegen die Alternative
K : θ ∈ Θ1 = {(FN(0,1), FN(0,σ2)) : σ2 ∈ R>0 \ {1}}.
In diesem Fall parametrisieren wir die Alternative durch 1 − σ. Die Funktion b2
lautet






− Eφ(Z22)− Eφ(σ2Z22), σ2 ∈ R>0, (6.9)
mit Z2 ∼ N(0, 2). Die fu¨hrenden Terme von b2 in 1− σ sind gegeben durch
b2(1− σ) = −E [Z42 φ′′(Z22)] (1− σ)2 + O(1− σ)3 (6.10)
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fu¨r σ → 1, falls die Entwicklung von b2 in der Na¨he von σ = 1 in eine Potenzreihe
und damit die Darstellung (6.10) zula¨ssig ist. Fu¨r den Kern von Bahr folgt somit




(1− σ)2 + O ((1− σ)3)
fu¨r σ → 1, was Bahrs mit Hilfe der Darstellung von charakteristischen Funktionen
gewonnenes Ergebnis verifiziert. Fu¨r den Kern des Crame´r-Tests ergibt sich auf
diesem Weg




(1− σ)2 + O ((1− σ)3)
fu¨r σ → 1. Die letzte Gleichung kann auch durch Entwicklung von (6.9) nach Be-
rechnung der in diesem Fall leicht zu bestimmenden Erwartungswerte erfolgen
b2(1− σ) = 1√
pi
(√
2(1 + σ2)− 1− σ
)
, σ > 0.
6.1.4 Ein Kontaminationsmodell
Tukey [OGH+60, S.448] untersuchte 1960 ein Modell, bei dem eine Normalvertei-
lung mit einer weiteren Normalverteilung gemischt,
”
kontaminiert“, wurde, um Er-
kenntnisse u¨ber das Verhalten der relativen Effizienz der mittleren Abweichung zu
gewinnen. Wir verzichten hier auf eine spezielle Wahl von Verteilungen und testen,
ob eine Stichprobe einer bekannten Verteilung F signifikant verschieden ist von einer
zweiten Stichprobe, die von einer Mischung aus der Verteilung F und einer weiteren,
bekannten Verteilung G stammt.
Dazu seien F,G ∈ F mit F 6= G fest gewa¨hlt. Das Testproblem hat die Form
H : θ ∈ Θ0 = {(F, F )}
gegen die Alternative
K : θ ∈ Θ1 = {(F, (1− ϑ)F + ϑG) : ϑ ∈ (0, 1)}.
Wie zuvor ist die Wurzel der neuen Teststatistiken eine Standardfolge mit a = λ−11 ,
λ1 der gro¨ßte Eigenwert des Integraloperators H unter der Hypothese, und
b2(ϑ) = d2φ(F, (1− ϑ)F + ϑG) = ϑ2d2φ(F,G).
Um eine große approximative Bahadur-Steigung zu erlangen, sollte man bei bekann-
ter zu Grunde liegender Verteilung F und bekannter
”
Verschmutzungsverteilung“ G
eine Kernfunktion φ wa¨hlen, bei welcher der Quotient aus dem Abstandsquadrat von





umgekehrte“ Testproblem, also den Test einer Verschmutzung
von G durch F , so braucht die Funktion φ, welche die Steigung maximiert, trotz der
Symmetrie von d2φ nicht dieselbe zu sein wie bei der ersten Fragestellung, da nun G
und nicht F die dem Operator H zu Grunde liegende Verteilung ist und sich somit
auch die Eigenwerte, speziell λ1, a¨ndern ko¨nnen.
6.2 Pitman-Effizienz
Bahadur hat 1960 in seinem Artikel [Bah60] auf die Verbindung zwischen der lokalen
approximativen Bahadur-Effizienz (wenn sich die Alternative θ ∈ Θ1 geeignet der
Hypothese Θ0 na¨hert) und der lokalen Pitman-Effizienz (wenn das Niveau des Tests
gegen 0 geht) hingewiesen. Wieand [Wie74] bewies 1974 in seiner Dissertation eine
Erweiterung dieses Ergebnisses, welches die Gleichheit der beiden lokalen Effizienzen
unter bestimmten Voraussetzungen sichert. Fu¨r den Begriff der Pitman-Effizienz
verwenden wir die von Wieand [Wie74] vorgeschlagene Erweiterung der Definition
von Fraser [Fra57], bei der wie bei der Bahadur-Effizienz die Formulierung auf den
Zwei-Stichproben-Fall angepasst wurde.






























, j = 1, 2,
zwei Folgen von Teststatistiken zum Test der Hypothese H : θ = θ0 gegen die Al-
ternative K : θ = θk, wobei θk 6= θ0. Fu¨r gegebene Folgen θk → θ0, β(1)k → β und
β
(2)
k → β mit 0 < β < 1 sei i(j)0 (k) die kleinste natu¨rliche Zahl, so dass fu¨r jedes


















≥ β(j)k , j = 1, 2, k = 1, 2, . . . , (6.11)






























= α, j = 1, 2, i = 1, 2, . . . . (6.12)
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k ist. Ist dies nicht der Fall, so sei

















































Hierbei bezeichne sup{Π} bzw. inf{Π} das Supremum bzw. Infimum u¨ber alle der De-





Bemerkung. In Formel (6.11) liegt die Erweiterung Frasers Definition, da hier eine
ausreichend große Gu¨te fu¨r alle genu¨gend großen Stichprobenumfa¨nge statt nur fu¨r
einen bestimmten Stichprobenumfang garantiert wird.





i das Niveau α exakt einhalten soll. Diese For-
derung kann durch Randomisierung stets erfu¨llt werden.
Die schwierigste Aufgabe, vor der man steht, will man Wieands Resultat anwenden,
ist der Nachweis seiner bekannten Bedingung III∗.
Definition (Bedingung III∗). Es sei (tmi,ni)i eine Standardfolge. Dann sagt man,
dass diese Folge die Bedingung III∗ erfu¨llt, falls gilt:
Es gibt ein θ∗ > 0, so dass fu¨r jedes ε > 0 und δ ∈ (0, 1) ein C > 0 existiert mit der
Eigenschaft, dass fu¨r jedes θ ∈ U˙θ∗(θ0) := (θ0 − θ∗, θ0 + θ∗) \ {θ0} und jedes i mit
mi, ni > C/b
2(θ) gilt
Pθ
(∣∣∣∣√mi + nimini tmi,ni − b(θ)
∣∣∣∣ < εb(θ)) > 1− δ. (6.13)
Hat man Bedingung III∗ nachgewiesen, so sind die weiteren Voraussetzungen des
folgenden Satzes in aller Regel leicht zu zeigen.
Satz 6.3. Es seien zwei Folgen von Teststatistiken gegeben, welche die nachfolgenden
Bedingungen erfu¨llen.
(a ) Beide Folgen sind Standardfolgen und besitzen unter der Hypothese asympto-
tische Verteilungen, deren Verteilungsfunktionen F
(j)
0 (x), x ∈ R, j = 1, 2, fu¨r
x→∞ streng monoton wachsen.
(b ) Beide Folgen erfu¨llen Bedingung III∗.
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existiert und ist endlich.





e+12(α, β) = lim
α→0
e−12(α, β),







falls e12(α, β) fu¨r alle α aus einem Intervall der Form (0, α
′) existiert.
Beweis. Siehe Wieand [Wie76, S.1005f].
Bemerkung. Wieand [Wie74, S.6f] bemerkt, dass sich sein fu¨r den Ein-Stichproben-
Fall bewiesenes Resultat direkt auf den Zwei-Stichproben-Fall u¨bertragen la¨sst. In
seiner urspru¨nglichen Bedingung III∗ fand statt Ungleichung (6.13) die folgende Un-
gleichung Verwendung:
Pθ
(∣∣∣∣ 1√mi + ni tmi,ni − b(θ)
∣∣∣∣ < εb(θ)) > 1− δ.
Dies hat zur Folge, dass in den Ausdru¨cken fu¨r b(θ) der Mischungsparameter in Form
des Faktors
√
ρ(1− ρ) auftaucht (siehe dazu beispielsweise Tabelle VIII [Wie74,




in der obigen For-
mulierung der Wieandschen Bedingung wird dies vermieden.
Die folgenden Resultate zeigen, dass die im vorangegangenen Abschnitt auf Bahadur-
Steigungen untersuchten Tests die Bedingung III∗ erfu¨llen. Bildet man also die appro-
ximative relative Bahadur-Effizienz zweier Tests, so stimmt diese wegen des letzten
Satzes lokal mit der Pitman-Effizienz u¨berein.
6.2.1 Lokale Gleichheit bei Lage-Alternativen
Fu¨r Lage-Alternativen liefert Wieands Resultat ein bemerkenswert allgemeines Er-
gebnis.
Satz 6.4. Sei φ ∈ Φ, F ∈ F und ((mi, ni))i eine Folge von Paaren von Stichproben-
umfa¨ngen mit mi, ni → ∞, mimi+ni → ρ ∈ (0, 1) fu¨r i → ∞. Dann erfu¨llt ((T φmi,ni)
1
2 )
die Bedingung III∗ fu¨r den Test auf Lage-Alternativen, also der Hypothese
H : θ ∈ Θ0 = {(F, F )}
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gegen die Alternative
K : θ ∈ Θ1 = {(F, F (· − ϑ)) : ϑ ∈ Rd \ {0}}.
Die Anna¨herung von ϑ ∈ Rd an die Hypothese ϑ = 0 kann dabei auf einer beliebigen
Kurve erfolgen.
Beweis. Es bezeichne abku¨rzend µ die der ersten Stichprobe zu Grunde liegende
Verteilung und µm die (zufa¨llige) empirische Verteilung vonm unabha¨ngigen Zufalls-
variablen mit der Verteilung µ. Es mo¨ge analog νn unabha¨ngig von µm fu¨r die zweite







dφ(µm, νn). Da d := dφ als Metrik die Dreiecksungleichung erfu¨llt,
gilt
d(µm, νn) ≤ d(µm, µ) + d(µ, ν) + d(ν, νn) und
d(µ, ν) ≤ d(µm, µ) + d(µm, νn) + d(ν, νn).
Die in der Wieandschen Bedingung III∗ auftauchende Wahrscheinlichkeit kann damit











= Pϑ (−εb(ϑ) < d(µm, νn)− d(µ, ν) < εb(ϑ))
= Pϑ (d(µm, νn)− d(µ, ν) < εb(ϑ) , d(µ, ν)− d(µm, νn) < εb(ϑ))





































Ed2(µm, µ) = 1− 4
ε2mb2(ϑ)
Eφ(|X1−X2|2),










Ed2(νn, ν) = 1− 4
ε2nb2(ϑ)
Eϑφ(|Y1 − Y2|2),
wobei Y1, Y2 ∼ F (· − ϑ). Da sich eine Verschiebung des Erwartungswertes bei der
Differenzbildung heraushebt, gilt fu¨r alle ϑ ∈ Rd \ {0}





































Fu¨r alle i mit mi, ni > C/b
2(ϑ) einer Folge ((mi, ni))i ist damit durch Einsetzen
dieser beiden Abscha¨tzungen in (6.14) die Wieandsche Bedingung nachgewiesen.
Fu¨r Lage-Alternativen ist die Wieandsche Bedingung somit nicht nur fu¨r Normal-
verteilungen erfu¨llt sondern allgemein fu¨r jede Verteilung F ∈ F . Dank Wieands
Resultat stimmt die approximative Bahadur-Effizienz, sofern sie der Regularita¨ts-
forderung (d ) in Satz 6.3 entspricht, mit der Pitman-Effizienz lokal u¨berein. Folgt
man dem Beweis, so ist die Forderung der Konvergenz der Differenz der Erwartungs-
werte gegen 0 nicht direkt fu¨r die Wieandsche Bedingung erforderlich, wird aber in
Wieands Satz u¨ber die lokale Gleichheit, Satz 6.3, fu¨r Bedingung (c ) beno¨tigt.
Der Nachweis von Bedingung III∗ bei Skalenalternativen und beim Kontaminations-
modell kann in gleicher Weise gefu¨hrt werden. Wir beginnen mit dem Kontaminati-
onsmodell.
6.2.2 Lokale Gleichheit beim Kontaminationsmodell
Wir u¨bertragen die Beweisfu¨hrung von Satz 6.4: Die Abscha¨tzung 6.14 kann dazu
u¨bernommen werden, lediglich die einzelnen Faktoren der letzten Zeile der Abscha¨t-
zung erfordern eine etwas aufwa¨ndigere Betrachtung: Beim Test auf Lage-Alterna-
tiven stimmt der Erwartungswert Eφ(|X1 − X2|2), X1, X2 ∼ F fu¨r jedes beliebige
ϑ ∈ Rd\{0} mit dem Erwartungswert Eϑφ(|Y1−Y2|2) mit Y1, Y2 ∼ Gϑ u¨berein, wobei
Gϑ = F (·−ϑ). Dies macht die Ermittelung der Konstanten C besonders einfach. Es
wa¨re allerdings bereits hinreichend, wenn die Erwartungswerte
Eϑφ(|Y1 − Y2|2) −−→
ϑ→0
Eφ(|X1 −X2|2) (6.17)
konvergieren wu¨rden, denn dann ko¨nnte man beim Nachweis der Wieandschen Be-
dingung eine Umgebung U˙ϑ∗(0), also ein ϑ
∗ > 0, so klein wa¨hlen, dass
Eϑφ(|Y1 − Y2|2) < 2Eφ(|X1 −X2|2) fu¨r alle ϑ ∈ U˙ϑ∗(0).
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Eine geringfu¨gige Korrektur, genauer: eine Verdoppelung der Konstante C erlaubt





























womit die Wieandsche Bedingung gezeigt ist.
Es genu¨gt daher, in diesem Fall und beim Test auf Skalenalternativen lediglich die
Konvergenz (6.17) zu zeigen.
Mit diesen Vorbemerkungen la¨sst sich nun leicht die lokale Gleichheit zwischen ap-
proximativer Bahadur-Effizienz und Pitman-Effizienz fu¨r das multivariate Kontami-
nationsmodell nachweisen.
Satz 6.5. Sei φ ∈ Φ, F,G ∈ F und ((mi, ni))i eine Folge von Paaren von Stich-
probenumfa¨ngen mit mi, ni → ∞, mimi+ni → ρ ∈ (0, 1) fu¨r i → ∞. Dann erfu¨llt die
Folge von Teststatistiken ((T φmi,ni)
1
2 ) die Bedingung III∗ fu¨r den Test der Hypothese
H : θ ∈ Θ0 = {(F, F )}
gegen die Alternative
K : θ ∈ Θ1 = {(F, (1− ϑ)F + ϑG) : ϑ ∈ (0, 1]}.
Beweis. Fu¨r unabha¨ngige Y1, Y2 ∼ (1− ϑ)F + ϑG gilt
Eϑφ(|Y1−Y2|2) = (1−ϑ)2Eφ(|X1−X2|2)+2ϑ(1−ϑ)Eφ(|X1−Z1|2)+ϑ2Eφ(|Z1−Z2|2)
mit unabha¨ngigen Z1, Z2 ∼ G. Offensichtlich liegt fu¨r ϑ→ 0 die Konvergenz (6.17)
dieses Erwartungswerts gegen Eφ(|X1−X2|2) vor. Es folgt die Behauptung. (Analog
zeigt man Eϑφ(|X1 − Y1|2) → Eφ(|X1 −X2|2) fu¨r ϑ → 0, womit Voraussetzung (c )
in Satz 6.3 erfu¨llt ist.)
6.2.3 Lokale Gleichheit bei Skalenalternativen
Auch bei Skalenalternativen funktioniert die am Anfang des letzten Abschnitts
erla¨uterte Beweismethode. Allgemein gilt der folgende Satz, der die lokale Gleich-
heit von Pitman-Effizienz und approximativer Bahadur-Effizienz fu¨r Alternativen
garantiert, die durch eine Drehstreckung aus der Verteilung unter der Hypothese
hervorgegangen sind. Als hinreichendes Kriterium wird die Konvergenz der Abbil-
dungsmatrix der Drehstreckung gegen die Identita¨t in der Schur-Norm gefordert.
Diese Forderung ist fu¨r den bereits betrachteten Fall von Skalenalternativen ein-
dimensionaler Normalverteilungen aus Abschnitt 6.1.3 offensichtlich erfu¨llt. Durch
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die Mo¨glichkeit, andere Verteilungen unter der Hypothese als die Normalverteilung
zu verwenden, sowie der bis auf die Konvergenzforderung freien Wahl der Folge der
Drehmatrizen, ist der Satz von a¨hnlich allgemeiner Aussagekraft wie bereits Satz 6.4.
Auf eine mo¨gliche Verbindung der beiden Sa¨tze wird am Ende dieses Abschnittes
eingegangen.
Satz 6.6. Sei φ ∈ Φ. Es seien X1, X2 unabha¨ngige d-dimensionale Zufallsvektoren
mit Verteilung F ∈ F . Wir betrachten den Test der Hypothese
H : θ ∈ Θ0 = {(F, F )}
gegen die Alternative
K : θ ∈ Θ1 = {(F,Gϑ) : ϑ ∈ {ϑk : k ∈ N}}
fu¨r eine Folge von Alternativen (ϑk)k, k ∈ N. Fu¨r alle ϑk mo¨ge es Matrizen A(k) =
(a
(k)








die Verteilung Gϑk haben. Sei weiter ((mi, ni))i eine Folge von Paaren von Stich-
probenumfa¨ngen mit mi, ni → ∞, mimi+ni → ρ ∈ (0, 1) fu¨r i → ∞. Wenn in dieser
Situation A(k) fu¨r k → ∞ in der Schur-Norm ‖ · ‖S gegen die d-dimensionale Ein-
heitsmatrix konvergiert, also











dann gilt Gϑ ∈ F fu¨r alle ϑ ∈ {ϑk : k ≥ k0} fu¨r ein k0 ∈ N und die Folge von
Teststatistiken ((T φmi,ni)
1
2 ) erfu¨llt die Bedingung III∗ fu¨r das genannte Testproblem.
Beweis. Zuna¨chst gilt Gϑk ∈ F fu¨r k groß genug, denn mit der Monotonie von φ
und der Ungleichung φ(s+ t) ≤ φ(s) + φ(t) fu¨r s, t ≥ 0 sowie speziell φ(cs) ≤ cφ(s)
fu¨r c ∈ N aus dem Beweis von Lemma 2.2 gilt
Eφ(|Y (k)1 |2) = Eφ(|A(k)X1|2) ≤ Eφ(‖A(k)‖2S|X1|2) ≤ cEφ(|X1|2) <∞
fu¨r c =
⌈‖A(k)‖2S⌉. Wegen der Konvergenz der Abbildungsmatrizen ist die Verteilung
Gϑk fu¨r alle k ≥ k0 mit einem hinreichend großen k0 ∈ N nicht degeneriert. Es genu¨gt
zu zeigen, dass Eφ(|Y (k)1 −Y (k)2 |2) fu¨r k →∞ gegen Eφ(|X1−X2|2) konvergiert. Dies
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ist der Fall, da
Eφ
(∣∣∣Y (k)1 − Y (k)2 ∣∣∣2) = Eφ(∣∣(A(k) − 1d) (X1 −X2) +X1 −X2∣∣2)
≤ Eφ
( ∥∥A(k) − 1d∥∥2S |X1 −X2|2 + |X1 −X2|2
+ 2
∣∣(X1 −X2)′ (A(k) − 1d) (X1 −X2)∣∣)
≤ Eφ




∥∥A(k) − 1d∥∥S) ,
wobei in der letzten Ungleichung die Cauchy-Schwarzsche Ungleichung zweifach Ver-




(∣∣∣Y (k)1 − Y (k)2 ∣∣∣2) ≤ Eφ (|X1 −X2|2) .
Ebenso la¨sst sich fu¨r alle k ∈ N mit ‖A(k) − 1d‖S ≤ 12 eine Abscha¨tzung nach unten
vornehmen. Mit φ(s+ t) ≥ φ(s)− φ(|t|) fu¨r alle s ≥ 0 und t ≥ −s gilt
Eφ
(∣∣∣Y (k)1 − Y (k)2 ∣∣∣2) ≥ Eφ (|X1 −X2|2 + 2 (X1 −X2)′ (A(k) − 1d) (X1 −X2))
≥ Eφ (|X1 −X2|2)− Eφ (2|X1 −X2|2 ∥∥A(k) − 1d∥∥S) ,




(∣∣∣Y (k)1 − Y (k)2 ∣∣∣2) ≥ Eφ (|X1 −X2|2) .
Es folgt die Konvergenz (6.17) und damit die Wieandsche Bedingung. Analog zeigt
man b2(ϑk)→ 0 fu¨r k →∞, so dass Bedingung (c ) des Satzes 6.3 erfu¨llt ist.
Es ist leicht mo¨glich die Sa¨tze 6.4 und 6.6 zu einem allgemeineren Satz zu ver-
knu¨pfen, der in der Alternative zugleich Vera¨nderungen des Erwartungswerts und
der Kovarianzstruktur zula¨sst. Da eine Vera¨nderung des Erwartungswerts sich durch










ersetzen, wobei (c(k))k, k ∈ N, c(k) ∈ Rd eine gegen 0 konvergente Folge ist.
6.3 Vergleich der Effizienzen einiger Tests
der neuen Familie
Zum Abschluss dieses Kapitels stellen wir die ermittelten approximativen Bahadur-
Steigungen fu¨r die Lage- und Skalenalternativen-Probleme zusammen, die wir im
6.3. Vergleich der Effizienzen einiger Tests der neuen Familie 99
na¨chsten Kapitel untersuchen werden. Wir betrachten fu¨nf Kernfunktionen: den
Kern des Crame´r-Tests, den Kern von Bahr und die Kernfunktionen φ(z) = log(1+
z), φ(z) = 1 − 1/(1 + z) und φ(z) = 1 − 1/(1 + z)2. Die Konstante a in der Defi-
nition (6.2) der approximativen Bahadur-Steigung, also der Kehrwert des gro¨ßten
Eigenwerts, ist bei festgehaltener Kernfunktion fu¨r die beiden Testprobleme, die
Untersuchung von Lage- und Skalenalternativen, bei Normalverteilungen derselbe,
da in beiden Fa¨llen die eindimensionale Standardnormalverteilung als Verteilung
in der Hypothese gewa¨hlt wird. Fu¨r den Crame´r-Kern wurde der gro¨ßte Eigenwert
numerisch ermittelt (vergleiche Abschnitt 3.2.2) und beim Kern von Bahr ist er
λ1 = ((
√
5− 1)/2)3 [Bah96, S.75]. Die jeweils gro¨ßten Eigenwerte zu den drei ande-
ren Kernfunktionen wurden mit der in Abschnitt 4.2.1 vorgestellten Methode u¨ber
”
empirische“ Operatoren mit Quantilen der Normalverteilung als
”
Beobachtungen“
gewonnen (vgl. Abschnitt 5.3.2 fu¨r diese spezielle Diskretisierung).
Tabelle 6.1: Bahadur-Steigungen bei Lage-Alternativen eindimensionaler Standard-
normalverteilungen
Kernfunktion Gro¨ßter EW limϑ→0 b2(ϑ)/ϑ2 limϑ→0 ab2(ϑ)/ϑ2√










log(1 + z) a−1 ≈ 0.49493 0.45436 0.918
1− 1/(1 + z) a−1 ≈ 0.20361 0.15923 0.782
1− 1/(1 + z)2 a−1 ≈ 0.22492 0.15340 0.682
Bei Lage-Alternativen mit Lage-Parameter ϑ ist die Funktion b2(ϑ) fu¨r den Crame´r-
Kern in der Na¨he der Hypothese ϑ = 0 gegeben durch (6.8). Bei den anderen Kern-
funktionen la¨sst sich nahe der Hypothese die Darstellung (6.7) verwenden. Die Ei-
genwerte, die Funktionen b2 und die resultierenden lokalen approximativen Bahadur-
Steigungen sind in Tabelle 6.1 zusammengefasst. Von den vorgestellten Tests hat der
Crame´r-Test die beste, also gro¨ßte Bahadur-Steigung, gefolgt von φ(z) = log(1+ z),
Bahrs Kern und den Kernfunktionen φ(z) = 1−1/(1+z) und φ(z) = 1−1/(1+z)2.
Die Berechnung fu¨r den Logarithmus und die beiden letztgenannten Kerne liefert
hier, wie auch im Fall von Skalenalternativen, recht komplexe Ausdru¨cke, die der
U¨bersichtlichkeit halber nur in Dezimaldarstellung angegeben sind.
Im Fall von Skalenalternativen, das heißt dem Test einer Stichprobe aus der N(0, σ2)-
Verteilung gegen eine Stichprobe der Standardnormalverteilung, la¨sst sich zur Be-
stimmung der Funktionen b2(θ) = b2(1−σ) fu¨r alle fu¨nf Kerne die Darstellung (6.10)
verwenden. Die Ergebnisse fu¨r b2 sowie die lokale Bahadur-Steigung finden sich in
Tabelle 6.2. Dieses Testproblem liefert ein verdrehtes Bild: Die bei Lage-Alternativen
schlechteren Kerne liefern hier deutlich bessere Steigungen als die Kernfunktion von
Bahr, der log(1 + z)-Kern oder der im Vergleich schlechteste Crame´r-Kern.
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Tabelle 6.2: Bahadur-Steigungen bei Skalenalternativen eindimensionaler Normal-
verteilungen















log(1 + z) a−1 ≈ 0.49493 0.29513 0.596
1− 1/(1 + z) a−1 ≈ 0.20361 0.16506 1.234
1− 1/(1 + z)2 a−1 ≈ 0.22492 0.18888 1.191

















Eine sehr gute Vergleichsmo¨glichkeit unterschiedlicher Kernfunktionen liefert ei-
ne graphische Veranschaulichung der approximativen Bahadur-Steigung ab2(θ) =
d2φ(F,G)/λ1. Dabei bezeichnet F die Verteilungsfunktion der Standardnormalvertei-
lung und G die Verteilungsfunktion einer Normalverteilung der Alternative, deren
Erwartungswert µ und Streuung σ durch die Abszisse bzw. Ordinate angegeben sind.
Unterschiedliche Farben markieren unterschiedliche Werte von ab2(θ). Die quanti-
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tativen Werte sind durch Niveaulinien abzulesen. Einleuchtenderweise ergibt sich
in allen Fa¨llen in der Hypothese µ = 0, σ = 1 eine Steigung von 0 und fu¨r je-
de Alternative ein positiver Wert. Die Niveaulinien geben bei fester Kernfunktion
an, welche Verteilungen der Alternative von der Standardnormalverteilung densel-
ben Abstand im Sinne der Bahadur-Steigung (also im Sinne von d2φ) haben. So
hat beim Crame´r-Kern, Abbildung 6.1, zum Beispiel eine Normalverteilung mit Er-
wartungswert 0 und Streuung 1/4 (Varianz 1/16) ungefa¨hr denselben Abstand von
der Normalverteilung wie eine Normalverteilung mit Erwartungswert 0.65 und Va-
rianz 1. Die in Tabelle 6.1 bzw. 6.2 in der letzten Spalte angegebenen Werte kann
man als Dichte der Niveaulinien fu¨r wachsende Erwartungswerte bzw. wachsende
Streuung bei µ = 0, σ = 1 interpretieren. Die vergleichsweise hohe Liniendichte in
Abbildung 6.1 bei sich a¨nderndem Erwartungswert findet sich in Tabelle 6.1 in der
ho¨chsten Bahadur-Steigung nahe der Hypothese wieder. Andererseits fu¨hren die el-
liptisch wirkenden Niveaulinien mit relativ großem Durchmesser in σ-Richtung zur
im Vergleich schlechtesten Bahadur-Steigung fu¨r Skalenalternativen. Den Gegenpol
bildet der Kern φ(z) = 1− 1/(1+ z), Abbildung 6.3. Hier fu¨hren elliptische Bahnen
mit in σ-Richtung geringem Durchmesser zur besten Bahadur-Steigung fu¨r Skalen-
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alternativen und umgekehrt der hohe Durchmesser in µ-Richtung zur schlechtesten
Steigung fu¨r Lage-Alternativen. Ein ausgeglichenes Bild bietet der Kern von Bahr,
Abbildung 6.2, bei dem die Niveaulinien kreisfo¨rmig scheinen. Dieser Eindruck wird
durch die gleichen Steigungen in den Tabellen 6.1 bzw. 6.2 gefestigt.
Unterstu¨tzt durch die lokale Gleichheit von der ansonsten unter Umsta¨nden wenig
aussagekra¨ftigen approximativen Bahadur-Effizienz und der Pitman-Effizienz geben
diese Ergebnisse Anlass zur Vermutung, dass sich beim Vergleich der Gu¨ten ein
a¨hnliches Bild einstellen wird. Da sich dies mit Hilfe der Simulationen des na¨chsten
Kapitels besta¨tigen wird, sei an dieser Stelle noch einmal auf die Aussagekraft dieser
Visualisierungen von ab2(θ) hingewiesen. Bei der Untersuchung von neuen Kernfunk-
tionen oder auch anderen Testproblemen la¨sst sich so ein schneller Eindruck vom
Gu¨teverhalten gewinnen. Der gro¨ßte Eigenwert λ1 kann mit dem Verfahren aus Ka-
pitel 4.2 problemlos approximiert werden; die Funktion d2φ(F,G) la¨sst sich in aller
Regel durch einfache Integration bzw. Summation bestimmen, so dass die Erstellung
eines solchen ersten Bildes nur wenige Sekunden dauert. Dies soll allerdings nicht
u¨ber die Notwendigkeit der theoretischen Untersuchung, insbesondere des Nachwei-
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ses der lokalen Gleichheit der beiden erwa¨hnten Effizienzbegriffe hinwegta¨uschen.
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Kapitel 7
Simulationen
In diesem Kapitel wird die Gu¨te einiger Tests der neuen Klasse mit vielfach ange-
wendeten, parametrischen und nichtparametrischen Tests verglichen. Zuna¨chst be-
trachten wir die klassische Problemstellung der Erkennung von Lage- und Skalenal-
ternativen bei uni- und multivariaten Normalverteilungen. Anschließend beleuchten
wir das Gu¨teverhalten beim Kontaminationsmodell mit Lehmann-Alternativen, so-
wohl ein- als auch mehrdimensional, na¨her. Fu¨r jede Gu¨teapproximation werden
10000 Paare von Beobachtungssa¨tzen generiert und anschließend die angegebenen
Tests auf jedes Paar angewendet. Als Gu¨teapproximation dient der jeweilige Anteil
der Verwerfungen. Im gesamten Kapitel wird den Tests als Fehlerwahrscheinlichkeit
erster Art das Niveau 0.05 vorgeschrieben.
7.1 Lage- und Skalenalternativen bei
Normalverteilungen
Wir betrachten vier der bereits in Abschnitt 6.3 vorgestellten Tests aus der neuen
Klasse mit den Kernfunktionen:
des Crame´r-Tests, von Bahr, log(1 + z) und 1− 1/(1 + z).
Die Approximation des kritischen Wertes erfolgt ausschließlich mit dem Eigenwert-
verfahren aus Abschnitt 4.2.1.
7.1.1 Der eindimensionale Fall
Die bekannten Tests, mit denen die vier neuen Verfahren verglichen werden, sind die
beiden parametrischen Tests
1. der zweiseitige t-Test bei unbekannter gemeinsamer Varianz (ein gleichma¨ßig
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bester, unverfa¨lschter Test fu¨r den eindimensionalen Test auf Lage-Alternati-
ven bei Normalverteilungen, siehe z.B. Lehmann [Leh86, S.201ff]) und
2. der zweiseitige F-Test bei unbekannten Erwartungswerten (bei geeigneter Wahl
des Ablehnungsbereichs, welche fu¨r unsere Simulationen durchgefu¨hrt wur-
de, ist dies ein gleichma¨ßig bester, unverfa¨lschter Test fu¨r den eindimensiona-
len Test auf Skalenalternativen bei Normalverteilungen, siehe z.B. Lehmann
[Leh86, Kapitel 5.3, S.200])
sowie die zweiseitigen Versionen der nichtparametrischen Tests
1. der Kolmogorov-Smirnov (KS) Test (der exakte p-Wert wird mit dem vorge-
gebenen Niveau verglichen),
2. der Crame´r-von Mises (CvM) Test (als kritischer Wert wird das 1−α-Quantil
der sich unter der Hypothese asymptotisch ergebenden Verteilung verwendet,
der tabellierte Wert findet sich z.B. bei Owen [Owe62, S.444]),
3. Henzes Na¨chst-Nachbar (NN) Test (der kritische Wert wird jeweils durch
200 Monte Carlo-Bootstrap-Replikate ermittelt),
4. der Mann-Whitney (MW) Test fu¨r Lage-Alternativen (der exakte p-Wert wird
mit dem vorgegebenen Niveau verglichen) und
5. der Test von Mood auf Skalenalternativen (der kritische Wert wird aus der
Grenzverteilung unter der Hypothese, einer Normalverteilung, bestimmt).
Der t-Test, F-Test, der Kolmogorov-Smirnov-Test und der Crame´r-von Mises-Test
sind hinla¨nglich bekannt (siehe z.B. Lehmann [Leh86] fu¨r die beiden parametrischen
Tests und Durbin [Dur73] fu¨r die beiden nichtparametrischen Tests). Die lokalen ap-
proximativen Bahadur-Steigungen des t-, F-, Kolmogorov-Smirnov- und Crame´r-von
Mises-Tests beim Testproblem auf Lage-Alternativen und die beim Test auf Skalen-
alternativen finden sich bei Wieand [Wie76]. In dieser Arbeit findet sich auch der
Nachweis der Wieandschen Bedingung fu¨r die beiden Testprobleme. Die Teststatistik
des Na¨chst-Nachbar-Tests von Henze [Hen84, Hen88] ist durch
m∑
i=1




I(der na¨chste Nachbar von Yj geho¨rt zur zweiten Stichprobe)
gegeben (der na¨chste Nachbar ist jeweils die Beobachtung, die den geringsten Ab-
stand in der euklidischen Norm aufweist). Standardisiert man die Testgro¨ße, so kon-
vergiert sie bei Gu¨ltigkeit der Hypothese gegen eine Normalverteilung. Mit den Er-
gebnissen von Henze [Hen84] zeigt man durch Bestimmung der Funktion b in Defini-
tion 6.1, (c ), leicht, dass der Test sowohl fu¨r Lage-, als auch fu¨r Skalenalternativen
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eine approximative Bahadur-Steigung der Gro¨ßenordnung O(ϑ4) fu¨r ϑ → 0 bzw.
O((1 − σ)4) fu¨r σ → 1 hat. Die approximative relative Bahadur-Effizienz bezu¨glich
jedes im Weiteren fu¨r Lage-/Skalen-Alternativen betrachteten Tests ist daher 0. Fu¨r
Lage-Alternativen betrachten wir zusa¨tzlich die zum Rangsummen-Test von Wilco-








Die Berechnung des exakten p-Wertes folgt Hollander und Wolfe [HW73, Chapter 4].
Der zweiseitige Mann-Whitney Test hat sich als nichtparametrischer Test bei Lage-
Alternativen bewa¨hrt und verfu¨gt u¨ber die vergleichsweise hohe lokale approximative
Bahadur-Steigung von 3/
√
piϑ2 ≈ 0.955ϑ2 (siehe dazu und zur lokalen Gleichheit der
Effizienzen die Arbeit von Hollander [Hol67]). Der Test von Mood [Moo54] ist ein









wobei ryj den Rang der j-ten Beobachtung der zweiten Stichprobe innerhalb der
zusammengelegten Stichprobe bezeichnet. Die zugeho¨rige lokale approximative Ba-
hadur-Steigung c(σ) = 15
pi2
(1− σ)2 kann man aus Moods Arbeit [Moo54] ableiten.
Die Tabellen 7.1 und 7.2 fassen die Ergebnisse zur approximativen Bahadur-Steigung
der zu Beginn dieses Kapitels erwa¨hnten Referenztests zusammen. Dabei gibt die
zweite Spalte die lokale approximative Bahadur-Steigung fu¨r ϑ → 0 in Tabelle 7.1
und fu¨r σ → 1 in Tabelle 7.2 an.
Fu¨r den Test auf Lage-Alternativen werden fu¨r die erste Stichprobe 20 Beobach-
tungen N(0, 1)-verteilter Zufallsvariablen und fu¨r die zweite Stichprobe 20 Beob-
achtungen N(ϑ, 1)-verteilter Zufallsvariablen generiert, wobei alle Zufallsvariablen
unabha¨ngig seien und ϑ in Schritten von 0.05 von 0 bis 1.5 la¨uft. In Abbildung 7.1
ist die approximierte Gu¨te gegen den Lage-Parameter ϑ aufgetragen. Lediglich fu¨r
den t-Test ist die exakte Gu¨te durchgezogen dargestellt, die approximierten Werte
sind gepunktet und verlaufen in geringem Abstand zur exakten Gu¨te. Die Anzahl
der Wiederholungen zur Approximation der Gu¨te erscheint daher angebracht.
Die Abbildung besta¨tigt das durch die Tabellen 6.1 und 7.1 suggerierte Bild. Der
Mann-Whitney Test, der Crame´r-von Mises Test und die zwei Tests der neuen Fa-
milie mit den gro¨ßten approximativen Bahadur-Steigungen, der Crame´r Test und
der Test mit dem Kern φ(z) = log(1+ z), haben nicht nur anna¨hernd die gleiche ap-
proximative Bahadur-Steigung, sondern daru¨ber hinaus ungefa¨hr denselben Verlauf
der Gu¨te. Bei sorgfa¨ltiger Betrachtung kann man fu¨r Lagedifferenzen zwischen 0.5
und 1.5 erkennen, dass die Gu¨te des Crame´r-von Mises Tests und dem neuen Test
mit Kern φ(z) = log(1+ z) etwas unter der Gu¨te des Mann-Whitney Tests und dem
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Crame´r-Test liegen, was zumindest in der Na¨he der Hypothese durch die Werte in
den Tabellen gestu¨tzt wird. Mit schlechterer Gu¨te folgen diesen Tests die Tests mit
Bahrs Kern, dem Kern φ(z) = 1 − 1/(1 + z) und des Kolmogorov-Smirnov-Tests.
Auch diese Reihenfolge entspricht der Anordnung der Steigungen in den Tabellen 6.1
und 7.1. Die im Vergleich kleinste Gu¨te hat Henzes Na¨chst-Nachbar Test, dessen
Bahadur-Steigung fu¨r dieses Problem 0 ist. Die schlechte Ausscho¨pfung des Niveaus
des Kolmogorov-Smirnov-Tests la¨sst sich durch die geringe Anzahl von unterschied-
lichen Werten, die die Teststatistik annehmen kann, sowie die nicht durchgefu¨hrte
Randomisierung begru¨nden. Angenehm fa¨llt auf, dass der bei diesem Testproblem
bewa¨hrte Mann-Whitney Test keine erkennbar bessere Gu¨te besitzt als der Crame´r-
Test. Betrachtet man lediglich die Tests der neuen Familie, so ist qualitativ der
direkte Zusammenhang zu den am Ende des letzten Kapitels erla¨uterten Abbildun-
gen 6.1, 6.2 und 6.3 erkennbar.
Das vergleichsweise gute Abschneiden der Tests der neuen Klasse beim Test auf
Lage-Alternativen la¨sst sich durch Gleichung (2.1) erkla¨ren, welche der Teststati-
stik zu Grunde liegt. Man sieht, dass die Verschiebung einer von zwei identischen
Verteilungen ausschließlich und unmittelbar den ersten Term beeinflusst (denn die
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beiden anderen Terme sind invariant gegenu¨ber einer solchen Verschiebungen). Das
Argument von φ wird im Mittel gro¨ßer und dies fu¨hrt zu einer gro¨ßeren Teststatistik
(siehe dazu auch die Herleitung der zugeho¨rigen Bahadur-Steigungen).
Auch beim Test auf Skalenalternativen betrage der Stichprobenumfang je Stichpro-
be 20. Die erste Stichprobe entspringe wieder einer N(0, 1)-Verteilung und die zweite
einer N(0, σ2) Verteilung. Die Darstellungsweise der Ergebnisse in Abbildung 7.2 ist
dieselbe wie in der vorangegangenen Abbildung: die approximierte Gu¨te ist aufgetra-
gen gegen den Parameter der Alternative, hier σ2 = 0.01, 0.05, 0.1, 0.15, . . . , 1.95, 2.
Die exakte Gu¨te des F-Tests ist wiederum durchgezogen gezeichnet. Die in geringem
Abstand verlaufenden, gepunkteten Approximationen derselben geben Grund zu der
Annahme, dass ausreichend viele Simulationen durchgefu¨hrt wurden.
Wie im Fall von Lage-Alternativen wird der Eindruck gefestigt, der sich durch die
Tabellen 6.2 und 7.2 gewinnen la¨sst. Demnach hat der F-Test als gleichma¨ßig bester,
unverfa¨lschter Test fu¨r dieses Problem die gro¨ßte Gu¨te, gefolgt von Moods nichtpa-
rametrischen Test auf Skalenalternativen. Es folgen die vier Beispiele der Klasse
neuer Tests und mit den im Vergleich kleinsten Gu¨ten der Na¨chst-Nachbar Test vor
den beiden klassischen nichtparametrischen Tests, dem Crame´r-von Mises- und dem
Kolmogorov-Smirnov-Test. Die Beispiele der neuen Klasse lassen sich in zwei Paare
aufteilen. Zum einen sind dies die fu¨r Lage-Alternativen etwas besseren und bei dem
vorliegenden Test auf Skalenalternativen etwas schlechteren Tests mit durchgezogen
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gezeichneter Gu¨te, der Crame´r-Test und der Test mit Kern φ(z) = log(1 + z). Zum
anderen sind dies die bei Lage-Alternativen etwas schlechteren, dafu¨r beim vorlie-
genden Problem etwas besseren Tests mit gestrichelt gezeichneter Gu¨te, der Test
von Bahr und der Test mit Kern φ(z) = 1 − 1/(1 + z). Fu¨r den Bereich σ2 ∈ (0, 1]
ergibt sich die durch die Tabellen vorgegebene Reihenfolge. Im Bereich σ2 > 1 ist
interessanterweise die Gu¨te des Tests von Bahr etwas ho¨her als die des Tests mit
Kern φ(z) = 1− 1/(1 + z), obwohl die Bahadur-Steigung des letzteren mit Gro¨ßen-
ordnung 1.234(1−σ)2 deutlich ho¨her ist als die des Tests von Bahr mit 0.815(1−σ)2.
Die Erkla¨rung dafu¨r la¨sst sich unmittelbar den Abbildungen 6.2 und 6.3 entnehmen.
Wa¨hrend fu¨r eine Streuung der zweiten Stichprobe kleiner 1 die Niveaulinien von
φ(z) = 1− 1/(1 + z) dichter liegen, ist es bei einer Streuung gro¨ßer 1 der Test von
Bahr, welcher (mittelfristig) schneller steigt. Dies untermauert den Charakter der
lokalen Bahadur-Steigung mit starker Aussagekraft nur nahe der Hypothese. Ent-
fernt man sich von dieser, so spielen die Terme gro¨ßerer Ordnung wieder eine nicht
zu vernachla¨ssigende Rolle.
Fu¨r die vorgestellten, klassischen, eindimensionalen Problemstellungen la¨sst sich zu-
sammenfassend festhalten, dass die neuen Tests einen erfolgversprechenden Mit-
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telweg zwischen hervorragenden Tests auf Lage-Alternativen, wie dem von Mann-
Whitney, und sehr guten Tests fu¨r Skalenalternativen, wie z.B. dem Test von Mood,
beschreiten. Mo¨chte man bei der Wahl einer Kernfunktion den beiden Mo¨glichkeiten
fu¨r Alternativen gleichzeitig Rechnung tragen, so empfiehlt sich die Verwendung des
Kerns von Bahr, φ(z) = 1−exp(−z/2), bei sta¨rkerem Gewicht auf Lage-Alternativen
bietet sich der Crame´r Test bzw. die Verwendung des Logarithmus als Kernfunktion
an.
7.1.2 Der mehrdimensionale Fall
Fu¨r multivariat normalverteilte Daten bieten sich folgende parametrische Tests fu¨r
die Untersuchung auf Lage- bzw. Skalenalternativen an:
1. Hotellings T 2-Test bei unbekannter gemeinsamer Kovarianzmatrix (als kriti-
scher Wert kommt das entsprechend modifizierte Quantil einer F-Verteilung
zum Einsatz) und
2. Bartletts Modifikation des Likelihood-Quotienten-Tests (der kritische Wert
kann durch Entwicklung der asymptotischen Verteilung gewonnen werden; dies
wird beispielsweise bei Muirhead [Mui82, Theorem 8.2.7, S.309] vorgefu¨hrt).
Als nichtparametrischer Test, der fu¨r mehrdimensionale Daten geeignet ist, kommt
Henzes Na¨chst-Nachbar Test zum Einsatz.
Alle Elemente der neuen Familie von Zwei-Stichproben-Tests sind invariant ge-
genu¨ber orthogonalen Transformationen und Translationen aller Beobachtungen.
Diese Eigenschaft erfu¨llt auch der Test von Hotelling sowie der Na¨chst-Nachbar
Test. Beschra¨nkt man sich beim Test auf Lage-Alternativen bei der Anna¨herung an
die Hypothese auf eine feste Richtung, so ist es daher ausreichend, lediglich genau
eine Richtung zu betrachten. Im vorliegenden Fall wird ausschließlich die erste Kom-
ponente vera¨ndert. Abbildung 7.3 zeigt die Gu¨te des T 2-Tests, des Na¨chst-Nachbar
Tests sowie der vier Beispiele aus der neuen Familie aufgetragen gegen den eukli-
dischen Abstand der Erwartungswerte bei Dimension d = 3, wobei die Gu¨te im
Abstand von 0.05 approximiert wird. Fu¨r andere Dimensionen ergeben sich ver-
gleichbare Ergebnisse.
Wie im Eindimensionalen betra¨gt der Stichprobenumfang jeweils 20. Dies erkla¨rt
auch die schlechte Ausscho¨pfung des Niveaus bei Bahrs Kern und dem Kern 1 −
1/(1 + z), da sich mit dem Eigenwertverfahren bei ho¨heren Dimensionen und gerin-
gem Stichprobenumfang Approximationsprobleme ergeben (siehe dazu auch Kapi-
tel 4.2.2). Abgesehen von dieser Eigenschaft ergibt sich dasselbe Bild wie im Ein-
dimensionalen. Die beiden letztgenannten Tests liegen mit ihrer Gu¨te hinter dem
Crame´r Test und dem Test mit Kern log(1 + z), aber noch u¨ber der des Na¨chst-
Nachbar Tests. Der gleichma¨ßig beste Test, der invariant gegenu¨ber Multiplikation
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Abbildung 7.3: Vergleich der Gu¨te bei Lage-Alternativen im Mehrdimensionalen,
d = 3
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aller Daten mit einer regula¨ren Matrix und Translationen ist, der T 2-Test von Ho-
telling, hat nur eine unwesentlich gro¨ßere Gu¨te als der Crame´r Test und der neue
Test mit Logarithmus-Kern. Die in Abbildung 7.3 gepunktete, approximative Gu¨te
des T 2-Tests liegt auch hier sehr nah bei der exakten, durchgezogen gezeichneten
Gu¨te des T 2-Tests.
Es sei noch bemerkt, dass die neuen Tests nicht u¨ber die angenehme affine Invarianz
des T 2-Tests verfu¨gen. Zu jedem der Tests kann man jedoch eine affin invariante
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und Z der Mittelwert der zusammengelegten Beobachtung ist. In der bisherigen
Testgro¨ße ersetzt man nun die Beobachtungen der ersten bzw. zweiten Stichprobe
durch ihre standardisierten Entsprechungen Ui bzw. Vj. Man u¨berlegt sich leicht,
dass der resultierende Test affin invariant ist.
Bei der Untersuchung von Skalenalternativen bei mehrdimensionalen Normalver-
teilungen verwenden wir als Referenztest die modifizierte Fassung des Likelihood-
Quotienten-Tests auf identische Kovarianzmatrix von Bartlett [Bar37]. Der Test ist
invariant gegenu¨ber Translationen des Koordinatensystems (insbesondere sogar in-
nerhalb einer Stichprobe, da lediglich die Kovarianzmatrix eine Rolle spielt) und
gegenu¨ber der Multiplikation aller Beobachtungen mit einer regula¨ren Matrix. Auch
ist der Test unverfa¨lscht. Leider handelt es sich nicht um einen gleichma¨ßig besten
unverfa¨lschten oder einen gleichma¨ßig besten invarianten Test.
Wir untersuchen nun zwei spezielle Skalenalternativen fu¨r den Fall vierdimensional
normalverteilter Daten. Dazu sei in beiden Fa¨llen die erste Stichprobe aus der
N4(0, diag(1, 1, 1, 1))-Verteilung.
Fu¨r die zweite Stichprobe betrachten wir zum einen
(a ) die N4(0, diag(∆,∆,∆,∆))-Verteilung und zum anderen
(b ) die N4(0, diag(∆,∆, 1, 1))-Verteilung,
wobei jeweils ∆ ∈ (0, 1]. Es bezeichne diag(a1, . . . , ad) die Diagonalmatrix des Rd×d
mit den Eintra¨gen a1, . . . , ad ∈ R in der Diagonalen.
Fu¨r die Approximation der Gu¨te werden nun fu¨r jede Verteilung 40 Beobachtungen
unabha¨ngiger Zufallsvariablen mit der entsprechenden Verteilung generiert und das
Testresultat ermittelt. Die Gu¨teapproximation ist der Anteil der Verwerfungen bei
10000 Durchfu¨hrungen. Der Parameter ∆ durchla¨uft dazu die Werte
{0.01, 0.05, 0.1, 0.15, . . . , 0.95, 1}.
Im Fall (a ) ergibt sich ungefa¨hr dasselbe Bild wie in Abbildung 7.2. Die Gu¨te des
LQ-Tests ist am gro¨ßten. Es folgen die beiden auch im Eindimensionalen fu¨r Skalen-
alternativen bewa¨hrten Tests von Bahr und der mit Kern 1−1/(1+ z). Mit einigem
Abstand schließen sich die eher fu¨r Lage-Alternativen geeigneten Tests mit Kern
log(1+ z) und der Crame´r Test an. An letzter Stelle folgt der Na¨chst-Nachbar Test,
fu¨r welchen in diesem Fall der von Henze angegebene asymptotische kritische Wert
verwendet wurde.
Erwa¨hnenswert ist das Ergebnis von Untersuchung (b ), Abbildung 7.4. Die Ver-
werfungswahrscheinlichkeit ist dabei gegen unterschiedliche Werte ∆ aufgetragen.
Entgegen aller bisherigen Untersuchungen schneidet nun der Na¨chst-Nachbar-Test
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von Henze speziell bei Werten ∆, die weit von der Hypothese entfernt liegen, bes-
ser ab als die beiden bei Lage-Alternativen besseren Tests der neuen Klasse. Die
fu¨r Skalenalternativen favorisierten Kerne bleiben jedoch besser. Die vergleichsweise
schlechte Ausscho¨pfung des Niveaus ist auf den in Abschnitt 4.2.2 beschriebenen
Effekt zuru¨ckzufu¨hren.
Zusammenfassend la¨sst sich auch im multivariaten Fall sagen, dass die neuen Tests
ein akzeptables Gu¨teverhalten zeigen, welches dem des eindimensionalen Falles a¨h-
nelt. Die fu¨r die verschiedenen Testprobleme bevorzugten Tests bewa¨hren sich auch
hier.
7.2 Mischung mit Lehmann-Alternativen
Eine ha¨ufig untersuchte Form von Alternativen in der nichtparametrischen Statistik
sind die so genannten Lehmann-Alternativen, welche 1953 von Lehmann [Leh53] im
Zusammenhang mit Rang-Tests untersucht wurden. Man versteht darunter Vertei-
lungsfunktionen als Alternative, die eine Potenz der Verteilungsfunktion der Hy-
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pothese sind, also die Form F k hat, k ∈ N, k ≥ 2, bekannt. Wir betrachten nun
ein Kontaminationsmodell, bei dem die Verteilung, mit der kontaminiert wird, eine
Lehmann-Alternative ist. Fu¨r das Kontaminationsmodell haben wir bereits in den
Abschnitten 6.1.4 und 6.2.2 die approximative Bahadur-Effizienz bzw. die lokale
Gleichheit derselben mit der Pitman-Effizienz gezeigt. Konkret untersuchen wir hier
mit Hilfe einer Simulation den Fall k = 2, also den Test der Hypothese
H : X, Y haben dieselbe Verteilungsfunktion F
gegen die Alternative
K : X ∼ F, Y ∼ (1− θ)F + θF 2, θ ∈ (0, 1].
7.2.1 Der eindimensionale Fall
Lehmann zeigte in seiner Arbeit, dass der (einseitige) Test von Wilcoxon lokal bester
Rang-Test fu¨r dieses Testproblem ist. Da wir wollen, dass man die Rollen der ersten
und zweiten Stichprobe vertauschen kann, ohne ein anderes Ergebnis zu erhalten,
verwenden wir den in Abschnitt 7.1.1 vorgestellten, zweiseitigen Rangsummen-Test
von Wilcoxon bzw. Mann-Whitney. Daneben werden die weiteren nichtparametri-
schen Tests in den Vergleich einbezogen: der Kolmogorov-Smirnov-Test, der Crame´r-
von Mises-Test, der Na¨chst-Nachbar-Test sowie natu¨rlich die bereits vorgestellten
unterschiedlichen Beispiele der neuen Familie von Tests. Als Verteilung fu¨r den ein-
dimensionalen Fall wa¨hlen wir die Gleichverteilung auf dem Einheitsintervall [0, 1].
Um zu verhindern, dass die Gu¨te selbst in der Na¨he von θ = 1 sehr klein ist, werden
jeweils Stichproben vom Umfang 50 untersucht. Neben der Hypothese θ = 0 simu-
lieren wir die Fa¨lle θ ∈ {0.2, 0.4, 0.6, 0.8, 1.0} jeweils 10000 Mal und verwenden den
Verwerfungsanteil als Approximation fu¨r die Gu¨te. Die Ergebnisse sind in Tabelle 7.3
zusammengefasst.
Tabelle 7.3: Gu¨te fu¨r unterschiedliche θ im Kontaminationsmodell
θ Crame´r log(1 + z) Bahr 1− 1/(1 + z) MW KS CvM NN
0.0 0.053 0.054 0.054 0.053 0.051 0.038 0.053 0.045
0.2 0.089 0.093 0.094 0.092 0.090 0.066 0.089 0.047
0.4 0.207 0.212 0.213 0.211 0.210 0.153 0.204 0.055
0.6 0.420 0.433 0.433 0.430 0.416 0.326 0.408 0.080
0.8 0.650 0.666 0.667 0.661 0.635 0.521 0.629 0.112
1.0 0.859 0.873 0.875 0.869 0.833 0.738 0.829 0.177
Unter den genannten Tests haben die vier Beispiele der neuen Testfamilie, die un-
tereinander ein nahezu identisches Gu¨teverhalten besitzen, insbesondere fu¨r gro¨ße-
re θ die beste Gu¨te. Es folgt der Mann-Whitney-Rangsummen-Test. Fast genauso
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gut schneidet der Crame´r-von Mises-Test ab. Eine etwas schlechtere Gu¨te weist
der Kolmogorov-Smirnov-Test auf. Das Schlusslicht in diesem Vergleich bildet der
Na¨chst-Nachbar-Test.
Dieses Bild besta¨tigt sich lediglich in groben Zu¨gen, wenn man die approximativen








hat (Fm, Gn die empirische Verteilungsfunktion der ersten, zweiten Stichprobe),
besitzt unter der Hypothese, dass beiden Stichproben eine Gleichverteilung auf [0, 1]
zu Grunde liegt, die asymptotische Verteilung∫ 1
0
[B(u)]2 du,
wobei B eine Brownsche Bru¨cke bezeichnet (vergleiche Kapitel 1.1). Dies ist auch
die Grenzverteilung der Crame´r-von Mises-Statistik, die bekanntlich als Summe von
χ21-verteilten Zufallsvariablen mit den Vorfaktoren (jpi)
−2, j ∈ N, geschrieben wer-
den kann (vergleiche dazu Kapitel 5.3.2). Die Konstante a aus der Definition der
Standardfolge ist also fu¨r beide Verteilungen pi2. Der Wert b2(θ) la¨sst sich im Fall




(F (x)− (1−θ)F (x)−θF 2(x))2 dx =
∫ 1
0








(F (x)− (1− θ)F (x)− θF 2(x))2 d
(








Die zuna¨chst verblu¨ffende Gleichheit la¨sst sich unter anderem mit Hilfe der Ho-
effding Formel fu¨r die Berechnung der Verteilung der Ra¨nge unter Alternativen
[WN70, S.126] erkla¨ren. Fu¨r diese beiden Tests ergibt sich ab2(θ) = pi2θ2/30. Fu¨r
den Kolmogorov-Smirnov-Test ergibt sich mit dem Ergebnis von Bahadur [Bah60]
die Steigung ab2(θ) = 4(θ/4)2 = θ2/4. Beim Na¨chst-Nachbar-Test la¨sst sich direkt
die Formel des Erwartungswertes der Statistik von Henze [Hen84] verwenden, um zu
zeigen, dass die Steigung von der Gro¨ßenordnung O(θ4) fu¨r θ → 0 ist. Die approxi-
mative Bahadur-Steigung der drei verbleibenden Kernfunktionen ist als Produkt des
Reziproken einer Approximation des gro¨ßten Eigenwertes und dem explizit berechen-
baren Ausdruck θ2d2φ(F, F
2) leicht numerisch zu ermitteln. Der Rangsummen-Test
von Mann-Whitney, hat die approximative Bahadur-Steigung c(θ) = 1
3
θ2, wie man
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log(1 + z) 0.3326
Bahr 0.3330




leicht aus den Ergebnissen von Hodges und Lehmann [HL56] ableitet. Zusammen-
gefasst ergibt sich Tabelle 7.4.
Obwohl der Mann-Whitney-Test in diesem Vergleich die gro¨ßte Steigung und so-
mit auch die bei Vergleichen beste relative Effizienz hat, sind die Gu¨ten der vier
neuen Tests bei θ = 0.8 beziehungsweise insbesondere θ = 1 teilweise gro¨ßer. Eine
Erkla¨rung bietet die lediglich lokale Gleichheit, d.h. Gleichheit in der Na¨he der Hy-
pothese, der approximativen Bahadur-Effizienz mit der aussagekra¨ftigeren Pitman-
Effizienz. Fu¨r kleinere Werte von θ la¨sst sich mit Hilfe von Simulationen nur schwierig
der Nachweis fu¨r die aus der Effizienz-Theorie erhofften Gu¨ten erbringen, da bereits
die Unsicherheit in den kritischen Werten das Ergebnis fu¨r eine derart pra¨zise Ana-
lyse zu stark verfa¨lscht (vergleiche dazu auch Abschnitt 4.2.2 u¨ber die Einhaltung
des Niveaus bei Verwendung der Eigenwertapproximation).
Wir halten fest, dass sich die neuen Tests erfolgreich auf andere Probleme als Lage-
und Skalenalternativen anwenden lassen. Als letztes Simulationsbeispiel folgt nun
eine mehrdimensionale Variante des eben geschilderten Tests.
7.2.2 Der mehrdimensionale Fall
Wir verallgemeinern das soeben dargestellte Modell auf den mehrdimensionalen Fall,
speziell den Fall der Dimension 3, bei dem die Gleichverteilung auf dem dreidimen-
sionalen Einheitswu¨rfel mit Verteilungsfunktion F (x, y, z) = xyz, x, y, z ∈ [0, 1],
durch die Verteilung mit Verteilungsfunktion G(x, y, z) = F 2(x, y, z) = x2y2z2,
x, y, z ∈ [0, 1], kontaminiert wird. Die Komponenten des Zufallsvektors (X, Y, Z)
werden dabei sukzessive durch Bestimmung ihrer Randverteilung beziehungsweise
bedingten Randverteilung generiert. Neben den Beispielen fu¨r die neue Testfamilie
betrachten wir den Na¨chst-Nachbar-Test. Wie zuvor betra¨gt der Stichprobenum-
fang fu¨r beide Stichproben jeweils 50. Fu¨r θ ∈ {0, 0.2, 0.4, 0.6, 0.8, 1} werden jeweils
10000 Paare von Beobachtungssa¨tzen erstellt, auf welche die Tests angewendet wer-
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den, und als Gu¨te der Verwerfungsanteil verwendet. Eine U¨bersicht u¨ber die Appro-
ximationen gibt Tabelle 7.5.
Tabelle 7.5: Gu¨te fu¨r unterschiedliche θ im mehrdimensionalen Kontaminationsmo-
dell
θ Crame´r log(1 + z) Bahr 1− 1/(1 + z) NN
0.0 0.050 0.051 0.050 0.051 0.054
0.2 0.117 0.121 0.121 0.120 0.070
0.4 0.358 0.362 0.361 0.364 0.108
0.6 0.715 0.719 0.718 0.718 0.192
0.8 0.944 0.948 0.948 0.945 0.355
1.0 0.998 0.999 0.998 0.998 0.625
Zusammengefasst la¨sst sich sagen, dass sich fu¨r dieses Testproblem das Gu¨teverhal-
ten der neuen Tests sehr a¨hnelt.
Bei allen na¨her untersuchten Testproblemen hat sich gezeigt, dass die neuen Tests
gut gegenu¨ber den bekannten und bislang verwendeten Tests abschneiden. Spezi-
ell im Mehrdimensionalen liefern sie hoffnungsvoll erscheinende neue Mo¨glichkeiten
zur Bearbeitung des Zwei-Stichproben-Problems. Die gemachten Untersuchungen er-
strecken sich u¨ber die Dimensionen 1 bis 4. Es sei noch bemerkt, dass sich fu¨r ho¨here
Dimensionen und gro¨ßere Stichprobenumfa¨nge durchaus numerische Probleme bei
den Additionen in der Testgro¨ßenbestimmung ergeben ko¨nnen, denen man in diesen
Fa¨llen besonderes Augenmerk widmen sollte.
Kapitel 8
Die neuen Tests als
Anpassungstests
In den letzten Kapiteln wurde die Familie der neuen Zwei-Stichproben-Tests auf
Effizienz- und Gu¨teverhalten abgeklopft. Es stellte sich im Vergleich zu bewa¨hr-
ten Standardverfahren ein mehr als akzeptables Bild heraus. Es liegt nun nahe zu
versuchen, die neuen Tests auch auf den Ein-Stichproben-Fall, das so genannte An-
passungsproblem anzuwenden.
8.1 Anpassung an eine vollsta¨ndig festgelegte
Verteilung
Es sei F0 eine gegebene Verteilungsfunktion eines d-dimensionalen Zufallsvektors.
Weiter seien x1, . . . , xm ∈ Rd Realisierungen von unabha¨ngigen Zufallsvariablen
X1, . . . , Xm mit unbekannter Verteilung F . Wir betrachten das Testproblem
H : F = F0 gegen die Alternative
K : F 6= F0.
Ist φ ∈ Φ so gewa¨hlt, dass F0 ∈ F 2d (φ), und bezeichnet man die zufa¨llige empirische
Verteilungsfunktion der m Zufallsvariablen X1, . . . , Xm mit Fm, so hat die Gro¨ße
md2φ(Fm, F0) (8.1)





Dabei bezeichnet (λσ)σ die Folge der Eigenwerte des Operators
H :
L2(R
d,Bd, F0) → L2(Rd,Bd, F0) ,
f 7→
∫
h( · , y) f (y) dF0(y)
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mit Kern h(x, y) := Eh¯(x, Y1; y, Y2), Y1, Y2 ∼ F0, und (Zσ)σ eine Folge unabha¨ngiger
standardnormalverteilter Zufallsvariablen. Dies ist die Aussage von Satz 3.8. Die
Eigenwerte ha¨ngen nur von dem anfangs gewa¨hlten φ und der bekannten Verteilung
F0 ab, auf die getestet wird, und ko¨nnen mit Hilfe des in Abschnitt 4.2.1 vorgestell-
ten Approximationsverfahrens ermittelt werden. Verwendet man (8.1) als Testgro¨ße
fu¨r das gestellte Ein-Stichproben-Problem, so lassen sich also die asymptotischen
kritischen Werte fu¨r jede Verteilung F0, die den genannten Regularita¨tsbedingungen
genu¨gt, problemlos tabellieren. Offensichtlich ergibt sich ein gegen jede Alternati-
ve konsistentes Verfahren, von dem man nach den bisherigen Resultaten fu¨r den
Zwei-Stichproben-Fall ein gutes Abschneiden beim Vergleich der Gu¨te mit der klas-
sischer Testverfahren erwarten darf. Die Berechnung der approximativen Bahadur-
Effizienzen gestaltet sich nicht nur a¨hnlich einfach wie im Zwei-Stichproben-Fall
sondern eru¨brigt sich teilweise, da sich die Ergebnisse beispielsweise fu¨r Lage- und
Skalenalternativen direkt u¨bernehmen lassen.
Ein Hemmnis, welches der Anwendung der verlockend erscheinenden Tests im Weg
steht, ist die nun aufwa¨ndige Berechnung der Testgro¨ße. Wa¨hrend im Zwei-Stichpro-
ben-Fall die Testgro¨ße in einfach zu bestimmende Summen zerfiel, vergleiche Glei-
chung (4.6), so ergibt sich hier mit X1, X2 ∼ F0 unabha¨ngig und Fˆm als der empiri-
schen Verteilungsfunktion der Beobachtungen x1, . . . , xm










Der zweite Summand ist leicht zu berechnen, der dritte ist eine Konstante, die gege-
benenfalls tabelliert werden ko¨nnte, aber fu¨r den ersten Summanden Eφ(|xi−X1|2)
bedarf es einer expliziten Darstellung des Integrals, wenn man nicht auf numerische
Methoden zuru¨ckgreifen mo¨chte.
Ein Fall, in dem dies mo¨glich ist, der bereits in Sze´kelys Arbeit [Sze´02] (siehe auch
Sze´kely und Rizzo [SR04]) beru¨hrt wird und auf den wir im folgenden Abschnitt
noch detaillierter eingehen werden, ist der Test auf eine eindimensionale Standard-
normalverteilung bei Anwendung des Crame´r-Kerns, φ(z) =
√
z/2:
Eφ(|x− Z1|2) = 1
2





, x ∈ R,
Eφ(|Z1 − Z2|2) = 1
2
E|Z1 − Z2| = 1√
pi
mit Z1, Z2 ∼ N(0, 1) unabha¨ngig und fZ , FZ als Dichte bzw. Verteilungsfunktion der

















|xi − xj| − m√
pi
.
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Tabelle 8.1: Kritische Werte fu¨r den Crame´r-Test (8.2) beim Anpassungsproblem an
eine Standardnormalverteilung




Als kritische Werte ergeben sich u¨ber die Approximation der Grenzverteilung durch
das Eigenwertverfahren die in Tabelle 8.1 angegebenen Werte.
Um einen Eindruck von der Gu¨te zu gewinnen, vergleichen wir diesen neuen Test
mit drei wohlbekannten Ein-Stichproben-Tests: dem Crame´r-von Mises-Test, dem
Kolmogorov-Smirnov-Test und dem Test von Anderson und Darling. Einen U¨ber-
blick u¨ber diese und weitere Testverfahren samt kritischer Werte findet sich bei
D’Agostino und Stephens [DS86, S.97 ff.]. Als Alternativen wa¨hlen wir nur einige
wenige Verteilungen aus: die Normalverteilung mit Erwartungswert 0 und Varianz 2,
die Normalverteilung mit Erwartungswert 1
2





, x ∈ R,




exp(−|x|), x ∈ R.
Zusa¨tzlich betrachten wir noch Zufallsvariablen der Form
1
λ
(Uλ − (1− U)λ),
U ∼ unif (0, 1), mit so genannten symmetrischen Lambda Verteilungen von Tukey
(siehe Joiner und Rosenblatt[JR71]) fu¨r λ = 1, 0.1, 0.01.
Als Stichprobenumfang fu¨r alle Tests verwenden wir m = 50 und als Niveau α =
0.05. Die in der Tabelle 8.2 angegebene Gro¨ße ist der Anteil der Verwerfungen bei
10000 Simulationen.
Die Tabelle zeigt, dass alle vier Tests das vorgegebene Niveau einhalten. Der Ein-
Stichproben-Crame´r-Test schneidet gegen die klassischen nichtparametrischen Tests
hervorragend ab. Die Gu¨te bleibt zwar stets etwas hinter der des Anderson-Darling-
Tests zuru¨ck, ist aber z.B. beim Test gegen die Alternativen mit Tukey-Verteilung
dem Crame´r-von Mises- und Kolmogorov-Smirnov-Test deutlich u¨berlegen.
Gut zu erkennen ist, dass die Gu¨te bei Tukey-Alternativen fu¨r kleinere Werte von λ
in die Na¨he der Gu¨te der logistischen Verteilung kommt, was mit der Verteilungskon-
vergenz der Tukey-Verteilung fu¨r λ→ 0 gegen die logistische Verteilung zu erkla¨ren
ist.
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Tabelle 8.2: Verwerfungswahrscheinlichkeit beim Test auf die Standardnormalvertei-
lung
Alternative Crame´r C.-von Mises Kolm.-Smirnov And.-Darling
N(0, 1) 0.048 0.048 0.041 0.048
N(0, 2) 0.571 0.274 0.244 0.664
N(0.5, 1) 0.929 0.916 0.856 0.933
2−Exp 0.237 0.071 0.054 0.376
Tukey, λ = 1 0.718 0.354 0.185 0.825
Tukey, λ = 0.1 0.755 0.391 0.338 0.835
Tukey, λ = 0.01 0.917 0.550 0.466 0.961
logis 0.932 0.577 0.497 0.966
Nach diesen hervorragenden Ergebnissen sei nochmals auf die Problematik der Be-
stimmung der Testgro¨ße hingewiesen, die eine U¨bertragung aller neuen Tests auf das
Anpassungsproblem erschwert.
8.2 Anpassung an eine Familie von Verteilungen
Eine weitere Mo¨glichkeit eines Anpassungstests besteht im Test auf eine ganze Klas-
se von Verteilungen. Wir betrachten wieder den Spezialfall des Ein-Stichproben-
Crame´r-Tests, diesmal jedoch auf die gesamte Klasse von Normalverteilungen.
Um auf eine Normalverteilung zu testen, standardisieren wir die Beobachtungen














und testen mit dem Verfahren des letzten Abschnitts, ob die den empirisch standar-
disierten Beobachtungen zu Grunde liegende Verteilung eine Standardnormalvertei-
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und kann analog zur Darstellung (1.3), welche fu¨r die asymptotische Behandlung

























κ(xi, xj; µˆ, σˆ)
mit





















Unter der Hypothese sind die xi Beobachtungen unabha¨ngiger normalverteilter Zu-
fallsvariablen, deren Erwartungswert mit µ und Varianz mit σ2 bezeichnet sei.
De Wet und Randles [dWR87] haben die Auswirkung dieser Methode auf die Grenz-
verteilung, mit deren Hilfe wir den kritischen Wert bestimmen wollen, untersucht.
Leider la¨sst sich ihr Resultat nicht direkt u¨bernehmen, da sie eine Darstellung der
Art (8.3) erfordern, bei der die Integration u¨ber ein endliches Maß ausgefu¨hrt wird.
Mit dem in dieser Arbeit mehrfach erwa¨hnten Hilfssatz 3.9 von Billingsley ist es
jedoch mo¨glich, das Ergebnis auf den vorliegenden Fall zu u¨bertragen.
Satz 8.1. Seien X1, X2, . . . u.i.v. Zufallsgro¨ßen mit der N(µ, σ
2)-Verteilung. Dann
gilt









wobei (Zσ)σ eine Folge unabha¨ngiger standardnormalverteilter Zufallsvariablen sei
und (λσ)σ die Folge der Eigenwerte des Operators
A :
L2(R,B, FZ) → L2(R,B, FZ) ,
f 7→
∫























Die Grenzverteilung ha¨ngt nicht von µ, σ ab.
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Beweis. Zum Beweis betrachten wir zuna¨chst eine Testgro¨ße (8.3), bei der die In-
tegration lediglich u¨ber ein Kompaktum ausgefu¨hrt wird:
























κk(Xi, Xj; µˆ, σˆ)
mit






















Diese Einschra¨nkung ermo¨glicht es, das letzte Integral als Integral u¨ber ein endliches
Maß zu betrachten. Damit sind alle Voraussetzungen des Satzes von de Wet und
Randles [dWR87, Theorem 2.16, S.402] erfu¨llt, welcher zeigt, dass T km fu¨r m → ∞
in Verteilung gegen eine Zufallsvariable T k konvergiert. T k la¨sst sich als gewichtete
Summe von χ21-verteilten Zufallsvariablen schreiben, deren Gewichte die Eigenwerte
des Operators
Ak :
L2(R,B, FZ) → L2(R,B, FZ) ,
f 7→
∫
























sind. Die Terme, die im Vergleich zu κk in jedem der beiden Faktoren addiert wer-
den, sind das Skalarprodukt der (Gaˆteaux-)Ableitung des Erwartungswerts eines
Faktors nach den beiden gescha¨tzten Gro¨ßen γ1 und γ2 an der Stelle des wahren
Parameters µ, σ
















und dem Vektor (α1(x), α2(x))
′. Die Funktionen α1 bzw. α2 gewinnt man aus ei-
ner bis auf ein oP (m
−1/2) genauen Darstellung der Differenz von Scha¨tzer und zu
scha¨tzendem Wert als Summe der Beobachtungen, welche mit dieser beliebigen, ge-
meinsamen Funktion modifiziert seien du¨rfen. Es gilt




α1(Xj) + oP (m
−1/2)
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mit α1(x) = x− µ und ga¨nzlich verschwindendem oP . Fu¨r die Stichprobenstreuung
gilt bekanntlich























































De Wet und Randles integrieren bei der Definition von Ak bezu¨glich der Verteilung,
die den X1, X2, . . . zu Grunde liegt. Durch Substitution sieht man sofort, dass die
Grenzverteilung von µ und σ unabha¨ngig ist und man sich auf den Fall µ = 0, σ = 1
beschra¨nken kann. Damit ist die Bedingung (i ) zur Anwendung des Hilfssatzes 3.9
erfu¨llt.
Als Na¨chstes betrachten wir den Zusammenhang zwischen den Operatoren Ak und
A. Man zeigt leicht, dass der Operator A ein Hilbert-Schmidt-Operator von der
Spurklasse ist. Insbesondere ist A kompakt. Daru¨ber hinaus ist A positiv, da sich
der Kern grob gesprochen als Produkt eines Bestandteils fu¨r die erste Komponente





















q(y) dt dFZ(x) dFZ(y)
=
∫ {∫ [











Diese Eigenschaften u¨bertragen sich unmittelbar auf die Operatoren Ak. Die Spur
von Ak konvergiert fu¨r k →∞ gegen die Spur von A (Satz von der monotonen Kon-
vergenz). Analog zeigt man, dass die Summe der Quadrate der Eigenwerte von Ak
gegen die entsprechende Summe von A konvergiert (Lemma C.6, Anhang C). Wie
im Beweis von Satz 3.5 weist man fu¨r k → ∞ die Konvergenz von Ak gegen A in
der Operatornorm nach und folgert die gleichma¨ßige Konvergenz der Eigenwerte von
Ak gegen die Eigenwerte von A. Dem Beweis von Satz 5.13 folgend zeigt man die
Verteilungskonvergenz der T k gegen T durch Nachweis der L1-Konvergenz.
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Die zweite Voraussetzung des Hilfssatzes von Billingsley ist erfu¨llt und es bleibt die














































































und scha¨tzen nun die Wahrscheinlichkeiten (8.5) und (8.6) einzeln ab. F bezeichne
dabei die Verteilungsfunktion der Xi unter der Hypothese, also eine Normalvertei-
lung mit Erwartungswert µ und Varianz σ2 > 0. Auch hier ko¨nnen wir uns im
Folgenden auf den Fall µ = 0, σ2 = 1 beschra¨nken.




























[Fm(t)− FZ(t)]2 dt ≥ ε
2










i=1 I (Xi ≤ t). Fu¨r jede vorgegebene Schranke la¨sst sich durch
genu¨gend große Wahl von c1 und c2 erreichen, dass die beiden letzteren Wahrschein-
lichkeiten fu¨r alle m kleiner sind als die vorgegebene Schranke. Mit der Markovschen
Ungleichung folgt fu¨r
√









[Fm(t)− FZ(t)]2 dt ≥ ε
2












[Fm(t)− FZ(t)]2 dt I





































ist integrierbar bezu¨glich t, womit das letzte Integral der Abscha¨tzung fu¨r k → ∞
gegen 0 strebt. Wir haben gezeigt, dass der Grenzwert der Wahrscheinlichkeit (8.5),
wenn man erst m und anschließend k gegen unendlich laufen la¨sst, 0 ist.























[F (σˆt+ µˆ)− FZ(t)]2 dt ≥ ε
4
)















[FZ (σˆt+ µˆ)− FZ(t)]2 dt ≥ ε
4





(|√m(σˆ − 1)| > c1)+ P (|√mµˆ| > c2) .
Mit den letzteren beiden Wahrscheinlichkeiten verfahren wir wie bei Term (8.5). Die







[FZ (σˆt+ µˆ)− FZ(t)]2 dt ≥ ε
4









(|√m(σˆ − 1)| ≤ c1, |√mµˆ| ≤ c2)m ∫
(+k,+∞)
[FZ (σˆt+ µˆ)− FZ(t)]2 dt
]
.
Mit gm als der Dichte von
√
m(σˆ − 1) und fZ als der Dichte von
√
mµˆ, also der




(|√m(σˆ − 1)| ≤ c1, |√mµˆ| ≤ c2)m ∫
(+k,+∞)





















dtfZ(z) dzgm(y) dy. (8.7)














konvergiert punktweise fu¨r jedes feste y, z, t fu¨r m → ∞ gegen (yt + z)2f 2Z(t). Das
Integral u¨ber t ∈ (+k,+∞) konvergiert mit, da der Integrand eine integrierbare
Majorante hat: Mit dem Mittelwertsatz der Differentialrechnung gilt mit ξt(m) ∈






















Fu¨r m > 9y2 und m > 9z2 fu¨r alle y, z aus einem beliebigen, festen Kompaktum
und k > 1 la¨sst sich das Argument in der Dichte der Normalverteilung verkleinern
und damit der Integrand punktweise vergro¨ßern durch∣∣∣∣t+ (yt+ z)ξt(m)√m
∣∣∣∣ ≥ t (1− ∣∣y/√m∣∣− ∣∣z/√m∣∣) ≥ t3 .
Das Integral u¨ber die Majorante
[(yt+ z)fZ (t/3)]
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(z + yt)2f 2Z(t) dt.
U¨berdies ist em stetig und die Folge (em)m auf jedem Kompaktum gleichma¨ßig be-









e(y, z)g(y)fZ(z) dz dy
strebt, wobei g die Dichte einer Zufallsvariablen ist. Es gilt∣∣∣∣∫ +c1−c1
∫ +c2
−c2


















em(y, z)|g(y)− gm(y)|fZ(z) dz dy. (8.9)
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Der Term (8.8) konvergiert wegen des Satzes von der majorisierten Konvergenz gegen
0, bei (8.9) u¨berzeugt man sich davon, dass gm punktweise gegen die Dichte einer


















































und wendet dann den Satz von Scheffe´ an (vgl. Billingsley [Bil86, Theorem 16.11,






(z + yt)2f 2Z(t) dt fZ(z) dz g(y) dy
ist endlich, strebt fu¨r k → ∞ also gegen 0. Mit dem Integrationsbereich (−∞,−k)
verfa¨hrt man analog. Somit ist gezeigt, dass die Wahrscheinlichkeit (8.6) beliebig
klein wird, also gegen 0 strebt, wenn man zuna¨chst m → ∞ und dann k → +∞
laufen la¨sst.
Es folgt mit dem Hilfssatz von Billingsley die Verteilungskonvergenz von Tm gegen T .
Die Kernfunktion κ∗(x, y) la¨sst sich explizit angeben. Approximiert man die Normal-
verteilung, bezu¨glich der in der Darstellung (8.4) des Operators A integriert wird,
durch ein diskretes Maß, so la¨sst sich das Eigenwertproblem wie zuvor in Abschnitt
4.2.1 als Matrix-Eigenwertproblem auffassen. Auf diesem Wege erha¨lt man die in
Tabelle 8.3 angegebenen, asymptotischen kritischen Werte.
Tabelle 8.3: Asymptotische kritische Werte fu¨r den Crame´r-Test beim Anpassungs-
problem an eine Normalverteilung




Die Arbeit schließt mit einem Vergleich dieses neuen Anpassungstests mit den Ver-
sionen des Kolmogorov-Smirnov-Tests, des Crame´r-von Mises-Tests und des Tests
von Anderson-Darling fu¨r den Test auf Normalverteilung. Diese drei Tests haben
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wir bereits in ihrer Form zur Anpassung an eine vollsta¨ndig bestimmte Verteilung
verwendet. D’Agostino und Stephens [DS86, S.123] geben fu¨r diese Tests approxi-
mative kritische Werte an, die bei Anderson-Darling und Crame´r-von Mises auf der
asymptotischen Verteilung und beim Kolmogorov-Smirnov-Test auf Monte Carlo-
Simulationen beruhen.
Wie zuvor wird beim Vergleich zum Niveau α = 0.05 getestet und wir approximieren
die Gu¨te durch den Anteil der Verwerfungen bei 10000 Tests. Jedem Test liegen
jeweils 50 Beobachtungen u.i.v. Zufallsvariablen mit einer der folgenden Verteilungen
zu Grunde:
◦ der Standardnormalverteilung,
◦ der zweiseitigen Exponentialverteilung,
◦ der symmetrischen Lambda-Verteilung von Tukey fu¨r λ = 1, 0.1, 0.01 und
◦ der logistischen Verteilung.
Nur eine unwesentlich gro¨ßere Gu¨te als das Niveau ist bei einer symmetrischen
Lambda-Verteilung fu¨r λ = 0.1 zu erwarten, da λ = 0.1 in der Na¨he von λ = 0.135
liegt, welches gewa¨hlt wird, will man eine Normalverteilung mit einer symmetrischen
Lambda-Verteilung approximieren (siehe Joiner und Rosenblatt [JR71]).
Die Simulationsergebnisse in Tabelle 8.4 entsprechen diesen Erwartungen. Es besta¨ti-
gen sich die Ergebnisse, die bereits im Fall des Tests auf eine Standardnormalver-
teilung gemacht wurden: Der Crame´r-Test hat ein besseres Gu¨teverhalten als der
Crame´r-von Mises-Test und ein deutlich besseres Gu¨teverhalten als der Kolmogorov-
Smirnov-Test. Im Vergleich mit dem Test von Anderson-Darling scheint letzterer nur
unwesentlich u¨berlegen zu sein.
Tabelle 8.4: Verwerfungswahrscheinlichkeit beim Test auf eine Normalverteilung
Alternative Crame´r C.-von Mises Kolm.-Smirnov And.-Darling
N(0, 1) 0.051 0.050 0.046 0.049
2−Exp 0.518 0.509 0.392 0.516
Tukey, λ = 1 0.590 0.470 0.256 0.602
Tukey, λ = 0.1 0.062 0.060 0.049 0.058
Tukey, λ = 0.01 0.138 0.126 0.091 0.141
logis 0.143 0.131 0.095 0.147
Insgesamt la¨sst sich festhalten, dass der Crame´r-Test beim Anpassungsproblem so-
wohl an eine Standardnormalverteilung als auch an die Klasse aller Normalverteilun-
gen sehr gut abschneidet. Man wu¨rde ein a¨hnliches Verhalten fu¨r andere Verteilun-
gen und andere Kernfunktionen φ ∈ Φ erwarten, jedoch du¨rfte bedauerlicherweise
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in diesen Fa¨llen neben den Schwierigkeiten bei der Bestimmung der Testgro¨ße (ver-
gleiche Abschnitt 8.1) auch der Beweis der asymptotischen Aussage fu¨r die mit Hilfe
von Scha¨tzern standardisierte Version der Testgro¨ße, Satz 8.1, ein großes Hindernis
darstellen.
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Anhang A
Vollsta¨ndig monotone Funktionen
In diesem Anhang wird kurz auf die in der Arbeit, vornehmlich in Kapitel 2.1,
beno¨tigten Zusammenha¨nge zwischen vollsta¨ndig monotonen Funktionen und (be-
dingt) positiv definiten Funktionen eingegangen. Eine genaue Behandlung von posi-
tiv definiten Funktionen ist neben der fundamentalen Arbeit von Schoenberg [Sch38]
auch in dem Buch von Berg, Christensen und Ressel [BCR84] zu finden. Das ver-
wendete Resultat zu bedingt positiv definiten Funktionen findet sich zwar bereits
bei Schoenberg [Sch38], allgemeiner und deutlicher wird es jedoch bei Guo, Hu und
Sun [GHS93].
Definition A.1. Die Funktion f : I → R, definiert auf einem Intervall I, heißt
vollsta¨ndig monoton, wenn f ∈ C∞(I), d.h. f ist auf I beliebig oft stetig diffe-
renzierbar, und (−1)jf (j)(t) ≥ 0 fu¨r alle j ∈ N0, t ∈ I.
Bei der Definition von bedingt positiv definiten Funktionen lehnen wir uns an die
Terminologie von Guo, Hu und Sun an.
Definition A.2. Eine Funktion g : Rd → C nennt man bedingt positiv definit
von der Ordnung k ∈ N, falls fu¨r beliebige Zahlen c1, . . . , cN ∈ C und beliebige Punkte
x1, . . . , xN ∈ Rd, N ∈ N, mit
N∑
j=1
cjp(xj) = 0 (A.1)





cjckg(xj − xk) ≥ 0. (A.2)
(ck bezeichnet hier den komplex-konjugierten Wert zu ck )
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Die zusa¨tzliche Bedingung (A.1) unterscheidet bedingt positiv definite Funktio-
nen von positiv definiten Funktionen. Bei letzteren unterliegen die cj keiner Ein-
schra¨nkung. Bei dem fu¨r uns relevanten Fall von bedingt positiv definiten Funktio-
nen der Ordnung k = 1 wird die Bedingung (A.1) zu
∑N
j=1 cj = 0.
Zwischen vollsta¨ndig monotonen Funktionen und bedingt positiv definiten Funktio-
nen besteht der folgende Zusammenhang:
Satz A.3 (Guo, Hu, Sun [GHS93, Theorem 2.1]). Es sei f : [0,+∞)→ R eine
stetige Funktion und g : R → R, g(t) := f(t2). Dann sind die folgenden Aussagen
a¨quivalent:
(a ) g(| · |) ist als Funktion von Rd nach R bedingt positiv definit von der Ordnung
k ∈ N fu¨r alle Dimensionen d ∈ N.
(b ) f ∈ C∞ ((0,+∞)) und (−1)kf (k) ist vollsta¨ndig monoton auf (0,+∞).
Eine Besonderheit von vollsta¨ndig monotonen Funktionen, die letztlich in dieser
Arbeit den Weg zur Behandlung der Asymptotik u¨ber empirische charakteristische
Funktionen o¨ffnet, ist das folgende Resultat, das auf Bernstein zuru¨ckgeht.
Satz A.4 (Berg, Christensen, Ressel [BCR84, Corollary 4.6.14, S.135]).
Fu¨r eine Funktion f : (0,+∞)→ R sind die folgenden Bedingungen a¨quivalent:
(a ) Es existiert ein positives, von innen regula¨res Maß, das Kompakta endliche Wer-
te zuordnet, also ein positives Radon Maß σ auf der σ-Algebra B≥0 auf den





exp(−λz) dσ(λ), z > 0.
(b ) f ist unendlich oft stetig differenzierbar und vollsta¨ndig monoton.
Zur Definition der maßtheoretischen Begriffe siehe auch Bauer [Bau90, Definiti-
on 25.2 und 25.3, S.174ff].
Anhang B
U- und V-Statistiken
Dieser Abschnitt soll die verwendeten Ergebnisse zu V-Statistiken zusammenfassen.
Eine Referenz fu¨r die den V-Statistiken verwandten U-Statistiken ist das Buch von
Koroljuk und Borovskich [KB94]. Aussagen zur Asymptotik von Mehr-Stichproben-
U-Statistiken finden sich unter anderem in dem Artikel von Sen [Sen74] fu¨r den
nicht-degenerierten Fall sowie in dem Artikel von Neuhaus [Neu77] fu¨r den in die-
ser Arbeit auftauchenden Fall von degenerierten Zwei-Stichproben-U-Statistiken der
Kernla¨nge (2, 2). Die folgenden Ausfu¨hrungen zum starken Gesetz der großen Zahlen
orientieren sich an der Arbeit von Eichelsbacher [Eic92], der insbesondere auf den
Mehr-Stichproben-Fall bei V-Statistiken eingeht.
Die starken Gesetze der großen Zahlen fu¨r U- und V-Statistiken gehen von folgender
Definition dieser Teststatistiken aus.
Definition B.1. Seien X`;1, . . . , X`;n`, ` = 1, . . . , k, n` ∈ N unabha¨ngige Rd-wertige
Zufallsvektoren, welche fu¨r festes ` dieselbe Verteilung haben mo¨gen, und
h :
(
(Rd)m1 × · · · × (Rd)mk , (Bd)m1 ⊗ · · · ⊗ (Bd)mk)→ (R,B)
eine wie angegeben messbare Kernfunktion mit n` ≥ m`, ` = 1, . . . , k, die in jeder









h(X1;j1;1 , . . . , X1;j1;m1 ; . . . ;Xk;jk;1 , . . . , Xk;jk;mk )
eine U-Statistik mit Kern h und Grad (m1, . . . ,mk) ∈ Nk.
Dabei sei {j`;1, . . . , j`;m`}, j`;1 < . . . < j`;m`, eine m` elementige Teilmenge der Menge
{1, . . . , n`} fu¨r ` = 1, . . . , k und c bezeichne die Summation u¨ber alle Mo¨glichkeiten,
solche Teilmengen zu bilden.
Symmetrie innerhalb jeder Stichprobe bedeutet, dass fu¨r jedes ` = 1, . . . , k und jede
Permutation pi der Zahlen 1, . . . ,m` gilt
h(x1;1, . . . , x1;m1 ; . . . ;x`;1, . . . , x`;m` ; . . . ;xk;1, . . . , xk;mk)
= h(x1;1, . . . , x1;m1 ; . . . ;x`;pi(1), . . . , x`;pi(m`); . . . ;xk;1, . . . , xk;mk).
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Eng verknu¨pft mit einer U-Statistik ist die V-Statistik.
Definition B.2. Seien X`;1, . . . , X`;n`, ` = 1, . . . , k, n` ∈ N unabha¨ngige Rd-wertige
Zufallsvektoren, welche fu¨r festes ` dieselbe Verteilung haben mo¨gen, und
h :
(
(Rd)m1 × · · · × (Rd)mk , (Bd)m1 ⊗ · · · ⊗ (Bd)mk)→ (R,B)
eine wie angegeben messbare Kernfunktion, die in jeder Stichprobe symmetrisch ist.











h(X1;j1;1 , . . . , X1;j1;m1 ; . . . ;Xk;jk;1 , . . . , Xk;jk;mk )
eine V-Statistik mit Kern h und Grad (m1, . . . ,mk) ∈ Nk.
In dieser Arbeit tauchen U- und V-Statistiken im Mehr-Stichproben-Fall auf. Von
den interessanten Aussagen zu U- und V-Statistiken wird im Wesentlichen nur eine
beno¨tigt: um die fast sichere Konvergenz geeignet normierter Gro¨ßen bei der Unter-
suchung der Asymptotik sowie der Konsistenz zu zeigen beno¨tigt man starke Gesetze
der großen Zahlen. Das starke Gesetz der großen Zahlen fu¨r U-Statistiken lautet wie
folgt.
Satz B.3 (Eichelsbacher [Eic92, Satz 3.2, S.47]). Sei h der in jeder Stichprobe
symmetrische Kern einer U-Statistik vom Grad (m1, . . . ,mk) ∈ Nk. Es gelte
E
[
hk(X1;1, . . . , X1;m1 ; . . . ;Xk;1, . . . , Xk;mk)
]
<∞.
Wenn ferner alle Stichprobenumfa¨nge n`, ` = 1, . . . , k gegen unendlich streben, dann
gilt fast sicher und in L1
Un1,...,nk(h)→ Eh(X1;1, . . . , X1;m1 ; . . . ;Xk;1, . . . , Xk;mk).
Im Fall von V-Statistiken beno¨tigt man sta¨rkere Voraussetzungen fu¨r das starke
Gesetz der großen Zahlen:
Satz B.4 (Eichelsbacher [Eic92, Satz 3.4, S.48]). Sei h der in jeder Stichprobe
symmetrische Kern einer V-Statistik vom Grad (m1, . . . ,mk) ∈ Nk. Es gelte
E
[
hk(X1;j1;1 , . . . , X1;j1;m1 ; . . . ;Xk;jk;1 , . . . , Xk;jk;mk )
]
<∞ (B.1)
fu¨r alle j`;1, . . . , j`;m` ∈ {1, . . . ,m`}, ` = 1, . . . , k. Die Stichprobenumfa¨nge mo¨gen
so gegen unendlich streben, dass limn→∞ n`n = τ` ∈ (0, 1), ` = 1, . . . , k, wobei n =
n1 + . . .+ nk. Dann gilt fast sicher
Vn1,...,nk(h) −−−→n→∞ Eh(X1;1, . . . , X1;m1 ; . . . ;Xk;1, . . . , Xk;mk).
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Den Ein-Stichproben-Fall, vergleiche Koroljuk, Borovskich [KB94, Theorem 3.1.1,
S.93, Theorem 3.2.3, S.101], erha¨lt man als Spezialfall, indem man k = 1 wa¨hlt.
In Satz B.4 kann die Forderung der Symmetrie der Kernfunktion fallen gelassen
werden. Um dies einzusehen, macht man sich klar, dass sich die V-Statistik einer
nicht-symmetrischen Kernfunktion als V-Statistik gleichen Grades mit einer sym-
metrischen Kernfunktion schreiben la¨sst, indem man u¨ber alle Permutationen der
Argumente summiert. Bedingung (B.1) muss dann fu¨r die symmetrisierte Kern-
funktion nachgewiesen werden. Dazu wendet man die verallgemeinerte Ho¨ldersche
Ungleichung (siehe beispielsweise Hewitt und Stromberg [HS65, ex. (13.26), S.200])
auf jeden Summanden der ausmultiplizierten Bedingung (B.1) fu¨r die symmetrisier-
te Kernfunktion an und sieht, dass die Forderung der Bedingung (B.1) fu¨r die nicht
symmetrisierte Kernfunktion genu¨gt, um den Voraussetzungen des Satzes B.4 zu
genu¨gen.




Bei der Behandlung der Asymptotik degenerierter V-Statistiken sto¨ßt man auf die
Eigenwerte von Operatoren auf Hilbertra¨umen. Dieser Anhang fasst die im Zu-
sammenhang mit solchen Operatoren auftauchenden Begriffe und Aussagen zu-
sammen. Alle Aussagen finden sich im Standardwerk von Dunford und Schwartz
[DS88a, DS88b]. Als weitere Referenz sei das Buch von Heuser [Heu92] genannt.
In der vorliegenden Arbeit werden lediglich der Hilbertra¨ume H = L2(R,R, µ)
u¨ber dem skalaren Ko¨rper R und H = LC2 (R,R, µ) u¨ber dem skalaren Ko¨rper C
beno¨tigt, wobei R die Borelsche σ-Algebra auf R ∈ Bd, d ∈ N, und µ ein positives,
σ-endliches Maß aufR ist. Deswegen sind die folgenden Ausfu¨hrungen auf diesen Fall
beschra¨nkt. Das innere Produkt auf H sei bezeichnet mit 〈·, ·〉 und die kanonische
Norm mit ‖f‖ :=√〈f, f〉, f ∈H .
Definition C.1. Ein linearer Operator T aufH ist eine Abbildung vonH inH
mit der Eigenschaft T (αf +βg) = αT (f)+βT (g) mit α, β ∈ R (bzw. C ), f, g ∈H .
Die Norm eines linearen Operators ist gegeben durch
|T | := sup{‖T (f)‖ : f ∈H , ‖f‖ ≤ 1}.
Der Operator heißt beschra¨nkt, falls |T | < +∞. Ein beschra¨nkter Operator heißt
kompakt, falls der Abschluss von
{T (f) : f ∈H , ‖f‖ ≤ 1}
in der durch die Metrik ‖ · − · ‖ auf H induzierten Topologie kompakt in der durch
‖ · − · ‖ induzierten Topologie ist.
Jedem beschra¨nkten, linearen Operator T auf dem Hilbertraum H wird durch die
Beziehung
〈Tf, g〉 = 〈f, T ∗g〉, f, g ∈H
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der so genannte adjungierte Operator T ∗ zugeordnet. Ein linearer Operator T
auf H heißt selbstadjungiert, falls
〈Tf, g〉 = 〈f, Tg〉, f, g ∈H .
Ist T selbstadjungiert, so heißt T positiv, falls
〈Tf, f〉 ≥ 0, f ∈H .
Ein beschra¨nkter, linearer Operator T heißt normal, falls TT ∗ = T ∗T .
Fu¨r unsere Betrachtungen ist die Theorie der Eigenwerte von linearen Operatoren
von großer Wichtigkeit.
Definition C.2. Sei T ein beschra¨nkter, linearer Operator auf H . Das Spektrum
σ(T ) von T ist die Menge aller λ ∈ C, fu¨r welche die Abbildung λ1−T , wobei 1 die
Identita¨t auf H bezeichne, keine beschra¨nkte Inverse besitzt. Ein λ ∈ σ(T ), fu¨r das
λ1 − T keine Bijektion ist, heißt Eigenwert von T und jedes f ∈ H , f 6= 0, mit
Tf = λf heißt Eigenvektor zum Eigenwert λ. Offensichtlich sind die Eigenwerte
eines positiven Operators nicht-negativ. Die Umkehrung, dass ein Operator positiv
ist, falls alle Eigenwerte nicht-negativ sind, gilt fu¨r beschra¨nkte, normale Operatoren
ebenfalls (vergleiche Dunford und Schwartz [DS88b, Theorem X.4.2, S.906] ).
Anders als im Endlich-dimensionalen Fall gibt es bei allgemeinen Hilbertra¨umen
auch Punkte im Spektrum, die keine Eigenwerte sind. Der folgende Satz schließt
diesen Fall fu¨r die in dieser Arbeit behandelten Operatoren allerdings aus.
Satz C.3 (Dunford, Schwartz [DS88b, Corollary X.3.5, S.905]). Das Spek-
trum σ(T ) eines kompakten, normalen Operators T auf H ist abza¨hlbar und besitzt
ho¨chstens einen Ha¨ufungspunkt im Nullpunkt der komplexen Ebene. Jeder von Null
verschiedene Wert λ ∈ σ(T ) ist ein Eigenwert und die Anzahl linear unabha¨ngiger
Eigenvektoren zu λ ist endlich. Es existiert eine Orthonormalbasis von H , die aus
Eigenvektoren von T besteht.
Fu¨r die Konvergenz der Eigenwerte einer Operatorfolge gegen die Eigenwerte eines
bestimmten Operators ist der folgende Satz hilfreich.
Satz C.4 (Dunford, Schwartz [DS88b, Lemma XI.9.5, S.1091]). Seien Tn,
T , n ∈ N, kompakte Operatoren auf H und es gelte
|T − Tn| = sup{‖(T − Tn)(f)‖ : f ∈H , ‖f‖ ≤ 1} −−−→
n→∞
0.
Es sei (λm(T ))m eine die Vielfachheit beru¨cksichtigende Abza¨hlung der nicht ver-
schwindenden Eigenwerte von T . Dann existieren die Vielfachheit beru¨cksichtigen-
de Abza¨hlungen (λm(Tn))m der nicht verschwindenden Eigenwerte von Tn, so dass
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C.1 Operatoren der Hilbert-Schmidt-Klasse
Die als Kovarianzoperatoren in Kapitel 3 auftauchenden Abbildungen sind Integral-
operatoren der Hilbert-Schmidt-Klasse.
Definition C.5. Sei (fα)α eine Orthonormalbasis von H . Ein beschra¨nkter, linea-








|T |HS wird auch als Hilbert-Schmidt-Norm von T bezeichnet. Sie ha¨ngt nicht von
der Wahl der Orthonormalbasis ab (vergleiche Dunford und Schwartz [DS88b, Lem-
ma XI.6.2, S.1010] ). Jeder Hilbert-Schmidt-Operator ist kompakt (vergleiche Dunford
und Schwartz [DS88b, Lemma XI.6.6, S.1012] ).
Der Nachweis, dass Kovarianzoperatoren zu stochastischen Prozessen von der Hil-
bert-Schmidt-Klasse sind, nutzt die L2-Struktur des Hilbertraums H aus. Den Zu-
sammenhang knu¨pft das folgende Lemma.
Lemma C.6 (Dunford, Schwartz [DS88b, ex. XI.8.44, S.1083]). Ein Opera-
tor A auf dem Hilbertraum H = L(C)2 (R,R, µ) (d.h. L2(R,R, µ) bzw. L
C
2 (R,R, µ) )
ist genau dann ein Hilbert-Schmidt-Operator, wenn eine messbare Abbildung a von
R×R nach R (bzw. C ) existiert, so dass(∫∫







a(s, t)f(t) dµ(t), f ∈H , (C.2)
fu¨r µ-fast alle s. Wenn eine solche Funktion a existiert, so ist diese µ ⊗ µ-f.u¨.
eindeutig und die Hilbert-Schmidt-Norm stimmt mit dem Ausdruck in (C.1) u¨berein.
Sind umgekehrt (C.1) und (C.2) fu¨r eine messbare Abbildung a von R × R nach R
(bzw. C ) erfu¨llt, so wird durch (C.2) ein Hilbert-Schmidt-Operator auf H definiert.
Fu¨r die Kerne von Operatoren der Hilbert-Schmidt-Klasse auf L
(C)
2 (R,R, µ) la¨sst
sich eine Eigenwertzerlegung durchfu¨hren.
Lemma C.7 (Dunford, Schwartz [DS88b, ex. XI.8.56, S.1087]). Sei A ein
selbstadjungierter Hilbert-Schmidt-Operator auf L
(C)
2 (R,R, µ). Sei (fα)α eine Ab-
za¨hlung der normierten Eigenfunktionen von A zu den nicht verschwindenden Ei-
genwerten und (λα)α die Folge der zugeho¨rigen Eigenwerte. Dann gilt mit den Be-




λαfα(s)fα(t), s, t ∈ R,
wobei die Reihe in L
(C)
2 ((R,R, µ)× (R,R, µ)) konvergiert.
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Auf Kompakta la¨sst sich eine noch scha¨rfere Konvergenz erreichen, welche es zu-
sammen mit Satz C.4 ermo¨glicht, Aussagen von Kompakta auf den ganzen Rd zu
erweitern.
Lemma C.8 (Dunford, Schwartz [DS88b, ex. XI.8.58, S.1088]). Sei R ∈ Bd
kompakt und µ ein endliches Maß auf R. Mit den Voraussetzungen und Bezeichnun-
gen von Lemma C.6 sei a(·, ·) eine stetige Funktion mit der Eigenschaft
a(s, t) = a(t, s), s, t ∈ R.




λαfα(s)fα(t), s, t ∈ R,
wobei die Reihe gleichma¨ßig konvergiert. (x bezeichnet hier den zu x ∈ C komplex-
konjugierten Wert )
C.2 Operatoren der Spurklasse
In der vorliegenden Arbeit werden die Eigenwerte von Operatoren als Gewichte
einer Summe von unabha¨ngigen χ21-verteilten Zufallsvariablen benutzt. Um aus der
Konvergenz der Eigenwerte die Verteilungskonvergenz der mit diesen Eigenwerten
gewichteten Summen von unabha¨ngigen χ21-verteilten Zufallsvariablen zu folgern, ist
es erforderlich, Aussagen u¨ber die Summe der Eigenwerte zu machen. Operatoren
der Spurklasse erlauben eine besonders elegante Darstellung.
Definition C.9. Es sei A ein Operator der Hilbert-Schmidt-Klasse. Dann sagt man,
dass A zur Spurklasse geho¨rt, falls die Summe der Betra¨ge der Eigenwerte (λα)α
von A endlich ist,∑
α
|λα| < +∞.
In der Folge (λα)α tauche jeder von Null verschiedene Eigenwert entsprechend seiner





Die folgende Aussage macht es mo¨glich, die schwer zuga¨ngliche Summe der Eigen-
werte durch ein Integral u¨ber die Diagonale des Kerns zu ersetzen.
Lemma C.10 (Brislawn [Bri91, Corollary 3.2, S.237]). Es sei A ein Operator
der Spurklasse. Mit den Bezeichnungen von Lemma C.6 sei a(·, ·) der stetige Kern








Zufallselemente mit Werten im
Hilbertraum
Es sei H := L2(R,R, µ) der zu Beginn von Anhang C beschriebene Hilbertraum
mit Innenprodukt 〈·, ·〉 und Norm ‖ · ‖. Die Definition von und die Voraussetzungen
an R, R und µ seien u¨bernommen. Es bezeichne B(H ) die durch die Norm auf H
induzierte Borelsche σ-Algebra. Weiter bezeichne (ej)j eine Orthonormalbasis von
H . Fu¨r die folgenden Aussagen ist insbesondere von Wichtigkeit zu notieren, dass
H ein separabler Hilbertraum ist (siehe Cohn [Coh80, Proposition 3.4.5, S.110]).
Mit dem Satz von Riesz-Fischer besteht damit ein Isomorphismus, der das innere
Produkt erha¨lt, so dass wesentliche Elemente der Theorie von `2-wertigen Zufalls-
elementen u¨bertragen werden ko¨nnen. Die sich im Fall L2-wertiger Zufallselemente
ergebenden Resultate sind hier kurz zusammengefasst. Die Darstellung lehnt sich
eng an die von Vakhania [Vak81] und Parthasarathy [Par67] an. Die Aussagen zum
zentralen Grenzwertsatz sind dem Buch von Ledoux und Talagrand [LT91] und der
Arbeit von Kundu, Majumdar und Mukherjee [KMM00] entnommen.
Definition D.1. Ein Zufallselement X mit Werten im separablen Hilbert-
raum H ist eine A /B(H )-messbare Abbildung, wobei (Ω,A , P ) ein Wahrschein-
lichkeitsraum sei.
Gilt fu¨r ein Zufallselement X im Hilbertraum E‖X‖ := E√〈X,X〉 < ∞, so ist
E〈X, ·〉 eine lineare, reellwertige Abbildung auf H , deren Operatornorm wegen der
Cauchy-Schwarzschen Ungleichung durch E‖X‖ nach oben beschra¨nkt ist. Mit dem
Darstellungssatz von Fre´chet-Riesz existiert damit ein eindeutiges Element a ∈H ,
so dass 〈a, f〉 = E〈X, f〉 fu¨r alle f ∈ H . Dieses Element bezeichnet man auch
als Erwartungswert EX := a von X [Par67, Definition 3.2, S.168]. Ist a = 0,
so sagt man auch, das Zufallselement sei zentriert. Gilt u¨berdies E‖X‖2 < ∞, so
definiert man denKovarianzoperator C von X als den selbstadjungierten, linearen
Operator, der durch die quadratische Form
〈Cf, f〉 := E [〈X− a, f〉2] fu¨r alle f ∈H
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festgelegt wird [Par67, Definition 2.2, S.154]. Offensichtlich ist C positiv und ein
Hilbert-Schmidt-Operator, denn mit der verallgemeinerten Cauchy-Schwarzschen














E [〈C(X− a),X− a〉] ,
wobei mit X,Y unabha¨ngig und identisch verteilt
E [〈C(X− a),X− a〉] = E [〈X− a,Y− a〉2] ≤ (E [‖X− a‖2])2 < +∞
und wegen
∑










[〈X− a, ej〉2] = E [‖X‖2]− ‖a‖2 <∞.
Aus der letzten Zeile folgt zusa¨tzlich die Spurklassen-Eigenschaft von C.
Der Begriff der Verteilungskonvergenz beziehungsweise schwachen Konvergenz von
Wahrscheinlichkeitsmaßen ist bei Hilbertraum-wertigen Zufallselementen definiert
wie im Fall reeller Zufallsvariablen.
Definition D.2. Es seien µ, (µn) Wahrscheinlichkeitsmaße auf (H ,B(H )). Dann
sagt man, die Folge (µn) konvergiert schwach gegen µ,wenn fu¨r alle beschra¨nkten







Schwache Konvergenz von (µn) gegen µ liegt vor, wenn die Folge (µn) relativ kom-
pakt ist, d.h. jede Teilfolge entha¨lt eine Teil-Teilfolge, die schwach gegen ein Wahr-
scheinlichkeitsmaß auf (H ,B(H )) konvergiert, und dieses Wahrscheinlichkeitsmaß
gleich µ ist. Relative Kompaktheit liegt dem Satz von Prohorov folgend vor, wenn
die Folge (µn) straff ist, was bedeutet, dass es zu jedem ε > 0 ein Kompaktum K
in H gibt, so dass
µn(K) > 1− ε fu¨r alle n ∈ N.
Satz D.3 (Vakhania [Vak81, Theorem 3.1.2, S.54]). Sind die folgenden zwei
Bedingungen fu¨r eine Folge (µn) von Wahrscheinlichkeitsmaßen auf (H ,B(H ))











〈x, ek〉2 dµn(x) = 0.
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D.1 Gaußsche Zufallselemente und der zentrale
Grenzwertsatz
Bei der Entwicklung des zentralen Grenzwertsatzes fu¨r Hilbertraum-wertige Zufalls-
elemente spielen die Gaußschen Zufallselemente wie gewohnt eine zentrale Rolle.
Definition D.4. Ein Zufallselement Z auf (H ,B(H )) heißt Gaußsches Zufalls-
element, falls 〈f,Z〉 fu¨r alle f ∈H eine Normalverteilung besitzt. Ist Z ein Gauß-
sches Zufallselement, so existiert ein Element a ∈H und ein linearer, selbstadjun-
gierter, positiver Operator C der Spurklasse mit
〈a, h〉 = E〈Z, h〉 und 〈Ch, h〉 = E〈Z− a, h〉2
fu¨r alle h ∈ H . Das Element a heißt der Erwartungswert und der Operator C
der Kovarianzoperator von Z.
Fu¨r den gewo¨hnlichen zentralen Grenzwertsatz im Hilbertraum beno¨tigt man ledig-
lich recht schwache Voraussetzungen.
Satz D.5 (Ledoux, Talagrand [LT91, Theorem 10.5, S.281]). Es sei
X1,X2, . . . eine Folge unabha¨ngiger und identisch verteilter Zufallselemente in H
mit E‖X1‖2 < +∞ und EX1 = 0. Dann gilt der zentrale Grenzwertsatz




Z in H ,
wobei Z ein zentriertes Gaußsches Zufallselement in H mit demselben Kovarianz-
operator wie X1 ist.
Auch der zentrale Grenzwertsatz fu¨r Dreiecksschemata la¨sst sich fu¨r Hilbertraum-
wertige Zufallselemente formulieren. Dabei werden neben der gewohnten Endlich-
keit der zweiten Momente E‖ · ‖2 < ∞, eine Lindeberg-Bedingung sowie schwache
Konvergenzanforderungen an den Kovarianzoperator beno¨tigt. Die Darstellung des
folgenden Satzes folgt der Arbeit von Kundu, Majumdar und Mukherjee [KMM00].
Satz D.6 (Kundu et al. [KMM00, Theorem 1.1, S.266]). Fu¨r jedes n ∈ N sei
Xn,1, . . . ,Xn,n eine Folge unabha¨ngiger, zentrierter Zufallselemente inH , fu¨r die gilt
E‖Xn,j‖2 < +∞, 1 ≤ j ≤ n. Es sei Cn der Kovarianzoperator von Sn :=
∑n
j=1Xn,j
und es seien folgende Voraussetzungen erfu¨llt
(i ) lim
n→∞
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Z in H , wobei Z ein zentriertes, Gaußsches Zufallselement in
H ist, dessen Kovarianzoperator charakterisiert wird durch
〈Cek, ek〉 = ckk, k ∈ N.
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