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Die digitale Transformation kennzeichnet sich durch drei zentrale Eigenschaften.
Die Vernetzung von Menschen und Dingen, die Virtualisierung von Produkten und
Prozessen sowie der Austausch von Daten und Wissen. Wesentliche Technologien
der Digitalisierung sind die Sensorik und Aktorik, welche die Schnittstelle zwischen
realer und virtueller Welt darstellen, die Kommunikation und die Transformation
von Daten in Wissen. Autonome und cyber-physische Systeme vereinigen diese
Technologiebereiche im Rahmen von Industrie 4.0 unter Verwendung von bereits
existierenden mechatronischen Komponenten.
Viele der wissenschaftlichen und technologischen Fortschritte im Bereich der
digitalen Transformation fokussieren sich gegenwärtig auf den virtuellen Raum. Es
werden digitale Abbilder der physikalischen Welt entwickelt welche reale und vir-
tuelle Informationen von Prozessen, Produkten oder Dienstleistungen verarbeiten.
Physische Dinge werden mit digitalen Diensten zu hybriden, zugleich digitalen und
physikalischen Produkten kombiniert. Entlang der gesamten Wertschöpfungskette
revolutioniert die digitale Transformation Abläufe und trägt zu einer nahtlosen
Verknüpfung der einzelnen Prozessschritte bei. Dies verkürzt Entwicklungszeiten,
reduziert Iterationen, minimiert Fehler und eröffnet zudem den Zugang zu neuen
datenbasierten Geschäftsmodellen. Um die volle Leistungsfähigkeit der digitalen Tech-
nologien auszuschöpfen, müssen Systeme künftig nicht nur miteinander vernetzt sein,
sondern zudem smarte Eigenschaften besitzen. Aktuelle Forschungsthemen umfassen
dabei die Adaption auf äußere Bedingungen und die autonome Selbstoptimierung
dynamischer Systemeigenschaften.
Zur Entwicklung dieser Systeme benötigt es eine leistungsfähige, effiziente Ent-
wicklungsumgebung, mithilfe derer parametrische und echtzeitfähige Modelle über
die gesamte Wertschöpfungskette realisiert werden können. Ziel der Arbeit ist die
Entwicklung und Validierung einer Methode zur parametrischen Beschreibung struk-
turdynamischer Systeme für Echtzeit-Anwendungen entlang der Produktlebensphasen.
Das vorgeschlagene Vorgehen leistet einen Beitrag zur zuverlässigen Nachverfolg-
barkeit und einfachen Aktualisierung von Daten und Modellen über den gesamten
Lebenszyklus eines Produktes. Die durchgängige Nutzung der parametrischen und
echtzeitfähigen Modelle von der Planung über die Auslegung bis hin zur Zustands-
kontrolle im Betrieb steht dabei im Fokus der Arbeit.
Ausgehend von der modellbasierten Entwicklungsmethodik für mechatronische
Systeme (V-Modell) wird eine erweiterte strukturierte Methode zur parametrischen
iii
Modellbildung strukturdynamischer Systeme entwickelt, die in einem integrativen und
domänenübergreifenden Systementwurf Anwendung finden kann. Die Methodenent-
wicklung baut dabei auf numerischen Standardverfahren (Finite-Elemente-Methode
und Modellordnungsreduktion) aus dem Auslegungsprozess mechanischer Strukturen
auf und lässt sich somit problemlos in bestehende Entwicklungsprozesse integrieren.
Die parametrischen Beschreibungen der Teilsysteme ermöglichen es, konstruktive
Parameter in einer variablen hybriden (numerischen und experimentellen) Entwick-
lungsumgebung systematisch zu untersuchen und zu bewerten. Weiterhin sollen Über-
und Unterdimensionierung vermieden, Iterationen verringert und Entwicklungszeiten
sowie -kosten gesenkt werden. Ein Mehrwert zu den aus der Literatur bekannten
Ansätzen wird durch die durchgängige parametrische Modellbildung dynamischer
Systeme von der Konzept- bis in die Betriebsphase geschaffen. Mithilfe der vorge-
stellten Methodik und auf Basis der entwickelten virtuellen Modelle können hybride,
zugleich digitale und physische Systeme mit smarten Eigenschaften konzipiert und
ausgelegt werden. Im Bereich der Schwingungstechnik erweitert die Kombination aus
Echtzeitfähigkeit und Parametrierbarkeit der Modelle zur Simulationslaufzeit den
gegenwärtigen Stand der Wissenschaft und Technik.
Die Entwicklung der Methodik wird am Beispiel eines eingespannten Balkens
durchgeführt und auf den komplexeren Anwendungsfall einer hochdynamischen Ver-
suchsumgebung übertragen. Anhand möglicher Anwendungsszenarien, die sich im
Kontext der Digitalisierung ergeben, wird die Leistungsfähigkeit der Entwicklungs-
umgebung untersucht und bewertet. Zunächst wird die Anwendung parametrischer
Modelle im Auslegungs- und Optimierungsprozess von Komponenten und Systemen
analysiert. Dabei stehen zeit- und ressourceneffiziente Machbarkeits- und Sensitivi-
tätsanalysen sowie Entwurfsraumbewertungen im Fokus. Abschließend werden die
parametrischen Strukturmodelle experimentell validiert und die Tauglichkeit zur
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Die mathematische Modellbildung und die Simulation von mechanischen Struktu-
ren sind grundlegende Schritte in der Entwicklung technischer Systeme. Bei der
Beschreibung dieser Systeme lassen sich mit Hilfe physikalischer Grundgesetze Bi-
lanzgleichungen für Energien, Massen und Impulse herleiten, deren Formulierungen
in der Regel auf gewöhnliche Differentialgleichungen (DGL) führen. Die DGL werden
üblicherweise durch analytische oder numerische Verfahren erzeugt und können mit
verschiedenen Algorithmen gelöst werden. Der allgemeine Ansatz zur rechnerge-
stützten Lösung von DGL höherer Ordnung beinhaltet die Transformation in DGL-
Systeme erster Ordnung. Hierdurch erhöht sich die Dimension der Systemmatrizen
proportional zur Anzahl der Ableitungen, wobei sich die Ordnung des DGL-Systems
auf eins reduziert. Diese transformierte Darstellung ist für die numerische Analyse
mittels moderner Computertechnik sehr gut geeignet und kann effizient gelöst werden.
In der Praxis entstehen bei der Modellbildung dynamischer Systeme häufig DGL-
Systeme mit sehr vielen Freiheitsgraden (FOM1). Insbesondere gilt dies für nume-
rische Diskretisierungsmethoden, wie beispielsweise die Finite-Elemente-Methode
(FEM). Diese erlaubt eine detaillierte Modellierung und Analyse verbunden mit
hohem Rechenaufwand. Dadurch sind FOM unattraktiv für Optimierungsaufgaben
oder Zeitbereichssimulationen. Modelle mit annähernd gleichbleibender Genauigkeit
und erheblich größerer Recheneffizienz werden häufig durch nachgelagerte Verfahren
zur Modellordnungsreduktion (MOR) erzeugt. Diese bilden das Ein- und Ausgangs-
verhalten eines dynamischen Systems in einem definierten Zeit- oder Frequenzbereich
mit einer geringeren Anzahl von Freiheitsgraden ab. Der Begriff Ordnung in der
Modellordnungsreduktion beschreibt hierbei die Dimension der Systemmatrizen und
nicht die höchste vorkommende Ableitungsordnung der DGL.
In der Schwingungstechnik kommen ordnungsreduzierte Modelle (ROM2) häufig
beim Reglerentwurf für mechatronische oder adaptronische Systeme zum Einsatz.
1Englisch: Full Order Model.
2Englisch: Reduced Order Model.
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Insbesondere für die Auslegung der adaptiven Regler sind ganzheitliche Systemsimu-
lationen im Zeitbereich notwendig. In Mehrdomänen-Simulationen oder Hardware-in-
the-Loop (HIL) Tests sowie in weiteren Bereichen des Ingenieurwesens und der Mathe-
matik werden MOR-Methoden bereits ausgiebig verwendet. Werden im Rahmen des
Entwicklungsprozesses Designparameter häufig verändert, ist der Einsatz von konven-
tionellen MOR-Verfahren nicht mehr sinnvoll. Die Zeit- und Ressourcenersparnis wird
von dem rechenintensiven Prozess zur Erzeugung eines neuen, gültigen ROM über-
deckt. Darüber hinaus kommen vermehrt automatisierte Optimierungsverfahren zum
Einsatz. Designparameter, das heißt Geometrie- sowie Materialparameter, werden
rechnergestützt innerhalb gewisser Grenzen so bestimmt, dass das zu optimierende
System ein gewünschtes Soll-Verhalten aufweist. Hierbei ist eine wiederholte Analyse
der numerischen Modelle für verschiedene Parameterwerte erforderlich.
In den vergangenen Jahren wurde an weiterführenden Methoden zur parametri-
schen Modellordnungsreduktion (PMOR) geforscht. Mit Hilfe dieser Methoden wird
ein parametrierbares FOM so reduziert, dass das korrespondierende ROM trotz deut-
lich geringerer Ordnung die Parameterabhängigkeit beibehält. Obgleich die PMOR
noch eine junge Forschungsdisziplin ist, existieren bereits diverse Ansätze und Me-
thoden. Allerdings ist bisher noch kein Verfahren in kommerziellen FE-Programmen
verfügbar. Dies ist darauf zurückzuführen, dass die vorgeschlagenen Methoden noch
Defizite bezüglich effizienter Generierung, Genauigkeit oder Anwendbarkeit aufweisen.
Gleichwohl wird erwartet, dass die PMOR einen wichtigen Bestandteil im Rahmen
zukünftiger Weiterentwicklungen des modellbasierten Entwurfsprozesses darstellen
wird. Parametrische ordnungsreduzierte Modelle (PROM3) können zukünftig in multi-
parametrischen Mehrziel-Optimierungen, sowohl in der frühen Konzeptionsphase als
auch dem späteren Detailentwurf von technischen Systemen, verwendet werden. In
frühen Entwurfsphasen bieten effiziente und parametrische Modelle beispielsweise
die Möglichkeit Software-basierte Entscheidungen durch Frontloading zu treffen
und führen in späteren Entwicklungsphasen zu weniger Iterationen. Damit solche
Entscheidungen in einer frühen Phase getroffen werden können, sind genaue und
valide Modelle notwendig.
In der Systemintegrationsphase oder in der Betriebsphase können PROM durch
schnelle Berechnungen von Varianten und kontinuierlicher Validierung des virtuellen
und des realen Systems weiteren Mehrwert generieren (z. B. Parameterstudien in HIL-
Tests). Die virtuellen Abbilder verarbeiten dabei reale und virtuelle Informationen
von Prozessen, Produkten oder Dienstleistungen. Physische Dinge werden dadurch
mit digitalen Diensten zu hybriden, zugleich digitalen und physikalischen Produkten
kombiniert. Um die volle Leistungsfähigkeit der hybriden Systeme auszuschöpfen,
müssen diese künftig nicht nur miteinander vernetzt sein, sondern zudem smarte
Eigenschaften besitzen. Zur Entwicklung von Systemen, die sich auf veränderliche
äußere Bedingungen anpassen und ihre dynamischen Systemeigenschaften autonom
selbst-optimieren, benötigt es eine leistungsfähige, effiziente Entwicklungsumgebung,
mithilfe derer parametrische und echtzeitfähige Modelle entlang der Produktlebens-
3Englisch: Parametric Reduced Order Model.
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phasen über die gesamte Wertschöpfungskette realisiert werden können.
1.2 Ziel und Gliederung der Arbeit
Zielsetzung
Ziel der Arbeit ist die Entwicklung und Validierung einer Methode zur parametrischen
Beschreibung dynamischer Struktursysteme für Echtzeit-Anwendungen. Das vorge-
schlagene Vorgehen leistet einen Beitrag zur zuverlässigen Nachverfolgbarkeit und
einfachen Aktualisierung von Daten und Modellen über den gesamten Lebenszyklus ei-
nes Produktes. Die durchgängige Nutzung eines parametrischen strukturdynamischen
Modells von der Planung über die Auslegung bis hin zur Zustandskontrolle im Betrieb
steht dabei im Fokus. Folglich entsteht ein virtuelles Modell des Produkts bereits in
der Definitionsphase der Anforderungen. Das wesentliche Charakteristikum im sich
anschließenden modellbasierten Entwicklungsprozesses ist die, in ihrem Detaillierungs-
grad an die jeweilige Entwicklungsphase angepasste numerische Systemsimulation.
Das hierarchisch erweiterbare Systemmodell kommt von der Konzeptfindung über
die Optimierung und den Detailentwurf bis hin zur Validierung zur Anwendung.
Ausgehend von der modellbasierten Entwicklungsmethodik für mechatronische
Systeme (V-Modell) wird eine erweiterte strukturierte Methode zur parametrischen
Modellbildung dynamischer Systeme entwickelt, die in einem integrativen und do-
mänenübergreifenden Systementwurf Anwendung finden kann. Die Methodenent-
wicklung baut dabei auf numerischen Standardverfahren (Finite-Elemente-Methode
und Modellordnungsreduktion) aus dem Auslegungsprozess mechanischer Strukturen
auf und lässt sich somit problemlos in bestehende Entwicklungsprozesse integrieren.
Die parametrischen Beschreibungen der Teilsysteme ermöglichen es, konstruktive
Parameter in einer variablen hybriden (numerischen und experimentellen) Entwick-
lungsumgebung systematisch zu untersuchen und zu bewerten. Weiterhin sollen Über-
und Unterdimensionierung vermieden, Iterationen verringert und Entwicklungszeiten
sowie -kosten gesenkt werden. Ein Mehrwert zu den aus der Literatur bekannten
Ansätzen ergibt sich aus der durchgängigen parametrischen Modellbildung dyna-
mischer Struktursysteme von der Konzept- bis in die Betriebsphase. Mithilfe der
vorgestellten Methodik und auf Basis der entwickelten virtuellen Modelle können
hybride Systeme mit smarten Eigenschaften konzipiert und ausgelegt werden. Im
Bereich der Strukturdynamik erweitert die Kombination aus Echtzeitfähigkeit und
Parametrierbarkeit der Modelle zur Simulationslaufzeit den gegenwärtigen Stand der
Wissenschaft und Technik.
Die im Rahmen der Arbeit verfolgten Teilziele können somit wie folgt zusammen-
gefasst werden:
1. Es soll eine Methode und ein teil-automatisiertes Vorgehen zur parametri-
schen Modellbildung dynamischer Systeme entwickelt werden. Dies soll aufbau-
end auf Studien und Theorien zur parametrischen und nicht-parametrischen
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Modellordnungsreduktion erfolgen und einen starken anwendungsorientierten
Forschungsschwerpunkt besitzen.
2. Die entwickelten Methoden und Modelle sollen in allen Phasen der modellba-
sierten Entwicklung Anwendung finden. Insbesondere soll der Fokus auf der
Konzeptfindung und der Validierungsphase liegen. Durch die Nutzung von de-
taillierten FE-Modellen anstatt idealisierten Beschreibungen soll die Bewertung
verschiedener Konzepte schon frühzeitig verbessert werden. Bei der Validierung
soll auf Modelle des modellbasierten Entwicklungsprozesses zurückgegriffen
werden und kein zusätzlicher Aufwand in der Modellbildung entstehen.
3. Die Modellbildung soll dabei auf numerischen Standardverfahren aufbauen
und einfach in bestehende Entwicklungsprozesse integriert werden. In diesem
Zusammenhang soll auf praxistaugliche Zeit- und Rechenkapazitäten geachtet
werden.
4. Das Anwendungsziel der Modelle soll die systematische Untersuchung und
Bewertung konstruktiver Parameter in einer variablen hybriden (numerischen
und experimentellen) Entwicklungsumgebung sein. Die Erweiterbarkeit der
Methodik auf in dieser Arbeit nicht betrachtete Parameter soll gegeben sein.
5. Anhand schwingungstechnischer Anwendungsfälle soll die Leistungsfähigkeit der
Methodik zur parametrischen Modellbildung analysiert und bewertet werden.
Die Entwicklung der Methodik wird am Beispiel eines eingespannten Balkens
durchgeführt und auf den komplexeren Anwendungsfall einer hochdynamischen Ver-
suchsumgebung übertragen. Anhand möglicher Anwendungsszenarien, die sich im
Kontext der Digitalisierung ergeben, wird die Leistungsfähigkeit der Entwicklungs-
umgebung untersucht und bewertet. Zunächst wird die Anwendung parametrischer
Modelle im Auslegungs- und Optimierungsprozess von Komponenten und Systemen
analysiert. Dabei stehen zeit- und ressourceneffiziente Machbarkeits- und Sensitivi-
tätsanalysen sowie Entwurfsraumbewertungen im Fokus. Abschließend werden die
parametrischen Strukturmodelle experimentell validiert und die Tauglichkeit zur
Verwendung als virtuelle Sensorik und für einen Online-Modellabgleich bewertet.
Zukünftig sollen die in den Entwicklungsphasen erzeugten numerischen Modelle
zudem zur Zustandsüberwachung verwendet werden können. Aus dem zeitlichen
Verlauf von identifizierten Parametern, die in einer digitalen Akte archiviert werden,
soll eine Abschätzung der Alterung, Schädigung oder Restlebensdauer abgeleitet
werden können.
Aufbau der Arbeit
Die vorliegende Arbeit ist in acht Kapitel gegliedert. Nach der Einleitung wird in Ka-
pitel 2 zunächst der Stand der Wissenschaft im Hinblick auf die Systementwicklung,
die System- und Echtzeitsimulation sowie die digitale Transformation beschrieben.
Der aktuelle Stand der Technik und Wissenschaft im Bereich der Modellordnungsre-
duktion ist an der relevanten Stelle im dazugehörigen Grundlagenkapitel einsortiert.
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In Kapitel 3 schließen sich zum besseren Verständnis der folgenden Abschnitte
die systemtheoretischen Grundlagen zur Beschreibung dynamischer Systeme an. Es
werden die üblichen Darstellungsformen linearer zeitinvarianter Systeme, deren Eigen-
schaften, Zeit- und Frequenzbereichsräume sowie die später genutzten Gütekriterien
und Normen vorgestellt. In dem anschließenden Kapitel 4 sind die Grundlagen der
Modellordnungsreduktion beschrieben. Es werden die Grundprinzipien nicht-parame-
trischer und parametrischer Verfahren dargelegt sowie bestehender Handlungsbedarf
festgestellt. In Kapitel 5 wird die Methode zur parametrischen Modellbildung struk-
turdynamischer Systeme für Echtzeit-Anwendungen entwickelt und deren Ablauf
vorgestellt. Dabei werden zunächst die Anforderungen an die Methodik und das
entwickelte Vorgehen beschrieben. Anschließend wird auf den Einfluss der Parameter,
die numerische Umsetzung und die Integration in die modellbasierte Systement-
wicklung eingegangen. Die folgenden Kapitel befassen sich mit der Analyse und
Bewertung der entwickelten Methode anhand unterschiedlicher strukturdynamischer
Anwendungsfälle. In Kapitel 6 werden die parametrischen Modelle zunächst mit dem
Hauptaugenmerk auf Konzeptfindung, Optimierung und Detailentwurf numerisch un-
tersucht. Anschließend werden die erzeugten Modelle an einem akademischen Beispiel
experimentell validiert und für einen Online-Modellabgleich sowie eine Modellaktua-
lisierung genutzt. In Kapitel 7 werden die entwickelten Methoden und Modelle auf
industrienahe Anwendungen aus der Fahrzeugentwicklung und der hochdynamischen
Versuchstechnik übertragen. Abschließend werden die gewonnenen Erkenntnisse in








Heutzutage werden bei der Entwicklung moderner technischer Systeme verschiedene
Fachdisziplinen vom Maschinenbau über die Elektrotechnik bis hin zur Informatik
benötigt. Dies gilt insbesondere in der Mechatronik und Adaptronik. Traditionell
wurde jede Disziplin eigenständig entwickelt und dann in das endgültige System
integriert. Qualitativ hochwertige Designs können jedoch nicht ohne gleichzeitige
Berücksichtigung aller technischen Disziplinen erreicht werden. Dieser integrierte
Ansatz der Systementwicklung geht einher mit einer erheblichen Steigerung der
Komplexität sowie einer stärkeren Vernetzung der Systemfunktionen und ist weiter-
hin Gegenstand aktueller Forschungsaktivitäten [123]. In diesem Abschnitt werden
bekannte Vorgehensmodelle sowie modellbasierte Entwicklungsmethoden vorgestellt
und abschließend die wichtigsten Phasen der modellbasierten Entwicklung zusam-
mengefasst.
2.1.1 Vorgehensmodelle
In der Mechanik, der Elektrotechnik und Elektronik sowie der Softwareentwicklung
werden seit Jahren Methoden und Vorgehensmodelle vorgeschlagen, um den Produkt-
entwicklungsprozess (PEP) zu unterstützen. Diese sind meist als strukturierte und
prozessorientierte Richtlinien ausgelegt. Verschiedene Phasen des PEP werden ein-
malig oder zyklisch durchlaufen und können Disziplin-spezifische oder übergreifende
Entwurfsmethoden und Vorgehensmodelle beinhalten [125].
Disziplin-übergreifende Vorgehensmodelle wurden mehrheitlich im Arbeitsgebiet
der Mechatronik entwickelt, da hier der interdisziplinäre Systemgedanke in den
Mittelpunkt der Produktentwicklung gestellt wird [68]. Mechatronische Methoden
und Vorgehensmodelle basieren meist auf verschiedenen Variationen des V-Modells.
Das bekannteste Vorgehen ist in der VDI-Richtlinie 2206 „Entwurfsmethodik für
mechatronische Systeme“ [126] als ein allgemeingültiger, praxisorientierter Leitfa-
den mit den drei Elementen „Problemlösungszyklus als Mikrozyklus“, „V-Modell
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als Makrozyklus“ und „Prozessbausteine für wiederkehrende Arbeitsschritte“ dar-
gelegt. In der Richtlinie wird die modellbasierte Entwicklung mit dem Fokus auf
den Systementwurf, die Systemintegration und die Absicherung der Eigenschaften
beschrieben.
Abbildung 2.1 zeigt das in [126] vorgeschlagene V-Modell. Ausgangspunkt sind
dabei konkrete Anforderungen, die zugleich die Bewertungskriterien eines späteren
Produkts darstellen. Im Systementwurf wird die Gesamtfunktion des Systems in
Teilfunktionen unterteilt und die konkreten Lösungen des domänenspezifischen Ent-
wurfs werden in der Systemintegration wieder zu einem Gesamtsystem vereinigt. Die
Eigenschaftsabsicherung bezeichnet die iterative Auswahl und Bewertung einzelner
Lösungsvarianten. Der gesamte Prozess soll dabei durch rechnergestützte Modell-
bildung und Simulation unterstützt werden. Als Produkt wird das Ergebnis eines
durchlaufenen Zyklus des V-Modells bezeichnet, wobei es sich hierbei um einen be-
stimmten Reifegrad (Labormuster, Funktionsmuster, Vorserienmuster) des geplanten
Endproduktes handeln kann.
Abbildung 2.1: V-Modell als Makrozyklus [126]
Vom V-Modell abgeleitete und in Teilen detailliertere Vorgehensmodelle wurden
unter anderem von Bender [18], Anderl [4] und Isermann [67] vorgestellt. Ausge-
hend vom V-Modell aus der VDI-Richtlinie erweitert Letzterer die Entwicklung
mechatronischer Systeme in dreizehn Teilschritte. Hierbei werden Iterationen, bei
denen der Reifegrad sukzessive zunimmt und an deren Ende der nächste Makro-
zyklus beginnt, detailliert aufgestellt und konkretisiert. Hierdurch enthält dieses
Vorgehensmodell weniger allgemeingültige, dafür aber unmittelbarer anwendbare
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Handlungsempfehlungen. Die bekannten Vorgehensmodelle sind meist entweder be-
wusst allgemein gehalten oder auf ein bestimmtes Anwendungsgebiet zugeschnitten.
In vergangenen Arbeiten wurden spezifische Anwendungsfälle genutzt, um das V-
Modell aus der Richtlinie anzupassen und weiterzuentwickeln. So definiert Bartel ein
detailliertes Vorgehen zur Erzeugung der notwendigen numerischen Modelle, welche
den jeweiligen spezifischen Entwicklungsschritten angepasst sind [13], Nattermann
untersucht die Anbindung des Vorgehensmodells an ein Produktdatenmanagement für
verteilte Entwicklungsprozesse [94] und Barbieri schlägt die Erweiterung durch Nut-
zung der Systemmodellierungssprache SysML vor [12]. Ein geeignetes Vorgehen zur
modellbasierten, hybriden Entwicklung wurde in [71] vorgestellt und anhand einer ex-
emplarischen Entwicklung elektromechanischer Systeme zur Schwingungsminderung
demonstriert. Diese Methodik basiert im Wesentlichen auf einer durchgängigen, in ih-
rem Detaillierungsgrad an die jeweilige Entwicklungsphase angepassten numerischen
Systemsimulation im Zeitbereich.
2.1.2 Modellbasiertes Systems Engineering
Bereits seit einigen Jahrzehnten wurde, parallel zu den vorgestellten Vorgehensmo-
dellen, das Systems Engineering (SE) als interdisziplinärer, dokumentengetriebener
Ansatz zur Entwicklung und Umsetzung komplexer, technischer Systeme entwickelt.
Insbesondere bei sicherheitsrelevanten Missionen in der Luft- und Raumfahrt, die
nicht anhand von Prototypen getestet werden können, hat sich das Verfahren eta-
bliert. Eine erfolgreiche Mission unter Schwerelosigkeit und allen Raumfahrteinflüssen
als „first time right“ sicherzustellen, erfordert eine ganzheitliche und systematische
Vorgehensweise sowie die konsequente Nutzung von formalisierten Methoden und
Prozessen. Dieser Ansatz wurde aus Sicht der Software- und Elektronikindustrie
permanent ausgebaut und befindet sich auch im Schienenverkehr oder im Schiffbau
seit Jahren in der Anwendung.
Systems Engineering ist ein durchgängiger Disziplin-übergreifender Ansatz zur
Entwicklung multidisziplinärer Systeme. Es adressiert aber nicht nur das zu entwi-
ckelnde System, sondern auch das dazugehörige Projekt [60]. Es hat seinen Ursprung
in der Systemtheorie und wird, ausgelöst durch den stetigen Komplexitätszuwachs
in der technischen Aufgabenstellung, kontinuierlich weiterentwickelt. Die aktuellen
Forschungsthemen Industrie 4.0 und cyber-physische Systeme sind heute wesentliche
Treiber des Systems Engineering [48].
Das Model-Based Systems Engineering (MBSE) stellt dabei ein Disziplin-über-
greifendes Systemmodell in den Mittelpunkt der Entwicklung [39]. Die Modellbildung
und die Modellaktualisierung ist ein zentrales Element, um Systemanforderungen,
Entwurf, Analyse, Verifizierung und Validierung zu unterstützen. Der Prozess beginnt
bereits in der Konzeptionsphase und wird dann kontinuierlich in allen Entwicklungs-
und Lebenszyklusphasen angewandt. Dabei integriert MBSE vorhandene Disziplin-
spezifische Modelle über geeignete Schnittstellen in das ganzheitliche Systemmodell
[66]. Abbildung 2.2 zeigt das erweiterte V-Modell für die modellbasierte Systement-
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wicklung.
Abbildung 2.2: Erweitertes V-Modell für MBSE-Anwendungen, angelehnt an [126]
nach [38]
Dieser erweiterte systematische Ansatz ist angelehnt an das V-Modell nach VDI
2206. Durch die Erweiterungen am linken Flügel des „V“ (vgl. Abbildung 2.2) soll
eine modellbasierte und strukturierte Systembeschreibung in der frühen Phase der
Systementwicklung gewährleistet werden. Die Systematisierung auf dem linken „Flü-
gel“ dient dabei zur Beschreibung der drei Ebenen: Spezifikation, erste Simulationen
und Disziplin-spezifische Modellierung [40]. Zudem ist diese Variante des V-Modells
im Vergleich zu der ursprünglichen Version um eine übergeordnete Ebene erweitert.
Über das sogenannte „System Lifecycle Management“ integriert dieses Vorgehen alle
Modelle und Methoden aus allen Entwicklungs- und Lebenszyklusphasen.
2.1.3 Phasen der modellbasierten Entwicklung
Die Entwicklung komplexer technischer Systeme erfordert eine systematische, auf die
spezifischen Anforderungen angepasste Vorgehensweise, die die meist interdisziplinär
zusammengesetzte Arbeitsgruppe von der detaillierten Klärung der Aufgabenstellung
über die Konzeptionierung und prototypische Umsetzung bis hin zur Validierung und
Systemintegration unterstützt. In dieser Arbeit stehen die Entwicklung und Anwen-
dung parametrischer und echtzeitfähiger Strukturmodelle im Fokus. Ausgehend von
den bekannten Vorgehensmodellen und unter Berücksichtigung der Entwicklungen des
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MBSE werden daher im Folgenden die für die vorliegende Arbeit wichtigsten Entwick-
lungsphasen näher beschrieben. Basierend auf der vorgeschlagenen Vorgehensweise
in Herold et al. [63] und Jungblut [71] wird der modellbasierte Entwicklungsprozess






In der Definitionsphase werden die Randbedingungen und Schnittstellen defi-
niert, Betriebsbedingungen analysiert und die Aufgabenstellung detailliert. Hierzu
wird ein erstes numerisches Systemmodell, welches in dieser frühen Phase aus ein-
fachen idealisierten Komponenten bestehen kann, aufgebaut. Trotz möglicherweise
unzureichend genauer Teilmodelle sind in diesem Modell bereits alle relevanten
Schnittstellen definiert und vorbereitet. Dies betrifft insbesondere globale Ein- und
Ausgangsgrößen sowie die interne Kopplung der Teilmodelle. Die Modelle der Struk-
turmechanik werden häufig anhand analytischer oder numerischer Beschreibungen
gebildet, während die prognostizierten Anregungen meist aus experimentell ermit-
telten Daten stammen. Zunächst ist das Zusammenspiel der Eigenschaften der
mechanischen Struktur (z. B. Eigenfrequenzen, Eigenformen, Dämpfung) und der
Anregung (z. B. Frequenzbereich, Amplituden) von Interesse. Weitere prinzipielle
Eigenschaften des Gesamtsystems (z. B. dynamische Steifigkeiten, notwendige Sensor-
empfindlichkeiten und Aktorkräfte, Regelungsparameter) können mit den Modellen
in der Definitionsphase abgeschätzt werden. Hiermit lässt sich üblicherweise die
Aufgabenstellung frühzeitig und effizient konkretisieren.
Auf Basis des entwickelten Systemmodells werden in der Konzeptfindung ver-
schiedene prinzipielle Lösungsansätze untersucht, analysiert und bewertet. Insbesonde-
re parametrische Modelle des Ausgangssystems ermöglichen es dabei, die Auswirkung
möglicher Konzepte und Designentwürfe effizient abzuschätzen. Bei der Konzeptionie-
rung selbstanpassender, aktiv reagierender mechanischer Struktursysteme stehen die
aktiven Systemfunktion im Fokus der Untersuchungen. Charakteristisch für solche
Systeme ist ihre Vernetzung und umfangreiche Interaktion sowie die Verbindung
der Systeme mit der physikalischen Welt über Sensoren und Aktoren. Insbesondere
müssen Konzepte zur Interaktion innerhalb der Systeme, zur Interaktion der Systeme
untereinander und nicht zu Letzt zur Kommunikation mit ihrer Umgebung über
Nutzerschnittstellen analysiert und bewertet werden. Von Interesse sind daher in
der Konzeptphase häufig die erforderliche Bandbreite der Sensorik und Aktorik
sowie die erforderlichen Aktorkräfte. Weiterhin ist die Abschätzung der weichen und
harten Zeitanforderungen, wenn die Reaktion der Systeme innerhalb vorgegebener
Zeitschranken erfolgen muss, von hoher Bedeutung. In dieser Phase werden die
Teilmodelle so weit detailliert, dass die Wirkung und prinzipielle Umsetzbarkeit der
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Komponenten und Teilsysteme überprüft werden kann. Im Hinblick auf Fragen des
Langzeitbetriebs, aber auch der Anpassung der Systeme an sich ändernde Betriebsum-
gebungen können die Systemparameter und deren voraussichtliche Parameterräume
ermittelt werden.
Zwischen Konzeptfindung und Detailentwurf gliedert sich die Optimierungs-
phase ein. Das Optimierungsziel ist dabei, den besten und möglichst vollständigen
Parametersatz für ideale Eigenschaften des Gesamtsystems zu berechnen. Die Ziel-
funktionen und Nebenbedingungen können dabei Parameter aus unterschiedlichen
Domänen (z. B. Gewicht, Dynamik, Bandbreite, Abtastzeit) enthalten. Spätestens
in dieser Phase wird mit dem Austausch einzelner Komponenten durch Modelle
basierend auf Finite-Elemente-Berechnungen begonnen. Teilmodellbeschreibungen
werden detailliert und gegebenenfalls um Beschreibungen weiterer, bisher noch nicht
berücksichtigter Komponenten erweitert. In Abhängigkeit der Anforderungen und der
Aufgabenstellung werden die Systemparameter unter Berücksichtigung aller model-
lierten Wechselwirkungen im Systemkontext festgelegt oder für spätere Variationen
in der Nutzungsphase offengelassen. Das modellbasierte Vorgehen ermöglicht hierbei
den Einsatz mathematischer Optimierungsalgorithmen. Die Ein- und Ausgangsgrö-
ßen der parametrischen Modelle sowie deren Parameterräume sind zum Ende der
Optimierungsphase spezifiziert.
Im Detailentwurf, der letzten Entwicklungsphase eines aktiven mechanischen
Struktursystems, findet die Ausgestaltung und Detaillierung der einzelnen Teilsyste-
me statt. Dieser Prozess muss nicht auf Systemebene durchgeführt werden, sondern
kann domänenspezifisch auf das jeweilige Teilsystem zugeschnitten sein. In der ab-
schließenden Detaillierung sind alle notwendigen Anforderungen und Eigenschaften
zu berücksichtigen, die in den vorherigen Schritten vernachlässigt wurden. Dies
kann zum Beispiel die Prozessgenauigkeit in der Produktion, Temperaturabhän-
gigkeiten oder die Festigkeit mechanischer Bauteile betreffen. Unterstützt wird die
detaillierte numerische Simulation dabei durch parallel durchgeführte experimentelle
Untersuchungen prototypischer Hardware. Die Teilsysteme werden basierend auf
dem gemessenen dynamischen Verhalten einzelner Komponenten aktualisiert. Durch
die Verknüpfung aller Teilsysteme der einzelnen Fachdisziplinen resultiert am Ende
dieser Entwicklungsphase das vollständige virtuelle Gesamtsystem.
In der abschließenden Validierungsphase werden die physischen Komponenten
hergestellt und die Möglichkeit vorgesehen, die numerischen Modelle experimentell
zu validieren. Die aktuellen für jedes Teilsystem individuellen Parametersätze werden
ermittelt und in dem virtuellen Abbild gespeichert. Schnittstellen zwischen physi-
scher und virtueller Welt werden getestet und die Leistungsfähigkeit der Hardware
in Hinblick auf Rechen-, Speicher- und Übertragungsleistung überprüft. Zu diesem
Zeitpunkt können bereits erste Aussagen zu den Unsicherheiten der Eingangspara-
meter sowie deren Auswirkungen auf das Gesamtsystemverhalten getroffen werden.
Zudem können freigeschnittene und bereits validierte Teilsysteme in Hardware-in-the-
Loop-Tests als virtuelle Restsystemsimulationsmodelle genutzt werden. Am Ende der
Validierungsphase stehen das physische System, ein detailliertes validiertes virtuelles
12
2.2 Ganzheitliche Systemsimulation
Abbild und ein daraus abgeleitetes parametrisches und echtzeitfähiges Modell.
2.2 Ganzheitliche Systemsimulation
Simulation bezeichnet grundsätzlich die Beschreibung und Analyse des Verhaltens
eines Systems oder Prozesses [78]. Dabei geht es darum die Systemgleichungen zu
lösen, d. h. den Verlauf von Zustands- und Ausgangsgrößen von einem gegebenen An-
fangspunkt aus und bei einem bekannten Eingangsgrößenverlauf möglichst genau zu
bestimmen. Bei dynamischem Systemverhalten stellt die Simulation häufig die einzige
Möglichkeit zur Systemanalyse dar. Die Implementierung eines Simulationsmodells
beschreibt hierbei den Prozess der Abstraktion des zu simulierenden Systems mit
dem Fokus auf dessen Funktion und Verhalten. Wie im vorangegangenen Abschnitt
2.1.1 beschrieben, ist das in ihrem Detaillierungsgrad an die jeweilige Entwicklungs-
phase angepasste numerische Systemmodell das zentrale Element des modellbasierten
Entwicklungsprozesses [63, 71]. Die Systemsimulation ist gekennzeichnet durch die
Berücksichtigung unterschiedlichster Teilsysteme mit ihren Wechselwirkungen in-
nerhalb eines ganzheitlichen Modells. Sie erlauben die Analyse komplexer multi-
physikalischer Systeme mittels Kopplung unterschiedlicher physikalischer Diszipli-
nen auf Feld- und Systemebene. Lassen sich die ingenieurtechnischen Aufgaben
nicht durch die Beschreibung einzelner physikalischer Effekte exakt genug lösen,
bieten Domänen-übergreifende Simulationsmodelle die Möglichkeit das reale Ver-
halten deutlich besser zu approximieren [17, 61]. Insbesondere bei der Simulation
von dynamischen Vorgängen, bei denen das zeitliche Verhalten von Systemen unter
Berücksichtigung von Speicher-Elementen für Energie, Stoff oder Information nach-
gebildet wird, ist das Zusammenspiel aller beteiligten Komponenten ganzheitlich
zu betrachten. Ganzheitlich bedeutet hier, dass der Ingenieur das zugrundeliegen-
de System von der Strukturmechanik über die Sensorik und Aktorik bis hin zu
den Komponenten der Steuerungs- und Regelungstechnik modellieren, berechnen
und bewerten kann. Hierbei stehen oftmals Struktur- und Parameteroptimierung
gleichermaßen im Vordergrund [124, 70].
Um die vorgeschlagene sukzessive Erweiterung und Detaillierung der Teilmodelle
in allen verschiedenen Phasen des Entwicklungsprozesses zu ermöglichen, benötigt
das ganzheitliche Systemmodell eine modulare und hierarchische Struktur. Dieser
Aufbau ermöglicht es, den Detaillierungsgrad der Komponenten an den Erkennt-
niszuwachs während der Auslegung anzupassen. Ein Gesamtsystemmodell besteht
nach [62, 63] folglich aus mindestens fünf Teilmodellen. Die Grundstruktur bilden
die Modelle der Strukturmechanik und der äußeren Lasten, die das System anregen.
Für die mechatronischen Teilsysteme werden zusätzliche Modelle zur Nachbildung
des Verhaltens der Sensorik und Aktorik sowie der Signalverarbeitung benötigt.
Für die konkrete Umsetzung ist auf die konsistente Definition von Schnittstellen
zwischen den einzelnen Teilmodellen und auf geeignete Modellierungsansätze zur
Beschreibung der Teilmodelle zu achten. Bekannte Softwarepakete, die die genannten
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Anforderungen erfüllen können, sind Mathworks Matlab/Simulink, Simcenter Ame-
sim, Altair Compose/Activate oder Scilab. Im Rahmen der vorliegenden Arbeit, wird
die Matlab/Simulink-Umgebung für die Systemsimulation genutzt. Diese ermöglicht
eine Simulation im Zeitbereich, die Verwendung einer modularen und hierarchischen
Modellstruktur und unterstützt die Erstellung, Einbindung und Anwendung von
eigenen Modellbibliotheken.
In Matlab/Simulink können dynamische Systeme anhand ihres Signalflusses
mittels Blockschaltbilder beschrieben werden. Jeder Block repräsentiert das Übertra-
gungsverhalten zwischen den Ein- und Ausgängen eines Teilsystems. Diese Teilmodelle
werden üblicherweise durch gewöhnliche Differentialgleichungen beschrieben, die für
den Fall eines parametrischen Modells mit den Systemparametern p1, . . . pn folgende
Form aufweisen:
q̇(t) = f(q(t), p1(t), . . . , pn(t), t). (2.1)
Unter Beibehaltung der Modellstruktur werden die Modelle dann mit fortschreiten-
der Konkretisierung des Systems detailliert und ergänzt. Hierzu existieren diverse
Methoden zum Aufbau der Teilmodelle mit konstruktiven Parametern, zur Identifi-
kation von Modellparametern und zur Ableitung vereinfachter Ersatzmodelle aus
detaillierten Simulationen oder Messungen.
In frühen Entwicklungsphasen ist die Abbildung der Teilsysteme noch mittels
analytischer Beschreibungen möglich. Bei praxisrelevanten Problemstellungen sind
analytische Betrachtungen jedoch nur noch bedingt anwendbar. Die Gleichungen,
die zur realistischen Beschreibung der Prozesse herangezogen werden müssen, sind
meist so komplex, dass sie nicht mehr analytisch lösbar sind. Daher nimmt mit fort-
schreitender Detaillierung des Systems die Bedeutung numerisch oder experimentell
ermittelter Teilmodelle zu. Einen Überblick über die generelle Vorgehensweise zur
Modellbildung strukturmechanischer Systeme zeigt Abbildung 2.3.
Abbildung 2.3: Übersicht über die Modellbildung dynamischer Systeme, angelehnt
an [67]
Numerisch erzeugte Teilmodelle werden häufig aus Domänen-spezifischen Simula-
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tionswerkzeugen importiert. Die bekanntesten numerischen Verfahren sind die Finite-
Elemente-Methode (FEM) [135, 14], die Randelementmethode (BEM1) [47, 134] und
die Mehrkörpersimulation (MKS). MKS-Modelle werden mit konzentrierten Parame-
tern gebildet, die beispielsweise mechanische Strukturen idealisiert als Punktmassen,
Elastizitäten und Dämpfungselemente approximieren [32]. Für reine Starrkörpersys-
teme können dabei explizite Zeitintegrationsverfahren effizient eingesetzt werden.
Als flexible Mehrkörpersysteme bezeichnet man Modelle, in denen mindestens eine
Komponente verformbar ist. Zur Lösung dieser Systeme sind in den meisten Fällen
implizite Zeitintegrationsverfahren notwendig [22].
Üblicherweise kommen heutzutage für komplexe Entwicklungsaufgaben nume-
rische Näherungsverfahren zum Einsatz. Generell wird zunächst eine genäherte
Lösungsfunktion, die aus Ansatzfunktionen multipliziert mit unbekannten Parame-
tern besteht, abgeleitet. Danach werden die Parameter durch ein Minimalprinzip (z.
B. Fehlerquadrat-, Energieminimum) berechnet. Das Differentialgleichungssystem
wird somit mathematisch gesehen in ein Variationsproblem überführt bei dem nur
noch ein algebraisches Gleichungssystem gelöst werden muss. Die Güte des Verfah-
rens hängt von den gewählten Ansatzfunktionen und der Anzahl der unbekannten
Parameter ab. Insbesondere für mechanische Strukturen hat sich in den vergangenen
Jahrzehnten die FEM bewährt und durchgesetzt. Die FEM ermöglicht detaillierte
Analysen bei moderaten Anforderungen an die Bedienung und Nutzung. Durch geeig-
nete Schnittstellen zu rechnergestützten Konstruktionswerkzeugen (CAD2-Systemen)
können zudem die bereits vorhandenen geometrischen Daten zur automatisierten
Generierung der FE-Modelle genutzt werden.
Aus wirtschaftlichen Gesichtspunkten sind die FE-Modelle auch in den weiteren
Entwicklungsphasen und für Betrachtungen auf Systemebene zu nutzen. Dies kann
zum einen durch eine Ko-simulation realisiert werden. Hierbei werden zu diskreten
Zeitpunkten die berechneten Koppelgrößen zwischen den beteiligten numerischen
Werkzeugen ausgetauscht. Voraussetzung ist eine geeignete Synchronisation der
Schrittweiten der einzelnen Teilmodelle. Zum anderen können die numerischen Teil-
modelle in eine Systemsimulation integriert werden. Die Systemmatrizen werden
dazu aus der Domän-spezifischen Anwendung exportiert und in eine Systemsimula-
tionsumgebung importiert. Üblicherweise ist die Modellordnung eines FE-Modells
jedoch zu hoch, um effizient in einer transienten Systemsimulation gelöst zu werden.
Aus diesem Grund wurden Methoden zur Modellordnungsreduktion [7, 109] entwi-
ckelt. Verglichen mit dem Originalmodell, werden mithilfe dieser mathematischen
Verfahren ordnungsreduzierte Modelle mit sehr viel kleinerer Ordnung und hinrei-
chend ähnlichem Ein- und Ausgangsverhalten erzeugt. Der Stand der Wissenschaft
bezüglich nicht-parametrischer und parametrischer MOR ist umfassend im Abschnitt
4.1 dargestellt.
Neben analytischen und numerischen Verfahren existieren auch experimentelle
Methoden zur Erzeugung von Modellen. Unter Verwendung von Methoden zur Syste-
1Englisch: Boundary Element Method.
2Englisch: Computer Aided Design.
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midentifikation [104, 36, 121] können zum einen experimentell ermittelte Teilmodelle
aus Messergebnissen erzeugt werden. Zum anderen können die bestehenden numeri-
schen Modelle durch gemessene Daten und daraus abgeleiteten Modellparametern,
beispielsweise Dämpfungsbeiwerte, aktualisiert und präzisiert werden. Eine besondere
Bedeutung bei der Charakterisierung des dynamischen Verhaltens von mechanischen
Strukturen wird der experimentellen Modalanalyse [42] beigemessen.
2.3 Echtzeitsimulation
Unter einem Echtzeitsystem versteht man ein System, welches auf unvorhersehbare
interne oder externe Ereignisse in vorhersehbaren zeitlichen Schranken reagiert. Dies
ermöglicht einen Echtzeitbetrieb, bei dem Programme zur Verarbeitung anfallender
Daten ständig derart betriebsbereit sind, dass die Verarbeitungsergebnisse innerhalb
einer vorgegebenen Zeitspanne verfügbar sind [119]. Üblicherweise ist die untere
zeitliche Schranke nicht relevant, sodass ein System echtzeitfähig ist, wenn es auf ein
Ereignis nachweisbar nach einer maximalen Zeit reagiert [133]. Neben der Korrektheit
der Simulationsergebnisse ist für diese Systeme die Erfüllung der Zeitbedingungen
essentiell. Insbesondere bei der Steuerung oder Regelung technische Systeme werden
echtzeitfähige Modelle benötigt.
Grundsätzlich werden an ein Echtzeitsystem Anforderungen bezüglich Rechtzei-
tigkeit, Gleichzeitigkeit und zeitgerechter Reaktion gestellt [77]. Zunächst müssen
die notwendigen Steuerungs- oder Regelungssignale rechtzeitig, das heißt zu ei-
nem bestimmten vordefinierten Zeitpunkt, vorliegen. Die Zeitschranke ist dabei
immer anwendungsspezifisch. Es werden drei unterschiedlich starke Ausprägungen
unterschieden. Bei harter Echtzeit muss eine Information zur korrekten Funktion
des Gesamtsystems zwingend zu einem bestimmten Zeitpunkt vorliegen. Die Über-
schreitung einer maximal zulässigen zeitlichen Abweichung führt zum Ausfall dieser
Systemfunktion und kommt häufig einher mit der Gefährdung von Menschen oder der
Beschädigung von Maschinen, also Auswirkungen auf Gesundheit und Unversehrtheit
der Umgebung. Feste Echtzeitanforderung liegt vor, wenn das Überschreiten der Zeit-
schranke tolerierbar ist, die zur Verfügung gestellte Information jedoch unmittelbar
ihren Nutzen verliert. Bei weicher Echtzeit ist die Einhaltung der Zeitschranken zwar
wichtig, die zugrundeliegenden Systeme funktionieren bei gelegentlichen Verletzungen
allerdings weiterhin korrekt. Zudem führt eine Verletzung der Ausführungszeiten in
einem weichen Echtzeitsystem lediglich zu einer Verminderung der Qualität, nicht
jedoch zu einer Beschädigung oder Gefährdung. Weiterhin müssen alle Aufgaben
des echtzeitfähigen Systems parallel und unter Umständen mit unterschiedlichen
Zeitanforderungen an die Teilsysteme bearbeitet werden. Zuletzt muss das System
auf zufällig auftretende Ereignisse innerhalb einer definierten Zeit reagieren.
Im Entwicklungsprozess technischer Systeme kommen Echtzeitsimulationen übli-
cherweise in der Systemintegrationsphase zum Einsatz. Zu diesem Zeitpunkt liegen
die numerischen Beschreibungen für alle wesentlichen Teilsysteme vor. Um bei der
16
2.4 Digitale Transformation
experimentellen Charakterisierung der ersten physisch vorhandenen Komponenten
bereits die spätere Einbausituation berücksichtigen zu können, wird das Restsystem
durch echtzeitfähige Simulationsmodelle in die Prüfumgebungen einbezogen. Durch
die Kopplung von realen und virtuellen Teilsystemen werden in diesen sogenannten
Hardware-in-the-Loop-Tests (HIL) die Vorteile der numerischen und experimentellen
Verfahren kombiniert [90, 88, 9]. Dabei unterstützt die HIL-Technologie die Par-
allelisierung von Entwicklungsprozessen und ermöglicht die räumliche Verteilung
von Entwicklungsarbeiten [3, 107]. Darüber hinaus können Versuchszeiten redu-
ziert werden [24, 76, 91] und Prüfungen vereinfacht beziehungsweise erst möglich
gemacht werden [71, 74, 50]. So werden sicherheitskritische Tests, wie zum Beispiel
die Simulation eines grenzstabilen Betriebsbereichs, risikofrei möglich [72, 1].
Durch die Möglichkeit Eigenschaftsänderungen des virtuellen Teilsystems sehr
einfach und schnell realisieren zu können, ergeben sich aus HIL-Tests noch eine
Vielzahl weiterer Vorteile. Beispielsweise können Parameter- und Sensitivitätsanalysen
systematisch durchgeführt [41, 122], zeitvariante Eigenschaften nachgebildet und
Eigenschaften der Teilsysteme optimiert [3, 132] oder die zu charakterisierende
Komponente für verschiedenen Anwendungen untersucht werden [107].
Beim Entwurf eines HIL-Tests stellt die Verfügbarkeit eines geeigneten echt-
zeitfähigen Modells eine notwendige Bedingung dar. Das Modell muss die oben
beschriebenen Voraussetzungen hinsichtlich Rechtzeitigkeit, Gleichzeitigkeit und
zeitgerechter Reaktion erfüllen und sollte dabei aus dem bestehenden Systemmodell
ableitbar sein. Üblicherweise stehen die Modell- und die Echtzeit bei numerischen
Simulationen jedoch in keinem Zusammenhang. Insbesondere bei komplexen FEM-
Modellen kann die Simulationsdauer einige Größenordnungen größer sein als die
tatsächlich simulierte Zeitdauer. Zudem hängt die Recheneffizienz von den Lösungs-
algorithmen und der verfügbaren Rechenleistung ab. Wie bei der Integration in
Systemmodelle (siehe Abschnitt 2.2), haben sich zur Generierung echtzeitfähiger
Modelle Verfahren der Modellordnungsreduktion (siehe Abschnitt 4.1) bewährt. Ein
mögliches Vorgehen zur Erzeugung echtzeitfähiger Simulationsmodelle für HiL-Tests
wurde beispielsweise in [76] am Beispiel eines piezoelektrischen Energy-Harvesters
entwickelt und erprobt.
2.4 Digitale Transformation
Die digitale Transformation kennzeichnet sich durch drei zentrale Eigenschaften. Die
Hauptmerkmale sind die Vernetzung von Menschen und Dingen, die Virtualisierung
von Produkten und Prozessen sowie der Austausch von Daten und Wissen. Die
wesentlichen Technologien der Digitalisierung sind erstens die Sensorik und Aktorik,
welche die aktiven Schnittstellen zwischen realer und virtueller Welt darstellen,
zweitens die Internettechnologien zur Informationsübertragung und drittens die
Software zur Transformation von Daten in Wissen [136].
Durch digitale Produkte und Prozesse kann entlang der gesamten Wertschöp-
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fungskette, auch über den engen volkswirtschaftlichen Begriff hinaus, Mehrwert
generiert werden. Insbesondere ergeben sich aus Sicht der Unternehmen wesentli-
che Handlungsfelder in den Bereichen Produktion und Geschäftsprozesse [5]. Die
Produktion kann auf individuelle Kundenwünsche kostengünstig und flexibel reagie-
ren. Auch Einzelstücke können rentabel hergestellt werden. Die Geschäftsprozesse
können effizienter und flexibler kontrolliert und gesteuert werden. Das gilt eben-
so für Produktionsabläufe, bei denen beispielsweise die Produktionszeit oder der
Energieverbrauch den Gegebenheiten angepasst werden können. Auch Störungen
können mithilfe dieser Systeme behoben und Abläufe optimiert werden [26]. Einzelne
Maschinen oder Anlagen in der Produktion sind bereits heutzutage vernetzt und
digital. Mit Industrie 4.0 geht diese Entwicklung allerdings einen Schritt weiter. Nicht
nur innerhalb einer Produktionsstätte oder eines Unternehmens werden Systeme
intelligent miteinander vernetzt. Maschinen und Anlagen kommunizieren zwischen
Firmenstandorten und sogar mit Systemen von Zulieferern und Kunden. Zudem
beschränkt sich die Vernetzung nicht nur auf die Produktions-Wertschöpfungskette.
In der Entwicklung und Auslegung von Produkten sowie von Produktionssystemen
als auch im operativen Betrieb des Produkts können die Systeme eigenständig und
situationsabhängig auf Abweichungen reagieren [28].
Der Begriff Industrie 4.0 bezeichnet die umfassende Digitalisierung und Vernet-
zung der industriellen Produktion und geht zurück auf die Forschungsunion der
deutschen Bundesregierung und ein gleichnamiges Projekt in der Hightech-Strategie
der Bundesregierung [2]. Häufig wird dabei auch von der vierten industriellen Revo-
lution gesprochen. Berücksichtigt wird die gesamte Wertschöpfungskette über den
Lebenszyklus von Produkten. Dieser Zyklus beinhaltet die Idee, das Konzept, die
Entwicklung, die Fertigung, den Betrieb und das Recycling, einschließlich aller in
den jeweiligen Phasen inbegriffenen Dienstleistungen. Durch die Verfügbarkeit und
Vernetzung aller relevanten Informationen in Echtzeit entsteht eine dynamische und
unternehmensübergreifende Wertschöpfung, die sich bezüglich Kosten, Verfügbarkeit
und Ressourcenverbrauch optimieren lässt [99, 27].
Aktuelle wissenschaftliche und technologische Fortschritte der Industrie 4.0 fo-
kussieren sich auf die virtuelle Welt. Es werden digitale Abbilder der physikalischen
Welt entwickelt (z.B. Maschinen, Produktionshallen oder Nutzungsszenarien von Pro-
dukten). Diese Abbilder verarbeiten reale und virtuelle Informationen von Prozessen,
Produkten oder Dienstleistungen und ermöglichen eine erweiterte und differenziertere
Analyse des Gesamtsystems [118]. Im Jahr 2025 sollen laut ITK-Branchenverband
Bitkom alle digitalen Abbilder in der Fertigungsbranche zusammen ein wirtschaftli-
ches Potenzial von über 78 Milliarden Euro aufweisen. Allerdings nur dann, wenn
die Systeme künftig nicht nur miteinander vernetzt sind, sondern zusätzlich smarte
Eigenschaften, wie zum Beispiel die Adaption auf äußere Bedingungen oder Selbst-
optimierung, besitzen [28].
Durch die rasch fortschreitenden Entwicklungen in den Informations-, Kom-
munikations- und Sensortechnologien, ist deren Integration heutzutage selbst in
kostengünstige Produkte möglich. Hierdurch sind diese Produkte in der Lage, ihren
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eigenen Zustand sowie den Zustand ihrer Umgebung zu erfassen. In Verbindung
mit der Fähigkeit die erfassten Daten selbst zu verarbeiten und zu kommunizieren,
entstehen hybride, zugleich digitale und physische Systeme. In der Literatur existie-
ren diverse Ausprägungen dieser hybriden technischen Systeme. Den Ursprung hat
das Konzept in der Luft- und Raumfahrt mit dem Fokus auf Strukturdynamik und
Materialwissenschaft [52]. Mit den Anfängen von Industrie 4.0 verlagerte sich der
Schwerpunkt auf smarte Produkte, „Internet of Things“ und die Produktion. Für
einen umfänglichen Überblick wird an dieser Stelle auf [95] verwiesen.
Für die vorliegende Arbeit ist ein hybrides technisches System angelehnt an [59]
und [56] wie folgt definiert: Es existiert ein numerisches Modell, welches Teil einer
umfassenden virtuellen Abbildung eines Produkts oder Prozesses ist. Mithilfe des
Modells und der damit generierten Daten werden die Eigenschaften, der Zustand und
das Verhalten des korrespondierenden realen Objekts beschrieben. Das Modell wird
zusammen mit dem physischen System entwickelt und bleibt während des gesamten
Produktlebenszyklus sein virtueller Gegenpart. Somit wird die reale und virtuelle
Welt verbunden und eine erweiterte Analyse von Daten oder die Überwachung von
Systemen ermöglicht. Weiterhin kann das strukturdynamische Modell in allen Phasen
des Lebenszyklus an der Wertschöpfung beteiligt sein. In der Entwicklungsphase wird
der Umgang mit komplexen Anforderungen und die Konzeptfindung unterstützt, das
Produktdesign mit modellbasierten Methoden optimiert und durch Simulationen
und Tests Entwicklungszyklen beschleunigt sowie Iterationen verringert. Später
können die Effizienz und die Qualität in der Produktion gesteigert werden und im
Betrieb sind Aussagen zur Verfügbarkeit der realen Objekte möglich. Beispielsweise
können Wartungsintervalle auf die tatsächlich aufgetretenen Belastungen und exakten
Betriebszeiten einer Anlage oder Maschine angepasst werden. Abschließend können
die umfangreichen Daten aus den vorangegangenen Phasen des Lebenszyklus bei
der Planung des Recyclings und für die Entwicklung einer neuen Produktgeneration
genutzt werden. Damit trägt die Digitalisierung zu einer zunehmenden Verschmelzung
der virtuellen und realen Welt bei.
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Dieses Kapitel behandelt die wichtigsten Konzepte der Systemtheorie für lineare
strukturdynamische Systeme. Diese Kenntnisse sind für das Verständnis, der im
folgenden Kapitel beschriebenen mechanischen und mechatronischen Systeme sowie
der Methoden zur Modellordnungsreduktion, notwendig. Die Betrachtungen in diesem
Kapitel beschränken sich auf deterministisch beschreibbare, lineare und nicht sprung-
fähige Systeme, deren Verhalten durch folgende Grundgleichung gekennzeichnet
ist:
Mq̈(t) + Bq̇(t) + Cq(t) = F(t) (3.1)
Der Vektor q und seine zeitlichen Ableitungen (q̇, q̈) beschreiben den Bewegungszu-
stand des dynamischen Systems, welcher sich aufgrund der äußeren Belastungen F
einstellt. Die in diesem Kapitel zusammengefassten Grundlagen der Systemtheorie
orientieren sich an den Ausführungen einer Vielzahl von verfügbaren Lehrbüchern,
wie beispielsweise [85, 108, 67, 117, 7, 114, 53, 55].
3.1 Beschreibung linearer dynamischer Systeme
Für die Modellbildung und Simulation mechanischer und mechatronischer Systeme
existieren diverse Methoden und Verfahren. Diese führen, wie in den vorangegangenen
Abschnitten beschrieben, häufig zu Systemen einfacher Differentialgleichungen zweiter
Ordnung. In der Strukturmechanik hat sich die Darstellungsform eines Systems zwei-
ter Ordnung bewährt, da die Zuordnung der Systemmatrizen zu den physikalischen
Eigenschaften der Struktur eindeutig ist. In der Regelungstechnik und für viele Me-
thoden der Modellordnungsreduktion (MOR) hat sich hingegen die Darstellungsform
als System erster Ordnung (Zustandsraumdarstellung) durchgesetzt.
Das Gleichungssystem zweiter Ordnung kann als ein lineares Deskriptorsystem
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oder verallgemeinertes Kontrollsystem
Mq̈(t) + Bq̇(t) + Cq(t) = Binu(t) (3.2)
y(t) = Bout1 q(t) + Bout2 q̇(t) (3.3)
dargestellt werden. Hierbei ist t ∈ R+ die Zeitvariable und die Vektorfunktionen
q : R → Rn, u : R → Rk und y : R → Rl beschreiben die inneren Zustände, die
Eingänge und die Ausgänge des Systems. Die Systemordnung n stellt die Dimension
der Systemmatrizen dar. Die Anzahl der Ein- bzw. Ausgänge wird durch k und l ge-
kennzeichnet. In strukturmechanischen Systemen repräsentieren die reellen Matrizen
M, B, C ∈ Rn×n die Massen-, Dämpfungs- und Steifigkeitsmatrix. Für Systeme mit
regulärer Massenmatrix M entspricht Gleichung (3.2) einem gewöhnlichen linearen
Differentialgleichungssystem zweiter Ordnung. Durch Multiplikation der inversen
Massenmatrix wird ein allgemeines lineares Differentialgleichungssystem zweiter
Ordnung gebildet. Eine Zeitvarianz des Systems äußert sich dadurch, dass die Sy-
stemmatrizen M(t),B(t),C(t),Bin(t) und Bout(t) wie der Zustandsvektor ebenfalls
abhängig von der Zeitvariablen t sind.
Für die Anwendung von MOR-Algorithmen ist es häufig notwendig die Differential-
gleichungen in ein System erster Ordnung zu transformieren. Diese Darstellung eignet
sich zudem gut für die elektronische Rechentechnik, da insbesondere numerische












wird das System zweiter Ordnung in ein System erster Ordnung überführt. Dadurch
vergrößert sich die Dimension des Systems auf 2n. Die Gleichung (3.5) zeigt die
allgemeine Zustandsraumdarstellung für kontinuierliche Systeme,
ẋ(t) = Ãx(t) + B̃u(t)
y(t) = C̃x(t) + D̃u(t) . (3.5)

















werden als Systemmatrix, Steuermatrix und Beobachtungsmatrix bezeichnet. Die
Durchgangsmatrix D̃ ist für nicht sprungfähige Systeme immer gleich null.
Insbesondere für die Implementierung des Zustandsraummodells auf Digitalrech-
nern ist anstelle eines kontinuierlichen Verlaufs nur der Systemzustand zu diskreten
Zeitpunkten interessant. In diesem Fall ersetzen Differenzengleichungen die Zustands-




ẋ(k + 1) = Adx(k) + Bdu(k)
y(k) = Cdx(k) + Ddu(k)
(3.7)
Die diskrete Form (3.7) ist besonders für Berechnungen in Echtzeit geeignet, da
zunächst die Ausgangsgleichung und erst im Anschluss die Zustandsdifferenzenglei-
chung zur Ermittlung der Zustände für den nächsten Berechnungsschritt berechnet
wird. Zudem sind für die Berechnung des nächsten Zeitschritts nur Matrizenmulti-
plikationen und -additionen notwendig [86]. Die Systemmatrizen des zeitdiskreten
Modells können mit ζ = (k + T )− τ und dζ = −dτ wie folgt bestimmt werden
Ad = eÃT , Bd =
∫ T
0
eÃζ dζ B̃ , Cd = C̃ , Dd = D̃ (3.8)
Die Parameter T und τ entsprechen dabei der Abtastzeit sowie der Integrations-
variable.
3.2 Übertragungsverhalten
Die Beschreibung und die Analyse dynamischer Systeme im Frequenzbereich basieren
auf der Zerlegung der Zeitbereich-Signale in sinusförmige Elementarsignale. Ein
übliches Hilfsmittel hierzu ist die Laplace-Transformation L : f(t) → F (s), mit
s ∈ C [129]. Durch diese Abbildung wird eine gegebene Funktion f(t) im Zeitbereich
in eine Funktion F (s) im Frequenzbereich überführt. Die Laplace-Transformation ist
wie folgt definiert




Bei Existenz der Laplace-Transformation entspricht die Differentiation und Integrati-
on im Zeitbereich (reeller Originalbereich) den einfachen algebraischen Operationen
Multiplikation und Division im Frequenzbereich (komplexer Bildbereich). Die Analy-
se von F (s) liefert häufig wesentlich bessere physikalische Einblicke in das Verhalten
linearer Systeme. Insbesondere lassen sich die Resonanz- und Nullstellen dynamischer
Systeme im Frequenzbereich einfacher untersuchen.
Wird die Laplace-Transformation unter Verwendung der Anfangsbedingung
ẋ(0) = x(0) = u(0) = 0 (3.10)
auf die systembeschreibenden Gleichungen (3.2) und (3.3) angewendet, resultiert
folgendes Gleichungssystem
(s2M + sB + C)Q(s) = BinU(s)
Y(s) = (Bout1 + sBout2 ) Q(s)
(3.11)
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mit den Laplace-Transformierten Q(s), U(s) und Y(s) der jeweiligen Vektoren q(t),
u(t) und y(t). Hieraus ergibt sich durch Umstellen die Übertragungsfunktion des
Systems




(s2M + sB + C)−1Bin. (3.12)
Die Systemanalyse im Frequenzbereich ist für bestimmte Fragestellungen an-
schaulicher und einfacher als die Analyse im Zeitbereich. Ist ein dynamisches System
und der Verlauf der Eingangsgröße u(t) gegeben, ermöglicht das in diesem Abschnitt
beschriebene Verfahren folgendes Vorgehen. Zunächst werden die Eingangsgrößen
in sinusförmige Anteile zerlegt, danach die Systemantworten für jeden einzelnen
Anteil von u(t) berechnet und abschließend der Verlauf der Ausgangsgrößen durch
Überlagerung der berechneten Systemantworten gebildet.
3.3 Eigenschaften dynamischer Systeme
In diesem Abschnitt erfolgt die Darstellung der für die vorliegende Arbeit wichtigsten
Eigenschaften von dynamischen Systemen. Die Begriffe der Stabilität und der Passi-
vität sowie das Konzept der Steuerbarkeit und Beobachtbarkeit werden vorgestellt.
Es wird sich dabei auf die ingenieurtechnische Interpretation beschränkt und auf
eine mathematisch vollständige Einführung verzichtet. Die Ausführungen orientieren
sich an [117, 85, 86, 93].
3.3.1 Stabilität
Unter Stabilität wird die Eigenschaft eines dynamischen Systems verstanden, auf
eine beschränkte Erregung mit einer beschränkten Antwort zu reagieren. In der
Literatur finden sich zwei unterschiedliche Betrachtungsweisen, die Zustandsstabilität
und die Eingangs-Ausgangs-Stabilität. Zustandsstabilität ist gegeben, wenn das
System von einem ausgelenkten Anfangszustand wieder in die Gleichgewichtslage
xg = 0 zurückkehrt. Wird das System von außen durch eine Eingangsgröße erregt
und besitzt eine betragsbeschränkte Ausgangsgröße wird von Eingangs-Ausgangs-
Stabilität gesprochen.
Das Kriterium für die Zustandsstabilität ist ein stabiler Gleichgewichtszustand
xg des Systems. Dieser Zustand existiert, wenn für die Eigenwerte λi des Eigenwert-
problems
λv = Ãv, (3.13)
mit den Eigenvektoren v und der Systemmatrix Ã aus Gleichung (3.5), die Bedingung
Re{λi} ≤ 0 (i = 1, 2, . . . , n) (3.14)
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erfüllt ist. Asymptotisch stabil ist das System, wenn alle Eigenwerte die Bedingung
Re{λi} < 0 (i = 1, 2, . . . , n) (3.15)
erfüllen. Das Kriterium für die Eingangs-Ausgangs-Stabilität lässt sich mit Hilfe der
Übertragungsfunktion H(s) des Systems anwenden. Das System ist genau dann Ein-
gangs-Ausgangs-stabil, wenn sämtliche Pole si = δi±jωi seiner Übertragungsfunktion
(3.12) der Ungleichung
Re{si} < 0 (i = 1, 2, . . . , n) (3.16)
mit den Abklingkonstanten δi und Eigenkreisfrequenzen ωi genügen. Im Gegensatz
zur Zustandsstabilität dürfen keine Pole mit verschwindendem Realteil auftreten.
Aus den Gleichungen (3.15) und (3.16) lässt sich ableiten, dass ein asymptotisch
stabiles System auch Eingangs-Ausgangs-stabil ist.
3.3.2 Passivität
Passivität beschreibt die Eigenschaft eines dynamischen Systems keine Energie
erzeugen zu können. Dies bedeutet, dass die im System gespeicherte Energie zu
keinem Zeitpunkt größer als die Summe der anfangs gespeicherten und der zugeführten
Energie sein darf. Für mechanische Strukturen ist Passivität ebenso wie Stabilität
meist inhärent gegeben. Für mechatronische Systeme, die Quellen enthalten, oder
für nicht-lineare Systeme können die Stabilitätskriterien nicht ausreichend sein. Das
Gesamtsystem muss hierbei mindestens die Energie der Quellen dissipieren.
Folgende Kriterien sind nach [44, 131] für die Passivität linearer Systeme (3.2)
notwendig und hinreichend:
1. Jedes Element von H(s) ist reell für Re{s} > 0
2. HH(s) + H(s) ≥ 0 für Re{s} > 0 mit der hermiteschen Matrix HH(s)
Eine Matrix, die diese Anforderungen erfüllt wird auch positiv reell genannt.
3.3.3 Steuerbarkeit
Die Steuerbarkeit und Beobachtbarkeit sind für die Analyse dynamischer Systeme und
insbesondere für den Regelungsentwurf von Bedeutung. Diese beiden Eigenschaften
beschreiben die Beeinflussbarkeit der Zustandsgrößen durch die Eingangsgrößen sowie
die Wirkung der Zustandsgrößen auf die Ausgangsgrößen eines Systems. Hierbei
werden die Eigenschaften der jeweiligen Zustandsgrößen miteinander verglichen. Die
Aussagen zur Steuer- und Beobachtbarkeit liefern jedoch noch keine Anhaltspunkte
wie gut die Systeme steuer- bzw. beobachtbar sind oder wieviel Energie hierzu
benötigt wird.
Ein dynamisches System (3.5) heißt vollständig steuerbar, wenn eine Eingangsgrö-
ße u(t) existiert, die das System aus einem beliebigen Anfangszustand x0 in endlicher
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Zeit in einen beliebig vorgegebenen Endzustand xe überführt. In der Literatur finden
sich verschiedene Kriterien zur Überprüfung der Steuerbarkeit. Das von Kalman
vorgeschlagene Kriterium ist erfüllt, wenn die Steuerbarkeitsmatrix
Wc =
(
B̃ ÃB̃ Ã2B̃ . . . Ãn−1B̃
)
(3.17)
den Rang n besitzt:
rang (Wc) = n. (3.18)
Die Überprüfung des Kriteriums nach Kalman erfolgt über die Berechnung der
Gramschen Steuerbarkeitsmatrix Wc mit
ÃWc + WcÃT + B̃B̃
T = 0. (3.19)
Ist die Matrix Wc regulär und positiv definit, ist auch das Kalman-Kriterium erfüllt
[86].
3.3.4 Beobachtbarkeit
Ein dynamisches System (3.5) heißt vollständig beobachtbar, wenn ein Zustand x(t)
aus den bekannten Verläufen der Ausgangsgröße y(t) und der Eingangsgröße u(t)
berechnet werden kann. Analog zu dem Steuerbarkeitskriterium ist das von Kalman
eingeführte Beobachtbarkeitskriterium erfüllt, wenn die Beobachtbarkeitsmatrix
Wo =
(
C̃ C̃Ã C̃Ã2 . . . C̃Ãn−1
)T
(3.20)
den Rang n besitzt:
rang (Wo) = n. (3.21)
Ist diese Bedingung erfüllt, ist die Gramsche Beobachtbarkeitsmatrix Wo mit
ÃTWo + WoÃ + C̃T C̃ = 0 (3.22)
regulär und positiv definit.
Die Untersuchung der Steuerbarkeit und der Beobachtbarkeit durch die Be-
rechnung der Gramschen Matrizen ist vorteilhaft, da die Gleichungen (3.19) und
(3.22) die Form von Lyapunov-Gleichungen besitzen und hierfür gut entwickelte
Lösungsalgorithmen existieren [85, 86].
3.4 Gütekriterien und Normen
An dieser Stelle werden die in dieser Arbeit verwendeten Systemnormen und Kriterien
zur Bewertung der Modellgüte eingeführt. Eine wiederkehrende Aufgabe in dieser
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Arbeit ist die Approximation dynamischer Systeme. Die Systemnormen werden dabei
als Maß der Approximationsgüte genutzt. Weiterhin werden Methoden zum systema-
tischen bewertenden Vergleich zweier dynamischer Systeme vorgestellt. Detaillierte
Informationen sind in [53, 85, 86, 7, 49, 75] zu finden.
3.4.1 Systemnormen
Zur Definition von Systemnormen werden lineare, zeitinvariante Systeme der Form
(3.5) betrachtet. Wichtige Normen zur Analyse von Systemen sind die H∞-Norm,
die H2-Norm und die Hankel-Norm, welche mit Hilfe der Hankel-Singulärwerte des
Systems bestimmt werden kann.
Die Hankel-Norm eines System ist das Maß für die Menge an gespeicherter







u(t) = 0 für t > 0,
y(t) = 0 für t < 0 (3.23)
Für ein gegebenes System (3.5) lässt sich die Hankel-Norm mit Hilfe der Gramschen




wobei λmax(.) den größten auftretenden Eigenwert beschreibt. Aus (3.24) folgt, dass
die Hankel-Norm dem betragsgrößten Hankel-Singulärwert des Systems entspricht.








(H (iω))2 dω =
√∫ ∞
0
(h (t))2 dt (3.25)
Die H2-Norm ist die Wurzel der Summe der quadratischen Amplitude aller Elemente
von H. Damit ist sie ein Maß für die in der Impulsantwort enthaltenen Energie und
kann als durchschnittliche Verstärkung des Systems über alle Frequenzen interpretiert







wobei beim Vergleich der dynamischen Systeme mit ihren ordnungsreduzierten
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3.4.2 Gütekriterien zur Modellvalidierung
In der vorliegenden Arbeit wird die Approximationsgüte und Validität der ordnungs-
reduzierten Modelle (ROM) anhand zwei unterschiedlicher grafischer Darstellungen
beurteilt. Mit dem „Modal Assurance Criterion“ (MAC) wird die Korrelation der
Eigenmoden der Systeme bewertet und mit Frequenzkennliniendiagrammen werden
die jeweiligen Amplitudenverstärkungen und die Phasenverschiebungen der Systeme
in Abhängigkeit von der Frequenz verglichen.
Modal Assurance Criterion
Das MAC ist ein statistischer Indikator anhand dessen die Korrelation von zwei
Eigenvektoren bzw. Eigenformen beschrieben wird. Es reagiert relativ unempfindlich
auf kleine Unterschiede und weist auf Konsistenz sowie Ähnlichkeit von zwei Vektoren
hin. Dabei berücksichtigt das MAC nur modale Formen, was bedeutet, dass ein
separater Frequenzvergleich in Verbindung mit dem MAC-Wert verwendet werden
muss, um beispielsweise eine Aussage über die Lage der Eigenfrequenzen zu erhalten.
Berechnet werden die MAC-Werte für alle Eigenvektorpaare Φi, Φj der beiden







Der MAC-Wert kann Werte zwischen null und eins annehmen. Für MAC = 1
korrelieren die Eigenvektoren vollständig, je kleiner der MAC-Wert wird, desto
geringer ist die Übereinstimmung. In der praktischen Anwendung ist ab einem Wert
von MAC > 0.8 von einer guten Übereinstimmung auszugehen. Üblicherweise werden
alle MAC-Werte der Eigenvektorpaare in einer Matrix zusammengefasst und als 2D-
Grafik (3.1a) dargestellt.











(a) Modal Assurance Criterion


























Abbildung 3.1: Grafische Verfahren zum Vergleich dynamischer Systeme
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Frequenzkennliniendiagramm
Das Frequenzkennliniendiagramm oder Bode-Diagramm besteht aus getrennten Dar-
stellungen des Betrages und der Phase der Übertragungsfunktion aus Gleichung (3.12)
in Abhängigkeit von der Frequenz. Die beiden Kennlinien werden als Amplitudengang
bzw. Phasengang bezeichnet (Abb. 3.1b). Die Ordinate des Amplitudengangs wird
häufig in Dezibel (dB) aufgetragen, wobei sich der in Dezibel angegebene Betrag
auf einen angegebenen Referenzwert bezieht. Die Kennlinienverläufe beschreiben die
Amplitudenverstärkung und die Phasenverschiebung am Ausgang y, bei Anregung
am Eingang u eines Systems (Gl. 3.2 und 3.3). Es entstehen m× r Diagramme, die
ein System mit m Eingängen und r Ausgängen vollständig beschreiben.
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Die Bedeutung numerischer Simulationen nimmt in allen wissenschaftlichen und
technischen Disziplinen stetig zu. Die durch die Modellbildung erhaltenen Zustands-
gleichungen bilden den Ausgangspunkt für die anschließende Systemanalyse sowie
den Reglerentwurf. Die Modellierung komplexer Systeme führt dabei typischerweise
zu Differentialgleichungssystemen sehr hoher Ordnung. Diese Systemgröße macht
die Analyse, Optimierung und Zeitbereichssimulation von Mehrdomänen-Systemen
ineffizient oder teilweise sogar unmöglich. Dies gilt insbesondere für die Finite-Ele-
mente-Methode, die eine sehr genaue Modellierung erlaubt und bei der durch die
Diskretisierung eine große Anzahl systembeschreibender Gleichungen entsteht. Für
eine schnelle Entwurfsprognose, einen Reglerentwurf oder eine Echtzeitsimulation ist
es notwendig, das Ausgangsmodell mit hoher Systemordnung n durch eine geeignete
Approximation mit entsprechend niedrigerer Ordnung r  n zu ersetzen.
Der grundsätzliche Ablauf der Modellordnungsreduktion für mechanische Syste-
me ist in Abbildung 4.1 dargestellt. Ausgehend von einem mechanischen System,
beschrieben durch ein digitales Konstruktionsmodell, wird ein Berechnungsmodell
abgeleitet. Bei der Modellbildung kommen numerische Verfahren, wie die Finite-
Elemente-Methode, die Randelementmethode oder die Mehrkörpersimulation sowie
kombinierte Methoden zum Einsatz. Die hierbei entstehenden hochdimensionalen
Modelle werden anschließend durch Methoden der Modellordnungsreduktion verein-
facht und stehen abschließend für effiziente Analyse- oder Optimierungsaufgaben zur
Verfügung.
Ein hinreichend genaues ordnungsreduziertes Modell (ROM) ist dabei ein Rechen-
modell, welches die wesentlichen Merkmale des höherdimensionalen Modells aufweist
und in bedeutend geringerer Zeit gelöst werden kann. Zur Modellordnungsreduktion
(MOR) gibt es grundsätzlich zwei Vorgehensweisen:
• Physikalische Modellvereinfachung und
• Mathematische Modellordnungsreduktion
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Abbildung 4.1: Grundsätzlicher Ablauf der Modellordnungsreduktion für mechanische
Systeme
Im Folgenden werden die mathematischen bzw. systemtheoretisch motivierten Ver-
fahren zur Modellordnungsreduktion betrachtet.
Ein Großteil der gegenwärtig etablierten MOR-Methoden sind projektive Ver-
fahren, bei dem das Ausgangssystem der Ordnung n in einen Unterraum der Ord-
nung r projiziert wird. Die Voraussetzungen hierfür sind, dass die Dynamik zwischen
Eingang und Ausgang des dynamischen Systems in einem definierten Zeit- oder
Frequenzbereich erhalten bleibt und die Verfahren numerisch stabil und effizient sind.
Grundsätzlich werden die Methoden hinsichtlich des zu betrachtenden Systemverhal-
ten unterschieden. Die Mehrzahl der entwickelten Algorithmen setzen lineare und
zeitinvariante Systeme voraus. Darüber hinaus werden auch Verfahren für nichtlineare
Systeme entwickelt [110, 106, 43, 23, 127]. Diese werden in der vorliegenden Arbeit
allerdings nicht näher betrachtet.
Dynamische Systeme in der Strukturdynamik müssen in der frühen Entwick-
lungsphase eines Produkts parametrierbar sein, um Variationen in Gestalt, Material,
äußeren Belastung sowie Rand- und Anfangsbedingungen zu ermöglichen. Generell
sind Methoden zur MOR in Bezug auf parametrische Variationen nicht notwendiger-
weise robust und jedes Mal, wenn ein Parameter im untersuchten System geändert
wird, muss ein neues ROM erstellt werden. Dies beschränkt ihre Anwendbarkeit für
die Konzeptfindung und Optimierung im Entwurfsablauf und die Simulation auf
Systemebene stark. Daher ist es unerlässlich, Verfahren zur MOR von parametri-
schen Systemen zu entwickeln, die ein parameterabhängiges Systemverhalten mit
reduzierter Ordnung berücksichtigen.
Mit Methoden zur parametrischen Modellordnungsreduktion (PMOR) wird genau
dieses Ziel verfolgt, weshalb diese in den Ingenieurwissenschaften derzeit größere
Bedeutung erlangen. Insbesondere liegt der Fokus dabei auf der Beibehaltung funk-
tionaler Abhängigkeiten von wichtigen Konstruktionsparametern im ROM. Durch
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effiziente Simulationen, welche im reduzierten Raum durchgeführt werden, kön-
nen beispielsweise Entwurfsraumbewertungen und Optimierungsaufgaben deutlich
schneller durchgeführt werden. Während sich die Methoden zur MOR bereits seit
vielen Jahren etabliert haben und in kommerzieller Software implementiert wurden,
befinden sich Verfahren zur PMOR noch im Reifegrad einer Zukunftstechnologie
[20, 16, 120]. In den folgenden Abschnitten werden die wichtigsten Methoden dieser
beiden Kategorien, welche die Basis des in dieser Arbeit entwickelten Verfahrens
darstellen, beschrieben.
4.1 Grundprinzipien projektiver Verfahren
Die Mehrzahl der üblichen Methoden zur MOR basieren auf einer Koordinatentrans-
formation, bei der das Ausgangssystem mittels Projektion in ein ordnungsreduziertes
System überführt wird. Sie unterscheiden sich maßgeblich in der Art des Aufbaus
der Projektionsmatrizen. In der Literatur werden diese Methoden häufig in die drei
Kategorien
1. Substrukturierungstechniken (Guyan-Verfahren, Modales Abschneiden, Com-
ponent Mode Synthesis)
2. Padé-Approximation und Krylov-Unterraumverfahren sowie
3. Balancierungstechniken
unterteilt [21, 7, 115].
Bei der MOR mittels projektiver Verfahren wird zunächst eine Transformations-
matrix T ∈ Rn×r bestimmt. Für die Systeme zweiter Ordnung aus Gleichung (3.2)
gilt
q = Tw + ε (4.1)
mit den Zustandsvektoren des ursprünglichen und des ordnungsreduzierten Systems
q ∈ Rn bzw. w ∈ Rr. Die Transformationsmatrix beschreibt den Zusammenhang
zwischen den beiden Vektoren und der entstehende Fehlerterm wird durch ε dargestellt.
Durch Einsetzen der Projektionsvorschrift in Gleichungen (3.2) und (3.3) wird das
reduzierte lineare Deskriptorsystem
M̄ẅ(t) + B̄ẇ(t) + C̄w(t) = B̄inu(t) (4.2)
y(t) = B̄out1 w(t) + B̄out2 ẇ(t) (4.3)
erzeugt.
Der Überstich (̄ ) kennzeichnet in den Gleichungen (4.2) und (4.3) die Matrizen
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des ROM mit
M̄ = TTMT (4.4)
B̄ = TTBT (4.5)
C̄ = TTCT (4.6)
B̄in = TTBin (4.7)
B̄out = BoutT. (4.8)
Die beschriebene Transformation kann analog auch für Systeme erster Ordnung
aus Gleichung (3.5) definiert werden. Wie in Abbildung 4.2 graphisch dargestellt,
werden die Systemmatrizen aus der FEM hierbei aus einem 2n- (grau) in einen 2r-
dimensionalen Unterraum (blau) überführt.
Abbildung 4.2: Projektion der Systemmatrizen in einen niederdimensionalen Unter-
raum
In den nachfolgenden Abschnitten wird ein Überblick über die relevanten Metho-
den zur Modellordnungsreduktion im Bereich der Strukturdynamik gegeben und die
Theorie der Substrukturierungs- und Balancierungstechniken vorgestellt.
4.2 Projektive nicht-parametrische Verfahren
Die ersten und einfachsten Ansätze zur Modellordnungsreduktion wurden bereits
vor knapp sechs Jahrzehnten vorgestellt. Diese basieren auf einer Kondensation der
Steifigkeitsmatrix und der Überlagerung von Eigenmoden. Das Guyan-Verfahren
[58] erweitert die statische Kondensation auf dynamische Systeme. Für diese
MOR werden die Freiheitsgrade in innere (Slave) und äußere (Master) Freiheitsgrade
unterteilt und sortiert. Die inneren Freiheitsgrade werden, da sie für die Berech-
nungen unerwünscht sind aus dem Gleichungssystem des Ausgangssystems (FOM)
eliminiert. Hierbei wird das statische Verhalten der Struktur in einer reduzierten
Steifigkeitsmatrix exakt abgebildet. In die ordnungsreduzierte Massenmatrix werden
gemischte Massen- und Steifigkeitsterme integriert, wobei das dynamische Verhalten
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der Struktur nicht oder nur unvollständig abgebildet wird. Die Eigenwerte und
Eigenvektoren des dynamischen Systems weisen somit einen nicht prognostizierbaren
Fehler auf.
In der Strukturdynamik gehören die modalen Methoden zur MOR zu den am
häufigsten verwendeten Ansätzen, da sie eine geeignete Approximation des dynami-
schen Verhaltens ermöglichen. Grundidee aller modalen Verfahren ist die Transfor-
mation der physikalischen Koordinaten in den modalen Koordinatenraum. Hierzu
werden die orthonormierten Eigenvektoren des FOM durch Lösen des Eigenwert-
problems berechnet und in der Modalmatrix zusammengefasst. Die Transformation
basiert anschließend auf ebendieser Modalmatrix und die berechneten Verformungen
der Gesamtstruktur entstehen durch die Überlagerungen von Eigenvektoren. Die-
ses Vorgehen wird „Modale Synthese“ oder „Modale Superposition“ genannt [25].
Für Systeme mit linear unabhängigen Eigenvektoren und von null verschiedenen
Eigenwerten sind die modale Steifigkeits- und Massenmatrix diagonal. Somit sind die
Gleichungen des Systems im Modalraum entkoppelt, d.h. die Übertragungsfunktion
des Gesamtsystems entspricht der Überlagerung der Übertragungsfunktionen von
entkoppelten Einmassenschwingern. Bei der „Modal Coordinate Reduction“ wird
die modale Superposition mit modalem Abschneiden kombiniert. Für das FOM
werden nur einige Eigenvektoren berechnet und daraus die Modalmatrix aufgebaut.
Da für diese MOR eine Transformationsmatrix mit begrenzter Anzahl dynamischen
Eigenmoden verwendet wird, weist das statische Verhalten des ROM einem signifi-
kanten Fehler auf [109]. Dieser Fehler entspricht den statischen Residuen der nicht
berücksichtigten Moden.
Aufbauend auf den Verfahren der statischen Kondensation wurden weitere Me-
thoden entwickelt, die ebenfalls die dynamischen Effekte berücksichtigten. Zu der
reduzierten Basis werden dabei zusätzliche dynamische Korrekturmoden hinzufügt,
die durch Rekonstruktion der vernachlässigten Moden berechnet werden. Eine voll-
ständige Kompensation des statischen Fehlers wird allerdings nur möglich, wenn alle
Eigenvektoren des FOM berechnet werden. Die bekanntesten Weiterentwicklungen
sind die „Dynamische Kondensation“ [81], die „Improved Reduction System“ Me-
thode [97] bzw. die „Iterated Improved Reduction System“ Methode [46] sowie der
„System Equivalent Reduction Expansion Process“ [96].
Die Component Mode Synthesis (CMS) [34] ist eine gemischt statisch-modale
MOR basierend auf der Kombination von Substrukturtechnik und modaler Super-
position. Die mechanische Struktur wird in beliebig viele Komponenten aufgeteilt,
die separat berechnet werden. Die Substrukturen werden im Anschluss wieder zu
dem Gesamtsystem synthetisiert. Wie beim Guyan-Verfahren werden die jeweiligen
Teilmodelle in innere und äußere Freiheitsgrade aufgeteilt. Die Verschiebungen der
inneren Knoten setzen sich dabei zum einen aus den Beiträgen der statischen Konden-
sation der Master-Freiheitsgrade und zum anderen aus der modalen Superposition
der inneren Freiheitsgrade bei fixierten Master-Freiheitsgraden zusammen.
In der Strukturdynamik besteht ein wesentlicher Vorteil der Substrukturierungs-
techniken darin, dass das FOM während der Berechnung nicht vollständig aufgebaut
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werden muss. Die Substrukturen können unabhängig und parallel betrachtet werden.
Ausgehend von der 1968 vorgestellten CMS wurde diese in den vergangenen Jahren
in unterschiedliche Richtungen weiterentwickelt. Die „Improved Component Mode
Synthesis Method“ [75] erlaubt beispielsweise die Kopplung von Starrkörpern und
flexiblen Modellen. Erweiterte und insbesondere robustere Verfahren wurden in
[112, 87, 103] vorgestellt. Weitere Forschungsarbeiten beschäftigten sich mit einer
angepassten Methode basierend auf der Kopplung von Substrukturen mit freien
Randfreiheitsgraden [111], hybriden Ansätzen in Verbindung mit einer Singulär-
wertzerlegung [33] und Steigerung der Effizienz der ROM durch mehrstufige oder
kaskadierte Verfahren [29].
Die Methoden, die auf der Singulärwertzerlegung, balancierten Abschneiden oder
dem Prinzip der Momentenanpassung basieren, wurden hauptsächlich im Rahmen
der System- und Kontrolltheorie entwickelt. Diese Verfahren approximieren sowohl
die statischen als auch die dynamischen Eigenschaften und besitzen insbesondere
den Vorteil der Automatisierbarkeit. Zu Beginn der Forschungsarbeiten wurden
diese Verfahren zur Reduktion von Differentialgleichungssystemen erster Ordnung
entwickelt [7]. Mittlerweile existieren aber auch erweiterte Ansätze zur MOR von
Systemen zweiter Ordnung [10, 11, 115]. Die generelle Idee besteht darin, bestimmte
Parameter des ROM und des FOM anzugleichen oder unwesentliche Zustände des
System zu entfernen.
Die Methoden der Padé-Approximationen und Krylov-Unterraumverfahren
basieren auf dem Prinzip der Momentenanpassung oder partiellen Realisierung.
Es können auch sehr hochdimensionale Systeme reduziert werden, da hierbei die
Übertragungsfunktion des FOM um einen oder mehrere Entwicklungspunkte in eine
Potenzreihe entwickelt wird. Die Übertragungsfunktion des ROM wird so gewählt,
dass die ersten Momente der Übertragungsfunktion bis zu einer festgelegten Ordnung
mit denen des FOM übereinstimmen [54]. Die Modellgüte des ROM hängt dabei
maßgeblich von den gewählten Entwicklungspunkten ab. Krylov-Unterraumverfahren
stellen robuste und numerisch günstige Algorithmen dar, die sich insbesondere für die
Reduktion sehr großer Systeme eignen. Der Nachteil dieser Verfahren ist, dass keine
Aussage über die Erhaltung der Stabilität und der Passivität getroffen werden kann
[8, 116]. Numerisch stabilere Verfahren, wie zum Beispiel der „PRIMA“ Algorithmus
[98], können die Stabilität und Passivität bestimmter Systeme erhalten.
Balancierungstechniken basieren auf der Idee Zustände zu eliminieren, die
entweder viel Energie benötigen, um angeregt zu werden oder nur wenig Ausgangs-
energie erzeugen [92]. Die ROM werden somit durch das Vernachlässigen von schlecht
beobachtbaren und schlecht steuerbaren Zuständen erzeugt. Die Wahl der reduzierten
Dimension kann dabei anhand der Norm der Hankel-Singulärwerte des ROM erfolgen.
Im Gegensatz zu den anfangs vorgestellten MOR haben Balancierungstechniken
eine global definierbare Fehlerschranke und erhalten die Stabilität des FOM [7, 57].
Die Berechnung der Hankel-Singulärwerte aus der Gramschen Beobachtbarkeits-
und Steuerbarkeitsmatrix erfordert allerdings das direkte Lösen der Lyapunov-Glei-
chung, woraus sich ein hoher numerischer Rechenaufwand ergibt. Dadurch sind diese
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Verfahren in der üblichen Implementierung nur für Systeme mit einigen tausend
Freiheitsgraden anwendbar [8].
Um den Aufwand der Berechnung zu verringern wurden Verfahren entwickelt, die
mit Hilfe von iterativen Solvern die Lyapunov-Gleichung lösen und somit auf der
Approximation der Gramschen Matrizen basieren [19]. Da die Balancierungstechniken
für Systeme erster Ordnung entwickelt wurden, sind sie nicht direkt auf Systeme
zweiter Ordnung anwendbar. In [89] wurden erstmals erweiterte Verfahren vorgestellt,
die das balancierte Abschneidens für Systeme zweiter Ordnung realisieren. Darauf
aufbauend wurde dann die „Second Order Balanced Truncation“ Methode entwickelt
[31].
Ein weiterer Ansatz, der auf einer Singulärwertzerlegung basiert, ist die „Proper
Orthogonal Decomposition“ (POD) bzw. die „Karhunen-Loève-Zerlegung“ [83]. Hier-
bei wird das System mit einer konstanten Last beaufschlagt und die Zustandsgrößen
zu festgelegten Zeitpunkten ermittelt. Diese sogenannten „Snapshots“ werden in
einer Matrix zusammengefasst. Durch Singulärwertzerlegung wird aus dieser Matrix
schließlich die Orthonormalbasis zur MOR aufgebaut. Diese Vorgehensweise eignet
sich daher auch für nichtlineare Systeme, wobei zur Bestimmung der Zustandsgrößen
eine Simulation des FOM notwendig ist.
4.2.1 Statische Kondensation
Für den Ansatz zur statischen Kondensation oder Guyan-Reduktion [58] werden die
unabhängigen verallgemeinerten Koordinaten des FE-Modells in innere Freiheitsgrade
und äußere Master-Freiheitsgrade qi bzw. qm unterschieden. Mindestens alle Ein-
und Ausgänge des Systems werden als Master-Freiheitsgrade definiert und stehen
somit auch nach der MOR für die Analyse und die Systemerregung zur Verfügung.
Durch die Aufteilung des Koordinatenvektors werden die Gesamtsteifigkeitsmatrix
C entsprechend in vier Teilmatrizen und der Vektor der äußeren Lasten F in zwei














wobei (.)i die inneren und (.)m die Master-Freiheitsgrade sowie die jeweils zuge-
hörigen Teilmatrizen kennzeichnen. Da per Definition keine äußeren Lasten auf die
inneren Freiheitsgrade wirken (Fi = 0), wird die obere Zeile aus Gleichung (4.9) zu
Ciiqi + Cimqm = 0. (4.10)
Durch Umstellen der Gleichung (4.10) können die inneren Freiheitsgrade
qi = −C−1ii Cimqm (4.11)
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in Abhängigkeit der äußeren Freiheitsgrade dargestellt und in die untere Zeile in
Gleichung (4.9) eingesetzt werden. Dies führt zu dem reduzierten System linearer
Differentialgleichungen
(Cmm −CmiC−1ii Cim)qm = Fm. (4.12)
Durch die Systemgleichungen (4.12) wird die ursprüngliche Aufgabenstellung in Glei-
chung (4.9) exakt beschrieben, jedoch sind in der statisch kondensierten Formulierung
alle inneren Freiheitsgrade eliminiert.
Die Projektionsmatrix der Guyan-Reduktion aus Gleichung (4.1) kann nun als
Abbildung aller Freiheitsgrade auf die Master-Freiheitsgrade dargestellt werden. Für










qm = Tscqm. (4.13)
Aus den Gleichungen (4.12) und (4.13) lässt sich leicht erkennen, dass diese Methode
zur MOR für statische Untersuchungen exakt ist. Da die Projektionsmatrix Tsc
ausschließlich auf der Basis der Steifigkeitsmatrix C gebildet wird, lässt sich zur
Eignung des ROM für dynamische Analysen keine Aussage treffen.
4.2.2 Modales Abschneiden
Beim Modalen Abschneiden wird das Differentialgleichungssystem (3.2) in generali-
sierte bzw. modale Koordinaten überführt. Die Transformationsvorschrift lautet
q(t) = Φw(t) (4.14)
mit der Modalmatrix Φ und dem Vektor der modalen Freiheitsgrade w(t). Die Dar-
stellung der Zeitabhängigkeit wird im Folgenden zugunsten einer besseren Lesbarkeit
weggelassen. Durch Lösen des generalisierten Eigenwertproblems
CΦi = λiMΦi (4.15)
mit den Systemmatrizen aus Gleichung (3.2) und den Eigenwerten λi wird die
Modalmatrix Φ = [Φ1, . . . ,Φn] berechnet. Unter Verwendung dieser Matrix als
Projektionsmatrix entsteht ein System von n entkoppelten Differentialgleichungen
ΦTMΦẅ + ΦTBΦẇ + ΦTCΦw = ΦTBinu (4.16)
Sind die Eigenvektoren massennormiert und die Dämpfungsmatrix durch eine Line-
arkombination von Steifigkeits- und Massenmatrix angenähert, gilt
Iẅ + diag(2ϑω0)ẇ + diag(ω20)w = ΦTBinu (4.17)
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mit dem Lehrschen Dämpfungsmaß ϑ und den Eigenkreisfrequenzen ω0. Die Gleichun-
gen (4.16) und (4.17) beschreiben das FOM der Dimension n, für das entsprechend
viele Eigenvektoren existieren.
Da die Systemmatrizen nun diagonal besetzt sind und Parameter zu n entkoppel-
ten Gleichungen beinhalten, können einem Eigenwert zugehörige Zeilen und Spalten
der modal transformierten Matrizen abgeschnitten werden. In der Praxis werden
durch iterative Solver häufig nur eine bestimmte Anzahl der kleinsten Eigenwerte und
-vektoren berechnet. Die reduzierte modale Basis Φr ∈ Rn×r wird folglich nur durch
die ersten r Eigenmoden beschrieben. Durch die Transformation der physikalischen
Freiheitsgrade
q = Φrw̄ + ε (4.18)
und der Systemmatrizen aus Gleichung (3.2) entsteht ein System mit r  n entkop-
pelten Differentialgleichungen
M̄ ¨̄w + B̄ ˙̄w + C̄w̄ = ΦTr Binu. (4.19)
Für die Matrizen und die modalen Koordinaten des ROM gilt M̄ = ΦTr MΦr,
B̄ = ΦTr BΦr, C̄ = ΦTr CΦr ∈ Rr×r sowie w̄ ∈ Rr. Die Modellgüte des ROM hängt
dabei von der Anzahl der berücksichtigten Eigenvektoren und dem betrachteten
Frequenzbereich ab.
4.2.3 Component Mode Synthesis
Analog zur statischen Kondensation (Abschnitt 4.2.1) wird der Vektor der physika-
lischen Koordinaten q bei der Component Mode Synthesis in innere und Master-
Freiheitsgrade unterteilt. Darüber hinaus wird bei diesem Verfahren der Einfluss der
Massenkräfte des dynamischen Systems berücksichtigt. Das Vorgehen ist dabei ver-
gleichbar mit dem des Modalen Abschneidens (Abschnitt 4.2.2). Für die ungedämpfte





















Die Indizes (.)i und (.)m kennzeichnen, wie bei der statischen Kondensation, die
inneren bzw. Master-Freiheitsgrade sowie die jeweils zugehörigen Teilmatrizen. Für
die Berechnung des modalen Anteils der Projektionsmatrix werden alle Master-Frei-
heitsgrade fixiert (qm = 0). Aus Gleichung (4.20) wird für die inneren Freiheitsgrade
die Gleichung
Miiq̈i + Ciiqi = Fi (4.21)
abgeleitet und in generalisierte Koordinaten transformiert. Dazu wird das Eigenwert-
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problem
CiiΦi,n = λi,nMiiΦsi,n (4.22)
gelöst und eine reduzierte modale Basis Φi,r mit r  n bestimmt. Die korrespondie-
rende lineare Transformation lautet
(qi)dyn = Φ̄i,rw̄i (4.23)
mit Φ̄i,r ∈ Rn×r.
Der statische Anteil der Transformationsmatrix wird analog zu Gleichung (4.9)













mit den sogenannten Zwangsdeformationen
Ψim = −C−1ii Cim (4.25)
ermittelt. Somit können die inneren Freiheitsgrade in Abhängigkeit der Master-
Freiheitsgrade wie folgt dargestellt werden:
(qi)stat = Ψimqm. (4.26)
Die Gesamtverschiebung der physikalischen Freiheitsgrade ergibt sich durch Super-
position des statischen und dynamischen Anteils aus den Gleichungen (4.23) und
(4.26) zu
qi = (qi)dyn + (qi)stat (4.27)
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4.2.4 Krylov-Unterraumverfahren
Krylov-Unterraumverfahren basieren auf einer Approximation der Übertragungsfunk-
tion des Systems im Frequenzraum. Hierzu wird das System zweiter Ordnung aus





















in die verallgemeinerte Zustandsraumdarstellung der Form
(sC̆ + Ğ)Q(s) = B̆U(s) (4.31)
Y(s) = L̆Q(s) (4.32)
überführt. Für die dazugehörigen Übertragungsfunktion
H(s) = L̆(sC̆ + Ğ)−1B̆ (4.33)
wird angenommen, dass das Matrixbüschel sC̆ + Ğ regulär für alle betrachteten
Entwicklungspunkte s ist. Wird s ∈ C so gewählt, dass die Inverse (sC̆ + Ğ)−1
existiert, kann die Übertragungsfunktion nach
H(s) = L̆(I + (s− s0)Ă)−1R̆ (4.34)
mit Ă = −(s0C̆ + Ğ)−1C̆ und R̆ = (s0C̆ + Ğ)−1B̆ umgeformt werden. Diese
Darstellung ist notwendig, um mit Hilfe einer Neumann-Reihen-Entwicklung











mi (s− s0)i (4.36)
Dabei werden die Koeffizienten mi = L̆ĂiR̆ als Momente bezeichnet.
Es soll nun ein reduziertes System der Dimension r  n gefunden werden, für
das die Momente der Übertragungsfunktion Hr(s) mit





bis zu einer bestimmten Ordnung mit den Momenten der Ausgangs-Übertragungs-
funktion des FOM übereinstimmen. Diesen Prozess nennt man Momentenanpassung.
Es ist zu beachten, dass die Neumann-Reihe der Übertragungsfunktion und somit
auch Hr(s) nur in der Umgebung des Entwicklungspunktes eine gute Approximation
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liefert.
Die direkte Methode zur Bestimmung der Übertragungsfunktion mit dem Ent-




r−1 + · · ·+ a1s+ a0
brsr + · · ·+ b1s+ 1
(4.38)
Der Nachteil dieses Verfahrens ist, dass das explizite Berechnen der Momente nume-
risch nicht stabil ist [45]. Krylov-Unterraumverfahren kommen unter Verwendung
von Lanczos- oder Arnoldi-Methoden dagegen ohne die explizite Berechnung der
Momente aus.
4.2.5 Balanciertes Abschneiden
Das balancierte Abschneiden ist ein Verfahren zur MOR, das auf der balancierten
Realisierung [92] basiert. Im Gegensatz zu der Methode des modalen Abschneidens
kann das balancierte Abschneiden als Annäherungsverfahren eingestuft werden. An-
statt nur die hochfrequenten Eigenwerte zu eliminieren, wird ein ROM mit möglichst
guter Abbildung des dynamischen Verhaltens des FOM ermittelt. Das Vorgehen
besteht aus drei Schritten: Das Systems wird in eine balancierte Realisierung trans-
formiert, die Hankel-Singulärwerte σ werden berechnet und die schlecht steuerbaren
oder schlecht beobachtbaren Zustände werden abgeschnitten.
Das Kennzeichen der balancierten Realisierung ist, dass die Gramschen Matrizen
Wc und Wo aus Gleichungen (3.19) und (3.22) diagonal und identisch sind.






Die Gramschen Matrizen sind ein Maß für die Steuer- und Beobachtbarkeit und
spiegeln den Energieinhalt eines Systemzustands wider. In einem balancierten System
lassen sich die Hankel-Singulärwerte direkt aus den Gramschen Matrizen auslesen.
Als Kriterium für das Abschneiden wird der Betrag der Hankel-Singulärwerte genutzt.
Konsequenterweise werden die Zustände mit einem hohen Energieübertrag von den
Eingängen zu den Ausgängen des Systems beibehalten und Zustände mit einem
niedrigen Energieniveau eliminiert.
Die zur MOR verwendete Transformationsmatrix
T = LcV∆−1/2 (4.40)
wird aus der Cholesky-Zerlegung der Gramschen Matrizen




LTo Lc = U∆VT (4.42)
bestimmt. Das balancierte Abschneiden wird abschließend gemäß Gleichung (4.1)
auf ein System erster Ordnung (Gleichung (3.5)) angewendet.
4.3 Parametrische Modellordnungsreduktion
4.3.1 Literaturübersicht
Ausgehend von den Methoden zur Modellordnungsreduktion, die im voranstehenden
Abschnitt 4 vorgestellt wurden, werden nachfolgend Verfahren der parametrischen
Modellordnungsreduktion (PMOR) besprochen. Zunächst werden die Motivation
und die grundlegende Idee beschrieben und anschließend die wichtigsten Verfahren
vorgestellt.
In der modellbasierten Systementwicklung werden insbesondere in der Konzeptfin-
dung und der Optimierungsphase parametrische Modelle verwendet. Häufig kommen
dabei idealisierte Modellansätze, wie beispielsweise analytische Funktionen oder
Mehrkörper-Simulationen zum Einsatz. Im domänenspezifischen Detailentwurf wer-
den möglichst exakte Modelle der Komponenten und Teilsysteme erforderlich. Zur
Modellbildung hat sich hierbei für mechanische Strukturen in der Schwingungstechnik
die Finite-Elemente-Methode (FEM) etabliert. Üblicherweise wird die Ausgestaltung
und Detaillierung einer Komponente durch rechnerunterstütztes Konstruieren (CAD)
umgesetzt und durch Schnittstellen zu FE-Software können diese Geometrie-Mo-
delle importiert werden. Integrierte MOR-Methoden ermöglichen die Analyse auf
Systemebene und Optimierungsalgorithmen unterstützen die Auswahl geeigneter
Designparameter. Dieses weit verbreitete Vorgehen ist in Abbildung 4.3a dargestellt.
Im Detailentwurf und in der Validierungsphase sind Änderungen von Designva-
riablen daher üblicherweise mit hohem zeitlichen Aufwand verbunden. Insbesondere
wenn verschiedene numerische Software verwendet wird und Daten und Modelle
ausgetauscht werden müssen. Die Motivation zur Entwicklung von parametrischen
ordnungsreduzierten Modellen (PROM) beruht daher auf dem Bestreben und dem
Erfordernis Entwurfsprozesse schneller und effizienter zu gestalten. In der vorliegen-
den Arbeit werden die Ansätze vorgestellt, auf deren Grundlagen die entwickelte
Methode zur parametrischen Modellbildung strukturdynamischer Systeme beruht.
Mit der Weiterentwicklung der beschriebenen Ansätze wird das Ziel verfolgt eine
Simulations- und Optimierungsumgebung, wie in Abbildung 4.3b dargestellt, zu
ermöglichen.
Ein weiterer Anwendungsfall der PROM ist die Nutzungsphase technischer Sys-
teme. Mithilfe dieser Modelle werden parallel und in Echtzeit ergänzende virtuelle
Informationen von Prozessen und Produkten erzeugt. Im Kontext selbst-adaptie-
render oder selbst-optimierender Systeme sind effiziente und parametrische Modelle
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(a) Beispielhafter Ablauf einer Optimierung
mit gekoppelten Simulationswerkzeugen
(b) Ablauf einer Optimierung mit parametri-
schen ordnungsreduzierten Modellen
Abbildung 4.3: Vergleich der Abläufe einer Optimierung mit und ohne parametrischen
ordnungsreduzierten Modellen
unabdingbar. Werden diese Modelle direkt aus der Systementwicklung abgeleitet,
kann sich ein enormer zeitlicher und wirtschaftlicher Vorteil ergeben. Im Kontext
der Digitalisierung ergeben zudem weitere Anwendungsszenarien. So können die
parametrischen strukturdynamischen Modelle im operativen Betrieb zur Zustands-
überwachung, als virtuelle Sensorik oder zur Zustandskontrolle eingesetzt werden.




Die Methoden der rationalen Momentenanpassung stellen erweiterte parametererhal-
tenden Algorithmen auf Basis von Singulärwertzerlegungen oder Krylov-Unterraum-
Verfahren dar. Sie wurden zunächst für Modelle entwickelt, bei denen sich der zu
betrachtende Frequenzbereich bzw. der Entwicklungspunkt zeitlich verändert. Die
Grundidee beruht auf der Erzeugung eines PROM, dass das Ausgangssystem an
einem beliebigen Betriebspunkt mit sehr hoher Güte approximiert. Durch nachträgli-
che Variation des Entwicklungspunkts kann der tatsächliche Betriebspunkt eingestellt
werden. Auf Basis einer Padé-Approximation wurde dieses Verfahren erstmals in [113]
vorgestellt. Nachfolgend wurden die Methoden zur Momentenanpassung für lineare
Systeme mit einem [54] sowie zwei Parametern [130] erweitert. Weiterhin existieren
vergleichbare Methoden auf Basis von Singulärwertzerlegungen und balanciertem
Abschneiden [105]. Allen Verfahren dieser Kategorie ist gemein, dass der Haupt-
augenmerk auf der Variation des betrachteten Frequenzbereichs liegt. Variationen
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der Designparameter lassen sich nur realisieren, wenn eine analytische Abhängigkeit
existiert und diese auch im FOM formuliert werden kann.
Interpolationsbasierte Methoden
Für die Variation von Geometrie- oder Materialparametern, die die Systemmatrizen
direkt beeinflussen, eignen sich interpolationsbasierte Methoden zur Generierung
parametrischer ROM. Der Ablauf ist üblicherweise in drei Teilschritte gegliedert. Als
erstes werden Parameterstützstellen gewählt, die den Parameterraum hinreichend
abtasten. Anschließend werden lokale ROM für alle definierten Parameterstützstellen
erzeugt. Die nicht-parametrischen lokalen Modelle können mit einem beliebigen
MOR-Verfahren aus Abschnitt 4 generiert werden. Der prinzipielle Ablauf der Para-
metrierung eines PROM durch die Nutzung interpolationsbasierter Methoden ist in
Abbildung 4.4 illustriert.
Abbildung 4.4: Ablauf der Parametrierung eines PROM durch die Nutzung interpo-
lationsbasierter Methoden
Abschließend wird ein originäres parametrisches Modell aus den lokalen ROM
abgeleitet [20]. Generell lassen sich die Methoden in lokale und globale Verfahren
unterteilen. Bei den globalen Verfahren wird durch mathematische Algorithmen eine
gemeinsame Basis bestimmt, die zur Projektion der Systemmatrizen genutzt wird.
Lokale Methoden beruhen auf der direkten Interpolation bzw. geschickten Kombi-
nation der erzeugten nicht-parametrischen ROM und benötigen keinen speziellen
Algorithmus.
Globale Methoden zur PMOR linearer Systeme basieren auf der Berechnung
lokaler Projektionsmatrizen aus mehreren lokalen Modellen. Diese werden zu einer
Matrix zusammengefügt und als globale Projektionsmatrix auf das ursprüngliche
parametrische Modell angewendet [80, 82]. Die gemeinsame Basis wird durch An-
wenden einer Singulärwert- oder QR-Zerlegung ermittelt. Ähnlich dem balancierten
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Abschneiden (Abschnitt 4.2.5) werden die schlecht steuerbare oder beobachtbare
Anteile eliminiert. Der Hauptvorteil dieser Methode ist die einfache und direkte
Berechnung der Projektionsmatrix. Um parametrische Modelle mit geringer Ordnung
zu erhalten werden allerdings affine Abbildungen der lokalen Projektionsmatrizen
gefordert. Insbesondere bei der Integration vieler lokaler Modelle neigt das Verfahren
dazu, sehr große und ineffiziente PROM zu generieren. Eine offene Forschungsaufgabe
stellt dabei die Diskretisierung des Parameterraums und die Anzahl der notwendigen
lokalen Modelle dar [51].
Grundsätzlich lässt sich keine Aussage darüber treffen, ob für ein betrachtetes
dynamisches System eine globale Projektionsmatrix gefunden werden kann. Daher
wurden in [100] zur Erstellung parametrischer ordnungsreduzierter Modelle lokale
Methoden vorgeschlagen. Bei diesen Verfahren wird das FOM für n verschiedene
Parameterwerte mit individuellen Projektionsmatrizen unabhängig reduziert. Das
reduzierte parametrische Modell wird anschließend durch eine gewichtete Interpo-
lation zwischen den Matrizen dieser n reduzierten lokalen Modelle ermittelt. Ein
Vorteil gegenüber den vorherigen Verfahren ist, das keine affinen oder analytischen
parametrischen Abhängigkeiten erforderlich sind. Dies vereinfacht die Modellbildung
in der Praxis enorm. Die Ordnung der PROM ist dabei nicht von der Anzahl der
verwendeten lokalen ROM abhängig und somit vergleichbar mit denen der nicht-
parametrischen Methoden. Um die Modellgüte zu steigern, können daher beliebig
viele lokale ROM integriert werden.
Wie bei den globalen Methoden gibt es auch bei den lokalen Verfahren noch
aktuelle Forschungsaufgaben bezüglich der Wahl der Gewichtungsfunktionen, der
Möglichkeiten zur a priori Fehlerabschätzung oder der Stabilität des generierten
PROM. Eine mögliche stabilitätserhaltende Methode wurde in [37] vorgestellt. Ein
Verfahren zur Kopplung des balancierten Abschneidens mit Interpolation, sodass
Fehlerabschätzungen für die Qualität des reduzierten Systems ableitbar sind, wird in
[15] vorgeschlagen.
Parametrische Methoden auf CMS-Basis
Wie beschrieben, kann für die lokale Ordnungsreduktion innerhalb der parametrischen
MOR jede beliebige Methode aus Kapitel 4 angewandt werden. In der Strukturdyna-
mik ist eine der am weitesten verbreitete Methode die Component Mode Synthesis
(Abschnitt 4.2.3). Im Bereich der Substrukturierungstechniken wurde eine Approxi-
mation der Massen- und Steifigkeitsmatrizen durch eine Taylor-Reihenentwicklung
vorgeschlagen [65]. Ein hybrides Verfahren wurde daraufhin von [101] entwickelt, bei
dem Teile der Matrizen auf Basis globaler Verfahren approximiert werden. In [64] wur-
de die parametrische CMS zur Variation von FE-Volumenelementen erweitert, jedoch
mit der Notwendigkeit von wenig praxistauglichen Koordinatentransformationen.
Weitere Arbeiten beschäftigten sich außerdem mit der Anwendung auf statistische
Methoden [69] und mit der Steigerung der Recheneffizienz [79].
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4.3.2 Grundprinzipien
Analog zu dem linearen Deskriptorsystem zweiter Ordnung aus Gleichungen (3.2)
und (3.3) wird das parametrische Deskriptorsystem durch
M(p)q̈(p, t) + B(p)q̇(p, t) + C(p)q(p, t) = Binu(t) (4.43)
y(t) = Bout1 q(p, t) + Bout2 q̇(p, t) (4.44)
beschrieben. Dabei stellt p ∈ Rnp den Parametersatz, bestehend aus den np System-
parametern
p = (p1, p2, . . . , pnp) (4.45)
dar. Wie im nicht-parametrischen Fall, ist das Ziel mittels PMOR ein System mit
geringerer Modellordnung r  n gemäß Gleichungen (4.2) und (4.3) zu generieren.
Hierzu wird das parametrische System (4.43) zunächst an nl verschiedenen diskre-
ten Parameterstützstellen pi erzeugt. Dadurch ergeben sich nl FOM der Ordnung n.
Im zweiten Schritt werden diese Modelle jeweils separat voneinander auf eine definier-
te Modellordnung r reduziert. Es resultieren hieraus nl nicht-parametrische lokale
ROM der Ordnung r. Abschließend wird aus den lokalen ROM ein parametrisches
ordnungsreduziertes Modell (PROM) der Form (4.2) und (4.3) abgeleitet. Durch
geeignete Wahl einer interpolationsbasierten Methode kann ein PROM entwickelt
werden, welches mit einem diskreten Parameterset pj das zu j korrespondierende
nicht-parametrische ROM approximiert. Dies gilt für den gesamten abgetasteten
Parameterraum, auch wenn für dieses Parameterset selbst kein lokales ROM des
Ausgangsmodells erzeugt wurde (pj 6= pi).
Bei den vorgestellten Verfahren zur PMOR werden die Phasen der Modellbildung
begrifflich in Offline- und Online-Phase unterteilt. Die Offline-Phase umfasst alle
Arbeitsschritte zur Modellbildung des PROM, bei der die tatsächlichen Systempa-
rameter noch unbekannt sind. Lediglich die Grenzen des Parameterraums müssen
bereits definiert sein. Die Parametrierung mit einem diskreten Parametersatz fin-
det dann in der Online-Phase statt. Die benötigte Zeit für diese Parametrierung
ist entscheidend dafür, in welchen zeitlichen Schranken das PROM reagiert. Dies
ist insbesondere für die Abschätzung der Echtzeitfähigkeit von Bedeutung. Grund-
sätzlich wird daher versucht, möglichst viele Rechenschritte in der Offline-Phase
durchzuführen.
4.4 Zusammenfassung und Handlungsbedarf
Mit steigendem Rechenaufwand bei der Analyse von strukturdynamischen Systemen
oder bei der Reglerauslegung werden häufig Methoden zur Modellordnungsreduktion
eingesetzt. Insbesondere seit der flächendeckenden Nutzung der FE-Methode wurden
verschiedene Methoden und Algorithmen entwickelt. Diese sind bezüglich ihrer
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Approximationsgüte, Anwendbarkeit und numerischen Stabilität sehr ausgereift.
Eine bestehende Herausforderung in dem Feld der MOR ist die Möglichkeit zur
Anpassung von Designparametern im ordnungsreduzierten Modell, ohne dass dabei
ein neues Modell aufgebaut werden muss.
In neueren Forschungsarbeiten werden daher Methoden vorgeschlagen, um para-
metrische Effekte direkt in das ROM zu integrieren. Für akademische Beispiele und
einzelne Parameter wurden auch in diesem Forschungsfeld Methoden veröffentlicht.
Insbesondere die globalen interpolationsbasierten Verfahren sind nur auf spezifische
Anwendungsfälle anwendbar. Zudem sind die Algorithmen häufig numerisch nicht
stabil.
Daher werden in der vorliegenden Arbeit mögliche Verfahren basierend auf der
Kombination von etablierten MOR-Methoden und numerischen Verfahren untersucht
und weiterentwickelt. Diese sollen durch eine einfache Anwendbarkeit und einen
modularen Aufbau gekennzeichnet sein. Es soll die Möglichkeit zur Substrukturierung
des Gesamtsystems gegeben sein, da dies für die Anwendung in der Strukturdynamik







In diesem Kapitel wird die Methode zur parametrischen Modellbildung strukturdyna-
mischer Systeme für Echtzeit-Anwendungen entwickelt und deren Ablauf detailliert
beschrieben. Zunächst werden die Anforderungen an die Methodik und die erzeugten
ordnungsreduzierten Modelle (vgl. Abschnitt 1.2) sowie die geforderten Bedingungen
an die Ausgangsmodelle zusammengefasst.
• Der Prozess der Modellordnungsreduktion soll möglichst automatisiert ablaufen
und auf numerischen Standardverfahren aufbauen. In der vorliegenden Arbeit
werden die Softwarepakete ANSYS für die Berechnungen mittels der Finite-
Elemente-Methode und Matlab/Simulink für die Systemsimulation verwendet.
Für den Export der Systemmatrizen aus dem FE-Tool und den Import in die
Systemsimulationsumgebung wird das AdaptroSim-ANSYS-Matlab-Interface
genutzt.
• Die Methode soll auf strukturmechanische Modelle in Form einer Differential-
gleichung zweiter Ordnung anwendbar sein. Dabei soll die Beschreibung des
Modells anhand eines Differentialgleichungssystems zweiter Ordnung erhalten
bleiben.
• Die PROM sollen in ihren Eigenschaften so beschaffen sein, dass eine gekoppelte
Systemsimulation mit strukturmechanischen oder regelungstechnischen Model-
len in einer integrierten Simulationsumgebung möglich ist. Die in Abschnitt 2.2
vorgestellte modulare und hierarchische Modellstruktur sowie die Konventionen
für Ein- und Ausgänge sollen berücksichtigt werden. Somit soll eine leichte
Integration in den modellbasierten Entwicklungsprozess ermöglicht werden.
• Die Offline-Phase der Modellbildung soll im Rahmen üblicher Berechnungszeiten
liegen und sich durch hohe Praxistauglichkeit auszeichnen.
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• In der Validierungsphase der Entwicklung sowie der Nutzungsphase eines Pro-
dukts sollen mithilfe der PROM smarte Eigenschaften, wie beispielsweise eine
Adaption auf veränderliche äußere Bedingungen oder eine Selbstoptimierung
ermöglicht werden. Dies soll in der vorliegenden Arbeit durch Integration der
PROM in eine Gesamtsystemsimulation und Parametrierung der Modelle zur
Simulationslaufzeit abgeschätzt werden.
• Die betrachteten Designvariablen der PROM sollen sich auf strukturmechani-
sche Parameter beschränken. Der für eine Anwendung interessante Frequenzbe-
reich wird im Vorhinein festgelegt und stellt keinen eigenständigen Parameter
dar.
• Die Bewertung der Modellgüte des PROM soll anhand zwei unabhängiger Kri-
terien erfolgen. Zum einen soll die Genauigkeit und zum anderen die Erfüllung
der Zeitbedingungen bewertet werden.
• Die Ausgangsmodelle sollen strukturmechanische FE-Modelle sein. Ferner sollen
aktuelle Schalen- oder Volumenelemente und isotrope Materialmodelle genutzt
werden.
• Das FOM kann in beliebig viele Substrukturen unterteilt werden. Eine Sub-
struktur wird durch einen zeitvarianten Parametersatz beschrieben, wobei
die einzelnen Parameter zu einem bestimmten Zeitpunkt über die gesamte
Substruktur konstant sind.
5.2 Methodik und Ablauf
In den folgenden Abschnitten wird das entwickelte Verfahren zur parametrischen
Modellbildung strukturdynamischer Systeme im Detail vorgestellt. Dabei handelt
es sich um eine zweistufige hybride Modellordnungsreduktion auf Basis der CMS-
Methode und einer Interpolation lokal reduzierter Modelle. Startpunkt der Methode
ist die parametrische Component Mode Synthesis (5.2.1). Daran anschließend werden
die Interpolation lokaler ordnungsreduzierter Modelle (5.2.2) und die Synthese der
Substrukturen (5.2.3) erläutert. Die Reduktion der Koppel-Freiheitsgrade (5.2.4)
stellt die zweite Stufe dar und mit der finalen Parametrierung (5.2.5) endet die
Beschreibung des entwickelten Verfahrens.
5.2.1 Parametrische Component Mode Synthesis
In diesem Abschnitt wird die Parametrische Component Mode Synthesis für Deskrip-
torsysteme zweiter Ordnung (3.2) vorgestellt. Das resultierende parametrische Modell
soll dabei die strukturdynamischen Parameter aller Substrukturen des Systems bei-
behalten. Die Substrukturierung und spätere Synthese der Teilmodelle orientiert sich
dabei an [74].
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Die Modellparameter des Gesamtsystems seien in einem Vektor
p = (p1, p2, . . . , pnp) (5.1)
mit p ∈ Rnp zusammengefasst und die parametrische Bewegungsgleichung der Form
(4.43) und (4.44) sei gegeben durch
M(p)q̈(p, t) + B(p)q̇(p, t) + C(p)q(p, t) = Binu(t) (5.2)
y(t) = Bout1 q(p, t) + Bout2 q̇(p, t). (5.3)
Die Gleichungen (5.2) und (5.3) beschreiben das unreduzierte Gesamtsystem der
Ordnung n, welches in nsub Substrukturen unterteilt wird. Für eine individuelle
Substruktur lautet die ungedämpfte Bewegungsgleichung
Ms(ps)q̈s(ps, t) + Cs(ps)qs(ps, t) = Binus(t). (5.4)
Der hochgestellte Index (.)s beschreibt dabei die Kennziffer der Substruktur mit
s = 1, . . . , nsub. Der Dämpfungsterm Bs(ps) wurde in Gleichung (5.4) aus Gründen
der Übersichtlichkeit weggelassen. Die mechanische Dämpfung wird in dieser Arbeit
durchgängig als Rayleigh-Dämpfung [30] formuliert und wird daher erst im finalen
PROM integriert. Die Parametersätze der einzelnen Substrukturen ps sind bezüg-
lich Dimension, Anordnung und physikalischer Bedeutung der Parameter identisch
mit p, obgleich die Designvariablen der Substrukturen in der Praxis üblicherweise
untereinander variieren. Grundsätzlich wird dies durch die vorgeschlagene Methode
ermöglicht, in der vorliegenden Arbeit werden die nicht benötigten Parameter eben-
falls erst in der Simulations- oder Optimierungsphase durch einen konstanten Wert
im PROM festgelegt.
Die Bewegungsgleichungen der Substrukturen werden gemäß Gleichung (4.20) in






















Als Master-Freiheitsgrade qsm werden alle äußeren Freiheitsgrade, die im PROM
als Ein- und Ausgänge des Gesamtsystems erhalten bleiben sollen sowie alle Frei-
heitsgrade, die in einer Koppelstelle zu benachbarten Substrukturen liegen, definiert.
Der modale Anteil der Projektionsmatrix wird anschließend unter Verwendung der
„Fixed-Interface“-Variante der CMS nach Craig und Bampton [34] für festgehaltene
Master-Freiheitsgrade (qm = 0) berechnet. Aus Gleichung (5.5) folgt für die inneren
Freiheitsgrade
Msii(ps)q̈si + Csii(ps)qsi = Fsi . (5.6)
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Die Transformationsmatrix zur Projektion der Systemmatrizen aus Gleichung (5.5)
in den modalen Raum wird durch Lösen des generalisierten Eigenwertproblems (Gl.
(4.15))
Csii(ps)Φsi,k = λsi,kMsii(ps)Φsi,k (5.7)
mit k = 1, 2, . . . , nsi erzeugt. Durch Auswahl von nsr  nsi Eigenmoden werden die
inneren Freiheitsgrade jeder Substruktur mit
Φ̄si (ps) = [Φsi,1(ps) Φsi,2(ps) . . .Φsi,nsr(p
s)]. (5.8)
und der korrespondierenden Abbildungsvorschrift
(qsi )dyn = Φ̄si (ps)w̄si (5.9)
in reduzierte modale Koordinaten transformiert.
Zur Berechnung des statischen Anteils der der Projektionsmatrix werden die
sogenannten Zwangsdeformationen in den Koppelstellen der Substrukturen benötigt.
Diese werden durch Aufprägen einer Einheitsverschiebung auf jeden einzelnen Master-
Freiheitsgrad in (5.5) bestimmt und spaltenweise in einer Matrix zusammengefasst.














Ohne äußere Lasten auf den inneren Freiheitsgarden (Fsi = 0) ergeben sich aus
Gleichung (5.10) die Zwangsbedingungen
Ψsim = −Csii(ps)−1Csim(ps) (5.11)





Durch diese Projektion werden die inneren Koordinaten in Abhängigkeit der Master-
Freiheitsgrade beschrieben. In Gleichung (5.12) ist dieser Zusammenhang dargestellt.
(qsi )stat = Ψsim(ps)qsm (5.12)
Die Anzahl der Freiheitsgrade des resultierenden ROM einer Substruktur ergibt
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Die ordnungsreduzierten Matrizen der Systemgleichung (5.4) einer Substruktur s
werden abschließend durch Projektion mit Tscms berechnet.
M̄s(ps) = Tscms(ps)TMs(ps)Tscms(ps) (5.15)
C̄s(ps) = Tscms(ps)TCs(ps)Tscms(ps) (5.16)
B̄sin(ps) = Tscms(ps)TBsin(ps) (5.17)
B̄sout(ps) = Bsout(ps)Tscms(ps) (5.18)
Aus den Gleichungen (5.14) und (5.15) ist die ordnungsreduzierte Massenmatrix







Der Index (.)i kennzeichnet in konsistenter Weise den modalen Anteil der inneren
Freiheitsgrade und (.)m den Anteil der Zwangsdeformation der Master-Freiheitsgrade.
Die vier Blockmatrizen können einzeln wie folgt berechnet werden, wobei die Para-
meterabhängigkeit der Teilmatrizen aus Gründen der Übersichtlichkeit weggelassen
wurden:
M̄sii = (Φ̄si )TMsiiΦ̄si (5.20)
M̄sim = (Φ̄si )TMsiiΨsim + (Φ̄si )TMsim (5.21)
M̄smi = ((Ψsim)TMsii + Msmi)Φ̄si (5.22)
M̄smm = ((Ψsim)TMsii + Msmi)Ψ̄sim + (Ψsim)TMsim + Msmm (5.23)
Der Aufbau der Steifigkeits-, Eingangs- und Ausgangsmatrix erfolgt analog zu
den Gleichungen (5.20) bis (5.23) und ist in Anhang A.1 vollständig dargestellt. Am
Ende dieses Arbeitsschritts liegen nun nsub parametrische ROM der Ordnung nscms
vor.
5.2.2 Interpolation lokaler ordnungsreduzierter Modelle
Für Systemparameter, die keinen linearen Einfluss auf die Massen- und Steifigkeits-
matrix haben, ist es sinnvoll zwischen lokalen ROM zu interpolieren (vgl. Abschnitt
4.3.1). Dabei sieht das entwickelte Verfahren vor, das Ausgangsmodell unabhängig an
einigen Stützstellen bzw. Betriebspunkten des Parameterraums zu reduzieren. Mit
diesen unabhängig voneinander reduzierten Modellen lässt sich anschließend durch
eine gewichtete Interpolation ein beliebiges ROM im Parameterraum darstellen. Die
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Berechnung der lokalen ROM findet ausschließlich in der Optimierungsphase und
dem Detailentwurf der modellbasierten Systementwicklung statt. Dadurch können
die Modelle in der Nutzungsphase durch Matrixaddition und Matrixmultiplikation
bestimmt werden, was die benötigte Rechenleistung und -zeit erheblich senkt. Die
Anzahl der notwendigen lokalen ROM sowie die damit im Zusammenhang stehende
Approximationsgüte hängt dabei von der Größe des gewählten Parameterraums ab.
Das Parameterset Ps einer Substruktur s ist wie folgt definiert:
Ps = [ps1,ps2, . . . ,psnl ] (5.24)
Da die Interpolation auf Substruktur-Ebene ausgeführt wird, kann die Anzahl der
Stützstellen nl der einzelnen Substrukturen variieren. Werden für eine Substruktur
nur Materialparameter mit linearem Einfluss auf die Systemmatrizen variiert, ist
dieser Schritt obsolet und es wird nur ein lokales ROM berechnet (siehe Abschnitt
5.2.5).
Die von Newton begründete lineare Interpolation stellt eine einfache und häufig
genutzte Approximation zwischen zwei Punkten dar. In Kombination mit balancier-
tem bzw. modalem Abschneiden, Proper Orthogonal Decomposition oder Krylov-
Unterraum-Verfahren wird diese Methode in [84] zur Modellbildung und Lösung
nichtlinearer Systeme vorgeschlagen. Zunächst werden die ordnungsreduzierten Sy-
stemmatrizen an den Stützstellen berechnet. Gemäß Abschnitt 5.2.1 sind für die CMS
sowohl die Zwangsdeformationen an den Koppelstellen als auch die Eigenmoden bei
fixierten Master-Freiheitsgraden für alle Substrukturen zu ermitteln. Aus Gleichungen
(5.15) und (5.16) ergeben sich für k = 1, 2, . . . , nl folgende Berechnungsvorschriften:
M̄sk = Tscms(psk)TMs(psk)Tscms(psk) (5.25)
C̄sk = Tscms(psk)TCs(psk)Tscms(psk). (5.26)










erzeugt. Dabei wird die Randbedingung
nsl∑
k=1
ρsk(ps) = 1 (5.29)
gefordert. Die in der vorliegenden Arbeit verwendete Gewichtungsfunktion ρsk ist in
Abbildung 5.1 dargestellt.
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Abbildung 5.1: Gewichtungsfunktion zwischen zwei Parametersets
Das vorgestellte Vorgehen zur Interpolation lokaler ordnungsreduzierter Modelle
ermöglicht ebenso Spline- oder Polynom-Interpolation höherer Ordnung, die im
Folgenden aber nicht weiter betrachtet werden.
5.2.3 Synthese der Substrukturen
Um das dynamische Verhalten auf Systemebene vorherzusagen, werden die erhalte-
nen Massen- und Steifigkeitsmatrizen aus den Abschnitten 5.2.1 und 5.2.2 für jede
Substruktur zusammengesetzt. Dazu müssen die geometrische Kompatibilitätsbedin-
gungen eingehalten werden.
Die ungedämpfte Bewegungsgleichung (3.2) auf Substruktur-Ebene wird mit den











beschrieben. Bei der Synthese der Substrukturen gibt es keinen Unterschied zwi-
schen der parametrischen und nicht-parametrischen Formulierung, weshalb in diesem
Abschnitt die Kennzeichnung der Parameterabhängigkeit ebenfalls zu Gunsten der
Lesbarkeit weggelassen wird.
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Durch die Integration der geometrischen Kompatibilitätsbedingungen werden die
Matrizen des ROM, vergleichbar wie bei der Modellierung in gängiger FEM-Software,
transformiert. Für zwei aneinander angrenzende Substrukturen (1) und (2) gilt für
die physikalischen Koordinaten an der gemeinsamen Schnittstelle
q(1)m = q(2)m . (5.33)






















mit einer Matrix M̄ψψ, die aus den entsprechenden Einträgen der korrespondierenden
physikalischen Master-Freiheitsgrade erzeugt wird. Diese setzen sich aus den äußeren
Freiheitsgraden, die für die Analyse des Systems benötigt werden und den Koppel-
Freiheitsgraden in den Schnittstellen der Substrukturen zusammen. Letztere kommen
in mindestens zwei Substrukturen des Gesamtsystems vor, weshalb die Dimension der
Matrizen aus Gleichung (5.31) durch die Bedingung aus Gleichung (5.33) verringert





mi · · · M̄nsmi
]
. (5.36)
Die weiteren Teilmatrizen der gekoppelten Massenmatrix sind wie folgt definiert:
M̄φφ =

M̄(1)ii 0 · · · 0
0 M̄(2)ii · · · 0
... ... . . . 0







Der Aufbau der Steifigkeits-, Eingangs- und Ausgangsmatrix erfolgt analog zu
den Gleichungen (5.36) bis (5.38) und ist in Anhang A.2 vollständig dargestellt.
56
5.2 Methodik und Ablauf
5.2.4 Reduktion der Koppel-Freiheitsgrade
In den Abschnitten 5.2.1 und 5.2.3 sind die Methoden zur Reduktion der inneren Frei-
heitsgrade der einzelnen Substrukturen und die anschließende Synthese der erzeugten
ROM beschrieben. Die Dimension der ordnungsreduzierten modalen Koordinaten w̄i
und somit die Leistungsfähigkeit der MOR hängt dabei von der Wahl der Anzahl
rsi der zu berücksichtigenden Eigenmoden ab (Gl. 5.7). Die physikalischen Master-
Freiheitsgrade qm dagegen sind in FOM und ROM identisch. Die Dimensionen der
entsprechenden Teilmatrizen des Systems sind daher von den Freiheitsgraden in
den Koppelstellen zwischen den Substrukturen und folgerichtig von dem FE-Netz
des FOM abhängig. Insbesondere bei vielen Substrukturen und damit einhergehend
vielen Koppelstellen oder bei einer großen Anzahl von Knoten in den Koppelstellen
führt dies zu großen Teilmatrizen (.)ψψ in Gleichung (5.34). Weiterhin verringert sich
die physikalische Bedeutung der einzelnen Zwangsdeformation, die durch Aufprägen
einer separaten Einheitsverschiebung auf dem entsprechenden Master-Freiheitsgrad
berechnet wird, je mehr Knoten in einer Koppelstelle existieren.
In der Schwingungstechnik reichen unabhängig von der Komplexität der Sub-
strukturen häufig 10 bis 20 Eigenmoden aus, um das dynamische Verhalten im
gewünschten Frequenzbereich adäquat zu approximieren. In den Koppelstellen kön-
nen dagegen leicht mehrere tausend Freiheitsgrade vorkommen. In diesem Fall wird
die Ordnung des ROM deutlich von der Anzahl der Koppel-Freiheitsgrade dominiert.
In der nachgelagerten zweiten Stufe des vorgeschlagenen Verfahren werden aus
diesem Grund die Koppel-Freiheitsgrade reduziert. Es werden Koordinaten gesucht,
die die Zwangsdeformationen an den Koppelstellen der Substrukturen abbilden. Hier
eignen sich das vorgestellte modale (Abschnitt 4.2.2) und balancierte Abschneiden
(Abschnitt 4.2.5) sowie alle weiteren projektiven MOR-Methoden. Die Projektions-
vorschrift lautet gemäß Gleichung (4.3)
qm = Twm (5.39)
mit den physikalischen Koordinaten qm, den ordnungsreduzierten Koordinaten wm
und der Transformationsmatrix T. Der Ablauf der Reduktion der Koppel-Freiheits-
grade wird im Folgenden beispielhaft anhand des Modalen Abschneidens gezeigt. In
diesem Fall wird die Projektionsmatrix durch Lösen des Eigenwertproblems
C̄ψψ(p)Φψ = λψM̄ψψ(p)Φψ (5.40)
erzeugt. Die Matrix Φψ stellt dabei eine Eigenwert-basierte lineare Kombination von
Zwangsdeformationen aufgrund von Einheitsverschiebungen in den Koppelstellen
der CMS-Substrukturen dar. Wie in Abschnitt 4.2.2 beschrieben, wird aus dem
vollständigen Set dieser Eigenvektoren Φψ ∈ Rnm×nm des parametrischen Systems
(Gleichung 5.30) eine Auswahl Φ̄ψ ∈ Rnr×nm mit nr  nm getroffen. Hieraus werden
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die Projektionsvorschriften
M̂ψψ(p) = Φ̄TψM̄ψψ(p)Φ̄ψ (5.41)
M̂ψφ(p) = Φ̄TψM̄ψφ(p) (5.42)
M̂φψ(p) = M̄φψ(p)Φ̄ψ (5.43)
zur Ordnungsreduktion der Teilmatrizen der gekoppelten Massenmatrix aus Gleichung
(5.34) abgeleitet. Wie in den vorangegangenen Abschnitten werden die Steifigkeits-
, Eingangs- und Ausgangsmatrix analog aufgebaut und hier auf die vollständige
Darstellung der Projektionsvorschriften verzichtet. Alle weiteren Formeln sind in
Anhang A.3 zusammengefasst.




































Der Ablauf der Methode zur Bildung parametrischer ordnungsreduzierter Modelle
ist grafisch in Abbildung 5.2 dargestellt. In 5.2a ist die mechanische Struktur, in
diesem Beispiel eine rechteckige Platte, als FE-Modell abgebildet.
Zunächst wird das Gesamtsystem in Substrukturen unterteilt (5.2b) und die
notwendigen Parameter zur Analyse und späteren Anwendung definiert. Analytische
Abhängigkeiten werden dabei direkt in dem Aufbau der Teilmatrizen berücksichtigt.
Für alle weiteren Parameter werden lokale ROM gebildet und interpoliert (5.2c).
Abschließend werden die Substrukturen zusammengesetzt, die Freiheitsgrade in den
Koppelstellen reduziert und das erzeugte PROM final parametriert (5.2d).
5.2.5 Parametrierung
Die Parametrierung des Systemmodells aus Gleichung (5.44) erfolgt in Matlab/Simu-
link. Der notwendige globale Parametersatz p ∈ Rnp×nsub besteht dabei aus allen
Parametern der jeweiligen Substrukturen. Für Analysen im Frequenzbereich oder zum
Lösen von Optimierungsproblemen wird die Matlab-Umgebung verwendet. Die aktu-
ellen diskreten Parameter werden dabei vor dem abschließenden Zusammensetzten
der Gesamtsystemmatrizen (5.44) skalar mit den Teilmatrizen der Substrukturen mul-
tipliziert. Die Teilmatrizen sind dabei bereits auf die Ordnung r des Gesamtsystems
erweitert und entsprechend der Anordnung der korrespondierenden Freiheitsgrade im
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(a) Finite-Elemente-Modell (b) Aufteilung in Substrukturen
(c) Aufbau lokaler ordnungsreduzierter Mo-
delle
(d) Synthese und Reduktion der Koppelfrei-
heitsgrade
Abbildung 5.2: Grafische Darstellung der parametrischen Modellbildung strukturdy-
namischer Systeme
Zustandsvektor platziert worden. Die Kopplung der Teilmodelle erfolgt anschließend
durch Addition der Matrizen aller Substrukturen. Die mathematischen Operatio-
nen zur Parametrierung beschränken sich somit auf Skalarmultiplikationen und
Additionen, was eine schnelle und effiziente Berechnung zulässt.
Für Simulationen im Zeitbereich wird in dieser Arbeit die Simulink-Umgebung
genutzt. Diese ermöglicht die hierarchische Modellierung mit Hilfe grafischer Blöcke.
Der Block zur Beschreibung linearer Systeme in Zustandsraumdarstellung wurde
auf parametrische Modelle erweitert. Dazu wurden weitere Systemeingänge definiert
und in den oben beschriebenen Berechnungsablauf durch eine eingebettete Matlab-
Funktion integriert (Abbildung 5.3). Das lineare System ist in Admittanz-Darstellung
formuliert und benötigt somit äußere Kräfte als Eingangsgrößen und gibt Geschwin-
digkeiten als Ausgangsgrößen aus. Neben dem Krafteingang sind im erweiterten
parametrischen Zustandsraummodell zusätzliche Eingangsgrößen definierbar. Die
sogenannten Designparameter werden in gleicher Weise an das System übergeben
und beeinflussen dabei die Systemmatrix A(p) und bewirken somit eine Änderung
des dynamischen Verhaltens.
Sind an die Simulation harte Echtzeitanforderungen geknüpft, muss zu jedem
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(a) Standard-Block
(b) Erweiterter Block mit zusätzlichen
Systemeingängen zur Parametrierung der
PROM
Abbildung 5.3: Simulink-Block eines regulären und parametrischen linearen Systems
in Zustandsraumdarstellung
Zeitschritt der Zeitbereichssimulation ein aktualisiertes Gesamtsystem aufgebaut
werden. Dies geschieht auch, wenn sich der Parametersatz im Vergleich zum vorherigen
Zeitschritt nicht verändert hat. Je nach Komplexität des Modells und betrachteten
Frequenzbereich ist dies in der Praxis allerdings häufig nicht möglich. In diesem
Fall wird die Zeitbereichssimulation kurzzeitig unterbrochen, das Gesamtsystem
aufgebaut und die Simulation wieder aufgenommen. Dies kann für Systeme mit hoher
Dynamik und bei der gleichzeitigen Verarbeitung von realen und virtuellen Daten zu
Problemen führen. Aus diesem Grund wird die Reaktionszeit in der Anwendung der
parametrischen Modelle als Gütekriterium der PROM definiert.
5.3 Parametereinfluss und numerische Umsetzung
Für numerische Simulationen ist eine geeignete mathematische Modellierung der
zu untersuchenden Vorgänge elementar. Im Allgemeinen geht es in der Struktur-
mechanik um die Bestimmung von Bewegungsgrößen, welche durch die Einwirkung
von äußeren Kräften unterschiedlicher Art hervorgerufen werden. Daraus lassen sich
Deformationen oder Spannungen im Körper ermitteln, die für viele Anwendungen
von besonderer Bedeutung sind. Es werden unterschiedliche Materialgesetze genutzt,
die zusammen mit den grundlegenden kontinuumsmechanischen Bilanzgleichungen,
zu komplexen Gleichungssystemen führen.
Die wichtigsten Gleichungen der linearen Elastostatik stellen den Zusammenhang
zwischen Verzerrungen und Verschiebungen, die Gleichgewichtsbedingungen und
die konstitutiven Gleichungen (Materialgesetze) dar [128]. Mit dem Vektor der
Verzerrungen ε, der Differentiationsmatrix D und dem Verschiebungsvektor u lautet
der Zusammenhang zwischen Verzerrungen und Verschiebungen
ε = Du. (5.46)
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Die Gleichgewichtsbedingungen werden durch
DTσ + f = 0 (5.47)
mit dem Vektor der Volumenlasten f und dem Spannungsvektor σ beschrieben. In
der vorliegenden Arbeit werden zunächst nur solche Materialien betrachtet, die durch
das Hookesche Gesetz
σ = Eε (5.48)
dargestellt werden können. Die Hookesche Matrix E wird im isotropen Fall durch die
zwei unabhängige Stoffgrößen, den Elastizitätsmodul E und die Querkontraktionszahl
ν beschrieben. Mit entsprechenden Verschiebungs- und Spannungsrandbedingungen
ergibt sich aus den Gleichungen (5.46) bis (5.48) eine Randwertaufgabe, die mit
der Methode der finiten Elemente (FEM) gelöst werden kann. Die FEM basiert
üblicherweise auf einer Variationsformulierung dieser Randwertaufgabe, wobei die in
dieser Arbeit genutzte FE-Software ANSYS das Prinzip der virtuellen Verschiebungen
(bzw. das Prinzip vom Minimum des Elastischen Gesamtpotentials) nutzt [6].
Für einen Spannungszustand, der die statischen Gleichgewichts- und Randbedin-
gungen erfüllt, ist die bei einer virtuellen Verschiebung geleistete Arbeit der inneren
Kräfte δWi gleich der virtuellen Arbeit der äußeren Kräfte δWa. Durch Diskretisie-
rung mit FE und die Wahl der Ansatzfunktionen Na kann der Verschiebungszustand
in einem Bauteil oder in einem beliebigen Körper durch elementweise definierte
Näherungsfunktionen approximiert werden. Die Ansatzfunktionen sind nur in jeweils
einem Element definiert, außerhalb des Elementes sind sie Null.
Aus den beschriebenen Grundgleichungen der FEM und mit der Matrix der










für ein beliebiges finites Element hergeleitet werden [135, 14]. Anhand eines einfachen
Beispiels (Abbildung 5.4) sowie der Analyse der Elementmatrizen wird in den
Abschnitten 5.3.1 bis 5.3.4 der Parametereinfluss und das Vorgehen zur numerischen
Umsetzung im Detail erläutert.
Betrachtet wird nachfolgend der Einfluss einer Parameteränderung in Substruktur
(2) auf das Gesamtsystem. Die drei weiteren Substrukturen bleiben dabei unverändert.
Verglichen werden jeweils drei Frequenzgänge bei Variation eines Parameters sowie die
MAC-Matrix der ersten fünf Eigenformen. Die Frequenzgänge (Kraft zu Verschiebung)
werden dabei an Knoten P1 berechnet (siehe Abbildung 5.4a).
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(a) FE-Modell unterteilt in vier Substruktu-
ren mit Knoten P1 für die Bestimmung der
Frequenzgänge
(b) Erste Eigenmode (f1 = 67.9 Hz )
(c) Zweite Eigenmode (f2 = 164.6 Hz)
(d) Dritte Eigenmode (f3 = 206.2 Hz)
Abbildung 5.4: Beispielhaftes Modell einer rechteckigen Platte zur Analyse der
Parametereinflüsse
5.3.1 Dichte
Die Dichte ρ der verwendeten Materialien wirkt sich nur auf die Elementmassenmatrix
in Gleichung (5.50) und nicht auf die Steifigkeit des Systems aus. Für ein einzelnes
finites Element wird die Dichte als konstanter Wert angenommen und kann dadurch
vor das Integral gezogen werden. In der vorliegenden Arbeit wird sich zudem darauf
beschränkt, dass jede Substruktur des betrachteten Systems immer aus jeweils einem
homogenen Material aufgebaut ist. Weiterhin werden die Modelle der Substrukturen
mit einer bekannten Referenzdichte ρ0 modelliert. Im parametrischen Modell werden
dann Faktoren δsρ eingeführt, die die gewünschten Parameter der Substrukturen
einstellen. Die Gesamtmassenmatrix (Gl. (5.45)) lautet folglich




mit δsρ = ρs/ρ0.
Die Änderung der Dichte in Substruktur (2) bewirkt ein Verschieben der Eigen-
frequenzen und eine Formänderung der Eigenmoden.
Bei steigender Dichte des Materials und somit steigender Gesamtmasse sowie
gleichbleibender Steifigkeit verringern sich die Eigenfrequenzen des Systems (Abb.
5.5a). Während die erste Eigenmode des veränderten Systems noch große Ähnlich-
keit mit der des Ausgangssystems besitzt, fallen die MAC-Werte für i, j ≥ 2 auf
MAC(i,j) ≤ 0.7. Die Eigenmoden stimmen folglich nicht mehr gut überein.
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(a) Übertragungsverhalten von Kraft zu
Verschiebung in Normalrichtung der Platte
am Punkt P1












(b) MAC-Vergleich der Eigenvektoren für
δROMrho = 3
Abbildung 5.5: Auswirkung der Variation der Dichte in Substruktur (2)
5.3.2 Elastizitätsmodul
Der Einfluss des Elastizitätsmodul E wirkt sich dagegen nur auf die Elementstei-
figkeitsmatrix (5.49) aus. Die numerische Umsetzung zur Berücksichtigung dieses
Parameters im PROM erfolgt analog zur Dichte. Es wird ein relativer Faktor δsE defi-
niert, der das gewünschte Elastizitätsmodul Es einer Substruktur s und das Referenz-
Elastizitätsmodul E0 zueinander ins Verhältnis setzt. Die Gesamtsteifigkeitsmatrix
ergibt sich demnach mit




und δsE = Es/E0.
Abbildung 5.6a zeigt das Übertragungsverhalten von Kraft zu Verschiebung an
Knoten P1. Änderungen des Elastizitätsmoduls der Substruktur (2) ziehen ebenfalls
Verschiebungen der Eigenfrequenzen nach sich. Je größer der E-Modul dabei gewählt
wird, desto höher liegen die Eigenfrequenzen.
Dem MAC-Vergleich 5.6b können auf der Diagonalen für die ersten fünf Eigen-
moden Werte größer 0.8 entnommen werden. Bezüglich der Eigenformen wirkt sich
die Variation des E-Moduls also weniger stark als die Variation der Dichte aus.
5.3.3 Dämpfung
Die mechanische Dämpfung eines dynamischen Systems wird in der vorliegenden
Arbeit generell als Rayleigh-Dämpfung [30]
B̂s = αsM̂s + βsĈs (5.53)
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(a) Übertragungsverhalten von Kraft zu
Verschiebung in Normalrichtung der Platte
am Punkt P1












(b) MAC-Vergleich der Eigenvektoren für
δROME = 3
Abbildung 5.6: Auswirkung der Variation des E-Moduls in Substruktur (2)
modelliert. Der Vorteil dieser Dämpfungs-Hypothese besteht darin, dass mit nur
zwei Parametern eine globale Systemdämpfung beschrieben werden kann. Die For-
mulierung (5.53) gilt auf Substruktur-Ebene und für jede Teilmatrix kann mit unter-
schiedlichen Beiwerten gerechnet werden. Die Gesamtmatrix B̂ wird abschließend
durch blockweises Zusammensetzen der einzelnen Komponenten erzeugt.


























(a) Variation des massenproportionalen
Dämpfungsbeiwerts α


























(b) Variation des steifigkeitsproportionalen
Dämpfungsbeiwerts β
Abbildung 5.7: Übertragungsverhalten von Kraft zu Verschiebung in Normalrich-
tung der Platte am Punkt P1 unter Variation der Rayleigh-Dämpfungsbeiwerte in
Substruktur (2)
Die Dämpfung des Systems beeinflusst nahezu ausschließlich die Höhe der Ampli-
tuden und wirkt sich insbesondere in den Resonanzen aus. Der massenproportionale
Term αM̂ ist eine Art äußere Dämpfung mit dem größten Einfluss auf niedrige
Frequenzen. Die steifigkeitsproportionale Dämpfung βĈ kann als innere Dämpfung
oder Werkstoffdämpfung beschrieben werden. Sie wirkt sich stärker auf die hohen
Frequenzen aus.
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5.3.4 Schalendicke
Schalenmodelle werden in der FEM häufig für ausgedehnte, dünnwandige Strukturen
verwendet. Schalen sind Flächentragwerke, bei denen zwei Abmessungen gegenüber
der dritten (Dickenrichtung) groß sind. Die Schalendicke geht nichtlinear in die
Gesamtsteifigkeitsmatrix und linear in die Gesamtmassenmatrix ein. Aus diesem
Grund wird die Abhängigkeit der Systemmatrizen von der Schalendicke über den
Ansatz der Interpolation lokal reduzierter Modelle umgesetzt (Abschnitt 5.2.2).





























(a) Übertragungsverhalten von Kraft zu
Verschiebung in Normalrichtung der Platte
am Punkt P1












(b) MAC-Vergleich der Eigenvektoren für
δROMh = 1.2
Abbildung 5.8: Auswirkung der Variation der Plattendicke in Substruktur (2)
Abbildung 5.8a zeigt den Einfluss der Dicke auf den Frequenzgang. Je dicker die
Schale gewählt wird, desto höher liegen die Eigenfrequenzen. Ein relevanter Effekt
tritt dabei schon bei verhältnismäßig geringen Parameteränderungen auf. Im MAC-
Vergleich sind dagegen kaum Unterschiede zu erkennen. Die Werte liegen alle über
0.95.
5.4 Integration in die modellbasierte Systement-
wicklung
In Kapitel 5 wurde die entwickelte Methode zur parametrischen Modellbildung
strukturdynamischer Systeme für Echtzeit-Anwendungen erläutert. Es wurden die
Anforderungen definiert, der grundsätzliche Ablauf vorgestellt und die Parametrierung
sowie die numerische Umsetzung anhand eines einfachen Beispiels besprochen.
Bei dem Vorgehen handelt es sich um eine zweistufige hybride Ordnungsreduktion
auf Basis der CMS-Methode und einer Interpolation lokal reduzierter Modelle. Die
Methode ist in Abbildung 5.9 in Form eines Ablaufdiagramms dargestellt. Durch
den hybriden Ansatz können analytische Parameterabhängigkeiten mit der CMS und
nichtlineare oder nicht-funktional beschreibbare Effekte mit einer interpolationsba-
sierten Methode abgebildet werden. Die zwei Stufen des Verfahrens ermöglichen es
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zum einen bereits frühzeitig ordnungsreduzierte Modelle zu nutzen und die Interpo-
lationen effizient durchzuführen. Zum anderen erfolgt die Feinabstimmung, d.h. die
Abwägung zwischen Genauigkeit und Recheneffizienz, erst am Ende des Verfahrens
und es kann somit aufgabenspezifisch und sogar zur Simulationslaufzeit adaptiert
werden.
Abbildung 5.9: Ablaufdiagramm der parametrischen Modellbildung
In der ersten Stufe des vorgeschlagenen Verfahrens wirkt sich die etablierte
und in effizienter Implementierung verfügbare Component Mode Synthesis sehr
vorteilhaft auf die Offline-Phase der Modellbildung aus. Insbesondere die Möglichkeit
zur Automatisierung, die Güte der Approximation und die benötigte Rechenzeiten
sind für die Anwendung in der Strukturmechanik günstig. Durch die zweite Stufe
können die Modelle für die Online-Phase abhängig von den (Echtzeit-)Anforderungen
in Komplexität und Genauigkeit skaliert werden.
Die beiden vorgestellten Gütekriterien ermöglichen es, sowohl das Ausgangsmodell
mit dem ordnungsreduzierten Modell, als auch Messdaten mit Simulationsdaten zu
vergleichen. Dies ist für die unterschiedlichen Anwendungsszenarien der parametri-
schen Modelle sinnvoll. In Abbildung 5.10 sind die möglichen Anknüpfungspunkte in
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der modellbasierten Systementwicklung (vgl. Abbildung 2.2) aufgezeigt.
Abbildung 5.10: Möglichkeiten der parametrischen Modelle zur Integration in die
modellbasierte Systementwicklung
Im Einzelnen können die parametrischen Modelle demnach in sechs Anwendungs-
szenarien eingesetzt werden.
1. In der Definitions- und Spezifikationsphase kommen erste einfache Modelle zum
Einsatz. Daten aus dem Betrieb früherer Generationen eines Produktes und
abgeglichene Modelle aus der Betriebsphase können die Entwicklungszyklen
erheblich reduzieren.
2. In der Konzeptfindung und interdisziplinären Systementwicklung sind effizi-
ente und parametrische Modelle unabdingbar. Es besteht die Notwendigkeit
verschiedene Disziplinen zu koppeln und viele Varianten zu berechnen. Optimie-
rungsaufgaben in der Mechatronik müssen zudem ebenfalls auf Systemebene
durchgeführt werden.
3. Durch den vorgeschlagenen Arbeitsablauf ist es weiterhin möglich, die gleichen
Modelle auch für die Dömanen-spezifische Auslegung zu nutzen. Die hierbei
üblicherweise genutzte Finite-Elemente-Methode stellt schließlich die Basis des
Verfahrens da. Aufgrund der verwendeten linearen Abbildungen und Projektio-
nen ist es möglich von einer auf Systemebene optimierten Komponente wieder
zurück auf die ursprüngliche FE-Modell-Formulierung zu schließen.
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4. Aufgrund der hohen Recheneffizienz eignen sich die parametrischen und echt-
zeitfähigen Modelle für die virtuelle Eigenschaftsabsicherung und Validierung
der zu entwickelnden Systeme.
5. Unter der Bedingung, dass die geforderte Echtzeitfähigkeit erreicht werden kann,
gilt Punkt 4 ebenfalls für hybride Tests und Hardware-in-the-Loop Versuche.
6. Abschließend ist es möglich die parametrischen Modelle im Betrieb eines
Produktes zu nutzen. Insbesondere werden diese Modelle für vernetzte Systeme,
die sich auf äußere Bedingungen adaptieren oder selbst-optimieren, benötigt.
In den folgenden Kapiteln werden die Anwendungsszenarien an einfachen und sich
in der Komplexität steigernden Beispielen demonstriert. Zunächst wird die Modell-
bildung mithilfe des entwickelten Vorgehens anhand numerischer Untersuchungen im
Kontext der Konzeptfindung, des Leichtbaus und der strukturdynamischen Optimie-
rung vorgestellt. Nachfolgend werden die Anwendungsmöglichkeiten der entwickelten





In diesem Kapitel wird die Leistungsfähigkeit der entwickelten Methode anhand
eines einfachen strukturmechanischen Anwendungsfalls, mit dem Fokus auf der
Konzeptfindung, der Optimierung und dem Detailentwurf (vgl. Abschnitt 2.1.1),
diskutiert. Weiterhin werden die Approximationsgüte und die Recheneffizienz in
Abhängigkeit der Eingangsgrößen für die Modellbildung untersucht. Abschließend
wird die Echtzeitfähigkeit und Parametrierbarkeit der Modelle zur Laufzeit in einem
Laborversuch experimentell validiert. Alle Berechnungen wurden mit ANSYS R17.2
und Matlab R2018b durchgeführt.
6.1 Beidseitig eingespannter Biegebalken
6.1.1 Modellbildung
Als Grundlage zur Modellbildung dient ein beidseitig eingespannter Biegebalken
(Abbildung 6.1), welcher in den folgenden Abschnitten zur Einflussanalyse der Modell-
parameter (Abschnitt 6.1.2), als Anwendungsbeispiel für eine Strukturoptimierung




Abbildung 6.1: Beidseitig eingespannter Biegebalken
Der beidseitig eingespannte Biegebalken gewährleistet ein einfaches Modell mit
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klar getrennten Eigenwerten, an dem Effekte der Modellbildung und der Simula-
tionsumgebung gut dargestellt werden können. Die Einspannung ist mit dünnen
Dämpfungsmatten und zwei Einspannblöcken realisiert und die Maße des freien Bal-
kenteils sind in Tabelle 6.1 gegeben. Als Materialdaten werden für die numerischen
Untersuchungen Standardwerte für Stahl (E = 210 GPa, ρ = 7850 kg/m3, ν = 0.3)
verwendet. Das initiale Modell des Biegebalkens weist einen rechteckigen homogenen
Querschnitt auf und die Randbedingungen wurden als feste Einspannung definiert.
Hier und im Folgenden sind in den FE-Analysen Schalenelemente des Typs SHELL181
und Volumenelemente des Typs SOLID186 verwendet worden.




Das FE-Modell des Biegebalkens in Abbildung 6.2 wurde mit den in Tabelle 6.1
angegebenen Werten aufgebaut. Das Modell besteht aus 280 Schalenelementen und
378 Knoten mit je sechs Freiheitsgraden.
Abbildung 6.2: FE-Modell des Biegebalkens
Der Biegebalken ist sieben gleichgroße Substrukturen (I - VII) unterteilt und
besitzt im Frequenzbereich bis 300 Hz zwei Eigenmoden. Die Eigenformen sind in
Abbildung 6.3 dargestellt. Das berechnete Übertragungsverhalten von Kraft zur
Verschiebung in z-Richtung an Position A (Abbildung 6.4) dient für die folgende
Einflussanalyse der Modellparameter als Referenzlösung. Die Referenzlösung wurde
durch eine harmonische Finite-Elemente-Analyse des unreduzierten Ausgangssystems
berechnet. Die Position A liegt im Abstand xA = 480 mm von der linken Einspannung
entfernt. Die Position wurde so ausgewählt, dass die beiden ersten Eigenfrequenzen
gut steuer- und beobachtbar sind.
Die Materialparameter Elastizitätsmodul Es, Dichte ρs und Rayleigh-Dämp-
fungsbeiwerte αs, βs sowie die Schalendicke hs der einzelnen Substrukturen können
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unabhängig variiert werden. Somit entsteht ein parametrisches Modell mit 35 indivi-
duellen Designvariablen.
(a) Mode 1 (b) Mode 2
Abbildung 6.3: Ersten beiden Eigenmoden des beidseitig eingespannten Biegebalkens























Abbildung 6.4: Übertragungsverhalten von Kraft zu Verschiebung an Position A des
beidseitig eingespannten Biegebalkens
6.1.2 Einfluss der Modellparameter
In Kapitel 5 wurde die entwickelte zweistufige und hybride Methode zur parametri-
schen Modellbildung strukturdynamischer Systeme vorgestellt. Sowohl die beiden
Stufen der Modellordnungsreduktion als auch die Interpolation der lokalen ROM be-
sitzen jeweils wesentliche Einflussfaktoren, die sich auf die Modellgüte, die Dimension
des finalen PROM oder die Offline-Berechnungsdauer auswirken. Im Ablaufdiagramm
in Abbildung 5.9 finden sich diese in der dritten, vierten und sechsten Ebene wie-
der. Nachfolgend sind die Modellparameter in Reihenfolge des Auftretens detailliert
aufgeführt:
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1. Zunächst wird eine geeignete Anzahl von Eigenmoden, die für die Component
Mode Synthesis verwendet werden, gewählt. Diese beeinflusst hauptsächlich
die Dimension des PROM und den gültigen Frequenzbereich.
2. Für die Interpolation müssen verschiedene lokale ROM einer Substruktur
berechnet werden. Die Anzahl der verwendeten ROM wirkt sich dabei auf
die Modellgüte des PROM und im Besonderen auf die Dauer der Offline-
Berechnungsphase aus.
3. In der zweiten Stufe des PMOR-Verfahrens wird erneut eine Anzahl von
reduzierten Koordinaten bestimmt, die ausschlaggebend für die folgende Ver-
minderung der Dimension des bereits reduzierten und interpolierten Modells
ist.
Zunächst wird der Einfluss der Anzahl der berücksichtigten Eigenmoden für die
Component Mode Synthesis untersucht. In Abbildung 6.5 ist der relative Fehler der
Amplitude des Übertragungsverhaltens von Kraft zu Verschiebung für CMS-ROM
mit ncms = 2, 8 und 16 berücksichtigten Eigenmoden pro Substruktur dargestellt.
Der relative Fehler beschreibt dabei den Quotienten aus dem absolutem Fehler und
dem Referenzwert. Als Referenz wurde hier der Amplitudengang des FOM gewählt.
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Abbildung 6.5: Relativer Fehler der Amplitude des Übertragungsverhaltens von Kraft
zu Verschiebung für CMS-ROM mit unterschiedlicher Anzahl an berücksichtigten
Eigenmoden gegenüber dem Amplitudengang des Referenzmodells
Die 216 Koppel-Freiheitsgrade wurden vollständig in das reduzierte Modell über-
nommen und es wurde keine Interpolation von lokalen ROM durchgeführt. Die
Dimension der Systemmatrizen berechnet sich demnach aus der Anzahl der Substruk-
turen multipliziert mit der Anzahl der CMS-Moden und den Koppel-Freiheitsgraden
des Gesamtsystems n = nsub × ncms + nk. Für die untersuchten Varianten entspricht
dies der Dimension 230, 272 bzw. 328. Für die Offline-Phase der Modellbildung sind
die mittleren Berechnungszeiten t = 2 s, 4 s und 8 s gemessen worden.
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Im Bereich der Eigenfrequenzen liegt der relative Fehler bei deutlich unter 0.1 %,
die Nullstelle im Amplitudengang wird dagegen schlecht approximiert und es ergibt
sich im Frequenzbereich 150-170 Hz ein Fehler bis zu 20 %. Aufgrund der kleinen
absoluten Werte, die in einer Nullstelle des Übertragungsverhaltens approximiert
werden, ist dieses Phänomen bei der Auswertung des relativen Fehlers erwartbar.
Die Anzahl der gewählten Eigenmoden hat dabei keinen Einfluss auf die Modellgüte.
In den Abbildungen 6.6 sind ergänzend die relativen Fehler der Eigenfrequenzen in
Abhängigkeit der gewählten Anzahl von CMS-Eigenmoden pro Substruktur darge-
stellt. Zwischen zwei und zehn CMS-Eigenmoden nimmt der Fehler leicht ab, wobei
er für die ersten acht Eigenfrequenzen insgesamt auf einem sehr geringen Niveau
liegt (δf ≤ 0.1 %). Ab zehn berücksichtigten Eigenmoden stellt sich keine weitere
Verbesserung bei der Approximation der Eigenfrequenzen ein. Zusammenfassend
lässt sich feststellen, dass die Wahl der CMS-Eigenmoden im vorliegenden Fall nur
einen sehr geringen Einfluss auf die Modellgüte und den gültigen Frequenzbereich
des PROM hat. Dies kann auf die geringe Anzahl der klar getrennt auftretenden
Eigenfrequenzen zurückgeführt werden. Zudem werden bei sieben Substrukturen und
zwei Eigenmoden pro Substruktur im Modell mit der geringsten Systemordnung
bereits 14 Eigenfrequenzen berücksichtigt.
























(a) Erste bis vierte Eigenfrequenz
























(b) Fünfte bis achte Eigenfrequenz
Abbildung 6.6: Relativer Fehler der approximierten Eigenfrequenzen in Abhängigkeit
der gewählten Anzahl von CMS-Eigenmoden pro Substruktur
Als zweiter relevanter Einflussparameter bei der Modellbildung der PROM wird
der Abstand der Stützstellen für die Interpolation lokaler ROM einer Substruktur
analysiert. Der Abstand wird als Anteil und in Abhängigkeit des Nominalwertes mit
∆h = µ× hnominal beschrieben. Für die numerische Untersuchung wurden Modelle
aufgebaut, die eine Variation der Schalendicke von Substruktur V ermöglichen (vgl.
Abbildung 6.2). Um den Referenzwert hV wurden zwei lokale ROM mit jeweils hV,1 =
(1− µ)× hV und hV,2 = (1 + µ)× hV erzeugt. Der Referenzzustand wurde daraufhin
durch ein interpoliertes Modell berechnet und der relative Fehler bezüglich der
Lage der Eigenfrequenzen in Abbildung 6.7 aufgetragen. Es wurden die Stützstellen-
Abstände ∆h = µ× 8 mm mit µ = 0.05, 0.1, 0.2 und 0.3 untersucht.
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(a) Erste bis vierte Eigenfrequenz
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(b) Fünfte bis achte Eigenfrequenz
Abbildung 6.7: Relativer Fehler der approximierten Eigenfrequenzen in Abhängigkeit
des gewählten Stützstellen-Abstandes zwischen zwei benachbarten lokalen ROM
Für µ ≤ 0.1 ergibt sich dabei eine hohe Modellgüte und ein maximaler Approxi-
mationsfehler von 0.7 %. Für einen Stützstellen-Abstand µ = 0.2 mm erhöht sich
der relative Fehler bereits für die zweite Eigenfrequenz auf mehr als 6 % und wird
daher nicht für weitere Anwendungen empfohlen.
Abbildung 6.8 zeigt den relativen Fehler der Amplitude des Übertragungsverhal-
tens von Kraft zu Verschiebung in z-Richtung an Position A. In dieser Darstellung
wird die Abnahme der Modellgüte bei Vergrößerung der Stützstellen-Abstände über
den gesamten Frequenzbereich deutlich. Diese Beobachtung wird zudem durch die
H2-Normen der betrachteten Systeme gestützt. Ein Vergleich der H2-Normen in
Abhängigkeit der Stützstellen-Abstände ist in Tabelle 6.2 gegeben. Während das FE-
Referenzmodell und das PROM mit µ = 0.05 identische Werte aufweisen, steigt der
Fehler δH2 für größere Abstände deutlich an. Wie in Abschnitt 3.4.1 beschrieben,
kann die H2-Norm als ein Maß für die in der Impulsantwort enthaltenen Energie
und als durchschnittliche Verstärkung des Systems über alle Frequenzen interpretiert
werden. Demnach wirkt sich die Wahl des Stützstellen-Abstands unmittelbar auf die
Energiebilanz im Modell aus.




PROM µ = 0.05 0.3138 0.0 %
PROM µ = 0.1 0.3064 3.1 %
PROM µ = 0.2 0.2862 9.3 %
PROM µ = 0.3 0.2581 18.2 %
Die Dimension der Systemmatrizen bleibt durch den Modellparameter µ unberührt
und die Berechnungsdauer der Offline-Phase erhöht sich linear mit zunehmender
Anzahl lokaler ROM. Für den untersuchten Fall ergeben sich 31, 16, 8 und 6 lokale
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Abbildung 6.8: Relativer Fehler der Amplitude des Übertragungsverhaltens von Kraft
zu Verschiebung für PROM mit unterschiedlichen Stützstellen-Abständen gegenüber
dem Amplitudengang des Referenzmodells
ROM für den definierten Parameterraum {hmin = 4 mm ;hmax = 16 mm}.
Die dritte Einflussgröße ist die Anzahl der reduzierten Koordinaten nk, die
die Zwangsdeformationen an den Koppelstellen der Substrukturen s abbilden. Für
diesen Modellparameter wurde der mittlere relativer Fehler der Amplitude des
Übertragungsverhaltens von Kraft zu Verschiebung berechnet und in Abbildung 6.9
aufgetragen.
Die Untersuchung wurde auf Basis von CMS-Modellen mit ncms = 2 durchgeführt.
Die 36 Koppel-Freiheitsgrade in jeder Schnittstelle zwischen zwei Substrukturen
si, si+1 wurden auf jeweils 1-25 Koordinaten reduziert. Die Dimension der System-
matrizen berechnet sich demnach aus der Anzahl der Substrukturen multipliziert
mit der Anzahl der CMS-Moden und der Anzahl der Schnittstellen multipliziert mit
der Anzahl der Koppel-Freiheitsgrade n = nsub × ncms + nint × nk,i = 14 + 6× nk,i.
Die Variation dieses Modellparameters wirkt sich auf den gesamten Frequenz-
bereich gleichermaßen aus. Für den untersuchten Anwendungsfall und für einen
angestrebten Modellfehler von maximal 1 % im Frequenzbereich 0-300 Hz ist Ab-
bildung 6.9 eine Anzahl von ≥ 10 reduzierten Freiheitsgraden pro Koppelstelle zu
entnehmen.
Für die parametrische Modellbildung eines strukturdynamischen Systems, unter
Verwendung der in dieser Arbeit vorgeschlagenen Methode, lassen sich folgende Aussa-
gen zusammenfassend feststellen: Die Anzahl der Eigenmoden, die für die Component
Mode Synthesis verwendet werden, beeinflusst entscheidend den Gültigkeitsbereich
des Modells und wirkt sich hauptsächlich auf die Modellgüte im Bereich der Eigenfre-
quenzen aus. Eine Hinzunahme von Eigenmoden, die außerhalb des zu betrachtenden
Frequenzbereichs liegen, bewirkt kaum eine Verbesserung der Modellgüte. Die Anzahl
der verwendeten lokalen ROM zur Interpolation nichtlinearer Designvariablen wirkt
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g Frequenzbereich 0-300 Hz
Abbildung 6.9: Mittlerer relativer Fehler der Amplitude des Übertragungsverhaltens
von Kraft zu Verschiebung in Abhängigkeit der gewählten Anzahl von reduzierten
Koppel-Freiheitsgraden
sich ausschlaggebend auf die Dauer der Offline-Phase aus, eine gute Abtastung des
Parameterraums ist jedoch notwendig um eine ausreichende Modellgüte des PROM
zu gewährleisten. Die Anzahl der reduzierten Koordinaten in den Koppelstellen der
Substrukturen wirkt sich auf den gesamten Frequenzbereich aus. Der relative Fehler
ist dabei insbesondere in den Frequenzbereichen ohne Eigenfrequenzen beobachtbar.
Aus der numerischen Einflussanalyse ergibt sich keine allgemeingültige Aussage zur
Wahl der Modellparameter. Diese müssen immer in Abhängigkeit der Anforderung
des Anwendungsfalls gewählt werden.
6.2 Strukturoptimierung
6.2.1 Aufgabenstellung
Im Kontext des Leichtbaus und der Strukturoptimierung ist es heutzutage üblich,
Konzeptentwürfe technischer Systeme hinsichtlich des Materialaufwands, einer güns-
tigen Massenverteilung und abgestimmten Steifigkeiten zu bewerten. Hierbei kommen
nicht nur globale Topologie-Optimierungen, sondern auch Form- und Größenoptimie-
rungen zum Einsatz. Um ein verbessertes Design zu finden, werden die Dimensionen
von Querschnitten oder die Dicken von flächigen Strukturen optimiert.
Anhand des beidseitig eingespannten Biegebalkens aus Abschnitt 6.1 und unter
Verwendung eines neu entwickelten parametrischen Modells aus Kapitel 5 wird diese
Art der strukturdynamischen Analyse und Optimierung im Folgenden untersucht. Der
Balken wird hierzu in sieben gleichgroße Substrukturen mit variablen Dicken h unter-
teilt. Das Optimierungsziel ist dabei, eine minimale Durchbiegung y(h) des Balkens
bei gleichbleibender Belastung und konstanten Materialwerten zu realisieren. Zudem
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wird gefordert, dass die Masse m(h) des optimierten Balkens nicht größer als die
Masse m0 der Ausgangsversion sein darf. Das mathematische Optimierungsproblem
und die entsprechende Gleichungsnebenbedingung lauten somit:
min
h∈H
y(h) | H = {h | m(h) ≤ m0} (6.1)
mit h = {4 mm; 16 mm} und der Masse des unveränderten Balkens m0 = 2.64 kg.
Analytische Referenzlösung
Zur Validierung des FE-Modells, des PROM und später auch der Optimierungsergeb-
nisse wird zunächst die analytische Lösung des Biegebalkens bestimmt. Hierzu werden
die Verschiebungen, die Biegemomente und Querkräfte gemäß der Biegelinie aus [73]
berechnet. Die resultierenden Verläufe entlang der Längsrichtung des Biegebalkens
sind in Abbildung 6.10 dargestellt. Belastet ist der Balken mittig (x = 350 mm) mit
Fm = 100 N. Diese Lösung wird im Weiteren als analytische Referenzlösung genutzt.








































Abbildung 6.10: Verschiebungen, Biegemomente und Querkräfte an einem beidseitig
eingespannten Biegebalken mit mittiger Einzellast von Fm = 100 N
Die Differentialgleichungen der Biegelinie sind zwar für veränderliche Biege-
steifigkeiten EI und damit auch für verschiedene Balkendicken formuliert, jedoch
wird der Aufwand für die Integration der Differentialgleichungen hierbei extrem
groß. Bei praxisnahen Problemen ist eine geschlossene Lösung durch Integration der
Differentialgleichungen nicht mehr praktikabel [35].
Aus diesem Grund wird für die Lösung mit variablen Größen ein Differenzen-
verfahren verwendet. Dies basiert auf der Idee, die Differentialquotienten in der
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Differentialgleichung und die Randbedingungen eines Randwertproblems durch Diffe-
renzenquotienten zu ersetzen. Dabei wird der Biegebalken in Abschnitte aufgeteilt














wird der Sekantenanstieg von Stützstelle i − 1 zu i + 1 berechnet. Dabei ist
die Position der Stützstellen durch x, die Durchbiegung durch y und die Länge
eines Abschnitts durch h repräsentiert. Für die Berechnung der Biegelinie mit dem
Differenzenverfahren werden die ersten vier Ableitungen benötigt [35]. Die Abbildung
6.11 zeigt den Vergleich der Biegelinie aus der analytischen Berechnung und der
zentralen Differenzenformel.


















Abbildung 6.11: Vergleich der Biegelinie aus analytischer Berechnung und zentraler
Differenzenformel
Um eine Vergleichbarkeit zu den FE-Berechnungen herzustellen, wurden die
Stützstellen so gewählt, dass der Balken hier ebenfalls in sieben gleichgroße Abschnitte
unterteilt ist. Aufgrund der oben beschriebenen Approximationen und der geringen
Anzahl an Stützstellen, ist die Lösung des Differenzenverfahren - gemessen an der
maximalen Durchbiegung - mit einem relativen Fehler von 4 % behaftet.
Finite-Elemente-Modell
Als Ausgangsmodell wird das in Abschnitt 6.1 vorgestellte Finite-Elemente-Modell
des Biegebalkens verwendet. Bei mittiger Belastung mit einer Kraft von 100 N beträgt
die maximale Durchbiegung ymax = 0.338 mm mit einem relativen Fehler von ca.
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2 % im Vergleich zur analytischen Referenzlösung. Die FE-Berechnung der statischen
Lösung dauert dabei drei Sekunden.
Abbildung 6.12: Statische Verformung des Biegebalkens aus der FE-Analyse
Parametrisches ordnungsreduziertes Modell
Für die definierte Optimierungsaufgabe (Abschnitt 6.2.1) benötigt das parametrische
Modell sieben Parameter. Diese entsprechen den jeweiligen Dicken der Abschnitte des
Biegebalkens aus Abbildung 6.2. Das Ausgangsmodell weist eine konstante Dicke von
hi = 8 mm auf und der gültige Parameterraum wird von hi,min = 4 mm bis hi,max =
16 mm definiert. Hierzu werden für jede Substruktur 16 lokal reduzierte Modelle mit
einer äquidistanten Abtastung von ∆hsub = 0.8 mm berechnet. Die Systemmatrizen
werden anschließend an 151 Stützstellen bestimmt, was einer Abtastung von ∆hintp =
0.08 mm entspricht. Die Dauer der Offline-Phase, zu der die Erstellung der lokalen
ROM, der Import der Matrizen in Matlab und die Interpolation selbst zählen, beträgt
ca. zwei Minuten.
Für die CMS-Modelle der sieben Substrukturen wurden jeweils ncms = 10 Eigen-
moden berücksichtigt und die Koppel-Freiheitsgrade wurden auf nk = 10 reduziert.
Dadurch entsteht ein PROM in Darstellung eines Differentialgleichungssystems zwei-
ter Ordnung (5.44) mit der Dimension r = 80. Die Parametrierung und Berechnung
eines diskreten ROM dauert für dieses Modell 0.2 Sekunden. Die maximale Durch-
biegung für die Ausgangskonfiguration entspricht exakt dem Wert der FE-Analyse.
Alle Berechnungszeiten und relativen Fehler im Vergleich zu der Referenzlösung sind
in Tabelle 6.5 zusammengefasst.
6.2.2 Numerische Optimierung
Zur Lösung des Optimierungsproblems wurden verschiedene Verfahren verwendet.
In Matlab wurde ein meta-heuristisches Verfahren, das sogenannte Simulated Anne-
aling, implementiert und in Kombination mit dem Differenzenverfahren sowie der
79
Kapitel 6 Numerische Untersuchungen und experimentelle Validierung
entwickelten Methode zur parametrischen Modellbildung angewendet. Die numeri-
sche Vergleichslösung in ANSYS Workbench, die auf dem unreduzierten FE-Modell
basiert, wurde mit einem MOGA-Algorithmus (Multi-objective Genetic Algorithm)
[6] berechnet.
Simulated Annealing
Meta-heuristische Verfahren setzen gezielt Zufallsvariablen bei der Suche nach einem
Minimum ein. Dabei werden keine Gradienten der zu minimierenden Funktionen
benötigt, allerdings mit dem Nachteil eines erhöhten Berechnungsaufwands. Der
Vorteil solcher Verfahren besteht in der erhöhten Chance aus einem lokalen Minimum
wieder herauszufinden und somit tatsächlich das globale Minimum zu finden. Dadurch
sind sie robuster und weniger abhängig von der Wahl der Anfangswerte, wie es
beispielsweise Abstiegs- oder Gradientenverfahren sind.
Die Verfahren des Simulated Annealings basieren auf der Analogie mit dem
technisch physikalischen Prozess des Glühens von Metallen [102]. Beim Erstarrungs-
prozess von Schmelzen hängt die Güte der sich ergebenden Kristallisationszustände
von der Schmelztemperatur und der Abkühlrate ab. Je höher die Anfangstempe-
ratur und je geringer die Abkühlrate, desto höher ist die Wahrscheinlichkeit, dass
ein gewünschter Kristallisationszustand erreicht wird. Ebendies gilt beim Simula-
ted Annealing für die numerische Minimierung einer Gütefunktion. Es wird ein
Pseudotemperaturwert definiert, die bei zu schnellem Abkühlen zu unerwünschten
Ergebnissen führt. Die Ausgangstemperatur und die Abkühlrate sind dabei abhängig
von der Optimierungsaufgabe.
Der wesentliche Unterschied des Simulated Annealings verglichen mit den Abstiegs-
verfahren besteht in einer gewissen Entkommenswahrscheinlichkeit. Dies beschreibt
die Möglichkeit, durch die Wahl eines Zufallswertes einen Iterationsschritt vorzuneh-
men, der die Gütefunktion verschlechtert. Diese Wahrscheinlichkeit ist umso größer,
je höher die Pseudotemperatur ist. Aufgrund der hohen Temperatur am Anfang,
verringert sich dadurch aber die Möglichkeit in der frühen Phase des Vorgehens
in einem lokalen Minimum stecken zu bleiben. Am Ende des Verfahrens sinkt die
Temperatur sehr langsam, was Nachteile hinsichtlich der Rechenzeiten bewirken
kann.
Für die vorliegende Optimierungsaufgabe wird das folgende Vorgehen gewählt:
1. Definition von Abbruchkriterien (Minimale Pseudotemperatur oder maximale
Iterationen ohne Verbesserung des Funktionswertes).
2. Festlegung von Startentwürfen und Berechnung der zugehörigen Funktionswer-
te.
3. Generierung eines stochastischen Iterationsschritts mit zufällig gewählten Desi-
gnvariablen.
4. Berechnung des Funktionswerts.
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5. Akzeptieren des neuen Iterationsschritts in Abhängigkeit der aktuellen Pseu-
dotemperatur. Je höher die Pseudotemperatur, desto größer ist die Wahr-
scheinlichkeit, dass eine Iteration trotz Verschlechterung des Funktionswertes
akzeptiert wird.
6. Reduktion der Pseudotemperatur.
7. Ausführung der Schritte 3.-6. solange kein Abbruchkriterium erfüllt ist.
Die Hauptbedingung oder Zielfunktion der Optimierungsaufgabe ist die Mini-
mierung der Nachgiebigkeit des Biegebalkens. Hierzu stehen sieben Designvariablen,
die jeweiligen Schalendicken der Biegebalken-Segmente zur Verfügung. Als Nebenbe-
dingung wird eine konstante Gesamtmasse des Biegebalkens gefordert. Der Verlauf
der Designvariablen über die 78 Iterationen des Simulated Annealings ist in Abbil-
dung 6.13a dargestellt. Bis zur 30. Iteration lassen sich noch sehr große Variationen
der einzelnen Parameter zwischen zwei aufeinanderfolgenden Iterationen erkennen.
Danach nähern sich die Werte langsam dem Endwert an.
Für die Balkensegmente I und VII (schwarz), II und VI (blau) sowie III und V
(orange) ergeben sich aus der Optimierung identische Werte. Dies entspricht der
Erwartung, da aufgrund der Symmetrie des Biegebalkens in der x-y-Ebene und der
mittigen Belastung ein symmetrischer Aufbau des Biegebalkens plausibel erscheint.


























(a) Verlauf der Designvariablen (Dicke der
Balkensegmente)























(b) Verlauf der Zielgröße (maximale Durch-
biegung des Balkens)
Abbildung 6.13: Verlauf der sieben Designvariablen und der Zielgröße über den
Iterationen des Simulated Annealings
Den Verlauf der maximalen Durchbiegung des Balkens und somit der Zielgröße
der Minimierungsaufgabe ist in Abbildung 6.13b über die Iterationen des Simulated
Annealings dargestellt. Hier lassen sich ebenfalls in den ersten Iterationen große
Schwankungen im Funktionswert erkennen. Ab der 60. Iteration verändern sich
sowohl die Designparameter als auch der Zielfunktionswert nur noch geringfügig.
Nach 78. Iterationen und ca. 48 Minuten Berechnungszeit wurde für die optimierte
Version eine maximale Durchbiegung von y(350 mm) = 0.231mm ermittelt. Dies
entspricht einer Verbesserung von 33 % im Vergleich zum Ausgangszustand.
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Genetische Mehrzieloptimierung
Als numerische Vergleichslösung wurde die Optimierung mit der gleichen Zielfunktion
und identischen Nebenbedingungen ebenfalls in ANSYS Workbench durchgeführt.
Die Optimierung erfolgte mit dem Modul „Goal Driven Optimization“ des ANSYS
R17.2 DesignXplorers. Dieses Modul erzeugt mittels statistischer Versuchsplanung
(DOE) einen Satz FE-Modelle. Diese werden im ersten Schritt gelöst. Im Anschluss
wird eine Kriging-Antwortfläche erzeugt und mit einem genetischen Algorithmus zur
Mehrzieloptimierung (MOGA) kombiniert.
Der detaillierte Ablauf der adaptiven Mehrzieloptimierung sieht wie folgt aus:
1. Generierung der ersten Population von Lösungskandidaten (Design point).
2. Lösung der Kandidaten.
3. Berechnung der Kriging-Antwortfläche.
4. Definition der nächsten Population und Bewertung des Modellfehlers für die
neuen Lösungskandidaten.
5. Akzeptieren der Lösungskandidaten der aktuellen Population (weiter mit
Schritt 6) oder Verbesserung der Kriging-Antwortfläche (weiter mit Schritt 3).
6. Validierung der Konvergenz des Algorithmus.
7. Ausführung der Schritte 3.-6. bis der Algorithmus konvergiert ist.
Als Optimum wird schließlich der Parametersatz mit dem geringsten Abstand zu
den minimalen Zielgrößen gewählt.
Das beschriebene Verfahren bietet den Vorteil, Zwischenergebnisse grafisch dar-
stellen zu können und somit einen tiefgreifenden Einblick in die Zusammenhänge
des Gesamtsystems zu erhalten. Ein solcher Zusammenhang ist in Abbildung 6.14a
beispielhaft für die lokalen Sensitivitäten der Designparameter bezüglich der ma-
ximalen Durchbiegung und Gesamtmasse des Biegebalkens dargestellt. Die lokalen
Sensitivitäten beschreiben hierbei, wie empfindlich die Funktionswerte auf kleine
Änderungen von Eingangsparametern reagieren. Die Variation der Dicke der Bal-
kensegmente wirkt sich, wie es zu erwarten war, jeweils in gleicher Weise auf die
Gesamtmasse aus. Bezüglich der maximalen Durchbiegung lassen sich die Segmente
I, IV und VII identifizieren, die den wesentlichen Einfluss auf die Zielgröße besitzen.
In Abbildung 6.14b ist die abgeleitete Kriging-Antwortfläche für die maximale
Durchbiegung in Abhängigkeit der Balkendicke von Segment I und IV dargestellt.
Diese Antwortflächen werden für alle Parameter berechnet und nachfolgend für die
Auswahl der nächsten Population sowie der Bewertung des Modellfehlers genutzt.
Für den untersuchten Anwendungsfall konvergierte der Algorithmus nach der
Berechnung von 1050 Lösungskandidaten, wobei für die erste Population 100 und
für jede weitere Iteration 50 Kandidaten erzeugt wurden. Die Gesamtdauer der
Optimierung betrug ca. 4 Stunden 25 Minuten und lieferte eine Konfiguration des
Biegebalkens mit einer maximalen Durchbiegung von y(350 mm) = 0.250mm. Dies

























(a) Lokale Sensitivitäten der Designpara-
meter bezüglich maximaler Durchbiegung
und Gesamtmasse des Biegebalkens
(b) 3D-Darstellung der abgeleiteten Ant-
wortfläche für die maximale Durchbiegung
in Abhängigkeit zwei beispielhaft gewählter
Designparameter
Abbildung 6.14: Zwischenergebnisse der FE-Optimierung mittels ANSYS Workbench
6.2.3 Bewertung und Diskussion der numerischen Untersu-
chungen
Neben den bereits vorgestellten Optimierungen auf Basis der ordnungsreduzierten
und vollen FE-Modelle, wurde das analytische Referenzmodell des Differenzenver-
fahrens kombiniert mit dem Simulated Annealing-Algorithmus ebenfalls für eine
Optimierung genutzt. Die Ergebnisse der drei Optimierungsverfahren sowie die
statische Verformung des Ausgangsmodells sind in Abbildung 6.15 dargestellt.




















Abbildung 6.15: Statische Verformung des Biegebalkens für verschiedene optimierte
Lösungen im Vergleich zu dem Ausgangsmodell
Alle drei optimierten Lösungen konnten eine Verbesserung der statischen Stei-
figkeit des beidseitig eingespannten Biegebalkens erreichen. Die beste Lösung mit
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minimaler Durchbiegung wurde mittels Modellen aus dem Differenzenverfahren erzielt.
Hierbei wurde der Maximalwert um 44 % reduziert. Die in dieser Arbeit vorgestellten
parametrischen Modelle in Verbindung mit einem geeigneten meta-heuristischen
Optimierungsverfahren konnten die maximale Durchbiegung um 33 % verringern. Die
numerische Vergleichslösung (vgl. Abschnitt 6.2.2) schnitt mit einer Reduktion von
27 % am schlechtesten ab. Zudem wurde die Nebenbedingung nicht eingehalten und
die Gesamtmasse des Biegebalkens durch die Variation der Balkendicken unzulässig
erhöht. Die Zielgrößen und Nebenbedingungen sind in Tabelle 6.3 zusammengefasst.
Tabelle 6.3: Ergebnisse der Optimierung
Maximale Durchbiegung Gewicht
Ausgangsmodell 0.345 mm 2.64 kg
Differenzenverfahren 0.192 mm (−44 %) 2.64 kg (±0 %)
FEM 0.250 mm (−27 %) 2.74 kg (+4 %)
PROM 0.231 mm (−33 %) 2.64 kg (±0 %)
Die resultierenden Werte der optimierten Designvariablen sind in Tabelle 6.4
aufgelistet. Es lässt sich erkennen, dass die sensitiven Parameter (vgl. Abbildung
6.14a) erwartungsgemäß die höchsten Werte aufweisen.
Tabelle 6.4: Resultierende Werte der Designvariablen nach der Optimierung
I II III IV V VI VII
Ausgang 8 mm 8 mm 8 mm 8 mm 8 mm 8 mm 8 mm
Diff.-Verf. 10.6 mm 4 mm 8.7 mm 9.5 mm 8.1 mm 4 mm 11.1 mm
FEM 10.5 mm 5.2 mm 8.6 mm 10.3 mm 8.1 mm 5.4 mm 9.8 mm
PROM 9.1 mm 4.6 mm 8.6 mm 11.4 mm 8.6 mm 4.6 mm 9.1 mm
Neben den Optimierungsergebnissen wird im Hinblick auf eine spätere Nutzung der
Modelle in Echtzeit-Anwendungen ebenfalls die Effizienz der Berechnung untersucht.
Die Berechnungszeiten und dazugehörigen relativen Fehler der Berechnungsergebnisse
bezüglich der analytischen Referenzlösung (vgl. Abschnitt 6.2.1) sind in Tabelle
6.5 zusammengefasst. Im Vergleich zu der Optimierung mit vollen FE-Modellen
konnte die Optimierung mit PROM in ca. 18 % der Zeit durchgeführt werden.
Eine einzelne statische Analyse dauert dabei nur ca. 1 % der ursprünglichen Zeit.
Die relativen Fehler bezüglich der Referenzlösung liegen für beide Verfahren in der
gleichen Größenordnung.
Durch die erhöhte Recheneffizienz der PROM wird es möglich anderweitige, heut-
zutage selten für strukturmechanischen Optimierungen verwendete Verfahren nutzbar
zu machen. Ein solches Verfahren stellt beispielsweise das Simulated Annealing dar.
Insbesondere am Ende des Verfahrens, wenn die Pseudotemperatur sehr langsam
sinkt, kann es zu erhöhten Rechenzeiten kommen. In Kombination mit unreduzierten
FE-Modellen ist dieses Vorgehen in der Phase der Konzeptfindung häufig unwirt-
schaftlich. Durch die Nutzung von effizienten Modellen können die beschriebenen
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Tabelle 6.5: Berechnungszeiten und relativer Fehler der Berechnungsergebnisse
Diff.-Verf. FEM PROM
Dauer Modellerstellung - - 120 s
Dauer Statische Analyse < 0.1 s 15 s 0.2 s
Dauer Optimierung 30 s 4 h 25 min 47min 45 s
Relativer Fehler 4 % 2 % 2 %
Nachteile jedoch abgefangen werden. Die Ergebnisse in Tabelle 6.3 zeigen, dass das
entwickelte Verfahren zur Modellbildung parametrischer Modelle bestens zur Struktu-
roptimierung sowie zur Bewertung von Konzepten und prinzipiellen Lösungsansätzen
geeignet ist.
Abschließend wurden die optimierten Werte zur Probe in das FOM eingesetzt.
Die Abbildung 6.16 zeigt die statische Verformung des Biegebalkens mit den finalen
Designvariablen (PROM). Das Ergebnis der FE-Analyse mit Parametern aus der
Optimierung mit PROM zeigt im Vergleich zur Lösung mit dem ordnungsreduzierten
Modell eine geringfügig höhere maximale Durchbiegung in der Balkenmitte. Die
Abweichungen ergeben sich aufgrund des Fehlers, der bei der Interpolation der lokalen
ROM auftritt. Durch die Wahl einer kleineren Abtastung ∆hsub kann bei Bedarf der
Fehler zwischen PROM und FOM reduziert werden. Das Resultat der Optimierung
mit PROM ist jedoch weiterhin besser als die optimierte Variante unter Verwendung
des vollen FE-Modells. Zudem werden die Nebenbedingungen eingehalten und die
Rechenzeit deutlich verringert.
Abbildung 6.16: Statische Verformung des Biegebalkens aus der FE-Analyse mit
Parametern aus der Optimierung mit PROM
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6.3 Experimentelle Validierung des parametrischen
Strukturmodells
In den vorangegangenen Abschnitten wurde die Methode zur parametrischen Modell-
bildung strukturdynamischer Systeme vorgestellt und die Leistungsfähigkeit anhand
eines numerischen Anwendungsfalls untersucht. Der Fokus der Anwendung lag dabei
auf der Konzeptfindung und der Optimierung. Als integraler Teil der modellbasier-
ten Entwicklung sollen die entwickelten Methoden und Modelle ebenfalls in der
Validierungsphase genutzt werden können. Das Anwendungsziel der Modelle soll
die systematische Untersuchung und Bewertung konstruktiver Parameter in einer
variablen hybriden (numerischen und experimentellen) Entwicklungsumgebung sein.
Die Bewertung der Leistungsfähigkeit der parametrischen ordnungsreduzierten
Modelle soll im Folgenden damit abgeschlossen werden, dass die Umsetzbarkeit
des erarbeiteten Ansatzes anhand eines Laborversuches nachgewiesen wird. Der
Schwerpunkt der experimentellen Validierung liegt dabei auf dem Nachweis der Echt-
zeitfähigkeit und Parametrierbarkeit der Modelle zur Laufzeit. Für den Laborversuch
wird der in Abschnitt 6.1 vorgestellte beidseitig eingespannte Biegebalken genutzt.
6.3.1 Versuchsaufbau
Für die experimentelle Validierung des parametrischen Strukturmodells wird der
in Abbildung 6.17a dargestellte Versuchsaufbau verwendet. Der Aufbau besteht im
Wesentlichen aus einem Echtzeitsystem inklusive Anti-Aliasing- sowie Rekonstrukti-
onsfilter, einem Signalverstärker, einem elektrodynamischen Shaker, der dynamischen
Balkenstruktur sowie einem Beschleunigungsaufnehmer. Der beidseitig eingespannte
Balken stellt dabei das nachzubildende physische System dar. Um eine möglichst
definierte feste Einspannung zu realisieren, ist der Balken an seinen Enden mit zwei
Einspannungsblöcken (Abbildung 6.17b) und diese wiederum mit dem Labortisch
verschraubt. Die Anregungskräfte und Beschleunigungen am Balken werden senkrecht
zur Balkenlänge und -breite eingeleitet bzw. gemessen.
Die Generierung der Anregungssignale, die Steuerung des Versuchsablaufes und
die Auswertung der Messsignale erfolgt digital in Echtzeit auf einem dSpace-System
(DS1006) mit einem integrierten Analog-Digital-Wandler (DS2003 A/D-Karte, 32
Kanäle, 16 Bit) sowie einem Digital-Analog-Wandler (DS2103 D/A-Karte, 32 Kanäle,
14 Bit). Eine schematische Darstellung des Versuchsaufbaus ist in Abbildung 6.18
gegeben. Für die Validierung des Modells wird der Biegebalken mit einer geregelten
Kraft angeregt. Das selbe Signal wird sowohl in das Echtzeitmodell als auch in das
physikalisch vorhandene System eingespeist. So kann sichergestellt werden, dass
die numerische Simulation und der experimentelle Aufbau dieselben Eingangsdaten
besitzen. Die resultierende Beschleunigung am Balken wird kollokiert an der Position
A (x = 480 mm) gemessen.
Die experimentellen Untersuchungen wurden an zwei unterschiedlichen Konfigura-
tionen des Biegebalkens durchgeführt. Die erste Konfiguration entspricht dem bereits
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(a) Beidseitig eingespannter Biegebalken
(b) Einspannung (c) Zusatzmasse
Abbildung 6.17: Versuchsaufbau
vorgestellten unveränderten Ausgangssystem. Durch Anbringen einer zusätzlichen
Masse an Position B (x = 300 mm) kann das dynamische Verhalten verändert und
eine zweite Konfiguration erzeugt werden. Die Zusatzmasse (mz = 0.3 kg) wird durch
einen magnetischen Sockel mit der Grundstruktur verbunden (Abbildung 6.17c).
Somit kann während des Versuchs zwischen den Konfigurationen geschaltet werden.
Das gemessene Übertragungsverhalten von Kraft zu Beschleunigung an Position
x = 480 mm mit und ohne zusätzlicher Masse ist in Abbildung 6.19 dargestellt. Der
gemessene Frequenzgang ohne Zusatzmasse besitzt Extrema bei 81.3 Hz, 215 Hz und
437.5 Hz. Die Massenänderung bewirkt ein Verschieben der Eigenfrequenzen. Für
die veränderte Konfiguration des Biegebalkens lassen sich aus der experimentellen
Analyse die Werte 76.6 Hz, 223.8 Hz und 444.2 Hz ablesen.
6.3.2 Parametrisches Balkenmodell
Mit den in Kapitel 5 vorgestellten Methoden der Modellreduktion wurde aus dem
FE-Modell des Biegebalkens ein echtzeitfähiges Simulationsmodell abgeleitet. Das
parametrische Modell besitzt 35 Parameter. Diese entsprechen jeweils dem Elas-
tizitätsmodul, der Dichte, den Rayleigh-Dämpfungsbeiwerten und den Dicken der
Abschnitte des Biegebalkens aus Abbildung 6.2. Die Ausgangswerte und gültigen
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Abbildung 6.18: Schematische Darstellung des Versuchsaufbaus
Parameterräume entsprechen denen aus Abschnitt 6.1.
Für die CMS-Modelle der sieben Substrukturen wurden jeweils ncms = 4 Eigen-
moden berücksichtigt und die Koppel-Freiheitsgrade wurden auf nk = 2 reduziert.
Dadurch entsteht ein PROM in Darstellung eines Differentialgleichungssystems zwei-
ter Ordnung (5.44) mit der Dimension r = 40. Die Parametrierung und Berechnung
eines diskreten ROM mit aktualisierten Parametern dauert für dieses Modell 0.1 Se-
kunden. Die zugrundeliegende Zeitbereichssimulation, schematisch dargestellt in
Abbildung 6.20 wird mit Hilfe von Matlab/Simulink berechnet. Die Werkzeugkette
besteht aus ANSYS R17.2, Matlab R2013a und dSPACE Release 2013-A.
Aufgrund der zeitvarianten Systemmatrizen des parametrischen Modells wurde
der erweiterte Simulink-Block eines Zustandsraummodells, vorgestellt in Abschnitt
5.2.5, verwendet. Die aktuell gültigen Matrizen werden in einer eingebetteten Matlab-
Funktion zur Laufzeit des Simulink-Modells berechnet und gemäß Blockschaltdia-
gramm in Abbildung 6.20 integriert. Für den Aufbau des neuen Zustandsraummodells
sind nur Matrixmultiplikationen notwendig, was eine effiziente Lösung des Systems
begünstigt.
Für die Zeitbereichssimulation gemäß Abbildung 6.20 muss ein echtzeitfähiges
Modell des Biegebalkens vorhanden sein. Dabei sollen Modellzeit und Echtzeit in
jedem Zeitschritt synchron laufen. Die Echtzeitforderung wird erfüllt, wenn die
Durchlaufzeit tl eines Zeitschritts der Simulation kleiner als das Abtastintervall ts





bewertet und gilt für Werte größer als eins als erfüllt. Die Durchlaufzeit tl wird
vom Echtzeitsystem zur Verfügung gestellt und hängt von der Modellgröße, dem
verwendeten Gleichungslöser und der Leistungsfähigkeit der eingesetzten Hardware
ab. Der mittlere Echtzeitkoeffizient beträgt für die untersuchte Anwendung r̄rt ≥ 3.
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Messung mit Masse (x=480mm)
Abbildung 6.19: Gegenüberstellung des gemessenen Übertragungsverhalten von Kraft
zu Beschleunigung an Position x = 480 mm mit und ohne zusätzliche Masse
6.3.3 Modellabgleich und Modellaktualisierung
Zur Validierung von numerischen Modellen werden häufig experimentell ermittelte Da-
ten verwendet. Zunächst muss dabei die Modellstruktur hinsichtlich vorgenommener
Idealisierungen überprüft und gegebenenfalls angepasst werden. Im vorliegenden Fall
wurde ein einfaches System betrachtet und die etablierte Finite-Elemente-Methode
zur Modellbildung genutzt. Somit wird angenommen und im Weiteren vorausgesetzt,
dass die Abweichungen zwischen Versuch und Modell durch Anpassungen geeigneter
physikalischer Parameter durchgeführt werden können.
Da selbst in diesem einfachen Anwendungsbeispiel eine Vielzahl von Parametern
Abbildung 6.20: Zeitbereichssimulation in Simulink
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zu berücksichtigen sind, besteht die Notwendigkeit zur automatisierten und computer-
gestützten Modellanpassung. Die parallel zum Versuch laufende Echtzeit-Simulation
erfordert eine ständige Aktualisierung des Simulationsmodells. Nach der Detektion
einer Zustandsänderung muss daraufhin ein zeitnahes Modellupdate erfolgen. Im
Folgenden wird die Verwendung des entwickelten parametrischen Strukturmodells
vorgestellt, mit dem ein gezielter Abgleich erfolgen kann.
Um die Auswahl der Parameter zu erleichtern und die Einflussmöglichkeiten im
Vorhinein abzuschätzen, wurde eine Sensitivitätsanalyse durchgeführt. Hierdurch
werden die effektivsten Modellparameter identifiziert, die bei einer Änderung eine
größtmögliche Auswirkung auf das Systemverhalten zeigen. Diese Analyse liefert
dabei jedoch keinen Hinweis auf eine mögliche physikalische Bedeutsamkeit. Durch
eine stärkere Gewichtung der sensitiven Parameter im späteren Modellabgleich wird
allerdings eine Beschleunigung des Verfahrens erwartet.
Das gewählte Versuchsszenerio lässt sich in drei Zeitabschnitte unterteilen. Die
Abschnitte sind in Abbildung 6.21 mit den römischen Zahlen I, II und III gekenn-
zeichnet. Vor der eigentlichen Validierung des parametrischen Strukturmodells wird
der Versuch gestartet und der Balken durch eine harmonische Krafterregung zu
Schwingungen angeregt. Die Anregungsfrequenz beträgt 80 Hz.
Im oberen Teil der Darstellung sind die experimentell erfassten Beschleunigun-
gen am Biegebalken im Zeitbereich aufgetragen. Im Vergleich dazu sind unten die
simulierten Zeitdaten dargestellt.




































Abbildung 6.21: Gegenüberstellung der gemessenen und simulierten Beschleunigung
im Zeitbereich
In Abbildung 6.22 sind zudem die gemessenen und simulierten Beschleunigungen
im Zeitbereich als Detailansichten der Abschnitte I, II und III gegenübergestellt.
Der Versuchsabschnitt I beginnt mit der Inbetriebnahme des parametrischen
Strukturmodells. Aufgrund der sprunghaften Änderung der Anregung kommt es
zunächst zu einem Einschwingvorgang. Sobald die freien Schwingungen abgeklungen
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Abbildung 6.22: Gegenüberstellung der gemessenen und simulierten Beschleunigung
im Zeitbereich
sind, wird eine erste Parameteranpassung durchgeführt. Abbildung 6.22a zeigt den
zeitlichen Verlauf der Beschleunigungen in dieser Phase des Versuchs. Der Modellab-
gleich erfolgt hierbei in zwei Schritten. Zunächst werden die Abweichungen zwischen
gemessener und numerisch berechneter Amplitude und Phase der Schwingungen
minimiert. Hierzu werden die physikalischen Parameter Elastizitätsmodul, Dichte
und Schalendicke optimiert. Das mathematische Optimierungsproblem wird mit
min
p∈P
e(p) | P ⊂ R (6.4)
beschrieben. Dabei wird die Funktion e zur Berechnung des relativen Fehlers zwischen





+ |Hsim(p)| − |Hmess|
|Hmess|
)
× 100 %, (6.5)
mit der Matrix p, die alle Designvariablen [Es, ρs, hs] der Substrukturen s beinhaltet,
der Amplitude |H| und der Phase ϕ der Frequenzantwort.
Dabei wird durch die stärkere Gewichtung besonders sensitiver Parameter eine
schnellere und effizientere Anpassung ermöglicht. Zur Optimierung wird das Simula-
ted-Annealing-Verfahren mit geringer Starttemperatur Tstart = 10−4 und relativ hoher
Minimal-Temperatur Tmin = 10−5 genutzt. Die Pseudotemperaturen können prozess-
begleitend adaptiv angepasst werden, sofern keine geeignete Lösung gefunden wird.
Ein geringer Temperaturbereich bzw. eine hohe Abkühlrate führen zu einer schnellen
Näherungslösung, wobei unter Umständen eine ungünstigere Zwischenlösung final
akzeptiert wird. Im zweiten Schritt werden abschließend die Dämpfungsbeiwerte
berechnet. Unter Verwendung der beschriebenen Methoden und Einstellungen ist
nach ca. zwei Sekunden ein geeignetes Parameterset gefunden.
Der nächste Abschnitt startet mit der Aktualisierung der Systemmatrizen. Auch
hier ist zunächst ein Einschwingvorgang zu beobachten. Im Anschluss stimmt das
berechnete und das gemessene Signal sehr gut überein. Ein geringfügiger Fehler in
der Phase kann durch den Algorithmus nicht ausgeglichen werden. Abschnitt II endet
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mit der Änderung des dynamischen Verhaltens der physikalischen Balkenstruktur.
Durch Anbringen der zusätzlichen Masse an Position x = 300 mm werden die
Eigenfrequenzen, wie in Absatz 6.3.1 beschrieben, signifikant verschoben.
In Abschnitt III wird der Anstieg des Fehlers zwischen Messung und Simulation
festgestellt und eine erneute Anpassung der physikalischen Parameter durchgeführt.
Das Vorgehen ist dabei zu Abschnitt I identisch. Nach ca. drei Sekunden ist in diesem
Fall ein neues geeignetes Parameterset berechnet und nach sechs Sekunden stimmen
Messsignal und berechnetes Signal erneut gut überein (Abbildung 6.22c).
Die berechneten Materialparameter der einzelnen Substrukturen des Biegebalkens
am Beispiel der Dichte sind in Abbildung 6.23 dargestellt. Vor der Massenänderung
sind die Dichten der Balkensegmente nahezu unverändert identisch und liegen im
Bereich der Ausgangskonfiguration von ρ = 7850 kg/m3. Nach der Massenänderung
ergeben sich erhöhte Werte für die Segmente V und VI. Dies bewirkt eine Erhöhung
der Gesamtmasse von 2.64 kg auf 2.97 kg und entspricht einer simulativ identifizierten
Zusatzmasse von 0.33 kg. Im Vergleich zu der tatsächlichen Änderung am physischen


















Abbildung 6.23: Materialparameter Dichte der einzelnen Substrukturen des Biegebal-
kens vor und nach der Massenänderung
Abschließend sind in den Abbildungen 6.24 und 6.25 die aktualisierten Übertra-
gungsfunktionen von Kraft zu Beschleunigung an Position x = 480 mm dargestellt.
Die Frequenzgänge stimmen bis 300 Hz gut überein. Insbesondere der Amplitu-
dengang im Bereich der ersten beiden Eigenfrequenzen wird sehr gut approximiert.
Der Phasengang weist in den Eigenfrequenzen und vor allem in den Nullstellen des
Frequenzgangs deutlich sichtbare Abweichungen auf. Diese Beobachtung deckt sich
mit den Ergebnissen im Zeitbereich, bei denen ebenfalls die Phase nicht optimal
abgeglichen werden konnte.
Der Vergleich der H2-Norm zeigt eine ebenso gute Übereinstimmung. Der Fehler
zwischen gemessenen und berechneten Signalen liegt bei 1.3 % bis 6 %.
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Abbildung 6.24: Gegenüberstellung des gemessenen und simulierten Übertragungs-
verhalten von Kraft zu Beschleunigung an Position x = 480 mm
Tabelle 6.6: Vergleich der H2-Normen zwischen gemessenem und berechnetem Fre-
quenzgang an Position x = 480 mm
Ohne Zusatzmasse Mit Zusatzmasse
Messung 121.1 66.9
Simulation 119.6 (−1.3 %) 62.9 (−6.0 %)
6.3.4 Bewertung und Diskussion der experimentellen Vali-
dierung
Im vorangegangenen Abschnitt wurde die Modellvalidierung mittels experimenteller
Analysen und einem parallel laufenden virtuellen Modell untersucht. Die Validierung
und Parameteranpassung erfolgte anhand zweier unterschiedlicher Konfigurationen
des Biegebalkens. Das Ziel war die Integration eines echtzeitfähigen parametrischen
Modells einer mechanischen Struktur in eine experimentelle Versuchsumgebung. Dabei
sollen konstruktive Parameter in einer variablen hybriden Entwicklungsumgebung
systematisch untersucht, bewertet und angepasst werden.
Das Vorgehen wurde anhand eines einfachen mechanischen Systems erprobt.
Hierbei konnte der Ansatz zur Modellanpassung eine hohe Korrelation zwischen
numerischen und experimentell ermittelten Daten erzielen. Im Vergleich zum Aus-
gangszustand konnten die Abweichungen im Frequenzgang bis 300 Hz erheblich
reduziert werden. Die zusätzliche angebrachte Masse konnte bezüglich ihrer Anbin-
dungsstelle identifiziert werden und die Größenordnung der Veränderung konnte
abgeschätzt werden.
Die vorgenommenen Parameteränderungen sind dabei nicht notwendigerweise
physikalisch korrekt. Eine entsprechende Abschätzung wird durch das untersuchte
Verfahren nicht ermöglicht. Vielmehr werden die neuen Parameter so gewählt, dass
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Messung mit Masse (x=480mm)
Simulation
Abbildung 6.25: Gegenüberstellung des gemessenen und simulierten Übertragungs-
verhalten von Kraft zu Beschleunigung an Position x = 480 mm mit zusätzlicher
Masse
die Abweichungen zwischen Experiment und Modell lediglich aus mathematischer
Sicht möglichst zeitnah reduziert werden. Ob eine Parameteränderungen zulässig ist,
muss im Nachgang für jeden Anwendungsfall einzeln entschieden werden. Dies gilt
insbesondere für Parameter, die beispielsweise das dynamische Verhalten und gleich-
zeitig die statische Nachgiebigkeit beeinflussen (vgl. Abschnitt 5.3). Im vorliegenden
Fall trifft dies auf Dickenänderungen der Balkensegmente zu.
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In dieser Arbeit wurde eine Methode zur parametrischen Modellbildung strukturdy-
namischer Systeme entwickelt und anhand von numerischen Untersuchungen erprobt.
Zudem wurde die Leistungsfähigkeit der parametrischen Modelle in einem Laborver-
such validiert. Im folgenden Kapitel soll das entwickelte Vorgehen auf komplexere,
industrienahe Anwendungen übertragen werden. Zunächst wird die Auslegung und
Optimierung einer Fahrzeugkomponente und anschließend die Anwendung in einer
hochdynamischen Versuchseinrichtung betrachtet.
7.1 Strukturdynamische Analyse und Optimierung
eines Federbeindoms
7.1.1 Ausgangsmodell und Randbedingungen
Die stetig steigende Systemkomplexität unter anspruchsvollen wirtschaftlichen und
ökologischen Rahmenbedingungen stellt eine maßgebliche Herausforderung im mo-
dernen Fahrzeugbau dar. Dabei spielen Leichtbaulösungen auf Komponenten- und
insbesondere Systemebene eine immer wichtigere Rolle. Im Rahmen des EU-Projekts
Alliance (AffordabLe LIghtweight Automobiles AlliaNCE, Förderkennzeichen GA Nr.
723893) wurde ein Konzept zur Identifikation und Evaluation von Leichtbaupoten-
tialen aufgezeigt und an realen Fahrzeug-Komponenten umgesetzt.
Insbesondere bei der Gestaltung von effizienten und nachhaltigen Fahrzeugkonzep-
ten nimmt die Bedeutung des Leichtbaus stetig zu. Neben weiteren Aspekten führt
die Zunahme der Werkstoffvielfalt dazu, dass der Auswahlprozess für die optimale
Leichtbautechnologie einer sehr hohen Komplexität unterliegt. Dabei werden neben
dem Leichtbaupotenzial auch die Kosten, der Umwelteinfluss über den gesamten Le-
benszyklus sowie die zugehörige Technologieunsicherheit betrachtet. Zur Umsetzung
eines effizienten und objektiven Auswahlprozesses werden daher geeignete Werkzeuge
und Methoden benötigt, die innovative Lösungsansätze bereits in der Konzeptfin-
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dung bewerten. In diesem Kontext wird im Folgenden die Leistungsfähigkeit der
entwickelten parametrischen ordnungsreduzierten Modelle diskutiert.
Als Ausgangszustand des Entwicklungsprozesses dient der Federbeindom samt
Anbauteilen eines Serienfahrzeugs aus dem Modelljahr 2016 (Abbildung 7.1). Die
Komponenten des Referenz-Federbeindoms bestehen dabei vollständig aus Stahlble-
chen (E = 210 GPa, ρ = 7850 kg/m3, ν = 0.3).
Abbildung 7.1: Ausgangsmodell des Federbeindoms aus einem Serienfahrzeug
Zunächst wurden einige Geometrievereinfachungen am CAD-Modell des Serien-
Designs durchgeführt. Unerwünschte Geometrien, die erwartungsgemäß keinen rele-
vanten Einfluss auf die statischen und dynamischen Eigenschaften des Gesamtsystems
besitzen, wurden entfernt. Sofern möglich, wurden zudem Volumenkörper durch Mit-
telflächenmodelle ersetzt. Hieraus ergeben sich Vorteile für die strukturmechanische
Optimierung, da somit die Schalendicke einer Substruktur als Designvariable genutzt
werden kann. Ein Überblick über die resultierenden Komponenten des vereinfachten
Modells des Federbeindoms wird in Tabelle 7.1 gegeben.
Neben der Anzahl der Freiheitsgrade des FOM sind zudem die Anzahl der
Eigenfrequenzen bis 500 Hz gelistet. Dieser Wert bestimmt maßgeblich die Anzahl
der CMS-Eigenmoden, die das parametrische lokale ROM der einzelnen Komponente
mindestens beinhalten muss, um die Dynamik in diesem Frequenzbereich hinreichend
abbilden zu können. Um die Approximationsgüte zu erhöhen, sollten bei hoher
Modendichte weitere Eigenmoden berücksichtigt werden. In der vorliegenden Arbeit
wurden alle Moden bis 700 Hz einbezogen.
Für die sieben Komponenten des Federbeindom-Gesamtsystems wurden gemäß
Abschnitt 5.2.1 ordnungsreduzierte Modelle mit den in Tabelle 7.1 angegebenen
Anzahl von Freiheitsgraden erzeugt. Für die Komponenten I, II, III, V und VI wurden
zudem lokal interpolierbare Mittelflächenmodelle mit jeweils einem Stützstellen-
Abstand von µ = 0.1 aufgebaut. Die Koppel-Freiheitsgrade wurden aufgrund der
Anzahl der Komponenten und der entsprechenden Schnittstellen durch die Berechnung
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I 114906 6 10
II 205002 4 6
III 34230 4 6
IV 56199 1 3
V 107148 12 20
VI 74142 6 10
VII 93978 3 5
685605 10 60
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von ordnungsreduzierten Koordinaten, welche die Zwangsdeformationen an den
Koppelstellen der Substrukturen abbilden, vermindert. Hierzu wurde, wie in Abschnitt
5.2.4 beschrieben, die Methode des Balancierten Abschneiden verwendet. Somit
wurde sichergestellt, dass die Zustände mit dem höchsten Energieübertrag von den
Ein- zu den Ausgängen des Systems beibehalten wurden. Ein Überblick über die
Schnittstellen zwischen den einzelnen Komponenten des vereinfachten Federbeindoms
wird in Tabelle 7.2 gegeben.









I - II 72 1
II - III 213 2
II - IV 345 2
II - V 88 1
II - VI 130 1
IV - V 457 2
IV - VII 646 2
V - VI 276 1
Durch die Anwendung des entwickelten Verfahrens zur parametrischen Modellbil-
dung strukturdynamischer Systeme wurde das initiale FE-Modell des Federbeindoms
von 685605 Freiheitsgraden auf 73 reduzierte Freiheitsgrade vermindert. Dies ent-
spricht einer Reduktion der Freiheitsgrade auf kleiner 0.02 %. Der Vergleich der
Berechnungszeiten für eine Modal- (MA) und eine Frequenzganganalyse (FRF) für
das FE-Modell der Serie, das vereinfachte FE-Modell sowie das parametrisch ord-
nungsreduzierte Modell des Federbeindoms ist in Tabelle 7.3 aufgeführt. Für das
PROM lässt sich eine erhebliche Steigerung der Recheneffizienz erzielen.
Tabelle 7.3: Vergleich der Berechnungszeiten für die Modalanalyse und das Übertra-
gungsverhalten am Federbeindom für verschiedene FOM und PROM
Modell Freiheitsgrade Rechenzeit MA Rechenzeit FRF
FE-Modell Serie 411364 7 min 8 s 11 min 22 s
Vereinfachtes FE-Modell 231732 2 min 57 s 6 min 22 s
PROM 73 3 s 7 s
Die Übereinstimmung des PROM mit dem FOM ist anhand der Verläufe der
berechneten Eigenfrequenzen in Abbildung 7.2 dargestellt. Bis 700 Hz approximiert
das reduzierte Modell das Ausgangsmodell mit Abweichungen bis maximal 2 %.
Dies entspricht den ersten 18 Eigenfrequenzen. Für die Konzeptfindung und die
Optimierungsphase der modellbasierten Entwicklung, in denen die Untersuchung,
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Analyse und Bewertung einer prinzipiellen Lösungsidee im Vordergrund steht wird
diese Modellgüte als ausreichend angesehen.


















Abbildung 7.2: Verlauf der Eigenfrequenzen des Federbeindoms - Vergleich zwischen
FOM und PROM
7.1.2 Optimierung des strukturmechanischen Verhaltens
Das Federbeinlager, welches sich im Federbeindom abstützt, bildet die Schnittstelle
zwischen Federbein und Karosserie. Der Federbeindom nimmt dabei die statischen
Kräfte der Karosserie auf und stützt fahrdynamische Kräfte ab. Zudem sollen zur
Komfortsteigerung Abroll- und Straßengeräusche von der Karosserie isoliert werden.
Hieraus ergeben sich die Anforderungen einer hohen statischen Steifigkeit und einem
geringen dynamischen Übertragungsverhalten am Scheitel des Federbeindoms in
Hochrichtung. Die Hochrichtung entspricht der Richtung der Krafteinleitung bei
Anregungen aus dem Fahrwerk.
Folglich wird die Optimierung des strukturmechanischen Verhaltens mit den
folgenden Zielen durchgeführt:
1. Reduktion des Gesamtgewichts des Federbeindoms bei
2. gleichbleibender oder höherer statischer Steifigkeit am Scheitel des Federbein-
doms in Hochrichtung und
3. gleichbleibender oder niedrigerer maximaler Amplitude des Übertragungsver-
haltens von Kraft zu Verschiebung an ebendieser Stelle im Frequenzbereich
0-500 Hz




m(p) | P = {p | |Hstat(p)| ≤ |Hstat,0| ; max(|H(p)|) ≤ max(|H0|)} (7.1)
99
Kapitel 7 Anwendung und Bewertung der entwickelten Methode
mit den Desginvariablen p = [Es, ρs, hs], der Übertragungsfunktion H im Bereich
0-500 Hz sowie dem statischen Anteil der Übertragungsfunktion Hstat.
Auf Basis des parametrischen Modells des Federbeindoms (Abschnitt 7.1.1) sowie
des in Abschnitt 6.2.2 beschriebenen Optimierungsverfahren wurde eine numerische
Optimierung des statischen und dynamischen Verhaltens durchgeführt. Mittels einer
solchen multidisziplinären Mehrzieloptimierung ist es möglich, optimale Designpara-
meter zu bestimmen und die Wechselwirkungen zwischen den einzelnen Substrukturen
unmittelbar zu berücksichtigen.
Die Simulated Annealing-Optimierung wurde mit den Pseudotemperaturen von
Tstart = 10−2 und Tmin = 10−8 und der maximalen Anzahl von Iterationen ohne
Verbesserung des Funktionswertes von nmax,it = 1000 durchgeführt. Nach jeweils
fünf Iterationen wurden die berechneten Designvariablen mit im Automobilbau
üblichen Materialien und Materialkombinationen aktualisiert. Dabei wurde jeweils
das Material mit der geringsten Abweichung zwischen Ist- und Sollwert für den
Elastizitätsmodul E gewählt. Ein Auszug aus den für die Optimierung verwendeten
Materialien ist in Tabelle 7.4 angegeben.
Tabelle 7.4: Auszug aus für die Optimierung verwendeten Materialien
Material E in GPa ρ in g/cm3 ν
Endlosglasfaserverstärkter Kunststoff 32 1,67 0,35
Warmumgeformter Mangan-Bor-Stahl 205 7,85 0,28
Kaltumformstahl 211 7,8 0,28
Stahl-Werkstoffverbund 208 7,3 0,28
Magnesiumlegierung 45 1,81 0,3
Aluminiumblech 68,9 2,71 0,34
Aluminiumguss 79,6 2,64 0,33
Titanlegierung 126 4,51 0,3
Nach 105 Iterationen wurde nmax,it überschritten und eine mögliche Konfiguration
gefunden, welche alle Optimierungsziele erfüllt.
7.1.3 Vergleich Referenz- und optimierte Struktur
Die resultierende Materialauswahl, basierend auf den Optimierungsergebnissen aus
Abschnitt 7.1.2, ist in Abbildung 7.3 dargestellt. Durch die Integration innovativer
Modellierungs- und Optimierungsmethoden konnte ein Leichtbaukonzept entwickelt
werden, das im Sinne eines intelligenten Materialmix die Stärken der jeweiligen
Werkstoffe kombiniert.
Die vorgegebenen Ziele konnten dabei insbesondere durch die Anwendung einer
Mehrzieloptimierung erreicht werden. In Tabelle 7.5 sind die mechanischen Eigenschaf-
ten der Ausgangs- sowie der optimierten Varianten des Federbeindoms aufgelistet.
Das Gewicht der drei Varianten wurde aus den CAD-Modellen abgeleitet. Die Masse
des optimierten Modells wurde gegenüber dem Serienmodell um mehr als 50 % redu-
ziert. Gleichzeitig konnte die statische Steifigkeit am Scheitel des Federbeindoms um
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Abbildung 7.3: CAD-Modell des Federbeindoms mit optimierter Materialauswahl
den Faktor 2 erhöht werden. Die maximale Amplitude im Frequenzbereich 0-500 Hz
wurde auf ca. 70 % vermindert.
Tabelle 7.5: Vergleich der mechanischen Eigenschaften zwischen Ausgangs- und
optimierter Variante
Modell Masse Statische Steifigkeit Max. Amplitude 0-500 Hz
Serienmodell 7.13 kg 111.2 kN/mm 0.113 mm/kN
Vereinfachtes Modell 6.54 kg 176.8 kN/mm 0.097 mm/kN
Optimiertes Modell 3.34 kg 243.7 kN/mm 0.079 mm/kN
Die Abbildung 7.4 zeigt das FE-Netz sowie die dominierende Eigenmode des
optimierten Modells des Federbeindoms. Die maximalen Schwingungsamplituden
in Abbildung 7.4b treten dabei am vorderen Querbalken, der die Anbindung zum
Vorderwagen darstellt, auf. Die möglicherweise resultierende negative Auswirkung
auf das akustische oder strukturdynamische Verhalten wurde in dieser Arbeit nicht
weiter untersucht. Anhand dieser beispielhaft ausgewählten Auswirkung lässt sich
allerdings gut nachvollziehen, dass es immer noch einer ingenieurmäßigen Prüfung
und Bewertung der mathematischen Optimierungsergebnisse bedarf. Grundsätzlich
lassen sich mit dem vorgestellten Verfahren weitere Nebenbedingungen integrieren
und in einem iterativen Vorgehen berücksichtigen.
Für die vorliegende Optimierungsaufgabe ergeben sich letztlich die Frequenz-
gänge in Abbildung 7.5. Dargestellt ist das Übertragungsverhalten von Kraft zu
Verschiebung am Scheitel des Federbeindoms für die Serienanwendung, die verein-
fachte sowie die optimierte Variante. Die Anzahl der relevanten Eigenfrequenzen
im betrachteten Frequenzbereich 0-500 Hz bleibt gleich, die Lage der ersten beiden
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(a) FE-Netz des Federbeindoms (b) Eigenmode f = 333 Hz
Abbildung 7.4: FE-Modell des Federbeindoms
Eigenfrequenzen verschiebt sich durch die Anpassungen auf unter 350 Hz. Zudem
lässt sich in Abbildung 7.5 eine mittlere Reduktion der Schwingungsamplituden im
gesamten Frequenzbereich erkennen.

























Abbildung 7.5: Übertragungsverhalten von Kraft zu Verschiebung am Federbeindom,
Vergleich zwischen Ausgangs- und optimierter Variante
7.1.4 Bewertung und Diskussion
In diesem Abschnitt wurde das Potential der entwickelten Methoden anhand einer
konkreten industriellen Anwendungen aus dem Bereich der Schwingungstechnik nu-
merisch untersucht und bewertet. Die Tauglichkeit der vorgestellten Methodik wurde
anhand einer strukturdynamischen Optimierung eines Federbeindoms analysiert.
Diese Anwendung wurde vor dem Hintergrund der Gewichtsoptimierung und nachhal-
tigen Gestaltung von zukünftigen Fahrzeugkonzepten betrachtet. Es konnte gezeigt
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werden, dass die Reduktion des Gesamtgewichts des Federbeindoms bei gleichzeitiger
Erhöhung der statischen Steifigkeit und Reduktion der maximalen Amplitude der
Übertragungsfunktion am Scheitel des Federbeindoms möglich ist.
Hinsichtlich der wichtigsten Phasen der modellbasierten Entwicklung konnten die
Potentiale der parametrischen Modelle aufgezeigt werden. In der Konzeptfindung
des überarbeiteten Federbeindoms konnte das entwickelte Vorgehen zur Effizienz-
steigerung bei der Analyse und Bewertung möglicher Konzepte und Designentwürfe
beitragen. Durch die Verknüpfung mit geeigneten Algorithmen konnten die Ent-
wurfsraumbewertungen und Optimierungen erheblich beschleunigt werden. Zuletzt
konnte die Ausgestaltung und Detaillierung der einzelnen Teilsysteme ebenfalls durch
parametrische Substrukturen verbessert werden.
7.2 Virtuelle Sensorik in einer hochdynamischen
Versuchseinrichtung
7.2.1 Versuchseinrichtung
Die betrachtete Versuchsumgebung (Abbildung 7.6) wird zur hochfrequenten Charak-
terisierung von Elastomerlagern verwendet. Insbesondere im automobilen Entwick-
lungsprozess werden zunehmend Elastomerkomponenten zur Schwingungsberuhigung
und zur Verbesserung des akustischen Verhaltens genutzt. Moderne Elastomerlager
im Bereich des Fahrwerks oder zur Abstützung der Aggregate werden detailliert
untersucht und für den spezifischen Anwendungsfall ausgelegt. Ein maßgebliches
Kriterium stellt dabei die dynamische Steifigkeit dar. Konventionelle Verfahren zur
Modellbildung dieser häufig nichtlinearen und frequenzabhängigen Systeme stoßen
hierbei schnell an ihre Grenzen. Dennoch ist ein tiefgreifendes Systemverständnis
und adäquate Simulationsmodelle für Gesamtsystemsimulationen im Kontext der
modellbasierten Systementwicklung notwendig.
Abbildung 7.6: Hochdynamische Versuchseinrichtung
Zur Ableitung und zur Kalibrierung numerischer Modelle bietet sich die entwickel-
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te und validierte Methode zur parametrischen Beschreibung dynamischer Systeme für
Echtzeit-Anwendungen an. Die parametrischen Modelle können detailliert bezüglich
ihrer Geometrie aufgebaut werden und das schwer zu beschreibende Materialverhal-
ten des Elastomers kann durch nachträgliche Anpassung der Materialwerte parallel
zum Experiment abgeglichen werden. Zudem besteht die Möglichkeit durch Aktuali-
sierung der Daten und Modelle über den gesamten Lebenszyklus des Produktes eine
zuverlässige Nachverfolgbarkeit zu erreichen und individualisierte virtuelle Abbilder
zu realisieren.
Zunächst wird die Versuchseinrichtung durch ein vereinfachtes Modell beschrieben
und mit einem parametrischen Lagermodell gekoppelt. Auf Basis von experimentell
ermittelten Daten der Versuchseinrichtung wird die dynamische Steifigkeit eines
Lagers ermittelt und ein Modellabgleich durchgeführt. Die Versuchsdaten stehen im
Zeit- und Frequenzbereich zur Verfügung und das Systemmodell der Versuchsumge-
bung ist in Matlab/Simulink implementiert. Abschließend wird die Verwendung des
parametrischen Modells als virtuelle Sensorik diskutiert und bewertet.
7.2.2 Aufbau und Aufgabenstellung
Die hochdynamische Versuchseinrichtung besteht im Wesentlichen aus einem elektro-
dynamischen Shaker, einer seismischen Masse und Sensorik. Abbildung 7.7 zeigt eine
schematische Darstellung der Versuchseinrichtung. Der Shaker und die seismische
Masse sind elastisch gegenüber der Umgebung gelagert. Dazwischen befinden sich das
Versuchsobjekt selbst, ein oberer und ein unterer Adapter sowie eine Kraftmessdose.
Mithilfe dieses Versuchsaufbaus kann die dynamischen Steifigkeit des Versuchsob-
jekts messtechnisch bestimmt werden. Dabei stellt die dynamische Steifigkeit das
Übertragungsverhalten des Differenzweges zwischen Ober- und Unterseite des Lagers
zur resultierenden Lagerkraft dar.
Der gültige Frequenzbereich für die dynamische Charakterisierung beträgt 50-
2000 Hz. Die Messung der Kraftreaktion erfolgt mithilfe einer Kraftmessdose zwischen
dem oberen Adapter und der seismischen Masse. Der benötigte Differenzweg wird
durch zusätzlich applizierte Beschleunigungsaufnehmer und eine nachgelagerte Kor-
rekturrechnung bestimmt. Die Sensoren messen dabei die Beschleunigungen am
oberen sowie am unteren Adapter und die Sensordaten werden anschließend offline
doppelt integriert. Je nach Bauform des Versuchsobjekts kommen unterschiedliche
Adapter mit unterschiedlichen dynamischen Eigenschaften zum Einsatz. Insbesondere
für hochdynamische Versuche verfälschen diese Adapter das Messergebnis signifikant
und der Einfluss auf die Gesamtdynamik der Versuchseinrichtung muss ebenfalls
offline korrigiert werden. Das momentan übliche Verfahren sieht daher vor, die ge-
messene Kraft durch einen massenabhängigen Korrekturterm im Frequenzbereich zu
bereinigen. Die zugehörige Berechnungsvorschrift lautet
Fkorrigiert(s) = FKMD(s)− (mA,o +mKMD)ẌA,o(s) (7.2)
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Abbildung 7.7: Schematische Darstellung der hochdynamische Versuchseinrichtung
mit der gemessenen Kraft in der Kraftmessdose FKMD, der oberen Adaptermasse
mA,o, der effektiven Masse der Kraftmessdose mKMD sowie der gemessenen Beschleu-







Die Verwendung eines parametrischen Modells als virtuelle Sensorik kann an zwei
Stellen des gegenwärtigen Arbeitsablaufs vorteilhaft sein. Zunächst sollte die Dynamik
der Adapter bereits im virtuellen Abbild der Versuchsumgebung eliminiert werden
können. Zudem sollte es möglich sein, neben der Trägheit auch steifigkeitsabhängige
Einflüsse der Adapter auf die Gesamtdynamik zu ermitteln. Dies wird insbesondere
bei mehrdimensionaler Charakterisierung der Versuchsobjekte bedeutsam. Weiterhin
sollten die zusätzlichen Beschleunigungsaufnehmer durch virtuelle Sensoren ersetzt
werden können. Auf Basis eines an einigen wenigen Stellen abgeglichenen Simu-
lationsmodells der Versuchsumgebung sollten die dynamischen Eigenschaften des
Versuchsobjekts wirklichkeitsgetreu und in Echtzeit berechnet werden. Damit wäre
die nachgelagerte Korrekturrechnung obsolet.
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7.2.3 Modell der Versuchseinrichtung
Das Gesamtmodell der Versuchseinrichtung besteht aus einem vereinfachten 1D-
Modell mit diskreten Parametern. Die Massen sind dabei in Admittanz- (v/F ) und
die Koppelelemente in Impedanz-Formulierung (F/v) beschrieben. Das entsprechende
Simulink-Modell der hochdynamischen Versuchseinrichtung ist in Abbildung 7.8 dar-
gestellt und die verwendeten diskreten Parameter sind in Anhang B zusammengefasst.
Die Ausgangsdaten, die auf Basis von realen Sensoren ermittelt werden können, sind
in der Abbildung blau unterlegt. Die im Folgenden als virtuelle Sensorik genutzten
Ausgangsdaten sind orange gekennzeichnet.
Abbildung 7.8: Simulink-Modell der hochdynamische Versuchseinrichtung
Das Versuchsobjekt wurde als FE-Modell (Abbildung 7.9b) aufgebaut und es wur-
de ein echtzeitfähiges Simulationsmodell mit den in Kapitel 5 vorgestellten Methoden
der Modellreduktion abgeleitet. Das FE-Netz des Ausgangsmodells setzt sich aus
45826 Knoten zusammen und besitzt 135678 Freiheitsgrade. In dem parametrischen
Modell bleiben vier physikalische Parameter, bestehend aus dem Elastizitätsmodul,
der Dichte sowie den Rayleigh-Dämpfungsbeiwerten des Elastomers, erhalten. Für
das CMS-Modell wurden ncms = 4 Eigenmoden berücksichtigt und die Koppel-Frei-
heitsgrade wurden auf nk = 2 reduziert. Dadurch entsteht ein PROM in Darstellung
eines Differentialgleichungssystems zweiter Ordnung (5.44) mit der Dimension r = 8.
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(a) Modell für die numerische Voruntersu-
chung (b) FE-Modell des Versuchsobjekts
Abbildung 7.9: Modelle des Versuchsobjekts
Zunächst wurden numerische Voruntersuchungen zur Ermittlung des Einflusses
der Adapter-Massen auf das Versuchsergebnis durchgeführt. Hierbei wurde das Ver-
suchsobjekt durch eine Reihen- und Parallelschaltung von idealen Elastizität- und
idealen Viskosität-Elementen sowie einer Zwischenmasse angenähert. Das Modell
ist in Abbildung 7.9a dargestellt. Der Einfluss der Adapter-Masse wurde in einer
Parametervariation untersucht. Die Masse mA,o wurde im Bereich von 0.7-1.3 kg
variiert. Die resultierenden dynamischen Steifigkeiten sind in Abbildung 7.10 gegen-
übergestellt. Es kann ein relevanter Einfluss der Masse des oberen Adapters auf das
dynamische Verhalten festgestellt werden.

















































































Abbildung 7.10: Einfluss der Adapter-Masse auf das Versuchsergebnis
Die korrigierten dynamischen Steifigkeiten stimmen im gesamten Frequenzbe-
reich bis 2000 Hz überein. Der Einfluss der Adapter-Masse kann somit durch die
konventionelle Methode nach Gleichung (7.2) nachträglich kompensiert werden. Die
Ergebnisse basieren vollständig auf den Ausgangsdaten, welche im Versuch als reale
Sensordaten vorliegen. Abbildung 7.11 zeigt den Vergleich der offline korrigierten
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Abbildung 7.11: Vergleich der offline korrigierten und unmittelbar berechneten
dynamischen Steifigkeit
Die beiden dynamischen Steifigkeiten sind ebenfalls im gesamten Frequenzbereich
identisch. Aus der numerischen Voruntersuchung lässt sich daher ableiten, dass
die virtuelle Sensorik auf Basis des parametrischen Strukturmodells das Potential
bietet, die korrekte dynamische Steifigkeit parallel zum Versuch und ohne zusätzliche
Sensorik zu ermitteln.
7.2.4 Virtuelle Sensorik
Zur Umsetzung einer virtuellen Sensorik ist ein möglichst umfassendes digitales
Abbild eines spezifischen und individuellen Produkts notwendig, welches seinen
physischen Gegenpart idealerweise über alle Phasen des Produktlebens begleitet.
Das zugrundeliegende Simulationsmodell wird dabei mit realen Lastdaten, die durch
integrierte Sensorik am realen System aufgezeichnet werden, beaufschlagt. Damit
wird es möglich, den momentanen, physischen Zustand des Systems im Modell ab-
zubilden und regelmäßig durch Sensordaten abzugleichen. Darüber hinaus können
weitergehende Informationen berechnet werden, die reale Sensoren kaum oder nicht
wirtschaftlich darstellen können. Durch diese virtuelle Sensorik können zum einen tief-
greifende Systemanalysen durchgeführt werden, zum anderen besteht die Möglichkeit
Hardware-Sensorik einzusparen und zu ersetzen.
Im Anwendungsfall der hochdynamischen Versuchseinrichtung soll daher unter-
sucht werden, ob die zusätzlichen Beschleunigungsaufnehmer an den Adaptern durch
das entwickelte parametrische Modell substituiert werden können. Die Basis der
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weiterführenden Untersuchung stellt das vorgestellte Simulink-Modell der Versuch-
seinrichtung (Abbildung 7.8) dar. Im Vergleich zum vorangegangenen Abschnitt
wird lediglich das vereinfachte Modell des Versuchsobjekts durch das parametri-
sche ordnungsreduzierte Modell des Elastomerlagers aus Abbildung 7.9 ersetzt. Die
Schnittstellen zwischen den Subsystemen und die gewählten Modellparameter bleiben
bestehen.
Im Versuch wurde als Anregungssignal ein Gleitsinus zwischen 50 Hz und 2000 Hz
mit konstanter Beschleunigungsamplitude genutzt. Am physischen Objekt werden die
Bewegungsgrößen am unteren Adapter xA,u über die Positionsregelung des Shakers
und die Kraft FKMD zwischen oberen Adapter und seismischer Masse mithilfe
der Kraftmessdose gemessen. Aus dem Quotient der beiden Messgrößen ergibt die
unkorrigierte dynamische Steifigkeit c0,mess = FKMDxA,u . Der Vergleich des gemessenen
und offline korrigierten Übertragungsverhaltens von Verschiebung zu Kraft am
Versuchsobjekt ist in Abbildung 7.12 dargestellt.

























Abbildung 7.12: Vergleich des gemessenen und offline korrigierten Übertragungsver-
haltens von Verschiebung zu Kraft am Versuchsobjekt
Parallel zur Verarbeitung der Messdaten werden die beiden Größen FKMD,sim
und xA,u,sim am virtuellen Abbild bestimmt und in gleicher Weise eine dynamische
Steifigkeit c0,sim ermittelt. Der relative Fehler in Abhängigkeit des Elastizitätsmoduls





berechnet und wie in den vorangegangenen Anwendungsbeispielen mit
min
Ee∈P
e(Ee) | P ⊂ R (7.6)
minimiert werden. Die Anpassung des Elastizitätsmoduls Ee wird für diskrete Fre-
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quenzstützstellen durchgeführt. In der vorliegenden Arbeit wurde der Stützstellen-
abstand von ∆f = 5 Hz gewählt. Zwischen den Stützstellen kann in den folgenden
Anwendungen des abgeglichenen Modells linear interpoliert werden.
Zur Ermittlung der tatsächlichen dynamischen Steifigkeit des Elastomerlagers
werden zusätzlich die virtuellen Sensorgrößen FL,virtuell und xL,virtuell ausgelesen. Ge-
mäß Gleichung 7.4 wird auf Grundlage dieser virtuellen Sensorgrößen die dynamische
Steifigkeit cdyn,virtuell ermittelt. Die Berechnung kann dabei zeitgleich zum Versuch
online durchgeführt werden. Das offline korrigierte und mittels virtueller Sensorik
aufgezeichnete Übertragungsverhalten von Verschiebung zu Kraft am Versuchsobjekt
ist in Abbildung 7.13 dargestellt. Der Vergleich zeigt im gesamten betrachteten
Frequenzbereich eine sehr gute Übereinstimmung.

























Abbildung 7.13: Vergleich des offline korrigierten und mittels virtueller Sensorik auf-
gezeichneten Übertragungsverhaltens von Kraft zu Verschiebung am Versuchsobjekt
Die identifizierten frequenzabhängigen Materialkennwerte können abschließend
zusammen mit dem assoziierten FE-Modell in einer digitalen Akte des Elastomerlagers
gespeichert werden. Die in diese Akte gespeicherten Parameter können für jedes
untersuchte Elastomerlager individuell angepasst sein und in den folgenden Phasen
des Produktlebens genutzt sowie aktualisiert werden.
7.2.5 Bewertung und Diskussion
In diesem Kapitel wurde die Anwendung des entwickelten parametrischen Modells als
virtuelle Sensorik untersucht. Als Anwendungsbeispiel wurde die Charakterisierung
eines Elastomerlagers mit frequenzabhängigen Eigenschaften in einer hochdynami-
schen Versuchsumgebung gewählt. Es wurde gezeigt, dass sich durch die entwickelten
Methoden und Modelle zusätzliche Sensoren im Versuchsaufbau einsparen lassen. Zu-
dem wurde das Potential aufgezeigt, ungewollte dynamische Effekte der Adaptierung
im Versuchsaufbau bereits im virtuellen Abbild der Versuchsumgebung zu bestimmen
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und zu kompensieren. Im ersten Schritt wird durch die zeitgleiche Messdatenerfassung
und Berechnung einiger Systemzustände die Korrektheit der Modelleigenschaften
sichergestellt. Im zweiten Schritt können durch virtuelle Sensoren weitere Zustände
ermittelt werden, die mit realer Sensorik nicht oder nur schwer gemessen werden
können.
Das parametrische ordnungsreduzierte Modell kann im Vergleich zum ursprüng-
lichen FE-Modell erheblich effizienter berechnet und optimiert werden. Für neue
Designparameter muss keine neue Reduktion ausgeführt werden, sondern lediglich ein
Modell mit neuem Parametersatz erzeugt werden. Somit lassen sich Frequenzabhän-
gigkeiten einfach berücksichtigen, indem separate Arbeitspunkte als Modellparameter
dienen.
Durch den gewählten Ansatz kann das vorgestellte parametrische Modell im
Betrieb perspektivisch auch für die modellbasierte Diagnose verwendet werden. Der
Verlauf und die Historie der Modellparameter kann zur Detektion von Fehlern genutzt
werden, sobald sich unerwartete Abweichungen zwischen Modell und realem System
ergeben. Durch die Möglichkeit eines Online-Modellabgleichs können die Modellpara-
meter entsprechend aktualisiert und die Parameteränderungen zur Interpretation
der Fehler genutzt werden. Hierzu sind entsprechende Fehlermodelle notwendig. Vir-
tuelle Sensoren ermöglichen zudem nicht nur eine detaillierte Zustandsanalyse des
betrachteten Systems, sondern werden zukünftig für Lebensdauer-Prognosen oder
modellbasierte Zustandsüberwachung genutzt werden können.
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In der Industrie 4.0 bilden virtuelle Abbilder von realen Objekten die Grundla-
ge für die Digitalisierung von Produkten oder Prozessen. Zur Entwicklung und
Modellbildung physischer Objekte werden eine leistungsfähige und effiziente Ent-
wicklungsumgebung sowie erweiterte Methoden und Algorithmen benötigt. In der
vorliegenden Arbeit wurde daher eine Methode zur parametrischen Beschreibung
strukturdynamischer Systeme für Echtzeit-Anwendungen entwickelt und validiert.
Das vorgeschlagene Vorgehen leistet einen Beitrag zur zuverlässigen Nachverfolg-
barkeit und einfachen Aktualisierung von Daten und Modellen über den gesamten
Lebenszyklus eines Produktes. Die durchgängige Nutzung eines parametrischen Sy-
stemmodells im modellbasierten Entwicklungsprozess stand dabei im Zentrum der
Arbeit.
Mit steigendem Rechenaufwand bei der Analyse von strukturdynamischen Syste-
me werden häufig Methoden zur Modellordnungsreduktion eingesetzt. Insbesondere
in Verbindung mit Finite-Elemente-Modellen haben sich unterschiedliche Metho-
den etabliert. Diese sind bezüglich ihrer Approximationsgüte, Anwendbarkeit und
numerischen Stabilität sehr ausgereift. Aktuelle Forschungsarbeiten im Feld der
parametrischen Modellordnungsreduktion beschäftigen sich mit der Möglichkeit zur
Anpassung von Designparametern im ordnungsreduzierten Modell, ohne dass dabei
jedes Mal ein neues Modell aufgebaut werden muss. In der vorliegenden Arbeit
sind Konzepte basierend auf der Kombination von etablierten nicht-parametrischen
Methoden und numerischen Verfahren untersucht worden. Ausgehend von der modell-
basierten Entwicklungsmethodik für mechatronische Systeme (V-Modell) wurde eine
erweiterte strukturierte Methode zur parametrischen Modellbildung strukturdynami-
scher Systeme entwickelt, analysiert und bewertet. Die Methodenentwicklung baut
dabei auf numerischen Standardverfahren auf und kann in allen Phasen der modell-
basierten Entwicklung Anwendung finden. Die Substrukturierung des Gesamtsystems
sowie die parametrischen Beschreibungen der Teilsysteme ermöglichen es, konstruk-
tive Parameter in einer numerischen und experimentellen Entwicklungsumgebung
systematisch zu untersuchen und zu bewerten.
Bei der entwickelten Methode zur parametrischen Modellbildung strukturdy-
namischer Systeme für Echtzeit-Anwendungen handelt es sich um eine zweistufige
113
Kapitel 8 Zusammenfassung und Ausblick
hybride Ordnungsreduktion auf Grundlage der Component Mode Synthesis und einer
Interpolation lokal reduzierter Modelle. Durch den gewählten Ansatz können analyti-
sche Parameterabhängigkeiten und nichtlineare oder nicht-funktional beschreibbare
Effekte abgebildet werden. In der ersten Stufe des vorgeschlagenen Verfahrens wirkt
sich die etablierte und in effizienter Implementierung verfügbare Component Mode
Synthesis sehr vorteilhaft auf die Offline-Phase der Modellbildung aus. Durch die
zweite Stufe können die Modelle für die Online-Phase abhängig von den Echtzeit-
Anforderungen in Komplexität und Genauigkeit skaliert werden.
Anhand von Anwendungsfällen aus dem Bereich der Schwingungstechnik wurde
die Leistungsfähigkeit der entwickelten Modelle, insbesondere unter Berücksichtigung
der Echtzeitfähigkeit und Parametrierbarkeit der Modelle zur Laufzeit, analysiert
und bewertet. Ein beidseitig eingespannter Biegebalken wurde dafür genutzt, die
numerische Umsetzung der Methode, den Einfluss der Modellparameter und die
Leistungsfähigkeit der parametrischen Modelle zu untersuchen. Die Übertragbar-
keit auf realistische industrielle Anwendungsszenarien wurde an dem Beispiel einer
strukturdynamischen Optimierung eines Federbeindoms ausgearbeitet und dokumen-
tiert. Die Detaillierung und Ausgestaltung sowie die experimentelle Validierung des
verfolgten Konzeptes erfolgte ebenfalls anhand des eingangs betrachteten Biegebal-
kens. Hierbei wurde die Integration eines echtzeitfähigen parametrischen Modells
der mechanischen Struktur in eine experimentelle Versuchsumgebung erprobt. Die
Anwendbarkeit der entwickelten Methoden konnte somit aufgezeigt werden. Ab-
schließend wurde das vorgestellte Vorgehen zur Implementierung virtueller Sensorik
genutzt. Als Anwendungsbeispiel wurde die Charakterisierung eines Elastomerlagers
mit frequenzabhängigen Eigenschaften in einer hochdynamischen Versuchsumgebung
betrachtet. Es konnte gezeigt werden, dass sich physische Sensoren im Versuchsaufbau
einsparen und ungewollte dynamische Effekte im Versuchsaufbau bereits im virtuellen
Abbild der Versuchsumgebung bestimmen und kompensieren lassen.
Ein Mehrwert zu den aus der Literatur bekannten Ansätzen ergibt sich aus
der durchgängigen parametrischen Modellbildung dynamischer Systeme von der
Konzept- bis in die Betriebsphase. Unter Verwendung der entwickelten Methodik
können Systeme mit smarten Eigenschaften konzipiert, ausgelegt und betrieben
werden. Im Kontext der Schwingungstechnik und Strukturdynamik erweitert die
Kombination aus Echtzeitfähigkeit und Parametrierbarkeit der Modelle zur Laufzeit
den gegenwärtigen Stand der Wissenschaft und Technik.
Für zukünftige Arbeiten bieten sich Anknüpfungspunkte im Bereich der Modell-
bildung, der Parametrierung und Optimierung sowie der erweiterten und alternativen
Nutzung der vorgestellten Methoden und Modelle. Zur Interpolation der ordnungs-
reduzierten Modelle wurden in dieser Arbeit lokale Methoden genutzt. Globale
Methoden bieten den Vorteil, in der Nutzungsphase noch deutlich recheneffizienter
zu sein. Weiterführende Forschungsarbeiten können sich mit der geeigneten und
effizienten Generierung der Projektionsmatrix sowie der notwendigen Diskretisierung
des Parameterraums und der Anzahl der notwendigen lokalen Modelle auseinan-
dersetzen. Weiterhin ist die Betrachtung von Parameter- und Modellunsicherheiten
114
im modellbasierten Entwicklungsprozess ein relevantes Forschungsthema. Bei der
Analyse dieser Unsicherheiten können die entwickelten Methoden eingesetzt werden.
Hinsichtlich der physikalischen Korrektheit der Parameteranpassungen während
einer Optimierung sind in dieser Arbeit Fragestellungen offengeblieben. Momentan
ermöglicht das entwickelte Verfahren keine entsprechende Abschätzung. Die vorge-
nommenen Parameteränderungen sind daher nicht notwendigerweise physikalisch
korrekt und müssen im Nachhinein für jeden Anwendungsfall einzeln geprüft werden.
Hier besteht Entwicklungs- und Forschungsbedarf bei der automatisierten Bewertung
der Parameteranpassungen.
In Bezug auf die Nutzungsphase der parametrischen Strukturmodelle ergeben
sich interessante Ansatzpunkte für weiterführende Arbeiten. Durch die Kopplung der
entwickelten Methoden mit Fehlermodellen wird erwartet, dass eine modellbasierte
Diagnose technischer Systeme umsetzbar ist. Unerwartete Abweichungen zwischen
Modell und realem System können genutzt werden, um Fehler zu detektieren und zu
klassifizieren. Die virtuelle Sensorik kann neben einer detaillierten Zustandsanalyse
zukünftig auch für Lebensdauer-Prognosen oder modellbasierte Zustandsüberwachung
genutzt werden.
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C̄sii = (Φ̄si )TCsiiΦ̄si (A.2)
C̄sim = (Φ̄si )TCsiiΨsim + (Φ̄si )TCsim (A.3)
C̄smi = ((Ψsim)TCsii + Csmi)Φ̄si (A.4)








M̄sii = (Φ̄si )TMsiiΦ̄si (A.7)
M̄sim = (Φ̄si )TMsiiΨsim + (Φ̄si )TMsim (A.8)
M̄smi = ((Ψsim)TMsii + Msmi)Φ̄si (A.9)
M̄smm = ((Ψsim)TMsii + Msmi)Ψ̄sim + (Ψsim)TMsim + Msmm (A.10)
117
































C̄(1)ii 0 · · · 0
0 C̄(2)ii · · · 0
... ... . . . 0


























M̄(1)ii 0 · · · 0
0 M̄(2)ii · · · 0
... ... . . . 0







A.3 Projektionsvorschriften zur Ordnungsreduk-
tion der Koppelfreiheitsgrade
Steifigkeitsmatrix
Ĉψψ(p) = ΦTψC̄ψψ(p)Φψ (A.21)
Ĉψφ(p) = ΦTψC̄ψφ(p) (A.22)
Ĉφψ(p) = C̄φψ(p)Φψ (A.23)
Massenmatrix
M̂ψψ(p) = ΦTψM̄ψψ(p)Φψ (A.24)
M̂ψφ(p) = ΦTψM̄ψφ(p) (A.25)
M̂φψ(p) = M̄φψ(p)Φψ (A.26)
Dämpfungsmatrix
B̂ψψ(p) = ΦTψB̄ψψ(p)Φψ (A.27)
B̂ψφ(p) = ΦTψB̄ψφ(p) (A.28)
B̂φψ(p) = B̄φψ(p)Φψ (A.29)
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Abbildung B.1: Simulink-Modell der Versuchseinrichtung
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Tabelle B.1: Simulationsparameter des Simulink-Modells
Steifigkeit Lagerung Seismische Masse cSM 25*106 N/m
Dämpfung Lagerung Seismische Masse bSM 3000 kg/s
Seismische Masse mSM 800 kg
Steifigkeit Kraftmessdose cKMD 109 N/m
Dämpfung Kraftmessdose bKMD 1000 kg/s
Masse Adapter (oben) & Effektive Masse Kraftmessdose mA,o 1.3 kg
Masse Adapter (unten) & Masse Schwingspule mA,u 20 kg
Steifigkeit Lagerung Shaker (Schwingspule) cShaker 1000 N/m
Dämpfung Lagerung Shaker (Schwingspule) bShaker 500 kg/s
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