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Abstract
The sound source separation problem has challenged researchers in the field of acous-
tics for decades. Advances have been made in the field of blind source separation
and various methods such as Independent Component Analysis, Higher Order Statist-
ics and Blind Source Signal (BSS) separation via signal sparsity have been developed
to separate non-moving sound sources. These BSS methods work by estimating the
mixing parameters of the sound source mixture and demixing the sound sources by
attributing the correct parameters to their respective sources. For non-moving speech
sources, these mixing parameters and the number of sound sources remain constant
throughout the whole period of measurement. However, non-moving sound sources
do not fully represent the real world scenario.
A more complex scenario that better reflects the real world are sound signals which
are dynamic in motion. Furthermore, the number of sound sources is not known a
priori and the number of speech sources which are active remains unknown as these
speech sources appear and disappear throughout the measurement period. Traditional
BSS methods require the number of sound sources to be constant throughout the meas-
urement period so a time varying number of speech sources is beyond the limitations
of traditional BSS methods. Moreover, the challenge presented by this problem is not
just the time varying number of speech sources. The mixing parameters of moving
speech sources also change with time. As a result of this, traditional BSS methods are
limited by their capability to properly attribute the correct mixing parameters to their
respective sources.
The problem of localising, tracking and separating a time varying number of mov-
ing speech sources remains a challenging problem. Here, we are proposing an alternat-
ive approach by breaking this complex problem down into several problems which are
solved in different stages - source localisation, source tracking and source separation.
iii
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Each of these stages considers various aspects of the source separation problem so a
solution which takes all these aspects into consideration should be able to solve the
source separation problem in a more complete way.
In this thesis, a robust online solution which localises, tracks and separates multiple
moving speech sources in a room environment is proposed. The proposed solution uses
multiple microphone arrays with an arbitrary geometry to record the sound sources.
The signal sparsity property in the recorded source mixture is exploited to extract the
acoustic features. The acoustic features from the multiple arrays are fused using a
Random Finite Set (RFS) method in order to localise and track the moving speech
sources. The time varying number of speech sources is also estimated using the RFS
method. A track management extension is used to provide the labels required in the
construction of the time frequency masks. The signal sparsity of the source mixture
is once again exploited by applying the time frequency masks to separate the source
mixture. The outlined method is capable of estimating the time-varying number of
speech sources as well as tracking and separating them. It is also capable of mitigating
the effects of noise and reverberation on sound source separation.
Contents
Acknowledgements ii
Abstract iii
List of Figures ix
List of Terms and Acronyms xiii
List of Mathematical Notations xv
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Scope of the Research . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Thesis Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Thesis Publication . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Background 10
2.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Sound Source Separation . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Higher Order Statistics . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Second Order Statistics . . . . . . . . . . . . . . . . . . . . . 18
2.3.3 Computer Auditory Scene Analysis . . . . . . . . . . . . . . 19
2.3.4 Source Separation via Signal Sparsity . . . . . . . . . . . . . 21
v
Contents vi
2.3.5 Source Separation of Moving Sound Sources using Blockwise
Batch Processing . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Sound Source Localisation . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.1 Generalized Cross-Correlation (GCC) . . . . . . . . . . . . . 25
2.4.2 MUSIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.3 Steered Beamformer with Phase Transform (SRP-PHAT) . . . 29
2.5 Bayesian based Sound Source Tracking and Separation . . . . . . . . 32
2.5.1 Sound Source Tracking using Particle Filter (PF) . . . . . . . 33
2.5.2 Sound Source Tracking using Random Finite Sets (RFS) . . . 37
2.5.3 Sound Source Tracking and Separation . . . . . . . . . . . . 42
2.6 Proposed Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.7 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 47
3 Audio Feature Extraction via Signal Sparsity 50
3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Speech Source Separation via Signal Sparsity . . . . . . . . . . . . . 54
3.2.1 Approximate W-disjoint orthogonality . . . . . . . . . . . . . 54
3.2.2 Acoustic Feature Extraction . . . . . . . . . . . . . . . . . . 55
3.2.3 Mask Construction and Source Separation . . . . . . . . . . . 59
3.3 Limitations of BSS via Signal Sparsity in Separation of Multiple Mov-
ing Speech Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4 Speech Source Localisation and Tracking 67
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Cardinality Balanced Multi-Target Multi Bernoulli (CBMeMBer) Filter 70
4.2.1 Random Finite Set Models . . . . . . . . . . . . . . . . . . . 70
4.2.2 CBMeMBer Recursion . . . . . . . . . . . . . . . . . . . . . 72
4.2.3 Sequential Monte Carlo (SMC) Implementation of the CB-
MeMBer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Application of CBMeMBer in Speech Source Tracking . . . . . . . . 80
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Contents vii
5 Speech Source Localisation, Tracking and Separation 85
5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Adaptation of BSS via Signal Sparsity for Online Speech Source Sep-
aration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2.1 Recursive Acoustic Feature Extraction . . . . . . . . . . . . . 89
5.2.2 Acoustic Feature Selection . . . . . . . . . . . . . . . . . . . 90
5.2.3 TF-weight Parameter Tuning . . . . . . . . . . . . . . . . . . 92
5.2.4 Increase in the Number of Microphone Pairs . . . . . . . . . 93
5.3 Adaptation of CBMeMBer for Speech Source Tracking . . . . . . . . 93
5.3.1 Dynamics Model . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.2 Observation Models . . . . . . . . . . . . . . . . . . . . . . 96
5.3.3 Data fusion in CBMeMBer . . . . . . . . . . . . . . . . . . . 97
5.4 Integration of the BSS via Signal Sparsity framework with CBMeMBer 98
5.4.1 Track Management . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.2 Acoustic Features Estimation from Source Location . . . . . 103
5.4.3 Mask Construction and Separated Sound Source Reconstruction 105
5.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6 Experiments and Discussion 111
6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.2 Evaluation Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2.1 Evaluation Criteria for State Estimation . . . . . . . . . . . . 112
6.2.2 Evaluation Criteria for BSS . . . . . . . . . . . . . . . . . . 113
6.3 Preliminary Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.4 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.5 Effects of Reverberation . . . . . . . . . . . . . . . . . . . . . . . . 121
6.5.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.6 Effects of Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.6.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.7 Effects of Room Size . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.7.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.8 Effects of Hard Masking vs Soft Masking . . . . . . . . . . . . . . . 149
6.8.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
Contents viii
6.8.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7 Conclusions and Future Works 155
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.2 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . . . 157
7.2.1 Enhanced Acoustic Feature Extraction . . . . . . . . . . . . . 158
7.2.2 Inherent Labels in Multi-target Tracking Filter . . . . . . . . 159
7.2.3 Measurement driven birth model . . . . . . . . . . . . . . . . 160
7.2.4 Microphone Placement and Selection . . . . . . . . . . . . . 160
References 162
List of Figures
2.1 Typical source separation problem in a conference room scenario . . . 11
2.2 Relationship between DoA and TDoA . . . . . . . . . . . . . . . . . 26
2.3 An example of a beamformer . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Block diagram of the Proposed Algrithm . . . . . . . . . . . . . . . . 46
3.1 Block diagram of the Acoustic Feature Extraction Process . . . . . . 51
3.2 An example of a power weighted histogram for a mixture of two non-
moving sound sources . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 An example of a power weighted histogram for a mixture of two mov-
ing sound sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4 An example of a power weighted histogram for a mixture of two mov-
ing sound sources based on a frame by frame analysis . . . . . . . . . 63
4.1 Block diagram of the Target Tracking Process . . . . . . . . . . . . . 69
4.2 Example of estimated tracks without labels and with labels . . . . . . 81
5.1 Attenuation and phase estimation in different room reverberation . . . 86
5.2 Measurements of TDoA extracted by BSS via Signal Sparsity . . . . 87
5.3 Relationship between Sound Source and Acoustic Features . . . . . . 91
5.4 Block diagram of the Mask Construction and Source Separation Process 99
5.5 Block diagram of the Track Management Process . . . . . . . . . . . 100
5.6 Block diagram of the Acoustic Features Estimation Process . . . . . . 103
5.7 Block diagram of the Mask Construction Process . . . . . . . . . . . 106
5.8 Block diagram of the Source Separation and Reconstruction Process . 107
6.1 Room dimension and setup for preliminary evaluation . . . . . . . . . 116
6.2 Speech source tracking output for two moving sources . . . . . . . . 116
ix
List of Figures x
6.3 Result of source tracking and labelling . . . . . . . . . . . . . . . . . 117
6.4 Room dimension and setup . . . . . . . . . . . . . . . . . . . . . . . 119
6.5 Spectogram of the three speech sources used in the simulation . . . . 119
6.6 Plot of the three clean speech sources and the speech source mixture
used in the simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.7 Tracking result of three speakers in an ideal scenario with no noise or
reverberation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.8 Plot of the three estimated speech sources in anechoic scenario with no
noise or reverberation . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.9 Tracking result of three speakers in a room with T60 reverberation time
of 0.05s and SNR of 30dB . . . . . . . . . . . . . . . . . . . . . . . 124
6.10 Tracking result of three speakers in a room with T60 reverberation time
of 0.25s and SNR of 30dB . . . . . . . . . . . . . . . . . . . . . . . 125
6.11 Tracking result of three speakers in a room with T60 reverberation time
of 0.45s and SNR of 30dB . . . . . . . . . . . . . . . . . . . . . . . 126
6.12 Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.05s and SNR of 30dB . . . . . . . . . . . . . . . . 127
6.13 Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.25s and SNR of 30dB . . . . . . . . . . . . . . . . 128
6.14 Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.45s and SNR of 30dB . . . . . . . . . . . . . . . . 129
6.15 Separation performance in different room reverberations . . . . . . . 130
6.16 Tracking result of three speakers in a room with T60 reverberation time
of 0.05s and SNR of 30dB . . . . . . . . . . . . . . . . . . . . . . . 133
6.17 Tracking result of three speakers in a room with T60 reverberation time
of 0.05s and SNR of 26dB . . . . . . . . . . . . . . . . . . . . . . . 134
6.18 Tracking result of three speakers in a room with T60 reverberation time
of 0.05s and SNR of 20dB . . . . . . . . . . . . . . . . . . . . . . . 135
6.19 Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.05s and SNR of 30dB . . . . . . . . . . . . . . . . 136
6.20 Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.05s and SNR of 26dB . . . . . . . . . . . . . . . . 137
List of Figures xi
6.21 Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.05s and SNR of 20dB . . . . . . . . . . . . . . . . 138
6.22 Separation performance in different Signal to Noise Ratios (SNR) . . 139
6.23 Tracking result of three speakers in a small room . . . . . . . . . . . 142
6.24 Tracking result of three speakers in a medium room . . . . . . . . . . 143
6.25 Tracking result of three speakers in a large room . . . . . . . . . . . . 144
6.26 Estimated speech signals of the three speakers in small room . . . . . 145
6.27 Estimated speech signals of the three speakers in medium room . . . . 146
6.28 Estimated speech signals of the three speakers in large room . . . . . 147
6.29 Separation performance in different room sizes . . . . . . . . . . . . 148
6.30 Separation performance in different room reverberations using a soft
mask . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.31 Separation performance in different room reverberations using a hard
mask . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
List of Algorithms
1 Pseudocode for Sound Source Tracking using Particle Filter . . . . . 36
2 Pseudocode for DUET . . . . . . . . . . . . . . . . . . . . . . . . . 60
3 Pseudocode for CBMeMBer . . . . . . . . . . . . . . . . . . . . . . 75
4 Pseudocode for Multiple Speech Sources Track Management . . . . . 102
5 Pseudocode for Source Localisation, Tracking and Separation of Mov-
ing Speech Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
xii
List of Terms and Acronyms
IID Interaural Intensity Difference
IPD Interaural Phase Difference
TF Time Frequency
BSS Blind Source Separation
HOS Higher Order Statistics
SOS Second Order Statistics
CASA Computer Auditory Scene Analysis
NOSET Number of Source Estimation Technique
RFS Random Finite Set
DoA Direction of Arrival
STFT Short Time Fourier Transform
TDoA Time Difference of Arrival
GCC Generalised Cross-Correlation
MUSIC MUltiple SIgnal Classification
SRP-PHAT Steered Response Power with Phase Transform
ML Maximum Likelihood
SCOT Smoothed Coherence Transform
SMC Sequential Monte Carlo
PF Particle Filter
ML Maximum Likelihood
MHT Multiple Hypothesis Tracker
JPDA Joint Probabilistic Data Association
PHD Probability Hypothesis Density
CPHD Cardinalized Probability Hypothesis Density
CBMeMBer Cardinality Balanced Multi-target Multi-Bernoulli
xiii
List of Terms and Acronyms xiv
MAST Multiple Acoustic Source Tracking
DUET Degenerate Unmixing Estimation Technique
DESPRIT DUET ESPRIT
MENUET Multiple Sensor DUET
OSPA Optimatal SubPattern Assignment
ISR Image-to-Source Distortion Ratio
SIR Source-to-Interference Ratio
SAR Source-to-Artifact Ratio
SDR Signal-to-Distortion Ratio
MOS Mean Opinion Score
VAD Voice Activity Detector
List of Mathematical Notations
Y Matrix of received microphone signals
A Matrix of mixing parameters for the sound source mixture
S Matrix of sound source signals
M Number of received microphone signals
K Number of time frames
yM(tK) Received signal from the M th microphone in the Kth time frame
N Number of sound sources
sN(tK) N
th sound source in the Kth time frame
amn Attenuation between the nth sound source and the mth microphone
hmn Impulse response between the nth sound source and the mth micro-
phone
b Room filter length
B Maximum Room filter length
δmn Delay between the nth sound source and the mth microphone
amn,xt,n Attenuation between the nth sound source and the mth microphone
depending on the state of sound source at time t, xt,n
δmn,xt,n Delay between the nth sound source and the mth microphone de-
pending on the state of sound source at time t, xt,n
xt,n State of the nth sound source at time t
pt,n,xcoord x coordinate of the n
th sound source at time t
pt,n,ycoord y coordinate of the n
th sound source at time t
p˙t,n,xcoord x velocity of the n
th sound source at time t
p˙t,n,ycoord y velocity of the n
th sound source at time t
Ryy(τ, ω) The cross power spectrum of the STFTed signal, Y
Y (τ, ω) The STFTed signal
xv
List of Mathematical Notations xvi
τ Time notation in the time frequency domain
ω Frequency notation in the time frequency domain
E[·] Expected value operator
W Unmixing matrix
Rxx Covariance matrix
J The cost function
Λy(τ, ω) The estimate of the cross-power spectrum of the model sources
v Additive noise in a signal
Rgcc (δ) Generalised Cross Correlation function
Sy1,y2(ω) Cross spectral density of the signals y1 (t) and y2 (t)
X A RFS set containing the states of the sound sources, x
θˆ Estimated DoA
δˆtrue,k Estimated TDoA at time k
c Speed of sound
d Distance between microphone pair
y(ω) Vector containing the narrowband received signals, y(ω)
Asteering A matrix of the steering vector, a(θ)
s(ω) Vector containing the narrowband source signals, s(ω)
v(ω) Vector containing the narrowband additive noise, v(ω)
PMUSIC(θ) The MUSIC spectrum
a(θ) The steering vector in MUSIC algorithm
[·]H Hermitian transpose
µn Decomposed eigenvalue in MUSIC algorithm
P(p) Steered response power
Gn(ω) SRP-PHAT filter
p Position of a sound source
pˆs,k Estimated position of a sound source
xk Single target state at time k
X State space
Z Observation space
fk|k−1(xk|xk−1) Transition density, also known as dynamics model
g(zk|xk) Likelihood function
List of Mathematical Notations xvii
pk(xk|z1:k) Posterior density
{X (l)0 }Ll=1 A set of particles
{w(l)0 }Ll=1 A set of particle weights
X State space
Z Observation space
Xk Multi-target state at time k
Zk Multi-target observation at time k
F(X ) Finite subsets of the state space, X ⊆ Rnx
F(Z) Finite subsets of the observation space, Z ⊆ Rnz
pS,k(xk−1) Survival probability
fk|k−1(xk|xk−1) Transition density
Sk|k−1(xk − 1) Survival RFS
Γk Multi-target birth model
pD,k(xk) Probability of detection
Θk(x) Measurement RFS
Kk Clutter RFS
κk(·) Intensity function
pik(·|Z1:k) Multi-target Bayes posterior density
fk|k−1(·|·) Multi-target transition density
gk(·|·) Multi-target likelihood
δX Multi-target set integral
MEL(fl) MEL frequency band
fl Linear frequency
R˜gcc(δ) Clipped likelihood function in MAST
H(τ, u,k) Response from the direction k in the uth frequency
P(τ,k) Marginal DoA likelihood
H0 The hypothesis that “No source is present”
H1 The hypothesis that “Source is present”
λ(τ) Likelihood ratio of MAST
λT Threshold of the likelihood ratio
λ˜(τ) Modified likelihood ratio
γA Attack constant in the Attack and Decay filter
List of Mathematical Notations xviii
γD Decay constant in the Attack and Decay filter
L(τ, u, θiτ , φ
i
τ ) Spatial filter of MAST
W Window function
H21 Acoustic transfer function
a Instantaneous attenuation
d Instantaneous delay
α Symmetric attenuation
α˜n Power weighted attenuation estimate
δ˜n Power weighted delay estimate
Ωn Set of (τ, ω) points associated with the nth cluster)
v Intensity function of a Poisson RFS
N¯ Mean cardinality of Poisson RFS
r Probability of the Bernoulli RFS being a unit set
p Probability density distribution of the Bernoulli RFS
∅ Empty set
M Number of independent Bernoulli RFS
X(i) Independent Bernoulli RFS
pi(X) Multi-Bernoulli probability density
pik|k−1 Predicted multi-target density
r
(i)
P,k|k−1 Probability of existence for a state
p
(i)
P,k|k−1(x) Probability density of a state
fk|k−1(·|ζ) Single target transition density
pS,k(ζ) Probability of the single target’s survival
{(r(i)Γ,k, p(i)Γ,k)}MΓ,ki=1 Bernoulli components of the birth RFS at time k
Mk|k−1 Number of predicted tracks
N¯k|k−1 Mean cardinality of predicted multi-target state
pik CBMeMBer approximation of the multi-target posterior density
r
(i)
L,k Legacy probability of existence for a state
p
(i)
L,k Legacy probability density of a state
r∗U,k(z) Measurement updated probability of existence for a state
p∗U,k(x; z) Measurement updated probability density of a state
ψk,z(x) Elevation of a sound source
List of Mathematical Notations xix
Mk|k−1 Number of posterior hypothesized tracks
N¯k Mean cardinality of posterior multi-target density
w
(i,j)
k−1 Weight of a particle in the SMC CBMeMBer
δ
x
(i,j)
k−1
(x) Particle in the SMC CBMeMBer
L
(i)
k−1 Number of particles
l
(i)
P,k|k−1 Predicted label
Tk|k−1 Prior track table
l
(i)
Γ,k Spontaneous birth labels
Tk Updated track table
l
(i)
L,k Legacy labels
lU,k(z) Measurement updated labels
p Position vector of a sound source
v¯ Steady state velocity
Bpxcoord Steady rate constant
Tu Time interval between each measurement update
upxcoord Gaussian variable with zero mean and unit variance
F Transition Matrix
Q Variance Matrix
N Gaussian distribution
N$ Number of sources detected
∆ TDoA of a particle
∆ˆ Mean TDoA observed by a sensor pair
˜δn,k Relative delay
sˆn(t) Estimated nth speech source
star,n(t) Original nth speech source modified by some allowable distortions
fs Sampling frequency
q0 Prior probability that none of the TDoA is due to the true source
q$ Probability that the $th TDoA resulted from the true source
σ∆ Standard deviation from the observed TDoA
r Distance between sound source and microphone
δˆn Estimated delay
αˆn Estimated attenuation
List of Mathematical Notations xx
M˜n(τ, ω) Estimated time frequency mask
Sˆn(τ, ω) Estimated nth labelled sound source
d¯(c) OSPA distance
p OSPA error order
c OSPA cut off
e¯cp,loc pth order per target localisation error
e¯cp,card pth order per target cardinality error
sˆn(t) Estimated nth speech source
star,n(t) Modified nth speech source with some allowable distortions
eint(t) The interference error term
eart(t) The artifact error term
espat(t) The spatial error term
Chapter 1
Introduction
If you have the motivation, I don’t think anything in this world is impossible.
First, you have to start moving. If you move, something will start.
– Kaito Daiki
1.1 Motivation
Humans are social animals and we rely heavily on audio cues in most of these social
interactions. An important yet often overlooked skill that humans possess is the abil-
ity to pick up the sound source of interest among multiple active sound sources and
discern the direction from which the sound source originates. Humans are capable of
separating the sound source of interest from a sound mixture based on the received au-
dio cues [1]. Humans can localise the sound source of interest based on the interaural
intensity difference (IID) and the interaural phase difference (IPD) [2]. On the other
hand, machines find this simple task of separating sound sources from a sound mixture
very challenging. The sound source separation problem is the problem of using ma-
chines to separate sound sources from a sound source mixture. The motivation of this
research lies in the use of inter-disciplinary engineering techniques to solve an ongoing
problem in audio separation research namely the separation of a time varying number
of moving speech sources.
The sound source separation problem is a difficult problem to solve in the acoustic
research area as knowledge of the sound source mixtures are not available a priori.
In real world scenarios, human speakers tend to take turns speaking and occasionally
1
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move around. The number of speakers will appear and disappear over time as the
human speakers take turns to speak and the state of the speakers will change over
time as they move around. Thus, the proposed solution has to jointly estimate the
number of speakers as well as the state of these speakers. The additional challenge is
to estimate identity information to these speakers in order to track the speakers with
respect to time. The emergence of blind source separation (BSS) techniques have
gained prominence in recent years due to their capability in separating sound source
mixtures without a priori knowledge of the sound source’s mixing parameters. BSS
techniques vary from the highly statistical dependent Higher Order Statistics (HOS)
[3] to those which exploit sparseness of the sound mixtures in the time frequency (TF)
domain [4]. The focus of conventional BSS techniques is the separation of non-moving
sound sources from a sound source mixture.
Conventional BSS techniques are limited in their capabilities to track and separ-
ate a time varying number of moving speech sources due to several constraints. The
first constraint is the estimation of the number of sound sources. Conventional BSS
techniques such as HOS [5] and Second Order Statistics (SOS) [6] are only capable of
separating sound sources when the number of microphones are equal to or more than
the number of sound sources to be separated so such techniques are not applicable in
this scenario where the number of sound sources are not known a priori. BSS via
TF masking [4] is capable of separating the sound sources when the number of sound
sources exceed the number of microphones by exploiting the sparseness property of
the sound sources. However, this technique assumes the number of sound sources re-
main constant throughout the measurement period so there will be errors in the number
estimated when the number of sound sources changes with time. The other constraint
faced by conventional BSS techniques is the assumption that the mixing parameters
of the source mixture do not change with time. In conventional BSS techniques, the
sound sources are assumed to be non-moving so the mixing parameters of the sound
source mixture also remain constant throughout the measurement period. When the
sound sources move, their mixing parameters will change as well. Conventional BSS
techniques which analyse the whole signal mixture are incapable of associating the
correct mixing parameters to their respective individual sources when these mixing
parameters change with time.
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The novelty of this research is the solving of the limitations in current source separ-
ation techniques which are unable to estimate a time-varying number of moving sound
sources as well as matching the correct acoustic features to their respective original
sources. By employing the logic that humans use in localising and separating sound
sources, the additional information gained from knowing the sound sources location
and trajectory can provide valuable insights for sound source separation. Sound source
separation for a more realistic acoustic scenario can be achieved with the information
gained by knowing the sound sources’ locations, identities and tracks.
The result of this research can be applied in various areas such as communication,
machine interaction, home automation and even assistive technology for the vision im-
paired. An application of this technology in communication is video conferencing. In
a conference room scenario, the speech information is communicated to other users
who are geographically separated. Accordingly, there can be only a short delay from
when the speech information is collected and the result is presented. This short delay
implies that only online separation solutions can be considered. Due to this practical
constraint, an offline algorithm which requires the whole set of input data to improve
performance in terms of tracking and separation is not considered as a solution for
the “conference room problem”. [7] states that an online algorithm only has access
up to the current data whereas an offline algorithm has access to future data. This
view is reaffirmed in [8] and [9]. The difference between an online recursive solution
and an offline solution is discussed in [10]: online recursive solutions in target track-
ing are only conditional on the measurements obtained before or at the current time
step whereas the offline solution, also known as Bayesian smoothing, relies on having
information on the whole set of measurements in order to improve tracking perform-
ance. With the emergence of virtual reality and electronic gaming technologies, source
tracking and separation can provide a different method of interaction by using sound
as a controlling input. Sound localisation has been shown to be useful in a home envir-
onment [11]. The additional capabilities of separating and identifying the individual
sound sources will add context to the actions of the speakers in an indoor environment.
This can be further expanded as an assistive technology to help people suffering from
vision impairment navigate their way indoors. Given the various challenges presen-
ted and the significant impacts of source localisation, tracking, and separation, this
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research is a worthwhile venture.
1.2 Research Objectives
The main aim of this research is to localise, track and separate a time varying number
of speech sources through the combination of sound source separation and RFS multi-
target tracking techniques. A literature review is done to identify the main limitations
of current source separation and multi-target tracking techniques in the applications
of moving speech source tracking. The main aim can be achieved in three stages -
acoustic feature extraction, target tracking and source separation. In terms of feature
extraction, the research objectives are:
• To apply a suitable algorithm to extract audio features from an audio mixture
• To extract the audio features in underdetermined, determined and overdetermined
scenarios
After the audio features have been extracted, we seek to achieve the following during
the target tracking stage:
• To estimate the time varying number of speech sources based on the extracted
audio features
• To estimate the state vectors of multiple moving speech sources and track these
sources instead of just estimating their Direction of Arrival (DoA)
• To mitigate the effects of noise and reverberation on the separation of the sound
source mixture
With the data available from target tracking, the research objectives to be met in the
sound source separation stage are:
• To separate multiple moving speech sources based on tracking data
• To integrate existing methods of sound source separation with advance target
tracking methods
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• To investigate the differences in reconstructed sound quality between hard mask-
ing technique and soft masking technique and propose the better option for sound
source reconstruction
In this thesis, we propose a new framework to solve the sound source separation
problem for a time varying number of speech sources by overcoming the limitations of
the conventional sound source separation techniques through an integration of the BSS
technique with a principled Random Finite Set (RFS) [12] [13] technique. The problem
of acoustic feature extraction and the subsequent separation can be overcome with the
BSS technique while the problem of localisation, estimation of the source number as
well as the problem of data association can be solved using the RFS algorithm.
1.3 Scope of the Research
The main focus of this thesis is to provide an recursive online solution to the source
separation problem for a time varying number of moving speech sources. Hence, the
scope of this research covers sound source separation, sound source localisation and
tracking. Real life audio separation is very demanding so the audio scenarios invest-
igated will be more complicated: First of all, the number of speech sources available
in the sound mixture will be unknown to the system and the number of speech sources
appearing in the scenarios will vary with time. Secondly, the speech sources are non-
stationary and they will be moving with time. Thirdly, the identity association between
the sound sources will be unknown to the system. Finally, the system will need to per-
form sound source separation based on the estimated data. To that end, the system
will need to be able to extract audio features without a priori knowledge of the sound
source mixture, estimate the number and state of these sound sources, track these sound
sources’ movements and separate the sound source mixture.
The secondary focus of this research focuses on using distributed microphone ar-
ray for target tracking purposes. As the real world scenario is taken into consideration,
the microphone arrays need to be able to extract the audio features when the number
of sound sources are less than the microphones (overdetermined), equal to the number
of microphones (determined) and more than the number of microphones (underde-
termined). This research will look into fusing the readings from multiple microphone
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pairs in order to enhance the accuracy of the target localisation and tracking. The data
fusion will be done using a recursive Bayesian method. The geometry of the micro-
phone array can be arbitrary as the RFS filtering technique performs the estimation on
the targets’ locations based on the best observable data.
The proposed technique is evaluated using simulated scenarios which closely mimic
real world environments. Both noise and room reverberation are considered as sources
of interference in our evaluations. As such, effects of noise and reverberation will
be investigated and methods to mitigate the effects of noise and reverberation will be
proposed.
1.4 Thesis Structure
The thesis is structured in such a manner that it mirrors the progress in the development
of the proposed algorithm. The thesis is organized according to the following structure:
Chapter 2 outlines the scenario of the problem and the system model. This chapter
also provides the background information on different methods available for sound
source localisation, tracking and separation. Apart from that, a general overview on
the theory behind these algorithms is given and the applicability of these algorithms in
this research is discussed.
In Chapter 3, the motivation of using BSS vis signal sparsity approach to extract the
audio features will be discussed. Apart from that, the theory behind the BSS approach
used will also be explained in detail. The limitations of this original BSS technique
will be examined and the reasons this technique is not suitable for tracking moving
speech sources will be stated in this chapter as well.
Chapter 4 provides a detailed insight into the Random Finite Set (RFS) filtering
method used to provide the target tracking capabilities for the proposed algorithm.
A generic implementation of the proposed RFS filtering method will be discussed in
Chapter 4 as well. This chapter also points out the drawback in the original RFS
method which makes it not directly applicable to perform speech source separation.
The proposed solution to this limitation will be detailed in Chapter 5.
Chapter 5 highlights the contribution of this thesis. This chapter discusses the ad-
aptations made to the source separation technique and the RFS filtering technique in
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order to apply them to the problem of separating a time varying number of moving
speech sources. Both the single state dynamics model as well as the single state obser-
vation model used in the RFS filtering technique are also explained in this chapter. This
chapter also contains information on the track management method used to provide la-
bels to the tracked sound sources and the ways in which this identity information is
subsequently used to construct the mask to perform sound source separation.
Chapter 6 discusses the numerical evaluations carried out to test the viability of the
proposed solution. The effects of various environmental acoustic interference, such as
noise and reverberation, on the accuracy of the sound source tracking and separation
are investigated and discussed in this chapter.
Chapter 7 is the conclusion of the thesis with a summary of the contributions made.
A brief discussion on the possible future work undertaken to further improve the pro-
posed technique will also be provided in this chapter.
1.5 Thesis Contribution
The following constitutes the original contribution of this thesis:
• Identified the limitations that exist within the current approaches to the source
separation problem for an unknown number of moving speech sources and pro-
posed a solution that solves this problem as both an acoustic separation problem
and a multi-target tracking problem. As the number of the speech sources are
not known a priori and the speech sources are moving, the problem can be cast
as a multi-target tracking problem in order to overcome the limitations of con-
ventional source separation techniques in tracking moving speech sources.
• Proposed a recursive online solution to a more complex source separation prob-
lem that involves moving targets. Most of the conventional source separation
techniques limit their scope to non-moving targets so the challenge is in separat-
ing moving sound sources. The complexity lies in identifying the correct relative
delay and attenuation of each sound sources and associating these acoustic fea-
tures with their respective sound sources as these acoustic features change with
the movement of the sound sources. The proposed solution exploits the sparse-
ness of the audio mixture in order to extract the acoustic features required by the
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target tracking algorithm.
• Proposed a solution that integrates the existing sound source separation tech-
niques with a principled target tracking approach in order to solve the problem
of separating moving sound sources. The proposed solution fuses a BSS method
with a RFS filtering method by using the RFS method to combine the spatio
temporal information of the audio features with the dynamic model to provide a
recursive Bayes optimal solution which is able to solve the sound source tracking
and separation problem online.
• Most conventional sound source separation systems assume to have prior know-
ledge of the number of sound sources. The proposed method attempts to estimate
the number of targets to be tracked based on the audio features extracted without
a priori knowledge on the number of sound sources.
• Developed a soft masking technique for sound source reconstruction based on
the estimated tracking results. A soft mask provides a better sound quality for
the reconstructed signals as opposed to a hard mask.
1.6 Thesis Publication
The following publications are a direct result of the research work undertaken:
• N. Chong, S. Wong, B.T. Vo, S. Nordholm, and I. Murray, “Multiple sound
source tracking via Degenerate Unmixing Estimation Technique and Cardinality
Balanced Multi-target Multi-Bernoulli filter (DUET- CBMeMBer),” in Proceed-
ings of IEEE International Conference on Intelligent Sensors, Sensor Networks
and Information Processing, 2014. ISSNIP’14 IEEE, 2014, pp. 16.
• N. Chong, S. Wong, S. Nordholm, and I. Murray, “Multiple Sound Source
Tracking and Identification via DUET CBMeMBer with Track Management,”
in Proceedings of Asia Pacific Signal and Information Processing Association,
2014. APSIPA’14. Annual Summit and Conference, Dec 2014, pp. 1-5.
• N. Chong, S. Nordholm, B.T. Vo, and I. Murray, “Tracking and Separation of
Multiple Moving Speech Sources Via Cardinality Balanced Multi-Target Multi
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Bernoulli (CBMeMBer) Filter and Time Frequency Masking” in Proceedings
of IEEE International Conference on Control, Automation and Information Sci-
ences, 2016. ICCAIS’16 IEEE, Oct 2016, to be published.
A revised version of work featured in the publications is used in Chapter 3, Chapter 4,
Chapter 5, and Chapter 6 of this thesis.
Chapter 2
Background
Even if your goal is noble, it is all meaningless if your methods are wrong!
– Kouta Kazuraba
This chapter will give the details of the problem that this research aims to solve in Sec-
tion 2.1. The system model used in the research is introduced in Section 2.2. This is
followed by a literature review on the different techniques in the field of sound sources
separation, sound source localisation and target tracking as the final solution encom-
passes the techniques from these three research fields. The main theories as well as
the suitability of these techniques will be discussed in Chapter 2. The literature review
mirrors the development of this research. Hence, sound source separation techniques
that extract audio features are reviewed first followed by sound source localisation, and
target tracking techniques. An overview of the proposed solution is given in Section
2.6 after the literature review.
2.1 Problem Formulation
The problem this research aims to solve is a more realistic scenario of the source sep-
aration problem. In an acoustic scenario which is closer to the real world environment,
the number of targets in a room is not known a priori and this number tends to change
with time. Furthermore, the information that is available to the system is only up to the
current time. The system has no access to future data as it has to process the acoustic
signal as it is received. Moreover, these targets will not necessarily be stationary. The
10
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targets may move in random patterns so a technique that aims to solve the more com-
plex source separation problem has to account for these factors instead of just purely
demixing the sound source mixture for stationary targets. An example of this problem
in real life is the conference room scenario which is provided by figure 2.1.
Figure 2.1: Typical source separation problem in a conference room scenario
In a “conference room scenario” whereby the number of acoustic targets vary with
time and the targets are moving, the solution will need to be able to estimate the time
varying number of targets, estimate the position of these targets as well as associate
the identities of these targets in order to track them and separate them. Conventional
BSS techniques are not applicable in the separation of a time varying number of sound
sources as these techniques require the number of sound sources and the acoustic fea-
tures of these sound sources to be constant throughout the whole measurement period
in order to separate them. The “conference room problem” outlined is more than just
a source separation problem as it requires the number and the state of the targets to be
estimated before sound source separation can be performed. An additional challenge
to the “conference room problem” is the need for the different speech sources to be
tracked and separated as the acoustic signals are being received. Due to this practical
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constraint, an online algorithm which is capable of processing the output as the se-
quence of acoustic data is being received is required. A system model that represents
the acoustic signal model in a conference room is required before a solution can be
proposed. Section 2.2 gives an overview of the general BSS and acoustic models prior
to introducing a system model that fits the “conference room problem”.
2.2 System Model
The sound source separation problem in a conference room scenario is a more complex
form of the BSS problem. As a result of this, a basic understanding of the BSS prob-
lem is required in order to formulate the problem in the context of a “conference room
scenario” with a time varying number of moving speech sources. The general BSS
problem can be summarised as a problem of finding the mixing parameters of a sound
source mixture and inverting the received signals using the estimated mixing paramet-
ers in order to separate the sound sources. The BSS problem can be mathematically
expressed as
Y = A ◦ S (2.1)
whereby ◦ denotes a multiplication or a convolution depending on the acoustic signal
model used. Y refers to an M ×K matrix of received signals
Y =

y1(t1) y1(t2) · · · y1(tK)
y2(t1) y2(t2) · · · y2(tK)
...
... . . .
...
yM(t1) yM(t2) · · · yM(tK)
 (2.2)
with M referring to the number of sound source signals received and K referring to
the time frames. S is the N ×K matrix of sound sources
S =

s1(t1) s1(t2) · · · s1(tK)
s2(t1) s2(t2) · · · s2(tK)
...
... . . .
...
sN(t1) sN(t2) · · · sN(tK)
 (2.3)
with N being the number of sound sources. A is the M × N matrix of mixing para-
meters containing the acoustic features to be estimated using the BSS technique. The
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acoustic features to be estimated and the difficulty in estimating these parameters rely
on the acoustic signal model used for the BSS. In traditional BSS techniques, the size
of A and S are rigid and constant throughout the measurement period.
There are several acoustic signal models which are commonly used in sound source
separation - instantaneous, anechoic, and echoic or convolutive. The instantaneous
acoustic signal model assumes that there is only an attenuation factor between the
signals received by the microphones. The observed signal at the mth microphone for
the instantaneous acoustic model can be expressed as
ym(t) =
N∑
n=1
amnsn(t) (2.4)
with ym(t) being the received signal and sn(t) being the sound source while amn is
the attenuation between the nth sound source and the mth microphone. The acoustic
features in A which can be extracted from the instantaneous model is just a matrix of
attenuation factors - {a11, · · · , a1N , · · · , aM1, · · · , aMN}. This is the simplest acoustic
model in the field of BSS research.
An anechoic audio mixing model is a more complex signal model that evolved
from the instantaneous model. The anechoic acoustic model considers the attenuation
and delay between the microphones. The anechoic signal model can be expressed as
ym(t) =
N∑
n=1
amnsn(t− δmn) (2.5)
where δmn is the delay between the nth sound source and the mth microphone. The
acoustic features in which are estimated by using the anechoic model are sets of atten-
uation factors and delays - {a11, · · · , a1N , · · · , aM1, · · · , aMN} and
{δ11, · · · , δ1N , · · · , δM1, · · · , δMN}.
A convolutive acoustic signal model better represents real world signals than the
instantaneous model and the anechoice model but it is also a more difficult acoustic
model to solve as a BSS problem [14], [15]. It is expressed as a convolutive sum of the
source’s signal and the microphone’s impulse response [16]
ym(t) =
N∑
n=1
B−1∑
b=0
hmn(b)sn(t− b) (2.6)
with hmn being the impulse response between the nth sound source and the mth mi-
crophone while b represents the room filter length and B is the maximum room filter
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length. The acoustic features to be estimated using the convolutive acoustic model is a
set of room impulse responses between all the N number of sources and the M num-
ber of microphones - {h11, · · · , h1N , · · · , hM1, · · · , hMN}. When the sound sources
are not moving, the impulse responses of the respective sound sources remain con-
stant. Hence, the impulse response of the non-moving sound sources to be estimated
throughout the measurement period will be the same.
In a conference room scenario, the number and the state of the sound sources are
constantly changing. The conventional BSS model as well as the acoustic signal model
used need to be able to accommodate these changing parameters. The number of sound
sources, N , and the acoustic features in the mixing parameter matrix is now dependent
on time. The size of the mixing parameter matrix will be M ×N(t) and the size of the
sound sources matrix will be N(t)×K. As a result of this, the proposed solution has
to be able to address the changes in the number of sound sources as well as the changes
in the acoustic features. The convolutive signal model that represents this scenario is
ym(t) =
N(t)∑
n=1
Bn−1∑
b=0
hmn,xt,n(b)sn(t− δmn,xt,n(b)). (2.7)
The number of the active sound sources,N(t), and the sound sources, sn(t−δmn,xt,n(b)
are now changing with time. Consequently, the impulse response of these sound
sources, will also be dependent on the state of these active sources. Hence, the prob-
lem of impulse response estimation which is already a difficult one will be even more
challenging to solve.
In order to approximate the convolutive model of the “conference room problem”,
we propose to use the anechoic acoustic model which is a compromise between the
instantaneous model and the convolutive model. The proposed anechoic signal model
includes the parameters that account for the number of moving speech sources and the
acoustic features which changes with time. The acoustic model proposed is
ym(t) =
N(t)∑
n=1
amn,xt,nsn(t− δmn,xt,n) (2.8)
with amn,xt,n and δmn,xt,n being the attenuation and delay of the nth sound source which
are now dependent on the state of the source, xt,n, that changes with time. The state of
a sound source can be defined to include the position and the velocity of the particular
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sound source
xt,n = {pt,n,xcoord , pt,n,ycoord , p˙t,n,xcoord , p˙t,n,ycoord}T (2.9)
with pt,n,xcoord and pt,n,ycoord representing the x and y coordinates respectively while
p˙t,n,xcoord and p˙t,n,ycoord represents the velocities of the x and y. With the signal model
established, we propose to break the “conference room problem” down into the fol-
lowing problems and systematically solving for each:
• Extraction of acoustic features, amn,xt,n and δmn,xt,n from a speech source mix-
ture.
• Joint estimation of the speech sources’ state, xt,n, and number, N(t).
• Calculation of the acoustic features, aˆmn,xt,n and δˆmn,xt,n based on the estimated
state of the sound sources, xˆt,n.
• The problem of associating the estimated acoustic features, aˆmn,xt,n and δˆmn,xt,n ,
with their respective speech sources based on the identity of the sources.
• The problem of speech source reconstruction based on the estimated acoustic
features, aˆmn,xt,n and δˆmn,xt,n .
As the individual speech sources are characterised by their set of acoustic features,
amn,xt,n and δmn,xt,n , it is physically intuitive to extract these features and track it re-
cursively in order to localise and track the sound sources. These features also contain
spatial information between the speech sources and the microphones. As the acous-
tic features are extracted when the acoustic signals are received by the microphones,
only the current acoustic features are available to the system. This adds to the com-
plexity of problem as the data used by the system for estimation is not available in
its entirety. The state, xt,n, and number, N(t), of the speech sources can be tracked
based on the observed acoustic features. The tracking of speech sources based on the
acoustic features extracted is more mathematically tractable compared to using the raw
information from the whole signal. If the raw information of the acoustic signal was
used directly to estimate the number and the state of the speech sources, more soph-
isticated models would be required to represent the speech sources. This will lead to
an increase in the computational cost of the solution. Once the state and the number
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of the speech sources have been estimated, the estimated acoustic features, aˆmn,xt,n
and δˆmn,xt,n , which follow the speech sources trajectory can be obtained by exploiting
the kinematic information on the speech sources movement. Through data association,
estimated acoustic features which belong to the same speech sources can be grouped
together. The speech sources can be separated and reconstructed based on the estim-
ated acoustic features which are associated with them.
2.3 Sound Source Separation
The first that needs to be solved in this research is the extraction individual acoustic
features, amn,xt,n and δmn,xt,n from a speech source mixture. BSS is a technique used
to separate these sound mixtures without a priori information[17]. BSS separates the
sound sources by estimating the mixing parameter which are usually the acoustic fea-
tures of the individual sound sources. In essence, no prior knowledge about the sound
mixture is required in order to achieve source separation though some BSS systems
require certain assumptions to be made about the sound sources. A study on the BSS
techniques will also provide clues on possible solutions to cluster the acoustic features
of the sound sources and the reconstruction of these sound sources. In BSS, there are
multiple methods to achieve source separation. The main branches of BSS are Higher
Order Statistics (HOS), Second Order Statistics (SOS), Computational Auditory Scene
Analysis (CASA) and Source Separation via Signal sparseness [15].
2.3.1 Higher Order Statistics
In HOS, the sound source model used is the instantaneous acoustic model in equation
(2.4). HOS is one of the earliest BSS technique used so the system model used is Y =
AS as shown in equation (2.1) [18]. Based on the system model used, HOS assumes
that the microphones receive M number of linearly independent sound sources and
the transformation from the N number of sources to the received signals is a linear
transformation that is invertible. Hence, the number of received signals M has to be
greater than or equal to the number of sound sources N . In other words, HOS only
works in determined or overdetermined conditions.
The underlying assumption in HOS is the statistical independence of the sound
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sources. Sound sources are considered statistically independent if their joint probab-
ilistic function is factorisable [19]. Another requirement imposed by Higher Order
Statistics is the underlying sources need to be non-Gaussian [5]. In order to achieve
source separation, the mutual dependence between the signal models are minimized
[15]. Independent Component Analysis (ICA) [19] falls under the class of BSS using
HOS. In ICA, the aim is to maximize the independence of the signals and this can be
achieved through the minimisation the mutual information between two sources [5],
maximization of entrophy [20] or non-Gaussianity [19]. The Information Theoretic
criteria is used in ICA to minimize the mutual information between the sources by
maximising the entrophy [15].
The advancement in ICA techniques have seen ICA being extended to other more
complex signal models such as the convolutive model [21] [22]. As the convolut-
ive model is more complex to solve than the instantaneous signal model, the ICA
techniques that solves the convolutive model will introduce additional computational
complexity. [22] simplifies the convolutive problem by solving it as an instantaneous
problem at each of the frequency bins but it also introduces a frequency permutation
ambiguity with this method [22]. Permutation alignment of each bin is performed to
solve the permutation ambiguity problem [22]. Although ICA is mainly used for sound
source separation, Sawada also used ICA as a sound source localisation algorithm in
[23].
Despite the capability of ICA to extract acoustic features from a speech source
mixture, ICA is not a suitable technique to extract acoustic features from a time vary-
ing number of moving speech sources due to several limitations. BSS via ICA suffers
from both permutation ambiguity and scaling ambiguity problems [22] [24, p.29]. Due
to the permutation ambiguity, the separated sound sources are not in the proper order
[22]. The permutation ambiguity will be a more prominent issue when the acoustic
features are to be associated with their respective moving sound sources. The separ-
ated sound sources cannot be properly scaled due to the scaling ambiguity. The sound
sources are not properly scaled. For a time-varying number of speech sources, there is
no a priori knowledge on the number of the speech sources. BSS via HOS which re-
quires the number of received signals to be equal to or more than the number of sound
sources is not applicable when the number of sound sources is not known beforehand
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and that number is changing with time. Due to the nature in which ICA performs
source separation by determining the independence of the underlying sound sources,
the computational complexity involved is very high. The research aims to use a low
computational complexity method that is capable of separating sound sources in over-
determined, determined and underdetermined scenarios so ICA is deemed unsuitable
as a feature extraction technique for this research.
2.3.2 Second Order Statistics
The next BSS research that is explored is BSS using Second Order Statistics (SOS)
[6]. SOS is the BSS technique that came after HOS. SOS only works in determined
or overdetermined situations so the number of received signals, M , has to be more
or equal to the number of sound sources, N . The signal property used by SOS to
achieve source separation is the non-stationarity of the signals. SOS has various ad-
vantages over HOS. One of such advantages is the computational complexity. With
the assumption of non-stationarity, it is capable of performing BSS with less data and
computational complexity [25]. SOS is also more capable in handling Gaussian signals
as long as the signals are non-stationary or coloured [25].
This is notably useful as real world signals are non-stationary most of the time
and this condition imposed upon the signals can be easily fulfilled [25]. Speech sig-
nal fulfills the condition of non-stationarity so SOS can be applied to separate speech
mixtures. The covariances of non-stationary sources are linearly independent at dif-
ferent time intervals. The temporal varying statistics of these non-stationary sources
provide additional information needed to achieve source separation. SOS generally
performs decorrelation which does not necessarily indicate that the sound sources are
independent though independent sources are definitely decorrelated [25]. With the ad-
ditional information available at varying time intervals, decorrelation can be performed
by minimizing cross power estimates [26].
Simultaneous minimization of multiple cross correlations is required in order to
have enough second order constraints to separate the signals [15]. A frequency do-
main implementation of simultaneous decorrelation diagonalization of the cross power
spectrum was proposed by Parra and Spence [27]. The cross power spectrum can be
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defined as
Ryy(τ, ω) = E[Y (τ, ω)Y H(τ, ω)]
= W (ω)Rxx(τ, ω)W
H(ω)
(2.10)
with Ryy(τ, ω) being the cross power spectrum and E[·] being the expectation of the
Short Time Fourier Transformed (STFT) signal, Y (τ, ω), and its Hermitian transposed
counterpart, Y H(τ, ω). W refers to the unmixing matrix and Rxx is the covariance
matrix. The aim is to minimize the cross powers on the diagonals of the previous
matrix by minimizing [15]
J =
∑
τ,ω
||Ryy(τ, ω)− Λy(τ, ω)||2 (2.11)
where J is the cost function and Λy(τ, ω) is an estimate of the cross-power spectrum
of the model sources which is assumed to be diagonal. This cost function captures
various time and frequencies and is minimized with respect to W (ω) and Λy(τ, ω).
The independence conditions are fulfilled and the unmixing matrix, W (ω) can be de-
termined if the signals are non-stationary and the cross powers differ for different time
instances, τ .
Similar to HOS, SOS is mainly performed in the frequency domain so the convolut-
ive acoustic model can be approximated by an instantaneous acoustic model. Hence,
SOS also experiences the scaling and permutation ambiguities. The problems that
arise from the permutation ambiguity will be even more evident when the acoustic
features are to be matched with their original sources as the acoustic features of mov-
ing sources will change with time. Another reason SOS is not chosen to extract the
acoustic features this research is the incapability of SOS to separate sound sources in
underdetermined scenarios. As SOS relies on the assumption that the number of re-
ceived signals, M , is equal to or greater than the number of sound sources, N , the
maximum number of sound sources present has to be known a priori in order to alloc-
ate enough microphones. Due to these limitations, a different approach is required to
extract the acoustic features of the moving speech sources.
2.3.3 Computer Auditory Scene Analysis
Both HOS and SOS are highly statistical BSS methods which estimate the acoustic
features of sound sources in order to separate them. Moreover, both techniques rely
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on strong assumptions which may not necessarily always hold true in real acoustic
scenarios. Computer Auditory Scene Analysis (CASA) [28] takes a different approach
to sound separation. CASA is a technique which models the human auditory system
in artificial systems [29]. Unlike HOS or SOS, CASA does not rely on the strong
signal assumptions so it is more robust in processing signals in real environments [29].
CASA has been shown to complement BSS techniques in the separation of sources in
underdetermined scenarios [30] [31]. Most of the literature reviewed shows that CASA
is mainly used for sound identification especially in speech recognition but CASA has
also been used for sound localisation [32], [33]. As CASA uses audio cues in order
to recognise the sound sources, it was considered as a possible method for acoustic
feature extraction.
There are two stages to CASA techniques. The first stage is the extraction of the au-
dio features while the extracted features are grouped in the second stage. Initially, the
sound sources are filtered by filterbanks modelled after the human cochlea and divided
into subbands. The features are grouped in the second stage. Groups of these features
are known as streams which can be used for recognition and scene understanding[34].
In [33], sound localisation is achieved via Interaural Phase Difference (IPD) and In-
teraural Intensity Difference (IID) estimation. Estimated Scattering Theorem is used
to analyse the estimated IPDs and IIDs depending on the subband frequency of the
data [33]. IPD is used to localise sound below 1500 Hz whereas IID is used for sounds
above 1500Hz as the ambiguity of the sound’s direction of arrival arises for IPD when
the frequency is over 1500 Hz [33].
CASA’s strength lies in the way it synthesizes audio data in a way which is similar
to human hearing. As such, CASA not only separates and localises the sound mixture
but it also attempts to understand the audio scene presented. CASA’s resemblance to
the human hearing from a neurobiological perspective might also give it an edge in
sound separation [34]. The main drawback of CASA is the difficulty in modelling a
system resembling the human hearing with low computational complexity [34]. As
this research aims to separate sound sources online with relatively low computation
complexity, CASA is deemed unsuitable for the applications required in this research.
However, the ideas from CASA such as the use of acoustic cues for localisation and
masking can be utilised in this research. [35] takes the inspiration from CASA in the
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creation of TF masks used to segregate speech sources.
2.3.4 Source Separation via Signal Sparsity
A BSS technique which is not statistically as demanding as HOS or SOS nor as compu-
tationally demanding as CASA is source separation via signal sparsity. It is a relatively
new technique in the field of BSS [4]. As the name implies, this technique exploits
the sparseness of the sound sources in the TF domain to achieve source separation.
The sparseness of source signals or the approximate W-disjoint orthogonality basic-
ally means that the active source signals do not overlap too much in the TF domain.
This BSS technique is capable of extracting sound sources even in underdetermined
scenarios as long as the signal assumptions are satisfied. Due to the signal sparseness,
it is assumed that the relative acoustic features extracted will clutter around true acous-
tic features [36]. As a result of this, the number of sound sources can be determined
from the number of acoustic feature clusters. The acoustic features will be the peak
or centers of these acoustic feature clusters. Sound separation via signal sparseness is
achieved by using the source of interest’s acoustic features to construct a TF mask that
masks the other signals’ contribution in the TF domain. The source of interest will be
separated from other sources when the masked mixture is inversely transformed back
from the TF domain.
Table 2.1 summarises the different source separation techniques discussed. The
aim of this research is to provide an online recursive solution to separate a time varying
number of speech sources so the technique chosen to extract acoustic sources has to
be able to function without a priori knowledge of the sound sources. As the number
of sound sources for the “conference room scenario” is assumed to not be known a
priori and constantly changing, the acoustic scenarios range from overdetermined to
underdetermined depending on the active speech sources at any given time.
Among all the source separation techniques reviewed, source separation via signal
sparseness is deemed to be the most suitable approach to be used for the source separa-
tion component in this research as it meets most of the criteria laid out by this research.
In terms of acoustic extraction, this technique is capable of extracting acoustic features
by exploiting the sparseness of the source signals. Moreover, source separation via
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Table 2.1: Comparison of the Different BSS Techniques
BSS technique
Number of Sources
that can be Separated Signal Assumption
Computational
Complexity
HOS N ≤M Statisticalindependence High
SOS N ≤M Non-stationarity High
CASA N ≥M Human hearinginspired Very High
BSS via
signal sparsity N ≥M
Signal sparsity
in TF domain Low
signal sparseness techniques are capable of extracting acoustic features in over de-
termined, determined and even underdetermined scenarios, fulfilling the criterion of
extracting acoustic features for a time varying number of speech sources. Further-
more, the computational complexity of BSS using signal sparsity is low so it fulfills
the criterion of an online solution. A detailed analysis on the theory as well as the
workings of source separation via signal sparseness will be given in Chapter 3. With
a technique shortlisted for acoustic feature extraction for non-moving sound sources,
the next problem that needs to be addressed is to extract these features when the sound
sources are moving.
2.3.5 Source Separation of Moving Sound Sources using Blockwise
Batch Processing
With the technique for acoustic feature extraction shortlisted, the next problem to be
solved is to extract these acoustic features when the sound sources are moving. The
main hurdle that makes the separation of moving sound sources more difficult than
non-moving sound sources is the change in the acoustic features as the sound sources
move. Blockwise batch processing is a possible method of extracting acoustic features
of moving sound sources. The work presented in [37] was the first to utilize blockwise
processing of a source mixture to achieve sound source separation. The work was
further extended in [38] and [39]. The basic idea of these sound source separation
system was to break a whole sound source signal into blocks and perform standard
source separation techniques such as ICA [19] to obtain the mixing parameters of the
sound source mixture. The details of source separation via ICA can be obtained in
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section 2.3.1. Using the source mixing parameters extracted from the standard BSS
techniques, source localisation is performed on the different sound sources with on
each block of signal presented to the algorithm. The primary idea introduced by these
work is that for a short enough time frame, a moving sound source can be considered
as a stationary sound source within that time frame [37]. As a result of this, the length
of the block or time frame chosen for analysis is extremely important. If the block is
too long, the assumption of pseudo-stationarity in the sound mixture does not hold and
it leads to a degradation in the source separation performance. On the other hand, if the
time frame chosen is too short, there is not enough information contained within the
time frame to extract the mixing parameters of the source mixture. Hence, the analysed
block length should be short enough that the sound sources are pseudo-stationary yet
long enough so that adequate data can be extracted from the block of signal [37].
The use of a blockwise processing method has opened up the possibility of local-
ising and separating moving sound sources. However, these conventional techniques
suffer from a common limitation: the lack of proper identity association for the separ-
ate sound sources with each frame. In [37], the separated sound sources were classified
using a machine learning technique - Continuous Hidden Density Markov Models. The
use of training data to associate separated speech is not practical in real life as the iden-
tity of the speakers are usually not known prior and the training of the machine adds
a layer of computational complexity to the algorithm. [38] does away with the need
for training data and solves the scaling and permutation issue inherent to BSS via ICA
using analytical calculations for null directions. The permutation and scaling prob-
lem is solved for each frame but there is no explicit identity association between these
sound sources that follows frame to frame. [39] performs data association through
the combination of their proposed Number of Source Estimation Technique (NOSET)
and k-means clustering [40]. The solution of data association via clustering solves the
identity ambiguity of the sound sources for each time frame but there is still no reliable
method of performing identity association for the separated sound sources across the
frames.
There are other limitations faced by these techniques which make them an unsuit-
able choice to track and separate multiple time varying sound sources. [37] and [38]
are techniques which only work on overdetermined or determined scenarios. The use
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of NOSET [40] improves the source estimation to underdetermined scenarios but it
still suffers from the problem of correctly estimating the true number of sound sources
if certain sound sources dominate the TF histogram. The selection of time frequency
points with dominant sound sources as a basis for source separation results in weaker
sources being discarded from the mixture. [39] has another weakness in the assumption
that the sound sources are near field and there is a strong direct path while the mul-
tipath components are weak. Such a scenario is usually not present in the real world
environment as the speakers tracked are usually far field when they move around in a
room. Although the techniques [37] [38] [39] are not incorporated into this research,
the idea of pseudo-stationarity introduced by these research is adopted for the acoustic
feature extraction of moving targets in the proposed algorithm. The source state de-
pendent acoustics features, amn,xt,n and δmn,xt,n , can be simplified to just amn and δmn
when the sound sources are pseudo-stationary.
2.4 Sound Source Localisation
Based on the earlier reviews, a source separation technique exploiting signal sparse-
ness processed in an online blockwise manner can extract acoustic features, amn,xt,n
and δmn,xt,n , from a time varying number of speech sources which are moving. How-
ever, these features alone are not enough to separate the speech sources which are
moving as these features are corrupted by noise and reverberation. As shown in equa-
tion (2.8), the acoustic features, amn,xt,n and δmn,xt,n , are dependent on the state, xt,n.
The change in the sound source’s location will affect the acoustic features received by
the microphones. Hence, the relationship between a sound source’s location and its
acoustic features can be utilised to identify the acoustic features associated with the
sound source.
The established methods of sound source localisation can generally be categor-
ized into three main categories: Time Difference of Arrival (TDoA) estimation meth-
ods, high-resolution spectral estimation concepts and steered response power (SRP)
of beamformers [41]. The first category utilizes the delay between various combin-
ations of microphones to determine the location of the sound source. The signature
technique that represents this category is Generalised Cross-Correlation (GCC) [42].
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The second category exploits the signal correlation matrix in order to achieve source
localisation. An example of this technique is MUltiple SIgnal Classification (MUSIC)
[43]. The last category estimates the sound location from the filtered, weighted and
summed version of the signal data received at the sensors [41]. A combination of a
steered beamformer with phase transform (SRP-PHAT) [41] is an example of sound
localisation using beamforming.
2.4.1 Generalized Cross-Correlation (GCC)
Among the various sound source localisation technique, the GCC technique is one
of the most widely used techniques. GCC is a sound localisation method proposed by
Knapp and Carter in 1976 [42]. It is one of the most common techniques used for sound
localisation [44]. GCC is usually used in conjunction with other weighting functions
such as Maximum Likelihood (ML) [45], Smoothed Coherence Transform (SCOT) and
Phase Transform (PHAT) to obtain a more accurate direction of arrival [42]. The PHAT
weighting function is the magnitude of the GCC [42]. PHAT is the more commonly
used weighting function as it is more robust in reverberant environments though its
performance is sub-optimal in ideal conditions [46].
GCC uses a simplified version of the anechoic acoustic model with the assump-
tion that there is only a delay between the pair of observed signals and there is no
attenuation factor. The signal received by a microphone pair can be modelled as
y1 (t) = s (t) + v1 (t) , (2.12)
y2 (t) = s (t− δ) + v2 (t) ,
with y (t) being the received signal, s (t) the sound source and v (t) the background
noise. δ is the delay or TDoA between the first microphone and the second micro-
phone. The cross correlation function Rgcc(τ) is used to extract the TDoA between the
two microphone signals. The GCC function is described in equation 2.13
Rgcc (δ) =
∫ ∞
−∞
Φ(ω)Sy1,y2(ω)ejωδdω, (2.13)
where Rgcc (δ) is the cross correlation function, Φ (ω) is the weighting function and
Sy1,y2(ω) is the cross spectral density of the microphone signals y1 (t) and y2 (t). The
main weighting functions, Φ (ω), examined in [42] are the Roth Processor [47], SCOT
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and PHAT. The PHAT weighting whitens the microphone signals by giving equal em-
phasis across all the frequencies. PHAT weighting is usually robust in reverberant en-
vironment as it is particularly effective at reducing the degradations due to multi-path
signals. The PHAT weighting can be expressed as
Φ(ω) =
1
|Sy1,y2(ω)|
(2.14)
The TDoA between two signals can be estimated by finding the time difference δˆ that
maximizes the argument of the the cross correlation function
∆ˆ = arg max
∆∈[−∆max,∆max]
Rgcc (∆) (2.15)
whereby ∆max is the maximum possible TDoA between the microphones in the pair.
The direction of arrival can be estimated by utilizing the TDoA which is obtained from
the features extracted. With this information,the sound source’s angle of arrival can be
calculated using formula 2.16 [48] [49]
θˆ = sin−1(
∆ˆ× c
d
) (2.16)
where θˆ refers to the estimated DoA, ∆ˆ refers to the estimated TDoA, c refers to the
speed of sound and d refers to the distance between the two microphones. This theory
only holds true if the sound sources are located in the far field as this theory assumes
the sound waves arriving at both the sensors are planar waves. Refer to figure 2.2 for
the relationship between the DoA and TDoA.
τ c
Θ 
d
τ
Planar 
waves
m2m1
Figure 2.2: Relationship between DoA and TDoA
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Generally, GCC-PHAT is usually applied in real life to determine speaker position
in a room [50] [51]. In [50], a modified version of GCC-PHAT is used to construct
the acoustic map of the room in order to localise two speakers. In [51], GCC-PHAT
is combined with High and Low Band energy Ratios (HLBR) for speaker localisation.
The combination retains the simplicity of HLBR while exploiting the robustness of
GCC-PHAT. GCC has undergone many modifications over the years but the basic idea
remains the same - the TDoA can be obtained from the cross power spectral density
spectral function of the two input signals. GCC-PHAT has been shown to be robust
in reverberant environments [46]. The main drawback to the original GCC-PHAT is
its incapability in localising more than one sound source without further modifications
[44] [50]. Moreover, the solution of the GCC is uniquely complex due to equation
(2.15). As this research intends to localise, track and separate multiple time varying
number of sound sources, a conventional GCC-PHAT might not suit the purposes of
this research despite its capability in determining the TDoA of a sound source which
can be used to calculate the delay, δ, of a source signal.
2.4.2 MUSIC
Apart from GCC, MUltiple SIgnal Classification (MUSIC) [43] is another method of
determining the DoA, θ, of a sound source. Using the relationship between DoA and
TDoA as shown in equation (2.16), the delay, δ, of a source signal can be determined
once the DoA is estimated.
MUSIC is a subspace parameter estimation techniques that can be used to determ-
ine the number of sound sources and the DOA of sound sources. MUSIC relies on
eigenvalue decomposition to determine the number of sound sources and the DOA of
a particular signal [52, p.1158][53]. MUSIC decomposes the matrix of the received
signal into two orthogonal matrices - the signal subspace and the noise subspace. As
MUSIC was developed for narrowband signals, the received signals can be modelled
as
y1 (ω) = s (ω) + v1 (ω) , (2.17)
y2 (ω) = s (ω) e
−jωδ + v2 (ω)
in the frequency domain. The data model used by MUSIC is similar to the general
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BSS model in equation (2.1) with the addition of a noise and it is expressed in vector
form
y(ω) = Asteering(θ)s(ω) + v(ω) (2.18)
y1(ω)
y2(ω)
y3(ω)
...
yM(ω)

=

a1(θ1) a1(θ2) a1(θ3) · · · a1(θN)
a2(θ1) a2(θ2) a2θ3) · · · a2(θN)
a3(θ1) a3(θ2) a3(θ3) · · · a3(θN)
...
...
... . . .
...
aM(θ1) aM(θ2) aM(θ3) · · · aM(θN)


s1(ω)
s2(ω)
s3(ω)
...
sN(ω)

+

v1(ω)
v2(ω)
v3(ω)
...
vN(ω)

where y is a M × 1 vector of received signals, Asteering is a M ×N matrix of steering
vectors, s is aN×1 vector of source signals, and v is aM×1 vector of additive noise.
Based on the assumption that the elements in Asteering which is in the signal sub-
space is orthogonal to the noise subspace, eigenvalue decomposition is performed on
the signals. MUSIC works by plotting the pseudospectrum of the signal and searching
through all the angles
PMUSIC(θ) =
1
aH(θ)µn
(2.19)
where a(θ) is the steering vector, [·]H is the Hermitian transpose and µn is the eigen-
value. The signals’ DOA can be estimated by searching for the largest peaks as the
denominator of the equation (2.19) will be zero when θ is in the signal direction. By
rearranging equation (2.16), the delta can be calculated from the estimated theta with
equation (2.20).
δˆ =
d sin θˆ
c
(2.20)
The estimated delay, δˆ is one of the acoustic features of a source with the other being
the attenuation. Apart from sound localisation, MUSIC can also be used to estimate
the delay of a sound source. Root MUSIC [54] is a variation of spectral MUSIC
that estimates the DOA of the signals by solving the roots of a polynomial instead of
searching the pseudospectrum for peaks [55]. Root MUSIC can be applied when the
sensor array is a uniform linear array.
Although spectral MUSIC and root MUSIC have been shown to be capable in es-
timating the DoA of signals for any sensor array geometry, it is not a suitable sound
source localisation technique for this research. This is mainly due to the fact that
the MUSIC algorithm is computationally expensive to run. In order to determine the
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source locations, it needs to search the whole pseudo-spectrum. With a more com-
plex signal model that is required in a more realistic acoustic environment, computa-
tional complexity of this algorithm will increase. Furthermore, MUSIC was initially
developed for narrowband signals and computational complexity will increase if the
technique is to be extended to wideband signals in [56] and [57]. The MUSIC al-
gorithm is not very robust as it is sensitive to source and sensor modeling errors and
it requires calibration in order to perform well [58]. Another limitation of MUSIC is
its incapability of estimating the DOA in underdetermined scenarios as it also makes
the assumption that the number of sources is less than the number of microphones.
The focus of this research is in estimating a time varying number of sound sources
online, it is impossible to determine the number of sensors required as the number of
sound sources vary with time and there is no prior knowledge on the number of sound
sources to be tracked. It is due to these various factors that MUSIC is not considered
as a source localisation technique for this research.
2.4.3 Steered Beamformer with Phase Transform (SRP-PHAT)
Apart from MUSIC, beamforming is another narrowband technique used for sound
localisation purposes. The beamformer has been around since the 70s as a method
to determine signal’s DoA [59]. The adaptive beamformer which is more robust than
the conventional beamformer was introduced in the 80s [60] [61]. Compared to the
conventional beamformer which was susceptible to interference signals, the adaptive
beamformer is more robust as it is capable of nulling these jammer signals. The beam-
former has been applied in various areas such as radar, sonar, communication and as-
trophysical exploration [59]. The conventional beamformer is also known as the delay
and sum beamformer [55]. The propagation delays in the arrival of the source signal
at each of the sensors in the array is compensated using time-shifts. The signals are
then aligned and summed to form a single output signal [41]. Filters are applied to the
conventional delay and sum beamformer in order to enhance the primary beam and the
different filter and sum beamformers are differentiated based on the type of filters used
[41]. An example of a beamformer is illustrated in figure 2.3.
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Figure 2.3: An example of a beamformer
For speech type applications, beamforming was mostly used for voice capture
rather than for sound source localisation due to the higher efficiency of other sound
localisation methods. An SRP beamformer relies on the spectral content of a sound
source in order to perform source localisation. However, this is impractical as a priori
knowledge of the source signal and the background noise’s spectral content is required
to derive the optimal solution [41]. This is further compounded by the presence of
reverberation in the received signal as it is difficult to estimate the background noise
accurately. To this end, the work presented in [41] addressed the problem by intro-
ducing the SRP-PHAT beamformer - a combination of the steered beamformer with
phase transform.
The SRP-PHAT beamformer proposed in [41] combines the advantages of steered
beamformer with those of PHAT. The steered beamformer is much more resistant to-
wards the effects of environmental conditions and requires shorter analysis intervals
suffers performance deterioration in the presence of multi-path signals in a room as
it relies heavily on the prior knowledge of the signal and channel content. The PHAT
weighting function which is resistant towards low to moderate reverberant environment
is able to mitigate the effect of multipath on the performance of the steered beamformer
Chapter 2: Background 31
while the beamformer complements the PHAT weighting by decreasing its sensitivity
towards the effects of environmental conditions.
For an N-element SRP-PHAT beamformer, the output in the frequency domain can
be expressed as [41]
P(p) =
N∑
l=1
N∑
k=1
∫ ∞
−∞
Φlk(ω)Syl,yk(ω)ejωδdω (2.21)
with Φlk(ω) being the PHAT weighting function, Syl,yk(ω) referring to the cross spec-
tral density of the received signals, yl and yk while δ refers to the TDoA between the
lth and the kth microphones. The PHAT weighting used in SRP-PHAT is similar to the
one used in equation 2.22. Its multi-channel counterpart can be expressed as
Φlk(ω) =
1
|Syl,yk(ω)|
(2.22)
In the context of filter-and-sum beamformers, the PHAT weighting function is the same
as using individual filter channels
Gn(ω) =
1
|Yn(ω)| (2.23)
with Gn(ω) referring to the filter and Yn(ω) referring to the STFT of the nth micro-
phone signal. Similar to the conventional SRP beamformer, the location of a sound
source is estimated by scanning the power across all the potential regions where the
sound source might be located and maximizing the power
pˆs = arg max
p
P(p) (2.24)
with pˆs referring to the estimated sound source position.
The advantage offered by SRP-PHAT beamformer is the capability to localise
sound sources in a reverberant environment as it significantly de-emphasises the ex-
traneous peaks and boosting the peak of the true sound source signal. With the com-
bination of the PHAT weighting function, the SRP-PHAT beamformer is more resistant
to the effects of noise and reverberation. The main drawback of the SRP-PHAT is the
additional computational cost involved [41] due to its large search space. Moreover
the large search space of the SRP-PHAT also produces many extremas [62]. ROOT-
SRP-PHAT [63] is a technique that reduces the computational load of the SRP-PHAT
through the use of root solving. The experiment carried out in [63] shows ROOT-
SRP-PHAT to be much less computationally intensive despite being almost as robust
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as SRP-PHAT. Despite having a robustness close to SRP-PHAT at less computational
complexity, the ROOT-SRP-PHAT was not used as it is less reliable when the room
reverberation is high.
Based on the investigation carried out on the different sound source localisation
techniques, the techniques would not be directly used in this research mainly because
the source localisation techniques require the number of microphones to be more than
the number of sound sources and the number of sound sources are not known a priori
in the context of this research. However, the main idea espoused by theses techniques,
namely the relationship between a sound source’s location and its delay can be ex-
ploited to estimate a sound source’s position, will be adopted in this research. As the
delay of a sound source, δ, can be estimated using source separation techniques, the
DoA, θ, of sound source can be determined from the estimated delay using equation
(2.16). As the aim of this research is to estimate the sound sources’ states rather than
just their DoAs, more sophisticated techniques which are able to further exploit the
relationship between the delay of a sound source and its location are required. Fur-
thermore, the sound sources need to be tracked across time so traditional localisation
techniques such as GCC, MUSIC and SRP-PHAT which assume the sound sources to
remain in the same position are ill suited of the task of tracking.
2.5 Bayesian based Sound Source Tracking and Separ-
ation
In order to track the states of the moving sound sources, Bayesian sound source track-
ing techniques are investigated. Bayesian sound source tracking makes use of state-
space estimation techniques such as the Sequential Monte Carlo (SMC) to achieve
sound source tracking. In state-space estimation techniques, the sound source’s loca-
tion and velocity are modelled as a state vector and the transition of this state is pre-
dicted and updated with observations made. The prediction of a sound source’s traject-
ory based on its dynamic model produces a more accurate estimate of the sound source
at a given time. Most state space estimation techniques usually combine a sound loc-
alisation technique with a tracking technique by using the information extracted using
the source localisation technique as observations for the tracking technique. Hence,
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source separation techniques and tracking techniques can complement each other’s
functions as one is able to provide the observations required and the other is able to
utilise these information to track the movement of the sound sources. Examples of state
estimation techniques are sound source tracking with Particle Filters (PF) [64], sound
source tracking with Random Finite Set (RFS) [65] as well as sound source tracking
and separation using Multiple Acoustic Source Tracking (MAST) [66].
2.5.1 Sound Source Tracking using Particle Filter (PF)
The idea of using a Particle Filter (PF) to solve the sound source tracking problem
was proposed by Ward and Lehmann in [64]. It was later updated with a Voice Activ-
ity Detector [67] in order to be more efficient in the information selection for TDoA
extraction. The work by Ward and Lehmann [64] has spurred further research in the
use of a PF in sound source tracking [68][69][70]. The motivation of using a state
space estimation for sound source tracking was the dynamic nature of a sound’s dir-
ect path. Traditional sound source localisation techniques such as GCC [42], MUSIC
[43] and beamforming tend to estimate a sound source’s localisation at just the given
time frame and such estimation will be affected by noise and reverberation. Given
the fact that there is a spatio-temporal correlation between the sound source’s direct
path whereas the contribution by noise and reverberation is spurious in nature, sound
source tracking with a PF is able to mitigate the effects of noise and reverberation on
the sound source’s localisation accuracy [64].
Sound source tracking using PF algorithm is executed as a Bayesian recursion [71].
The general framework of sound source tracking using PF is an estimation of a sound
source’s TDoA, predicting its location based on the defined dynamics model and up-
dating the likelihood of the prediction based on the received observation and finally
estimating the location of the sound source based on the weighted sum of the particles’
positions [72].
A target at time k can be represented by its single target state, xk, which contains
the Cartesian Coordinates and their respective velocities
xk = [pk,xcoord pk,ycoord p˙k,xcoord p˙k,xcoord ]
T . (2.25)
The single target state is assumed to follow a Markov process in the state space, X ⊆
Chapter 2: Background 34
Rnx , and this Markov process can be described by the transition density also known
as the dynamics model, fk|k−1(xk|xk−1) [73, p.76]. Different dynamics models were
examined and compared in [74]. Based on the comparative study, the Langevin model
was deemed to be the most appropriate dynamics model to be used. The Langevin
model assumes each Cartesian Coordinate to be independent [64].
The Markov process undergone by the state can be partially observed from the
measurements, zk, in the observation space, Z ⊆ Rnz . The likelihood function,
g(zk|xk), describes the probability that a measurement, zk, is generated by the state, xk.
In PF, the measurements, zk, are usually generated by source localisation techniques.
Different source localisation methods can be used in conjunction with a particle filter
and these source localisation techniques can be divided into two categories: TDoA
estimation techniques and direct localisation techniques [75]. An example of TDoA
estimation is GCC while an example of a direct localisation technique is beamforming
[75]. In order to relate the observed measurement with the state estimate, equation
2.26 is used [76]
∆ˆk =
|pˆs,k − pmic,m| − |pˆs,k − pmic,n|
c
(2.26)
with ∆ˆk referring to the estimated TDoA between the microphone pair at time k, pˆs,k
being the estimated location vector of the sound source which contains the XY co-
ordinates, pxcoord,k and pycoord,k, pmic,m and pmic,n referring to the microphone pair and
c is the speed of sound.
The likelihood to be used in PF can either be a Gaussian likelihood or pseudo-
likelihood [64]. A Gaussian likelihood is formed through the assumption that the true
source is corrupted by the addition of a Gaussian noise so the likelihood is a Gaussian
function with the true location of a particular sound source as a mean. On the other
hand, a pseudo-likelihood is formed by using the continuous function of the localisa-
tion as function of density to measure the likelihood. A lower bound is introduced
in the pseudo-likelihood to account for cases whereby there are no peaks which cor-
respond to the true sound source’s location. Both the Gaussian likelihood and the
pseudo-likelihood can be paired with the two conventional types of source localisa-
tion techniques. A comparison of the different combinations is reviewed in [64]. The
results show that a combination of a direct localisation method paired with a pseudo-
likelihood performed best in the 100 simulation runs performed although the authors
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do concede that further verification of the performance is required with real recordings
[64].
The evolution of the single target state can be described by the posterior density,
pk(xk|z1:k). Based on the measurements up to time k, the posterior density, pk(xk|z1:k),
can be calculated from the the Bayes recursion
pk|k−1(xk|z1:k−1) =
∫
fk|k−1(xk|x)pk−1(x|z1:k−1)dx (2.27)
pk(xk|z1:k) = gk(zk|xk)pk|k−1(xk|z1:k−1)∫
gk(zk|x)pk|k−1(x|z1:k−1)dx (2.28)
which relies on the information provided by the dynamics model and also the likeli-
hood function. Pseudocode 1 illustrates the recursive stages of sound source tracking
using PF.
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Algorithm 1 Pseudocode for Sound Source Tracking using Particle Filter
Data Initialization
1: initialise the algorithm by forming a set of particles {X (l)0 }Ll=1 with an initial uni-
formly distributed weight, {w(l)0 }Ll=1 = 1L , with L being the number of particles
Filtering
2: while Frame of data, k, examined is not the last frame,K do
3: Resample the particles from the previous frame,{X (l)k−1}Ll=1, according to their
weights in the previous frame to form a new set of particles, {X˜ (l)k−1}Ll=1
4: Predict the set of particles, {X (l)k }Ll=1, by propagating the particles,
{X˜ (l)k−1}Ll=1, through the chosen dynamics model, f(xk|xk−1)
5: Transform the observed raw data, δ, by the localisation function into a local-
isation measurements, z
6: Using the likelihood function, gk(z|x), calculate the likelihood based on the
observed measurements, z
7: Weight the particles according to the new likelihood, w(l)k = gk(z|x), and nor-
malize the particle weights to 1,
∑
l w
(l)
k = 1.
8: Store the set of particles and their respective weights, {X (l)k , w(l)k }Ll=1
State Estimation
9: Estimate the sound source’s location based on the weighted sum of the particle
positions
10: end while
Despite the improvements introduced by [64] in the use of PF to track sound source
movements, there are limitations to this technique. One of the limitations of this tech-
nique is the number of sound sources that can be tracked. [64] and [67] are only
capable of tracking one sound source. This limitation on the number of sound sources
which can be tracked needs to be addressed as there are usually more than one sound
source of interest in real world environments. As a result of this, the capability of the
sound source tracker with PF is generalised in [77] through the use of Random Finite
Sets (RFS).
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2.5.2 Sound Source Tracking using Random Finite Sets (RFS)
In a real world acoustic scenario, the number of speakers in a room will be unknown
and time varying as speakers will randomly appear and disappear. A joint estimation on
the number of sound sources as well as the sound sources’ location is required for the
purpose of tracking multiple speakers in a room. As a result of this, the work presented
in [64] which only tracks a single target has its limitations in a real world application.
There were earlier attempts to use Kalman filters to track multiple speakers as shown in
the work presented in [78] and [79]. However, in order to properly track multiple time
varying number of sound sources in a room, a multi-target tracking technique would
be required.
The multi-target tracking research field is well established with three main methods
of tracking multiple targets - Multiple Hypothesis Tracker (MHT) [80], Joint Probab-
ilistic Data Association (JPDA) [81] and Random Finite Sets (RFS) [12]. In MHT,
the data association hypotheses is propagated in time to achieve multi-target tracking.
Multi-target tracking using JPDA is achieved through the propagation of observations
based on their association probabilities. Both MHT and JPDA are computationally
expensive to run in an online environment. Multi-target tracking with MHT is com-
putationally expensive because it enumerates all the possible hypotheses and the total
number of possible hypotheses increases exponentially with time [82]. In JPDA, the
marginal joint association probabilities is the sum of all the joint association probabil-
ities. Thus, JPDA is also computationally expensive to run when the number of targets
tracked increases as the calculation of the joint association probabilities scales expo-
nentially with the number of targets and the number of measurements [83]. Moreover,
JPDA also does not explicitly handle target birth and death [84] so it is not a suitable
technique to detect speech sources which may appear or disappear with time.
In order to extend the single target tracking problem to a multi-target problem,
the most suitable method would be to represent the number of states and their values
as random finite sets (RFS). An RFS is a finite-set-valued random variable which is
characterised by its probability distribution [13]. The motivation of using finite sets
stems from the notion of estimation error [85] [73, p.76]. In estimation theory, the
output of an estimation has little meaning if there is no meaningful way of interpreting
the estimation error [86]. Extending a single state to a multi-state through the use of a
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vector has fundamental inconsistencies in terms of estimation error. The use of a vector
to represent a multi-state has problems accounting for the estimation errors in terms of
data association, accuracy of the estimated states, as well as the cardinality of targets.
On the other hand, representing the multi-target states as finite sets is consistent with
the notion of estimation error as it is able to represent all the possible combinations
of the multi-target state and the miss distance between sets which accounts for the
accuracy of the estimated states and the cardinality of the estimate [73, p.76]. The
problem of multi-target tracking using RFS can be solved using the Finite Set Statistics
(FISST) which was proposed by Mahler in [12].
FISST was developed based on the notion of integration and density, which is con-
sistent with point process theory [73, p.76].
Multi-target System Model
In single target tracking such as the technique used in [64], a target is usually repres-
ented by its single target state, xk, which consists of the position and velocity of the
moving target at time k. The single target transitions through the state space,X ⊆ Rnx ,
and its movement can be observed in the observation space, Z ⊆ Rnz . When the num-
ber of the targets is N(k), the target states xk,1, ..., xk,N(k) and the measurements as
well as clutter generated by these targets, zk,1, ..., zk,M(k) can be represented as [13]
[12][87]
Xk = {xk,1, ..., xk,N(k)} ∈ F(X ), (2.29)
Zk = {zk,1, ..., zk,M(k)} ∈ F(Z). (2.30)
In RFS, F(X ) represents the space of the finite subsets of X ⊆ Rnx while F(Z)
represents the space of the finite subsets of Z ⊆ Rnz .
At time k, a target within the previous multi-target state, xk−1 ∈ Xk−1 may cease to
exist with the probability, 1− pS,k(xk−1) or it may survive with probability pS,k(xk−1)
and transition to a new state according to the transition density, fk|k−1(xk|xk−1). These
single targets are states within the multi-target set. Hence, the dynamics of a multi
target state can be described by the union of a survival RFS at time k, Sk|k−1(xk − 1)
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and the multi target birth model, Γk, as shown in the following expression
Xk =
 ⋃
xk−1∈Xk−1
Sk|k−1(xk−1)
 ∪ Γk (2.31)
With the union of the RFS survival model and the RFS birth model, the multi-target
transition density takes the target birth, target death and the target motion into consid-
eration.
During the measurement period, a target, xk ∈ Xk, at given time, k, can be missed
by the probability 1−pD,k(xk) or detected with the probability pD,k(xk). If the target is
detected, there is a likelihood, gk(z|xk), it will generate an observation, zk. The meas-
urement generated by the target at time k can be described by the RFS, Θk(x). Apart
from the actual measurements generated by the target, the sensors might receive clutter
or false alarms, Kk with the intensity function, κk(·). The multi-target measurement,
Zk, generated by the multi-target state, Xk, can be expressed as a union between the
measurement’s RFS and the clutter’s RFS
Zk =
[ ⋃
x∈Xk
Θk(x)
]
∪Kk (2.32)
Detection uncertainty, target measurement and clutter are taken into consideration with
the union of the measurement RFS and the clutter RFS.
Bayesian Multi-target filtering
In instances where a single target is tracked using a Bayesian framework, the state of
the target is propagated through a Bayes recursion. When the single target tracking
scenario is extended to a scenario involving the tracking of multiple moving targets,
the multi-target posterior density at time k, pik(·|Z1:k) needs to be propagated instead
of the probability density of just a single state. pik(Xk|Z1:k) is propagated according to
[13] [12] [87]
pik|k−1(Xk|Z1:k−1) =
∫
fk|k−1(Xk|X)pik−1(X|Z1:k−1)δX (2.33)
pik(Xk|Z1:k) = gk(Zk|Xk)pik|k−1(Xk|Z1:k−1)∫
gk(Zk|X)pik|k−1(X|Z1:k−1)δX (2.34)
where fk|k−1(·|·) is the multi-target transition density, gk(·|·) is the multi-target like-
lihood and the integral with reference to δX , is a set integral for any function f :
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F(X )→ R which is defined by:∫
f(X)δX =
∞∑
n=0
1
n!
∫
f(x1, · · · , xn)d(x1, · · · , xn). (2.35)
This multi-target transition density captures the target births, deaths and motion while
the detection and the clutter is captured by the multi-target likelihood. The full multi-
target Bayes recursion is intractable due the inherent combinatorial nature of multi-
target densities and the multiple intergrations on the multi-target state and observation
spaces [12]. Hence, an approximation to the full multi-target Bayes recursion is re-
quired.
Multiple Sound Sources Tracking using PHD and CPHD
In order to overcome the limitation of [64], the work in [65] and [77] proposes a gener-
alised target tracking approach to track multiple sound sources through the use of RFS
in the form of the Probability Hypothesis Density (PHD) filter [12]. The PHD propag-
ates the multi-target first order moment statistics rather than the actual multi-target
Bayes posterior [12]. [88] further extends the capabilities of [77] by using Cardin-
alized Probability Hypothesis Density (CPHD) filter [89], a more advanced version
of RFS technique to track multiple speakers. All the speakers which are tracked are
considered a set of the single state while the observations that was generated by the
speakers are treated as a set of observations [65].
The cardinality or the number of elements in RFS representing the number of tar-
gets is approximated as a Poisson distribution in the PHD filter. The Poisson distri-
bution is described by its mean which is equal to its variance. Hence, there is a high
variance in the cardinality estimated by the PHD filter when the expected number of
targets is high [90]. As a result of this, the number of estimated sound sources in [65]
and [77] will suffer from a high cardinality variance when the number of targets is
high. A Poisson distribution is a good representation of clutter but not necessarily a
good representation of the cardinality of targets. The use of CPHD to track multiple
sound sources in [88] will alleviate the cardinality inaccuracy. The CPHD is a gener-
alized version of the PHD filter which jointly propagates the intensity function as well
as the cardinality distribution [90]. As the movement of the speakers in a room are
usually random and nonlinear, the CPHD implementation used in [88] is the nonlinear
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CPHD using unscented transforms [90].
The dynamic model used by [77] and [88] to propagate the target states is the
Langevin model. For the measurement model, both techniques use the TDoA between
microphone pairs as observed measurements. The sound source localisation technique
used to obtain the multi-targets’ TDoAs by both techniques is the classical GCC-PHAT
technique (an explanation on the GCC-PHAT can be found in Section 2.4.1). The
TDoAs obtained from the microphone pairs are not directly used for localisation, rather
these TDoA estimates are fed into the PHD or CPHD filters as sets of measurements.
The relationship between the TDoA measurements and the location of the sound source
is given by equation (2.26). Equation (2.26) is solvable as long as the positions of
the microphones used in the array are known. The likelihood model used by both
techniques is a normal Gaussian distribution with the observed TDoA as the mean of
the Gaussian and the observation noise as the variance. As multiple sensors are used,
data fusion of the likelihood is a product of the individual likelihood for the sensor
pairs.
Overall, both the techniques shown in [77] and [88] have shown satisfactory results
in tracking multiple time varying sound sources. Despite this, the tracking perform-
ance of multiple sound sources can be improved as the PHD and CPHD filters were
initially proposed to handle more linear scenarios whereas the dynamics model and
the observation model of sound sources are nonlinear. Moreover, the use of the PHD
filter is computationally expensive as it requires clustering to extract state estimates
from particle clusters. The limitations of the PHD and CPHD are addressed with the
Cardinality Balanced Multi-target Multi-Bernoulli (CBMeMBer) [13] filter. Unlike
the PHD or CPHD filter which propagates the intensity function, the CBMeMBer fil-
ter approximates the multi-target posterior density as a multi-Bernoulli and propagates
it [13]. The SMC implementation of the CBMeMBer is more suited for the task of
tracking targets with non-linear dynamics and speech sources usually move in a non-
linear manner. As a result of this, the RFS technique that this research focuses on is
the CBMeMBer technique. Further justifications and explanations on the CBMeMBer
technique can be found in Chapter 5.
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2.5.3 Sound Source Tracking and Separation
The techniques discussed in Section 2.5.2 only tracks multiple speech sources but do
not separate these speech sources. There have been earlier attempts to localise and
separate moving sound source mixtures using purely acoustic technique [66] as well
as others which adopts a multimodal approach such as [91] [92] and [93].
Sound Source Tracking and Separation using Multiple Acoustic Source Tracking
(MAST)
A more recent attempt to track and separate moving sound sources purely from an
acoustic standpoint is the work by Pertila in [66] which uses Multiple Acoustic Source
Tracking (MAST).
The MAST technique used in [66] utilises the spatio temporal nature of speech
and combines it with Bayesian tracking technique to perform sound source tracking
and separation. The Bayesian tracking technique used in [66] is an independently
developed technique for multiple sound sources tracking [94]. MAST uses multiple
particle filters to track the multiple sound sources. A likelihood ratio based on the hy-
pothesis,H0 - “No source is present”, andH1 - “Source is present” is used to determine
the presence of a sound source. The likelihood ratio is expressed as
λ(τ) =
p(Zτ |H1)
p(Zτ |H0) (2.36)
A sound source is considered present if the likelihood is more than a predetermined
threshold, λT . MAST uses an Attack and Decay filter is applied to the likelihood
ratio in order detect new sound sources faster while keeping existing sound sources for
longer at the same time. Sound source separation is performed after the sound sources
have been localised and tracked. The spatial filter used to separate the acoustic features
of each sound source for all the frequency bands, is similar to the one used in [95].
The work presented in [66] has been shown to be a viable method in tracking and
separating sound sources but there are still several limitations to it. The first limitation
of this solution is the dimension of the sound sources tracked. Due to the likelihood
model and the data association method chosen, only the DoA of the sound sources are
estimated and tracked. The data association used is also of concern as the authors did
concede that the error of target swapping and other mismatch errors during tracking
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were not evaluated in [66]. Gating is not technically a data association technique as
it does not establish the identity between the estimated parameter. Gating is a tech-
nique to reduce the candidate of observed measurements based on the distance from
the predicted target’s position [96]. Thus, the use of gating for the purposes of data as-
sociation rely on the assumption that the targets do not exist close together at the same
time or else there might be a mismatch in the targets’ identities. Apart from that, the
birth and death model chosen to be used in [66] does not represent a smooth transition
as the presence and death still depends on a preset threshold of the likelihood ratio. The
likelihood ratio is not consistent with the formal definition of a Bayesian probability
as it uses the hypothesis as a state.
Multimodal Sound Source Tracking and Separation
In order to localise and separate moving sound source mixtures, there are research such
as [91] [92] and [93] which adopted the multimodal approach. The technique intro-
duced in [91] can be considered a pioneering technique in multimodal sound source
tracking. These methods are not purely “acoustic” tracking as they rely on additional
information such as image processing in order to obtain the required information to
track the sound sources. In order to extract audio information, these methods gener-
ally use classical sound localisation approaches with a combination of Bayesian sound
source tracking techniques.
In [91], the multimodal approach was used to track speaker movements but the
movements were limited. The solution was used to track the head movement of the
speaker. Sound source localisation was achieved using GCC (Section 2.4.1 contains
the details on source localisation using GCC). A PF is used to fuse the audio and visual
information so the spurious peaks due to reverberation do not pose significant effects
on the accuracy of the algorithm. The TDoA information obtained is used to initialise
the state of the source and also helps to recover from the loss of lock [91]. A more
advanced version that tracks that movements of multiple speakers in the room is de-
veloped in [92]. The sound source localisation technique is a two step approach with a
sector based localisation to determine the active sector and then a point based localisa-
tion to determine the speaker’s position in the sector. The sector localisation technique
used is SAM-SPARSE-MEAN [92] while the point based localisation technique used
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is SRP-PHAT [41] (details of the SRP-PHAT can be found in Section 2.4.3). The
tracking and identity association between the different speech sources is carried using
a multimodal Bayesian Information Cue which fuses the acoustic cue and the location
cue of the speech sources to determine their identities. Visual cue is used to further
enhance the data association of the separated speech sources. It is especially useful
when recovering the tracks from the silence periods in speech sources. Unlike [91]
and [92], source localisation and tracking in [93] is performed using the visual data
rather than the audio data. The tracking method employed is the PF. State information
of the sources such as their location and velocity is obtained through image processing.
The trajectory information is then used to aid the ICA method in separating the moving
sound sources.
The multimodal methods have been shown to be capable of localising, tracking
and separating multiple speech sources but these methods are not without their limita-
tions. The main problem with these methods is the additional processing required such
as speech recognition or image recognition in order to identify the separated sound
sources. These would mean additional computational complexity in order to identify
the separated sound sources and they will be only suited for offline processing. A more
specific example of this would be the Bayesian Information Criterion employed in [92]
to cluster the speech sources. In order for the acoustic cue to be used for data associ-
ation, the speech signal analysed has be active for a minimum duration of time. The
proposed scheme of using location and acoustic cues are close to the one that only uses
the location cue [92]. Hence, the acoustic tracking and separation method presented in
[92] is not suitable for an online solution for speech source separation.
2.6 Proposed Solution
Based on the review of the literature in the field of source separation, source local-
isation and tracking, a possible solution is to model the number and the state of the
acoustic targets which can vary over time as RFS and solve for these parameters using
a principled RFS target tracking algorithm based on the acoustic information extrac-
ted using a BSS technique. As discussed in Section 2.1, the system does not have even
have a priori knowledge of the sound sources so future knowledge of the sound sources
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is even more unlikely. Thus, the solution also needs to be online as the estimated num-
ber and state of the acoustic targets are based on the acoustic features available to the
system up to current time and no future data is available to the system. In the “con-
ference room problem”, the solution needs to be able to estimate the correct acoustic
features and location of the speakers as they are speaking. The number and location
of the speakers are recursively estimated as the sequence of speech data is received.
According to [10], the recursive solution can be considered an online solution to the
Bayesian learning problem as the information on the parameters is updated through
the use of new pieces of incoming information. Figure 2.4 illustrates the workings and
the the online nature of the proposed solution Both the sound source separation tech-
nique and the RFS target tracking technique complement each other in achieving the
objectives of tracking and separating a time varying number of moving sound sources
in real time. Acoustics features of the sound source mixture are to be extracted and
used as observed measurements for the target tracking algorithm for the current time
instance. By exploiting the relationship between the sound sources’ acoustic features
and their locations, acoustic feature such as the relative delay can be used by the target
tracking algorithm to estimate the number of targets as well the state of these targets.
The spatio-temporal relationship of the sound sources can be further exploited to de-
termine a more accurate set of acoustic features from the output of the target tracking
algorithm. The TF mask construction relies on the estimated number of targets and the
set of filtered acoustic features. Sound source separation is achieved by applying the
TF masks on the sound source mixture.
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Figure 2.4: Block diagram of the Proposed Algrithm
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2.7 Summary and Discussion
In summary, Chapter 2 has discussed the main problems related to the development of
an online solution for localisation, tracking and separation of multiple speech sources.
The sound source separation problem in the “conference room scenario” can essen-
tially be broken down into the problems of sound source localisation, tracking and
separation. For sound source localisation, the problem lies in extracting acoustic fea-
tures from a sound source mixture. The problem of sound source tracking is the cre-
ation of tracks that link the locations and trajectories of the sound sources based on the
observed acoustic features. The final problem of sound source separation lies in the
data association of the tracks and estimating the mixing parameters from this informa-
tion in order to separate the sound source mixtures. As a result of viewing the source
separation problem in the “conference room scenario” from all three perspective, most
techniques in the area of sound source separation, sound source localisation and sound
source tracking were investigated.
The techniques that were investigated for sound source separation are HOS, SOS,
BSS via signal sparsity and CASA. The source separation techniques using HOS and
SOS are not utilized in this research as they are incapable of separating sound sources
in underdetermined scenarios. CASA requires the modelling of the human hearing
which would be too computationally complex for an online solution so this technique
was ruled out. BSS via signal sparsity is the most viable technique as it is not compu-
tationally expensive to run and it is capable of extracting acoustic features in underde-
termined scenario which suits the purpose of determining the acoustic features of time
varying sound sources. These techniques are mainly used to extract the acoustic fea-
tures of non-moving sound sources. With the changes in the acoustic features when the
sound sources move, traditional sound source separation techniques are not enough to
deal with the changes in the acoustic features. Sound tracking using blockwise batch
processing proposes to process the signal of moving sound sources in blocks and to
treat the moving sound sources are being pseudostationary within the time period of a
block. By adapting this idea to be used in the sound source separation techniques, the
problem of acoustic feature extraction for moving sound sources can be overcome.
The source localisation techniques reviewed are GCC, MUSIC, and SRP-PHAT.
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MUSIC was ruled out as a source localisation technique as this technique was ori-
ginally developed to handle narrowband signals so they would not perform as well in
localising speech sources which are broadband signals. GCC-PHAT is a robust loc-
alisation technique even in reverberant scenario but it requires modifications in order
to localisation multiple sound sources. SRP-PHAT overcomes the problem faced by
GCC and a steered beamformer in terms of source localisation but it was not used in
this research due to the high computational complexity required to run it. Furthermore,
source separation techniques have been applied to achieve sound source localisation
so it is preferable to use a sound source separation technique to extract the acoustic
features required to localise the sound sources as the information generated by the
techniques can later be used to achieve source separation.
Sound source tracking is a very challenging problem. Bayesian tracking is a com-
mon approach in dealing with target tracking problems. It creates a spatio-temporal
relationship between the measured TDoA and the trajectory of the target tracked. An
early work in using the Bayesian technique for sound source tracking is the use of PF
to track moving source by Ward and Lehmann [64]. The limitation of this technique
is the number of targets tracked so the work was further extended through the use of
RFS techniques to track multiple targets in [77] and [88]. The PHD and CPHD fil-
ters used were not initially designed to handle nonlinear scenarios so these two filters
require modifications in order to handle the dynamics model and measurement model
of speech sources which are nonlinear. Moreover, the state extraction from particle
clusters of the PHD filters require clustering so it is an expensive technique to run.
Hence, these two RFS approaches were not used in this research which aims to provide
and online solution for tracking and separating speech sources. The work presented in
[66] has further extended the multiple sound source tracking to multiple sound source
tracking and separation. The limitations of this research are the way in which it deals
with the sound source presence as well as the data association between the different
sound sources across time. Apart from that, the source sources were only tracked in
one dimension. Multimodal sound source tracking and separation techniques were also
reviewed in Chapter 2. This research requires an online recursive method to track and
separate sound sources but multimodal techniques are either too computationally in-
tensive or they require training data. Hence, the multimodal techniques reviewed were
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not used as part of the proposed solution.
Based on the literature review of the techniques in source localisation, tracking and
separation, it is believed that a source separation technique that can also be used for
source localisation will be an ideal candidate to be used for acoustic feature extraction
in this research. With the additional requirement of extracting acoustic features from
time varying number of sound sources, a source separation technique which is cap-
able of handling underdetermined scenarios is required. BSS via signal sparsity is a
technique that meets both these requirements. With regards to multiple sound source
tracking, the aim is to localise and track the time varying number of sound sources
based on the extracted acoustic features. An RFS technique would be suitable as it
is an elegant and mathematically tractable online solution that is capable of recursive
multi-target tracking. Sound source separation of multiple moving sound sources can
be achieved by utilising the track information to generate source labels and mixing
parameters. The proposed solution is to exploit signal sparsity of received signals in
the TF domain to extract the acoustic features and track the speech sources based on the
extracted acoustic features using an RFS method. The details of the techniques used
for acoustic features extraction and sound source tracking are discussed in Chapter 3
and Chapter 4 respectively. The main contribution of this thesis which is the integration
of these two techniques to achieve sound source localisation, tracking and separation
of moving speech sources will be presented in Chapter 5.
Chapter 3
Audio Feature Extraction via Signal
Sparsity
Todays life comes before tomorrows.
– Haruto Souma
3.1 Overview
In a “conference room scenario”, the speech sources are moving and the acoustic fea-
tures change with the position of the speech sources. As the speech sources are defined
by their unique acoustic features, the acoustic features of these speech sources across
time needs to be known in order to perform source separation. In Chapter 3, the prob-
lem to be focused on is the extraction of acoustic features from a sound mixture signal
containing a time varying number of moving speech sources. The aim of acoustic
feature extraction in a “conference room scenario” is to extract the time varying at-
tenuation, amn,xt,n and delay, δmn,xt,n , from the received speech source mixture. The
acoustic features extraction process is illustrated in diagram 3.1.
50
Chapter 3: Audio Feature Extraction via Signal Sparsity 51
Audio Feature Extraction
BSS technique 
for audio feature 
extraction
STFT
y1(t)
y2(t)
Y1(ω, τ)
Y2(ω, τ)
.
.
.
Y(M-1)(ω, τ)
YM(ω, τ)
.
.
.
Z = {δ2,1
y(M-1)(t)
yM(t)
δM,(M-1)}. . .
Figure 3.1: Block diagram of the Acoustic Feature Extraction Process
As mentioned earlier in Chapter 2, there are four main approaches to solving the
BSS problem in an acoustic scenario - Higher Order Statistics (HOS), Second Or-
der Statistics (SOS), Computer Auditory Scene Analysis (CASA) and BSS via signal
sparsity. HOS, SOS and CASA are not applicable in the extraction of acoustic features
for a time varying number of moving speech sources due to their limitations. HOS and
SOS assume that the number of sound sources to be separated is less than the number
of received signals while CASA requires a lot of computational power as it models the
algorithm based on human hearing. Thus, the approach taken by this research is to
exploit the sparsity of speech signals in the time frequency domain to achieve sound
source localisation and separation.
The principle behind source separation via signal sparsity and how this principle
can be applied to extract the acoustic features is discussed in this chapter. The suit-
ability of applying BSS via signal sparsity in a “conference room scenario” is also
analysed. The work in [97] has shown that the acoustic features extracted using a
BSS via signal sparsity method can be used for source localisation purposes. This is
due to the fact that BSS via signal sparsity is capable of extracting audio features in
overdetermined, determined and underdetermined audio scenarios. Compared to other
scenarios such as HOS, SOS and CASA which are only capable of handling overde-
termined [98] and determined scenarios, BSS via signal sparsity is highly favourable
when the number of sound sources to be tracked is unknown a priori and changes with
time and the proposed algorithm has to be performed online.
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Motivation
One of the earlier works that proposes the use of signal sparsity in the TF domain
to separate sound sources is Degenerate Unmixing Estimation Technique (DUET) that
was developed by Yilmaz and Rickard [4] in 2004. Since its introduction, it has spurred
much research in the field of source separation via source sparsity exploitation. DE-
SPRIT [99] [100], MENUET [101] and BSS combined with fuzzy C means clustering
[102] are among the research that utilizes the theory introduced by DUET.
DESPRIT is an extension of DUET that combines DUET with ESPRIT. The mo-
tivation for such a combination was to perform blind signal separation on more than
one signal mixture [100]. DESPRIT is capable of extracting acoustic features from
an array of sensors whereas DUET only works for a single pair of sensors. DESPRIT
also works under a more relaxed W-disjoint orthogonality assumption and is capable of
handling echoic mixtures [100]. Despite the strengths of DESPRIT, it was not used as
the acoustic feature extraction technique as it requires uniform linear array of sensors
and it suffers from front back confusions [102]. DESPRIT also adds an additional
layer of complexity to the acoustic feature extraction as the function played by the ES-
PRIT technique in this hybrid can be replaced by a target tracking technique to jointly
estimate the number of sound sources and the location of the sound sources.
The sensor array limitation of DESPRIT is addressed by MENUET [101]. MENUET
[101] is another form of DUET that utilizes multiple sensors instead of just a single
pair. In MENUET, k-means clustering technique is used to cluster the acoustic features
extracted. The number of clusters represent the number of sound sources. This allows
an arbitrary number and array formation of microphones to be used as the location of
the microphones need not be known beforehand. This algorithm is further extended
in [102] and [103] through the use of a fuzzy C means clustering technique instead of
a k-means clustering technique. The basic idea behind these two methods remain the
same but the use of a soft clustering technique (fuzzy C means clustering) has an edge
over a hard clustering technique (k-means clustering). The advantage of using a soft
clustering technique is obvious in the sound quality of the reconstructed sound sources
after separation [102]. The use of a hard clustering technique such as the k-means
clustering produces a binary mask which will inevitably result in a lot of “musical
tones” appearing in the separated sound sources. On the other hand, a soft clustering
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technique like the fuzzy c means is able to mitigate the effects of “musical tones” and
produces separated sound sources which sound more natural to human speech [104] .
Despite the merits of MENUET with the clustering techniques, MENUET is not
used as an acoustic feature extraction technique in this research in which the number of
sound sources are unknown and time-varying as the clustering techniques require prior
knowledge of the sound source number and also the mean of these clusters. The mean
of these clusters are usually estimated through an recursive procedure which cannot
be guaranteed to converge [103]. Even if an unsupervised clustering technique such
as [105] is used, it only adds computational complexity as the focus at this stage of
research is to extract acoustic features from the sound mixture and the role of estim-
ating the number of sound sources and refining the acoustic estimates can be better
fulfilled by target tracking techniques. Apart from that, MENUET with the hard clus-
tering technique is affected by outliers in the data and the centroids of the clusters
will not necessarily be the true acoustic features of the individual sounds as these
techniques might not converge [103]. Another limitation of using such clustering tech-
niques is the limitation of the sound mixture to be comprised of non-moving sound
sources. The clustering techniques are run recursively and each iteration shapes the
clusters that represent the sound sources. As a result of this, MENUET with clustering
techniques is unsuitable for online implementation as an online implementation of an
acoustic feature extraction technique will require the acoustic features to be extracted
in short segments of the source mixture. Due to these various limitations of cluster-
ing techniques, it is difficult to apply these clustering techniques to separate moving
speech sources with an unknown number which changes with time. Hence, a new
approach needs to be taken in order to separate the time-varying number of moving
speech sources in the “conference room scenario”.
In this research, it is proposed that the principal ideas introduced in DUET to be
adapted and used for acoustic features extraction and source separation. As these ideas
form a central part of the proposed solution, the background information on DUET
is discussed. The main motivation of exploiting the signal sparsity in the TF domain
stems from its flexibility as it can be integrated with other techniques to improve the
separation performance. This is evident in [30] and [31] whereby the idea of signal
sparsity is used and integrated with CASA techniques to improve the performance of
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source separation using CASA. The use of fuzzy C means clustering to cluster the
acoustic features in MENUET [102] further reinforces the idea that the core principle
of exploiting signal sparsity to achieve source separation can be integrated with other
techniques to enhance the performance of the algorithm. Furthermore, BSS via signal
sparsity is capable of extracting acoustic features with low computational complex-
ity in overdetermined, determined and underdetermined scenarios [106]. This allows
the algorithm to extract the acoustic features in a “conference room scenario” as the
number of speakers in the room are not known a priori and time-varying. Acoustic
feature extraction can still be performed even if at any given instance the number of
active sound sources exceeds the number of microphones available in the room. Apart
from that, the information processed through the use of BSS via signal sparsity can be
further exploited to separate the speech source mixture unlike other algorithms such as
GCC or beamforming which are purely used for source localisation purposes.
3.2 Speech Source Separation via Signal Sparsity
DUET [4] is a robust and efficient BSS technique as long as the condition of approx-
imate W-disjoint orthogonality is fulfilled. By exploiting the sparseness in the speech
signals, DUET is able to separate sound source mixtures into their respective sources.
There are three main stages to DUET - acoustic feature extraction, mask estimation
and source separation.
3.2.1 Approximate W-disjoint orthogonality
The concept of W-disjoint orthogonality is explored in [107]. Two signals are con-
sidered as W-disjoint orthogonality if the windowed Fourier transform of those two
signals are disjoint. Source signal sparsity can be referred to a situation whereby only
one source is active at any time frequency point. It can be expressed as
Sn(τ, ω)So(τ, ω) = 0,∀τ, δ,∀n 6= o (3.1)
with Sn and So being the Short Time Fourier Transform (STFT) of the respective ob-
served speech signals, τ being the time and ω defined as the frequency.
The concept of W-disjoint orthogonality is restrictive in a real speech scenario as
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the time frequency representation of the speech signals will still overlap when mul-
tiple speakers are speaking simultaneously. Hence, this condition is further relaxed to
approximate W-disjoint orthogonality in [108] by exploiting the sparsity in the Gabor
expansion of speech signals. The fact that large Gabor coefficients are usually concen-
trated in small percentage of the time frequency regions means that different signals
will rarely have large Gabor coefficients in the same time frequency region. Hence,
the approximate W-disjoint orthogonality is achievable by speech signals although the
result of source separation still relies on the degree of approximate W-disjoint ortho-
gonality between the speech signals. Clearer separation is made possible with a higher
degree of approximate W-disjoint orthogonality.
With approximate W-disjoint orthogonality, sound separation for an arbitrary num-
ber of sound sources is possible as long as the sound sources do not overlap too much
in the time-frequency domain. Such assumption holds true for most cases of speech
as human speakers take turns to speak in most given scenarios [36]. However, the as-
sumption of approximate W-disjoint orthogonality will be violated and the separation
performance deteriorates when the room reverberation increases due to the effects of
multipath.
3.2.2 Acoustic Feature Extraction
The first stage of DUET is acoustic feature extraction. As DUET exploits the ap-
proximate W-disjoint orthogonality of the speech signals in order to achieve source
separation, STFT is performed on both of the observed sound mixtures. This is done
in order to transform the observed mixtures into the time frequency domain in which
the source signals are sparse. The signal model used in DUET is the anchoic signal
model shown in equation (2.5)
ym(t) =
N∑
n=1
amnsn(t− δmn).
The STFT of the signals is defined as
FW [sn](τ, ω) : =
1√
2pi
∫ −∞
∞
W (t− τ)sn(t)e−jωtdt (3.2)
with FW [sn](τ, ω) being the STFTed source and W referring to the window function
that is used for the STFT. For the sake of brevity, the rest of thesis will simply refer
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to FW [sn](τ, ω) as S(τ, ω). The original DUET algorithm uses a Hamming window
with the size of 1024 for the STFT as it gave the best performance among the different
window functions that were compared [4]. After the sound mixtures have been trans-
formed into the time frequency domain, the ratio of the mixtures is used to obtain the
features - instantaneous attenuation and instantaneous delay. The time frequency ratio,
H21, can be expressed as
H21 =
Y2(τ, ω)
Y1(τ, ω)
=
∑N
n=1 ane
−jωδnSn(τ, ω)∑N
n=1 Sn(τ, ω)
. (3.3)
By exploiting the approximate W-disjoint orthogonality which states that only one
sound source will have significant contribution in a particular time frequency point,
equation (3.3) can be further simplified to
H21 =
ane
−jωδnSn(τ, ω)
Sn(τ, ω)
= ane
−jωδn . (3.4)
In the original DUET system, both the instantaneous attenuation and the instant-
aneous delay are calculated for each time frequency point of the sound mixture and
then clustered by a power weighted histogram. The instantaneous attenuation and the
instantaneous delay can be obtained from the time frequency ratio, H21, based on equa-
tions (3.5) and (3.6)
an = |H21| (3.5)
δn =
1
−ω∠H21 (3.6)
with |H21| referring to the absolute value of the time frequency ratio while ∠H21 refers
to the angle of the time frequency ratio. In the original algorithm, the instantaneous
attenuation, an, is not used in the construction of the power weighted histogram. In-
stead, the symmetric attenuation, αn is used. The symmetric attenuation, αn, can be
calculated from the instantaneous attenuation, an, based on the following formula:
αn := an − 1
an
(3.7)
The symmetric attenuation, αn, is used in place of the instantaneous attenuation, an, in
order to have sound source’s attenuation reflect symmetrically at the centre point (αn =
0) even if the microphone’s signals are swapped. If the instantaneous attenuation was
used, a, a swap of the microphone signals will result in the change from an to 1an . With
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the use of the symmetric attenuation, a swap of the microphone signals will only result
in a change from αn to −αn without a change in the value of αn [36]. Sound sources
which are louder on microphone 1 will have αn < 0 while sound sources which are
louder on microphone 2 will have αn > 0, with the use of the symmetric attenuation,
αn [36].
A power weighted histogram is constructed to cluster the estimated acoustic fea-
tures into groups which define the original sound sources. The power weighted histo-
gram is influenced by Maximum Likelihood algorithm [4]. The power weighted histo-
gram is a valid method of clustering the acoustic features based on three observations
by the authors of DUET [4]:
• Observation 1: Most of the source energy is captured within a small rectangle
of instantaneous acoustic features centered on the true acoustic features
• Observation 2: Observation 1 holds true even for individual sound sources in
the sound source mixture
• Observation 3: The smoothed 2D-weighted histogram of the instantaneous acous-
tic features is in one-to-one correspondence with the rectangle centers in Obser-
vation 2
The authors of DUET chose to use the weighted estimates as they are more accurate
estimates of the true acoustic features [36]. The power weighted attenuation can be
expressed as
α˜n :=
∫ ∫
(τ,ω)∈Ωn |Y1(τ, ω)Y2(τ, ω)|pωq α˜(τ, ω)dτdω∫ ∫
(τ,ω)∈Ωn |Y1(τ, ω)Y2(τ, ω)|pωqdτdω
(3.8)
while the power weighted delta estimate can be expressed as
δ˜n :=
∫ ∫
(τ,ω)∈Ωn |Y1(τ, ω)Y2(τ, ω)|pωq δ˜(τ, ω)dτdω∫ ∫
(τ,ω)∈Ωn |Y1(τ, ω)Y2(τ, ω)|pωqdτdω
(3.9)
The time frequency weight of a given time frequency point is |Y1(τ, ω)Y2(τ, ω)|pωq
whereas Ωn refers to a set of (τ, ω) points (determined to be associated with the nth
cluster). Various choices for p and q hold for different circumstances:
• p = 0, q = 0 was the counting histogram used in original DUET [107]. The
counting histogram does not consider the speech energy nor the speech fre-
quency.
Chapter 3: Audio Feature Extraction via Signal Sparsity 58
• p = 1, q = 0 was motivated by the Maximum likelihood symmetric attenuation
[4].
• p = 1, q = 2 was motivated by the Maximum likelihood delay estimator [4].
• p = 2, q = 0 was proposed to reduce delay estimate bias [4].
• p = 2, q = 2 is a good choice for low SNR scenarios or speech mixtures [36]
p = 1 and q = 0 is a good default choice for most applications but p = 2 and q = 2
is best suited for speech signals [36]. The weighting of p = 2 and q = 2 helps to
accentuate the contributions by speech which have a higher energy and frequency con-
tent compared to background noise. The choice of p = 2 and q = 2 has the limitation
of failing to pick up the a sound source if the sound source’s energy contribution is
significantly lower than the others. For the purpose of sound separation in a full sound
signal, this will be less of a problem as the the contributions of all the sound sources
in the full signal will be more or less equal but this will not be the case when the TF-
weighted histogram is examined on a frame by frame basis. The pairing of p = 0.5
and q = 0 is suggested when the sound sources are not of equal power as it prevents
the dominant sound sources from obscuring the peaks of the smaller sound sources in
the power weighted histogram [36].
The power weighted histogram can be used to estimate the mixing parameters as
the instantaneous parameters will cluster around the true parameters. Hence, the num-
ber of sound sources can be represented by the number of peaks in the power weighted
histogram while the mixing parameters - symmetric attenuation and relative delay, are
represented by the center of these peaks. An example of a power weighted histogram
featuring a 30dB source mixture with sources originating from 45 degrees left and 60
degrees right of the microphone pair is shown in figure 3.2. The two peaks in the power
weighted histogram indicates that there are two sound sources. The highlighted peaks
shows the mixing parameters, (α˜ = 0.041 and δ˜ = −1.556) for the sound source em-
anating from 60 degrees right of the microphone pair and (α˜ = −0.041 and δ˜ = 1.273)
for the one emanating from 45 degrees left of the microphone pair. The estimated
acoustic features from the peaks are used for the time frequency masks’ construction.
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Figure 3.2: An example of a power weighted histogram for a mixture of two non-
moving sound sources
3.2.3 Mask Construction and Source Separation
The mask used for source separation is constructed using the acoustic features estim-
ated from the power weighted histogram. The estimated attenuation, a˜n, is used in the
mask construction so the symmetric attenuation, α˜n, is converted back to the attenu-
ation using equation 3.10
a˜n =
α˜n +
√
α2n
2
(3.10)
A scoring system is devised by using the instantaneous likelihood function to measure
the closeness of a particular time frequency point to the peak value [4]. A peak is
assigned to each time-frequency point using equation ([36]):
J(τ, ω) := arg min
o
|a˜oe−jωδ˜oY1(τ, ω)− Y2(τ, ω)|2
1 + a˜o
2 (3.11)
A value of 1 is assigned to acoustic feature estimates which belong to a particular peak
while 0 is assigned to the other parameters. The binary mask can be expressed as:
M˜n(τ, ω) :=
1 J(τ, ω) = n0 otherwise (3.12)
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With the assumption made that the audio features are mutually exclusive and only be-
long to a particular sound source, the masking technique used is a hard masking tech-
nique. The binary mask of each sound source is applied to the sound source mixture
using equation ([36])
s˜n(τ, ω) = M˜n(τ, ω)
(
Y1(τ, ω) + a˜ne
−jωδ˜nY2(τ, ω)
1 + a˜n
2
)
(3.13)
The final step in DUET involves performing Inverse STFT on the estimated sound sig-
nal to reconstruct the original sound sources in the time domain. The DUET technique
is summarized in the following algorithm[36]:
Algorithm 2 Pseudocode for DUET
Acoustic Feature Extraction
1: Transform the received signals, y1(t) and y2(t), into their their time-frequency
representation, Y1(τ, ω) and Y2(τ, ω) via STFT
2: Calculate the time frequency ratio, H21 =
Y2(τ,ω)
Y1(τ,ω)
and extract the instantaneous
attenuation, a = |H21|, and instantaneous delay, δ = 1−ω∠H21, from it.
Acoustic Feature Clustering
3: Construct the TF-weighted histogram
4: Locate the peaks in the histogram and determine the value of the peak centers as
the peak centers determine the mixing parameters, (α˜, δ˜)
Mask Construction and Source Separation
5: Construct the TF binary masks based for each peak with their respective peak
centers, (α˜, δ˜)
6: Apply each mask to the appropriately aligned mixtures
7: Convert the separated sound sources from the TF domain back to the time domain
through ISTFT
3.3 Limitations of BSS via Signal Sparsity in Separa-
tion of Multiple Moving Speech Sources
BSS via signal sparsity has been shown to be a valid separation method when applied
to scenarios where the number of sound sources are known and the sound sources are
non-moving. BSS via signal sparsity relies on approximate W-disjoint orthogonality
assumption to extract acoustic signals from a sound source mixture and clustering of
these acoustic feature to achieve source separation. The main advantage of BSS via
signal sparsity is its capability to extract acoustic features, amn and δmn, even in un-
derdetermined scenarios due to the approximate W-disjoint orthogonality assumption
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[4]. Furthermore, the computational complexity of a basic BSS via signal sparsity
technique such as DUET is low, making it suitable for online applications. Techniques
such as MENUET with fuzzy C clustering shows that the basic idea of exploiting signal
sparsity for sound source separation can be integrated with other techniques to further
improve the source separation performance. Despite these benefits offered by BSS via
signal sparsity, there are limitations to these techniques when they are to be applied in
a “conference room scenario”.
The first limitation of applying BSS via signal sparsity in “conference room scen-
ario” is the lack of information on the number of active sound sources. Apart from the
power weighted histogram used in DUET, clustering techniques such as k-means clus-
tering and fuzzy C means clustering requires the number of sound sources to be known
in order to sort the acoustic features into their distinctive clusters. This information
is unavailable in a “conference room scenario” as the number of sound sources are
not known a priori and this number changes when the active sound sources appear or
disappear with time. Acoustic features clustering with power weighted histogram does
not require prior information on the number of active sound sources and the number of
peaks which form indicate the number of sound sources. Hence, acoustic feature clus-
tering using a power weighted histogram is a viable clustering method in a “conference
room scenario”.
The second limitation faced by BSS via signal sparsity when it is applied in “con-
ference room scenario” is the amount of audio information required to separate the
signals. Conventional BSS via signal sparsity techniques perform an analysis of the
source signals across the whole measurement period. Due to the assumption that the
acoustic features, amn and δmn, are constant, the longer analysis period will yield a bet-
ter separation performance as the extra information helps to distinguish the true acous-
tic features of each sound source. Furthermore, the longer measurement period helps
the In a “conference room scenario”, the acoustic features, amn,xt,n and δmn,xt,n are
dependent on the position of the sound source and are no longer constant throughout
the whole measurement period. A moving sound source which has changing acous-
tic features will not be well represented by the clustering techniques used by con-
ventional BSS via signal sparsity techniques. An example of this is shown when a
power weighted histogram constructed upon a sound mixture of 2 moving speakers
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Figure 3.3: An example of a power weighted histogram for a mixture of two moving
sound sources
with 30dB noise and 150ms reverberation time in figure 3.3. Clustering techniques
used in conventional BSS via signal sparsity techniques such as the power weighted
histogram and fuzzy C means clustering are unable to determine the means or peaks of
the clusters which are used to estimate the true acoustic features if the acoustic features
analysed are constantly changing. When the whole measurement period is analysed,
the changing nature of the moving sound sources’ acoustic features will cause these
clusters to merge. This is shown in figure 3.3 where there are no clear peaks to indic-
ate the unique clusters for each sound source in the mixture. Conventional BSS via
signal sparsity techniques which rely on these clusters to separate the individual sound
sources can no longer perform separation as there no unique clusters that identify the
different sound sources.
A possible solution to overcome the aforementioned limitation is to analyse the
sound source mixture on a frame-by-frame basis by exploiting the fact that the moving
sound sources will remain pseudo-stationary within the time frame which they are
inspected. By using the assumption that the acoustic features are pseudo-stationary
within a short time frame, amn,xt,n and δmn,xt,n can be approximated to just amn and
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Figure 3.4: An example of a power weighted histogram for a mixture of two moving
sound sources based on a frame by frame analysis
δmn within the time frame. This approximation allows clusters to be formed for each
time frame and sound source separation to be performed. As the clusters are formed
for each time frame, the number of sound sources are also determined for each time
frame, making it possible to determine the number of active sound sources which is
constantly changing across time.
However, this method of acoustic feature extraction for moving sound sources has
its own shortcomings as well. Most clustering techniques require a few iterations to
converge to the true mean or centroid so the short time period used for analysis does
not contain enough data for these clusters to converge. As the cluster is constructed
for a frame which is just a short period in time, the energy contribution of the sound
sources are lower as well. Thus, contributions by noise will be relatively larger in
the clusters causing spurious peaks to appear in the estimation [64]. An example of
a power weighted histogram used to analyse the same sound mixture of 2 moving
speakers with 30dB noise and 150ms reverberation on a frame by frame basis is shown
in figure 3.4.
The application of a frame by frame analysis allows conventional BSS via signal
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sparsity techniques to extract acoustic features from moving sound sources but it also
leads to a new problem of identity ambiguity in the separated sound sources. Due to
the greater contribution of noise and reverberation, other clusters or peaks resulting
from the noise or reverberation will emerge. As BSS via signal sparsity rely on the
clusters to identify the different sound sources, the additional clusters resulting from
noise and reverberation will prevent the true acoustic features to be matched to their
respective sources. As shown in figure 3.4, there are four peaks despite the fact that
there are only two sound sources. This is an example of noise corrupting the acous-
tic feature estimates when the acoustic feature extraction process is performed on a
frame by frame basis and the energy contribution of the sound source is low. These
extra clusters due to noise and reverberation are clutters which cause identity ambigu-
ity within the frame. The identity ambiguity problem further extends from frame to
frame. Conventional BSS via signal sparsity techniques are incapable of associating
the different acoustic features amn,xt,n and δmn,xt,n which have been approximated to
just amn and δmn, from frame to frame. As the true acoustic features are constantly
changing when the sound sources move, the mean or peak of the clusters will shift
from frame to frame. Hence, a multi-target tracking technique with data association is
required to solve this problem. Further details on multi-target tracking using RFS and
its application in the “conference room scenario” will be discussed in Chapter 4.
3.4 Summary
In summary, BSS via signal sparsity can be used to extract the acoustic features amn,xt,n
and δmn,xt,n from a sound mixture which contain moving targets. The justification of
using BSS via signal sparsity stems from the simplicity of this method and its capab-
ility to separate more sound sources than the number of sensors available. The funda-
mentals of using signal sparsity to achieve sound source separation is also discussed
in this chapter. Chapter 3 concludes with the discussion on the limitations of BSS via
signal sparsity when it is applied to a “conference room scenario”.
In order to tackle the problem of extracting acoustic features from a time varying
number of sources, BSS via signal sparsity is a highly suitable method as it has been
shown to be capable of separating more sound sources than the number of sensors
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available [106]. As a result of this, acoustic feature extraction will not be a prob-
lem when the number of sound sources in a room exceeds the predetermined number
of sensors in the room. The use of W-disjoint orthogonality assumption in acoustic
feature extraction was analysed. The benefit of using this assumption is the low com-
putational complexity it offers. By using the assumption of W-disjoint orthogonality,
the computational complexity of the problem does not scale when there are multiple
sound sources [4] but the accuracy of the acoustic feature estimates do suffer when
there are no strong direct sound paths. Noise and reverberation will contribute addi-
tional sound paths which weaken the W-disjoint orthogonality assumption and affect
the accuracy of the acoustic feature estimates.
BSS via signal sparsity suffers from two main limitations when it is applied in the
“conference room scenario”. The first limitation is the requirement of knowledge on
the number of sound sources in order to cluster the acoustic features. As the number of
active sound sources are not known a priori and this number is changing throughout the
measurement period, clustering techniques such as k-means and fuzzy C means clus-
tering are incapable of sorting the extracted acoustic features into clusters. A possible
solution is to apply a power weighted histogram which does not require the number of
sound sources to be known a priori. The second limitation is the amount of information
and time required for the clusters to converge in conventional BSS via signal sparsity
techniques. Clustering techniques such as k-means and fuzzy C means clustering need
to run recursively in order for the clusters to converge around the true acoustic features.
The acoustic features in the “conference room scenario” vary with time so the means
of the clusters will be constantly shifting and clusters will merge. Without unique
clusters to represent the individual sound sources in the source mixture, sound source
separation cannot be achieved. This limitation can be partially achieved by analys-
ing the source mixture on a frame by frame basis. By doing so, the acoustic features
amn,xt,n and δmn,xt,n can be approximated to just amn and δmn for each time frame. The
problem that arises from this is identity ambiguity which arises from spurious peaks of
noise and reverberation due to the relatively lower signal energy contribution in each
time frame. The data ambiguity problem extends from frame to frame as conventional
BSS via signal sparsity techniques are unable to associate the identity of the sound
sources from frame to frame. A method to overcome this limitation is to use an RFS
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multi-target tracking technique to filter out the spurious peaks and offer data associ-
ation between the acoustic features in order to jointly estimate the time varying number
of sound sources and track the sound sources.
Chapter 4
Speech Source Localisation and
Tracking
Chase two birds and you will catch two birds.
– Tendou Souji
4.1 Overview
In Chapter 3, the method in which BSS via signal sparsity can be used to extract the
acoustic features from a mixture of moving speech sources is discussed. In a “confer-
ence room scenario”, the number of active sound sources and the acoustic features are
time varying and conventional BSS via signal sparsity techniques are faced with several
limitations when they are applied in the “conference room scenario”. These limitations
of conventional BSS via signal sparsity techniques can be overcome by performing a
frame by frame analysis of the signal instead of analysing the whole signal measure-
ment period. By doing so, the time varying acoustic features can be assumed to be
constant for each time frame. The source separation problem in the “conference room
scenario” is transformed into a multi-target tracking problem by performing BSS on
frame by frame basis and extracting acoustic features for each of the time frames.
The problem of speech source separation in a “conference room scenario” is similar
to the classical multi-target tracking problem. The number of active speech sources
at any given time is random and these speech sources are constantly moving. By
applying the target tracking technique in this context, the speech sources which can
67
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appear or disappear across time can be viewed as the targets to be tracked and the
acoustic features can be viewed as the measurements generated. The challenge of
this problem lies in the need to not only track the evolution of the speech sources’
individual target states in time but the change in the number of targets as well due to
the births and deaths of targets [109]. The reliability of the microphones also come into
question as the microphones may or may not detect the speech sources. Furthermore,
even if the targets are detected, the reliability of the measurements received are also of
concern as not all the measurements are generated by the active speech sources. Apart
from the measurements generated by the active speech sources, the microphones may
also receive clutter which is a set of spurious measurements. In speech source tracking,
the clutter which corrupts the acoustic features extracted are the spurious peaks due
to noise and reverberation. In target tracking problem, the other challenge is data
association. The identity of the targets tracked are maintained throughout the whole
tracking process. In speech source tracking, the data association problem arises when
the extracted acoustic features have to be matched with their respective speech sources
across the time frames. The speech reconstruction after the separation process relies
on applying a TF mask made from the different acoustic features which belong to the
same speech source.
Despite the similarities with classical target tracking applications, speech source
tracking presents its own distinctive challenges. In a conversation, speakers tend to
pause in between words and when they are taking turns to talk. The first challenge is
the low rate of detection due to the silence period in speech signals. The low rate of
detection makes the speech sources more difficult to track as the measurements are not
constantly generated. Besides that, the low rate of detection makes it harder to distin-
guish the true speech sources from multipath generated by the speech sources. These
silence periods present a different challenge during data association as the acoustic
features after the silence period needs to be matched to the ones before the silence
period. The difficulty lies in making the decision of assigning a new identity for the
acoustic features generated after the silence period or to categorise it with a previous
speech source that has stopped generating measurements. In multi-target tracking, the
algorithm needs to jointly estimate the number of sound sources and the state of these
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sound sources based on a set of measurements amid the presence of probability detec-
tion uncertainty, data association uncertainty and clutter [13]. When applied to track
speech sources, this onerous problem is further compounded with the unique set of
challenges presented by speech sources.
By casting the speech source separation problem in a multi-target tracking con-
text, established target tracking method can be applied to solve it. Thus, the focus of
Chapter 4 will be on the problem of jointly estimating the number of speech sources
and tracking these speech sources based on a set of measurements comprising of the
acoustic features extracted using an RFS multi-target tracking method. This process is
illustrated in the block diagram 4.1.
Sound Localisation & Tracking
Target Tracking
Technique
Number of 
sound sources
Px,y
(Cartesian 
Coordinates)
δM,(M-1)}. . .Z = {δ2,1
Figure 4.1: Block diagram of the Target Tracking Process
An overview of the various sound source tracking techniques using Random Finite
Sets (RFS) has been given in subsection 2.5.2. The RFS methods used in [77] and [88]
utilise RFS filtering methods which propagate the intensity of function - Probability
Hypothesis Density (PHD) and Cardinalized Probability Hypothesis Density (CPHD)
filters respectively. Since then, various developments have taken place in the field of
RFS research and the Cardinality Balanced Multi-Target Multi Bernoulli (CBMeM-
Ber) is one of the more advanced version of the RFS method which approximates the
multi-target Bayes posterior density as a multi-Bernoulli RFS [13]. The Sequential
Monte Carlo (SMC) implementation of the CBMeMBer filter is designed to track tar-
gets with nonlinear dynamics. Speech source tracking in a conference room scenario
involves the tracking of speakers who are assumed to be moving in a nonlinear manner.
Thus, the SMC implementation of the CBMeMBer filter is more suitable to be used in
the tracking of speech sources compared to the PHD and the CPHD filter which were
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initially designed to track targets with linear movements. In terms of computational
complexity, the SMC implementation of the CBMeMBer filter is the same as the PHD
filter which scales linearly with the increase in the number of targets but it is less com-
plex than the CPHD which scales linearly in the number of targets but cubic in the
number of measurements [13]. Under certain scenarios, the SMC-CBMeMBer filter
has been shown to outperform the capabilities of the SMC-PHD and the SMC-CPHD
filter despite a having a lower computational complexity [13]. As a result of this, the
multi-target tracking technique used in this research is the CBMeMBer filter.
4.2 Cardinality Balanced Multi-Target Multi Bernoulli
(CBMeMBer) Filter
The Cardinality Balanced Multi-target Multi-Bernoulli (CBMeMBer) [13] filter which
was developed to overcome the cardinality bias of the MeMBer filter [110] is the multi-
target tracking technique used in this research. In CBMeMBer filter, the multi-target
posterior density is approximated as a multi-Bernoulli RFS. Most RFS filters (includ-
ing CBMeMBer) operate under the following modelling assumptions [73, p.76]. The
first assumption made is the independence of the measurements generated by each
target. Secondly, the targets births are assumed to follow a multi-Bernoulli RFS in-
dependent of target survivals. Finally, the clutter is assumed to be distributed by a
Poisson RFS and it is independent of the measurements generated by the tracked tar-
gets. In the case of CBMeMBer, it is further assumed that the measurements received
have a lower rate of false positives and false negatives.
4.2.1 Random Finite Set Models
An overview of the RFS models used by CBMeMBer is required in order to have a
better understanding of the CBMeMBer. An RFS is a random collection of states in
the finite space which is characterised by its probability distribution [90]. The two
main RFS models used by the CBMeMBer is the Poisson RFS and the multi-Bernoulli
RFS. The Poisson RFS is used to model the clutter whereas the multi-Bernoulli RFS
is used as an approximation to the full multi-target Bayes posterior density.
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4.2.1.1 Poisson RFS
A Poisson RFS on X ⊆ Rn is defined by its intensity function, v, which is also known
as the Probability Hypothesis Density (PHD). The defining characteristic of a Poisson
RFS is its cardinality which is Poisson distributed [13]. The mean, N , of the Poisson
RFS is an integral of the intensity function:
N¯ =
∫
v(x)dx (4.1)
For a given cardinality, the elements, x of the Poisson RFS X are each independently
and identically distributed according to v(·)
N¯
[12]. The probability density of the Poisson
RFS can be expressed as:
pi(X) = eN¯vX (4.2)
The probability density of the Poisson RFS is used to model the clutter.
4.2.1.2 Multi-Bernoulli RFS
In the CBMeMBer filter, a multi-Bernoulli RFS is used to approximate the multi-target
Bayes posterior density. For a single Bernoulli RFS, it has the probability, r, to be a
unit set with only an element distributed according to the probability density, p or it
has the probability, 1 − r of being empty. The probability density of a Bernoulli RFS
can be defined as
pi(X) =
r.p(x) X = {x}1− r X = ∅. (4.3)
The cardinality of a Bernoulli RFS is a Bernoulli distribution with the parameter r.
The multi-Bernoulli RFS is just the union of a finite number of independent Bernoulli
RFS
X = ∪Mi=1X(i) (4.4)
withM being the number of independent Bernoulli RFS, X(i) which has the existence
probability, r(i) and the probability density, p(i). The probability density of a multi-
Bernoulli RFS can be described by [110]
pi(X) :=
Π
M
j=1(1− r(j)) X = ∅
ΠMj=1(1− r(j))
∑
1≤i1 6=,··· ,6=iN≤M Π
n
j=1
r(ij)p(ij)(xj)
1−r(ij) X = {x1, · · · , xN}
(4.5)
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The rest of this thesis will use the abbreviated form of the full multi-Bernoulli density
in equation (4.5), expressed as pi = {r(i), p(i)}Mi=1.
4.2.1.3 Multi-target System in CBMeMBer
In Section 2.5.2, it was shown that multi-target tracking systems operate in the multi-
target space, F(X ), and the multi-target observation space, F(Z). For a given time k,
the state within the multi-target set, xk−1 ∈ Xk−1 can cease to exist with the probability
1− pS,k(xk−1) or survive with the probability pS,k(xk−1) and move to a new state with
the transition density fk|k−1(xk|xk−1). As mentioned earlier in equation (2.31), the
multi-target state, Xk, at a given time k can be defined as
Xk =
 ⋃
xk−1∈Xk−1
Sk|k−1(xk−1)
 ∪ Γk (4.6)
In CBMeMBer, the dynamics of each target is described with a Bernoulli RFS. Hence,
Sk|k−1(xk−1 is a multi-Bernoulli RFS defined by the parameters r = pS,k(xk−1) and
p(xk) = fk|k−1(xk|xk−1) while Γk is a multi-Bernoulli RFS that models the spontan-
eous births of the targets [13].
At a given time, k, a target, xk ∈ Xk can be detected with the probability pD,k(xk)
or missed by the probability 1−pD,k(xk). A detected target has the likelihood, gk(z|xk),
of generating an observation, zk. Besides the true measurements generated by the tar-
get, clutter or false alarms, Kk, with the intensity function, κk(·) might be detected by
the sensors. As shown in equation (2.31), the multi-target measurement, Zk, can be
expressed as
Zk =
[ ⋃
x∈Xk
Θk(x)
]
∪Kk (4.7)
In CBMeMBer, Θk(x) is a Bernoulli RFS which describes the measurement generated
by the target at time k. Θk(x) is defined by the parameters r = pD,k(xk) and p(·) =
gk(·|xk). The clutter, Kk, is modelled as a Poisson RFS in CBMeMBer.
4.2.2 CBMeMBer Recursion
Due to the computational complexity involved in the propagation of a full multi-target
Bayes shown in equation (2.33) and (2.34), the CBMeMBer propagates a MeMBer
approximate which comprises of a finite and time-varying number of hypothesized
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tracks. These tracks are defined by their probability of existence and the probability
density of each respective track [13]. The CBMeMBer filter has two main stages:
prediction and update.
During the prediction stage, the prior multi-target density at time, k, is predicted
based on the posterior multi-target density at time, k − 1. If that posterior multi-target
density is a multi-Bernoulli in the form of [13]:
pik−1 = {(r(i)k−1, p(i)k−1)}Mk−1i=1 (4.8)
the predicted multi-target density will also be a multi-Bernoulli in the form of
pik|k−1 = {(r(i)P,k|k−1, p(i)P,k|k−1)}Mk−1i=1 ∪ {(r(i)Γ,k, p(i)Γ,k)}
MΓ,k
i=1 (4.9)
whereby the existence probability and the probability density of the state are:
r
(i)
P,k|k−1 = r
(i)
k−1〈p(i)k−1, pS,k〉, (4.10)
p
(i)
P,k|k−1(x) =
〈fk|k−1(x|·), p(i)k−1pS,k〉
〈p(i)k−1, pS,k〉
(4.11)
while fk|k−1(·|ζ) is the single target transition density,pS,k(ζ) is the probability of the
target’s survival and {(r(i)Γ,k, p(i)Γ,k)}MΓ,ki=1 are the Bernoulli components of the birth RFS
at time k. The prior multi-target density is a union of the surviving multi-Bernoulli
parameter sets with the target births. Intuitively, the surviving hypothesized tracks
and combined with new hypothesized tracks. As a result of this, the total number of
predicted tracks is Mk|k−1 = Mk−1 + MΓ,k. The mean cardinality of the predicted
multi-target state is [13]:
N¯k|k−1 =
Mk−1∑
i=1
r
(i)
P,k|k−1 +
MΓ,k∑
i=1
r
(i)
Γ,k (4.12)
The next stage of the filter is the update stage. At time k, given the predicted multi-
target density is a multi-Bernoulli in the form of pik|k−1 = {(r(i)k|k−1, p(i)k|k−1)}
Mk|k−1
i=1 , the
cardinality-balanced update can be approximated as a multi-target Bernoulli in the
form of:
pik ≈ {(r(i)L,k, p(i)L,k)}
Mk|k−1
i=1 ∪ {(r∗U,k(z), p∗U,k(·; z))}z∈Zk (4.13)
where
r
(i)
L,k = r
(i)
k|k−1
1− 〈p(i)k|k−1, pD,k〉
1− r(i)k|k−1〈p(i)k|k−1, pD,k〉
(4.14)
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p
(i)
L,k = p
(i)
k|k−1(x)
1− pD,k(x)
1− 〈p(i)k|k−1, pD,k〉
(4.15)
r∗U,k(z) =
∑Mk|k−1
i=1
r
(i)
k|k−1(1− r(i)k|k−1)〈p(i)k|k−1, ψk,z〉
(1− r(i)k|k−1〈p(i)k|k−1, pD,k〉)2
κk(z) +
∑Mk|k−1
i=1
r
(i)
k|k−1〈p(i)k|k−1, ψk,z〉
1− r(i)k|k−1〈p(i)k|k−1, pD,k〉
(4.16)
p∗U,k(x; z) =
∑Mk|k−1
i=1
r
(i)
k|k−1
1− r(i)k|k−1
p
(i)
k|k−1(x)ψk,z(x)
∑Mk|k−1
i=1
r
(i)
k|k−1
1− r(i)k|k−1
〈p(i)k|k−1, ψk,z〉
(4.17)
ψk,z(x) = g(z|x)kpD,k(x) (4.18)
and gk(z|x) is the single target measurement likelihood for z given the x at time k,
pD,k(x) is probability of detection for the state x at time k, Zk is the set of observed
measurements at time k, and κk is the Poisson intensity clutter at time k. The multi-
target posterior density is a union between the multi-Bernoulli RFS of the legacy tracks
and the the multi-Bernoulli RFS of the measurement updated tracks [13]. The total
number of posterior hypothesized tracks is a sum of the predicted tracks with with
measurement corrected tracks:
Mk|k−1 = Mk−1 +MΓ,k (4.19)
The mean cardinality of the posterior multi-target density is estimated as:
N¯k =
Mk|k−1∑
i=1
r
(i)
L,k +
MΓ,k∑
z∈Zk
r∗U,k(z) (4.20)
After CBMeMBer recursion, the states of the tracked targets are estimated. As
discussed earlier, the multi-target states are characterized by their probability of exist-
ence, r(i), and their posterior density, p(i). The possibility that a hypothesized track is
the true track depends on its probability of existence, r(i) [13]. The tracks which have
higher probabilities of existence, r(i), are more likely true tracks. Thus, the CBMeM-
Ber filter estimates the states by choosing the mean or mode of hypothesized tracks’
posterior density with existence probabilities exceeding a certain threshold [13]. In es-
timating number of targets, the mode of the posterior cardinality distribution is a more
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preferable choice than the mean as it is more stable [13]. Once the number of targets
have been estimated from the cardinality distribution, the same number of hypothes-
ized tracks are chosen with a descending probability of existence, r(i). The state of
the individual tracks are estimated from the posterior density, p(i) of these hypothes-
ized tracks. The general framework of the CBMeMBer is summarised in the following
pseudocode:
Algorithm 3 Pseudocode for CBMeMBer
Data Initialization
1: Define the properties to be included in the multi-target state, Xk, and the multi-
target measurement, Zk.
2: Model the multi-target states and the multi-target observations as multi-Bernoulli
RFS
3: Model the clutter as a Poisson RFS
Filtering
4: Predict the multi-target prior density, pik|k−1, at time k based on the multi-target
posterior density at time k − 1. The multi-target prior density is a union between
the surviving multi-Bernoulli parameter set with the target birth:
pik|k−1 = {(r(i)P,k|k−1, p(i)P,k|k−1)}Mk−1i=1 ∪ {(r(i)Γ,k, p(i)Γ,k)}
MΓ,k
i=1
5: Update the predicted prior density with the received measurements. The CBMeM-
Ber’s parameterised approximation of the multi-target Bayes posterior density is
a union between the legacy density with the measurement updated density:
pik ≈ {(r(i)L,k, p(i)L,k)}
Mk|k−1
i=1 ∪ {(r∗U,k(z), p∗U,k(·; z))}z∈Zk
State Estimation
6: Determine the number of tracks based on the mean or mode of the cardinality
distribution and select the same number of hypothesized tracks with the highest
probability of existence, r(i)
7: Extract the state information from the selected hypothesized tracks’ posterior dens-
ity
4.2.3 Sequential Monte Carlo (SMC) Implementation of the CB-
MeMBer
The CBMeMBer filter is to be applied in this research in order to track multiple moving
speech sources. The scenario in which the CBMeMBer is to be used is the “confer-
ence room scenario” whereby multiple speakers will be moving around and will be
taking turns speaking. The dynamics of these speakers are non-linear as the speakers
will be moving across the room in a non-linear manner. The measurements generated
by these speakers are extracted as acoustic features using BSS via signal sparsity and
used for sound source localisation. TDoA of a single microphone pair which is used
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to determine the location of the speakers, defines the hyperbolic surface on which the
sound source is located on [76]. Hence, the measurement generated by speech sources
are non-linear as well. In [13], two methods of implementation for the CBMeMBer
was proposed - the SMC implementation of the CBMeMBer and the closed form lin-
ear Gaussian implementation. The linear Gaussian implementation is best suited for
linear models whereas the SMC implementation of the CBMeMBer is able to accom-
modate non-linear source dynamics and measurement models [13]. In order to track
moving speech sources which has non-linear dynamics and measurements, the SMC
implementation of the CBMeMBer is more appropriate.
The SMC implementation of the CBMeMBer is similar to the particle filter used
to track sound sources in [64] as the multi-target densities are presented as weighted
samples formed by particles. The SMC implementation of the CBMeMBer recursively
predicts and updates the particles.
At the prediction stage, the multi-Bernoulli posterior density, pik−1 = {(r(i)k−1, p(i)k−1)}Mk−1i=1 ,
at time, k−1, has each of its p(i)k−1 represented by a set of weighted particles {w(i,j)k−1 , x(i,j)k−1}
L
(i)
k−1
j=1 .
This can be explicitly expressed as:
p
(i)
k−1(x) =
L
(i)
k−1∑
j=1
w
(i,j)
k−1δx(i,j)k−1
(x) (4.21)
with w(i,j)k−1 representing the weight and δx(i,j)k−1
(x) representing the particles. The pre-
dicted multi-Bernoulli prior density, pik|k−1 is calculated as:
pik|k−1 = {(r(i)P,k|k−1, p(i)P,k|k−1)}Mk−1i=1 ∪ {(r(i)Γ,k, p(i)Γ,k)}
MΓ,k
i=1 (4.22)
with the particle representation of r(i)P,k|k−1, p
(i)
P,k|k−1, r
(i)
Γ,k and p
(i)
Γ,k being:
r
(i)
P,k|k−1 = r
(i)
k−1
L
(i)
k−1∑
j=1
w
(i,j)
k−1pS,k(x
(i,j)
k−1) (4.23)
p
(i)
P,k|k−1(x) =
L
(i)
k−1∑
j=1
w˜
(i,j)
P,k|k−1δx(i,j)
P,k|k−1
(x) (4.24)
r
(i)
Γ,k = birth model
′s parameter (4.25)
p
(i)
Γ,k(x) =
L
(i)
Γ,k∑
j=1
w˜
(i,j)
Γ,k δx(i,j)Γ,k
(x) (4.26)
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whereby the variables, x(i,j)P,k|k−1, w
(i,j)
P,k|k−1, w˜
(i,j)
P,k|k−1, x
(i,j)
Γ,k , w
(i,j)
Γ,k , and w˜
(i,j)
Γ,k are defined
as [13]:
x
(i,j)
P,k|k−1 ∼ q(i)k (·|xk−1, Zk), j = 1, · · · , L(i)k−1 (4.27)
w
(i,j)
P,k|k−1 =
w
(i,j)
k−1fk|k−1(x
(i,j)
P,k|k−1|x(i,j)k−1)pS,k(x(i,j)k−1)
q
(i)
k (x
(i,j)
P,k|k−1|xk−1, Zk)
(4.28)
w˜
(i,j)
P,k|k−1 =
w
(i,j)
P,k|k−1∑L(i)k−1
j=1 w
(i,j)
P,k|k−1
(4.29)
x
(i,j)
Γ,k ∼ b(i)k (·|Zk) j = 1, · · · , L(i)Γ,k (4.30)
w
(i,j)
Γ,k =
pΓ,k(x
(i,j)
Γ,k )
b
(i)
k (x
(i,j)
Γ,k |Zk)
(4.31)
w˜
(i,j)
Γ,k =
w
(i,j)
Γ,k∑L(i)Γ,k
j=1 w
(i,j)
Γ,k
(4.32)
on the condition that the importance densities q(i)k (·|xk−1, Zk) is given such that support(p(i)k ) ⊆
support(q
(i)
k ) and b
(i)
k (·|Zk) such that support(p(i)Γ ) ⊆ support(b(i)k ) [13].
The update stage comes after the prediction stage. The multi-Bernoulli posterior
density, pik, at time, k, can be calculated on the condition that the predicted multi-
Bernoulli prior density , pik|k−1 = {(r(i)k|k−1, p(i)k|k−1)}
Mk|k−1
i=1 , is known and each p
(i)
k−1, i =
1, · · · ,Mk|k−1 is represented by a weighted set of particles, {w(i,j)k|k−1, x(i,j)k|k−1}
L
(i)
k|k−1
j=1 i.e.:
p
(i)
k|k−1(x) =
L
(i)
k|k−1∑
j=1
w
(i,j)
k|k−1δx(i,j)
k|k−1
(x) (4.33)
The particle representation of CBMeMBer’s parameterised approximation of the multi-
target Bayes posterior density, pik ≈ {(r(i)L,k, p(i)L,k)}
Mk|k−1
i=1 ∪ {(r∗U,k(z), p∗U,k(·; z))}z∈Zk
can be calculated as [13]:
r
(i)
L,k = r
(i)
k|k−1
1− %(i)L,k
1− r(i)k|k−1%(i)L,k
(4.34)
p
(i)
L,k(x) =
L
(i)
k|k−1∑
j=1
w˜
(i,j)
L,k δx(i,j)
k|k−1
(x) (4.35)
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r∗U,k(z) =
∑Mk|k−1
i=1
r
(i)
k|k−1(1−r
(i)
k|k−1)%
(i)
U,k(z)
(1−r(i)
k|k−1%
(i)
L,k)
2
κk(z) +
∑Mk|k−1
i=1
r
(i)
k|k−1%
(i)
U,k(z)
1−r(i)
k|k−1%
(i)
L,k
(4.36)
p∗U,k(x; z) =
Mk|k−1∑
i=1
L
(i)
k|k−1∑
j=1
w˜
∗(i,j)
U,k (z)δx(i,j)
k|k−1
(x) (4.37)
whereby the variables %(i)L,k, w
(i,j)
L,k , w˜
(i,j)
L,k , %
(i)
U,k(z), w
∗(i,j)
U,k (z), and w˜
∗(i,j)
U,k (z) are defined
as [13]:
%
(i)
L,k =
L
(i)
k|k−1∑
j=1
w
(i,j)
k|k−1pD,k(x
(i,j)
k|k−1) (4.38)
w
(i,j)
L,k = w
(i,j)
k|k−1(1− pD,k(x(i,j)k|k−1)) (4.39)
w˜
(i,j)
L,k =
w
(i,j)
L,k∑L(i)
k|k−1
j=1 w
(i,j)
L,k
(4.40)
%
(i)
U,k(z) =
L
(i)
k|k−1∑
j=1
w
(i,j)
k|k−1ψk,z(x
(i,j)
k|k−1) (4.41)
w
∗(i,j)
U,k (z) = w
(i,j)
k|k−1
r
(i)
k|k−1
1− r(i)k|k−1
ψk,z(x
(i,j)
k|k−1) (4.42)
w˜
∗(i,j)
U,k (z) =
w
∗(i,j)
U,k (z)∑Mk|k−1
i=1
∑L(i)
k|k−1
j=1 w
∗(i,j)
U,k (z)
(4.43)
The SMC implementation of the CBMeMBer suffers from the same degeneracy
problem that plagues SMC algorithms and resampling is required to reduce the effect
this problem [13]. In SMC algorithms, the degeneracy problem occurs when most of
the weights are close to zero and only a select few weights are updated [71]. By having
the resampling process, particles with low weights are eliminated from the sampling
pool while particles with high weights are multiplied so the computational effort can be
focused on regions with higher probability of target existence [111]. As a result of this,
the particle distribution will be focused on zones in the room where the sound sources
are more likely to exist. There are three main types of resampling scheme - Systemic
Resampling, Residual Resampling and Multinomial Resampling. The computational
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complexity and the Monte Carlo error will be affected by the resampling technique
used [112]. As a result of this, the resampling technique used in the proposed solution
is the Systemic Resampling technique as it is easy to implement and it outperforms
most resampling schemes in most scenarios [111] although there is no certainty this in
general [112]. Resampling of the particles for each of the hypothesized track is carried
out after the prediction step. As the complexity scales linearly, computational load is
an issue when the number of targets increases.
As the number of hypothesized tracks increases due to target births, the number of
particles required to represent the multi-target posterior density also increases. Pruning
is required in order to reduce the computational load of the algorithm [13]. Pruning
is the process of removing hypothesized tracks with existence probability below a cer-
tain threshold, pthres. The remaining hypothesized tracks are allocated the number of
particles proportional to its probability of existence as it is desirable to allocate the
number of particles in the track density in proportion to the number of expected targets
[13]. An example of this is sampling of L(i)Γ,k = r
(i)
Γ,kLmax number of particles during
the prediction step and resampling the particles according to L(i)k = r
(i)
k Lmax for each
of the updated hypothesized tracks during the resampling step. In order to control the
computational load of the algorithm, the number of particles allocated to each track is
given a lower bound limit of Lmin and an upper bound limit of Lmax
The final step in the SMC recursion is the multi-target state estimation. The im-
plementation of the multi-target state estimation technique is fairly straight forward as
the number of targets tracked are first estimated from the cardinality’s mean or mode.
Despite the fact that mean of the cardinality is simpler to implement, the mode of the
cardinality is used in the proposed solution as the mode of the cardinality is more stable
[13]. An equal number of hypothesized tracks with the highest number of existence
probability are then chosen for multi-target state estimation. The individual states are
obtained by calculating the means of the corresponding posterior density associated
with the selected hypothesized tracks. The multi-target state estimation of the SMC-
CBMeMBer has a lower computational complexity than the SMC implementation of
the PHD or the CPHD filter. In the SMC implementation of PHD or the CPHD filter,
multi-target state estimation is complicated - the number of states are first estimated
from the cardinality’s mean or mode and corresponding clusters are formed from the
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particles of the intensity function with the centers of these cluster being the multi-target
state estimates. As a result of clustering, the SMC implementation of PHD or CPHD
has a few associated problems. The first of this is the associated high computational
complexity of clustering which does not scale well with the increase in the number of
targets tracked. Moreover, the estimated number of targets has to match the natural
number of clusters; else the multi-target state estimates will not be accurate [13].
4.3 Application of CBMeMBer in Speech Source Track-
ing
In this research, the CBMeMBer filter was chosen to solve the problem of tracking
multiple moving speech sources in a “conference room scenario”. In speech source
tracking, the function of the CBMeMBer filter is to filter the true acoustic measure-
ments from the acoustic features extracted by the BSS framework and estimate the
number of speech sources in the speech source mixture. The true acoustic measure-
ments are used to localise and track the speech sources. CBMeMBer is an appropriate
technique to be used in speech source tracking due to its various strengths compared
to other multi-target tracking techniques. First of all, it is an RFS technique which
is mathematical principled as it uses Finite Set Statistics (FISST) [12] to extend and
cast the single target tracking problem to a multi-target tracking problem in a Bayesian
tracking framework. The CBMeMBer filter has formal target birth and death models
to represent the spontaneous appearance and disappearance of the speech sources. The
CBMeMBer is also a mathematically tractable technique as it propagates the multi-
Bernoulli approximate of the multi-target posterior density instead of the full multi-
target posterior density. Apart from that, the CBMeMBer filter has also been shown to
have better performance than the PHD filter despite have similar computational com-
plexity in terms of target scaling [13].
The main limitation of the CBMeMBer in the application of speech source track-
ing is the incapability of distinguishing the different speech sources and their traject-
ories. In the CBMeMBer filter, labels are not propagated as a parameter in the multi-
Bernoulli density to reduce the computer complexity of the CBMeMBer filter. Data
association is implicitly available as the measurements are matched to the individual
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(a) Estimated tracks with no labels
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(b) Estimated tracks with labels
Figure 4.2: Example of estimated tracks without labels and with labels
posterior densities and propagated but there is no explicit labelling method in order
to distinguish the different trajectories of the targets. Although this is a boon which
allows the CBMeMBer to be more tractable in other tracking applications, it is a bane
in speech source tracking as the filtered acoustic features need to be matched with their
associated speech sources. When the speech sources are moving, the acoustic features
of the speech sources vary across the time frames. The identity information is required
in order to construct the unique TF masks from these acoustic features which belong
to the same sound source. Figure 4.2 is an example illustrating the differences between
estimated tracks without labels and estimated tracks with labels. An example of the
direct output from CBMeMBer is shown in sub-figure 4.2a while an output with the
addition of labels is shown in sub-figure 4.2b.
Visually, humans can easily tell the tracks apart. Without such visual cues, labels
or identity information is required by the machine to match the tracks with their re-
spective sound sources. The identity information is crucial for the algorithm to tell the
tracks apart yet the identity information is not incorporated into the state vector of the
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speech sources in CBMeMBer in order to lower the computational complexity of the
algorithm.
In order to overcome the limitation of CBMeMBer which lacks an explicit data
association component, [13] has presented an extension to allow for track propagation.
The proposed extension used a track table, T , consisting of the triplets - probability of
existence, r(i), probability density, p(i), and label, l(i), to identify the different tracks
[13]. The label, l(i), is assigned to each of the Bernoulli component in the multi-
Bernoulli density.
Using the extension, the track table was propagated with each recursion. During the
prediction stage, the labels, l(i), are propagated along with the existence probabilities,
r(i), and the probability densities, p(i). The prior track table is predicted in place of the
multi-Bernoulli density. The prior track table can be calculated as:
Tk|k−1 = {(l(i)P,k|k−1, r(i)P,k|k−1, p(i)P,k|k−1)}Mk−1i=1 ∪ {(l(i)Γ,k, r(i)Γ,k, p(i)Γ,k)}
MΓ,k
i=1 (4.44)
with l(i)P,k|k−1 inheriting the label, l
(i)
k−1 and l
(i)
Γ,k denoting a new label resulting from the
birth of a new target. r(i)P,k|k−1, p
(i)
P,k|k−1, r
(i)
Γ,k and p
(i)
Γ,k retains the same definition as their
prior multi-Bernoulli counterpart in equation (4.9). In the update stage, the track table
also replaces the multi-Bernoulli posterior density. Given the predicted track table at
time, k, is, Tk|k−1 = {(l(i)k|k−1, r(i)k|k−1, p(i)k|k−1)}
Mk|k−1
i=1 , the updated track table can be
calculated as:
Tk ≈ {(l(i)L,k, r(i)L,k, p(i)L,k)}
Mk|k−1
i=1 ∪ {(lU,k(z), r∗U,k(z), p∗U,k(·; z))}z∈Zk (4.45)
with l(i)L,k being l
(i)
k|k−1 and lU,k(z) = l
(n)
L,k whereby:
n = arg max
i
r
(i)
k|k−1(1− r(i)k|k−1)〈p(i)k|k−1, ψk,z〉
(1− r(i)k|k−1〈p(i)k|k−1, pD,k〉)2
(4.46)
while r(i)L,k, p
(i)
L,k, r
∗
U,k(z) and p
∗
U,k(·; z)) remain the same as their multi-Bernoulli coun-
terparts in equation (4.13).
The labelling method proposed in [13] is an intuitive method to address the problem
of target and trajectory identification but it has its limitations. One of the limitations
of this labelling extension is the poor performance of it when two targets are close
together [13]. If two targets are close to each other and they are merged as a single
target in one frame, and then separated in a different frame, one of the targets will
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be assigned a new label instead of retaining its label prior to the merging [113]. This
will be a problem in speech source tracking when the speakers are close together.
Furthermore, this problem may also arise when two speech sources have the same
TDoA despite not being physically close together. This is because the TDoA from a
single pair of microphones defines the hyperbolic surface on which the speech source
may lie [76]. In speech source tracking, the speakers take turns speaking so there will
be silence periods in the speech sources. With the labelling extension proposed in
[13], the speech sources will be assigned a new identity. This labelling extension is
unable to resolve the identity issues in the aforementioned acoustic scenarios because
this method only associates labels directly to the past time step labels [114].
Despite this limitation, it is more beneficial to have this extension rather than in-
corporating labels as part of the states propagated in order to maintain a lower compu-
tational complexity. By incorporating the labels as part of the states in the Bayesian
recursion, the computational complexity will increase due to the permutations involved
in associating the labels with the measurements and hypothesized tracks. As this re-
search aims to provide an online solution, a computationally low yet robust method
which assigns the labels for the different track trajectories based on their dynamics
will be required. To overcome the identity association problem that occurs in sound
source tracking, a labelling extension which is capable associating the CBMeMBer
estimated tracks with their respective speech sources is proposed in Chapter 5. The
availability of the identity information is crucial as the capability of associating the es-
timated states with their respective speech sources enables the speech source mixture
to separated by TF masks.
4.4 Summary
In summary, Chapter 4 has addressed the problem of jointly estimating the number and
state of the speech sources after the acoustic features have been extracted using the BSS
framework. The problem of joint estimation on the number and the state of the speech
sources is a multi-target estimation problem and RFS multi-target framework which
falls under FISST is a mathematically principled way of solving this problem [12].
The RFS method chosen for this research is the SMC-CBMeMBer. Compared to PHD
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or CPHD, the CBMeMBer is preferred technique as it has a computational complexity
which scales linearly with the targets and the measurements and in certain scenarios,
it outperforms both the PHD and CPHD filters [13]. The SMC implementation of
CBMeMBer selected as it is designed to accommodate non-linear scenarios [13] and
the dynamics and measurement models for speech sources are non-linear.
In CBMeMBer, the multi-target posterior density is modelled as a multi-Bernoulli
RFS while the clutter is modelled as a Poisson RFS. The two stages in CBMeMBer
recursion are the prediction and update stages. The prior multi-target density is es-
timated as pik|k−1 = {(r(i)P,k|k−1, p(i)P,k|k−1)}Mk−1i=1 ∪ {(r(i)Γ,k, p(i)Γ,k)}
MΓ,k
i=1 , during the pre-
diction. In the update stage, CBMeMBer propagates the approximated the multi-
target Bernoulli parameter set instead of the full Bayes recursion as the full Bayes
recursion is computational expensive to propagate [13]. The CBMeMBer’s para-
meterised approximation of the multi-target Bayes posterior density is estimated as
pik ≈ {(r(i)L,k, p(i)L,k)}
Mk|k−1
i=1 ∪ {(r∗U,k(z), p∗U,k(·; z))}z∈Zk . The multi-target state estima-
tion is performed after the prediction stage. The number of targets can be estimated
from the mean or mode of the cardinality distribution. In this research, the mode was
chosen as it is more stable than the mean. The multi-target states are estimated from
the probability densities of the corresponding number of hypothesized tracks with the
highest probability of existence.
The main limitation of the CBMeMBer in the application of acoustic tracking is
the lack of a labelling technique to distinguish the different trajectories of the tracked
speech sources. An extension that made use of track table, T , was proposed in [13] but
the performance of this heuristic method was expected to be poor when it is applied to
speech source tracking. Although this labelling technique was not optimal, the idea of
not inherently propagating the labels helps to reduce the computational load required
to track the multiple targets. Furthermore, the extension also shows the viability of
CBMeMBer filter to be combined with an external identity association algorithm in
order to assign labels to the track. Thus, a more robust labelling extension is proposed
in Chapter 5 to overcome the problem of identity association.
Chapter 5
Speech Source Localisation, Tracking
and Separation
There is nothing wrong with imitating someone,
as long as it is to find who you really are.
– Tendou Souji
5.1 Overview
The novelty of this research is to apply the concepts of BSS via signal sparsity and
combine these concepts with a CBMeMBer filter along with track management al-
gorithm to solve the speech source separation problem in the “conference room scen-
ario”. The speech source separation problem in the “conference room scenario” is a
challenging problem to solve due to factors such as the lack of a priori information
on the number of speech sources and the movement of these speech sources. Fur-
thermore, the problem is exacerbated with the presence of noise and reverberation in
a room. Hence, the complex “conference room scenario” speech source separation
problem is broken down into three smaller problems - acoustic feature extraction from
source mixture, source number and state estimation based on the extracted acoustic
features and the final problem of source separation. These three main aspects of the
“conference room scenario” speech source separation problem has to be solved in order
to localise, track and separate the unknown number of moving speech sources.
The problem of acoustic feature extraction and estimation for non-moving sound
85
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sources is a very difficult problem on its own. An example of this is illustrated in
figures 5.1.
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(d) Phase estimation in room reverberation of T60 = 0.15s
Figure 5.1: Attenuation and phase estimation in different room reverberation
Both the attenuation and delay (represented in phase form) are corresponding to
the true position only in an ideal scenario where there is no noise or reverberation in
the room. When the room reverberation is increased, the measured attenuation and
delay fluctuates. The arduous task of acoustic features extraction and estimation is
further compounded when the speech sources are moving. When the speech sources
are moving, these acoustic features will change relative to the position of the sources.
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Figure 5.2: Measurements of TDoA extracted by BSS via Signal Sparsity
The problem of acoustic features extraction from source mixture through the use of
BSS via signal sparsity and its limitations in the application of moving speech sources
have been discussed in Chapter 3.
After the acoustic features have been extracted, the state and the number of the
speech sources are to be jointly estimated by the CBMeMBer filter. The problem of
jointly estimating the state and the number of speech sources based on the acoustic fea-
ture measurements is also another difficult problem to solve. The CBMeMBer has to
predict the movement of the speech sources based on the dynamics model of a typical
human speaker and confirm the likelihood of the predictions based on the measure-
ment updates. The speech sources may or may not generate measurements and these
measurements are corrupted by clutter. An example of the TDoA measurements based
on the extracted acoustic features is shown in figure 5.2. As illustrated in figure 5.2,
the task of filtering out the true measurements generated by the speech sources is chal-
lenging as the true TDoA generated by the speech sources are obscured by clutter
and it is barely discernible using human vision. The background information and the
principles applied by the CBMeMBer to jointly estimate the number and state of the
tracked sound sources were reviewed in Chapter 4.
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With the acoustic features extracted and the states as well as the number of the
speech sources estimated, the sound source separation problem in the “conference
room scenario” Chapter 5 will focus on the main contribution of this research which
is the integration of the BSS via signal sparsity framework and CBMeMBer along
with a track management extension to solve the speech source separation problem in
“conference room scenario”. The problem of moving speech source separation can be
achieved by applying the principle of signal sparsity to extract and separate the acous-
tic features and to track the speech sources with CBMeMBer. In order to integrate
the BSS framework and CBMeMBer filter algorithms to perform online localisation,
tracking and separation of moving speech sources, adaptations have to be made to both
algorithms.
The main features of both BSS via signal sparsity and CBMeMBer in the “confer-
ence room scenario” drive the motivation for these adaptations. The BSS via signal
sparsity algorithm can be adapted to provide instantaneous estimates of the speech
sources’ acoustic features while the CBMeMBer filter can be adapted to use highly
uncertain data as is the case for acoustic speech sources. Once the adaptations are
made, both concepts of BSS via signal sparsity and the CBMeMBer can be integrated
via the multi-target Bayesian framework. The acoustic features extracted using the
BSS framework will be used as measurements for the CBMeMBer. The CBMeMBer
rely on the extracted acoustic features to perform a joint estimation on the number
and the state of the sound sources. The output of the CBMeMBer can then be post
processed by a track management system and used to guide the construction of time-
frequency masks. Sound source separation can then be achieved by applying these TF
masks onto the sound mixtures.
5.2 Adaptation of BSS via Signal Sparsity for Online
Speech Source Separation
The sound source separation problem of the more complex “conference room scen-
ario” requires the ability to extract audio cues from an unknown number of multiple
moving speech sources and the original BSS via signal sparsity algorithm is incapable
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of extracting these audio cues. This is because the original algorithm relies on the as-
sumptions that the number of sound sources are known a priori and the sound sources
are not moving. In order to overcome the limitations of the BSS via signal sparsity
framework in extracting audio cues from moving speech sources, certain techniques
used in the original algorithm have to be adapted. This means that the clustering needs
to be replaced by a more flexible framework of operation. The basis for this frame-
work is the CBMeMBer filter. The CBMeMBer filter gives an estimate of the number
and positions of the sources for every frame which means that the important clustering
parameters in BSS can be replaced accordingly. This will be discussed in detail in this
section.
5.2.1 Recursive Acoustic Feature Extraction
The first adaptation required by the original BSS via signal sparsity algorithm in order
to the extract acoustic features from the moving speech sources is to process the speech
source mixture recursively on a frame-by-frame basis. In the original BSS via signal
sparsity, the sound sources were assumed to be non-moving so the acoustic transfer
function or TF ratio as it is known in [4] is calculated according to equation (3.4)
H21 =
Y2(τ, ω)
Y1(τ, ω)
(5.1)
whereby Y1 and Y2 are Short-Time Fourier Transform (STFT) of the signals received
by the microphone pair. Equation (3.4) is only valid for non-stationary and non-moving
sound sources. The relative attenuation, an, and the relative delay, δn can be extracted
by exploiting the sparsity of the signals
H21 =
ane
−jωδnSn(τ, ω)
Sn(τ, ω)
= ane
−jωδn . (5.2)
The values of an and δn remains the same for each sound source throughout the whole
signal when the sound sources are non-stationary and non-moving. When the sound
sources are moving, the transfer function changes as well so the original acoustic model
has to be modified to adapt to these changes for online implementation. The relative
attenuation, an and the relative delay δn are now dependent on the position of the
sound sources relative to the microphone. The shift in the delay and attenuation when
the sound sources are moving will affect the system’s capability to separate the sound
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signals. A better TF ratio suggested in [115] and [116] uses the cross power spectral
density of the signal with its auto power spectral density would be a better choice to
obtain the acoustic features for moving speech sources
H21 =
Y2(τ, ω)Y
∗
1 (τ, ω)
Y1(τ, ω)Y ∗1 (τ, ω)
= amn,xk,ne
−jωδmn,xk,n (5.3)
whereby amn,xk,n and δmn,xt,n are still the relative attenuation and relative delay between
the sound source and microphones at time k. By altering the original algorithm to pro-
cess the input sound mixture in a recursive manner, not only can the acoustic features
from moving sound sources be extracted, the effects of spurious peaks resulting from
noise and reverberation can also be mitigated. As shown in [64], the effects of the
spurious peaks on the accuracy of the acoustic features extraction can be mitigated
by introducing a spatio-temporal relationship for the speech sources using a dynamics
model. The true speech sources will move according to a predictable trajectory from
frame to frame but the peaks due to noise and reverberation will be spurious.
In the original BSS algorithm, the whole duration of the sound mixture was pro-
cessed by the power-weighted histogram. With the change in the acoustic transfer
function to process the sound mixture recursively as shown in equation (5.3), a power-
weighted histogram is created for each time frame of the STFTed signals. This allows
the acoustic features of the sound mixture to be extracted in an iterative manner. The
size of the time frame chosen for the analysis is crucial [37]. The time period of the
window has to be short enough that the moving speech sources are assumed to be
pseudo-stationary for each time frame [117] [116] yet not so short that it does not
capture statistical data from the audio mixture. On the other hand, if the window size
used for the analysis is too long, the moving speech sources will no longer be pseudo-
stationary within the time frame as the changes in the targets’ positions are reflected in
the change of their acoustic features.
5.2.2 Acoustic Feature Selection
In the original BSS via signal sparsity algorithm, both the acoustic features - atten-
uation and delay were extracted and estimated. In this research, it is proposed that
only the delay be used as the measurement for CBMeMBer due to the inaccuracy of
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Figure 5.3: Relationship between Sound Source and Acoustic Features
the estimated attenuation. The relationship between the acoustic features and the re-
lative positions of the sound source and microphones is illustrated in figure 5.3. The
waveform of the tracked speech sources is assumed to be far field planar waves. As
shown in figure 5.3, the relative attenuation is estimated by taking the ratio of the dis-
tance from the sound source to the microphone pair. As the distance from the speech
source to the microphone pair, ri, and rj is relatively larger than the distance between
the microphone pair, d, the difference between the distance between microphone pair
and the sound source, ri, and rj becomes negligible. Hence, the estimated relative
attenuation will be unable to provide useful data in terms of localisation. As a res-
ult of this, only the relative delay is transformed into the TDoA between microphone
pairs and used as observations in the CBMeMBer. The centre of the peaks were de-
termined manually in the original BSS via signal sparsity algorithm [36] but a peak
finder is used in the proposed solution to obtain the measurements for the CBMeMBer
filter in order to automate the process of determining the acoustic features from the
peaks of the power-weighted histograms. Two parameters were used as thresholds in
the peak finder with one limiting the minimum distance between two histogram peaks
while the other limiting the minimum TF-weight of the histogram. The peak values of
power-weighted histograms which are above the minimum TF-weight threshold and
not within the minimum distance threshold are selected.
As discussed in Section 3.3, conventional BSS via signal sparsity algorithms use
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clustering techniques such as power-weighted histogram, k-mean clustering or fuzzy-
c means to cluster the instantaneous attenuation and delay in order to estimate the
true attenuation and delay of the respective sound sources. When the speech sources
are moving, the attenuation and delay changes relative to the positions of the speech
sources and microphones. Hence, these clustering methods are not feasible to estim-
ate the acoustic features of the moving speech sources. In this research, the power-
weighted histogram is only used to extract the acoustic features for a time frame within
which the speech sources are assumed to be pseudo-stationary. The estimation of the
true acoustic features and the association of these features with their respective speech
sources is processed by the CBMeMBer technique with a track management extension.
By using the instantaneous acoustic features as measurements, the CBMeMBer filter
estimates the number and the state of the speech sources and produces hypothesized
tracks. Using these estimated tracks, a track management associates the hypothesized
tracks with their respective speech sources. With the state and identity information
of the speech sources known, the true acoustic sources of the relative to the position
of the speech sources and the microphones can be calculated. Further details of the
track management extension will be discussed in Section 5.4.1 while the details on the
acoustic features estimation will be explained in Section 5.4.2.
5.2.3 TF-weight Parameter Tuning
As stated in Section 3.3, BSS via signal sparsity relies on the W-disjoint orthogonality
assumption to achieve speech source separation. Due to this assumption, the algorithm
requires the direct path components of the impulse response from the sound sources to
be strong and the multipaths resulting from noise and reverberation to be weak. When
this assumption is not fully met, the sound paths from the noise and reverberation will
show up spurious peaks in the power-weighted histograms. In the original algorithm,
the parameters p and q of the time-frequency weights, |Y1(τ, ω)Y2(τ, ω)|pωq . As shown
in Section 3.2.2, the parameters p and q are advised to be tuned to p = 2 and q = 2
in order to suppress the spurious peaks resulting from noise and reverberation. The
downside of having this parameter set is the suppression of true sound sources when
one of the sound sources is dominant. Accounting for scenarios when one of the sound
source is dominant, p is tuned to p = 0.5 but the spurious peaks resulting from noise
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and reverberation will be enhanced too. This will not be a problem as the CBMeMBer
is used to filter out the true measurements generated by the speech source from the
ones generated by noise and reverberation.
5.2.4 Increase in the Number of Microphone Pairs
The BSS via signal sparsity algorithm used in this research is inspired by DUET. One
of the aims of this research is to localise the speech sources in their Cartesian coordin-
ates which is two dimensional instead of just the DoA which is just one dimensional.
However, the original DUET only processes the input from a single pair of micro-
phones. With just a single pair of sensors, only the DoA of speech sources can be de-
termined. There is not enough information available in order to localise the Cartesian
coordinates of the speech sources. Moreover, it was shown in [118] that a single mi-
crophone pair will only have unique TDoA identifier in a small region in front of the
microphone pair and the error region is larger at the sides of the microphone pair.
Hence, multiple microphone pairs which are spread out across the room are required
to provide a more accurate tracking of the multiple sound sources. The BSS via signal
sparsity algorithm used in this research processes the input signals from the multiple
microphone pairs iteratively. The acoustic feature extraction process is repeated for
each pair of the microphone pairs.
5.3 Adaptation of CBMeMBer for Speech Source Track-
ing
As mentioned earlier in Section 4.2, the CBMeMBer operates in the multi-target state
space and multi-target observable space. In order to integrate the BSS via signal
sparsity framework with the CBMeMBer algorithm, the single target dynamics model
and the observation model has to be tailored to the scenario for moving speech sources.
These adaptations include the selection of appropriate dynamics and observation model
as well as a modification to the likelihood function in order to fuse the different data
available from multiple sensors provided by the BSS via signal sparsity algorithm.
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5.3.1 Dynamics Model
In section 3.3, it was explained that the conventional BSS via signal sparsity limit-
ation of only separating non-stationary non-moving sound sources can be overcome
by analysing the sound mixture signal on a frame by frame basis. A frame-by-frame
acoustic feature extraction suffers from the spurious peaks due to noise and reverber-
ation. In [64], it was shown that the effects of these spurious peaks can be mitigated
if a spatio-temporal relationship can be established for the main sound sources. The
true moving sound sources will follow specific trajectories whereas the spurious sound
sources do not move according to any specific patterns. The trajectory of the sound
source from frame-to-frame is described by the transition model which is also known
as the dynamics model.
The choice of dynamics model to represent the trajectory of the sources can af-
fect the tracking accuracy [74]. There are several popular dynamics models such as
the constant velocity model, the constant acceleration model and also the multiple
mixed model [119, p.200]. These models are suitable for vehicle tracking as vehicle
movements are more linear. In speech tracking, the movements of the speakers are
more random and non-linear. The effect of a few different dynamics models such as
the coordinate-uncoupled model, curvilinear model, random walk model, and time-
correlated process model on tracking accuracy was investigated in [74]. The results
suggested that the choice of the dynamics model should account for the silence gap in
speech sources and continue tracking the sound sources within the silence period as
most speakers will not make abrupt changes in their direction and velocity. The track-
ing system can be made to be more robust against the effects of noise and reverberation
if the assumption that the speakers retain their original trajectory prior to the silence
period is incorporated in the dynamics model.
The dynamics model used to propagate a single speaker in the single state space
is the coordinate uncoupled Langevin model [64] [75] [74]. Assuming the position
vector of sound source in a single dimension is defined as p = [pxcoord,k pycoord,k]
T , at
time, k, the following equation shows the Langevin model for the single dimension
pxcoord,k:
p˙xcoord,k = apxcoord p˙xcoord,k−1 + bpxcoordupxcoord , (5.4)
pxcoord,k = pxcoord,k−1 + Tup˙xcoord,k, (5.5)
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whereby apxcoord and bpxcoord are defined as:
apxcoord = e
−Bpxcoord Tu , (5.6)
bpxcoord = v¯
√
1− apxcoord 2, (5.7)
with v¯ being the steady state velocity and Bpxcoord being the steady rate constant. Tu
is the time interval between each measurement update. upxcoord is a Gaussian variable
with zero mean and unit variance,
upxcoord ∼ N (0, 1). (5.8)
Equations 5.5 and 5.4 apply to each spatial dimension being tracked so the single
unlabelled state, xk, contains the location and velocity information at time k:
xk = {pxcoord,k, pycoord,k, p˙xcoord,k, p˙ycoord,k}T (5.9)
Given the transition matrix F is defined as,
F =

1 0 aTu 0
0 1 0 aTu
0 0 a 0
0 0 0 a
 , (5.10)
and the variance Q is defined as,
Q =

b2Tu
2 0 0 0
0 b2Tu
2 0 0
0 0 b2 0
0 0 0 b2
 . (5.11)
The state transition equations at a given time k, can be expressed as a matrix equation
of the following form:
xk = Fxk−1 + uk, (5.12)
with the dynamical noise uk, defined as:
uk ∼ N (0, Q) , (5.13)
where 0 is
[
0 0 0 0
]ᵀ
. Given the equations 5.12 and 5.13 the single-target state
transition kernel is
f(xk|xk−1) = N (xk, Fxk−1, Q). (5.14)
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5.3.2 Observation Models
In a Bayesian tracking framework, the likelihood function measures the probability of
receiving a measurement, z, given the state, x. In the original work using PF to track
a sound source [64], the likelihood function for TDoA estimation based localisation
technique is expressed as
g(zk|xk) = q0 +
N$∑
$=1
q$N
(
∆; ∆ˆ$, σ2
)
(5.15)
where N is the Gaussian distribution, N$ is the number of sources detected, ∆ is the
TDoA of the particle and ∆ˆ is the mean TDoA observed by a sensor pair.
The mean TDoA, ∆ˆ, observed by a microphone pair is obtained from the relative
delay, ˜δn,k. The relationship between the relative delay and the TDoA is described in
equation (5.16).
∆n,k =
˜δn,k
fs
(5.16)
whereby ∆n,k refers to the true TDoA of a nth peak at time k, ˜δn,k is relative delay
and fs is the sampling frequency. As mentioned in Section 2.5.1, equation (2.26) is
used [76] to establish a relationship between the observed measurement and the state
estimate
∆ˆk =
|pˆs,k − pmic,m| − |pˆs,k − pmic,n|
c
(5.17)
with ∆ˆk referring to the estimated TDoA between the microphone pair at time k, pˆs,k
being the estimated location vector of the sound source which contains the XY co-
ordinates, pxcoord,k and pycoord,k, pmic,m and pmic,n referring to the microphone pair and
c is the speed of sound.
In order to account for the presence of the sound source, q0 is the prior probability
that none of the TDoA is due to the true source while q$ is the probability that the $th
TDoA resulted from the true source. The values for both q0 and q$ range from 0 to 1.
In cases when there is no prior information on the likely source locations, q$ can be
expressed as:
q$ =
1− q0
N$
, $ ∈ {1, · · · , N$} (5.18)
In CBMeMBer, a Gaussian likelihood model is used as the likelihood function be-
cause of the acoustic feature extraction method and the dynamics model chosen. It
is assumed that the sensor measurements and the dynamics of the sound source are
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corrupted by a Gaussian noise. However in the proposed solution, both the variables
q0 and q$ which accounts for a target’s birth and survivability in equation 5.15 are
dropped from the likelihood function. This is because the CBMeMBer already ac-
counts for the targets’ birth and death through the use of a Poisson RFS. In the observ-
able space, the likelihood of the single target state given the measurement is a Gaussian
with the mean being the TDoA, ∆n,k, obtained from relative delay of the TF-weighted
histogram peaks
gk(z|x) = N (∆k, ∆ˆk, σ2∆) (5.19)
with ∆k being the observed instantaneous TDoA at time k used as the observation, z,
while ∆ˆk is the calculated TDoA from the state, x, and σ∆ being the standard deviation
from the observed TDoA. The set of states,X , used in the CBMeMBer contains the po-
sition and velocity information while the observed measurement, z, is in terms TDoA,
∆k. The acoustic features extracted by the BSS framework are the relative attenuation,
˜an,k, and the relative delay, ˜δn,k. Only the relative delay is used as a measurement in the
CBMeMBer. The relative delay of a nth peak, δ˜n,is transformed back into real TDoA
before being used in the CBMeMBer filter as observations for a particular frame.
5.3.3 Data fusion in CBMeMBer
With only a single pair of microphone, only DoA of the speech sources can be es-
timated from the measurements. In order to estimate the Cartesian Coordinates of the
speech sources, multiple readings are required. With the alteration made to the BSS
via signal sparsity algorithm, acoustic features from multiple pairs of microphones can
be extracted. The CBMeMBer algorithm has to be adapted to fuse the readings from
multiple sensor pairs. For the CBMeMBer filter, the iterated-corrector approximation
technique is used to fuse data from multiple sensors. Although the iterated-corrector
approximation method of approximating the multi-target Bayes posterior density is
not ideal as the order in which the sensor pairs are processed will affect the result, it is
stated in [110, p.595] that the use of iterated-corrector approximation method does not
result in noticeable degradation of performances during simulations and it is adequate
for practical applications [120]. The multi-target Bayes posterior density is approx-
imated by recursively updating the predicted likelihood with the measurements from
each sensor pairs. The multi-target posterior density is proportional to the product of
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the likelihood as expressed in equation (5.20)
pik(Xk|Z11:k, · · · , ZM1:k) ∝ pik|k−1(Xk|Z11:k−1, · · · , ZM1:k−1)
M∏
m=1
gk,m(Z
m
k |Xk) (5.20)
with pik(Xk|Z11:k, · · · , ZM1:k) referring to the multi-target Bayes posterior density, gk,m(Zmk |Xk)
referring to the mth sensor pair’s observation and
pik|k−1(Xk|Z11:k−1, · · · , ZM1:k−1) referring to the predicted multi-target density.
5.4 Integration of the BSS via Signal Sparsity frame-
work with CBMeMBer
The combination of BSS via Signal Sparsity and CBMeMBer allows multiple moving
speech sources to be localised and tracked but the estimated information is still not
enough for speech source separation. The CBMeMBer filter only estimates the tracks
of the speech sources but it does not associate the tracks with the speech sources. A
track management extension is required to assign labels to the tracks estimated by
the CBMeMBer as it does not incorporate labels as part of the parameters propag-
ated. As the source separation stage is part of the BSS via signal sparsity technique,
the proposed solution requires TF masks to perform speech source separation. The
TF masks are constructed based on the acoustic features estimated from the speech
sources’ tracks and their associated labels. By applying the TF masks onto the speech
mixture, the individual speech sources can be estimated in the TF domain. The sep-
arated speech sources can be reconstructed in the time domain by applying an Inverse
Short Time Fourier Transform (ISTFT) on these separated speech sources. The process
of source separation and reconstruction is illustrated in figure 5.4.
5.4.1 Track Management
Target state estimation is performed by the CBMeMBer technique without the need for
data association in the filtering process [113]. By not incorporating labels as part of the
parameters propagated in the multi-Bernoulli approximation, the computational com-
plexity to run the CBMeMBer algorithm remains low. It is computational expensive to
estimate labels within the RFS framework so the CBMeMBer does not inherently in-
corporate data association in its algorithm. However, the identity information provided
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Figure 5.4: Block diagram of the Mask Construction and Source Separation Process
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by data association is required to construct the TF masks used for speech source separ-
ation. In order to assign identity information to the hypothesized tracks corresponding
to the speech sources while retaining the tractability of the CBMeMBer filter, a separ-
ate track management algorithm is required. A separate track management extension
will allow the system more flexibility in using the past history of the state estimates to
assign identity information to the hypothesized tracks representing the speech sources.
The track management system used in this research is similar to the ones used in [114]
and [113] with modifications made to suit acoustic signal analysis. The focus of the
track management extension used in this research is to use the state estimates from the
CBMeMBer as input and outputs the labels and the refined number of speech sources
based on the number of labels assigned. This process is illustrated in figure 5.5.
Track Management
Track 
Management
Labels
Refined number 
of sound sourcesPx,y
(Cartesian 
Coordinates)
Figure 5.5: Block diagram of the Track Management Process
For the purpose of assigning identity information to the tracked speech sources,
there are multiple factors such as silence period, speaker interaction and room rever-
beration that needs to be considered. In order to account for these factors in speech
source tracking, certain constraints are placed on the track management system. Due
to the nature of speech source, there might be silence periods which provide no inform-
ation that allows the it to be tracked. As a result of this, the track management system
has to be able to retain the track and identity information for the particular speech
source instead of terminating it. By applying the idea of the track management used
in [121], the labels of several time steps are taken into consideration when identities
are assigned to the speech sources. As discussed in Section 4.3, the original labelling
extension proposed in [13] only looks at the past time step for data association and it
performs poorly when two targets are merged in one frame and separated in the next.
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When such a scenario occurs, one of the sound sources will be assigned a new label
instead of its original label prior to the merging. Sound sources lie on a hyperbolic
surface [76] so there are occasions when two sound sources lie on the same hyperbolic
surface and produce the same TDoA. In such a scenario, one of the speech sources will
be occluded by the other speech source and the two targets are ”merged” in terms of
measurement despite not physically merged. These “merging” problems can be solved
through the use of a memory which retains the past information of these states [113].
The track management based on [121] has four basic stages. The first stage is to
associate the estimated data at current time step with the data from the previous time
step. Non-associated data in current time step is then considered for data association
with previously missed data. If the current data has no association with the data from
previous time steps, a new identity is assigned to the current data. Memory retention
will only be available for a set number of time steps. If a data remains dissociated for a
certain time period, it will be removed from the data association memory. In the cases
of moving sound sources, the location of the sound sources will change based on the
trajectories of the individual sound sources. The true estimates will follow a trajectory
whereas the false estimates which result from noise or reverberation will be spurious.
Hence, the true tracks will be considered for data association while the spurious tracks
that result from noise or reverberation will be removed from track association.
A modification made to the track management system is the addition of a track
merging algorithm in the CBMeMBer filter. Tracks within a short distance of each
other are merged into a single track as such scenarios are highly unlikely in real life.
There will always be a personal space between speakers in most social settings so the
boundary of this personal space is used as the threshold for track merging [122]. As the
track management accounts for missed data, the merged track will not be lost as long
as the tracks do not overlap for a period of time exceeding the memory retention period
of the track management algorithm. The details of the track management algorithm is
given in pseudocode 4.
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Algorithm 4 Pseudocode for Multiple Speech Sources Track Management
Data Initialization
1: Acquire the estimated speech source locations from the CBMeMBer filter starting
from the first time frame
2: Set the track merging threshold, association distance threshold and maximum
memory retention period
3: Set all association bits for the estimated sound source locations to 1
4: Set all missed bits for the estimated sound source locations to 0
5: Assign a new label for each estimated sound source location
Track Merging
1: Compare the distance for all the estimated sound source location at each time
frame
2: while Distance between two estimated locations < merging threshold do
3: Combine the particle clouds of those two estimates
4: Reweight the particles
5: Combine the probability of existence of the two particle clouds
6: end while
7: Estimate new sound source locations based on the combined particle clouds
Iterative Data Association
1: while time frame 6= last time frame do
2: Compare estimates from current time frame with the directly previous time
frame
3: if Distance between current estimate and previous estimate is within the asso-
ciation distance threshold then
4: Assign the previous label to current estimate and set the corresponding
association bit to 1
5: end if
6: Compare estimates from current time frame with previously missed data
7: if Distance between current and the previously missed estimate is within the
association distance threshold ∗ missed time steps then
8: Assign the previously missed estimate’s label to current estimate and set
the corresponding association bit to 1
9: end if
10: if Current estimate has no association to previous data or previously missed
data then
11: Assign a new label to the current estimate and set the corresponding asso-
ciation bit to 1
12: end if
13: if Previously missed data > maximum memory retention period then
14: Increase its missed estimate counter by 1
15: else if Previously missed data > maximum memory retention period then
16: Remove it from memory
17: end if
18: end while
19:
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5.4.2 Acoustic Features Estimation from Source Location
In conventional BSS via signal sparsity techniques, the TF mask construction relied
on the true acoustic features of each sound sources estimated from the clustering tech-
niques. The acoustic features belonging to each sound source were estimated from the
peak of the power weighted histogram or the centroids of the clusters. This technique
was valid as the speech energy for the non-stationary and non-moving sound sources
was concentrated in the regions of the power-weighted histogram peaks [4]. In the
case of non-stationary moving sound sources, the peaks do not necessarily represent
the sound sources as the histograms tend to be merged as the acoustic features change
relative to the position of the speech sources. The proposed method of estimating
the true acoustic features for moving speech sources is to use the track management
to provide identity association for the different estimated tracks and extract the true
acoustic features of the moving speech sources from the coordinates of these tracks.
The acoustic feature estimation process is illustrated in figure 5.6.
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Figure 5.6: Block diagram of the Acoustic Features Estimation Process
In conventional BSS via signal sparsity techniques, the acoustic features required
for the mask constructions are attenuation and delay. With a one dimensional tracking
in terms of just DoA, only the TDoA of the sound source can be estimated. However,
both the relative attenuation and the relative delay can be estimated if the positions of
the sound source and the sensor pairs are known. The relationship between the sound
source and the acoustic features is illustrated in figure 5.3. The reason of estimating
the acoustic features from the labelled tracks instead of the raw output from the BSS
framework is twofold. First, such a technique allows the acoustic features of a mov-
ing speech source which is changing relative to the position of the speech source to
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be estimated. Second, the spatio-temporal relationship established for the true sound
sources allows the CBMeMBer to mitigate the effects of noise and reverberation on
the accuracy of the acoustic features estimates.
In [76], it is shown that the TDoA can be estimated from the source locations. With
reference to figure figure 5.3, the TDoA of a speech source can be estimated from the
position of the speech source as shown in equation (5.21).
∆n =
d
c
=
r2 − r1
c
(5.21)
with ∆n referring to the TDoA, d referring to the distance between the microphone
pair, r2 and r1 referring to the distance between the sound source with the second
and the first microphones respectively and c refers to the speed of sound which is
assumed to be 343m/s. Equation (5.21) is just equation (2.26) expressed in Cartesian
Coordinate form. By rearranging equation (5.16), the TDoA obtained can be converted
back to the relative delay to be used in the construction of the TF mask through the
following formula
δˆn = ∆n × fs (5.22)
whereby δˆn and ∆n refers to the estimated delay and the TDoA of the nth labelled
speech source respectively, while fs is the sampling frequency. The TF mask required
for source separation is constructed using the identity information from the track man-
agement system and the delta estimated from the location of the speech sources.
The proposed solution does not use the estimated attenuation in the construction
of the TF masks for the reasons discussed in Section 5.2.2. Although this research
does not use attenuation for the construction of the TF mask, the method of estimating
the attenuation from the location of the speech source is discussed as the attenuation
estimate might be used for other acoustic source problems. The relative attenuation of
the sound source is a ratio of the distance between the sound source and the two micro-
phones. The relative attenuation for the nth labelled speech source can be calculated
using the equation 5.23.
αˆn =
r2
r1
(5.23)
whereby αˆn refers to the estimated attenuation of a nth labelled sound source. As the
proposed method directly estimates the attenuation from the labelled tracks, there is no
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need for a conversion of the symmetric attenuation back into the relative attenuation as
discussed in Section 3.2.3.
5.4.3 Mask Construction and Separated Sound Source Reconstruc-
tion
An integral part of the BSS via signal sparsity technique is the use of TF masks
to achieve sound source separation by masking sound sources aside from the sound
source of interest. The TF masks used to separate the speech sources require the
identity information of the speech sources. The original TF masks which was used
to separate non-moving sound sources, relies on the acoustic features estimated from
the peak of the power-weighted histogram or centroids of acoustic feature clusters for
identity information. The number of masks created was based on the observed number
of peaks or clusters. When the speech sources are moving, the method of relying on
peaks or clusters for identity is no longer possible as the acoustic features changes ac-
cording to the position of the speech sources. As a result of this, the track management
extension was used to assign identity information to the speech sources tracked by the
CBMeMBer filter. For the construction of TF masks for moving speech sources, the
number of unique labels indicate the number of masks to be created and these labels
provide an identity association for moving speech sources. The focus of section 5.4.3
is to utilise the label and target state information to construct the TF masks required
for source separation. This process is illustrated in figure 5.7.
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Figure 5.7: Block diagram of the Mask Construction Process
Sound sources reconstructed from binary masks using a hard masking technique
have an unnatural “musical noise” in them [104]. A soft masking technique is capable
of mitigating the “musical noise” effect on the sound source mixtures. Both [104] and
[103] use a fuzzy c means clustering technique to separate the sound clusters and the
membership function which determines the likelihood of the acoustic features belong-
ing to a particular cluster is directly used as the mask. Taking inspiration from [104]
and [103], a soft mask is proposed for this research. The proposed mask is constructed
using a normal Gaussian distribution with the estimated acoustic features as the mean
and the measurement variance as the variance of the distribution. The construction of
TF mask using a normal Gaussian distribution is motivated by the modeling assump-
tions used for the dynamics and likelihood model. The dynamics model assumes the
actual trajectory of the sound source is corrupted by a Gaussian noise while the like-
lihood model assumes the measurements observed are a normal Gaussian distribution.
The proposed TF mask is expressed below in equation (5.24)
M˜n(τ, ω) := N (δ, δˆn, σδ) (5.24)
with δ being the instantaneous delay and attenuation of each TF bin in the speech
source mixture while δˆn is the estimated delay of a nth sound source as indicated by
the label of the speech source’s trajectory.
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After the TF masks are constructed, the masks are applied to the sound mixture in
order to separate the speech sources. The process of speech separation and reconstruc-
tion is illustrated in figure 5.8.
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Apply TF 
mask on 
sound mixture
ISTFT
.
.
.
Time varying 
number of separate 
sound sources
Masked 
mixture
TF Masks
Figure 5.8: Block diagram of the Source Separation and Reconstruction Process
The TF masks are applied to the sound source mixture according to the following
equation
Sˆn(τ, ω) = M˜n(τ, ω)Yo(τ, ω) (5.25)
with Sˆn(τ, ω) referring to the estimated nth labelled sound source and Yo refers to
the corresponding signal mixture received by one of the microphone pair used for the
acoustic features extraction. Although multiple pairs of microphones were used in the
localisation and tracking of the speech sources, only a pair is required to extract the
acoustic information and to reconstruct the signal. It is important to note that the signal
mixture which is to be masked has to correspond to the microphone pair used for the
acoustic features extraction. This is due to the fact that each microphone pairs will
have a different attenuation and delay relative to the speech source’s position. If the
acoustic features used to construct the mask and the sound mixture do not match, the
estimated sound source will be incorrect.
In this research, the microphone pairs are placed across the room in order to achieve
spatial diversity in the TDoA measurements received. The spatial diversity allows the
Cartesian Coordinates of the speech sources within the boundaries of the room to be
estimated rather than just the DoA. It is understood that in the real environment, the
distance between the speech sources to the microphone will affect the power of the
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signal received by the microphone pair. The source mixture from microphone pair se-
lected for masking is best chosen based on the proximity of the speech source to the
particular sensor and the power of the signal received. However, the problem of micro-
phone pair selection for enhanced quality of separated speech source is a challenging
problem on its own and it is beyond the scope of this thesis. This thesis is a proof of
concept that a time varying number of speech sources can be tracked and separated us-
ing the integration of BSS via signal sparsity and CBMeMBer techniques. Hence, only
the speech source mixture from the reference microphone is selected to be masked.
The masked sound sources are in the TF domain. The final step in the source
separation for moving speech sources process is to use an Inverse Short Time Fourier
Transform (ISTFT) to reconstruct the separated moving speech sources in the time
domain. The whole process of recursively localising, tracking and separating moving
speech sources online is outline in algorithm 5.
5.4.4 Summary
In summary, Chapter 5 outlines the main contribution of this thesis which is the ad-
aptation of the BSS via signal sparsity technique for online speech source separation
and integrating it with the CBMeMBer target tracking technique in order to solve the
problem of source localisation, tracking and separation for multiple moving speech
sources.
The proposed adaptations to overcome the limitations of the original BSS via signal
sparsity algorithm in the separation of moving speech sources was discussed in Section
5.2. The main adaptation made to the BSS algorithm for integration with CBMeMBer
was to process the source mixture on a frame by frame basis and extract acoustic fea-
tures for each time frame. The other adaptations made was the use of the audio signal’s
cross power spectral density over its auto power spectral density to calculate the TF ra-
tio and the use of only the relative delay for sound source localisation as measurement
in the CBMeMBer filter. The final adaptation made for the BSS algorithm is the use of
multiple pairs of microphones in order to achieve source localisation in two dimensions
(Cartesian Coordinate).
In order to adapt the CBMeMBer filter for speech source tracking in acoustic scen-
arios, suitable dynamic and likelihood models are required. The single target dynamics
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Algorithm 5 Pseudocode for Source Localisation, Tracking and Separation of Moving
Speech Sources
Acoustic Feature Extraction
1: Extract the acoustic feature - delay, δ˜n, using the BSS via signal sparsity technique.
2: Transform the relative delay into TDoA using the equation ∆n = δ˜nfs .
State Estimation
3: Predict the multi-target prior density, pik|k−1, at time k based on the multi-target
posterior density at time k − 1. The multi-target prior density is a union between
the surviving multi-Bernoulli parameter set with the target birth:
pik|k−1 = {(r(i)P,k|k−1, p(i)P,k|k−1)}Mk−1i=1 ∪ {(r(i)Γ,k, p(i)Γ,k)}
MΓ,k
i=1
4: Update the predicted prior density with the received measurement from BSS via
signal sparsity algorithm, tj . Propagate the CBMeMBer’s parameterised approx-
imation of the multi-target Bayes posterior density, pik ≈ {(r(i)L,k, p(i)L,k)}
Mk|k−1
i=1 ∪
{(r∗U,k(z), p∗U,k(·; z))}z∈Zk
5: Estimate the number and the state of the hypothesized tracks
Track Management
6: Based on the estimated state trajectory, perform identity association using the track
management extension. Apply unique labels to each of the estimated tracks
7: Estimate the acoustic features for all the labelled tracks. The positions of the
speech source and the microphone pair are assumed to be known. The input signal
from the microphone pair chosen for the acoustic features extraction must be used
for the TF masking.
Mask Construction and Speech Source Separation
8: Construct a TF mask, M˜n, based on the labels and the acoustic features. A unique
mask is created for each label. The proposed soft mask is a Gaussian distribution
of the estimated delay - M˜n(τ, ω) := N (δ, δˆn, σδ).
9: Source separation is achieved by applying the TF mask on the sound mixture
received from one of the microphones used for acoustic features estimation -
Sˆn(τ, ω) = M˜n(τ, ω)Yo(τ, ω).
10: Reconstruct the separated speech sources in time domain by transforming the
masked mixtures using ISTFT.
model used is the Langevin model as human speakers do not always move in a linear
fashion. The likelihood model is similar to the one used in [64]. Instead of incorporat-
ing target survival as part of the likelihood, the CBMeMBer has already modeled the
target’s birth and death model as a Poisson RFS and recursively propagates it. Hence,
the variables which account for target survivability in [64] were excluded from the
likelihood model in the proposed solution.
The integration of the BSS via signal sparsity technique and CBMeMBer filter
alone is not enough to achieve sound source separation for moving speech sources. A
track management system is required to provide data association data or identity for
the estimated speech source trajectories. The state information and the identity of the
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estimated tracks are used to construct the TF masks used for source separation. The
state information of the speech sources is used to estimate the acoustic features while
the identity information is used to relate these acoustic features across time frames. By
applying the unique TF masks on the speech source mixture, speech source separation
is achieved.
Chapter 6
Experiments and Discussion
There are no bad restaurants or bad experiments in this world.
– Tendou Souji
6.1 Overview
In Chapter 2, the problem of localising, tracking and separating multiple moving
speech sources was outlined. An online iterative solution that utilises the signal sparsity
property of sound source mixtures and the target tracking technique of CBMeMBer
was proposed to solve the source separation problem in a “conference room scenario”.
The background of the BSS via signal sparsity was discussed in Chapter 3 while the
background of CBMeMBer was discussed Chapter 4. Chapter 5 details the contri-
bution of this thesis which is the proposal of an online recursive solution the source
separation problem in the “conference room scenario”. The proposed solution adapts
the BSS via signal sparsity approach to extract the acoustic features for moving speech
sources and to separate the speech sources. The CBMeMBer filter has also been adap-
ted to estimate the number of speech sources and to track these speech sources based
on the extracted acoustic features. In order to assign identities for the tracked speech
sources, a track management extension is applied after the CBMeMBer process. The
identity information is used to associate the acoustic features with their respective
speech sources and to construct the TF mask. Moving speech sources separation is
achieved by applying the unique TF masks onto the speech source mixtures. With first
five chapters explaining the details of the proposed solution, the focus of Chapter 6 is
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the evaluation of the proposed solution.
6.2 Evaluation Criteria
The main contribution of this thesis is to propose a solution which is capable in tracking
and separating multiple moving speech sources. Hence, the proposed solution needs to
be evaluated against several criteria based on the functions it has to perform. In terms of
localisation and tracking, the Optimatal SubPattern Assignment (OSPA) metric [123]
was used to evaluate it. The BSS EVAL Toolkit developed by Vincent in [124] was used
to evaluate the performance of speech source separation.
6.2.1 Evaluation Criteria for State Estimation
The evaluation the tracking results of the proposed solution was performed using the
OSPA metric [123]. As discussed in Section 2.5.2 and Chapter 4, the CBMeMBer filter
used to track the speech sources is an RFS filter which considers the tracked targets
as a multi-target state. The number of the speech sources states as well as the states
of these tracked speech sources evolve with time so the multi-target miss distance
has to be able to account for the differences between the reference multi-target state
and the estimated multi-target state [123]. Hence the OSPA metric, which is a metric
on the space of finite sets and is capable of capturing both the state and cardinality
errors, is chosen as the metric to evaluate the tracking performance of the proposed
solution. Apart from that, the OSPA metric is easily computed and it can be intuitively
interpreted [123].
The definition of the OSPA metric d¯(c)p is given by denoting d¯(c) := min(c, |x− y|)
for x, y ∈ X with the cut off at c > 0 and∏k the set of permutations on {1, 2, . . . , k}
for any positive integer k. Given p ≥ 1, c > 0, and both the sets X = {x1, x2, . . . , xm}
and Y = {y1, y2, . . . , yn} are on the multi-target finite space, F(X ), the OSPA metric
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can be calculated as [73, p.94]
d¯(c)p (X, Y ) :=

0, m = n = 0,(
1
n
(
min
pi∈∏n
∑m
i=1 d
(c)(xi, ypi(i))
p + cp(n−m))) 1p , m ≤ n,
d¯
(c)
p (Y,X), m > n.
(6.1)
The OSPA metric is defined between two point pattern and it is equal to c if one of the
set is empty while the other is nonempty.
When used to evaluate the performance of multi-target tracking, the OSPA metric
is interpreted as a pth order per target error and it is made up of two components -
the pth order per target localisation error and the pth order per target cardinality error.
However, these error components are not metrics in the space of finite subsets. The
purpose of the order parameter p is to adjust the sensitivity of the metric to outliers in
the data while the purpose of cut off parameter c is to determine the relative weighting
of how the metric penalises the cardinality error against the localisation error. The pth
order per target localisation error can be expressed as
e¯cp,loc =
( 1
n
min
pi∈∏n
m∑
i=1
d(c)(xi, ypi(i))
p
) 1
p (6.2)
while the pth order per target cardinality error can be expressed as
e¯cp,card =
(cp(n−m)
n
) 1
p . (6.3)
In most cases, it is sufficient to use the OSPA metric to evaluate the performance
of a multi-target tracking algorithm but the e¯cp,loc and e¯
c
p,card may be able to provide
additional insight into the tracking performance.
6.2.2 Evaluation Criteria for BSS
The speech separation performance is evaluated using the evaluation criteria developed
by Vincent et al in [125] as these criteria can be computed for all separation algorithms
and do not require the information of the separation filters or masks. The separated
signals are defined as a linear composition of the target signal, the interference signal,
the artificial signal and noise as shown in equation 6.4 [124]
sˆn(t) = star,n(t) + eint(t) + eart(t) + espat(t) (6.4)
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with sˆn(t) being the estimated nth speech source and star,n(t) being a version of the
original nth speech source, sn(t), modified by some allowable distortions. Hence, the
original nth sound source can be approximated as sn(t) ≈ star,n(t). The interference,
artifact and spatial error terms are represented by eint(t), eart(t) and espat(t) respect-
ively. In [125], the spatial distortion and the interference components are computed
by projecting the least squares of estimated source signal onto the corresponding sub-
spaces. The interference, artifact and spatial error terms are expressed as
eint(t) = PLallsˆn(t)− PLn sˆn(t) (6.5)
eart(t) = sˆn(t)− PLallsˆn(t) (6.6)
espat(t) = PLn sˆn(t)− star,n(t) (6.7)
whereby PLn is the least squares projector onto the subspace spanned by star,on(t− τ),
1 ≤ o ≤ M , 1 ≤ τ ≤ L while PLall is the least squares projector onto the subspace
spanned by star,op(t − τ), 1 ≤ o ≤ M , 1 ≤ p ≤ N , 1 ≤ τ ≤ L [125]. L is the filter
length.
The energy criteria laid out in [125] evaluates the separated speech sources in terms
of Image-to-Source Distortion Ratio (ISR), Source-to-Interference Ratio (SIR) and
Source-to-Artifact Ratio (SAR). The relative amount of spatial distortion present in
the nth speech source is defined by the ISR. The ISR is calculated as
SIRn = 10 log10
∑M
m=1
∑
t star,n(t)
2∑M
m=1
∑
t eint(t)
2
. (6.8)
The SIR which is a measure of the interference present in the nth source signal is
expressed as
SIRn = 10 log10
∑M
m=1
∑
t star,n(t)
2∑M
m=1
∑
t eint(t)
2
. (6.9)
The relative amount of artifacts present in the nth source signal is defined by the SAR
and it is expressed as
SARn = 10 log10
∑M
m=1
∑
t(star,n(t) + eint(t) + espat(t))
2∑M
m=1
∑
t eart(t)
2
. (6.10)
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In [125], the total error of the nth source signal is given by the Signal-to-Distortion
Ratio (SDR). SDR is a ratio of the source to the total error and it can be expressed as
SDRn = 10 log10
∑M
m=1
∑
t star,n(t)
2∑M
m=1
∑
t(eint(t) + eart(t) + espat(t))
2
. (6.11)
Even though there are four criteria laid out to evaluate the performance of speech
source separation, the different criterion are used depending on the practical applica-
tion of the separation algorithm. For this thesis, the SIR and SDR are used to evaluate
the separation performance as our interest lies in knowing the amount of interference
and error present in the separated speech sources after it has been tracked.
6.3 Preliminary Evaluation
A preliminary evaluation was carried out in [126] to test the viability of using source
sparsity to extract acoustic features and tracking the speech sources based on the ex-
tracted acoustic features using CBMeMBer. The proposed solution was shown to be
viable as it was capable of localising and tracking two speech sources in an ideal scen-
ario with no noise and reverberation. The setup of the room for the priliminary evalu-
ation is shown in figure 6.1. The simulated room is a 10m× 10m room with four pairs
of microphones which are 0.04m apart, spread out across each of its four walls. The
distance between the microphone pairs fulfill the condition of d < c
2fs
as the speed
of sound is 343m/s while the frequency of interest is 8kHz. The speech sources used
in the scenario are synthetic male and female speech signals sampled at 16kHz. For
the settings in the CBMeMBer, the steady state velocity of, v¯ and the rate constant,
B of a speaker in the Langevin model are respectively set to 1.4m/s and 10Hz. The
birth model used is a Gaussian spawning at the birth location of the speakers. The
sigma, σ, of the normally distributed likelihood is set at 0.5% of the maximum TDoA
between the sensor pair and the clutter rate, κ is set to 6. The result of the preliminary
experiment is shown in figure 6.2.
As shown in figure 6.2, the CBMeMBer filter is capable of localising and tracking
the speech sources based on the acoustic features extracted by BSS via signal sparsity.
The CBMeMBer also correctly estimates the number of speech sources in the scenario.
The number of speech sources is represented by the number of tracks. In figure 6.2,
the estimates form two distinctive trajectories but there is no identity association to
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Figure 6.1: Room dimension and setup for preliminary evaluation
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Figure 6.2: Speech source tracking output for two moving sources
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Figure 6.3: Result of source tracking and labelling
separate one trajectory from the other. Hence, the track management algorithm was
proposed to extend the capabilities of the CBMeMBer to have explicit labels in [122].
With the addition of the track management algorithm, another evaluation was per-
formed. The simulation environment is similar to the previous room setup. The main
difference is the addition of a T60 reverberation time of 0.15s instead of an ideal scen-
ario without any noise or reverberation. The merging threshold used in this simulation
is 0.5m so speakers which are within 0.5m of each other are merged into a single
track. An example of the simulation results is shown in figure 6.3. As shown in the
result, the proposed algorithm is capable of tracking and adding an identity to both
the speakers while they are moving. The gaps in the tracks are due to the silent peri-
ods in speech. No acoustic features could be extracted during the silent periods so
the proposed solution is unable to produce location estimates during these periods. As
the track management algorithm is able to account for the silent periods and retain the
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track information, the tracks continue to be propagated after these silent periods. As
the tracks do not cross path with each other in the scenario shown, it is mainly used
to clean up the tracks by eliminating most of the false estimates resulting from room
reverberation.
6.4 Experimental Setup
In this thesis, a room simulation with moving speech sources was performed to evaluate
the tracking and separation performance of the proposed algorithm in various room
environments. The preliminary simulations in terms of tracking were promising so
further numerical evaluations were carried out to test the algorithm’s robustness in
terms of tracking as well as source separation. The effects of different reverberation
times, Signal-to-Noise Ratio (SNR), room sizes and mask types were tested out using
the proposed algorithm and evaluated using the criteria laid out in Section 6.2.1 and
6.2.2. The room simulations were performed using the code developed by Lehmann
[127]. As shown in figure 6.4, the dimension of the room used in this simulation is
8.1m× 3.8m.
Unlike the previous simulations where four pairs of microphones were laid out in
a symmetrical order across the room as shown in figure 6.1, this simulation uses only
three pairs of microphones which are spread out across the room in an asymmetrical
order. The reason for having an asymmetrical order of microphones is to reduce the
number of blind spots for the microphones in order to improve the tracking perform-
ance. Symmetrical pairs of microphones which are directly opposite of each other will
share the same blind spots. The distance between the microphone pairs used in the
simulation has been increased to 0.055m from the distance of 0.04m used in the pre-
liminary evaluation. This is done in order to increase the resolution of the TDoA. The
potential increase in spurious peaks due to spatial aliasing can be compensated with an
increase in the clutter rate of the CBMeMBer filter.
There are three speech sources used in this simulation unlike the preliminary eval-
uations whereby only two synthetic male and female speech signals were used. The
speech signals comprise of two clean male speech signals and a clean female speech
signal sampled at 16kHz. These speech signals are active at different time frames and
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Figure 6.4: Room dimension and setup
there is overlap between the active speech signals. The spectograms of the speakers
are shown in figure 6.5 while the speech signal plots of the these speakers are shown
in figure 6.6.
Time (Frame)
Fr
eq
ue
nc
y
Speaker 1
1 2 3 4 5 6
x 104
0
0.5
1
Time (Frame)
Fr
eq
ue
nc
y
Speaker 2
1 2 3 4 5 6
x 104
0
0.5
1
Time (Frame)
Fr
eq
ue
nc
y
Speaker 3
1 2 3 4 5 6
x 104
0
0.5
1
Figure 6.5: Spectogram of the three speech sources used in the simulation
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Figure 6.6: Plot of the three clean speech sources and the speech source mixture used
in the simulation
Most of the settings in the CBMeMBer remain the same as the ones used in the
preliminary evaluations in Section 6.3. The steady state velocity of, v¯ and the rate
constant, B of a speaker in the Langevin model remain the same at 1.4m/s and 10Hz.
The birth model is still a Gaussian spawned at the starting locations of the speakers
but the covariance of the Gaussian differs according to the different noise or rever-
beration levels. The sigma, σ, of the normally distributed likelihood remains at 0.5%
of the maximum TDoA between the sensor pair. The clutter rate, κ is set to 6 for
the anechoic scenario but it is increased accordingly with the increase in noise level
and reverberation time. The parameters in the track management algorithm has also
been optimised accordingly. The number of allowable missed time frame for a tracked
speech source has been reduced from 50 used in the preliminary evaluations to just 20
as this simulation has less silent gaps in the speech signals.
Using the room setup illustrated in figure 6.4, the effects of reverberation and noise
on the tracking and source separation performance were evaluated. The room setup
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was only changed when the effects of room size on performance of the proposed solu-
tion was studied. An anechoic room simulation which has no noise or reverberation
was used as the control in the evaluations.
6.5 Effects of Reverberation
In order to study the effect of reverberation, the room setup as shown in figure 6.4 was
simulated with varying reverberation time. The Signal to Noise Ratio (SNR) of the
room is kept at 30dB in order to mitigate the effects of noise in the evaluation of re-
verberation time on the tracking and separation performance of the proposed solution.
A simulation performed in a similar room setup with no reverberation or noise is used
as a reference simulation. The results of the reference simulation are shown in figures
6.7 and 6.8.
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Figure 6.7: Tracking result of three speakers in an ideal scenario with no noise or
reverberation
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Figure 6.8: Plot of the three estimated speech sources in anechoic scenario with no
noise or reverberation
Examples of the results of the effects of reverberation on the tracking performance
are shown in figures 6.16, 6.10, and 6.11.
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Figure 6.9: Tracking result of three speakers in a room with T60 reverberation time of
0.05s and SNR of 30dB
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Figure 6.10: Tracking result of three speakers in a room with T60 reverberation time
of 0.25s and SNR of 30dB
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Figure 6.11: Tracking result of three speakers in a room with T60 reverberation time
of 0.45s and SNR of 30dB
Examples of the effects of noise on the separation results are shown in figures 6.19,
6.13, and 6.14.
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Figure 6.12: Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.05s and SNR of 30dB
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Figure 6.13: Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.25s and SNR of 30dB
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Figure 6.14: Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.45s and SNR of 30dB
The separation performance evaluated using the BSS Toolkit is summarised in fig-
ure 6.30.
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Figure 6.15: Separation performance in different room reverberations
6.5.1 Discussion
The results show that the proposed solution is capable of tracking and separating mul-
tiple moving speech sources in scenarios with various room reverberation. The track-
ing and separation performance is best when the room has low reverberation - as shown
in figures 6.16 and 6.19. When there is no reverberation in the room, the proposed
solution has an average per target error 0.2292m. With a low T60 reverberation time
in the room of 0.05s, the proposed solution only has an average per target error of
0.1798m. As can be observed from the general trend shown in the results, both the
tracking and separation performance deteriorate as the room reverberation increases.
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The proposed solution loses track of the speech sources when they overlap in rooms
with high reverberation as illustrated in figure 6.10 and 6.11. The proposed solution
loses part of the tracked speech sources starting when the T60 room reverberation is
0.25s. When T60 room reverberation has increased to 0.45s, the average per target
error has also increased to 0.2444m. The deconstructed OSPA shows that the deterior-
ation in the performance is mainly contributed by the cardinality error component due
to the missed speech sources as the localisation error component is fairly low when the
speech sources are tracked.
The separation performance is closely associated with the tracking performance.
This is mainly due to the construction of the TF mask. The TF mask used to separate
the speech sources relies on the position and identity information of the tracked speech
sources to obtain the associated acoustic feature. Hence, the separation performance
is affected if the estimated acoustic features used to construct the TF masks are not
accurate. When the state estimates are accurate, the separation performance of the pro-
posed solution is good too. When there is no reverberation in the room, the average
SAR, SDR and SIR of the three speakers are 7.4528dB, 7.3027dB and 23.6408dB.
In the room with T60 = 0.05s, the average SAR, SDR and SIR of the three speak-
ers are 7.4811dB, 7.3487dB and 23.8939dB. At the highest room reverberation of
T60 = 0.45s, the average SAR, SDR and SIR of the three speakers are −2.4305dB,
−2.9594dB and 22.5151dB. The separation performance deteriorates as the room re-
verberation increases as illustrated in the bar chart shown in figure 6.30. The decrease
in the SAR and SDR values are obvious but the SIR values defy the general trend. This
is due to the ways in which SIR and eint(t) are calculated as shown in equations (6.9)
and (6.5). When the proposed solution loses track of the speech source, the portion of
the missed speech source will be masked and not be reconstructed. As the estimated
speech source only accounts for parts of the speech which gets tracked, eint(t) will be
a small value. eint(t)2 is the denominator in the calculation of the SIR. With a smaller
value of eint(t), the value of SIR increases. Hence, SIR is not really a good measure of
separation for the proposed solution.
The deterioration in both the tracking and separation performance can be attributed
to assumption mismatch. The assumption mismatch happens in the acoustic feature
extraction stage and also the multi-target tracking stage. As shown in equation (5.3),
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the acoustic transfer function used in the proposed solution is
H21 =
Y2(τ, ω)Y
∗
1 (τ, ω)
Y1(τ, ω)Y ∗1 (τ, ω)
. (6.12)
This equation is actually an approximation of
H21 =
Y2(τ, ω)Y
∗
1 (τ, ω)
Y1(τ, ω)Y ∗1 (τ, ω)
ereverb(τ, ω) (6.13)
whereby ereverb is the multiplicative reverberation error term. According to Dvorkin
[116], acoustic transfer function in equation (6.13) can be approximated to the one
shown in equation (5.3)when the reverberation is low as ereverb ≈ 1. As the rever-
beration time increases, the effect of ereverb on the acoustic transfer function is more
prominent so the acoustic features extracted using H21 is no longer as accurate as those
extracted in the low reverberation scenario. The W-disjoint orthogonality assumption
is also violated when the reverberation in the room is high. The assumption that only
one speech source is active at each time frequency is no longer valid as the reflections
of these active speech sources will also appear in the same time frequency domain. The
assumption mismatch with regards to reverberation in the acoustic feature extraction
stage results in more spurious peaks getting extracted and used as observations in the
CBMeMBer filter.
As explained earlier in Section 4.2, the CBMeMBer filter works best in scenarios
with high detection rate and low clutter. The increase in reverberation time will result
in more clutter, which would affect the performance of the CBMeMBer filter. Further-
more, the CBMeMBer works under the assumption that the observed measurements
and clutter are independent. In the “conference room scenario”, the reverberation due
to the speech sources are not really independent. The reflections of the speech sources
also move accordingly as the speech sources move across the room. When the room
reverberation is low such as T60 = 0.05s, the clutter due to reverberation can still be
assumed to be independent. However as the T60 room reverberation time increases
0.25s, the level of reverberation becomes much more significant. The spurious TDoA
peaks resulting from reverberation follow a pattern in their movements. Thus, clutter
which are contributed by these spurious peaks will occasionally get confirmed as a
track belonging to an active speech source.
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6.6 Effects of Noise
Apart from the studying the effects of reverberation on the tracking and separation per-
formance, the effects of noise on the proposed solution’s performance was investigated
as well. In order to rule out the effect of reverberation on the results, the room rever-
beration for all the different SNR simulations is set at T60 = 0.05s. The 6 different
SNR used in the simulations are 20dB, 22dB, 24dB, 26dB, 28dB and 30dB. The noise
used is an additive white Gaussian noise. Examples of the tracking results are shown
in figures 6.16, 6.17, and 6.18.
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Figure 6.16: Tracking result of three speakers in a room with T60 reverberation time
of 0.05s and SNR of 30dB
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Figure 6.17: Tracking result of three speakers in a room with T60 reverberation time
of 0.05s and SNR of 26dB
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Figure 6.18: Tracking result of three speakers in a room with T60 reverberation time
of 0.05s and SNR of 20dB
The effects of noise on the separation results are shown in figures 6.19, 6.20, and
6.21. The results of the reference simulation are shown in figures 6.7 and 6.8.
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Figure 6.19: Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.05s and SNR of 30dB
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Figure 6.20: Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.05s and SNR of 26dB
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Figure 6.21: Estimated speech signals of the three speakers in room with T60 rever-
beration time of 0.05s and SNR of 20dB
The separation performance evaluated using the BSS Toolkit is summarised in fig-
ure 6.22.
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Figure 6.22: Separation performance in different Signal to Noise Ratios (SNR)
6.6.1 Discussion
The effect of noise on the tracking and separation performance is as expected. The
trend in the results shows deterioration in the tracking performance as the speech
source mixture’s SNR decreases. The trend can be clearly observed from figures 6.16
to 6.18 as the proposed solution slowly loses track of the speech sources when they
overlap. At the highest SNR of 30dB, the proposed solution produces a per target
error of 0.1798m. The performance degrades to an average per target error of only
0.1901m when the SNR has decreased to 20dB. The tracking performance of the pro-
posed solution is 0.1827m when there is moderate noise levels in the room and the
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SNR of the received speech mixture is 26dB. The main contribution to the OSPA error
when the speech sources overlap in time is due to the error in estimating the number
of speech sources as the cardinality error component has a maximum error of 0.3m.
In terms of separation performance, the performance of the separation algorithm
also suffers as the SNR of the speech mixture decreases. This is illustrated in fig-
ures 6.19, 6.20, and 6.21 as less of the speech sources are reconstructed. The same
trend is observed in the SAR and SDR readings in figure 6.22. The SIR remains
largely stationary throughout the change in the SNR of the speech source signals. The
highest SNR of 30dB yields an average SAR, SDR and SIR of 7.4811dB, 7.3487dB
and 23.8939dB while the lowest SNR of 20dB has an average SAR, SDR and SIR of
4.1065dB, 4.0238dB and 23.2551dB.
Despite the deterioration in the tracking and separation performance as the SNR
of the speech mixture decreases, this degradation in performance is less than the de-
gradation in performance due to reverberation. In terms of tracking performance, the
difference between the OSPA distance of signals the highest SNR and the lowest SNR
is 0.0103m but the difference between the OSPA distance of the rooms with the lowest
and highest reverberation time is 0.0646m. This can be attributed to the independent
white noise matching the modelling assumptions in the the tracking algorithm. The
CBMeMBer assumes that the received measurements are independent and uncorrel-
ated. As this assumption is met, the effects of noise on the performance of the proposed
solution is mitigated. Furthermore, the spurious peaks due to noise do not follow any
movement patterns so dynamics model will not mistake these measurements for that
of a moving speech source.
As can be observed from the results, the spikes in the OSPA distance occurs when
the speech sources overlap. This is mainly caused by the extra spurious peaks which
are observed. When the SNR decreases, the number of these spurious peaks increase
as well. As the CBMeMBer is unable to determine if the extra observations are noise
or spurious peaks, it loses track of the speech sources. The lost speech sources result
in an increase in the cardinality error component of the OSPA distance. When the
proposed solution loses track of the speech source, the portion of the missed speech
source will be masked and not be reconstructed. As stated earlier in Section 6.5.1,
the SIR remains stationary despite the changes in the SNR mainly because of the way
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SIR and eint(t) are calculated. The method of SIR and eint(t) is also the reason the
cardinality error has little effect on the SIR. The SIR also does not change in value
even when the cardinality error increases. Equations (6.9) and (6.5) shows the formulae
used to calculate SIR and eint(t). A projection of the speech source is used to calculate
the SIR. Such a measure would work when the assumption that the speech sources are
fully reconstructed is met. In this “conference room problem”, the tracking algorithm
might lose track of the speech sources if the reverberation or noise levels are too high.
Under such circumstances, there is not much of the speech source to be projected and
eint(t) which is calculated from the projected speech source will have a small value.
The small value of eint(t) results in a higher value of the SIR.
6.7 Effects of Room Size
Apart from the effects of reverberation and noise level, the effects of room sizes on the
performance of the proposed solution is also investigated. The three room sizes can
be categorised as small, medium and large. The small room which has a dimension
of 3.0m × 3.0m corresponds to a typical small office. The medium sized room used
which is 8.1m × 3.8m corresponds to a common conference room. The large room
which represents a typical lecture theater has a dimension of 15m×20m. Although the
proposed solution is meant to be applied in a “conference room scenario”, the effects of
which the different room sizes have on the performance will allow the algorithm to be
optimised for those scenarios. In order to eliminate reverberation time and noise levels
as variables in this experiment, all three rooms were simulated with a reverberation
time of T60 = 0.15s and a SNR of 30dB. The tracking results are shown in figures
6.23, 6.24 and 6.25 while the separation results are shown in figures 6.26, 6.27 and
6.28.
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Figure 6.23: Tracking result of three speakers in a small room
Chapter 6: Experiments and Discussion 143
50 100 150 200
0
2
4
6
8
Time (Frame)
x−
co
o
rd
in
at
e 
(m
)
 
 
50 100 150 200
0
2
4
6
8
Time (Frame)
y−
co
or
di
na
te
 (m
)
True tracks
Speaker 1
Speaker 2
Speaker 3
50 100 150 200
0
0.1
0.2
0.3
0.4
Time (Frame)
O
SP
A 
(m
) (
c=
0.3
,p=
1)
50 100 150 200
0
0.1
0.2
0.3
0.4
Time (Frame)
O
SP
A 
(m
) L
oc
ali
sa
tio
n
50 100 150 200
0
0.1
0.2
0.3
0.4
Time (Frame)
O
SP
A 
(m
) C
ard
ina
lity
Figure 6.24: Tracking result of three speakers in a medium room
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Figure 6.25: Tracking result of three speakers in a large room
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Figure 6.26: Estimated speech signals of the three speakers in small room
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Figure 6.27: Estimated speech signals of the three speakers in medium room
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Figure 6.28: Estimated speech signals of the three speakers in large room
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Figure 6.29: Separation performance in different room sizes
6.7.1 Discussion
The trend in figures 6.23, 6.24, 6.25, 6.26, 6.27, 6.28 and 6.29 shows that the room
reverberation effect is worsened by the decrease in the size of the room. Although
all three rooms were simulated with a reverberation time of T60 = 0.15s and a SNR
of 30dB, the tracking and separation performances are different for each room. For
the largest room, the OSPA distance is an average of 0.6728m error per target. The
medium room has an average target error of 0.2336m. The average error per target for
the smallest room is 0.2379m. The cardinality error component of the OSPA saturates
at the point in time when two speech sources overlap.
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In terms of the separation results, the trend also shows a similar deterioration as
the room size decreases. The average SAR of the three speakers in the small, medium
and large room are 0.0720dB, 6.6298dB, and 6.0942dB respectively. The average
SDR of the three rooms are−1.5365dB, 6.5166dB, and 5.3103dB. As observed in the
simulations earlier, the SIR defies the SAR and SDR trends. The average SIR of the
three speakers in the small, medium and large room are 13.4178dB, 24.2610dB, and
15.7490dB respectively.
The increase in the OSPA localisation error for the large room is as expected. The
cause for the increase in localisation error is the small distance between the micro-
phone pair which results in poor resolution. The distance between the microphone pair
determines the resolution of the localisation. As the distance between the microphones
are relatively small compared to the distance between the speech source and the mi-
crophones, any minuscule changes in the received TDoA will result in large changes
in the estimated position of the speech source. This is a limitation of the design as the
distance between the microphones are kept to be less than to prevent spatial aliasing.
Despite this limitation, the proposed solution still managed to track the multiple speech
sources without losing any part of the speech sources in the large room.
One possible reason for the deterioration of the performance in decreased room size
is the diffusion of the reverberation noise. In a smaller room, the reflection of the true
source is less diffused and it reaches the microphone pairs before it can be completed
diffused. On the other hand, a larger space allows the reflection of the true source
ample time to diffuse. Thus, the effect of reverberation is reduced in a larger space.
The separation results show that there is a strong relationship between the tracking and
separation performance. During instances when the speech sources fail to be tracked
in the smaller room, the TF mask for the time period cannot be created. Thus, there is
a silence period where a speech activity should be in the reconstructed speech. Further
investigations
6.8 Effects of Hard Masking vs Soft Masking
Hard masking technique uses the original mask scoring system proposed in DUET
[4]. In this proposed solution, a soft masking technique is used. The soft mask is
Chapter 6: Experiments and Discussion 150
constructed by comparing the similarity between the estimated “true features” and the
estimated “features” in each time frequency bin using a normal distributed function. In
order to determine the quality of separation, two different evaluations were employed
- an objective evaluation carried out using the BSS eval Toolkit[124] and a subjective
listening test using the Mean Opinion Score (MOS) [? , p490-491].
In the objective evaluation, the speech source mixtures in rooms with reverberation
times of T60 = 0.05s, T60 = 0.15s, T60 = 0.25s, T60 = 0.35s and T60 = 0.45s
were separated using a hard masking technique and a soft masking technique. The re-
constructed speech signals were then evaluated using the BSS eval Toolkit to compare
the differences between hard masking and soft masking. The SNR of the speech sig-
nals were kept constant at 30dB. A speech source mixture in an ideal scenario with no
reverberation and noise was used as a control variable for this experiment. The separ-
ation results of the soft masking technique is shown in figure 6.30 while the separation
results of the hard masking technique is shown in figure 6.31.
The informal MOS test was administered by distributing surveys to 12 expert
listeners. The listeners were asked to listen to reconstructed speech sources of the three
speakers and to rate them from a score of 5(Excellent) to 1(Poor). The test was divided
into three sections with each section featuring the reconstructed speech sources of the
corresponding speaker. In order to condition the participants so they have an equal
standard on the perceptual quality, samples of excellent, average and poor speech sep-
aration were played at the start of each section in the listening test. This “anchoring
phase” is important as the perception of quality differs from listeners to listeners and
this subjective range of differences should be minimised [? , p490-491]. The responses
of the listeners were then consolidated to form the MOS. The results of the MOS are
shown in table 6.1.
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Figure 6.30: Separation performance in different room reverberations using a soft mask
Table 6.1: Mean Opinion Score for Reconstructed Speech Sources(Hard Masking vs
Soft Masking)
Speakers Mean Opinion Score (MOS)
1 (Hard Mask) 2.000
2 (Hard Mask) 2.333
3 (Hard Mask) 2.333
1 (Soft Mask) 2.833
2 (Soft Mask) 3.417
3 (Soft Mask) 3.917
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Figure 6.31: Separation performance in different room reverberations using a hard
mask
6.8.1 Discussion
As shown in the results in figures 6.30 and 6.31, the soft mask proposed by this thesis
has a better separation performance. The highest average SAR and SDR achieved by
the soft masking technique are 7.4528dB, and 7.3027dB respectively while the highest
average SAR and SIR achieved by the hard masking technique are 4.9002dB, and
2.8651dB. The soft masking technique also performed better than the hard masking
technique in the other room simulations. The average SAR and SDR across all the
room simulations for the soft masking technique are 3.1345dB and 2.9581dB. On the
other hand, the average SAR and SDR across all the room simulations for the hard
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masking technique are only 2.0521dB and 0.4739dB. Based on the MOS, there is a
general consensus among the listeners that the speech sources reconstructed using a
soft masking technique sound better. A main reason for this is the decrease in noise
artifacts in the reconstructed speech sources using a soft masking technique. In a
hard masking technique, the acoustic features are grouped into clusters using a hard
threshold. The mask constructed using such a technique is a binary mask. The soft
mask proposed in this thesis is a Gaussian mask which estimates the probability of
the acoustic feature belonging to a particular speech source. As shown in the previous
results, the performance of the speech source separation and reconstruction is closely
related to the tracking performance. Hence, the soft masking technique proposed in
this thesis allows for a smoother reconstruction of the speech sources during instances
when the estimated acoustic features are not very accurate. In such instances, the inac-
curate acoustic features still have the possibility of being assigned to their respective
speech sources instead of being totally secluded. The inclusion of these acoustic fea-
tures in the mask reduces the “musical noise” and produces a more natural sounding
reconstructed speech source. The results of the separation performance between the
hard masking and soft masking techniques which shows that soft masking produces
better separation coincide with findings by other researchers such as those in [104] and
[103].
6.8.2 Summary
In summary, the proposed solution is shown to be capable of tracking and separat-
ing multiple moving speech sources in various acoustic environments. In scenarios
with low reverberation time and high SNR speech mixtures, the proposed solution per-
formed excellently in terms of tracking and speech source separation. The tracking and
speech separation performance deteriorates with the increase in reverberation time and
noise levels although the effects of reverberation are more significant than noise. The
main reason for this is the model mismatch. The TF ratio used to calculate the instant-
aneous attenuation and delay works under the assumption that the room reverberation
is low. When the room reverberation increases, the error that is present in the calcu-
lation of these acoustic features also increases resulting in a more inaccurate observed
measurement. Besides this, the model mismatch is also present in the CBMeMBer
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filter when room reverberation is high. The CBMeMBer assumes that the observed
measurements are independent but the noise contributed by reverberation is not really
independent. The reflections of the speech sources also follow a movement pattern as
the speech sources move inside the room. This results in the CBMeMBer filter mis-
taking the observed measurements due to reverberation for speech source targets. The
effects from noise are not as significant because the behaviour of noise matches the
modelling assumptions. The results in Chapter 6 also show that reverberation is ex-
acerbated by a smaller room size. The type of masking technique used for the source
separation affects the perception of the reconstructed speech sources. Speech sources
reconstructed using a soft masking technique has less “musical artifact” and sound
more natural.
Chapter 7
Conclusions and Future Works
From here on, the stage is mine!
– Kouta Kazuraba
7.1 Conclusion
In this thesis, a new approach to solving the source separation problem in the “confer-
ence room scenario” was proposed. The source separation was no longer viewed as a
purely acoustic problem but as multi-target tracking problem as well. The proposed
solution allows the moving speech sources in the room to be tracked based on their
acoustic features. Identities are assigned to the tracked speech sources using a track
management extension. Both the state and identity information are used to associate
the acoustic features with their respective speech sources. TF masks which are applied
to the speech source mixture to separate the sources are constructed using the state and
identity information.
The source separation problem in the “conference room scenario” was defined in
Chapter 2. A system model of the received acoustic signals was also presented in
Chapter 2. Essentially, the problem is treated as both an acoustic problem as well as
a multi-target tracking problem and this complex problem is broken down further into
smaller problems and systematically solved for each. Hence, literature from both the
acoustic and tracking field was studied in order to gain a better insight of the different
approaches available as well as their limitations. A BSS approach was selected for
acoustic extraction while the CBMeMBer was chosen to track the active speech sources
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in the room.
In Chapter 3, the details of the BSS approach adapted for extracting the acoustic
features were discussed. There are various BSS approaches which are capable of per-
forming source separation but BSS via signal sparsity approach is selected to extract
the acoustic features of the moving speech sources. This is mainly due to the fact this
BSS approach is capable of extracting the acoustic features even in underdetermined
scenarios whereby the number of active speech sources exceed the number of micro-
phones available in the room. The current BSS via signal sparsity has its limitation in
extracting acoustic features from moving sound sources and clustering the extracted
features. Thus, a frame-by-frame analysis of the speech source mixture is proposed as
the moving speech sources can be assumed to be pseudostationary in the time frame
in which they are analysed. The limitation in the clustering of the extracted acoustic
features from the moving speech sources is overcome by using the CBMeMBer with
track management extension.
The theory behind the CBMeMBer filter and the implementation of the filter was
discussed in Chapter 4. The random nature in which the active speech sources ap-
pear and disappear as well as the acoustic features generated by these speech sources
mirror the classical multi-target tracking problem. Thus, it motivates the used of the
CBMeMBer as part of the solution in solving the source separation problem in the
“conference room scenario”. The RFS models used in the CBMeMBer filter are the
Poisson RFS and the multi-Bernoulli RFS. The Poisson RFS is used to represent the
clutter while the multi-Bernoulli RFS is used as an approximation of the multi-target
Bernoulli density. The limitation of the CBMeMBer in its application to track moving
speech sources is the lack of labels for the tracked sources. The lack of an inherent
labelling technique is overcome by using a post process track management extension.
In Chapter 5, the main contribution of this thesis which is to provide an online
solution to the source separation problem in the “conference room scenario”. This
thesis examines the source separation problem in the “conference room scenario” not
just as an acoustic problem but a multi-target tracking problem as well. By utilising
BSS via signal sparsity to extract the acoustic features of the moving speech sources
on a frame-by-frame basis, the acoustic problem is turned into a classical multi-target
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tracking problem. The SMC implementation of the CBMeMBer filter is used to estim-
ate the number of active speech sources as well as their locations in the room based
on the recursive measurements of the acoustic features. In order to associate the cor-
rect acoustic features to their respective speech sources, labels are added to the tracked
speech sources by a track management extension. The acoustic feature and the labels
are required to construct the TF masks. A soft masking technique is applied in this
thesis. After the construction of the TF masks, the speech sources are separated by
applying the TF masks onto the speech mixture.
The proposed solution is evaluated in different environments in Chapter 6. The
proposed solution was evaluated in different reverberation time, noise levels and room
sizes. The difference in perception of the reconstructed speech sources using a hard
masking technique and the proposed soft masking technique was also evaluated in
Chapter 6. In the evaluation of reverberation time in a room, the proposed solution
performed as expected. There is good tracking and separation performance when the
room reverberation is low and this performance deteriorates with the increase in rever-
beration time. A similar trend is also noted when speech source mixtures with different
SNRs were evaluated. As the SNR decreases, the tracking and separation performance
suffers. However, the effect of noise on the performance of the solution is not as pro-
found as the effect of reverberation. This is due to the correlation of the speech sources’
reflection. The dynamic model used in the CBMeMBer assumes independence among
the readings and the correlation of the reverberation affects the tracking performance
of the filter. On the other hand, the noise is independent white Gaussian noise and it
fits the modelling assumption in the dynamics model. Thus, the effect of noise on the
tracking performance is not as serious as the effect of reverberation. In conclusion,
the experiment results show that the proposed solution is a viable method of tracking
and separating moving speech sources in a “conference room scenario” with low to
medium reverberation.
7.2 Limitations and Future Work
Although the proposed solution is capable of tracking and separating moving speech
sources in rooms with low to medium reverberation, it is not without its limitations.
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The main limitation faced by the proposed online recursive solution is the approach
used in the extraction of acoustic features. The proposed approach of extracting acous-
tic features by exploiting the signal sparsity is a good choice when it is assumed that
the number of speech sources is unknown and the underdetermined scenario might
arise. However, if the number of microphones is more than the maximum number of
speech sources in the room, other approaches can be used. As stated in Chapter 3,
the BSS via signal sparsity approach relies on the assumption of W-disjoint orthogon-
ality to achieve sound source separation. W-disjoint orthogonality assumes that only
one sound source is active at any given time frequency. This assumption holds true for
speech sources as speakers usually take turns to speak in a “conference room scenario”.
However, this assumption is violated when the reverberation in the room is medium to
high. Due to the effects of reverberation, the assumption that only one sound source is
active at any given time frequency bin is no longer true as the speech sources are re-
flected. Hence, the acoustic features extracted using this method does deteriorate when
the reverberation in a room increases. Thus, an enhanced acoustic feature extraction
technique should be able to improve the tracking and separation performance of the
proposed solution.
7.2.1 Enhanced Acoustic Feature Extraction
A possible method of improving the performance of the proposed is to include a Voice
Activity Detector (VAD) algorithm as part of the acoustic features extraction process.
It was shown in [67] that a VAD is used before a block of speech is processed by the PF
in order to determine the level of speech activity in the block of data. The integration of
the VAD allows the speech sources to be tracked again after a long period of silence. In
[128], the incorporation of the VAD allows the localisation technique to detect a sound
source with a lower gain. Hence, by pre-processing the blocks of speech signals with a
VAD, only useful measurements with high levels of speech activity will be processed
by the multi-target tracking algorithm. Furthermore, the VAD results can also be used
to determine the probability of a speech source in the birth model of the RFS filter.
This will allow the speech sources to be tracked more accurately and reliably.
In [30] and [31], CASA technique has been shown to complement BSS techniques
in separating sound sources. Thus, it is possible to incorporate CASA techniques as
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part of the solution in the future in order to improve the performance of this thesis’ pro-
posed solution. One of the CASA techniques considered is the neuro-fuzzy localisation
technique introduced in [129]. This CASA technique has been shown to track multiple
speakers in high reverberation time in [130]. Furthermore, the multi-target tracking
technique used in [130] is CPHD. As it was shown to work with an RFS multi-target
tracking technique, the neuro-fuzzy localisation technique can be integrated into the
technique proposed by this thesis without much complications.
The enhanced acoustic feature extraction will allow for a more accurate estimation
of the active speech sources in the room. This will not just improve the tracking results
of the speech sources but the source separation performance as well. A more accurate
estimate of the speech source location will result in a more accurate TF mask for the
speech sources.
7.2.2 Inherent Labels in Multi-target Tracking Filter
In this thesis, the multi-target tracking technique used is the CBMeMBer filter. The
exclusion of the labels in the CBMeMBer filter allows it to be mathematically tractable.
The labels for the tracked speech sources are added post tracking process with a track
management extension. This is a computationally cost effective solution for an online
speech tracking technique. This implementation of labelling for the tracked speech
sources has its limitations. As the track management relies on the kinematics of the
speech sources in order to associate the speech sources, the identification of these
speech sources after a silence period in the speech is not optimal. If the silence period is
longer than the allowable missed target period set in the algorithm, the same target will
be considered a new speech source. Furthermore, when the tracked speech sources are
close to each other, the measurements will only confirm for one of the speech sources
as the CBMeMBer assumes independence in the measurement of the tracked targets
[13]. As a result of this, a multi-target tracking technique which performs labelling as
part of the Bayesian recursion is a will be appropriate technique if tracking accuracy is
the main concern instead of computational cost.
The Generalised Labelled Multi-Bernoulli (GLMB) filter [131] is an RFS filter
which was developed after the CBMeMBer. Unlike the CBMeMBer, the GLMB filter
incorporates a unique label in the state vector for the tracked targets. The GLMB filter
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is able to capture in inter-dependence between the tracked targets [131]. This allows
targets which are close to each other to be tracked without loss of targets. The viability
of the GLMB in tracking closely spaced targets are shown in [131]. By applying the
GLMB filter to track speech sources, the speakers can be distinguished even if they
move close to each other. As the labels are inherently incorporated as part of the state
vectors, it is expected that the speech sources will continuously be tracked even after a
gap or a long pause in the speech. This hypothesis will be studied in future work which
uses the GLMB filter to track instead of the CBMeMBer.
7.2.3 Measurement driven birth model
Another method of improving the tracking performance is to use an adaptive birth
model [132]. In a more realistic “conference room scenario”, the locations whereby
the targets appear are unknown a priori. The constant birth model has to cover the
entire room if the all the targets are to be tracked as targets which appear outside the
birth model do not gets confirmed as tracks. Instead of increasing the covariance of the
birth model so it covers the whole room, a measurement updated birth model is a more
efficient technique of confirming targets based on the measurements received. Speech
source tracking and identification after a long silence period is very challenging. A
reason for this is the location in which the speech source reappear is not necessarily
within the boundaries of the birth model. With the use of a measurement driven birth
model, the effect of the silence period on the tracking performance can be mitigated.
As the location of birth model is updated according to the received measurements, the
updated birth model will be closer to the speech source’s last location before the silence
period. Hence, there is less chance that the speech source will exceed the boundary of
the birth model and a higher chance of recovery after the silence period.
7.2.4 Microphone Placement and Selection
In this thesis, multiple microphones are used to track and separate the speech sources
in the “conference room scenario”. The readings from multiple pairs of microphone
allows the speech sources to be tracked in two dimension (Cartesian Coordinates).
However, the effects of microphone placement and the order in which the microphone
measurements are selected are not studied in this thesis. In reality, the power of the
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signal received by the microphones changes according to the location of the speech
sources. The power is expected to be higher if the source is closer to a particular
microphone. This information can be exploited as the microphones which are closer to
the tracked speech sources should be selected first for the update. This will allow for
more reliable information to be used as measurements for the update.
Another reason to have a smart microphone selection algorithm is to prevent target
occlusion during the measurements. In a scenario whereby the tracked speech sources
fall on the same hyperbolic TDoA line of uncertainty, certain microphone pairs will
only have a true measurement as both objects share the same TDoA. In such a scenario,
only an object will be confirmed as a target if the measurements from these microphone
pairs are used to update the tracks. A more efficient method is to determine the number
of targets picked up by the microphone pairs and update the measurements starting
with the microphone pairs which pick up the most targets in the previous time frame.
Thus, the loss of targets due to measurement occlusion can be minimised.
During speech source separation stage, an efficient selection method for the micro-
phones to be used will result in higher quality separated speech. As discussed earlier,
the power received by each microphone will be different depending on the location
of the speech sources. An improvement in the quality of the reconstructed speech is
expected if the TF masks are applied onto signals from microphones which are closest
to the speech sources at each given time frame.
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