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ABSTRACT 
The complex issue of dissipation ofMesoscale Convective Systems (MCSs) over the Central 
United States is-investigated using observations and Eta model output from 4 7 cases that occurred 
during May-August 1998 and 1999 in Iowa and surrounding states. 
The cold pool-shear balance theory of Rotunno et al. (1988) and Weisman (1992) is tested with 
observational data, but results are not consistent with the theory. The Discussion section focuses on 
differences between this study and Weisman's (1992) simulations that may account for the 
discrepancies between the two studies. 
Other observational parameters computed include surface (SSRI) and elevated (ESRI) storm-
relative inflow, low-leveljet (LLJ), lapse rates (surface-700 mb, 850-500 mb, 700-500 mb), and 
maximum 0-2 km 0e. Both SSRI and ESRI tend to decrease as the MCSs near dissipation, due in part 
to a decrease in MCS speed of movement. An LLJ affects most of the MCSs at some time during 
their lifecycles, and there is a tendency for MCSs that were once affected by an LLJ to dissipate once 
no longer affected by an LLJ. The lapse rates generally are not factors in MCS dissipation except for 
a few cases in which significant decreases in the 850-500 and 700-500 mb lapse rates indicate the 
MCS moved into a much more stable environment. Maximum 0-2 km 0e decreases as well, but most 
often from a very high value to a moderate value that still supplies adequate energy to the MCSs. 
In order to determine the best model predictors ofMCS dissipation, many parameters are 
examined from the National Center for Environmental Prediction (NCEP) Eta model. Parameters 
computed include 850 mb wind, convergence, moisture convergence, frontogenesis, 0e, and 0e 
advection, 500 mb vorticity advection, and 250 mb divergence and jet streak influences. Decreases in 
the 850 mb wind, frontogenesis and 0e advection may be sufficient predictors ofMCS dissipation, 
while the other parameters do not seem to be sufficient. However, convectively generated 250 mb 
divergence can be utilized to determine the location of the Eta MCS. 
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CHAPTER I. INTRODUCTION 
Mesoscale Convective Systems (MCSs) are common occurrences during spring and summer over 
the central United States. Previous studies have documented the importance of mesoscale convective 
complexes (MC Cs) (Maddox 1980) to the water needs of the Central Plains due to their contribution 
to summertime rainfall over that region. In particular, Fritsch et al. (1986), in a study of 74 MCCs 
from 1982 and 1983, concluded that MCCs typically account for 20-50% of annual rainfall over a 
broad region of the Central Plains states, with June-August precipitation being particularly dominated 
by MCCs. MCCs are a subset ofMCSs that are long-lived, exhibit large, quasi-circular cold cloud 
shields in infrared (IR) satellite imagery, and are predominantly nocturnal. Table 1 lists the criteria 
that must be met in order to classify an MCS as an MCC. These criteria differ slightly from the 
original criteria established by Maddox (1980) in order to simplify the documentation procedure 
(Augustine and Howard 1988). Table l also shows.how Persistent Elongated Convective Systems 
(PECSs) (Anderson and Arritt 1998) differ in definition from MCCs. All MCSs for this study were 
nocturnal MCSs, and most were long-lived, so it is no surprise that two-thirds of the MCSs studied 
were also classified as MCCs or PECSs. 
Annual summaries of MCC occurrences over the United States (Maddox 1980; Maddox et al. 
1982; Rodgers et al. 1983; Rodgers et al. 1985; Augustine and Howard 1988; Augustine and Howard 
1991; Anderson and Arritt 1998) have shown that, in addition to the ample rainfall, MCCs are also 
associated with a high frequency of severe weather, including tornadoes, hail, high winds, and flash 
floods. Accurate forecasting ofMCCs, and thus, MCSs, is imperative due to the high frequency of 
· severe weather and large percentage of summertime rainfall attributed to them. 
Since Maddox's (1980) pioneering study defining the MCC, numerous studies have been 
performed addressing many different aspects of MCSs,. from their structure and evolution ( e.g. 
Rotunno et al. 1988; Johnson and Hamilton 1988; Cotton et al. 1989; McAnelly and Cotton 1989; 
Table 1. MCC and PECS definition. 
Size: 
Initiation: 
Duration: 
Maximum: 
Shape: 
Termination: 
2 
Continuous cloud shield (IR temperature :S -52°C) 
must have an area 2: 50,000 km2 
Size definition first satisfied 
Size definition must be met for a period 2: 6 h 
Continuous cloud shield (IR temperature :S-52°C) 
reaches maximum size 
MCC: Minor axis/major axis 2: 0.7 at maximum 
PECS: 0.2 :S Minor axis/major axis< 0.7 at max 
Size criterion no longer satisfied 
Weisman 1992), to internal physical and dynamical processes (e.g. Schmidt and Cotton 1990; Gallus 
and Johnson 1995; Yuter and Houze 1995). In addition, some studies have classified observed MCSs 
into different subsets based upon their mesoscale organizational modes and resultant precipitation 
characteristics (Houze et al. 1990; Parker and Johnson 1999). 
Cotton et al. (1989) studied 134 MCCs that occurred in June, July, or August and divided their 
life cycles into eight stages: MCC-12 h (_12 hours prior to MCC initiation), pre-MCC, initial, growth, 
mature, decay, dissipation, and post-MCC. However, the MCC-12 hand pre-MCC stages, as well as 
the decay and dissipation stages, were often grouped together. 
One category ofMCSs that has been widely studied is the squall line. Johnson and Hamilton 
(1988) defined squall lines as lines or bands of deep, precipitating convective cells. In addition to the 
convective line, squall lines also typically exhibit areas of stratiform rain from their mature stages 
onward. Several studies (Johnson a_nd Hamilton 1988; Rotunno et al. 1988; Houze et al. 1990; Parker 
and Johnson 1999) documented the presence of the stratiform rain area in squall lines and the 
different areas it may be found in relation to the convective line: ahead of the convective line, parallel 
to the line, or, most commonly, behind the convective line. Houze et al. (1990) defined this type of 
squall line organization as leading-line/trailing-stratiform (ll/ts). 
An interesting characteristic of the II/ts squall line archetype is that once the trailing stratiform 
region becomes well defined during the squall line's mature stage of development, a mesoscale 
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circulation couplet develops.· This couplet consists of ascending system-relative front-to-rear flow in 
the anvil cloud region of the squall line, which emanates from the leading-edge convective cells, and 
descending system-relative rear-to-front flow below, which can extend from the rear edge of the 
system and feed through the stratiform precipitation and into the surface cold pool (Johnson and 
Hamilton 1988; Weisman 1992). It is this descending rear-to-front flow that is termed the rear-inflow 
jet by Smull and Houze (1987). Johnson and Hamilton (1988) found that a descending rear-inflow jet 
appears to play a prominent role in the formation of a wake low at the rear of a squall line. This was . . 
found to be true for the often-studied 10-11 June 1985 squall line that passed through parts of Kansas 
and Oklahoma. However, it was Weisman (1992) who studied the role of the rear-inflow jet in the 
evolution oflong-lived MCSs. 
Although studies concerning the evolution and internal processes ofMCSs discuss the dissipation 
stages ofMCSs, few of them discuss the prediction ofMCS dissipation. The focus has instead 
usually been on prediction of the formation ofMCSs. Thus, the rear-inflow jet study of Weisman 
(1992), along with the squall line study of Rotunno et al. (1988), are important as they are two studies 
that discuss possible causes ofMCS dissipation. 
Rotunno et al. (1988) modeled strong, long-lived squall lines, and their results suggested that the 
balance between the ambient low-level shear circulation and the opposing evaporation-induced 
surface cold pool circulation determined squall line longevity. If one circulation overpowered the 
other, the system weakened and eventually dissipated. If the ambient low-level shear circulation was 
dominant, the updraft would tilt downshear, while if the cold pool circulation was dominant, the 
updraft would tilt upshear. If the circulations were balanced, the updraft would be erect, and the 
system would be longer-lived (Figure 1 ). 
Similarly, Weisman (1992) theorized that once the cold pool circulation had begun to overwhelm 
the ambient low-level shear circulation, if a rear-inflow jet descended to the surface, it would further 
strengthen the cold pool circulation and cause faster dissipation. If a rear-inflow jet remained 
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Figure 1. Schematic diagram showing how a buoyant updraft may be influenced by line-normal 
vertical wind shear and/or a cold pool._ (a)-With no shear and no cold pool, the axis of the updraft 
produced by the thermally created, symmetric vorticity distribution is vertical. (b) With a cold pool, 
the distribution is biased by the negative vorticity of the underlying cold pool and causes the updraft 
to tilt upshear. ( c) With shear," the distribution is biased toward positive vorticity causing the updraft 
to tilt downshear over the cold pool. (d) With both a cold pool and shear, the two effects may negate 
each other, and allow an erect updraft. (Adapted from Fig. 18 of Ro~o et al. 1988). 
elevated, it would induce a circulation below it opposite the cold pool's circulation, thus aiding the 
ambient low-level shear circulation and extending the MCS's lifetime. 
Other studies briefly suggest possible reasons for MCS dissipation. Parker and Johnson (1999) 
found that for one particular MCS, a pocket of enhanced lower tropospheric ee· might have provided .. •. . 
fuel for the development of the MCS. When dry, lower 0e air moved in from the west five hours after 
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the MCS had begun to develop, the MCS began to dissipate. Also, Cotton et al. (1989) found that an 
elevated layer from 900-700 mb of high 0e values was important in sustaining MC Cs. This suggests 
low-level 0e is worthy of study as a potential predictor of MCS dissipation. 
Another parameter that may have an effect on the dissipation ofMCSs is the low-level jet (LLJ). 
Many previous studies have documented the nocturnal LLJ as an important factor in the development 
ofMCSs over the Great Plains (e.g., Augustine and Caracena 1994; Mitchell et al. 1995; Arritt et al. 
1997; Anderson and Arritt 1998). The LLJ has been shown to supply warm, moist air into the Great 
Plains to aid in the development of MCCs (Maddox 1980; Cotton et al. 1989; Augustine and Howard 
1991 ), and it also increases convergence at the nose of the jet axis (Bonner 1968). 
In particular, Augustine and Howard (1991) found that a well-defined mean low-level jet (LLJ) 
over the Great Plains was present during active-MCC periods (periods of several weeks during which 
MCCs occurred frequently), but it was not present during null-MCC periods (periods of several 
weeks during which MCCs occurred infrequently). The LLJs advected moisture from the Gulf of 
Mexico as far north as the Northern Plains to contribute to the formation and sustenance ofMCCs. 
MCCs moved in a general easterly direction as they matured, and thus, eventually moved east of the 
region of maximum occurrence ofLLJs-northern Texas through southern Nebraska (Mitchell et al. 
1995)-and the moisture and convergence supplied by them. Though there is an established link· 
between the LLJ and MCS development, it is uncertain what role the LLJ plays in the dissipation of 
MCSs. Specifically, does MCS dissipation correlate with the weakening and termination of the LLJ? 
Also, do MCSs develop and progress without being influenced by the LLJ, and if so, how do the 
durations of those MCSs compare with the durations ofMCSs that are influenced by the LLJ? 
In this study, we examine observations and model output to determine potential predictors of 
MCS dissipation. We test the cold pool circulation vs. ambient low-level shear circulation theory.of 
Rotunno et al. (1988) with observations, and we use both observations and model output to study 
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low-level 0e, the LLJ, surface and elevated storm-relative inflow, and other parameters that may 
potentially in:fluenc~ MCS dissipation. 
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CHAPTER II. DATA AND METHODOLOGY 
Observations and model output were analyzed from 47 cases that occurred during May-August 
1998-99. Cases were limited to those occurring in Iowa or surrounding states since this project was 
conducted in collaboration with the National Weather Service Forecast Office in Johnston, Iowa. 
Cases were also limited to nocturnal MCSs since it is the overnight to afternoon dissipation of these 
systems that challenges forecasters. 
NEXRAD National Mosaic Reflectivity Images archived by the National Climatic Data·Center 
(NCDC) were used to find nocturnalMCS cases and document their evolution. No specific size 
criteria were required to classify areas of precipitation as MCSs for this study. However, the duration 
of the MCSs had to be at least 6 hours and the MCSs had to be ongoing for at least one hour during 
the 06 UTC to 18 UTC time period for which observational data were analyzed. The time of 
initiation was defined to be the hour in which the first convective cells developed that would 
eventually evolve into an MCS. An MCS was deemed to have dissipated when all convective and/or 
heavy stratiform echoes (reflectivity> 35 d.BZ) were no longer present, and when, at most, only light 
stratiform precipitation (reflectivity:::; 35 d.BZ) remained. In accordance with Cotton et al. (1989), the 
study emphasized MCSs which evolved in a mostly barotropic environment apart from strong 
dynamic forcing. MCSs that evolve in barotropic environments provide greater challenges to 
forecasters than MCSs that evolve in baroclinic environments because it is more difficult to determine 
when and where the MCSs will form and subsequently dissipate, or how severe the MCSs will 
become. 
A. Observational Data 
Observational data were analyzed at 06, 12, 15, and 18 UTC. Parameters calculated using the 
observational data included cold pool strength, surface storm-relative inflow, elevated storm-relative 
inflow, maximum 0-2 km AGL wind, 0-1 km, 0-2 km, and 0-3 km vertical wind shear and line-
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normal shear, low-level jet, lapse rates (surface-700 mb, 850-500 mb, 700-500 mb ), and maximum 
0-2 km AGL 0e. Lapse rates and maximum 0-2 km 0e were computed only at 00 and 12 UTC. A 
variety of data sources were utilized to compute these parameters including surface observations, the 
wind profiler network, rawinsonde observations, and NEXRAD National Mosaic Reflectivity Images. 
Table 2 shows the data sources used to compute each parameter. 
Table 2. Data sources used to compute each component of each observational parameter studied. 
Parameter Component Data Source 
Buoyancy Gradient Surface Observations 
Cold Pool Strength Pressure Perturbation Surface Observations 
Cold Pool Depth Rawinsonde Observations 
Vertical Wind Shear Wind Profilers; Surface Low-Level Line-Normal Observations 
Shear Convective Line Orientation NEXRAD Radar 
Surface Storm-Relative Ground-Relative Surface Winds Surface Observations 
Inflow MCS Movement NEXRAD Radar 
Elevated Storm-Relative Maximum 0-2 km Wind Wind Profilers 
Inflow 
MCS Movement NEXRAD Radar 
Low-to-Mid-Level Temperatures Rawinsonde Observations 
Lapse Rates 
Surface Temperatures Surface Observations 
Low-Level Temperatures and Dew Rawinsonde Observations 
Maximum 0-2 km 0e Points 
Surface Temperatures and Dew 
Points Surface Observations 
Low-Level Jet Low-Level Wind Wind Profilers 
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1. Cold pool strength 
Cold pool strength proved to be the most difficult parameter to determine from standard 
observations. It was computed by first determining the buoyancy gradient as a surface temperature 
difference between the coldest temperature found in the cold pool and the average temperature of the 
ambient environment immediately ahead of the system. Similarly, a pressure perturbation was then 
computed between the cold pool and the ambient environment immediately ahead of the system. To 
estimate the depth of the cold pool, the pressure perturbation was input into the cold pool 
initialization scheme of Stensrud et al. (1999) along with rawinsonde observations from a 
representative site within 300 km ahead of the system .. Once these parameters were computed, the 
cold pool strength was calculated and compared to the line-normal shear to test the circulation 
balance theory of Rotunno et al. (1988). 
Weisman (1992) expressed the cold pool-shear balance relationship developed by Rotunno et al. 
(1988) quantitatively in the form of a ratio, CI /J.u, where C represents the cold-pool strength, and /J.u 
represents the velocity difference between the surface and 2.5 km in the ambient air ahead of the cold 
pool. Weisman (1992) defined C via 
H 
C 2 = 2 J (-B)dz, (1) 
0 
where B represents the buoyancy, defined as 
and where 0 is the potential temperature and qv, qc, and qr are the mixing ratios of water vapor, 
cloudwater, and rainwater, respectively. Bars over 0 and qv represent environmental values of 
potential temperature and water vapor mixing ratio, respectively. The integral is calculated through 
the depth of the cold pool (H) at a representative location behind the cold-pool nose (i.e. avoiding the 
(2) 
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region of internally enhanced cold pool depth right at the leading edge) and describes the kinetic 
energy consumed by lifting a parcel through depth H. 
For this study, the buoyancy parameter B could not be calculated precisely as in Weisman (1992) 
due to the unavailability of data to calculate the mixing ratios of cloudwater and rainwater. 
Therefore, it was estimated via 
(3) 
where Tc is the coldest surface temperature found in the cold pool, and T0 is the average ambient 
surface temperature immediately ahead of the system. The expression ITc- Tai is referred to as the 
buoyancy gradient. This measure of buoyancy is similar to Weisman (1992). It consists of a surface 
temperature perturbation between the cold pool and the environment instead of a potential 
temperature perturbation. For simplicity, surface pressures generally varied little in the domain so 
that the temperature and potential temperature were nearly equivalent. It is estimated through a scale 
analysis that the mixing ratios of water vapor, cloudwater, and rainwater would roughly be a~ order 
of magnitude smaller than the perturbation temperature term, so it is felt this representation of B will. 
result in values nearly identical to Weisman (1992). 
Once B was calculated, it was substituted ~to (1). Then it was integrated over the calculated cold 
pool depth to yield a value for C. This value of C was then compared to the line-normal shear values. 
However, unlike Weisman (1992) who used only line-normal shear from 0-2.5 km AGL, line-normal 
shear was calculated for three layers: 0-1 km, 0-2 km, and 0-3 km. A value for one of the three levels 
was selected and compared to the cold pool strength depending on the estimated cold pool depth .. For 
·example, if the estimated cold pool depth was 1.5 km, then the 0-2 km and line-normal shear value 
was selected and compared to the cold pool strength since the 0-2 km layer was the layer that best 
corresponded to the estimated cold pool depth. 
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2. Low-level vertical wind shear/line-normal shear 
The vertical wind shear was computed using wind profiler observations and surface observations. 
To compute the 0-2 km vertical wind shear, for example, a wind profiler site was chosen that was 
representative of the environment within 300 km ahead of the MCS, but as close to the MCS as 
possible. Then the surface wind vector closest to the wind profiler site was subtracted from the wind 
vector at 2 km to result in the 0-2 km vertical wind shear. 
NEXRAD radar observations sometimes show outflow boundaries moving ahead of convective 
lines. These are cold pools pushing ahead of the MCS. When this occurs, the cold air typically 
pushes forward normal to the convective line. It is therefore theorized that it may be the horizontal 
vorticity generated by the line-normal component of the vertical wind shear that is opposing the 
horizontal vorticity generated by the cold pool. Tlus is in agreement with Rotunno et al. (1988) and 
Weisman (1992) who both computed ambient line-normal shear to compare with the cold pool 
. . 
strength. Line-normal shear was computed for those MCSs alone that were exhibiting linear 
convective modes at the observation time. The majority of MCSs studied exhibited linear convective 
modes for a significant amount of their duration. In order to calculate line-normal shear, first the 
orientation angle of the convective line was estimated. Then, the vertical wind shear vector was 
broken into components parallel to and normal to the line orientation. The component of the vertical 
wind shear normal to the line orientation is the line-normal shear. 
3. Surface and elevated storm-relative inflow 
Surface storm-relative inflow (hereafter, SSRI) and elevated storm-relative inflow (ESRI) were 
also computed, requiring the calculation of the MCS motion vector, which was subtracted from 
average ground-relative surface winds (for SSRI) or the maximum 0-2 km wind (for ESRI) from a 
representative environment ahead of the MCS, but as close to the MCS as possible. ESRI was 
computed in addition to SSRI because the majority of the MCSs studied were north of a boundary, 
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and thus, the convection was likely elevated and drawing more of its inflow from levels above the 
surface than from the surface itself. NEXRAD National Mosaic Reflectivity Images were used to 
track MCS movement, surface observations were used to compute ground-relative surface winds 
(hereafter surface winds), and wind profiler observations were used to compute maximum 0-2 km 
winds (Table 2). 
Plots of each MCS track were made in order to calculate the MCS motion vector. For times when 
significant convection was ongoing within the MCS, the track was plotted in terms of the position of 
the center of the convection. For example, most of the MCSs studied developed linear configurations 
in their convective echoes. At these times, the MCS position was plotted as the position of the center 
of the convective line. For times when no significant convection was ongoing within the MCS, the 
track was plotted in terms of the position of the center of the_ stratiform rain area of the MCS. 
Therefore, in order to calculate the motion vector of an MCS at 12 UTC, first it had to be determined 
whether or not there was ongoing significant convection. Then the position of the MCS was plotted 
for one hour before and one hour after 12 UTC. This allowed the computation of an average MCS 
motion vector for 12 UTC. 
Once the MCS motion vector was computed, it was subtracted from the average of surface winds 
to determine the SSRI vector. In addition, the MCS motion vector was subtracted from the maximum 
0-2 km wind vector to compute ESRI. 
4. Low-level jet 
The LLJ is analyzed using wind profiler data that is run through automated programs to 
objectively calculate the occurrence ofLLJs for each wind profiler station on an hourly basis. The 
criteria used to define LLJ occurrences are those of Bonner's (1968) study that require a low-level, 
local maximum (between the 500 m and 3000 m levels) in the vertical profile of the horizontal wind 
speed. A criterion 1 LLJ has a speed maximum of at least 12 m s-1 that must decrease by at least 
6 m s-1 both above (before surpassing the 3000 m level) and below the speed maximum. Similarly, a 
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criterion 2 LLJ has a speed maximum of at least 16 m s-1 that must decrease by at least 8 m s-1, and a 
criterion 3 LLJ has a speed maximum of at least 20 m s-1 that must decrease by at least 10 m s-1: 
Under these classifications, a criterion 3 LLJ can also be classified as a criterion 2 and a criterion 
1 LLJ, and a criterion 2 LLJ can also be classified as a criterion 1 LLJ. Thus, all LLJs can be 
classified as criterion 1 LLJ s. However, consistent with Mitchell et al. (1995) and Arritt et al. ( 1997), 
this study considers the criteria in a nonoverlapping sense in order to gauge possible differences 
between strong and weak LLJs iii regards to MCS dissipation. Thus, when criterion 1 LLJs are 
mentioned, they consist of the LLJs that satisfy only the conditions of the criterion 1 classification; 
for example, criterion 2 LLJs are not also included in statistics of criterion 1 LLJs. 
The LLJ data are available for the months of June-August of 1998-99. Therefore, the nine MCSs 
occurring in May 1998 and 1999 are not included, and neither is June 06, 1999, since the MCC on 
that date had moved well east of the wind profiler network by 06 UTC limiting the LLJ data set to 37 
MCSs instead of 47. 
It has been established in previous research, particularly Arritt et al. (1997), that the direction of 
the LLJ is typically :fi:om the south or southwest in the central and southern Great Plains. To decide if 
a particular MCS was being affected-by an LLJ at a certain time, not only were data examined from 
wind profiler sites ahead of the MCS, but they were also examined for sites south or southwest of (but 
previously unaffected by) the MCS since the nose of the LLJ to the south and southwest of the MCS 
and its path would often be directed toward the MCS. The LLJ also had to be within a 300 km radius 
of the MCS to be defined as likely affecting the MCS in some way. 
5. Lapse rates and· maximum 0-2 km Oe 
Lapse rates and maximum 0-2 km 0e were calculat~ using rawinsonde observations and surface 
observations at 00 UTC and 12 UTC from representative sites in environments within 300 km ahead 
of the MCS. Lapse rates were computed for three layers: surface-700 mb, 850-500 mb, and 700-500 
mb. 
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B. Eta Model Output 
In order to determine the best model predictors ofMCS dissipation, many parameters were 
examined from the National Center for Environmental Prediction's (NCEP) Eta model output. 
Parameters computed included 850 mb wind, 850 mb convergence and moisture convergence, 850 
mb frontogenesis, 850 mb 0e and 0e advection, 500 mb vorticity advection, 250 mb divergence, and 
250 mb jet streak influences. Eta model output for Eta-generated MCSs were examined at 06 and 12 
UTC for MCSs that appeared to weaken substantially or dissipate by 18 UTC, and 12 and 18 UTC for 
MCSs that dissipated after 18 UTC. To gauge MCS dis.sipation in the Eta model, 6-hour precipitation 
output was analyzed. Once the Eta stopped or substantially decreased the precipitation associated . 
with the MCS, the MCS was deemed to have weakened substantially or dissipated. The 00 UTC Eta 
model output was used whenever possible, but since forecasters usually do not have access to the 00 
UTC run until after 03 UTC, the 12 UTC Eta model run was used for MCSs that were ongoing in real 
life before 03 UTC. As will be discussed in the Results, the average time of initiation of the MCSs is 
00 UTC, but more MCSs initiated before 00 UTC than after 00 UTC. 
The maximum value shown by the Eta model was recorded for each parameter ( except for jet 
streak influences). This value had to be within 300 km of the Eta-generated MCS's position, not the 
position of the observed MCS. The Eta-generated MCS's position is used in order to better 
understand how certain parameters within the Eta model influence its MCSs. The Eta-generated 
MCS's position was sometimes a significant distance from the position of the observed MCS, but a 
thorough analysis of model spatial errors is beyond the scope of this study. 
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CHAPTER III. RESULTS 
A. General Characteristics of the MCSs 
The 47 case dataset analyzed using observational data depicts the broad range of behaviors 
exhibited by MCSs. Before discussing results of the specific parameters computed, it is prudent to 
describe some general characteristics of the dataset as a whole. 
One characteristic that over 90% of the MCSs exhibited was linear convective echo patterns for at 
least a small portion of their duration. There were 27 MCSs that exhibited persistent (over half their 
lifetimes) linear convective patterns. An additional 17 MCSs exhibited brief (less than half their 
lifetimes) linear convective patterns. Only three MCSs never exhibited linear convective patterns. 
Even though all cases were nocturnal, there is a large amount of variability in the time of 
initiation, time of dissipation, and duration of the cases. Recall that the time of initiation is defined to 
be the hour at which the first convective cells develop that eventually evolve into the MCS. The time 
of dissipation is defined to be the hour at which all convective and/or significant stratiform echoes 
(reflectivity?: 35 dBZ) are no longer present, and when, at most, only moderate to light stratiform 
precipitation (reflectivity< 35 dBZ) remains. This threshold of 35 dBZ corresponds to a rain rate of 
5.6 mm h-1 using a Z-R relation for stratiform rain (Z = 200R 1.6) from Rogers and Yau (1989). 
The mean time of initiation for the 4 7 MCSs was 00 UTC. However, just four cases initiated at 
00 UTC. The most common time of initiation was two hours earlier, 22 UTC, with 14 cases initiating 
then. In fact, over 60% of the total cases initiated before 00 UTC. An even larger percentage of 
cases, nearly 80%, initiated between 20 UTC and 05 UTC (mid-afternoon and midnight). A common 
area of initiation was east of the Rocky Mountains in the Great Plains, anywhere from Eastern 
Colorado to the western sections of Nebraska, Kansas, and North and South Dakota. Convection 
often initiated there in the mid-to-late afternoon and early evening, organized into an MCS during the 
evening, and proceeded eastward overnight into the morning hours, possibly curving southeast as 
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well. This corresponds well to results reported in MCC annual summaries (Maddox 1980; Maddox et 
al. 1982; Rodgers et al. 1983; Rodgers et al. 1985; Augustine and Howard 1988; Augustine and 
Howard 1991; Anderson and Arritt 1998). Despite this common scenario. there was a wide range of 
initiation times between cases. Two cases initiated before noon, while several did not initiate until 
after midnight. 
The average time of dissipation was 19 UTC, or early afternoon. Thus, the average duration of 
the MCSs was 19 hours. The mode time of dissipation was also 19 UTC, with seven cases dissipating 
at that time. However, 25 cases dissipated before 19 UTC, while just 15 dissipated after 19 UTC. 
Again, the wide range of values is evident as several cases dissipated before sunrise, while several 
others did not dissipate until after sunset. This wide range of time of initiation and dissipation 
therefore leads to a wide range of duration, from 8 to 30 h. 
The position ofMCSs in relation to boundaries is also examined. Twenty-seven of the MCSs 
occur north of a boundary, whether it is a stationary front, warm front, or an outflow boundary. 
Twenty MCSs occur in the warm sector, either south or east of a boundary. This propensity for 
MCSs to develop north of a boundary implies the majority of the convection associated with them is 
elevated since inflow air with a south~rly component likely has to rise over the boundary to be 
ingested into the system. However, the 20 cases that are in the warm sector likely exhibit 
predominantly surface-based convection, thus adding even more variability to the MCS dataset. 
Warm sector cases also may at times exhibit elevated convection if a nocturnal low-level temperature 
inversion forms, creating a stable layer above the surface. 
It is noted that MCSs north of boundaries last three hours longer, on average, than MCSs in the 
warm sector due to later mean dissipation times. MCSs north ofboundaries initiate at 00 UTC and 
dissipate at20 UTC on average, while warm sector cases initiate at 23 UTC and dissipate at 16 UTC. 
Past research ofMCSs has focused on MCCs. It is therefore prudent to discern how many MCS 
cases for this study are also classified as MCCs. In addition to MCCs, there is also a relatively new 
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category ofMCSs defined by Anderson and Arritt (1998) as Persistent Elongated Convective 
Systems (PECSs). A PECS is defined as a mesoscale convective system that fulfills the size and 
duration criteria, but not the shape criterion, of the MCC definition. Thus, the ratio of the minor to 
major axis does not exceed 0. 7 at the time of maximum extent for a PECS. However, the ratio is 
required to have a minimum value of 0.2 (Table 1). The size criterion for both MCCs and PECSs, by 
definition, puts them at the large end of the MCS size spectrum. 
Classification of MCSs as MC Cs or PECSs is done through the use of cloud-top characteristics in 
GOES-8 IR digital satellite imagery by using a version of the automated routine developed by 
Augustine (1985). The reader is referred to Anderson and Arritt (1998) for more details about the 
automated routine. The MCS cases are spread evenly between MCCs, PECSs, or neither. Sixteen 
cases are classified as MCCs, 14 are classified as PECSs, and 17 are neither. Most of the 17 cases 
that are neither MCCs nor PECSs are either small MCSs or are somewhat disorganized or disjointed 
for much of their lifetimes. Often, two or more clusters of convection are separate from one another 
but later merge together. These clusters of convection also usually do not appear to be organized into 
any distinct echo patterns such as squall lines or bow echoes. 
It is noteworthy to compare the 1998 cases to the 1999 cases. Only one out of 18 cases from 
1998 is classified as an,MCC, and just six cases are classified as PECSs. For 1999, however, 15 out 
of29 cases are classified as MCCs, and eight cases are classified as PECSs. The summer of 1999 is 
not only more active than 1998 for MCSs for this study, but it is also a more active year for MCCs 
throughout the country. Forty-eight MCCs occurred in 1999 compared with 30 in 1998. Thus, it is 
no surprise that a larger percentage of 1999 cases are MCCs for this study, but it is somewhat 
surprising how much larger the percentage actually is. The distribution of PECSs is fairly even, but 
there is a much larger percentage of MCSs that are neither MCCs nor PECSs in 1998 than in 1999. 
This implies that there were more small and/or disorganized MCSs in 1998 than in 1999. What 
fQllows is a detailed analysis of the results from each parameter calculated using observational data. 
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B. Cold Pool-Shear Balance 
Rotunno et al. (1988) and Weisman (1992) theorized that one of the most important factors in the 
development and sustenance of the strongest, longest-lived squall lines is if the horizontal vorticity 
associated with the squall lines' cold pools balances the horizontal vorticity from ambient low-level 
line-normal shear such that erect updrafts of convective cells are maintained. Recall that the cold 
pool-shear balance is represented by the ratio CI flu, where C represents the cold pool strength as 
defined in Equations (1) and (3), and flu represents either the ambient vertical wind shear or line-
normal shear from either the 0-1, 0-2, or 0-3 km layer. The main components of Care the buoyancy 
gradient, ITc - Tai, from Eq. (3), and the estimated cold pool depth. 
1. Buoyancy gradient/cold pool strength 
Results of the buoyancy gradient calculation show that the average buoyancy gradient for all 
times and all cases is 4.3 K. For comparison, Rotunno et al. (1988) initialized their simulation with a 
potential temperature perturbation decreasing linearly with height from 6 K to 3 K from the surface to 
1 km. Thus, these results are well within the range of the simulations of Rotunno et al. (1988). 
An examination of changes in the buoyancy gradient with time shows that, on average, it is 
weakest at 12 UTC and strongest at 18 UTC (Figure 2). The average temperature in the cold pool 
varies less than 1 K between all four times, hovering between 291 and 292 K, or between 64°F and 
65°F. Therefore, it must be changes in the average environmental temperature that dictate changes in 
the buoyancy gradient. Diurnal effects dictate changes in the environmental temperature. The 
temperature is lowest in the early morning at 12 UTC. Then as sensible heating increases, the surface 
temperature rises and causes the 18 UTC temperature and the buoyancy gradient to be largest at that 
time. It should be noted that the 18 UTC time includes half as many measurements as the other times 
due to the large number of cases that dissipated by 18 UTC. 
It is convenient to examine the results in terms of time before dissipation in addition to time of 
day. At 12 UTC, for example, many cases were halfway through their life cycle, while others were 
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Figure 2. Average vertical wind shear (m s-1), line-normal shear (m s-1), and buoyancy gradient 
(K) with time of day (UTC). 
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near dissipation or just initiating. Examining results solely in terms of time of day would therefore 
make it difficult to determine which parameters are potential predictors of dissipation. Examining 
results in terms of time before dissipation may be more helpful. The data is now divided into 
subsections of three hour periods since calculations of parameters were made three or six hours apart. 
Dividing the data into three-hour subsections then limits each subsection ( except the 15 h before 
dissipation subsection) to no more than one measurement per MCS. In regards to the~ 15 h before 
dissipation subsection, there are only four MCSs that dissipated so far after 18 UTC that they have 
more than one measurement in the 15 h before dissipation subsection. 
The average buoyancy gradient changes little as the MCSs approach dissipation. Figure 3 shows 
the average is highest 12-15 hours before dissipation and lowest 3-6 hours before dissipation, but the 
difference between the highest and lowest values is small. This slight decrease is not considered 
significant as a predictor ofMCS dissipation and is likely due to environmental temperatures being. 
lowest at 12 and 15 UTC, times when the MCSs are likely to be 3-6 hours away from dissipation. 
As would be expected, an analysis of the cold pool strength itself shows the same trends as the 
buoyancy gradient. It is lowest at 12 UTC at 10.5 m s-1, and highest at 18 UTC at 21.0 m s-1 (Note 
the units are m s-1 because the cold pool strength is being expressed as the wind speed a parcel of air 
maintains while being lifted the depth of the cold pool). The trend with hours before dissipation is 
also the same, with the average values of C being greatest 12-15 hours before dissipation and then 
decreasing as dissipation nears. The similarity of the buoyancy gradient and cold pool strength 
tendencies indicates the cold pool depth does not have as much influence on the overall cold pool 
strength as the buoya?cy gradient. An analysis of the estimated cold pool depth results verifies this, 
as nearly half of the cases experienced very little change in the cold pool depth as time went on. 
Though the cold pool depth values range from near zero to near two kilometers, they average near 
one kilometer for each time period, providing further evidence that the buoyancy gradient dictates the 
fluctuations in cold pool strength. 
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2. Vertical wind shear/line-normal shear 
Results of the line-normal shear calculation also follow trerids similar to the buoyancy gradient. 
Figure 2 shows line-normal shear is lowest at 12 UTC and highest at 18 UTC. In contrast, the vertical 
wind shear follows a different pattern, being highest at 06 UTC and then decreasing steadily until 15 
UTC before increasing slightly by 18 UTC. 
Note the trend is that as morning progresses into early afternoon, the difference between the 
vertical wind shear and line-normal shear lessens, thus indicating the vertical wind shear becomes 
more line-normal with time. This trend is achieved by a combination of changes in the angles of both 
the vertical wind shear and the convective line orientation such that they become more normal to each 
other. No definite trend is noticed in either of these angles, but there is a slight trend for the_vertical 
wind shear vector to veer with time and an even lesser trend for the line orientation angle to back with 
time. Again, as with most of the paramete~s studied, there is a large amount of variation from case to 
case. There are cases that experience backing vertical wind shear and veering line orientation, 
backing for both vertical wind shear and line orientation, veering for both vertical wind shear and line 
orientation, or little change in one or both angles. Therefore, the trend for the vertical wind shear to 
veer and the line orientation to back with time should not be expected to occur with all cases. 
A different perspective is attained when analyzing these shear parameters in terms of time before 
dissipation as seen in Figure 3. The vertical wind shear is highest~ 15 h before dissipation then 
decreases over the next six hours before increasing again to a value of 10.1 m s-1 6-9 h before · 
dissipation and then decreasing again to its lowest value of 6.8 m s·1 less than three hours before 
dissipation. Although this decrease in the last six hours before dissipation is a decrease of over 3 ms-
1, similar trends occurred at other times so that this decrease is probably not a good predictor ofMCS 
dissipation. 
The line-normal shear is much different, and follows a path similar to the buoyancy gradient 
(Figure 3). It is fairly steady as the MCS .progresses, hovering near 6.0 s-1 at all times except less 
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than three hours before dissipation when it decreases to 3.2 m s·1• The low value at less than three 
hours before dissipation is likely due to the fact that most of the measurements were for cases that 
dissipated prior to 18 UTC, so they primarily consisted of measurements :from 12 UTC and 15 UTC, 
which were time periods when line-normal shear was weakest. 
3. Cold pool-shear balance 
The cold pool-shear balance is expressed as the ratio CI !lu. The most significant result is that 
the balance always averages 2: 1 using both line-normal shear and vertical wind shear. Discussion 
will focus primarily on the balance that uses line-normal shear since it is the comparison with the 
line-normal shear that can be compared to the theory of Rotunno et al. (1988) and Weisman (1992). 
The cold pool/line-normal shear (CP/LNS) balance always averages greater than 2, whether viewing 
the data by time of day or by time before dissipation. This is in contrast to Weisman' s (1992) 4 h 
simulations, which did not yield a cold pool-shear balance of greater than 1.6 at any time for either 
the moderate-shear (0-2.5 km shear of 15 m s·1) or strong-shear (0-2.5 km shear of 25 m s·1) 
simulations. 
Figure 4 shows the CP/LNS balance is 4.3 at 06 UTC, decreases to 2.7 at 12 UTC, and then 
increases steadily to 5.2 at 18 UTC. At first, this appears to support the cold pool-shear balance 
theory in that the balance is highest at 18 UTC, one hour before average dissipation of the MCSs. 
However, examination of the results in terms of hours before dissipation (Figure 5) shows that the 
CP/LNS balance is highest 12-15 hours before dissipation and lowest during the last six hours before 
dissipation, opposite what the cold pool-shear balance theory suggests. These results do not 
necessarily imply the cold pool-shear balance theory of Rotunno et al. (1988) and Weisman (1992) is 
incorrect, but they do imply that it is extremely difficult to verify the theory with observations. Later 
in this Cold Pool-Shear Balance section we provide more specific ideas as to why results of this study 
conflict with the cold pool-shear balance theory. 
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Results of the CP/LNS balance calculation were separated into cases that occurred north of a 
boundary and cases that occurred in the warm sector. The majority of cases occurred north of a 
boundary and likely exhibited elevated convection for much of their lifetimes, whereas warm sector 
cases may have been more likely to exhibit surface-based convection. The simulations in Weisman 
(1992) assumed surface-based convection, so the cases were separated in order to determine whether 
or not the warm sector cases exhibited CP/LNS balance results that would agree more with the cold 
pool-shear balance theory. Unfortunately, this partitioning causes there to be too few measurements 
per subsection (soJr).etimes less than five) for warm sector cases to draw any conclusions when 
examining the results in terms of time before dissipation. The addition of one extra measurement to a 
particular category (such as 3-6 hours before dissipation for warm sector cases) significantly changes 
the average. In addition, no trends of the CP/LNS balance increasing or decreasing with time before 
dissipation are evident with the limited amount of measurements. · 
The CP/LNS balance does change slightly differently for warm sector cases than for cases north 
of a boundary. At 06 UTC, warm sector cases average a CP/LNS balance value of 5.4, while cases 
north of a boundary average 3.2. At 18 UTC, warm sector cases average 4.5, while cases north of a 
boundary average 5.4. Both average 2.7 at 12 UTC. This indicates that warm sector cases likely 
have larger buoyancy gradients than cases north of a boundary at 06 UTC due to higher 
environmental temperatures in the warm sector. Otherwise, the differences are small, especially 
considering the small number of measurements at 18 UTC due to many cases that dissipated before 
18 UTC. 
Regardless of whether or not the results of this study support the cold pool-shear balance theory, 
it does not appear that the CP/LNS balance is a suitable predictor ofMCS dissipation. Now 
discussion will focus on ideas as to why results of this study conflict with the cold pool-shear balance 
theory. 
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4. Discussion 
There are several differences between Weisman's (1992) simulations and the MCSs of this study. 
The largest difference may be the difference between Weisman's 0-2.5 km shear and the low-level 
line-normal shear values observed for this study. Recall from Figure 2 that the average line-normal 
shear is lowest at 12 UTC at 4.9 m s-1, and highest at 18 UTC at 6.8 m s-1• The average line-normal 
shear for all times and cases combined is 5.6 m s-1• Weisman (1992) ~sed a moderate-shear value of 
15 m s-1 and a strong-shear value of 25 m s-1, values much higher than observed_ for this study' s cases. 
In fact, out of 93 measurements ofline-normal shear, only one has a value of 15 m s-1, and there are 
no higher values. Thus, the average line-normal shear for this study is roughly one-third that used in 
Weisman's (1992) moderate-shear simulation. Weisman's (1992) cold pool-shear balance numbers 
for the moderate-shear simulation range from 1.3 to 1.6, roughly one-third the balance numbers in 
this study (Figure 4). 
One reason why Weisman's (1992)_low-level shear values must be so large to balance the cold 
pool circulation and keep updrafts erect could be because his simulations have constant winds above 
the 2.5 km level. Perhaps if midlevel and upper-level shear were included in the simulations, the low-
level shear would not have to be as large to keep the MCS updrafts erect. Coniglio and Stensrud 
(2000) modeled a progressive derecho event allowing for midlevel and upper-level shear and fo1:1nd 0-
2.5 km shear values around 11 m s-1, yet nearly erect convective updrafts were periodically generated 
directly above the gust front for over 6 h. In Weisman's (1992) simulations of 15 m s-1 0-2.5 km 
shear, the updrafts tilted upshear after 1 :2 h. The results of Coniglio and Stensrud (2000) suggest that 
even if the cold pool circulation overwhelms the low-level shear, an optimal state for long-lived 
squall lines with erect updrafts can still be achieved if deep-tropospheric shear is sufficient. 
Coniglio and Stensrud (2000) based their initial conditions off of rawinsonde data ·from 12 
weakly forced, warm-season, progressive derechos. These initial conditions are representative of the 
conditions present for the MCSs in this study, which could explain why low-level shear values of 
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Coniglio and Stensrud (2000) are more comparable to values of this study than Weisman's (1992) 
low-level shear values. One reason both the stud_ies of Coniglio and Stensrud (2000) and Weisman 
(1992) use larger values oflow-level shear is that they are modeling strong. long-lived squall lines. 
Although many MCSs for ·this study are strong, long-lived squall lines, there are also many smaller 
MCSs that are not squall lines. 
In addition, data were gathered during a 12 h period that, for most cases, began many hours after 
the first storms had formed and sampled the MCSs from their mature stages onward. The low-level 
shear values from the-simulations of Coniglio and Stensrud (2000) and Weisman (1992) are values 
present at the time of initiation of convection. The low-level shear present at the time of convective 
initiation for this study's cases could be larger than that later in the cases' lifetimes. Note the highest 
average values of line-normal shear are at 18 UTC and 06 UTC, the two times nearest to when most 
of the MCSs developed. Thus, any conclusions made through direct comparisons between the low-
level shear values for this study and tho_se of the simulations of Weisman (1992) and Coniglio and 
Stensrud (2000) are made with caution due to differences in the time of day and stages of the MCSs' 
lifetimes being sampled. 
There are still other differences between Weisman's (1992) simulations and the MCSs of this 
study. Weisman's (1992) simulations are of a 4 h period beginning with convective initiation, a time 
period in the MCSs' lifecycles unlikely to have been sampled by more than one-fourth of the cases 
for this study, so conclusions made through direct comparisons are again made with caution. Also, 
Weisman's (1992) model is a two-dimensional model, which immediately suggests there could be 
substantial differences between simulated linear systems and those occurring in real, three-
dimensional environments. 
Also, the resolution of observational data is not as fine as that used in simulations. Due to this 
lack of fine resolution, the true cold pool-shear balance occurring at the gust front often may not be 
sampled in this study. It is possible the low-level shear circulation balancing the cold pool circulation 
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could be enhanced directly ahead of the MCS due to the MCS's own mesoscale dynamical processes. 
However, the cold pool strength would also be different since more accurate buoyancy gradient and 
cold pool depth measurements would be possible. It is uncertain whether or not this would lead to an 
increase or decrease in cold pool strength, so the overall effect on the cold pool-shear balance due to 
increased resolution of observational data is unknown. 
At the conclusion of Weisman's (1992) 4 h simulations, the squall lines have not dissipated. The 
strong-shear (0-2.5 km shear of25 m s·1) simulation still shows erect updrafts, while the moderate-
shear simulation lacks an intense, erect updraft and instead shows a broad area of gradually ascending 
upshear-tilted upward motion. However, there is still an area of higher concentration ofrainwater 
that descends to the surface in the stratiform region, so the system has not dissipated at that time. 
Thus, it is possible the cold pool-shear balance theory does not apply to MCS dissipation, just to 
active strong convective element dissipation. This may be true since Rotunno et al. (1988) and 
Weisman (1992) both are stating conditions for an optimal state, or conditions that lead to the 
strongest, longest-lived squall lines. It may be possible for the MCSs to be "out of balance," not in 
optimal states,.and still survive for long periods of time wit~ upshear-tilted updrafts. These MCSs 
could initially achieve optimal states and be very strong linear systems, but after several hours, the 
systems could shift to less-than-optimal states and still maintain weak to moderate convection and 
heavy stratiform rain for many more hours. However, Coniglio and Stensrud's (2000) results suggest 
erect updrafts can be maintained for many hours at less-than-optimal states, so the optimal state 
described by Rotunno et al. (1988) and Weisman (1992) may only be optimal for instances when 
there is no deep-tropospheric shear, just strong low-level shear. 
One last possible way to account for differences between this study and Weisman (1992) is that 
Weisman's (1992) simulations were for surface-based convection. As has been noted earlier, there is 
evidence to suggest the majority of this study's MCSs exhibit elevated convection for at least a 
portion of their lifetimes, whether from being north of boundaries, or from low-level temperature 
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inversions. Since the estimated cold pool depths average around 1 km and range from 0-2 km, often 
the cold pool could be constrained primarily below the cloud base, and the lift generated at its edge as 
it progresses would have to be very strong to overcome the stable layer of air between it and the cloud 
base. Should this situation arise, the MCSs may ~ot be affected much by the battle between the cold 
pool circulation and the low-level shear circulation. Therefore, the cold pool's involvement in the 
continued generation of new convective cells would be minimal. The continued generation of new 
convective cells instead may be driven by mechanisms that may provide convergence near the base of 
the elevated convection such as gravity waves (Schmidt and Cotton .1990) or the LLJ (Bonner 1968). 
Finally, it is necessary to discuss further how long an MCS can continue after a less-than-optimal 
state is achieved and sustained. Weisman's (1992) simulations do not appear to last long enough to 
determine the answer. Coniglio and Stensrud's (2000) simulation of a derecho event suggests an 
MCS can continue for 6 h after achieving a less-than-optimal state before weakening. It is 
interesting, therefore, to note that real-time observations of NEXRAD radar from several summer 
2000 nocturnal MCS events show distinct gust fronts progressing ahead of the linear convective lines. 
Within a few hours after the gust fronts are first visible ahead of the convection, the convection 
noticeably weakens in intensity. The MCSs then weaken as a whole over the next several hours to the• 
dissipation stage. Thus, it is likely MCSs do not immediately collapse when they achieve a less-than-
optimal state. Rather, it takes many hours of continuously being in a less-than-optimal state for 
MCSs to reach dissipation as defined in this study. 
The results of this study agree with Coniglio and Stensrud (2000) in suggesting that the cold pool-
shear balance theory of Rotunno et al. (1998) and Weisman (1992) may be of little use to forecasters 
predicting MCS dissipation. It appears that many MCS cases occur with much weaker low-level 
shear than assumed by Weisman (1992), and this shear could never balance the cold pools observed. 
In addition, shear in upper levels may be m?re important in many cases than Weisman ( 1992) 
assumed. Future work needs to be done in this area to examine the role deep-tropospheric shear may 
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play in the development and maintenance of erect convective updrafts in MCSs. Also, simulations 
should be run for elevated convection as well as surface-based convection to make comparisons 
between those two modes. 
C.· Surface Storm-Relative Inflow 
Storm-relative inflow supplies ambient warm, moist, environmental air to a thunderstorm. This 
positively buoyant inflow air serves as a continuous stream of energy into the thunderstorm to help 
the thunderstorm sustain itself A thunderstorm that has weak storm-relative inflow, or whose inflow 
air is cool, may weaken or dissipate since it will not have enough energy to generate and maintain 
convection. The same reasoning may be applied to an MCS, but now the storm-relative i~flow is on a 
larger scale. If the storm-relative inflow into the MCS is weak or weakens with time, it may be a 
factor in MCS dissipation. 
Recall from the Data and Methodology section that storm-relative inflow was calculated using 
surface winds (for SSRI) and the maximum 0-2 km winds (for ESRI) taken from environments ahead 
of the systems. The MCS motion vector was then subtracted from the wind vectors to complete the 
storm-relative inflow calculation. Both SSRI and ESRI were calculated, as opposed to just one or the 
other, due to the likelihood that the convection associated with the MCSs was surface-based for some 
cases and elevated for other cases. Some cases may also have had surface-based convection at some 
times and elevated convection at other times. 
1. General results 
The results of the SSRI calculation in terms of time of day (Figure 6) show a slight but steady 
decrease of2.7 m s·1 in SSRI from 06 to 18 UTC. This is not a huge difference, and a forecaster 
monitoring SSRI throughout the morning would not consider a 2.7 m s·1 (or 5 kt) decrease over a 
twelve-hour period significant. 
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However, if the results are examined in terms of time before dissipation, there is a significant 
difference as dissipation approaches. Figure 7 shows average SSRI is highest 12-15 hours before 
dissipation at 24.1 m s-1• It then decreases to a low of 14.1 in s-1 less than three hours before 
dissipation. This decrease with time before dissipation is a much greater decrease than with time of 
day, considering there is a 10 m s-1 difference between the highest and lowest average value in a 
twelve-hour period compared with a 2.7 m s-1 difference in a twelve-hour period with time of day. 
The decrease with time before dissipation, especially for the last six hours prior to dissipation, is 
considered significant and suggests that SSRI is a parameter that influences MCS dissipation. 
2. North of boundary vs. warm sector 
MCSs occurring in the warm sector may be more likely to exhibit surface-based convection than 
MCSs occurring north of a boundary, which may be more likely to exhibit elevated convection. Due 
to this possibility, the SSRI results in terms of time before dissipation were also divided into cases 
occurring in the warm sector and cases occurring north of a boundary to ascertain whether or not 
warm sector cases experienced a greater decrease in SSRI than cases occurring north of a boundary. 
Figure 8 shows that, for both warm sector cases and north of boundary cases, the previously 
established trend still holds true of SSRI being greatest 12-15 hours before dissipation before 
decreasing to its lowest value less than three hours before-dissipation. However, the decrease in 
average SSRI in the last six hours before dissipation is greater for warm sector cases (20.2 m s-1 to 
12.4 m s-1) than for north of boundary cases (20.5 m s-1 to 16.9 m s-1). 
In addition, recall that MCSs north of a boundary tended to last longer and dissipate later than 
MCSs in the warm sector. Average SSRI for all times and all cases north of a boundary is 
20.7 m s-1, while SSRI for all times and all cases in the warm sector is 17.5 m s-1• Most of this 
difference in average SSRI is due to SSRI decreasing more rapidly during the last six hours before 
dissipation for warm sector cases than for north of boundary cases. The fact that warm sector cases 
tend to not last as long as north of boundary cases, coupled with the fact that SSRI decreases more 
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Figure 7. Average SSRI (m s-1) with time before dissipation (h). 
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Figure 8. Comparison of average SSRI (m s-1) with time before dissipation (h) between MCSs 
north of a boundary and MCSs in the warm sector. 
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rapidly during the last six hours before dissipation for warm sector cases, again suggests that SSRI 
significantly influences MCS dissipation. Also, these results support the suggestion that warm sector 
cases are more likely to exhibit surface-based convection than elevated convection, and they therefore 
may be more dependent on surface conditions than cases north of a boundary. 
3. MCC, PECS, or neither 
SSRI was also analyzed in terms of time before dissipation for cases that were MCCs, PECSs, or 
neither. Recall that 16 cases are defined as MCCs, 14 as PECS, and 17 as neither. Figure 9 shows 
that the three types of MCSs have very similar average SSRI values until the last six hours before 
dissipation. Cases that were neither MCCs nor PECSs show a decrease of 3.7 m s-1 in average SSRI 
from 6-9 hours before dissipation to 3-6 hours before dissipation, while cases that were MCCs and 
PECSs do not show a large decrease. The average SSRI of the neither cases continue their trend of 
experiencing a decrease in average SSRI from 3-6 hours before dissipation to less than three hours 
before dissipation, with a large decrease of 6.1 m s-1• PECSs cases also now experience a large 
decrease in average SSRI of 5.6 m s-1 from 3-6 hours before dissipation to less than three hours before 
dissipation, while MCCs only experience a slight decrease of 1.0 m s-1 between the two periods. So 
the MCCs in this study, on average, dissipate without a marked decrease in SSRI. This suggests 
SSRI may not be a significant predictor of dissipation of MCCs. · 
Note that 11 of the 16 MCCs were north of a boundary, while just 7 of 14 PECSs cases and 9 of 
17 neither cases were north of a boundary. Though a larger percentage of MC Cs than both PECSs 
and neither cases were north of a boundary, the percentage is not much larger and cannot entirely 
account for thelack of decrease in SSRI for MCC cases. It may be that the structure ofMCCs 
themselves is such that their inflow air is not predominantly surface-based. Cotton et al. (1989) 
showed that MCCs, on average, essentially decouple from the surface due to nocturnal cooling and an 
evaporation-induced cold pool by the time they reach their mature stage, which for their study was at 
0700-0800 UTC. IfMCCs for this study reached their mature stage at a similar time of the night, 
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Figure 9. Comparison of average SSRI (m s"1) with time before dissipation (h) between MCSs 
classified as MCCs, PECSs, or neither. 
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then most of the measurements taken of the cases in this study would be during their mature stages or 
later, when they may have been relying more on inflow air above the boundary layer where it is 
warmer, with higher 0e (Cotton et al. 1989). Therefore, the MCCs in this study may have dissipated 
without a marked decrease in SSRI because they were decoupled from the surface and not being 
affected by SSRI. 
It is convenient to examine the two components of SSRI (surface winds and MCS movement) 
separately to gauge if one component is dominant over the other and dictates the trends in SSRI. For 
example, earlier it was noted that the cold pool strength follows the trends of the buoyancy gradient, 
as opposed to the cold pool depth. 
4. Surface winds 
Figure 10 shows that, with time, surface winds do not follow the same trend as SSRI. The 
surface winds are highest at both 06 UTC and 18 UTC, and they are lowest at 12 UTC. Note the 
difference between the maximum and minimum average is only 1.4 m s-1• Also note that the average 
values themselves are relatively light wind speeds. Values of7.7 m s-1 (or 15 kt) are observed only a 
handful of times, and no values exceed 7.7 m s-1• There are also just a few observations of calm 
winds. The most common observed values are between 2.6 m s-1 (5 kt) and 5.1 m s-1 (10 kt). 
The trend for surface winds with time before dissipation is similar to the trend of SSRI with time 
before dissipation (Figure 11). Surface winds are highest 12-15 hours before dissipation, but they 
stay relatively constant for the next six hours before decreasing the last six hours before dissipation. 
Even though the trend is the same as with SSRI, the decrease with time before dissipation is very 
small compared to the decrease in SSRI, but part of the reason the decrease is smaller is that the 
values are smaller. Thus, the trends in SSRI cannot be explained by surface winds. The MCS 
movement must play a significant role as well. 
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5. MCS movement 
Results of the calculation ofMCS speed of movement do show more agreement with the SSRI 
results. Figure12 shows that with time of day, MCS movement is most rapid at 06 l!fC at 18.4 m s-1 
then steadily decreases to 16.3 m s-1 at 18 UTC. Similar to SSRI, the decrease is persistent from 06 
UTC to 18 UTC, but the decrease is small. 
Also similar to SSRI is the decrease in MCS movement with time before dissipation (Figure 13). 
MCS movement is most rapid 12-15 hours before dissipation at 21.2 m s-1 and decreases steadily the 
next six hours. A bigger decrease is seen in the last six hours before dissipation as the speed of the 
system averages 16.9 m s-1 3-6 hours before dissipation and just 13.3 m s-1 less than three hours 
before dissipation. So the difference between the maximum and minimum average speed is 7.9 m s-1 
over a twelve-hour period, which is comparable to the 10.0 m s-1 difference for SSRI. Therefore, it 
seems that the MCS movement has more influence on SSRI than surface winds. Note that there is a 
large amount of variability between cases. Some dissipated without showing a decrease in SSRI or 
MCS movement, a few showed an increase in the last six hours before dissipation, while others 
showed a large decrease prior to the last six hours before dissipation yet managed to survive the large 
decrease. 
MCS movement was also divided in terms of time before dissipation between cases that occurred 
north of a boundary and cases that were in the warm sector. The results of the MCS movement once 
again mirror those of SSRI. Cases occurring north of a boundary moved at a more rapid pace 
(18.6 m s-1), on average, than cases occurring in the warm sector (16.0 m s-1), corresponding with 
SSRI being greater for north of boundary cases than for warm sector cases. 
Also, Figure 14 shows the decrease in MCS movement as dissipation approaches is greater for 
warm sector cases than for north of boundary cases, also corresponding to the decrease in SSRI being 
greater for warm sector cases than for north of boundary cases. MCS movement decreases from a 
maximum average of22.2 m s-1 12-15 hours before dissipation to a minimum average of 12.2 m s-1 
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less than three hours before dissipation for warm sector cases, providing further evidence that MCS 
movement likely dictates SSRI. 
MCS movement was divided in terms of time before dissipation between cases that were defined· 
as MCCs, PECSs, ·or neither MCCs nor PECSs. Again, results in terms of MCS movement closely 
resemble results in terms ofSSRI (Figure 15). MCCs tend to move at a more rapid rate (19.5 m s-1), 
on average, than PECS (16.4 m s-1) and neither cases (16. 7 m s-1), just as SSRI is greater, on average, 
for MCCs than for PECS and neither cases. In addition, MCCs experience a lesser decrease in MCS 
movement from their maximum average to their minimum average than PECSs and neither cases. 
' ' 
Also note that just like with SSRI, MCCs experience just a small decrease in MCS movement in the 
last six hours before dissipation, while PECSs show a significant decrease between 3-6 hours before 
dissipation and less than three hours before dissipation, and the neither cases show a large decrease in 
the last six hours before dissipation. 
One possible reason why MCCs move faster, on average, than PECSs or neither cases is th_at a 
slightly greater percentage ofMCCs are north of boundaries (11 of 16) than PECSs (7 of 14) or 
neither cases (9 of 17), and systems north of boundaries moved faster, on average, than systems in the 
warm sector. In Maddox's (1980) original study ofMCCs, he notes that occasionally, MCCs form 
just to the north of an east-west large-scale front. In addition, Cotton et al. (1989) show the average 
initiation position for MCCs is just north of a shift in 850 mb winds from strong southerly winds to 
the south and weaker westerly winds to the north, implying the MCCs occur north of a frontal 
boundary at 850 mb. Cotton et al. (1989) also show that the average initiation position for MCCs is 
north of a shift in the average 700-400 mb winds from being weaker westerlies to the south and 
stronger westerlies to the north. Thus, the MCCs, on average, are in the region of stronger average 
700-400 mb winds, implying they would move faster than systems located further south. In addition, 
perhaps it is not just that MCCs north of boundaries move faster, but that any MCSs north of 
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Figure 15. Comparison of average MCS speed of movement (m s-1) with time before dissipation 
(h) between MCSs classified as MCCs, PECSs, or neither. 
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boundaries move faster, assuming general large-scale characteristics for_non-MCC MCSs are similar 
to those ofMCCs. 
6. Trends in directions 
Surface storm-relative inflow and its components are all vector quantities. Thus far, we have 
only discussed the magnitudes of these terms. It is important to discuss changes in the directions of 
the components of SSRI as well. Both surface winds and MCS movement show a slight tendency to 
veer with time, but there is a wide range of behaviors observed. For surface winds, general veering of 
15 degrees or more with time is noted in 19 out of 4 7 cases, but many cases also show backing 
surface winds with time, both backing and veering, or no significant changes with time. 
There is also a wide range of behaviors in the MCS movement direction. The tendencies are very 
similar to that of the surface winds. A tendency for the system motion to veer with time is observed 
in 16 out of 4 7 cases, but again, backing, backing and veering, or no significant changes with time are 
observed. Although the results of changes in direction of surface winds and changes in the direction 
- , 
of MCS motion are quite similar, it does not mean they showed the same trends for the same cases. 
In fact, these two parameters' directions showed the same tendencies for less than half the cases, and 
they both showed veering for just eight MCSs. Thus, there is such large variability with changes in 
the direction of surface winds and MCS movement that no definite trends can be resolved between 
the two except that they are both about twice as likely to exhibit veering with time than backing with 
time. 
One more fact to note is that changes in the direction of the SSRI.vector closely mirror changes in 
the MCS direction of movement. In 37 out of 47 cases, tendencies in the direction of SSRI are the 
same as tendencies in the MCS direction of movement. The tendency for changes in SSRI direction 
to follow changes in MCS movement direction is due to the magnitude ofMCS movement being 
much greater than the magnitude of surface winds. It therefore appears that the MCS movement is 
indeed the dominant factor in the calculation _of SSRI. If a particular MCS begins to steadily slow in 
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its speed of movement, it could be one sign that the MCS is weakening and could be approaching · 
dissipation, but as rioted earlier, there is so much variability between MCSs that this factor alone 
cannot be used to predict MCS dissipation. 
D. Elevated Storm-Relative Inflow 
The majority of the MCSs occurred north of a boundary. Low-level winds in the vicinities of the 
MCSs usually had significant southerly components, so that buoyant air serving as inflow to the 
MCSs originated south of the boundaries and had to rise over the boundaries in order to be drawn into 
the MCSs. Therefore, it is likely inflow for MCSs north of boundaries is not surf~ce-based. In the 
previous section, it was shown that MCSs north of boundaries did no~ experience significant 
decreases in SSRI as they approached dissipation, while MCSs in the warm sector did experience 
· significant decreases in SSRI as they approached dissipation, suggesting MCSs north of a boundary 
are less dependent on surface conditions ~han M_CSs in the warm sector. 
In addition, low-level temperature inversions often develop in the boundary layer at night in the_ 
MCSs' environments. The presence of nocturnal low-level temperature inversions also suggests that 
while MCSs are moving through environments in which these inversions are present, they are likely 
decoupled from the surface and drawing inflow from lower levels just above the inversion layers 
(Cotton et al. 1989). The tendency for the MCSs of this study to occur north of boundaries and/or in 
environments consisting of low-level temperature inversions makes it necessary to calculate an 
elevated storm-relative inflow (ESRI) in addition to a surface storm-relative inflow . 
. Recall from the Data and Methodology section that ESRI is· calculated similar to SSRI, except in 
the case ofESRI, the.MCS movement is subtracted from the maximum_ 0-2 km wind instead of 
surface winds. Hourly wind profiler data are used to get maximum 0-2 km winds. The wind profilers 
are useful because they provide a denser network of wind measurements in both time and space than 
rawinsonde data in the central United States from east of the Rocky Mountains to just east of the 
Mississippi River. However, many of the MCSs for this study moved east of the Mississippi River by 
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mid-to-late morning, -further limiting the amount of data available from 15 UTC and 18 UTC. The 
· number of 18 UTC observations used in the study was already limited by many systems having 
dissipated before 18 UTC. 
1. General results · _ 
Figure 16 shows that, with time of day, average ESRI"is greatest at 06 utc then decreases to its 
minimum at 18 UTC. The large value at 06 UTC most likely reflects the influence of the LLJ (see the 
low-level jet section). Otherwise, ESRI.is very similar to SSRI in that the decrease from 12 UTC to 
18 UTC is small. 
Figure 17 shows that with time before dissipation, ESRI is also similar to SSRI, but the decrease 
as dissipation approaches is greater. ESRI is a maximum, on average, 12-15 hours before dissipation. 
Average ESRI then decreases sharply from 6-9 hours before dissipation to less than three hours 
before dissipation. This represent~ a decrease in ESRI of15.0 m s·1 from the maximum value of 23.6 
m s·1 12-15 _hours before dissipation to the minimum value of 8.6 m s·1 less than three hours before 
dissipation. Thus,·the decrease in ESRI is considered significant as a predictor ofMCS dissipation, 
and it appears to be mote significant than SSRI. 
2. North of boundary vs. warm sector 
When the results of the ESRI calculation are broken down into cases in the warm sector and cases 
north of boundaries, there is not quite as much difference as is observed with SSRI. There is a 
decrease in ESRI as dissipation approaches for both warm sector and north of boundary cases. 
· However, the decrease is greater for wan_n sector cases. 
Figure 18 shows that for cases north of boundaries, average ESRI is greatest 12-15 hours before 
dissipation. It stays fairly constant and decreases slightly as dissipation draws nearer before 
decreasing sharply from 3-6 hours before dissipation to less than three hours before dissipation. Note 
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that there are less than half as many measurements for the less than three hours before dissipation 
period as compared to all the other time periods. 
For warm sector cases, there is greater variation in ESRI well before dissipation, as opposed to 
cases north of boundaries that exhibit nearly constant averages until the last three hours before 
dissipation. 
Average ESRI for warm sector cases is highest 12-15 hours before dissipation. It then decreases 
sharply until from 9-12 hours before dissipation and 6-9 hours before dissipation when there is a 
slight increase, after which there is another sharp decrease to its lowest value less than three hours 
.. 
before dissipation. Note that average ESRI for warm sector cases begins its large decrease earlier 
than it does for cases north of boundaries. 
In contrast to cases north of boundaries, warm sector cases have the highest number of 
measurements less than three hours before dissipation and the lowest numb~r of measurements 
2: 15 hours before dissipation. There are just two measurements of ESRI 2: 15 hours before 
dissipation for warm sector cases, compared with 15 measurements for the same time period for cases 
north of boundaries. Conversely, there are 13 measurements ofESRI less than three hours before 
dissipation for warm sector cases, compared with just four measurements for the same time period for 
cases north of boundaries. These differences are due to cases north of boundaries lasting more than 
three hours longer, on average, than warm sector cases, mostly due to a later dissipation time than 
warm sector cases. 
Earlier, it was noted that ESRI may be more important than SSRI for cases north of boundaries 
since those cases would likely exhibit predominantly elevated convection. Cases north of boundaries 
show a small decrease in SSRI as dissipation approaches, but for ESRI there is a significant decrease 
between 3-6 hours before dissipation and less than three hours before dissipation. These results 
suggest that a decrease in ESRI is more significant than SSRI as a predictor of dissipation for MCSs 
north of boundaries. 
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For warm s~tor :eases, the decrease in ESRI in the last 6-9 hours before dissipation is greater than 
with SSRI, but both decreases are considered significant. This supports the reasoning that many, if 
not most, warm sector cases draw inflow from above the surface whether they _have surface~based 
convection or not. Also, nocturnal low-level temperature inver~ions likely often developed and 
caused the convection to be elevat¢ for significant periods of time for warm sector cases, thus 
-increasing the influence of ESRI on the MCSs. 
3. MCCs, PECSs, and neither 
The breakdown ofESRI in terms ofMCCs, PECSs, and neither cases shows that MCCs do not 
_ experience as large a decrease in ESRI as diss~pation approaches ~s PECS or neither ~ases (Figure 
19). However, the sample sizes for. ~ch category ·are less than ten, and for· some time periods they 
. are less than five. When.all th~ values for ESRI are combined to form a general average ESRI for · 
MCCs, .PECSs, and neither cases, MCCs have an a~erage ESRI of 18.6 m s·1, PECSs have an average 
of 17. 7 m s·1, and neither cases have an average of 18.3 m s·1• Thus there is little difference between 
the three types of,MCSs. 
4. Maximum 0-2 km wind 
It was observed earlier for SSRI that MCS movement dominates the SSRI calcul~tion over 
surface winds. For ESRI, the maximum 0-2 km winds were greater in magnitude than the surface 
winds ~nd may have been more important to the calculation ofESRI than the surface winds were in 
the calculation of SSRI. 
· Figure 20 shows that with time of day, the maximum 0-2 km winds are strongest at 06 UTC and 
· weakest at 15 UTC. Note t~at ail~~ values are two to three times greater in magnitude ~an those ~f 
the surface winds. The high value at 06 UTC is probably indicative of the presence of the LLJ. The. 
. . 
decrease as the morning goes on is consistent with LLJ occurrences being less common at 12 and . 
15 UTC than at 06 UTC (Bonner 1968; Mitchell et al. 1995; Arritt et al. 1997). The increase between 
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Figure 19. Comparison of average ESRI (m s-1) with time before dissipation (h) between MCSs 
classified as MCCs, PECSs, or neither. 
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15 UTC and 18 UTC could be representative of an increase in southerly wind events (SWEs). An 
SWE is different from an LLJ in tp.at an SWE is not required to show a local maximum in the vertical 
. . 
profile of the wind speed.- Arritt et aL (1997) found that non-LLJ SWEs are most likely in the Great 
Plains in the afternoon and early evening hours. The stronger maximum 0-2 km winds at 18 UTC 
suggest that maybe if an MCS can survive weaker ESRI through the morning hours and continue into . ' 
the afternoon, it may have a good chance of sustaining itself for several more hours afterwards due to 
increasing low-level winds. 
With time before dissipation, average maximum 0-2 km winds behave similarly to surface winds 
in thatthere are not large differences between the ma~um and minimum average values (Figure 
21). However, there is a moderate decrease in maximum 0-2 km winds as dissipation approaches 
from a maximum of 15.1ms·1 6-9 hours before dfasipation, tci a minimum of9.9 m s·1 1ess than three 
hours before dissipation. Note that the value 6-9 hours before dissipation is the largest value, unlike . . . 
most previous results studied that always have their largest values 12-15 hours before dissipation. 
- . 
The largest value at 6-9 hours before dissipation is likely attributable to a few exceptionally large 
values of maximum 0-2 km wind included in that subperiod. These large values are from 06 UTC 
and come from cases that experienced significant decreases in maximum 0-:-2 km winds between 06 
UTC and 12 UTC that may have attributed to their dissipation around or just after 12 UTC. So the 
fact that the maximum 0-2 km winds have greater magnitudes than, and greater decreases as 
dissipation approaches than surface winds, helps explain why ESRI decreases more than SSRI as 
dissipation approaches. 
The maximum 0-2 km winds show slightly different results for cases north of boundaries than for · 
warm sector cases. The main difference is that the average values north of boundaries do not change 
as much from time period to time period as warm sector values. From Figure 22, it is noted that up 
until six hours before dissipation, maximum 0-2 km wind values north of boundaries change by 
i 
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1.5 m s-1 or less. Then there is a 2.9 m s-1 decrease from 6-9 hours before dissipation to 3-6 hours 
before dissipation, followed by a smaller decrease_ to less ~han three hours before dissipation. 
Figure 22 shows warm sector cases experience mor~ variable average maximum 0-2 km wind , 
values, but values are still lowest the last six hours before dissipation. This variable trend was also 
noted in the MCS movement, which explains why ESRI and SSRI values were also variable for warm 
sector cases. Similarly, average ESRI and SSRI values for cases north of boundaries tend to remain 
relatively constant. Despite the different trends in maximum 0-2 km winds experienced by cases 
north of boundaries compared to warm sector cases, when all the maximum 0-2 km wind values are 
averaged together, there is little difference between them. Cases north of boundaries average 
maximum 0-2 km winds of 12.6 m s-1, while warm sector cases average 12.1 m s-1. 
Thus, even though there are different trends between warm sector cases and cases north of 
boundaries, the trends are similar to those observed with MCS movement-a decrease in average 
values_ as dissipation approaches. They therefore work in tande~ to produce a significant decrease in 
ESRI as dissipation approaches. SSRI does not decrease as much as ESRI because surf3:ce winds do 
not show large decreases as dissipation approaches. 
A brieflook at how maximum 0-2 km winds behave in ternis of whether the MCSs were MCCs, 
PECSs, or neither, shows there is little difference between the three types of MCSs (Figure 23). AH 
_ three show a decrease in maximum 0-2 km winds as dissipation approaches, and the decrease is about 
the same for all three types, close to a 6 m s-1 decrease between 6-9 hours before dissipation and less 
than three hours before dissipation. 
5. Trends in directions 
It is necessary to discuss how changes in the directions of the maxi1~mm 0-2 km winds may affect 
the calculation of ESRI. As with MCS movement and surface winds, the maximum 0-2 km winds 
show a tendency to veer with time in 40% of the cases (19 times out of 4 7 cases), and ESRI shows the 
same tendency in 18 of the cases. Cotton et al..(1989) showed. that ~50 mb winds tended to veer with 
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time as the MCCs progressed, and this also supports the notion that the LLJ veers with time as well 
due to its established inertial oscillation characteristics (Blackadar 1957). Again as with MCS 
movement and surface winds, ESRI and maximum 0-2 km winds show backing, veering and backing, 
or little change in direction with time. In addition, the maximum 0-2 km wind and MCS movement 
angles only changed in the same way for 12 cases. 
Recall that the angle ofSSRI changed the same way as MCS movement for 37 out of 47 cases. 
In contrast, the angle ofESRI changes the same way as MCS movement for just 21 cases. Also, the 
angle ofESRI changes the same way as the maximum 0-2 km winds in just 18 cases. These results 
further indicate that MCS movement does not dictate ESRI as it does SSRI. They also suggest that 
the angles of the terms involved in the calculation ofESRI show so many different behaviors that the 
tendency for ESRI to decrease as dissipation approaches is primarily due to decreases in the 
magnitudes of maximum 0-2 km winds. and MCS movement as opposed to the angles of maximum 
0-2 km winds and MCS movement. 
E. Low-Level Jet 
Recall from the Data and Methodology section that the LLJ data are for the months of June-
. August of 1998-99. Therefore, the nine MCSs occurring in May 1998 and 1999 are not included, and 
neither is June 06, 1999, since it had moved well east of the wind profiler network by 06 UTC 
limiting the LLJ dataset to 37 MCSs instead of 47. 
For 34 out of 37 cases, an LLJ affects the MCS during at least one of the four times examined 
(06, 12, 15, or 18 UTC). This suggests that it is rare for MCSs to propagate through Iowa and 
surrounding states through the nighttime and morning hours without being·affected by LLJs to some 
degree. There are also too few cases unaffected by LLJs to draw any conclusions as to whether or not 
they have shorter durations than cases affected by LLJs. The average duration of the three MCSs 
unaffected by LLJs is 18 hours, just under the average duration for all 47 cases. 
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Low-level jets most commonly affect MCSs at 06 UTC. There are LLJs affecting 28 out of 32 
(or 87.5% of) ongoing MCSs at 06 UTC. The percentage drops to 67% (23 out of34) at 12 UTC, and 
then it drops sharply to 27% (6 out of22) at 15 UTC and 11 % (1 out of 9) at 18 UTC. The LLJs are 
likely affecting MCSs most at 06 UTC ~ecause it is a time when LLJs most commonly occur. 
Bonner (1968) found peak LLJ occurrence to be between 06 and.12 UTC; Mitchell et al. (1995) and 
. Arritt et al. (1997) found peak LLJ occurrence to be between 06 and 09 UTC. The results of the latter 
two studies also clearly show L~Js are more common at 12 UTC than at 15 UTC, and at 15 UTC than 
at 18 UTC, in agreement with this study' s findings. 
There is a slight tendency for MCSs to dissipate after experiencing a_decrease in the intensity of 
LLJs (i.e. progress from a criterion 3 LLJ to a criterion 2 LLJ) affecting them. For cases affected by . . 
LLJ s for at least two consecutive t~e periods, 11 cases experience a decrease in LLJ intensity, six 
experience no change, and four experience an increase in LLJ intensity. 
There is_ a stronger tendency for MCSs to not J,e affected by an LLJ less than three hours before 
· dissipation. Of 21 cases with LLJ data less than three hours before dissipation, 15 are not affected by 
an LLJ during that period, while six a~e. It should he noted that two of the 15 cases not affected by an 
LLJ less than three hours before dissipation are not affected by an LLJ at any time'. Thus, 13 cases 
previously affected by LLJs are no longer affected by LLJs less than three hours before dissipation. 
. -
Whereas, six cases previously affec~ed by LLJs are still affected by LLJs less than three hours before 
dissipation, and for three of those six cases, LLJs are still affecting the area in which the MCS 
remnants exist after dissipation. 
Recall the Introduction the question was asked whether or· not MCS dissipation correlates with · · 
the weakening and termination of the LLJ. Results indicate there is somewhat of a correlation, and 
the correlation appears stronger between MCS dissipation and the termination of the LLJ than 
between MCS dissipation and the weakening of the LLJ. Thus, an LLJ does not necessarily have to 
be a strong LLJ to potentially aid in the sustenance of an MCS. What may be most important 
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regarding LLJs and MCS dissipation is either MCS position too far from LLJs to continue being 
affected by them, or termination ofLLJs affecting the MCSs, causing the MCSs to lose warm, moist 
air and convergence being supplied by the LLJs. Often, the MCSs do not survive the loss of the LLJ 
influence, but sometimes they do. Also, sometimes MCSs dissipate while still being affected by the 
,. 
LLJ. As is evident in the analysis of all parameters studied, MCS dissipation is quite complex, and 
no one parameter fully explains it. 
F. Lapse Rates and Maximum 0-2 km 0e 
Forecasters often analyze the static stability of the atmosphere to predict severe weather. The 
initial thunderstorms that eventually develop into an MCS are often severe thunderstorms developing 
in environments of high conditional instability. Two ways for forecasters to gauge instability are 
low-level to midlevel lapse rates and low-level 0e. As noted in the Introduction, low-level 0e has 
previously been documented as a possible factor in MCS development and sustenance (Cotton et al. 
1989, Parker and Johnson 1999). Thus, it is expected that low-level 0e and lapse rates may be factors 
in MCS dissipation: 
Recall from the Data and Methodology section that lapse rates and maximum 0-2 km 0e were 
calculated using rawinsonde observations and surface observations at 00 UTC and 12 UTC from 
. . ' 
representative sites in environments within 300 km ahead of the MCS. Also, lapse rates were 
computed for three layers: surface-700 mb, 850-500 mb, and 700-500 mb. 
1. Lapse Rates 
The lapse rates, on average, decrease moderately from 00 to 12 UTC for the surface-700 mb 
layer, and decrease slightly in both the 850~500 mb and 700-500 mb layers (Fi~ure 24). Note that the 
lapse rates are expressed as temperature differences between the two levels and are thus expressed in 
units ofK. For the surface-700 mb layer, the lapse rate temperature difference decreases from 16.8 K 
at 00 UTC to 11.3 K at 12 UTC. At first, this seems like a significant decrease, but the decrease is 
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almost entirely due to the surface temperatures decreasing overnight from 00 to 12 UTC instead of 
700 mb temperatures increasing. With only a few exceptions, the 700 mb temperature decreases 
overnight, though not as much as the surface temperature. Surface temperatures decrease every night, 
whether there are MCSs or not, so this decrease in the surface-700 mb lapse rate is not considered 
helpful to forecasters in the prediction of MCS dissipation. 
The 850-500 mb layer lapse rate decreases, on average, from 28.8 Kat 00 UTC to 27.5 Kat 12 
UTC. A forecaster would pay little attention to a lapse rate decrease of 1 or 2 K from 00 to 12 UTC. 
Eighteen cases experience a· decrease between 1-3 Kor no change in the 850-500 mb lapse rate from 
00 to 12 UTC. Another ten cases experience a slight increase between 1-3 K. Thus, the 850-500 mb 
lapse rate generally changes little from 00 to 12 UT~. However, for cases that experience a decrease 
in the 850-500 mb lapse rate of 5 Kor greater from 00 to 12 UTC, dissipation appears to occur near · 
12 UTC. Out of nine cases that experience a decrease in the 850-500 mb lapse rate of 5 Kor greater, 
six dissipated by or before 15 UTC, and two dissipated by 19 UTC. Thus, a decrease of 5 Kor more 
between 00 and 12 U~C from soundings ahe~d of the MCSs, may be an indication that the MCSs will 
dissipate at a relatively early time. 
The 700-500 mb layer lapse rate decreases, on average, from 20.0 Kat 00 UTC to 17.9 Kat 12 
UTC .. As with the 850-500 mb lapse rate, this decrea~e of2 K would not be an alarming decrease to a 
forecaster. Also similar to the 850-500 mb lapse rate, 21 cases experience a decrease between• 1-3 K 
or no change in the 700-500 mb lapse rate :from 00 io 12 UTC, and six cases experience a slight 
increase between 1-3 K. So there is usually little variation in the 700-500 mb lapse rate from 00 to 12 
l!TC. However; once again similar to the 850-500 mb lapse rate, the cases that experience a decrease 
of 5 Kor more in the 700-500 mb lapse rate tend to dissipate near 12 UTC. Four of the six cases that 
experience a decrease of 5 K or more dissipate by 13 UTC, and the remaining two dissipate by 18 
UTC. The four cases dissipating by 13 UTC are also four of the cases that experience a decrease of 
5 Kor more for the 850-500 mb layer. The lapse rates for these four cases decrease by such a large_ 
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amount primarily due to cooler temperatures at 850 and 700 mb, while the 500 mb temperature 
remains nearly constant. 
It appears that lapse rates generally do not change significantly as MCSs progress. However, 
somewhat rare cases that experience larger than average decreases in the 850-500 mb and 700-500 
mb lapse rates tend to dissipate by or very soon after 12 UTC. 
2. Maximum 0-2 km 0e 
The maximum 0-2 km 0e decreases by 9.6 K from 00 to 12 UTC (Figure 25). Although this 
decrease of 9 .6 K seems substantial, note that there is a lot of variability. in the data. The standard 
deviations of the data are greater than 10, meaning that the average values at 00 and 12 UTC are 
within one standard deviation of each other. Also note that the average value at 12 UTC is 339.1 K. 
In general, the 0e values at 12 UTC from 2 to 5 km AGL are lower than the 0-2 km maximum, 
implying the MCSs are still moving into conditionally unstable environments at 12 UTC. The 
sounding used by Rotunno et al. (1988) and Weisman (1992) to represent the ·initial environments of 
their squall line simulations has a maximum low-level 0e value of 338.2 K. Most MCSs in this study 
moved through environments of maximum 0-2 km 0e values greater than 338 K. The lowest value 
observed was 313 K, and the next highest values were a handful between 320 and 325 K. The highest 
value observed was 378 K. 
The maximum 0-2 km 0e value of378 K occurred at 00 UTC for an MCS on July 03, 1999. By 
12 UTC, the maximum 0-2 km 0e had plummeted to 340 K, yet the convective line associated with 
the MCS was at its most intense stage and well-organized at this time. However, a few hours later, 
the line had weakened, and the system dissipated by 19 UTC. It does appear that for this case, and 
several others, once the MCS moved into the environment of much lower maximum 0-2 km 0e, it 
weakened. Yet, other cases experienced similar decreases in-maximum 0-2 km 0e and did not 
dissipate soon afterward. 
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On May 21, 1998, the maximum 0-2_ km 0e at 00 UTC was 358 K. At 12 UTC, it was 324 K, one 
. . 
of the low~t values observed._ Yet, the MCS did not develop_until 09 UTC, and.it sustained itself for 
21 hours, all the way to 06 UTC on May _22 (note that for_ cases ·that had not developed by 00 UTC, 
the soundings used to calculate the.lapse rates and maximum 0-2 km 0e were from areas within 
. . 
300 km of_where the first sto~ ofth~ MCSs later developed)." Similarly, of cases that experienced 
little change in maximum 0-2 km 0e ~etween 00 and 12 _UTC, some dissipated soon after 12 UTC,. 
while others continued to progress for ten or more hours. 
It is evident that maximum 0-2 km 0e alone does not explain the dissipating behaviors ofMCSs. 
. . . . . 
However, sometimes a large decrease in maximum 0-2 km 0e may be one of many factors 
contributing to MCS dissipation. In general, though, the MCSs. for this study are moving through 
conditionally unstabl_e environments with ample maximum 0-2 km 0e available to them at or near the 
times in which they dissipate, which makes it very difficult to use maximum 0-2 km 0e t~ predict 
MCS dissipation. 
G. Eta Model ·output. 
Thus far, discussion has centered on observational data parameters that may aid the forecasting of 
MCS dissipation in real-time. To calculate these observationa~ parameters, the MCS has to be 
ongoing, and a forecaster's prediction of its dissipation probably can only be relayed to the public 
through shorMerm forecasts. It·-is desirable to reasonably.predict MCS dissipation greater than just a 
few hours in advance of dissipation, or even before the MCS develops. If there are parameters within 
a numerical model like the Eta that could aid a forecaster in the prediction ofMCS dissipation, then 
the Eta could be used to predict MCS dissipation further in advance than possible with observational 
.data. 
A forecaster can always refer to the Eta precipitation output to aid in prediction ofMCS 
dissipation, but since warm season precipitation forecast skill scor~ are particularly poor, possibly 
_due to deficiencies in precipitation generation, it is desirable to find other parameters that may be 
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important for MCS dissipation as well. Recall from the Data and Methodology section that the Eta 
model parameters examined include wind speed at 900 and 850 mb, convergence and moisture 
convergence at 900 and 850 mb, frontogenesis at 900 and 850 mb, 850 mb 0e and 0e advection, 
500 mb vorticity advection, 250 mb divergence, and 250 mb jet streak influences. Only the 
maximum values likely affecting the MCS are recorded for each parameter. These parameters were 
computed at 06 and 12 UTC for MCSs that dissipated by 18 UTC, and at 12 and 18 UTC _for MCSs 
that dissipated after 18 UTC. 
The 900 mb level was. chosen in addition to 850 mb for wind speed, convergence, moisture 
convergence, and frontogenesis in case the Eta might have exceptionally stronger or weaker values of 
those parameters at 900 mb than at 850 mb, which would compel a forecaster to examine the 900 mb 
level as well as the more commonly examined 850 mb level. However, little or no difference was 
noted between the values of these parameters at 900 mb and 850 mb, therefore, for simplicity, results, 
from 850-mb alone are shown. 
The Eta modeidid not simulate all MCSs that occurred, especially during times when multiple 
MCSs were occurring, or when one MCS developed near the same area in which a previous MCS 
dissipated just hours earlier. The Eta model would often just develop one MCS instead of two in 
these situations. There were two MCS days (May 12, 1998, and June 22, 1998) for which 
· observational data were missing but Eta model output was available. Because of these factors, there 
are 39 Eta model cases examined in all, compared with 47 observational cases. 
1. 850 .mb wind 
The average 850 mb winds affecting the MCSs decrease moderately for cases dissipating by and 
after 18 UTC. Figure 26 shows that for cases dissipating by 18 UTC, the 850 mb wind speed 
decreases by over 4 m s-1 from 06 to 12 UTC. For cases dissipating after 18 UTC, the 850 mb wind 
speed decreases by 4.2 m s-1 from 12 to 18 UTC. A forecaster needs a decrease of at least 5 m s-1 to 
begin considering the decrease significant. Although the average decreases are less than 5 m s-1, 16 
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of 23 cases dissipating by 18 UTC, and 8 of 16 cases dissipating after 18 UTC, experience 850 mb 
wind speed decreases of greater than 5 m s-1• 
An interesting additional way to examine the Eta model output is by comparing the 12 UTC 
values of parameters for cases dissipating by 18 UTC to the 12 UTC values for cases dissipating after 
18 UTC. When this comparison is made for 850 mb wind speeds, 12 UTC values for cases 
dissipating after 18 UTC average 2.8 m s-1 greater than 12 UTC values for cases dissipating by 18 
UTC. Thus, stronger 850 mb winds at 12 UTC imply MCSs lasting longer into the day. The 850 mb 
wind therefore does appear to be a parameter a forecaster may examine when predicting M C_S 
dissipation. " 
2. 850 mb convergence 
Figu~e 27 shows average 850 mb convergence decreases slightly with time for cases dissipating . . . . . 
by 18 UTC and after 18 UTC. These average decreases are much too small to be· considered 
. significant. In addition,just? of23 cases dissipating by 18 UTC and 2 of 16 cases dissipating after 
·. 18 UTC experience 850 m~·convergence decreas~s of 3.0 X 10-5 s-1 or greater. A comparison of 12 
- -
UTC values shows cases dissipating after 18 lf:f C ha,ve average values 
1. 1 X 10-5 s-1 greater than cases dissipating by 18 UTC. Even though the trends in average 850 mb · 
convergence are the same as with 850 mb winds, the decreases are much smaller, and it does not 
appear that 850 mb convergence is a.parameter well-correlated with MCS dissipation in the Eta 
model. 
3. 850 mb moisture convergence 
Average 850 mb moisture convergence shows slightly larger decreases with time than average 
850 mb convergence, but the decreases are still s~all. Figure 28 shows for cases dissipating by 18 
UTC, 850 mb moisture convergence decreases by 0.7 X 10-7 s~1 from 06 to 12 UTC. For cases 
dissipating after 18 UTC, 850 mb moisture convergence decreases by 1.7 X 10-7 s-1 from 12 to 18 
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UTC. Just 3 out of23 cases dissipating by 18 UTC and 3 out of 16 cases dissipating after 18 UTC 
experience 850 mb moisture convergence decreases of 3.0 X 10-7 s-1 or greater. A comparison ofl2 
UTC values shows cases dissipating after 18 UTC have average values 1.9 X 10-7 s-1 greater than 
cases dissipating by 18 UTC. Even though the decreases in average 850 mb moisture convergence 
. are slightly larger than the decreases in 850 mb convergence, they are still too small to be considered 
significant. Thus, it appears that neither 850 mb convergence nor moisture convergence in the Eta 
would be of much use to a forecaster as a predictor ofMCS dissipation. 
4. 850 mb frontogenesis 
Average 850 mb frontogenesis shows a stronger decrease with time than the convergence terms, 
but more for cases dissipating by 18 UTC than cases dissipating after 18 UTC. Figure 29 shows· 
cases dissipating by 18 UTC_ show a decrease of 6.6· X 10-9 K m-1 s-1 from 06 to 12 UTC. However,_ 
cases dissipating after 18 UTC show a decrease of just 2.8 X 10-9 K m-1 s-1 from 12 to 18 UTC. It is 
. . 
possible that the differences between the earlier dissipating cases and the later dissipating cases are 
due to diurnal effects. Heating in th~ undisturbed air ahead of the MCSs during the morning and 
early afternoon ·hours could contribute t~ smaller decreases_ in 850 mb frontogenesis from 12 to -18 
UTC than during the nighttime hours from 06 to 12 UTC, assuming other factors influencing_ 
frontogenesis show little change between the two time periods. . 
Although the decrease in 850 mb frontogenesis between 06 and 12 UTC seems significant, the 
decrease is prima~ily due to a small percentage of cases that experienced very large decreases. Six of 
23 cases show a decrease greater than 10.0 X 10-9 K m-1 s-1 from 06 to 12 UTC, including one case 
with a decrease of 46 X 10·9 K m-1 s-1 and another with a decrease of24 X 10·9 K m·1 s·1• Aside from 
these two extreme cases, and four cases with slight increases, there are usually slight to moderate 
decreases in 850 mb frontogenesis. 
The comparison of 12 UTC values· of 850 mb frontogenesis shows cases dissipating after 18 UTC 
have average ~alue~ 6.4 ?(. 10·9 K m-1 s-1 greater than cases dissipating before 18 UTC, indicating that 
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greater values of 850 mb frontogenesis at 12 UTC suggest longer lasting MCSs in the Eta model. 
The results of 850 mb frontogenesis, _as a whole, suggest it is a parameter in the Eta model that may 
be of forecasting value for MCS dissipation. 
5. 850 mb0e 
The 850 mb 0e results are comparable to the results obtained with observational data. Figure 30 
shows that for cases dissipating by 18 UTC, 850 mb 0e decreases by 4.7 K from 06 to 12 UTC. For 
cases dissipating after 18 UTC, 850 mb 0e decreases by 3.4 K from 12 to 18 UTC. These decreases 
are slight to moderate, but similar to the observational data. 
The comparison of 12 UTC values shows cases dissipating after 18 UTC have average values 
3.2 K greater than cases dissipating before _18 UTC. A forecaster would have difficulty distinguishing 
between a maximum 850 mb 0e value of 348 K and a value of 345 K. Thus, it does not appear that a 
decrease in 850 mb 0e is a particularly useful predictor ofMCS dissipation in the Eta model. 
6. 850 mb 0e advection 
The 850 mb 0e advection, however, shows more promising results than the 850 mb 0e. Figure 31 
shows that for cases dissipating by 18 UTC, average 850 mb 0e ·advection decreases by 
3.1 X 104 K s·1 from 06 to 12 UTC. For cases dissipating after 18 UTC, 850 mb 0e advection 
decreases by 2.3 X 104 K s·1 from 12 to 18 UTC. These decreas_es are not large, but one-third of the 
MCSs experience decreases of at least 4.0 X 104 K s·1, and most show weakening or dissipation 
along with the decreases. In addition, a comparison of 12 UTC values shows that cases dissipating 
after 18 UTC have average values 3.5 X 104 K s·1 greater than cases dissipating befor_e 18 UTC. This 
decrease may be noticeable to a forecaster, and it shows that iarger.relative values of 850 mb 0e 
advection at 12 UTC suggest longer lasting MCSs in the Eta model. 
It should also be noted that the maximum 850 mb 0e advection "bull's-eye" often occurs in an 
area closer to where the MCS is occurring than it is to where the Eta model MCS is occurring (not 
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Figure 31. Average 850 mb 0e advection (1 X 104 K s-1) with time of day (UTC) for Eta MCSs 
dissipating by 18 UTC and dissipating after 18 UTC. 
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shown). Therefore, even if the Eta mod~l may not correctly forecast the MCS, a forecaster-may still 
be able to use the model's output for 850 mb 0e advection. The above results suggest that Eta 850 mb 
0e advection can be used to assist forecasting ofMCS dissipation. 
7. 500 mb vorticity.advection 
The 500·mb vorticity advection shows a trend opposite to the 850 mb parameters in that it 
increases with time. Figure 32 shows that for cases dissipating by 18 UTC, average 500 mb vorticity 
advection-increases by 11.3 X 10-10 s-2 from 06 to 12 UTC. For cases dissipating after 18 UTC, 
500 mb vorticity advection increases by 5.6 X 10-10 s-2 from 12 to 18 UTC. A comparison of 12 UTC 
values shows cases-dissipating after 18 UTC have average values 4.9 X 10-10 s-2 less than cases 
dissipating before 18 UTC. 
The most likely explanation for an increase in vorticity advection is that as the Eta model MCS 
progresses, its own internal vorticity increases so that vorticity advection just ahead of it increases. 
The increases in 500 mb vorticity advection do seem significant, more for the cases dissipating by 18 
UTC than for the cases dissipating after 18 UTC, but the increases are most likely effects of the 
MCSs and not causes of their dissipation. Increasing positive vorticity advection implies upward 
motion that would tend to support MCS sustenance and not MCS dissipation. The overall trend in the -
Eta model for an increase in 500.mb vorticity advection suggests that this is not a parameter that can 
aid in prediction ofMCS dissipation. 
8. 250 mb divergence 
The original intention of examining 250 mb divergence was to gauge whether or not decreases in 
divergence suppressed upward motion and led to dissipation ofMCSs in the Eta model. 
Unfortunately, the Eta model generates divergence from its MCS convection that masks 
environmental divergence. Thus, it became impossible to accurately examine the ambient 
divergence, and the focus instead turned to the convectively generated divergence. The most useful 
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aspect of the convectively generated divergence is that it shows exactly where the ~ta model MCS is 
located. The divergence can be a better indicator of the position of the Eta MCS than the 
accumulated precipitation output since poor skill scores for warm season precipitation forecasts imply 
there are possible deficiencies in precipitation generatio_n. 
Convectively generated 250 ·mb divergence iJ?. the Eta model is questionable as a predictor of 
MCS dissipation. Figure 33 shows that for cases dissipating by 18 UTC, average 250 mb divergence 
decreases by 3.7 X 10-5 s-1 from 06 to 12 UTC. For cases dissipating after 18 UTC, 250 mb 
divergence decreases by just 0.3 X 10-5 s-1 from 12 to 18 UTC. A comparison of 12 UTC values 
sh~ws cases dissipating after 18 UTC have average values 1.9 X 10-5 s-1 less than cases dissipating 
before 18 UTC. The decrease from 06 to 12 UTC is significant, and nearly half of the cases show an 
individual decrease of at least 4.0 X 10-5 s-1 between 06 and 12-UTC. Yet there is virtually no 
average-decrease from 12 to 18 urc. Five out of sixteen cases experience a decrease in divergence 
ofat least 4.0 X 10-5 s-1 from 12 to 18 UTC, but four cases experience an increase of at least 
4.0 X 10-5 s-~. There is little difference between 12 UTC values that would suggest higher values of 
250 mb convectively generated divergence at 12 UTC indicate longer lasting MCSs. 
Note that the decrease from 06 to 12 UTC is much larger than the decrease from 12 to 18 UTC. 
This tendency occurs in most of the previous parameters discussed as well. Many of the MCSs may 
not have been near dissipation at 18 UTC, and thus, they may not have been experiencing significant 
decreases in 850.mb wind, frontogenesis, and 0e advection, or 250 mb divergence from 12 to 18 UTC. 
·However, the MCSs that showed an increase of at least 4.0 X 10-5 s-1 in 250 mb divergence from ~2 to 
18 UTC did not show increases in 850 mb wind, frontogenesis and 0e advection, and often showed 
decreases in those parameters. The results of 250 mb convectively generated divergence do not 
clearly indicate that a decrease is as~ociated with weakening and/or dissipation of Eta model MCSs. 
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Figure 33. Average Eta 250 mb divergence (1 X 10-5 s-1) with time of day (UTC) for Eta MCSs 
dissipating by 18 UTC and dissipating after 18 UTC. · 
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9. ·250 mb jet streaks 
The final Eta model parameter examined for usefulness as an aid in prediction ofMCS 
dissipation is 250 mb jet streaks. A 250 mb jet streak is defined to be influencing the MCS if the 
center of the jet streak is within 500 km of the MCS. For cases dissipating by 18 UTC, jet streaks are 
present in 12 of 23 cases. For cases dissipating after 18 UTC, jet streaks are present in just 5 of 16 
cas_es. In total, jet streaks are present for 17 of 39 cases. Thus, over half oft_he MCSs are not 
influenced by significant jet streaks. The MCSs influenced by jet streaks are.generated'in all four 
- quadrants of the jet ~treaks, but they are most common in the right two quadrants. Seven of the 17 
cases occur between "kissing jets", affected by the exit region of one jet streak and the entrance 
region of another jet streak. The resuits of 250 mb jet streak influences, as whole, indicate that a jet 
streak is not a parameter in the Eta model useful in predicting MCS dissipation. 
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· CHAPTER IV. CONCLUSIONS 
In this study, we examined observations and model output to determine potential predictors of 
MCS dissipation. The data set included 47 nocturnal MCSs that occurred during May-August 
1998-99 in Iowa and surrounding states. Over 90% of the MCSs exhibited linear convective echo 
patterns for at least small portions of their lifetimes. The average duration of the MCSs was 19 h 
from first storms to light to moderate stratiform rain remnants. 
We test the cold pool-shear balance theory of Rotunno et al. (1988) and Weisman (1992) with 
observations, but the results are not consistent with the idealized theory. The balance is almost 
always greater than 1, implying the cold pool circulation is almost always overpowering the low-level 
shear circulation, and the MCSs are progressing in less-than-optimal states. Yet, the MCSs continued 
to exhibit strong convection and progress for many hours despite being in a less-than-optimal state. 
Discussion focused on interpretation of the cold pool-shear balance results. Low-level line-
. normal shear for our M<:S~ was almost one-third the magnitude ofWeisman's (1992) moderate-shear 
simulation and one-fifth Weisman's (1992) strong-shear simulation. Our lower shear values 
explained why our balance values were so high. Discussion then turned to differences between 
Weisman's (1992) assumptions and our MCSs. Weisman (1992) assumed uniform winds above 2.5 
km, which may be one reason why his 0-2.5 km line-normal shear must be so strong to maintain erect 
updrafts. Coniglio and Stensrud (2000) simulated a progressive derecho but allowed for deep 
tropospheric shear and found that though the low-level shear was less than that of Weisman (1992 ), 
and the MCS was progressing in a less-than-optimal state, the MCS maintained erect updrafts above 
the gust front for over 6 h. 
Other differences between our MCSs and Weisman's (1992) simulations that may help explain 
why our results do not agree with the simulations include: 
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• Weisman's simulations were for a 4 h period beginning with convective initiation, while data. 
were analyzed for our MCSs over a 12 h period beginning more than 6 h after convection 
initiated for the majority of the MCSs. 
• Weisman's (1992) model is a two-dimensional model and there may be three-dimensional 
effects involved with real MCSs that cause them to behave differently than in Weisman's 
(1992) simulations. 
• The cold pool-shear balance theory is based on an optimal state for strong, long-lived squall 
lines. It is possible that MCSs can still survive for long periods in less-than-optimal states 
· with upshear-tilted updrafts due to weak low-level shear. Thus, it may be that the cold pool-
shear balance applies more directly to dissipation of strong convection than dissipation of the 
whole system. 
• A significant number of our MCSs wer~ smaller linear systems forming in weakly forced 
. ' . 
. ' 
environments, while Rotunno et al. (1988) and Weisman (1992) are simulating large squall 
lines that may have formed more strongly forced environments. 
• Rotunno et al. (1988) and Weisman (1992) simulate surface-based convection, while the 
majority of our MCSs may have exhibited elevated convection due to being north of 
boundaries or in environments consisting of nocturnal low-level temperature inversions. For 
elevated systems, the cold pool could be well below the cloud base, and the lift generated at 
the gust front may not have as much effect on the convection. 
There are other parameters studied that do seem to be a factor in MCS dissipation. They include 
both surface (SSRI) and elevated (ESRI) storm-relative inflow. Decreases in both SSRI and ESRI are 
correlated with MCS dissipation. The decrease in SSRI as dissipation approaches is due almost 
entirely to a decrease in the MCS speed of movement. For ESRI, there is a greater decrease as 
dissipation approaches because the maximum 0-2 km wind tends to decrease in concert with MCS 
speed of movement. 
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· · MCSs north of boundaries tend to move faster than warm sector MCSs, and they also tend to last 
longer. In addition, MCSs north of boundaries do not experience decreases in SSRI as large as warm 
sector MCSs do as dissipation approaches. For ESRI, though, the decreases as dissipation approaches . 
for MCSs north of boundaries are more comparable to the decreases in ESRI for warm sector cases. 
However, MCSs north of boundaries do not experience a significant decrease in ESRI until between 
3-~ and less than three hours before dissipation, while warm sector cases experience a significant 
. . 
d~rease between 6-9 and 3-6 hours before dissipation. Thus it seems MCSs north of boundaries may 
last ionger because they move faster on average, and therefore have·greater average SSRI and ESRI, 
than MCSs in the warm sector. MCSs north of boundaries may also not depend on SSRI for 
sustainability since they likely exhibit elevated convection, which can explain why they dissipate 
without significant reductions in SSRI. 
The LLJ also appears to play a role in MCS sustainability. Over 90% of the MCSs were affected 
by a LLJ at some time. LLJs most commonly affect the MCSs at 06 UTC and 12 UTC. · Very few 
MCSs are affected by LLJs at. 15_ UTC and 18 UTC, tim~ periods when the majority ofMCSs are 
dissipating or have dissipated. There is a slight tendency for MCSs to dissipate after experiencing a 
. decrease in the intensity ofLLJs affecting them. There is a larger tendency for MCSs to dissipate 
after LLJs that were once affecting them either terminate or are no longer affecting the MCSs since 
the MCSs moved too far away :fromthem. 
Instability parameters such as maximum 0-2 km 0e and lapse rates in the low-to-mid levels do not 
appear to pl~y major roles in MCS dissipation, except in rare cases. Lapse rates do not decrease 
significantly, in general. However, somewhat rare cases that experience larger than average · 
decreases of 5 K or more in the 850-500 mb and 700-500 mb lapse rates tend to dissipate by or very· 
soon after 12 UTC. Maximum 0-2 km 0e does decrease on average by almost 10 K from 00 UTC to 
12 UTC. However, most MCSs are moving through environments of maximum 0-2 km 0e greater 
than 338 Kat both 00 UTC and 12 UTC, Rotunno et al. (1988) and Weisman (1992) initialize their 
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simulations with a maximum low-level 0e value of 338.2 K, so most of our MCSs are experiencing 
maximum 0-2 km 0e greater than that of their simulations throughout the MCSs' lifecycles. 
Sometimes MCSs experience very large decreases in maximum 0-2 km 0e and dissipate soon 
afterward. Other times they experience large decreases in maximum 0-2 km 0e and continue 
propagating for many more hours .. 
Parameters in the Eta model that may be predictors of_MCS dissipation include maximum 850 mb 
winds, 0e advection, and frontogen~sis. Parameters that do not seem to be useful predictors ofMCS 
dissipation include maximum 850 mb convergence, moisture convergence and 0e, maximum 500 mb 
vorticity advection, and 250 mb jet streak influences. Convectively generated 250 mb divergence can 
be useful to a forecaster in that it shows where the Eta model's MCS is located so a forecaster does 
not have to rely on accumulated precipitation to determine MCS location. However, decreases in 250 
. mb divergence do not necessarily imply MCS dissipation. 
It is evident from this study that MCS dissipation is very complex and difficult to predict, likely 
due to the large amount of variability between MCSs. There is still much to be understood, and much 
more research is needed in this area. However, to aid prediction of MCS dissipation forecasters are 
encouraged to examine SSRI and ESRI, paying particular attention to the MCS speed of movement, 
distinguish between MCSs exhibiting elevated convection (those north of boundaries or in 
environments of low-level temperature inversions) and MCSs exhibiting surface-based convection 
. (those in warm sector environments devoid oflow-level temperature inversions), and examine low-_to-
mid-level lapse rates looking for rare instances when they show significant decreases. Forecasters 
should also note when cold pools noticeably surge ahead of the MCSs' convection on NEXRAD 
. . 
radar because that could be an initial indication that the MCSs' will begin to weaken in the near 
future. 
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