Abstract. We study the boundedness on the Wiener amalgam spaces W p,q s of Fourier multipliers with symbols of the type e iµ(ξ) , for some real-valued functions µ(ξ) whose prototype is |ξ| β with β ∈ (0, 2]. Under some suitable assumptions on µ, we give the characterization of W p,q s → W p,q boundedness of e iµ(D) , for arbitrary pairs of 0 < p, q ≤ ∞. Our results are new on both sides of sufficiency and necessity, even for the special case µ(ξ) = |ξ| β with 1 < β < 2.
INTRODUCTION
The main aim of this paper is to study certain unimodular Fourier multipliers on the Wiener amalgam spaces. For two function spaces X and Y , we call a tempered distribution m a Fourier multiplier from X to Y , if there exists a constant C > 0 such that
for all f in the Schwartz space S (R n ), where
is the Fourier multiplier operator associated with m, F and F −1 denote the Fourier and inverse Fourier transform respectively, and m is called the symbol or multiplier of T m .
In particular, unimodular multipliers arise naturally when one solves the Cauchy problem for some dispersive equations. For example, consider the Cauchy problem of dispersive equation
(t, x) ∈ R × R n , the formal solution is given by u(t, x) = e Note that e it|D| β u 0 is the free solution of the Schrödinger equation when β = 2, and the free solution of the wave equation when β = 1. Hence, in order to study the dispersive equation, it is of great interest to study the boundedness of unimodular Fourier multipliers on several function spaces.
Taking e i|D| β as the prototype, the unimodular Fourier multiplier in R n is defined by e iµ(D) f (x) := R n e 2πixξ e iµ(ξ)f (ξ)dξ, where µ is a real-valued function (with some suitable assumptions).
Since e i|ξ| β ∈ L ∞ (R n ), the unimodular multiplier e i|D| β preserves the L 2 (R n )-norm. But in generally, e i|D| β is not bounded on L p (R n ) if p = 2. Surprising, it was proved by Bényi-Gröchenig-Okoudjou-Rogers [1] that e i|D| β (0 < β ≤ 2) is bounded on M s p,q for all 1 ≤ p, q ≤ ∞, s ∈ R. Furthermore, in the case β > 2, Miyachi-Nicola-Rivetti-Tabacco-Tomita [14] showed that, for 1 ≤ p, q ≤ ∞ and s ∈ R, e i|D| β is bounded from M s p,q to M p,q if and only if s ≥ (β − 2)n|1/p − 1/2|. Roughly speaking, the boundedness behavior of e i|D| β is better on the modulation spaces than on the Lebesgue spaces. For recent research in this connection one can see e.g. [3, 12, 20] .
Among numerous references, we observe that in a recent work by Nicola-PrimoTabacoo [15] , the authors use a more structured approach to deal with the boundedness of e iµ(D) . In fact, inspired by Concetti-Toft [2] , Nicola-Primo-Tabacoo use the Taylor expansion to send the regularity information from µ to e iµ . Note that this process was in fact hidden in the action of "taking derivation for e iµ(ξ) ", in many previous reference (see [14, 20] ).
In contrast to the fully development of research for the boundedness properties of e iµ(D) on the modulation spaces M p,q s , the behavior of unimodular multipliers on the Wiener amalgma spacecs W p,q s still remains open on both sides of sufficiency and necessity. As far as we know, there are only few results concerning this topic. One can find some boundedness results of e i|D| β in [4] , and see [13] for the sharp estimate of Schrödinger operator e i|D| 2 .
In the present work, we consider the sufficiency and necessity for the boundedness on the Wiener amalgam spaces W p,q s of e iµ(D) whose prototype is e i|D| β (0 < β ≤ 2). First, we state our results for sufficiency. Denote byṗ := min{1, p},q := min{1, q} andṗ ∧q = min{ṗ,q}. → W p,q is bounded for δ ≥ n|1/p − 1/q| max{β − 1, 0} with strict inequality when β > 1, p = q.
Next, we give the following theorem for the necessity part. Theorem 1.5 (Sharp potential loss). Suppose 0 < p, q ≤ ∞. Let 1 < β ≤ 2, and let µ be a real-valued C 2 (R n \{0}) function satisfying
function supported in B(0, 1/2) and satisfies ρ 0 (ξ) = 1 on B(0, 1/4). Suppose that the Hessian determinant of µ is not zero at some point κ 0 with |κ 0 | = 1. Moreover,
with strict inequality when p = q.
As an application, we give the following characterization for the boundedness of our prototype. Corollary 1.6 (Return to the prototype).
We have e with strict inequality when β > 1, p = q.
Our new contribution are listed as follows.
(1) For the sufficiency part, we first give a useful criterion for the boundedness of e iµ(D) on the Wiener amalgam spaces in the full range 0 < p, q ≤ ∞. (2) For the necessity, we first give the sharp potential loss for a large family of unimodular multipliers with non-degenerate Hessian matrixes. (3) As an application, we obtain the sharp boundedness results for the operators e i|D| β with β ∈ (0, 2]. Even in this special case, our results are an essential improvement of the previous results for β ∈ (1, 2). The rest of this paper is organized as follows. In Section 2, we collected a number of definitions and auxiliary results, including the dilation and convolution properties of certain Wiener amalgam spaces.
Section 3 is devoted to the proof of theorems and corollaries for the sufficiency part. The first key point is to find a suitable working space for e iµ , such that the functions in this working space can be localized in the time plane. Although the convolution relations Wṗ is not a suitable spaces for time localization. In consideration of the time localization property, and the optimal embedding relation with M ∞,ṗ∧q , we choose W ∞,∞ n/(ṗ∧q)+ǫ = M ∞,∞ n/(ṗ∧q)+ǫ as our desirable working space. Then, by time localization and Taylor expansion (of order 1), we give the proofs of Theorem 1.1 and Theorem 1.2. Combining with the boundedness property on the diagonal line p = q, we further give the proof of Theorem 1.3 by an interpolation argument. Finally, Corollary 1.4 is proved by establishing an embedding relations between the working space and the function space with bounded derivative.
Section 4 contains the proof of Theorem 1.5 and Corollary 1.6. Under the assumption of non-degenerate of Hessian matrix, we find that the set {∇µ(ξ) : ξ ∈ R n } is scattered in the sense that the distance between ∇µ(ξ 1 ) and ∇µ(ξ 2 ) has a lower bound according to the distance between ξ 1 and ξ 2 , and according to the value of β. In fact, the scattered degree of {∇µ(ξ) : ξ ∈ R n } is increasing as the value of β ∈ (1, 2]. In particularly, when β = 2, the scattered degree of {∇µ(ξ) : ξ ∈ R n } is just like that of {ξ : ξ ∈ R n }. By this observation, we give a detailed scattered property in Lemma 4.1, which can be further used to obtain some useful estimates of special functions in Lemma 4.2. Then, by a rotation trick, the boundedness of e iµ(D) can be reduced to the simple embedding of certain discrete sequences, which leads to our final conclusion of Theorem 1.5. As a return to the prototype, Corollary 1.6 is the direct conclusion of Corollary 1.4 and Theorem 1.5.
Some complements are prepared in the last section. In the high growth case of µ, keep the prototype µ(ξ) = |ξ| β (β > 2) under consideration, we find that the working space should be replaced by some Wiener amalgam space without potential, just like the working space used in the modulation case. Based on this observation, we give some boundedness results for the high growth case.
PRELIMINARIES
We start this section by recalling some notations. Let C be a positive constant that may depend on n, p i , q i , s i , α, β. The notation X Y denotes the statement that X ≤ CY , the notation X ∼ Y means the statement X Y X, and the notation X ≃ Y denotes the statement X = CY . For a multi-index k = (k 1 , k 2 , ...k n ) ∈ Z n , we denote
In this paper, for the sake of simplicity, we use the notation "L " to denote some large positive number which may be changed corresponding to the exact environment.
Let S := S (R n ) be the Schwartz space and S ′ := S ′ (R n ) be the space of tempered distributions. We define the Fourier transform F f and the inverse Fourier transform
We recall some definitions of the function spaces treated in this paper.
is finite. If f is defined on Z n , we denote
and l p k,s as the (quasi) Banach space of functions f : Z n → C whose l p k,s norm is finite. We write L p s , l p s for short, respectively, if there is no confusion. We recall an embedding relation between weighted sequences. This lemma is easy to be verified, so we omit the proof here.
holds if and only if 1
Now, we turn to the definition of modulation and Wiener amalgam space. Fixed a nonzero function φ ∈ S , the short-time Fourier transform of f ∈ S ′ with respect to the window φ is given by
where the translation operator is defined as T x0 f (x) := f (x − x 0 ) and the modulation operator is defined as
is finite, with the usual modification when p = ∞ or q = ∞. In addition, we write
is independent of the choice of window function φ. One can see this fact in [7] for the case (p, q) ∈ [1, ∞] 2 , and in [6] for the case
More properties of modulation spaces can be founded in [19] . One can also see [5] for a survey of modulation spaces.
Applying the frequency-uniform localization techniques, one can give an alternative definition of modulation spaces (see [17, 18] for details).
We denote by Q k the unit cube with the center at k. Then the family {Q k } k∈Z n constitutes a decomposition of R n . Let ρ ∈ S (R n ), ρ : R n → [0, 1] be a smooth function satisfying that ρ(ξ) = 1 for |ξ| ∞ ≤ 1/2 and ρ(ξ) = 0 for |ξ| ≥ 3/4. Let
It is easy to know that {σ k (ξ)} k∈Z n constitutes a smooth decomposition of R n , and σ k (ξ) = σ(ξ − k). The frequency-uniform decomposition operators can be defined by
is finite. We write M p,q := M p,q 0 for short.
Remark 2.5. We remark that the above definition is independent of the choice of σ. So, we can choose suitable σ fitting our case. In the definition above, the function sequence {σ k (ξ)} k∈Z n satisfies σ k (ξ) = 1 and to denote the modulation space.
is finite, with the usual modifications when p = ∞ or q = ∞.
with usual modification when p = ∞.
Following we collect some useful properties on Wiener amalgam spaces. The first one is the convolution and product relations. We put the proof in Appendix A.
Lemma 2.8 (Convolution relations
Proof. For the self-containing of this paper, we give a short proof here. Write
Denote by
For k far away for the origin, observe that |A k,t | ∼ t −n , and |l| ∼ |k/t| for l ∈ A k,t . We have
The above two estimates yield that
Proof. Without loss of generality, we assume that φ is a radial function. By a direct calculation we get
where we denote f P (x) := f (P x). It follows that
Finally, we recall a disjoint property for the α-covering, which will be used in the proof of scattered property of ∇µ. 
boundedness results
In this section, we establish some boundedness results of the uimodular Fourier multiplier on Wiener amalgam spaces, including the proof of potential persistence case Theorem 1.1, and the proof of potential loss case Theorem 1.2 and 1.3. Then, by establishing Lemma 3.3, we give the proof of Corollary 1.4.
3.1. Potential persistence: low growth of µ. This subsection is devoted to the proof of Theorems 1.1.
Proof of Theorems 1.1. By the convolution relation (see Lemma 2.8)
we only need to verify that F −1 e iµ ∈ Wṗ ∧q,∞ , or equivalently,
Here, by the assumption of ∇µ ∈ (W ∞,∞ n/(ṗ∧q)+ǫ ) n , we will show that 
The Taylor's formula yields that
Then,
This implies that
Finally,
where in the last inequality we use the dilation property Lemma 2.9.
Combining the above estimates yields that
We have now completed this proof.
Potential loss: mild growth of µ.
Proof of Theorems 1.2. Without loss of generality, we assume
for fixed s > 0 and δ > sn/(ṗ ∧q). Denote by
By the convolution relations W p,q δ * Wṗ
we only need to verify that
3) the desired conclusion follows by
where we use the fact
Let us turn to the estimate of
as follows:
Observe that
We further have
, we will use the assumption that
By dilation property of W ∞,∞ n/(ṗ∧q)+ǫ , we get
For every l ∈ A k , we get
Combining with the above estimates yields that
where we use the assumption (3.2) in the last inequality.
3.3.
Interpolation with modulation case. This subsection is devoted to the proof of Theorem 1.3. Thanks to the additional information of the second order derivative of µ such like the prototype |ξ| β (β ∈ (1, 2] ), the conclusion in Theorem 1.2 can be improved to be a more sharpen one. First, we establish the following lemma under the assumption associated with the second derivative of µ. This lemma is a slight generalization of [15, Theorem 1.1].
Proof. By the convolution relation
we only need to verify that F −1 e iµ ∈ Mṗ ,∞ , or equivalently, e iµ ∈ W ∞,ṗ . Write
where
Using Lemma 2.8, we further conclude that
We continue this estimate as follows:
where in the last inequality we use the dilation property property in Lemma 2.9.
Combining the above estimates yields that 3.4. An application to derivative condition. We give the proof of Corollary 1.4 in this section. By an embedding lemma, the boundedness result in Theorem 1.3 yields the conclusion in Corollary 1.4. First, we recall a useful lemma for dealing with the multiplier near the origin.
Lemma 3.2 (see [14, 16] ). Suppose 0 < p ≤ ∞, and ǫ > n(1/ṗ − 1). Let µ be a
Next, we establish the following embedding relations which will be used in the proof of Corollary 1.4.
N , where C N is defined by
with the norm g
We also have
From this, we further have
This and the fact |F
From this, we get the desired conclusion
Proof of Corollary 1.4. Let ρ 0 be a smooth function supported on B(0,1), and denote by
Take ρ * 0 to be a smooth function supported on B(0,2), satisfying that ρ 0 · ρ * 0 = ρ 0 . Note that
Using Lemma 3.2, we have ρ * 0 (e iµ1 − 1) ∈ F Lṗ. Then, 
Thus
There exists a small positive constant ǫ such that n/(ṗ ∧q)
n/(ṗ∧q)+ǫ .
From this and the embedding relation
[n/(ṗ∧q)]+1 derived by Lemma 3.3, we further deduce that
It then follows by Theorem 1.1 that e iµ2(D) is bounded on W p,q . If β ∈ (1, 2], we have
Denote by s := β − 1. We have
By the similar method as in the above case β ∈ (0, 1], we further deduce that
n/ṗ+ǫ (|γ| = 2). This and Theorem 1.3 imply the boundedness of e iµ2(D) from W p,q δ to W p,q , where δ ≥ sn|1/p − 1/q| = n(β − 1)|1/p − 1/q| with strict inequality when p = q.
Combining the above two cases we have that e iµ2(D) : W p,q δ → W p,q is bounded, where δ ≥ n|1/p − 1/q| max{β − 1, 0} with strict inequality when β > 1, p = q. This and the boundedness of e iµ1(D) yield the final conclusion of Corollary 1.4.
sharp loss of potential
This section is devoted to the proof of Theorem 1.5. To this end, we first develop the scattered property of ∇µ in Lemma 4.1, and then use this to establish some useful estimates of certain special functions in Lemma 4.2. Thanks to these estimates and a rotation trick, the boundedness results on Wiener amalgam spaces can be reduced to the simple embedding relations of weighted sequences. This yields the final conclusion in Theorem 1.5. 
for some r 0 > 0. Then there exists a cone Γ with vertex at the origin such that the set {∇µ(ξ l )} l∈A is scattered in the following sense:
Proof. Note that the Hessian matrix of µ is a real symmetric matrix. This and the assumption |Hessµ(κ 0 )| = 0 imply that all the eigenvalues of Hessµ(κ 0 ), denoted by λ j , j = 1, 2, · · · , n, are nonzero real numbers. Write
where P is a orthogonal matrix. Take
Denote by A(ξ) := Q(Hessµ(ξ)). Then
By the continuity of ∂ i,j µ, we can write
where R is a matrix satisfying
From the above two estimates and (4.1), we can choose a small constant r ∈ (0, r 0 ] such that for ξ ∈ S n−1 ∩ B(κ 0 , r),
Denote by Γ the cone containing all vectors ξ such that ξ |ξ| ∈ S n−1 ∩ B(κ 0 , r). By the assumption, we know that for every |γ| = 2,
which implies that
From this and (4.2), we know that for ξ ∈ Γ\B(0, 1)
Next, we will proof that {∇µ(ξ l )} l∈A is a scattered set in the sense that
For any two fixed point ξ l , ξ k we set
A direct calculation yields that
Note that ξ l + θ(ξ k − ξ l ) ∈ Γ\B(0, 1). We use (4.3) to further obtain
Next,
By the following identity
If 4
(4.5)
The combination of (4.4), (4.5) and (4.6) yields that
On the other hand
It follows by the above two estimates that
Hence,
This completes the proof of Lemma 4.1. 
Lemma 4.2 (Estimates of special functions). Let
; Moreover, the above estimates is uniformly for all {a k } k∈E .
Proof. It follows by Lemma 4.1 that there exists a constant R > 0 such that the family {B(∇µ(ξ k ), R} k∈E is pairwise disjoint. In additional, by Lemma 2.11, there exists a positive constant r < 1/2 such that the family {B(ξ k , r)} k∈Z n is pairwise disjoint. Take h, h * be two real-valued nonnegative Schwartz functions satisfying
Denote by h k (ξ) := h(ξ−ξ k ) and h * k (ξ) := h * (ξ−ξ k ). For any nonnegative truncated (only finite nonzero items) sequence {a k } k∈A , we set
We claim that m W ∞,∞ n/(ṗ∧q)+ǫ 1. As in the proof of Theorem 1.1, we write
Take ψ to be a C ∞ c (R n ) function supported on B(0, 1/2) such that ψ h * = h * . By the similar argument as in the proof of Theorem 1.1, we get
Together with this and the following estimate
, the desired estimate follows by
where in the last estimate we use the assumption that (1
for |γ| = 2. Hence,
On the other hand, observe
A similar argument yields that
and
follows by (4.7) and (4.8). Let us turn to the estimate of G W p,q .
Lower estimate of G W p,q . Take φ to be a real-valued function supported on B(0, 3R/4) and satisfying φ(ξ) = 1, ξ ∈ B(0, r/2).
Thus, for η ∈ B(ξ l , r/4),
Then for η ∈ B(ξ l , r/4),
. By Lemma 4.1, we know that the family {B(−∇µ(ξ l )/2π, R/2π)} k∈A is pairwise disjoint. Then the desired lower estimate follows by
Upper estimate of G W p,q . By the definition of h k and φ, we know that for any k ∈ A,
Moreover the family {B(ξ k , r)} k∈Z n is pairwise disjoint. For ξ ∈ B(ξ k , r),
It follows that
By Lemma 4.1, we know that
uniformly for all x ∈ R n and j ≥ 1. From this, we have
This and (4.9) imply that
Then, . By the definition of h k and φ, we know that for η ∈ B(ξ l , r/4),
Form this we further deduce that
Then the desired estimate follows by
. . By the definition of h k and φ, we know that for any k ∈ A,
where the family {B(ξ k , r)} k∈Z n is pairwise disjoint. For ξ ∈ B(ξ k , 1),
For the last term, we further have
where in the last inequality we use the fact that both h and φ are Schwartz functions, L indicates a sufficiently large number. Now, we have the following estimate
. 
Lemma 4.3 (Rotation trick
This and Lemma 4.2 yield that
In the above two inequalities, the set E will be replaced by Z n , by using a rotation trick as follows.
Denote by µ P (ξ) := µ(P −1 ξ), where P is a orthogonal matrix. By a direct calculation we get
where f P −1 (x) := f (P x). Using Lemma 2.10, we get → W p,q is bounded uniformly for all orthogonal matrix P . We also have Hessµ P (ξ) = Hessµ(P −1 ξ).
From the above arguments we claim that µ P satisfies all the assumption of Theorem 1.5 when κ 0 is replaced by P κ 0 . Then we apply the same argument of Lemma 4.1 and 4.2 to the new operator e iµP . We get
β−1 l, Γ is the cone chosen in the proof of Lemma 4.1. Note that there exist finite orthogonal matrix, denoted by P i such that E Pi = Z n \{0}. From this and (4.10), we get
.
A similar argument yields another desired conclusion:
Proof of Theorem 1.5. If p ≤ q, By Lemma 4.3, we have
From this and Lemma 2.2, we further obtain
with strict inequality when p < q.
If p > q, we use Lemma 4.3 to get
. Then Lemma 2.2 further imply that 
n/(ṗ∧q)+ǫ (|γ| = 2) for some ǫ > 0. Then the necessity follows by Theorem 1.5.
Complements: high growth of µ
Keep the prototype µ(ξ) = |ξ| β under consideration, if β > 2, we find that the previous working space W ∞,∞ n/(ṗ∧q)+ǫ should be replaced by a more reasonable one fitting this high growth case. In fact, in the high growth case, the working space is expected to be a function space in which the functions can not only be localized in time, but also be invariant under the modulation operator. By this observation, the Wiener amalgam space without potential, such like W p,q , may be a good choice. As in [4] , to establish the boundedness result on Wiener amalgam spaces, another approach is to use the boundedness result on modulation spaces. Note that the the natural working space for modulation case is just a Wiener amalgam space without potential, one can see the natural working space W ∞,1 used in [15] . Here, we first give a generalization of Theorem 1.2 in [15] , then by an embedding relations between modulation and Wiener amalgam spaces, we obtain the boundedness results on Wiener amalgam spaces.
Proof. We only give the sketch of this proof, since it is similar as the proof of Theorem 1.2 and Lemma 3.1. By the convolution relation (see [8, Corollary 4 
we only need to verify that F −1 e iµ ∈ Mṗ ,∞ −δ , or equivalently, ξ −δ e iµ ∈ W ∞,ṗ . Write 
Denote by µ k (x) := µ( x k s/2 ), and
For l ∈ B k , we further have
Now, we are in a position to give our desired conclusion.
Theorem 5.3 (high growth of µ). Suppose 0 < p, q ≤ ∞. Let µ be a real-valued 
For p < q, we use Lemma 5.2 to deduce
Remark 5.4. As one can see, in the high growth case, the potential loss comes from two aspects. The first one n|1/p − 1/q| can be viewed as the result of the scattered property of ∇µ, and the second one sn|1/p − 1/2| comes from the second order derivative of µ as in the modulation case. This more complex composition may add more difficulties to determine the sharp loss of potential in this high growth case. One can see [4] for a partial result in this direction.
As in the Corollary 1.4, we can also establish the conclusions fitting more detailed derivative condition of µ. Thus, for p ≥ 1, we use the Hölder inequality to deduce that We have now verified the claim and completed this proof.
Applying Corollary 1.4 and 5.5 to the prototype µ(ξ) = |ξ| β , we deduce the following conclusion. In order to prove Lemma 2.8, we first recall the sharp version of Young's inequality of discrete form.
Lemma A.1 (Lemma 4.5 in [8] ). Suppose 0 < q, q 1 , q 2 ≤ ∞. Set S := {j ∈ Z : q j ≥ 1, 1 ≤ j ≤ 2}. Then l q1 * l q2 ⊂ l q holds if and only if (|S| − 1) + 1/q ≤ 1/q 1 + 1/q 2 , 1/q ≤ 1/q 1 , 1/q ≤ 1/q 2 .
By this lemma, we further have following useful inequality. We divide this proof into two cases. Case 1: r < 1 or r 2 < 1. The desired conclusion follows by Lemma A.1 and (A.1).
Case 2: r, r 2 ≥ 1. We only need to check 1 + 1/r ≤ 1/r 1 + 1/r 2 , which is equivalent to 1 ≤ 1/r 2 ⇐⇒ṗ ∧q p ≤ 1.
Then, we give the following product relation on modulation space.
Lemma A.3. Let 0 < p, q ≤ ∞, we have
Proof. Using the almost orthogonality of the frequency projections σ k , we have that for all k ∈ Z n ,
where c(n) is a constant depending only on n. By the fact that k is an L p multiplier, we use Hölder's inequality to deduce that
By the definition of modulation space, we further have
where in the last inequality we use the convolution relation l 
