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On the strong Markov property for stochastic differential equations
driven by G-Brownian motion
Mingshang Hu ∗ Xiaojun Ji † Guomin Liu ‡
Abstract. The objective of this paper is to study the strong Markov property for the stochastic differ-
ential equations driven by G-Brownian motion (G-SDEs for short). We first extend the deterministic-time
conditional G-expectation to optional times. The strong Markov property for G-SDEs is then obtained by
Kolmogorov’s criterion for tightness. In particular, for any given optional time τ and G-Brownian motion
B, the reflection principle for B holds and (Bτ+t −Bτ )t≥0 is still a G-Brownian motion.
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1 Introduction
The strong Markov property for stochastic differential equations (SDEs) is one of the most fundamental
results in the theory of classical stochastic processes. It claims that for any given optional time τ we have
EP [ϕ(X
x
τ+t1 , · · · , Xxτ+tm)|Fτ+] = EP [ϕ(Xyt1 , · · · , Xytm)]y=Xxτ (1.1)
for SDEs (Xxt )t≥0 with initial value x. Here EP and EP [·|Fτ+] stands for the expectation and conditional
expectation, respectively, related to a probability measure P . It was obtained by K. Itoˆ in his pioneering work
[11], and since then, it has been widely applied to stochastic control, mathematical finance and probabilistic
method for partial differential equations (PDEs); see, e.g., [1, 4, 19].
Recently, motivated by probabilistic interpretations for fully nonlinear PDEs and financial problems
with model uncertainty, Peng [20–22] systematically introduced the notion of nonlinear G-expectation Eˆ[·]
by stochastic control and PDE methods. Under the G-expectation framework, a new kind of Brownian
motion, called G-Brownian motion, was constructed. The corresponding stochastic calculus of Itoˆ’s type
was also established. Furthermore, by the contracting mapping theorem, Peng obtained the existence and
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uniqueness of the solution of G-SDEs:


dXxt = b(X
x
t )dt+
∑d
i,j=1 hij(X
x
t )d〈Bi, Bj〉t +
∑d
j=1 σj(X
x
t )dB
j
t , t ∈ [0, T ],
Xx0 = x,
(1.2)
where B = (B1, . . . , Bd) is G-Brownian motion and 〈Bi, Bj〉 is its cross-variation process, which is not
deterministic unlike the classical case.
A very interesting problem is whether, for G-SDEs, the following generalized strong Markov property is
true:
Eˆτ+[ϕ(X
x
τ+t1 , · · · , Xxτ+tm)] = Eˆ[ϕ(Xyt1 , · · · , Xytm)]y=Xxτ . (1.3)
In this paper, we first construct the conditional G-expectation Eˆτ+[·] for any given optional time τ by extend-
ing the definition of conditional G-expectation Eˆt[·] to optional times. The main tools in this construction
are a universal continuity estimate for Eˆt[·] (see Lemma 3.3) and a new kind of consistency property (see
Proposition 3.9). We also show that Eˆτ+[·] can preserve most useful properties of classical conditional ex-
pectations except the linearity. Based on the conditional expectation Eˆτ+[·], we then further obtain the
strong Markov property (1.3) for G-SDEs by adapting the standard discretization method. In contrast to
the linear case, the main difficulty is that in the nonlinear expectation context the dominated convergence
theorem does not hold in general. We tackle this problem by using Kolmogorov’s criterion for tightness and
the properties of Eˆτ+[·]. In particular, for G-Brownian motion B, we obtain that the reflection principle
for B holds and (Bτ+t − Bτ )t≥0 is still a G-Brownian motion. Finally, with the help of the strong Markov
property, the level set of G-Brownian motion is also investigated.
We note that problem of constructing Eˆτ+[·] was first considered in [18], where Eˆτ+[·] is defined for all
upper semianalytic (more general than Borel-measurable) functions by the analytic sets theory. But the
corresponding conditional expectation is also upper semianalytic and when the usual Borel-measurablity
can be attained remains unknown. In our paper, by a completely different approach, our construction
focuses on a large class of Borel functions to obtain more regularity properties for Eˆτ+[·], among which is
its measurability with respect to Fτ+. Moreover, some of these properties are important for the derivation
of strong Markov property for G-SDEs.
This paper is organized as follows. In Section 2, we recall some basic notions of G-expectation, G-
Brownian motion and G-SDEs. Section 3 is devoted to the construction of the conditional G-expectation
Eˆτ+[·] and the investigation of its properties. Then, in Section 4, we study the strong Markov property for
G-SDEs. Finally, in Section 5, we use the strong Markov property to prove that the level set of G-Brownian
motion has no isolated point.
2 Preliminaries
In this section, we review some basic notions and results of G-expectation. More relevant details can be
found in [6, 15–17, 20–23]
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2.1 G-expectation space
Let Ω be a given nonempty set andH be a linear space of real-valued functions on Ω such that if X1,. . . ,Xd ∈
H, then ϕ(X1, X2, . . . , Xd) ∈ H for each ϕ ∈ Cb.Lip(Rd), where Cb.Lip(Rd) is the space of bounded, Lipschitz
functions on Rd. H is considered as the space of random variables.
Definition 2.1 A sublinear expectation Eˆ on H is a functional Eˆ : H → R satisfying the following properties:
for each X,Y ∈ H,
(i) Monotonicity: Eˆ[X ] ≥ Eˆ[Y ] if X ≥ Y ;
(ii) Constant preserving: Eˆ[c] = c for c ∈ R;
(iii) Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ];
(iv) Positive homogeneity: Eˆ[λX ] = λEˆ[X ] for λ ≥ 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space.
Definition 2.2 Two d-dimensional random vectors X1 and X2 defined respectively on sublinear expectation
spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2) are called identically distributed, denoted by X1 d= X2, if
Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)], for each ϕ ∈ Cb.Lip(Rd).
Definition 2.3 On the sublinear expectation space (Ω,H, Eˆ), an n-dimensional random vector Y is said to
be independent from a d-dimensional random vector X, denoted by Y⊥X, if
Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ], for each ϕ ∈ Cb.Lip(Rd+n).
A d-dimensional random vector X¯ is said to be an independent copy of X if X¯
d
= X and X¯⊥X .
Definition 2.4 (G-normal distribution) A d-dimensional random vector X defined on (Ω,H, Eˆ) is called
G-normally distributed if for any a, b ≥ 0,
aX + bX¯
d
=
√
a2 + b2X,
where X¯ is an independent copy of X. Here the letter G denotes the function G(A) := 12 Eˆ[〈AX,X〉] for
A ∈ S(d), where S(d) denotes the space of all d× d symmetric matrices.
In the rest of this paper, we denote by Ω := C([0,∞);Rd) the space of all Rd-valued continuous paths
(ωt)t≥0, equipped with the distance
ρd(ω
1, ω2) :=
∞∑
i=1
1
2i
[(||ω1 − ω2||Cd[0,i] ∧ 1)],
where ||ω1−ω2||Cd[0,T ] := maxt∈[0,T ] |ω1t −ω2t | for T > 0. Given any T > 0, we also define ΩT := {(ωt∧T )t≥0 :
ω ∈ Ω}.
Let Bt(ω) := ωt for ω ∈ Ω, t ≥ 0 be the canonical process. We set
Lip(ΩT ) := {ϕ(Bt1 , Bt2 −Bt1 · · · , Btn −Btn−1) : n ∈ N, 0 ≤ t1 < t2 · · · < tn ≤ T, ϕ ∈ Cb.Lip(Rd×n)}
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as well as
Lip(Ω) :=
∞⋃
m=1
Lip(Ωm). (2.1)
Let G : S(d)→ R be a given monotonic and sublinear function. The G-expectation on Lip(Ω) is defined
by
Eˆ[X ] := E˜[ϕ(
√
t1ξ1,
√
t2 − t1ξ2, · · · ,
√
tn − tn−1ξn)],
for all X = ϕ(Bt1 , Bt2 − Bt1 , · · · , Btn − Btn−1), 0 ≤ t1 < · · · < tn < ∞, where {ξi}ni=1 are d-dimensional
identically distributed random vectors on a sublinear expectation space (Ω˜, H˜, E˜) such that ξi is G-normal
distributed and ξi+1 is independent from (ξ1, · · · , ξi) for i = 1, · · · , n − 1. Then under Eˆ, the canonical
process Bt = (B
1
t , · · · , Bdt ) is a d-dimensional G-Brownian motion in the sense that:
(i) B0 = 0;
(ii) For each t, s ≥ 0, the increments Bt+s − Bt is independent from (Bt1 , · · · , Btn) for each n ∈ N and
0 ≤ t1 ≤ · · · ≤ tn ≤ t;
(iii) Bt+s −Bt d= √sξ for t, s ≥ 0, where ξ is G-normal distributed.
Remark 2.5 (i) It is easy to check that G-Brownian motion is symmetric, i.e., (−Bt)t≥0 is also a G-
Brownian motion.
(ii) If specially G(A) = 12 tr(A), then the G-expectation is a linear expectation which corresponds to the
Wiener measure P , i.e., Eˆ = EP .
The conditional G-expectation for X = ϕ(Bt1 , Bt2 −Bt1 , · · · , Btn −Btn−1) at t = tj , 1 ≤ j ≤ n is defined
by
Eˆtj [X ] := φ(Bt1 , Bt2 −Bt1 , · · · , Btj −Btj−1),
where φ(x1, · · · , xj) = Eˆ[ϕ(x1, · · · , xj , Btj+1 −Btj , · · · , Btn −Btn−1)].
For each p ≥ 1, we denote by LpG(Ωt) (LpG(Ω) resp.) the completion of Lip(Ωt) (Lip(Ω) resp.) under the
norm ||X ||p := (Eˆ[|X |p])1/p. The conditional G-expectation Eˆt[·] can be extended continuously to L1G(Ω)
and satisfies the following proposition.
Proposition 2.6 For X,Y ∈ L1G(Ω), t, s ≥ 0,
(i) Eˆt[X ] ≤ Eˆt[Y ] for X ≤ Y ;
(ii) Eˆt[η] = η for η ∈ L1G(Ωt);
(iii) Eˆt[X + Y ] ≤ Eˆt[X ] + Eˆt[Y ];
(iv) If η ∈ L1G(Ωt) and is bounded, then Eˆt[ηX ] = η+Eˆt[X ] + η−Eˆt[−X ];
(v) Eˆt[ϕ(η,X)] = Eˆt[ϕ(p,X)]p=η, for each η ∈ L1G(Ωt;Rd), X ∈ L1G(Ω;Rn) and ϕ ∈ Cb.Lip(Rd+n);
(vi) Eˆs[Eˆt[X ]] = Eˆt∧s[X ].
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We define
Ft := σ(Bs : s ≤ t) and F :=
∨
t≥0
Ft
as well as
L0(Ft) := {X : X is Ft-measurable} and L0(F) := {X : X is F -measurable}.
The following is the representation theorem.
Theorem 2.7 ([3, 9]) There exists a family P of weakly compact probability measures on (Ω,F) such that
Eˆ[X ] = sup
P∈P
EP [X ], for each X ∈ L1G(Ω).
P is called a set that represents Eˆ.
Remark 2.8 Under each P ∈ P , the G-Brownian motion B is a martingale.
Given P that represents Eˆ, we define the capacity
c(A) := sup
P∈P
P (A), for each A ∈ F .
A set A ∈ B(Ω) is said to be polar if c(A) = 0. A property is said to holds “quasi-surely” (q.s.) if it holds
outside a polar set. In the following, we do not distinguish two random variables X and Y if X = Y q.s.
Lemma 2.9 Let {An}∞n=1 be a sequence in B(Ω) such that An ↑ A. Then c(An) ↑ c(A).
For each p ≥ 1, we set
L
p(Ω) := {X ∈ L0(F) : sup
P∈P
EP [|X |p] <∞}
and the larger space
L(Ω) := {X ∈ L0(F) : EP [X ] exists for each P ∈ P}.
We extend the G-expectation to L(Ω), still denote it by Eˆ, by setting
Eˆ[X ] := sup
P∈P
EP [X ], for X ∈ L(Ω).
From [3], we know that Lp(Ω) is a Banach space under the norm || · ||p := (Eˆ[| · |p])1/p and LpG(Ω) ⊂ Lp(Ω).
For {Xn}∞n=1 ⊂ Lp(Ω), X ∈ Lp(Ω), we say that Xn → X in Lp, denoted by X = Lp- limn→∞Xn, if
limn→∞ Eˆ[|Xn −X |p] = 0.
Lemma 2.10 Let Xn ∈ L(Ω) be a sequence such that Xn ↑ X q.s. and −Eˆ[−X1] > −∞. Then
Eˆ[Xn] ↑ Eˆ[X ].
For each T > 0 and p ≥ 1, we define
M
p,0
G (0, T ) :={η =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t) : N ∈ N, 0 ≤ t0 ≤ t1 ≤ · · · ≤ tN ≤ T,
ξj ∈ LpG(Ωtj ), j = 0, 1 · · · , N}.
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For each η ∈Mp,0G (0, T ), set the norm ‖η‖MpG := (Eˆ[
∫ T
0
|ηt|pdt]) 1p and denote by MpG(0, T ) the completion of
M
p,0
G (0, T ) under ‖ · ‖MpG .
According to [14, 22], we can define
∫ t
0
ηsdB
i
s,
∫ t
0
ξsd〈Bi, Bj〉s and
∫ t
0
ξsds for η ∈ M2G(0, T ) and ξ ∈
M1G(0, T ), where 〈Bi, Bj〉 denotes the cross-variation process, for 1 ≤ i, j ≤ d.
2.2 Stochastic differential equations driven by G-Brownian motion
We consider the following G-SDEs: for each given 0 ≤ t ≤ T <∞,


dXt,ξs = b(X
t,ξ
s )ds+
∑d
i,j=1 hij(X
t,ξ
s )d〈Bi, Bj〉s +
∑d
j=1 σj(X
t,ξ
s )dB
j
s , s ∈ [t, T ],
X
t,ξ
t = ξ,
(2.2)
where ξ ∈ LpG(Ωt;Rn), p ≥ 2 and b, hij , σj : Rn → Rn are given deterministic functions satisfying the
following assumptions:
(H1) Symmetry: hij = hji, 1 ≤ i, j ≤ d;
(H2) Lipschitz continuity: there exists a constant L such that for each x, x′ ∈ Rn,
|b(x) − b(x′)|+
d∑
i,j=1
|hij(x) − hij(x′)|+
d∑
j=1
|σj(x) − σj(x′)| ≤ L|x− x′|.
For simplicity, X0,xs will be denoted by X
x
s for x ∈ Rn. We have the following estimates for G-SDE (2.2)
which can be found in [5, 22].
Lemma 2.11 Assume that the conditions (H1) and (H2) hold. Then G-SDE (2.2) has a unique solution
(Xt,ξs )s∈[t,T ] ∈ MpG(t, T ;Rn). Moreover, there exists a constant C depending on p, T, L,G such that for any
x, y ∈ Rn, t, t′ ∈ [0, T ],
Eˆ[ sup
s∈[0,t]
|Xxs |p] ≤ C(1 + |x|p), (2.3)
Eˆ[|Xxt −Xyt′ |p] ≤ C(|x− y|p + (1 + |x|p)|t− t′|p/2). (2.4)
Noting that Xxs = X
t,Xxt
s for s ≥ t, we see from Theorem 4.4 in [8] that
Lemma 2.12 For each given ϕ ∈ Cb.Lip(Rn) and 0 ≤ t ≤ T , we have
Eˆt[ϕ(X
x
t+s)] = Eˆ[ϕ(X
t,y
t+s)]y=Xxt , for s ∈ [0, T − t].
3 Construction of the conditional G-expectation Eˆτ+
In this section, we provide a construction of the conditional G-expectation Eˆτ+ for any optional time τ
and study its properties. This notion is needed in the derivation of strong Markov property for G-SDEs in
Section 4. We shall also give an application on the reflection principle for G-Brownian motion at the end of
this section.
6
3.1 The construction of conditional G-expectation Eˆτ+ on L
1,τ+
G (Ω)
The mapping τ : Ω→ [0,∞) is called a stopping time if {τ ≤ t} ∈ Ft for each t ≥ 0 and an optional time if
{τ < t} ∈ Ft for each t ≥ 0. A stopping time is an optional time but the converse may not hold.
For each optional time τ , we define the σ-field
Fτ+ := {A ∈ F : A ∩ {τ < t} ∈ Ft, ∀t ≥ 0} = {A ∈ F : A ∩ {τ ≤ t} ∈ Ft+, ∀t ≥ 0},
where Ft+ = ∩s>tFs. If τ is a stopping time, we also define
Fτ := {A ∈ F : A ∩ {τ ≤ t} ∈ Ft, ∀t ≥ 0}.
Let τ be an optional time. For each p ≥ 1, we set
L
0,p,τ+
G (Ω) = {X =
n∑
i=1
ξiIAi : n ∈ N, {Ai}ni=1 is an Fτ+-partition of Ω, ξi ∈ LpG(Ω), i = 1, · · · , n}
and denote by Lp,τ+G (Ω) the completion of L
0,p,τ+
G (Ω) under the norm || · ||p. In this subsection, we want to
define the conditional G-expectation
Eˆτ+ : L
1,τ+
G (Ω)→ L1,τ+G (Ω) ∩ L0(Fτ+).
This will be accomplished in three stages by progressively constructing the conditional expectation on Lip(Ω),
L1G(Ω) and finally L
1,τ+
G (Ω).
Remark 3.1 According to Theorem 25 in [3], for X ∈ L1G(Ω), we have
Eˆ[|X |I{|X|>N}]→ 0, as N →∞. (3.1)
This, together with a direct calculation, implies that (3.1) still holds for X ∈ L1,τ+G (Ω).
In the following, unless stated otherwise, we shall always assume that the optional time τ satisfying the
following assumption:
(H3) c({τ > T })→ 0, as T →∞.
Stage one: Eˆτ+ on Lip(Ω)
Let X ∈ Lip(Ω). The construction of
Eˆτ+ : Lip(Ω)→ L1,τ+G (Ω) ∩ L0(Fτ+)
consists of two steps.
Step 1. For any given simple discrete stopping time τ taking values in {ti : i ≥ 1}, we define
Eˆτ+[X ] :=
∞∑
i=1
Eˆti [X ]I{τ=ti}, (3.2)
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where a discrete stopping (or optional) time is simple means that ti ↑ ∞, as i → ∞. Here we employ the
convention that tn+i := tn+ i, i ≥ 1, if τ is a discrete stopping (or optional) time taking finitely many values
{ti : i ≤ n} with ti ≤ ti+1.
Step 2. For a general optional time τ , let τn be a sequence of simple discrete stopping times such that
τn → τ uniformly. We define
Eˆτ+[X ] := L
1- lim
n→∞
Eˆτn+[X ]. (3.3)
Proposition 3.2 The conditional expectation Eˆτ+ : Lip(Ω)→ L1,τ+G (Ω) ∩ L0(Fτ+) is well-defined.
In the following, for notation simplicity, we always use CX to denote the bound of X for any bounded
function X : Ω → R. Similarly, for any given bounded, Lipschitz function ϕ : Rn → R, we always use Cϕ
and Lϕ to denote its bound and Lipschitz constant respectively.
The proof relies on the following lemmas. We set
Λδ,T := {(u1, u2) : 0 ≤ u1, u2 ≤ T, |u1 − u2| ≤ δ}.
The first three lemmas concern the continuity properties of conditional expectation Eˆt on Lip(Ω).
Lemma 3.3 Let X = ϕ(Bt1 , Bt2 − Bt1 , · · · , Btn − Btn−1) for ϕ ∈ Cb.Lip(Rn×d) with 0 ≤ t1 < t2 < · · · <
tn <∞. Then for any T ≥ 0 and 0 ≤ s1 ≤ s2 ≤ T , we have
|Eˆs2 [X ]− Eˆs1 [X ]| ≤ C{ sup
(u1,u2)∈Λs2−s1,T
(|Bu2 −Bu1 | ∧ 1) +
√
s2 − s1}, (3.4)
where C is a constant depending only on X and G.
Proof. First suppose s1, s2 ∈ [ti, ti+1] for some 0 ≤ i ≤ n with the convention that t0 = 0, tn+1 = ∞. By
the definition of conditional G-expectation on Lip(Ω), we have
Eˆsj [X ] = ψj(Bt1 , · · · , Bti −Bti−1 , Bsj −Bti), for j = 1, 2, (3.5)
where
ψj(x1, · · · , xi, xi+1) = Eˆ[ϕ(x1, · · · , xi, xi+1 +Bti+1 −Bsj , · · · , Btn −Btn−1)].
From the sub-additivity of Eˆ,
|ψ1(x1, · · · , xi, xi+1)− ψ2(x′1, · · · , x′i, x′i+1)|
≤ (Lϕ(
i+1∑
j=1
|xj − x′j |+ Eˆ[|Bs2 −Bs1 |])) ∧ (2Cϕ)
≤ C1(
i+1∑
j=1
|xj − x′j | ∧ 1 +
√
s2 − s1),
where C1 = (Lϕ(1 ∨ Eˆ[|B1|])) ∨ (2Cϕ). Combining this with (3.5), we obtain
|Eˆs2 [X ]− Eˆs1 [X ]| ≤ C1(|Bs2 −Bs1 | ∧ 1 +
√
s2 − s1). (3.6)
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Next, suppose s1 ∈ [ti, ti+1], s2 ∈ [tj , tj+1] for some j ≥ i. Applying estimate (3.6), we have
|Eˆs2 [X ]− Eˆs1 [X ]| ≤ |Eˆs2 [X ]− Eˆtj [X ]|+ |Eˆtj [X ]− Eˆtj−1 [X ]|+ · · ·+ |Eˆti+1 [X ]− Eˆs1 [X ]|
≤ C1(|Bs2 −Btj | ∧ 1 + · · ·+ |Bti+1 −Bs1 | ∧ 1) + C1(
√
s2 − tj + · · ·+
√
ti+1 − s1)
≤ C{ sup
(u1,u2)∈Λs2−s1,T
(|Bu2 −Bu1 | ∧ 1) +
√
s2 − s1},
where C = (n+ 1)C1.
Note that the estimate in the above lemma is universal: the right-hand side of estimate (3.4) depends only
on the difference s2 − s1 instead of the values of s1 and s2. Then we can easily get the following discrete
stopping time version. A more general form is given in Lemma 3.18.
Lemma 3.4 Let X ∈ Lip(Ω). Then for any T, δ > 0 and discrete stopping times τ, σ ≤ T taking finitely
many values such that |τ − σ| ≤ δ, we have
|Eˆτ+[X ]− Eˆσ+[X ]| ≤ C{ sup
(u1,u2)∈Λδ,T
(|Bu2 −Bu1 | ∧ 1) +
√
δ}, (3.7)
where C is a constant depending only on X and G.
Proof. Assume τ =
∑n
i=1 tiI{τ=ti}, σ =
∑m
i=1 siI{σ=si}. By the definition (3.2), we have
|Eˆτ+[X ]− Eˆσ+[X ]| = |
n∑
i=1
Eˆti [X ]I{τ=ti} −
m∑
j=1
Eˆsj [X ]I{σ=sj}|
≤
n∑
i=1
m∑
j=1
|Eˆti [X ]− Eˆsj [X ]|I{τ=ti}∩{σ=sj}.
Then by Lemma 3.3, there exists a constant C depending on X and G such that
|Eˆτ+[X ]− Eˆσ+[X ]| ≤
n∑
i=1
m∑
j=1
C( sup
(u1,u2)∈Λ|ti−sj |,T
(|Bu2 −Bu1 | ∧ 1) +
√
|ti − sj |)I{τ=ti}∩{σ=sj}
≤ C( sup
(u1,u2)∈Λδ,T
(|Bu2 −Bu1 | ∧ 1) +
√
δ).
The proof is complete.
Lemma 3.5 Let T > 0 be a given constant. Then
Eˆ[ sup
(u1,u2)∈Λδ,T
(|Bu2 −Bu1 | ∧ 1)] ↓ 0, as δ ↓ 0. (3.8)
Proof. Given any ε > 0, by the tightness of P , we may pick a compact set K ⊂ ΩT such that c(Kc) < ε.
Then by the Arzela`-Ascoli theorem, there exists a δ > 0 such that |Bu1(ω) − Bu2(ω)| ≤ ε for ω ∈ K and
|u1 − u2| ≤ δ, 0 ≤ u1, u2 ≤ T . Consequently,
Eˆ[ sup
(u1,u2)∈Λδ,T
(|Bu2 −Bu1 | ∧ 1)] ≤ Eˆ[ sup
(u1,u2)∈Λδ,T
|Bu2 −Bu1 |IK ] + c(Kc) ≤ 2ε.
Since ε can be arbitrarily small, we obtain the lemma.
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Remark 3.6 From the proof, we know that the above lemma is still true for a more general case that Eˆ is
the upper expectation of a tight family of probability measures. To be precise, for any fixed T , let ΩT be
defined as in Section 2, (Bt)0≤t≤T be the canonical process and Eˆ = supP∈P′ EP , where P ′ is a tight family
of probability measures on ΩT , then (3.8) holds. This generalization will be used in the next section.
The following lemma is analogous to the classical one.
Lemma 3.7 Let X ∈ Lip(Ω) and τ, σ be two simple discrete stopping times. Then Eˆ(τ∧σ)+[X ] = Eˆτ+[X ]
on {τ ≤ σ}.
Proof. Assume τ, σ taking values in {ti : i ≥ 1} and {si : i ≥ 1}. Then
Eˆ(τ∧σ)+[X ] =
∞∑
i,j=1
Eˆti∧sj [X ]I{τ=ti,σ=sj}.
Multiplying I{τ≤σ} on both sides, since ti ≤ sj on {τ = ti, σ = sj} ∩ {τ ≤ σ}, it follows that
I{τ≤σ}Eˆ(τ∧σ)+[X ] =
∞∑
i,j=1
Eˆti [X ]I{τ≤σ}I{τ=ti,σ=sj} =
∞∑
i=1
Eˆti [X ]I{τ=ti}I{τ≤σ} = I{τ≤σ}Eˆτ+[X ],
which is the desired conclusion.
Proof of Proposition 3.2. Assume X ∈ Lip(Ω). Let τn be a sequence of simple discrete stopping
times such that τn → τ uniformly. We need to show that Eˆτn+[X ] is a Cauchy sequence in L1 and the
limit is independent of the choice of the approximation sequence τn. Assume τn =
∑∞
i=1 t
n
i I{τn=tni } and
|τn − τ | ≤ δn → 0, as n → ∞. We can take n0 large enough such that δn ≤ 1 for n ≥ n0, and hence
{τ ≤ T } ⊂ {τn ≤ T +1} and {τ ≤ T } ⊂ {τm ≤ T +1}, for m,n ≥ n0. Then it follows from Lemma 3.7 that
|Eˆτn+[X ]− Eˆτm+[X ]| = |Eˆτn+[X ]− Eˆτm+[X ]|I{τ≤T} + |Eˆτn+[X ]− Eˆτm+[X ]|I{τ>T}
≤ |Eˆ(τn∧(T+1))+[X ]− Eˆ(τm∧(T+1))+[X ]|I{τ≤T} + 2CXI{τ>T}.
(3.9)
For any ε > 0, we choose T large enough such that c({τ > T }) ≤ ε by (H3). Taking expectation on both
sides of (3.9) and letting n,m→∞, we then obtain by Lemma 3.4 and Lemma 3.5
lim sup
n,m→∞
Eˆ[|Eˆτn+[X ]− Eˆτm+[X ]|] ≤ 2CXc({τ > T }) ≤ 2CXε.
Since ε can be arbitrarily small, this implies
lim
n,m→∞
Eˆ[|Eˆτn+[X ]− Eˆτm+[X ]|] = 0.
Similar argument shows that if there exists another simple discrete sequences τ ′n such that τ
′
n → τ uniformly,
we have
lim
n→∞
Eˆ[|Eˆτn+[X ]− Eˆτ ′n+[X ]|] = 0.
Next, for each n ≥ 1, we set
τn := fn(τ) :=
∞∑
i=1
tni I{tni−1≤τ<t
n
i }
, where tni :=
i
2n
, i ≥ 0. (3.10)
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Then we deduce Eˆτn+[X ] ∈ L1,τ+G (Ω) ∩ L0(Fτ+) by the observation that
m∑
i=1
Eˆtni
[X ]I{τn=tni } ∈ L
0,1,τ+
G (Ω) ∩ L0(Fτ+), for each m ≥ 1
and
Eˆ[|
∞∑
i=1
Eˆtni
[X ]I{τ=tni } −
m∑
i=1
Eˆtni
[X ]I{τn=tni }|]
≤ Eˆ[
∞∑
i=m+1
|Eˆtn
i
[X ]|I{τn=tni }]
≤ CX Eˆ[
∞∑
i=m+1
I{τn=tni }]
= CXc({τ ≥ tnm})→ 0, as n→∞.
By the definition (3.3), this implies Eˆτ+[X ] ∈ L1,τ+G (Ω) ∩ L0(Fτ+).
Finally, if τ is itself a simple discrete stopping time, then Eˆτ+ defined by (3.3) coincides with the one
defined by (3.2) since we can take the approximation sequence τn ≡ τ, n ≥ 1 in Step 2.
Now we give three fundamental properties which are important for the extension of Eˆτ+ to L
1
G(Ω).
Proposition 3.8 The conditional expectation Eˆτ+ satisfies the following properties: for X,Y ∈ Lip(Ω),
(i) Eˆτ+[X ] ≤ Eˆτ+[Y ], for X ≤ Y ;
(ii) Eˆτ+[X + Y ] ≤ Eˆτ+[Y ] + Eˆτ+[Y ];
(iii) Eˆ[Eˆτ+[X ]] = Eˆ[X ].
In order to prove (iii), we need the following proposition. It is a generalized version of Proposition 2.5 (vi)
in [7].
Proposition 3.9 Let Ai ∈ Fti , i ≤ n for 0 ≤ t1 ≤ · · · ≤ tn such that ∪ni=1Ai = Ω and Ai∩Aj = ∅ for i 6= j.
Then for each ξi ∈ L1G(Ω), i ≤ n, we have
Eˆ[
n∑
i=1
ξiIAi ] = Eˆ[
n∑
i=1
Eˆti [ξi]IAi ]. (3.11)
Proof. Step 1. Suppose first ξi ≥ 0, i = 1, · · · , n. For any P ∈ P , by Lemma 17 in [10], we have
EP [ξi|Fti ] ≤ Eˆti [ξi] P -a.s.
Then
EP [
n∑
i=1
ξiIAi ] = EP [
n∑
i=1
EP [ξi|Fti ]IAi ] ≤ EP [
n∑
i=1
Eˆti [ξi]IAi ] ≤ Eˆ[
n∑
i=1
Eˆti [ξi]IAi ].
This implies
Eˆ[
n∑
i=1
ξiIAi ] = sup
P∈P
EP [
n∑
i=1
ξiIAi ] ≤ Eˆ[
n∑
i=1
Eˆti [ξi]IAi ].
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Now we prove the reverse inequality. We only need to show that, for each P ∈ P ,
EP [
n∑
i=1
Eˆti [ξi]IAi ] ≤ Eˆ[
n∑
i=1
ξiIAi ]. (3.12)
Let P ∈ P be given. For i ≤ n, noting that Ai, Aci ∈ Fti , we can choose a sequence of increasing compact sets
Kim ⊂ Ai, m ≥ 1 such that P (Ai\Kim) ↓ 0, as m ↑ ∞ and a sequence of increasing compact sets K˜im ⊂ Aci ,
m ≥ 1 such that P (Aci\K˜im) ↓ 0, as m ↑ ∞. Moreover, since Kim ∩ K˜im = ∅ and Kim, K˜im are compact sets,
we have
ρd(K
i
m, K˜
i
m) > 0. (3.13)
For each i,m, by Theorem 1.2 in [2] and (3.13), there exist two sequences {ϕi,ml }∞l=1, {ϕ˜i,ml }∞l=1 ⊂ Cb(Ωti)
such that ϕi,ml ↓ IKim , ϕ˜
i,m
l ↓ IK˜i
k
, as l →∞ and
ϕ
i,m
l · ϕ˜i,ml = 0, for all l ≥ 1. (3.14)
Applying the classical monotone convergence theorem under P , we have
EP [
n∑
i=1
Eˆti [ξi]IAi ] = EP [
n∑
i=1
Eˆti [ξi]IAi
i−1∏
j=1
IAc
j
]
= lim
m→∞
EP [
n∑
i=1
Eˆti [ξi]IKim
i−1∏
j=1
IK˜jm ]
= lim
m→∞
lim
l→∞
EP [
n∑
i=1
Eˆti [ξi]ϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ]
≤ lim
m→∞
lim
l→∞
Eˆ[
n∑
i=1
Eˆti [ξi]ϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ].
(3.15)
For any fixed m, l, by (vi), (ii), (iv) of Proposition 2.6, we have
Eˆ[
n∑
i=1
Eˆti [ξi]ϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ] = Eˆ[Eˆtn−1 [
n∑
i=1
Eˆti [ξi]ϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ]]
= Eˆ[
n−1∑
i=1
Eˆti [ξi]ϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l + Eˆtn−1 [ξnϕ
n,m
l ]
n−1∏
j=1
ϕ˜
j,m
l ].
By (3.14) and Proposition 2.6 (iv), we note that
Eˆtn−1 [ξn−1]ϕ
n−1,m
l + Eˆtn−1 [ξnϕ
n,m
l ]ϕ˜
n−1,m
l = Eˆtn−1 [ξn−1ϕ
n−1,m
l + ξnϕ
n,m
l ϕ˜
n−1,m
l ].
We thus obtain
Eˆ[
n∑
i=1
Eˆti [ξi]ϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ] = Eˆ[
n−2∑
i=1
Eˆti [ξi]ϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l + Eˆtn−1 [ξn−1ϕ
n−1,m
l + ξnϕ
n,m
l ϕ˜
n−1,m
l ]
n−2∏
j=1
ϕ˜
j,m
l ].
Repeating this procedure, we conclude that
Eˆ[
n∑
i=1
Eˆti [ξi]ϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ] = Eˆ[Eˆt1 [
n∑
i=1
ξiϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ]] = Eˆ[
n∑
i=1
ξiϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ]. (3.16)
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Substituting (3.16) into (3.15), we arrive at the inequality
EP [
n∑
i=1
Eˆti [ξi]IAi ] ≤ limm→∞ liml→∞ Eˆ[
n∑
i=1
ξiϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ]. (3.17)
By Theorem 1.31 in Chap VI of [22], we note that
lim
l→∞
Eˆ[
n∑
i=1
ξiϕ
i,m
l
i−1∏
j=1
ϕ˜
j,m
l ] = Eˆ[
n∑
i=1
ξiIKim
i−1∏
j=1
IK˜jm ]
≤ Eˆ[
n∑
i=1
ξiIKim ]
≤ Eˆ[
n∑
i=1
ξiIAi ].
Thus (3.12) is proved.
Step 2. Consider now the general case. We define ξNi = ξi ∨ (−N) for constant N > 0. By Step 1,
Eˆ[
n∑
i=1
(ξNi +N)IAi ] = Eˆ[
n∑
i=1
Eˆti [ξ
N
i +N ]IAi ]. (3.18)
Note that
Eˆ[
n∑
i=1
(ξNi +N)IAi ] = Eˆ[
n∑
i=1
ξNi IAi ] +N
and
Eˆ[
n∑
i=1
Eˆti [ξ
N
i +N ]IAi ] = Eˆ[
n∑
i=1
Eˆti [ξ
N
i ]IAi ] +N.
Subtracting N from both sides of (3.18), we obtain
Eˆ[
n∑
i=1
ξNi IAi ] = Eˆ[
n∑
i=1
Eˆti [ξ
N
i ]IAi ].
Letting N →∞ yields (3.11) by (3.1)
Proof of Proposition 3.8. (i), (ii) follows immediately from the definition of Eˆτ+ and Proposition 2.6
(i), (iii). We just need to prove (iii).
First suppose τ is a simple discrete stopping time. By Proposition 3.9, noting that {τ = ti} ∈ Fti , i ≥ 1,
we have,
Eˆ[Eˆτ+[X ]] = Eˆ[
∞∑
i=1
Eˆti [X ]I{τ=ti}] = limn→∞
Eˆ[
n∑
i=1
Eˆti [X ]I{τ=ti}] = limn→∞
Eˆ[
n∑
i=1
XI{τ=ti}] = Eˆ[X ].
Now we consider the general optional time τ . Taking a simple discrete stopping time sequence τn → τ
uniformly, we obtain
Eˆ[Eˆτ+[X ]] = Eˆ[L
1- lim
n→∞
Eˆτn+[X ]] = lim
n→∞
Eˆ[Eˆτn+[X ]] = Eˆ[X ],
which is the desired result.
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Stage two: Eˆτ+ on L
1
G(Ω)
We proceed to define
Eˆτ+ : L
1
G(Ω)→ L1,τ+G (Ω) ∩ L0(Fτ+).
Let X ∈ L1G(Ω). Then there exists a sequence {Xn}∞n=1 ⊂ Lip(Ω) such that Xn → X in L1. We define
Eˆτ+[X ] := L
1- lim
n→∞
Eˆτ+[Xn].
This extension of Eˆτ+ also satisfies the basic properties in Proposition 3.8.
Proposition 3.10 The conditional expectation Eˆτ+ : L
1
G(Ω) → L1,τ+G (Ω) ∩ L0(Fτ+) is well-defined and
satisfies: for X,Y ∈ L1G(Ω),
(i) Eˆτ+[X ] ≤ Eˆτ+[Y ], for X ≤ Y ;
(ii) Eˆτ+[X + Y ] ≤ Eˆτ+[Y ] + Eˆτ+[Y ];
(iii) Eˆ[Eˆτ+[X ]] = Eˆ[X ].
Proof. (i)-(iii) are obvious by the definition and Proposition 3.8. We just show that Eˆτ+ is well-defined on
L1G(Ω).
Let X ∈ L1G(Ω). Take any {Xn}∞n=1 ⊂ Lip(Ω) such that Xn → X in L1. By (i), (ii), (iii) of Proposition
3.8, we have
Eˆ[|Eˆτ+[Xn]− Eˆτ+[Xm]|] ≤ Eˆ[Eˆτ+[|Xn −Xm|]] = Eˆ[|Xn −Xm|]→ 0, as n,m→∞.
Moreover, a similar argument shows that the limit is independent of the choice of the approximation sequence
{Xn}∞n=1.
Stage three: Eˆτ+ on L
1,τ+
G (Ω)
Finally, we define
Eˆτ+ : L
1,τ+
G (Ω)→ L1,τ+G (Ω) ∩ L0(Fτ+)
by two steps.
Step 1. Let X =
∑n
i=1 ξiIAi ∈ L0,1,τ+G (Ω), where ξi ∈ L1G(Ω) and {Ai}ni=1 is an Fτ+-partition of Ω. We
define
Eˆτ+[X ] :=
n∑
i=1
Eˆτ+[ξi]IAi .
Then Eˆτ+ is well-defined by the following lemma.
Lemma 3.11 Let A ∈ Fτ+ and ξ, η ∈ L1G(Ω). Then ξIA ≥ ηIA implies
IAEˆτ+[ξ] ≥ IAEˆτ+[η]. (3.19)
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Proof. By approximation, we may assume that ξ, η ∈ Lip(Ω).
We first prove the case that τ is a simple discrete stopping time taking values in {ti : i ≥ 1} and A ∈ Fτ .
Applying Lemma 2.4 in [7], we have
IAEˆτ+[ξ] =
∞∑
i=1
Eˆti [ξ]IA∩{τ=ti} ≥
∞∑
i=1
Eˆti [η]IA∩{τ=ti} = IAEˆτ+[η].
Now for the general τ , take τn as (3.10). Since A ∈ Fτ+ ⊂ Fτn , we have
IAEˆτ+[ξ] = L
1- lim
n→∞
IAEˆτn+[ξ] ≥ L1- lim
n→∞
IAEˆτn+[η] = IAEˆτ+[η].
This proves the lemma.
Proposition 3.12 The conditional expectation Eˆτ+ : L
0,1,τ+
G (Ω)→ L1,τ+G (Ω)∩L0(Fτ+) satisfies: for X,Y ∈
L
0,1,τ+
G (Ω),
(i) Eˆτ+[X ] ≤ Eˆτ+[Y ], for X ≤ Y ;
(ii) Eˆτ+[X + Y ] ≤ Eˆτ+[Y ] + Eˆτ+[Y ];
(iii) Eˆ[Eˆτ+[X ]] = Eˆ[X ].
Proof. We just prove (iii). The proof for (i), (ii) is trivial.
First assume that τ is a simple discrete stopping time taking values in {tj : j ≥ 1} and X =
∑n
i=1 ξiIAi ,
where ξi ∈ Lip(Ω) and {Ai}ni=1 is an Fτ -partition of Ω. By Proposition 3.9,
Eˆ[Eˆτ+[X ]] = Eˆ[
n∑
i=1
Eˆτ+[ξi]IAi ] = lim
m→∞
Eˆ[
n∑
i=1
m∑
j=1
Eˆtj [ξi]IAi∩{τ=tj}] = limm→∞
Eˆ[
n∑
i=1
m∑
j=1
ξiIAi∩{τ=tj}] = Eˆ[X ].
Next suppose that τ is an optional time and X =
∑n
i=1 ξiIAi , where ξi ∈ Lip(Ω) and {Ai}ni=1 is an
Fτ+-partition of Ω. Taking τm as (3.10), then we derive that
Eˆ[Eˆτ+[X ]] = Eˆ[
n∑
i=1
Eˆτ+[ξi]IAi ] = lim
m→∞
Eˆ[
n∑
i=1
Eˆτm+[ξi]IAi ] = lim
m→∞
Eˆ[Eˆτm+[
n∑
i=1
ξiIAi ]] = lim
m→∞
Eˆ[X ] = Eˆ[X ].
Consider finally the general case that τ is an optional time and X =
∑n
i=1 ξiIAi , where ξi ∈ L1G(Ω) and
{Ai}ni=1 is an Fτ+-partition of Ω. We can take sequences ξki ∈ Lip(Ω) such that ξki → ξi in L1, i ≤ n to
conclude that
Eˆ[Eˆτ+[X ]] = Eˆ[
n∑
i=1
Eˆτ+[ξi]IAi ] = lim
k→∞
Eˆ[
n∑
i=1
Eˆτ+[ξ
k
i ]IAi ] = lim
k→∞
Eˆ[
n∑
i=1
ξki IAi ] = Eˆ[X ],
as desired.
Step 2. Let X ∈ L1,τ+G (Ω). Then there exists a sequence {Xn}∞n=1 ⊂ L0,1,τ+G (Ω) such that Xn → X in
L1. We define
Eˆτ+[X ] := L
1- lim
n→∞
Eˆτ+[Xn].
Proposition 3.13 The conditional expectation Eˆτ+ : L
1,τ+
G (Ω) → L1,τ+G (Ω) ∩ L0(Fτ+) is well-defined and
satisfies the following properties: for X,Y ∈ L1,τ+G (Ω),
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(i) Eˆτ+[X ] ≤ Eˆτ+[Y ], for X ≤ Y ;
(ii) Eˆτ+[X + Y ] ≤ Eˆτ+[Y ] + Eˆτ+[Y ];
(iii) Eˆ[Eˆτ+[X ]] = Eˆ[X ].
Proof. It is immediate from the definition of Eˆτ+ on L
1,τ+
G (Ω) and Proposition 3.12.
Remark 3.14 If G(A) = 12 tr(A), we have L
1
G(Ω) = L
1,τ+
G (Ω) = L
1
P (Ω) for the Wiener measure P , where
L1P (Ω) := {X ∈ F : EP [|X |] <∞}. Moreover, Eˆτ+[·] is just the classical conditional expectation EP [·|Fτ+].
Remark 3.15 Let τ be a stopping time satisfying (H3).
(i) We define L1,τG (Ω) as L
1,τ+
G (Ω) with Fτ in place of Fτ+. By a similar manner, we can define the
conditional expectation at τ
Eˆτ : L
1,τ
G (Ω)→ L1,τG (Ω) ∩ L0(Fτ ),
and analogous properties (throughout this paper) hold for Eˆτ and L
1,τ
G (Ω). For convenience of readers,
we sketch the construction.
Stage one. Let X ∈ Lip(Ω). First for a simple discrete stopping time τ taking values in {ti : i ≥ 1},
we define
Eˆτ [X ] :=
∞∑
i=1
Eˆti [X ]I{τ=ti}.
Then for the general τ , we take a sequence of simple discrete stopping times τn such that τn → τ
uniformly and define
Eˆτ [X ] := L
1- lim
n→∞
Eˆτn [X ].
Stage two. Let X ∈ L1G(Ω). Then there exists a sequence {Xn}∞n=1 ⊂ Lip(Ω) such that Xn → X in
L1. We define
Eˆτ [X ] := L
1- lim
n→∞
Eˆτ [Xn].
Stage three. First for X =
∑n
i=1 ξiIAi ∈ L0,1,τG (Ω), where ξi ∈ L1G(Ω) and {Ai}ni=1 is an Fτ -partition
of Ω, we define
Eˆτ [X ] :=
n∑
i=1
Eˆτ [ξi]IAi .
For X ∈ L1,τG (Ω), there exists a sequence {Xn}∞n=1 ⊂ L0,1,τG (Ω) such that Xn → X in L1. We define
Eˆτ [X ] := L
1- lim
n→∞
Eˆτ [Xn].
(ii) If τ ≡ t for some constant t ≥ 0, then Eˆτ and L1,τG (Ω) reduce to Eˆt and L1,tG (Ω) defined in [7].
(iii) In the case that τ is a stopping time, both Eˆτ+ and Eˆτ are defined. From the definitions of Eˆτ+ and
Eˆτ , it is easy to see that
Eˆτ+[X ] = Eˆτ [X ], for X ∈ L1,τG (Ω).
If G(A) = 12 tr(A), then L
1
G(Ω) = L
1,τ
G (Ω) = L
1
P (Ω) and Eˆτ [·] reduces to the classical conditional
expectation EP [·|Fτ ], where P is the Wiener measure.
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3.2 Some further properties of Eˆτ+ on L
1,τ+
G (Ω)
Let τ be an optional time satisfying (H3). In this subsection, we describe several interesting properties
enjoyed by the conditional expectation Eˆτ+ on L
1,τ+
G (Ω). We begin by observing the following four significant
statements.
Proposition 3.16 The conditional expectation Eˆτ+ : L
1,τ+
G (Ω)→ L1,τ+G (Ω)∩L0(Fτ+) satisfies the following
properties:
(i) If Xi ∈ L1,τ+G (Ω), i = 1, · · · , n and {Ai}ni=1 is an Fτ+-partition of Ω, then Eˆτ+[
∑n
i=1XiIAi ] =∑n
i=1 Eˆτ+[Xi]IAi ;
(ii) If τ and σ are two optional times and X ∈ L1,τ+G (Ω), then Eˆτ+[X ]I{τ≤σ} = Eˆ(τ∧σ)+[XI{τ≤σ}];
(iii) If X ∈ L1,τ+G (Ω), then Eˆ(τ∧T )+[XI{τ≤T}]→ Eˆτ+[X ] in L1, as T →∞;
(iv) If {τn}∞n=1, τ are optional times such that τn → τ uniformly, as n → ∞ and X ∈ L1,τ0+G (Ω), where
τ0 := τ ∧ (∧∞n=1τn), then Eˆτn+[X ] → Eˆτ+[X ] in L1, as n → ∞; in particular, if τn ↓ τ uniformly, as
n→∞ and X ∈ L1,τ+G (Ω), then Eˆτn+[X ]→ Eˆτ+[X ] in L1, as n→∞.
Remark 3.17 For two optional times τ and σ, since A ∩ {τ ≤ σ}, A ∩ {τ = σ} ∈ F(τ∧σ)+ ⊂ Fσ+ for
A ∈ Fτ+, we have XI{τ≤σ}, XI{τ=σ} ∈ L1,(τ∧σ)+G (Ω) ⊂ L1,σ+G (Ω) for X ∈ L1,τ+G (Ω). Hence the conditional
expectations Eˆ(τ∧σ)+[XI{τ≤σ}], Eˆ(τ∧σ)+[XI{τ=σ}], Eˆσ+[XI{τ≤σ}] and Eˆσ+[XI{τ=σ}] are all meaningful.
The following generalization of Lemma 3.4 is needed for the proof of Proposition 3.16 (iv).
Lemma 3.18 Let X ∈ Lip(Ω). Then there exists a constant C depending on X and G such that
|Eˆτ+[X ]− Eˆσ+[X ]| ≤ C{ sup
(u1,u2)∈Λδ,T
(|Bu2 −Bu1 | ∧ 1) +
√
δ},
for any T, δ > 0 and optional times τ, σ ≤ T such that |τ − σ| ≤ δ.
Proof. Let τn, σn ≤ T +1 be two sequences of discrete stopping times taking finitely many values such that
τn → τ, σn → σ uniformly, as n→∞. For any ε > 0, we have |τn − σn| ≤ δ + ε when n large enough. Then
by Lemma 3.4, there exists a constant C depending on X,G such that
|Eˆτn+[X ]− Eˆσn+[X ]| ≤ C{ sup
(u1,u2)∈Λδ+ε,T
(|Bu2 −Bu1 | ∧ 1) +
√
δ + ε}.
First letting n→∞ and then letting ε ↓ 0, we get the desired conclusion.
Proof of Proposition 3.16. (i) Let Xi =
∑m
j=1 ξ
i
jIBij ∈ L
0,1,τ+
G (Ω), where ξ
i
j ∈ L1G(Ω) and {Bij}mj=1 is an
Fτ+-partition of Ω. By the definition of Eˆτ+ on L0,1,τ+G (Ω), we have
Eˆτ+[
n∑
i=1
XiIAi ] = Eˆτ+[
n∑
i=1
m∑
j=1
ξijIBij IAi ]
= Eˆτ+[
n∑
i=1
m∑
j=1
ξijIAi∩Bij
]
=
n∑
i=1
m∑
j=1
Eˆτ+[ξ
i
j ]IAi∩Bij .
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Using the definition of Eˆτ+ again, this can be further written as
n∑
i=1
(
m∑
j=1
Eˆτ+[ξ
i
j ]IBij )IAi =
n∑
i=1
Eˆτ+[Xi]IAi .
Now the result for the general case of Xi ∈ L1,τ+G (Ω) follows from a direct limit argument.
(ii) First assume X ∈ Lip(Ω). Let τn := fn(τ), σn := fn(σ) be as in (3.10). Since {τ ≤ σ} ⊂ {τn ≤ σn},
by Lemma 3.7, we have
I{τ≤σ}Eˆ(τn∧σn)+[X ] = I{τ≤σ}Eˆτn+[X ].
Letting n→∞, we obtain
I{τ≤σ}Eˆ(τ∧σ)+[X ] = I{τ≤σ}Eˆτ+[X ].
Then by a simple approximation, we get for X ∈ L1G(Ω)
I{τ≤σ}Eˆ(τ∧σ)+[X ] = I{τ≤σ}Eˆτ+[X ].
Now it follows from (i) that
Eˆ(τ∧σ)+[XI{τ≤σ}] = I{τ≤σ}Eˆ(τ∧σ)+[X ] = I{τ≤σ}Eˆτ+[X ].
Next we consider the case X =
∑n
i=1 ξiIAi , where ξi ∈ L1G(Ω) and {Ai}ni=1 is an Fτ+-partition of Ω. We
have
Eˆ(τ∧σ)+[XI{τ≤σ}] = Eˆ(τ∧σ)+[
n∑
i=1
ξiIAi∩{τ≤σ}]
=
n∑
i=1
Eˆ(τ∧σ)+[ξi]IAi∩{τ≤σ}
=
n∑
i=1
Eˆ(τ∧σ)+[ξi]I{τ≤σ}IAi .
Since Eˆ(τ∧σ)+[ξi]I{τ≤σ} = Eˆτ+[ξi]I{τ≤σ}, it follows that
Eˆ(τ∧σ)+[XI{τ≤σ}] =
n∑
i=1
Eˆτ+[ξi]IAiI{τ≤σ}
= Eˆτ+[X ]I{τ≤σ}.
Finally, we obtain the the conclusion for X ∈ L1,τ+G (Ω) after an approximation.
(iii) We first assume that X is bounded. By (i) and (ii),
Eˆ(τ∧T )+[XI{τ≤T}]I{τ≤T} = Eˆ(τ∧T )+[XI{τ≤T}] = Eˆτ+[X ]I{τ≤T}.
Then we directly calculate
Eˆ[|Eˆτ+[X ]− Eˆ(τ∧T )+[XI{τ≤T}]|] = Eˆ[|Eˆτ+[X ]− Eˆ(τ∧T )+[XI{τ≤T}]|I{τ>T}]
≤ CXc({τ > T })→ 0, as T →∞.
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To pass to the case of general X we may argue as follows. Set XN := (X ∧ N) ∨ (−N) for constant
N > 0. For any ε > 0, by Remark 3.1, we can take N large enough such that
Eˆ[|X −XN |] ≤ ε.
Then
Eˆ[|Eˆτ+[X ]− Eˆ(τ∧T )+[XI{τ≤T}]|] ≤ Eˆ[|Eˆτ+[X ]− Eˆτ+[XN ]|] + Eˆ[|Eˆτ+[XN ]− Eˆ(τ∧T )+[XNI{τ≤T}]|]
+ Eˆ[|Eˆ(τ∧T )+[XNI{τ≤T}]− Eˆ(τ∧T )+[XI{τ≤T}]|]
≤ 2ε+ Eˆ[|Eˆτ+[XN ]− Eˆ(τ∧T )+[XNI{τ≤T}]|].
Letting T →∞, we get
lim sup
T→∞
Eˆ[|Eˆτ+[X ]− Eˆ(τ∧T )+[XI{τ≤T}]|] ≤ 2ε,
which implies, since ε can be arbitrarily small,
Eˆ[|Eˆτ+[X ]− Eˆ(τ∧T )+[XI{τ≤T}]|]→ 0, as T →∞.
(iv) Step 1. Suppose that τn, τ ≤ T . We first assume X ∈ L1G(Ω). For any given ε > 0, there exists an
X˜ ∈ Lip(Ω) such that
Eˆ[|X˜ −X |] ≤ ε.
Then
Eˆ[|Eˆτn+[X ]− Eˆτ+[X ]|] ≤ Eˆ[|Eˆτn+[X ]− Eˆτn+[X˜]|] + Eˆ[|Eˆτn+[X˜ ]− Eˆτ+[X˜]|] + Eˆ[|Eˆτ+[X˜ ]− Eˆτ+[X ]|]
≤ 2ε+ Eˆ[|Eˆτn+[X˜]− Eˆτ+[X˜]|].
We now let n→∞ and use Lemma 3.18 and Lemma 3.5 to obtain
lim sup
n→∞
Eˆ[|Eˆτn+[X ]− Eˆτ+[X ]|] ≤ 2ε,
which implies
Eˆτn+[X ]→ Eˆτ+[X ] in L1. (3.20)
Next, for X =
∑k
i=1XiIAi , where Xi ∈ L1G(Ω) and {Ai}ki=1 is an Fτ0+-partition of Ω, the conclusion follows
from (3.20) and the observation that
Eˆ[|Eˆτn+[X ]− Eˆτ+[X ]|] ≤
k∑
i=1
Eˆ[|Eˆτn+[Xi]− Eˆτ+[Xi]|].
Finally, for X ∈ L1,τ0+G (Ω), we can find an X˜ ∈ L0,1,τ0+G (Ω) such that
Eˆ[|X˜ −X |] ≤ ε.
Following the argument for the case of X ∈ L1G(Ω) we can then obtain the conclusion for L1,τ0+G (Ω).
Step 2. We now consider the case that τ is not bounded. Without loss of generality, we can assume
0 ≤ τ ∨ (∨∞n=1τn)− τ0 ≤ 1. For any T > 0, by (ii),
Eˆτn+[X ]I{τn≤T+1} = Eˆ(τn∧(T+1))+[XI{τn≤T+1}].
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Multiplying I{τ0≤T}, (i) implies
Eˆτn+[X ]I{τ0≤T} = Eˆ(τn∧(T+1))+[XI{τ0≤T}].
Similarly, we have
Eˆτ+[X ]I{τ0≤T} = Eˆ(τ∧(T+1))+[XI{τ0≤T}].
Let first X be bounded. We have
|Eˆτn+[X ]− Eˆτ+[X ]| = |Eˆτn+[X ]− Eˆτ+[X ]|I{τ0≤T} + |Eˆτn+[X ]− Eˆτ+[X ]|I{τ0>T}
≤ |Eˆ(τn∧(T+1))+[XI{τ0≤T}]− Eˆ(τ∧(T+1))+[XI{τ0≤T}]|+ 2CXI{τ0>T}.
(3.21)
For any ε > 0, we choose T large enough such that c({τ0 > T }) ≤ c({τ > T }) ≤ ε. Taking expectation Eˆ on
both sides of (3.21) and letting n→∞, we then obtain
Eˆ[|Eˆτn+[X ]− Eˆτ+[X ]|] ≤ 2CXε,
which implies the conclusion. If X is not necessarily bounded, we obtain the same conclusion by a similar
truncation technique as in (iii).
The next result concerns the pull-out properties.
Proposition 3.19 The conditional expectation Eˆτ+ satisfies:
(i) If X ∈ L1,τ+G (Ω) and η, Y ∈ L1,τ+G (Ω)∩L0(Fτ+) such that η is bounded, then Eˆτ+[ηX+Y ] = η+Eˆτ+[X ]+
η−Eˆτ+[−X ] + Y ;
(ii) If η ∈ L1,τ+G (Ω;Rd) ∩ L0(Fτ+;Rd), X ∈ L1,τ+G (Ω;Rn) and ϕ ∈ Cb.Lip(Rd+n), then Eˆτ+[ϕ(η,X)] =
Eˆτ+[ϕ(p,X)]p=η.
In the proof of Proposition 3.19, we shall need the following lemmas. We first study the local property of
Eˆτ+.
Lemma 3.20 Let X ∈ L1,τ+G (Ω) for two optional times τ and σ. Then
Eˆτ+[X ]I{τ=σ} = Eˆσ+[XI{τ=σ}]. (3.22)
Proof. By Proposition 3.16 (ii),
Eˆ(τ∧σ)+[XI{τ≤σ}] = Eˆτ+[X ]I{τ≤σ}.
Multiplying I{τ=σ} on both sides, we see from Proposition 3.16 (i) that
Eˆ(τ∧σ)+[XI{τ=σ}] = Eˆτ+[X ]I{τ=σ}. (3.23)
Noting that XI{τ=σ} ∈ L1,σ+G (Ω), we can apply a similar argument to X˜ = XI{τ=σ}, σ˜ = τ, τ˜ = σ to obtain
Eˆ(τ∧σ)+[XI{τ=σ}] = Eˆσ+[XI{τ=σ}].
Combining this with (3.23), we obtain the lemma.
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Lemma 3.21 Let X ∈ L1,τ+G (Ω) for a simple optional time τ taking values in {ti : i ≥ 1}. Then
Eˆτ+[X ] =
∞∑
i=1
Eˆti+[XI{τ=ti}].
Proof. Note that {τ = ti} ∈ Fτ+. Applying Lemma 3.20, we have
Eˆτ+[X ] =
∞∑
i=1
Eˆτ+[X ]I{τ=ti} =
∞∑
i=1
Eˆti+[XI{τ=ti}].
The following deterministic-time version of Proposition 3.19 is also needed.
Lemma 3.22 For each t ≥ 0, the conditional expectation Eˆt satisfies the following properties:
(i) If X ∈ L1,tG (Ω) and η, Y ∈ L1,tG (Ω) ∩ L0(Ft) such that η is bounded, then Eˆt[ηX + Y ] = η+Eˆt[X ] +
η−Eˆt[−X ] + Y ;
(ii) If η ∈ L1,tG (Ω;Rd) ∩ L0(Ft;Rd), X ∈ L1,tG (Ω;Rn), then Eˆt[ϕ(η,X)] = Eˆt[ϕ(p,X)]p=η, for each ϕ ∈
Cb.Lip(R
d+n).
Proof. We just prove (i). Statement (ii) can be proved similarly.
Step 1. We first assume
η =
n∑
i=1
ηiIAi , Y =
n∑
i=1
YiIAi , X =
n∑
i=1
XiIAi ,
where ηi, Yi ∈ L1G(Ωt), Xi ∈ L1G(Ω) such that ηi is bounded and {Ai}ni=1 is an Ft-partition of Ω. By the
definition of Eˆt on L
0,1,t
G (Ω) (see Remark 3.15) and properties (ii), (iv) of Proposition 2.6, we have
Eˆt[ηX + Y ] = Eˆt[
n∑
i=1
(ηiXi + Yi)IAi ]
=
n∑
i=1
Eˆt[ηiXi + Yi]IAi
=
n∑
i=1
(η+i Eˆt[Xi] + η
−
i Eˆt[−Xi] + Yi)IAi
= η+Eˆt[X ] + η
−
Eˆt[−X ] + Y.
Step 2. Now we consider the general case. We take a sequence {Xn}∞n=1 ⊂ L0,1,tG (Ω) such that
Xn → X in L1.
Moreover, we define
ηn :=
2n∑
−2n
kCη
2n
I
{
kCη
2n ≤η<
(k+1)Cη
2n }
(3.24)
and
Yn :=
n2n−1∑
−n2n
k
2n
I{ k2n≤Y <
k+1
2n }
+ nI{Y≥n} − nI{Y <−n}. (3.25)
21
Then
|ηn − η| ≤ Cη
2n
and Yn → Y in L1, as n→∞
since
Eˆ[|Yn − Y |] ≤ Eˆ[|Yn − Y |I{−n≤Y <n}] + Eˆ[|Yn − Y |I{|Y |≥n}] ≤ 1
2n
+ Eˆ[|Y |I{|Y |≥n}]→ 0, as n→∞
because of Remark 3.1. Applying Step 1, we have
Eˆt[ηnXn + Yn] = η
+
n Eˆt[Xn] + η
−
n Eˆt[−Xn] + Yn. (3.26)
We note that
Eˆ[|ηnXn + Yn − ηX − Y |] ≤ Eˆ[|ηnXn − ηnX |] + Eˆ[|X ||ηn − η|] + Eˆ[|Yn − Y |]
≤ CηEˆ[|Xn −X |] + Cη
2n
Eˆ[|X |] + Eˆ[|Yn − Y |]
→ 0, as n→∞
and similarly,
Eˆ[|η+n Eˆt[Xn] + η−n Eˆt[−Xn] + Yn − (η+Eˆt[X ] + η−Eˆt[−X ] + Y )|]→ 0, as n→∞.
Thus the left-hand side (right-hand side resp.) of (3.26) converges to the left-hand side (right-hand side
resp.) of
Eˆt[ηX + Y ] = η
+
Eˆt[X ] + η
−
Eˆt[−X ] + Y,
which completes the proof.
Proof of Proposition 3.19. We define τn as (3.10). Since Fτ+ ⊂ Fτn , we have L1,τ+G (Ω) ⊂ L1,τnG (Ω).
Thus for any Z ∈ L1,τ+G (Ω), we have ZI{τn=tni } ∈ L
1,tni
G (Ω), and hence Eˆtni +[ZI{τn=tni }] = Eˆtni [ZI{τn=tni }]
according to Remark 3.15 (iii). Then by Proposition 3.16 (iv) and Lemma 3.21,
Eˆτ+[ηX + Y ] = L
1- lim
n→∞
Eˆτn+[ηX + Y ]
= L1- lim
n→∞
∞∑
i=1
Eˆtni +
[(ηX + Y )I{τn=tni }]
= L1- lim
n→∞
∞∑
i=1
Eˆtn
i
[(ηX + Y )I{τn=tni }]
= L1- lim
n→∞
∞∑
i=1
Eˆtni
[ηI{τn=tni }XI{τn=tni } + Y I{τn=tni }].
By Lemma 3.22 (i), we note that
Eˆtn
i
[ηI{τn=tni }XI{τn=tni } + Y I{τn=tni }]
= η+I{τn=tni }Eˆt
n
i
[XI{τn=tni }] + η
−I{τn=tni }Eˆt
n
i
[−XI{τn=tni }] + Y I{τn=tni }
= η+Eˆtn
i
[XI{τn=tni }] + η
−
Eˆtn
i
[−XI{τn=tni }] + Y I{τn=tni }.
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We thus have
Eˆτ+[ηX + Y ] = L
1- lim
n→∞
(η+Eˆτn+[X ] + η
−
Eˆτn+[−X ]) + Y
= η+Eˆτ+[X ] + η
−
Eˆτ+[−X ] + Y.
The property (ii) is proved similarly.
3.3 Extension from below
For a sequence {Xn}∞n=1 in L1,τ+G (Ω) such that Xn ↑ X q.s., we can not expect X ∈ L1,τ+G (Ω) (e.g.,
Xn := n, n ≥ 1). So it is necessary to introduce the extension of Eˆτ+ from below as follows to guarantee the
upward monotone convergence.
Let τ be a given optional time and recall the convention (H3). We set
L
1,τ+,∗
G (Ω) := {X ∈ L0(F) : there exists Xn ∈ L1,τ+G (Ω) such that Xn ↑ X q.s.}.
For X ∈ L1,τ+,∗G (Ω), let {Xn}∞n=1 ⊂ L1,τ+G (Ω) such that Xn ↑ X q.s. We define
Eˆτ+[X ] := lim
n→∞
Eˆτ+[Xn].
Proposition 3.23 The conditional expectation Eˆτ+ : L
1,τ+,∗
G (Ω) → L1,τ+,∗G (Ω) ∩ L0(Fτ+) is well-defined
and satisfies: for X,Y ∈ L1,τ+,∗G (Ω),
(i) Eˆτ+[X ] ≤ Eˆτ+[Y ], for X ≤ Y ;
(ii) Eˆτ+[X + Y ] ≤ Eˆτ+[Y ] + Eˆτ+[Y ];
(iii) Eˆ[Eˆτ+[X ]] = Eˆ[X ].
We need the following lemmas for the proof of the above proposition.
Lemma 3.24 Let Xn, X ∈ L1,τ+G (Ω) such that Xn ↑ X q.s. Then Eˆτ+[Xn] ↑ Eˆτ+[X ] q.s.
Proof. Since Xn ≤ X implies Eˆτ+[Xn] ≤ Eˆτ+[X ] by Proposition 3.13 (i), we have
lim
n→∞
Eˆτ+[Xn] ≤ Eˆτ+[X ].
Then it suffices to prove the reverse inequality. Assume on the contrary that η := limn→∞ Eˆτ+[Xn] ≥ Eˆτ+[X ]
q.s. does not hold, i.e.,
c({η < Eˆτ+[X ]}) > 0.
Since
Dk := {η + 1
k
≤ Eˆτ+[X ]} ∩ {|η| ≤ k} ↑ {η < Eˆτ+[X ]},
we can take k large enough such that, by Lemma 2.9,
c(Dk) > 0.
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Then by Lemma 2.10, Proposition 3.13 (iii), Proposition 3.16 (i) and Proposition 3.19 (i), we have
Eˆ[(X + k)IDk ] = limn→∞
Eˆ[(Xn + k)IDk ] = limn→∞
Eˆ[(Eˆτ+[Xn] + k)IDk ] = Eˆ[(η + k)IDk ].
But
Eˆ[(X + k)IDk ] = Eˆ[(Eˆτ+[X ] + k)IDk ] ≥ Eˆ[(η +
1
k
+ k)IDk ],
which is a contradiction by Proposition 29 in [10]
Proof of Proposition 3.23. Let X ∈ L1,τ+,∗G (Ω). For any Xn ∈ L1,τ+G (Ω) such that Xn ↑ X q.s.,
obviously limn→∞ Eˆτ+[Xn] exists. We now show that if moreover there is another sequence X˜n ∈ L1,τ+G (Ω)
such that X˜n ↑ X q.s., it holds
lim
n→∞
Eˆτ+[Xn] = lim
n→∞
Eˆτ+[X˜n] q.s.
Noting that Xn ∧ X˜m ↑ Xn, as m→∞, by Lemma 3.24, we have
Eˆτ+[Xn] = lim
m→∞
Eˆτ+[Xn ∧ X˜m] ≤ lim
m→∞
Eˆτ+[X˜m].
This follows
lim
n→∞
Eˆτ+[Xn] ≤ lim
n→∞
Eˆτ+[X˜n]
Exchanging Xn, X˜n, we get the reverse
lim
n→∞
Eˆτ+[Xn] ≥ lim
n→∞
Eˆτ+[X˜n].
Thus
lim
n→∞
Eˆτ+[Xn] = lim
n→∞
Eˆτ+[X˜n].
Therefore, Eˆτ+ is well-defined.
Given the definition of Eˆτ+ on L
1,τ+,∗
G (Ω) and Proposition 3.13, the proof for properties (i), (ii), (iii) is
straightforward. We shall just omit it.
Proposition 3.25 The conditional expectation Eˆτ+ on L
1,τ+,∗
G (Ω) satisfies the following properties:
(i) If Xi ∈ L1,τ+,∗G (Ω), i = 1, · · · , n and {Ai}ni=1 is an Fτ+-partition of Ω, then Eˆτ+[
∑n
i=1XiIAi ] =∑n
i=1 Eˆτ+[Xi]IAi ;
(ii) If τ, σ are two optional times and X ∈ L1,τ+,∗G (Ω), then Eˆτ+[X ]I{τ≤σ} = Eˆ(τ∧σ)+[XI{τ≤σ}];
(iii) If X ∈ L1,τ+,∗G (Ω) and η, Y ∈ L1,τ+,∗G (Ω)∩L0(Fτ+) such that η,X is nonnegative, then Eˆτ+[ηX +Y ] =
ηEˆτ+[X ] + Y ;
(iv) If Xn ∈ L1,τ+,∗G (Ω) such that Xn ↑ X q.s., then X ∈ L1,τ+,∗G (Ω) and Eˆτ+[Xn] ↑ Eˆτ+[X ] q.s.
Proof. Statements (i), (ii), (iii) follow directly from Proposition 3.16 (i), (ii), Proposition 3.19 (i) and the
definition of Eˆτ+ on L
1,τ+,∗
G (Ω).
(iv) By Proposition 3.23 (i), we have
Eˆτ+[X ] ≥ lim
n→∞
Eˆτ+[Xn].
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To prove the reverse inequality, for each Xn, we take a sequence X
m
n ∈ L1,τ+G (Ω) such that Xmn ↑ Xn, as
m→∞. We define X˜m := ∨mn=1Xmn ∈ L1,τ+G (Ω). Then
X˜m ≤ ∨mn=1Xn = Xm and X˜m ↑ X, as m→∞.
It follows from the definition of Eˆτ+ on L
1,τ+,∗
G (Ω) that
Eˆτ+[X ] = lim
m→∞
Eˆτ+[X˜m] ≤ lim
m→∞
Eˆτ+[Xm],
as desired.
Remark 3.26 Let τ be a stopping time satisfying (H3). We define L1,τ,∗G (Ω) as L
1,τ+,∗
G (Ω) with Fτ replacing
Fτ+. We can similarly extend Eˆτ from below to L1,τ,∗G (Ω) and similar properties also hold for Eˆτ on L1,τ,∗G (Ω).
Moreover,
Eˆτ+[X ] = Eˆτ [X ], for X ∈ L1,τ,∗G (Ω).
3.4 The reflection principle for G-Brownian motion
As an application, we give the following reflection principle for G-Brownian motion.
Theorem 3.27 Let τ be an optional time (without the assumption that τ satisfies (H3)). Then
B˜t := 2Bt∧τ −Bt = Bt∧τ − (Bt −Bτ )I{t>τ}, for t ≥ 0,
is still a G-Brownian motion.
Proof. It suffices to prove that the two processes have the same finite-dimensional distributions, i.e., for
any 0 ≤ t1 < t2 < · · · < tn ≤ T <∞, we have
(B˜t1 , B˜t2 − B˜t1 , · · · , B˜tn − B˜tn−1) d= (Bt1 , Bt2 −Bt1 , · · · , Btn −Btn−1). (3.27)
Moreover, by replacing τ with τ ∧ T we may assume without loss of generality that τ ≤ T .
Suppose first that τ is a stopping time taking finitely many values. We may assume that τ also takes
values in {ti : i ≤ n} since we can refine the partition in (3.27). Then by the version of Lemma 3.21 for Eˆτ ,
we have
Eˆτ [ϕ(B˜t1 , B˜t2 − B˜t1 , · · · , B˜tn − B˜tn−1)]
= Eˆτ [ϕ(2Bt1∧τ −Bt1 , · · · , 2Btn∧τ −Btn − (2Btn−1∧τ −Btn−1))]
=
n∑
i=1
Eˆti [ϕ(2Bt1∧τ −Bt1 , · · · , 2Btn∧τ −Btn − (2Btn−1∧τ − Btn−1))I{τ=ti}]
=
n∑
i=1
Eˆti [ϕ(2Bt1∧ti −Bt1 , · · · , 2Btn∧ti −Btn − (2Btn−1∧ti −Btn−1))]I{τ=ti}.
Note that, for k ≤ i,
2Btk∧ti −Btk − (2Btk−1∧ti −Btk−1) = Btk −Btk−1 ,
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and for k > i,
2Btk∧ti −Btk − (2Btk−1∧ti −Btk−1) = −(Btk −Btk−1) d= Btk −Btk−1
because of the symmetry of G-Brownian motion. We see from the definition of conditional expectation Eˆti
on Lip(Ω) that
Eˆti [ϕ(2Bt1∧ti −Bt1 , · · · , 2Btn∧ti −Btn − (2Btn−1∧ti −Btn−1))]
= Eˆti [ϕ(Bt1 , · · · , Bti −Bti−1 ,−(Bti+1 −Bti), · · · ,−(Btn −Btn−1))]
= Eˆti [ϕ(Bt1 , · · · , Bti −Bti−1 , Bti+1 −Bti , · · · , Btn −Btn−1)].
Therefore,
Eˆτ [ϕ(B˜t1 , B˜t2 − B˜t1 , · · · , B˜tn − B˜tn−1)]
=
n∑
i=1
Eˆti [ϕ(Bt1 , · · · , Bti −Bti−1 , Bti+1 −Bti , · · · , Btn −Btn−1)]I{τ=ti}
= Eˆτ [ϕ(Bt1 , Bt2 −Bt1 , · · · , Btn −Btn−1)].
Taking expectation Eˆ on both sides, we have
Eˆ[ϕ(B˜t1 , B˜t2 − B˜t1 , · · · , B˜tn − B˜tn−1)] = Eˆ[ϕ(Bt1 , Bt2 −Bt1 , · · · , Btn − Btn−1)].
Turning to the general optional time τ ≤ T , we take a sequence of stopping times τk ≤ T +1 with finitely
many values such that 0 ≤ τk − τ ≤ 1k ↓ 0. Then
Eˆ[ϕ(2Bt1∧τk −Bt1 , · · · , 2Btn∧τk −Btn − (2Btn−1∧τk −Btn−1))] = Eˆ[ϕ(Bt1 , · · · , Btn −Btn−1)]. (3.28)
By a similar analysis as in the first paragraph in the proof of Lemma 3.3, we have for some constant C
depending on ϕ
Eˆ[|ϕ(2Bt1∧τk −Bt1 , · · · , 2Btn∧τk −Btn − (2Btn−1∧τk −Btn−1))
− ϕ(2Bt1∧τ −Bt1 , · · · , 2Btn∧τ −Btn − (2Btn−1∧τ −Btn−1))|]
≤ CEˆ[ sup
(u1,u2)∈Λk−1,T+1
(|Bu2 −Bu1 | ∧ 1)] ↓ 0, as k →∞.
Thus (3.27) follows from letting k →∞ in (3.28).
4 Strong Markov Property for G-SDEs
With the notion of conditional expectation Eˆτ+ in hand, we now turn our attention to the strong Markov
property for G-SDEs. We first state the Markov property for G-SDEs.
Lemma 4.1 For ϕ ∈ Cb.Lip(Rm×n), 0 ≤ t1 < t2 < · · · < tm <∞ and t ≥ 0, we have
Eˆt[ϕ(X
x
t+t1 , X
x
t+t2 , · · · , Xxt+tm)] = Eˆ[ϕ(Xyt1 , Xyt2 , · · · , Xytm)]y=Xxt .
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Proof. Since (Bt+s −Bt)s≥0 is still a G-Brownian motion and the coefficients b, hij, σj in G-SDE (2.2) are
independent of the time variable, we have, for any s ≥ 0, y ∈ Rn,
X
t,y
t+s
d
= Xys .
This implies, for ϕ˜ ∈ Cb.Lip(Rn),
Eˆ[ϕ˜(Xt,yt+s)]y=Xxt = Eˆ[ϕ˜(X
y
s )]y=Xxt .
Hence by Lemma 2.12,
Eˆt[ϕ˜(X
x
t+s)] = Eˆ[ϕ˜(X
y
s )]y=Xxt . (4.1)
For ϕ ∈ Cb.Lip(Rm×n), by Proposition 2.6 (vi) and (v), we have
Eˆt[ϕ(X
x
t+t1 , X
x
t+t2 , · · · , Xxt+tm)] = Eˆt[Eˆt+tm−1 [ϕ(Xxt+t1 , Xxt+t2 , · · · , Xxt+tm)]]
= Eˆt[ϕm−1(X
x
t+t1 , X
x
t+t2 , · · · , Xxt+tm−1)],
where
ϕm−1(y1, · · · , ym−1) := Eˆt+tm−1 [ϕ(y1, y2, · · · , ym−1, Xxt+tm)], (y1, · · · , ym−1) ∈ R(m−1)×n.
We note that
ϕm−1(y1, · · · , ym−1) = Eˆ[ϕ(y1, y2, · · · , ym−1, X
y′m−1
tm−tm−1)]y′m−1=Xxt+tm−1
by (4.1). Then
ϕm−1(X
x
t+t1 , X
x
t+t2 , · · · , Xxt+tm−1) = ϕm−1(Xxt+t1 , Xxt+t2 , · · · , Xxt+tm−1),
where
ϕm−1(y1, · · · , ym−1) := Eˆ[ϕ(y1, y2, · · · , ym−1, Xym−1tm−tm−1)], (y1, · · · , ym−1) ∈ R(m−1)×n.
Thus we have
Eˆt[ϕ(X
x
t+t1 , X
x
t+t2 , · · · , Xxt+tm)] = Eˆt[ϕm−1(Xxt+t1 , Xxt+t2 , · · · , Xxt+tm−1)].
Repeating this procedure, we get
Eˆt[ϕ(X
x
t+t1 , X
x
t+t2 , · · · , Xxt+tm)] = Eˆt[ϕm−1(Xxt+t1 , Xxt+t2 , · · · , Xxt+tm−1)]
... (4.2)
= Eˆt[ϕ1(X
x
t+t1)]
= Eˆ[ϕ1(X
y
t1)]y=Xxt ,
where
ϕm−i(y1, · · · , ym−i) := Eˆ[ϕm−(i−1)(y1, y2, · · · , ym−i, Xym−itm−(i−1)−tm−i)], 1 ≤ i ≤ m− 1.
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Taking t = 0, x = y in (4.2), we obtain
Eˆ[ϕ(Xyt1 , X
y
t2 , · · · , Xytm)] = Eˆ[ϕ1(Xyt1)], for any y ∈ Rn. (4.3)
This, combining with (4.2), proves the corollary.
We now give the strong Markov property for G-SDEs. It generalizes the well-known strong Markov prop-
erty for classical SDEs to G-SDEs in the framework of nonlinear G-expectation. We set Ω′ := C([0,∞);Rn)
with the distance ρn and denote by B
′ the corresponding canonical process. Recall that we always assume
that the optional time τ satisfies (H3).
Theorem 4.2 Let (Xxt )t≥0 be the solution of G-SDE (2.2) satisfying (H1), (H2) and τ be an optional time.
Then for each ϕ ∈ Cb.Lip(Rm×n) and 0 ≤ t1 ≤ · · · ≤ tm =: T ′ <∞, we have
Eˆτ+[ϕ(X
x
τ+t1 , · · · , Xxτ+tm)] = Eˆ[ϕ(Xyt1 , · · · , Xytm)]y=Xxτ . (4.4)
We first need the following lemma to justify that the conditional expectation on the left-hand side of
(4.4) is meaningful. We denote the paths for a process Y by Y· := (Yt)t≥0.
Lemma 4.3 We have
ϕ(Xxτ+t1 , · · · , Xxτ+tm) ∈ L1,τ+G (Ω). (4.5)
Proof. Step 1. First assume τ ≤ T . Take discrete stopping time τn ≤ T + 1 as (3.10). By the definition of
L
0,1,τ+
G (Ω), we have
ϕ(Xxτn+t1 , · · · , Xxτn+tm) ∈ L0,1,τ+G (Ω).
Then it suffices to show that
Eˆ[|ϕ(Xxτn+t1 , · · · , Xxτn+tm)− ϕ(Xxτ+t1 , · · · , Xxτ+tm)|]→ 0, as n→∞. (4.6)
Consider now the mapping Ω
Xx·−→ Ω′. By Lemma 2.11 (2.4), for each T1 ≥ 0, there exists a constant CT1
(depending on T1) such that for each t, s ≤ T1,
EP [|Xxt −Xxs |4] ≤ Eˆ[|Xxt −Xxs |4] ≤ CT1 |t− s|2, for each P ∈ P .
Then we can apply the well-known Kolmogorov’s moment criterion for tightness (see, e.g., Problem 2.4.11
in [13]) to conclude that the induced probability family {P ◦ (Xx· )−1 : P ∈ P} is tight on Ω′. We de-
note the induced capacity by cx2 := supP∈P P ◦ (Xx· )−1 and the induced sublinear expectation by Eˆx2 :=
supP∈P EP◦(Xx· )−1 . Then
Eˆ[|ϕ(Xxτn+t1 , · · · , Xxτn+tm)− ϕ(Xxτ+t1 , · · · , Xxτ+tm)|]
≤ Eˆ[ sup
s,s′∈Λ2−n,T+1
|ϕ(Xxs′+t1 , · · · , Xxs′+tm)− ϕ(Xxs+t1 , · · · , Xxs+tm)|]
= Eˆx2 [ sup
s,s′∈Λ2−n,T+1
|ϕ(B′s′+t1 , · · · , B′s′+tm)− ϕ(B′s+t1 , · · · , B′s+tm)|].
Proceeding similarly to the first paragraph in proof of Lemma 3.3, we obtain for some constant C depending
on ϕ
Eˆ
x
2 [ sup
s,s′∈Λ2−n,T+1
|ϕ(B′s′+t1 , · · · , B′s′+tm)− ϕ(B′s+t1 , · · · , B′s+tm)|] ≤ CEˆx2 [ sup
s,s′∈Λ2−n,T+1+T ′
(|B′s −B′s′ | ∧ 1)],
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which converges to 0 as n→∞ by Remark 3.6.
Step 2. For the general case, by Step 1, we have
ϕ(Xxτ∧T+t1 , · · · , Xxτ∧T+tm) ∈ L
1,(τ∧T )+
G (Ω) ⊂ L1,τ+G (Ω).
Note that
Eˆ[|ϕ(Xxτ∧T+t1 , · · · , Xxτ∧T+tm)− ϕ(Xxτ+t1 , · · · , Xxτ+tm)|] ≤ 2Cϕc({τ > T })→ 0, as T →∞.
The result now follows.
Proof of Theorem 4.2. Let τ ≤ T . We define τn as (3.10). Then τn ≤ T + 1 takes finitely values
{tni : i ≤ dn} with dn := [2nT ] + 1. By (4.6) and Proposition 3.16 (iv), we have
Eˆ[|Eˆτn+[ϕ(Xxτn+t1 , · · · , Xxτn+tm)]− Eˆτ+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]|]
≤ Eˆ[|Eˆτn+[ϕ(Xxτn+t1 , · · · , Xxτn+tm)]− Eˆτn+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]|]
+ Eˆ[|Eˆτn+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]− Eˆτ+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]|]
≤ Eˆ[|ϕ(Xxτn+t1 , · · · , Xxτn+tm)− ϕ(Xxτ+t1 , · · · , Xxτ+tm)|]
+ Eˆ[|Eˆτn+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]− Eˆτ+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]|]
→ 0, as n→∞.
Moreover, since ϕ(Xxτn+t1 , · · · , Xxτn+tm) ∈ L1,τnG (Ω), by Remark 3.15, we have
Eˆτn+[ϕ(X
x
τn+t1 , · · · , Xxτn+tm)] = Eˆτn [ϕ(Xxτn+t1 , · · · , Xxτn+tm)].
Combining these with the version of Lemma 3.21 for Eˆτn , we have
Eˆτ+[ϕ(X
x
τ+t1 , · · · , Xxτ+tm)] = L1- limn→∞ Eˆτn [ϕ(X
x
τn+t1 , · · · , Xxτn+tm)]
= L1- lim
n→∞
dn∑
i=1
Eˆtn
i
[ϕ(Xxtni +t1 , · · · , X
x
tni +tm
)]I{τn=tni }.
Note that from Lemma 4.1
Eˆtni
[ϕ(Xxtni +t1 , · · · , X
x
tni +tm
)] = Eˆ[ϕ(Xyt1 , · · · , Xytm)]y=Xxtn
i
,
We thus obtain
Eˆτ+[ϕ(X
x
τ+t1 , · · · , Xxτ+tm)] = L1- limn→∞
dn∑
i=1
Eˆ[ϕ(Xyt1 , · · · , Xytm)]y=Xxtn
i
I{τn=tni }
= L1- lim
n→∞
Eˆ[ϕ(Xyt1 , · · · , Xytm)]y=Xxτn
= Eˆ[ϕ(Xyt1 , · · · , Xytm)]y=Xxτ ,
where the last equality is derived from a proof similar to that of Lemma 4.3 by using (2.4) of Lemma 2.11
for spatial variables.
Now for the general τ , applying Step 1, we have
Eˆ(τ∧T )+[ϕ(X
x
τ∧T+t1 , · · · , Xxτ∧T+tm)] = Eˆ[ϕ(Xyt1 , · · · , Xytm)]y=Xxτ∧T . (4.7)
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Since ϕ(Xxτ+t1 , · · · , Xxτ+tm) ∈ L1,τ+G (Ω) by Lemma 4.3, we can apply Proposition 3.16 (iii) to obtain
Eˆ[|Eˆ(τ∧T )+[ϕ(Xxτ∧T+t1 , · · · , Xxτ∧T+tm)]− Eˆτ+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]|]
≤ Eˆ[|Eˆ(τ∧T )+[ϕ(Xxτ∧T+t1 , · · · , Xxτ∧T+tm)]− Eˆ(τ∧T )+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)I{τ≤T}]|]
+ Eˆ[|Eˆ(τ∧T )+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)I{τ≤T}]− Eˆτ+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]|]
≤ Eˆ[|Eˆ(τ∧T )+[ϕ(Xxτ∧T+t1 , · · · , Xxτ∧T+tm)]− Eˆ(τ∧T )+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)I{τ≤T}]|I{τ≤T}]
+ Eˆ[|Eˆ(τ∧T )+[ϕ(Xxτ∧T+t1 , · · · , Xxτ∧T+tm)]− Eˆ(τ∧T )+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)I{τ≤T}]|I{τ>T}]
+ Eˆ[|Eˆ(τ∧T )+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)I{τ≤T}]− Eˆτ+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]|]
≤ Cϕc({τ > T }) + Eˆ[|Eˆ(τ∧T )+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)I{τ≤T}]− Eˆτ+[ϕ(Xxτ+t1 , · · · , Xxτ+tm)]|]
→ 0, as T →∞.
Thus letting T →∞ in (4.7) yields (4.4).
Next we consider an extension of Theorem 4.2 in which the cylinder functions ϕ is replaced by (lower
semi-) continuous functions ϕ˜ depending on the whole paths of G-SDEs. It maybe useful in the following
work.
Theorem 4.4 Let ϕ ∈ Cb(Ω′). Then
Eˆτ+[ϕ(X
x
τ+·)] = Eˆ[ϕ(X
y
· )]y=Xxτ . (4.8)
The conditional expectation on the left-hand side of (4.8) is meaningful by the following two lemmas.
Lemma 4.5 Assume ϕ ∈ Cb(Ω′) and there exists a constant µ > 0 such that for some T ′ > 0,
|ϕ(ω1)− ϕ(ω2)| ≤ µ||ω1 − ω2||Cn[0,T ′], for each ω1, ω2 ∈ Ω′. (4.9)
Then
ϕ(Xxτ+·) ∈ L1,τ+G (Ω). (4.10)
Remark 4.6 Note that (4.9) implies that ϕ only depends on the path of ω ∈ Ω′ on [0, T ′].
Proof. As in the Step 2 of the proof of Lemma 4.3, it suffices to suppose that τ ≤ T for some T > 0.
Consider for each m ∈ N the function from R(m+1)×n to Ω′ defined by
φm(x0, x1, x2, · · · , xm)(t) =
m−1∑
k=0
(tmk+1 − t)xk + (t− tmk )xk+1
tmk+1 − tmk
I[tm
k
,tm
k+1)
(t) + xmI[tmm,∞),
where tmk =
kT ′
m , k = 0, 1, · · · ,m. Since ϕ ◦ φm is a bounded, Lipschitz function from R(m+1)×n to R, by
Lemma 4.3, we have
ϕ(φm(X
x
τ+tm0
, Xxτ+tm1
, Xxτ+tm2
, · · · , Xxτ+tmm)) ∈ L
1,τ+
G (Ω).
We employ the notation in the proof of Lemma 4.3 and proceed similarly to obtain some constant C > 0
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depending on ϕ such that
Eˆ[|ϕ(φm(Xxτ+tm0 , X
x
τ+tm1
, · · · , Xxτ+tmm))− ϕ(X
x
τ+·)|]
≤ Eˆ[ sup
0≤t≤T
|ϕ(φm(Xxt+tm0 , X
x
t+tm1
, · · · , Xxt+tmm)− ϕ(Xxt+·)|]
= Eˆx2 [ sup
0≤t≤T
|ϕ(φm(B′t+tm0 , B
′
t+tm1
, · · · , B′t+tmm)− ϕ(B′t+·)|]
≤ CEˆx2 [ sup
s,s′∈Λ
m−1T ′,T+T ′
(|B′s −B′s′ | ∧ 1)]
→ 0, as m→∞,
This completes the proof.
Lemma 4.7 Let ϕ ∈ Cb(Ω′). Then
ϕ(Xxτ+·) ∈ L1,τ+G (Ω). (4.11)
Proof. Let
ϕm(ω) := inf
ω′∈Ω′
{ϕ(ω′) +m||ω − ω′||Cn[0,m]}, for ω ∈ Ω′.
Then by Lemma 3.1 in Chap VI of [22], ϕm ∈ Cb(Ω′) satisfies
(i) |ϕm(ω1)− ϕm(ω2)| ≤ m||ω1 − ω2||Cn[0,m], for ω1, ω2 ∈ Ω′;
(ii) ϕm ↑ ϕ;
(iii) |ϕm| ≤ Cϕ.
Thus we have ϕm(X
x
τ+·) ∈ L1,τ+G (Ω) by Lemma 4.5.
As discussed in the proof of Lemma 4.5, it suffices to prove the result for τ ≤ T . Let Eˆx2 and cx2 be defined
as in the proof of Lemma 4.3. We have
Eˆ[|ϕm(Xxτ+·)− ϕ(Xxτ+·)|] ≤ Eˆ[ sup
0≤t≤T
|ϕm(Xxt+·)− ϕ(Xxt+·)|]
= Eˆx2 [ sup
0≤t≤T
|ϕm(B′t+·)− ϕ(B′t+·)|].
Given any ε > 0, since cx2 is tight on Ω
′, we can pick a compact set K ⊂ Ω′ such that cx2(K) < ε.
Note that K × [0, T ] is still compact and (ω, t) 7→ ϕm(B′t+·), ϕ(B′t+·) are continuous functions such that
ϕm(B
′
t+·) ↑ ϕ(B′t+·). We have by Dini’s theorem
ϕm(B
′
t+·) ↑ ϕ(B′t+·) uniformly on K × [0, T ].
Hence, we can choose m large enough such that
|ϕm(B′t+·)− ϕ(B′t+·)| ≤ ε on K × [0, T ].
Then
Eˆ
x
2 [ sup
0≤t≤T
|ϕm(B′t+·)− ϕ(B′t+·)|]
≤ Eˆx2 [ sup
0≤t≤T
|ϕm(B′t+·)− ϕ(B′t+·)|IK ] + Eˆx2 [ sup
0≤t≤T
|ϕm(B′t+·)− ϕ(B′t+·)|IKc ]
≤ ε+ 2εCϕ.
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Since ε can be arbitrarily small, we obtain
Eˆ[|ϕm(Xxτ+·)− ϕ(Xxτ+·)|]→ 0, as m→∞.
This proves the lemma.
Proof of Theorem 4.4. Step 1. Suppose τ ≤ T for some T > 0 and ϕ ∈ Cb(Ω′) such that (4.9) holds for
some T ′ > 0.
For each m ∈ N, we define φm as in the proof of Lemma 4.5. Then Theorem 4.2 gives
Eˆτ+[ϕ(φm(X
x
τ+tm0
, Xxτ+tm1
, Xxτ+tm2
, · · · , Xxτ+tmm))] = Eˆ[ϕ(φm(X
y
tm0
, X
y
tm1
, X
y
tm2
, · · · , Xytmm))]y=Xxτ . (4.12)
According to the proof of Lemma 4.5,
ϕ(φm(X
x
τ+tm0
, Xxτ+tm1 , · · · , X
x
τ+tmm
))→ ϕ(Xxτ+·) in L1, as m→∞.
Consequently,
Eˆτ+[ϕ(φm(X
x
τ+tm0
, Xxτ+tm1
, · · · , Xxτ+tmm))]→ Eˆτ+[ϕ(X
x
τ+·)] in L
1, as m→∞.
It remains to consider the right side of (4.12). For any fixed R > 0, by Kolmogorov’s criterion for
tightness, the family PR :=
⋃
y∈BR(0)
{P ◦ (Xy· )−1 : P ∈ P} is tight on Ω′, where BR(0) is an open ball with
center 0 and radius R in Rn and BR(0) is its closure. We denote the corresponding sublinear expectation by
EˆR2 := supP∈P,y∈BR(0)EP◦(X
y
· )−1 . We may apply a similar analysis as in the proof of Lemma 4.5 to obtain
for some constant C depending on ϕ
Eˆ[|ϕ(φm(Xytm0 , X
y
tm1
, · · · , Xytmm))− ϕ(X
y
· )|]
= Eˆy2 [|ϕ(φm(B′tm0 , B
′
tm1
, · · · , B′tmm))− ϕ(B′·)|]
≤ EˆR2 [|ϕ(φm(B′tm0 , B
′
tm1
, · · · , B′tmm))− ϕ(B
′
·)|]
≤ CEˆR2 [ sup
s,s′∈Λ
m−1T ′,T ′
(|B′s −B′s′ | ∧ 1)]
→ 0, as m→∞, for any y ∈ BR(0),
where Eˆy2 := supP∈P EP◦(Xy· )−1 . That is,
Eˆ[|ϕ(φm(Xytm0 , X
y
tm1
, · · · , Xytmm))− ϕ(Xy· )|]→ 0, as m→∞, uniformly for y ∈ BR(0). (4.13)
For any fixed ε > 0, we can first choose R large enough such that by Lemma 2.11 (2.3)
c({|Xxτ | > R}) ≤
Eˆ[|Xxτ |]
R
≤ Eˆ[supt∈[0,T ] |X
x
t |]
R
≤ ε
and then choose m large enough such that by (4.13)
Eˆ[|ϕ(φm(Xytm0 , X
y
tm1
, · · · , Xytmm))− ϕ(Xy· )|] ≤ ε, for all y ∈ BR(0).
Thus we have
Eˆ[|Eˆ[ϕ(φm(Xytm0 , X
y
tm1
, X
y
tm2
, · · · , Xytmm))]y=Xxτ − Eˆ[ϕ(Xy· )]y=Xxτ |]
≤ Eˆ[|Eˆ[ϕ(φm(Xytm0 , X
y
tm1
, X
y
tm2
, · · · , Xytmm))]y=Xxτ − Eˆ[ϕ(X
y
· )]y=Xxτ |I{|Xxτ |≤R}] + 2Cϕc({|Xxτ | > R})
≤ ε+ 2Cϕε,
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which implies
Eˆ[|Eˆ[ϕ(φm(Xytm0 , X
y
tm1
, X
y
tm2
, · · · , Xytmm))]y=Xxτ − Eˆ[ϕ(Xy· )]y=Xxτ |]→ 0, as m→∞.
Therefore, letting m→∞ in (4.12), we obtain
Eˆτ+[ϕ(X
x
τ+·)] = Eˆ[ϕ(X
y
· )]y=Xxτ .
Step 2. Assume τ ≤ T and ϕ ∈ Cb(Ω). Define ϕm as in the proof of Lemma 4.7. According to Step 1,
Eˆτ+[ϕm(X
x
τ+·)] = Eˆ[ϕm(X
y
· )]y=Xxτ . (4.14)
Letting m→∞, from the proof of Lemma 4.7, we obtain that
Eˆτ+[ϕ(X
x
τ+·)] = Eˆ[ϕ(X
y
· )]y=Xxτ ,
where the convergence of right-hand side is obtained by a similar analysis as in Step 1 and the proof of
Lemma 4.7.
Step 3. We proceed as in the last paragraph of the proof of Theorem 4.2 to obtain the result for the
general case that τ is an optional time and ϕ ∈ Cb(Ω).
Corollary 4.8 Let ϕ be lower semi-continuous on Ω′ and bounded from below, i.e., ϕ ≥ c for some constant
c. Then ϕ(Xxτ+·) ∈ L1,τ+,∗G (Ω) and
Eˆτ+[ϕ(X
x
τ+·)] = Eˆ[ϕ(X
y
· )]y=Xxτ .
Proof. We pick a sequence ϕm ∈ Cb(Ω′) such that ϕm ↑ ϕ. Then the conclusion follows from Theorem 4.4,
Lemma 2.10 and Proposition 3.25 (iv).
Assuming n = d, x = 0, b = hij = 0, σ := (σ1, · · · , σd) = Id×d in Corollary 4.8, we immediately have the
strong Markov property for G-Brownian motion.
Corollary 4.9 Let ϕ be lower semi-continuous, bounded from below on Ω and τ be an optional time. Then
Eˆτ+[ϕ(Bτ+·)] = Eˆ[ϕ(B
y
· )]y=Bτ , (4.15)
where Byt := y+Bt, t ≥ 0 for y ∈ Rd. In particular, for each φ ∈ Cb.Lip(Rm×d) and 0 ≤ t1 ≤ · · · ≤ tm <∞,
Eˆτ+[φ(Bτ+t1 , · · · , Bτ+tm)] = Eˆ[φ(Byt1 , · · · , Bytm)]y=Bτ .
The following result says that G-Brownian motion starts afresh at an optional time, i.e., Bt := (Bτ+t−Bτ )t≥0
is still a G-Brownian motion.
Corollary 4.10 Let τ, ϕ be assumed as in the above Corollary. Then
Eˆτ+[ϕ(Bτ+· −Bτ )] = Eˆ[ϕ(Bτ+· −Bτ )] = Eˆ[ϕ(B·)]. (4.16)
In particular, for each φ ∈ Cb.Lip(Rm×d), 0 ≤ t1 ≤ · · · ≤ tm < +∞, m ∈ N, we have
Eˆτ+[φ(Bτ+t1 −Bτ , · · · , Bτ+tm −Bτ )] = Eˆ[φ(Bτ+t1 −Bτ , · · · , Bτ+tm −Bτ )] = Eˆ[φ(Bt1 , · · · , Btm)].
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Proof. We only need to prove the first one, which implies the second one as a special case. Setting
ϕ˜(ω) := ϕ((ωt − ω0)t≥0) in (4.15), we have
Eˆτ+[ϕ(Bτ+· −Bτ )] = Eˆ[ϕ(B·)].
Taking expectation on both sides, by Proposition 3.13, we then obtain
Eˆ[ϕ(Bτ+· −Bτ )] = Eˆ[ϕ(B·)].
5 An application
Let (Bt)t≥0 be a 1-dimensional G-Brownian motion such that σ
2 := −Eˆ[−B21 ] > 0 (non-degeneracy). Let
a ∈ R be given. For each ω ∈ Ω, define the level set
Lω(a) := {t ≥ 0 : Bt(ω) = a}. (5.1)
It is proved in [26] that Lω(a) is q.s. closed and has zero Lebesgue measure. Using the strong Markov
property for G-Brownian motion, we can obtain the following theorem.
Theorem 5.1 For q.s. ω ∈ Ω, the level set Lω(a) has no isolated point in [0,∞).
To prove Theorem 5.1, we need the following two lemmas.
Lemma 5.2 For q.s. ω, G-Brownian motion (Bt)t≥0 changes sign infinitely many times in [0, ε], for any
ε > 0.
Proof. Define τ1 := inf{t > 0 : Bt > 0}. Then τ1 is an optional time by Lemma 7.6 in Chap 7 of [12]. Let
P ∈ P and t ≥ 0 be given. Since B is a martingale, we can apply the classical optional sampling theorem to
obtain EP [−Bτ1∧t] = 0. Thus Eˆ[−Bτ1∧t] = 0. Noting that −Bτ1∧t ≥ 0, we then have −Bτ1∧t = 0 q.s., i.e.,
Bτ1∧t = 0 q.s. Similar analysis for −B shows Bτ2∧t = 0 q.s., for τ2 := {t > 0 : Bt < 0}. Therefore, Bτ0∧t = 0
q.s., for τ0 := τ1 ∨ τ2. This implies Bτ0∧t = 0 for each t ≥ 0, q.s.
Applying Proposition 1.13 in Chap IV of [24] under each P ∈ P , we then have 〈B〉τ0∧t = 0 for each t ≥
0, q.s. But from Corollary 5.4 in Chap III of [22] that 〈B〉t+s − 〈B〉t ≥ σ2s > 0 for each s > 0, we must
have τ0 = 0 q.s. Hence, τ1 = 0 and τ2 = 0, q.s., which imply the desired result.
Lemma 5.3 We have
sup
0≤t<∞
Bt = +∞ and inf
0≤t<∞
Bt = −∞, q.s. (5.2)
Proof. We only prove the first equality, from which the second one follows by the symmetry of G-Brownian
motion.
Define τt = inf{s ≥ 0 : 〈B〉s > t}. Under each P ∈ P , B is a martingale. Then by Theorem 1.6 in Chap
V of [24], (Bτt)t≥0 is a classical Brownian motion. Applying Lemma 3.6 in Chap I of [25], we have
sup
0≤t<∞
Bτt = +∞ P -a.s.
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Since {τt : t ∈ [0,∞)} = [0,∞), we then obtain
sup
0≤t<∞
Bt = +∞ P -a.s.
Therefore,
sup
0≤t<∞
Bt = +∞ q.s.
Remark 5.4 This lemma implies that Lω(a) is q.s. unbounded.
Proof of Theorem 5.1. Let t ≥ 0. Define the optional time after t
τt = inf{s > t : Bs = a}.
By Lemma 5.3 (see also Remark 5.4), τt is q.s. finite. Now we are going to show that
ττt = inf{s > τt : Bs = a} = τt q.s. (5.3)
For any n ≥ 1, since τt ∧ n satisfies (H3), then Corollary 4.10 implies that (Bτt∧n+s −Bτt∧n)s≥0 is still
a G-Brownian motion. Hence, by Lemma 5.2, there exists a set Ωn ⊂ Ω such that c(Ωcn) = 0 and on Ωn,
(Bτt∧n+s −Bτt∧n)s≥0 changes its sign infinitely many times on any [0, ε].
Let
Ω0 :=
∞⋃
n=1
(Ωn ∩ {τt ≤ n}).
For any P ∈ P , we have
P (Ωc0) = P (
∞⋂
n=1
(Ωcn ∪ {τt > n})) ≤ P (Ωcn ∪ {τt > n}) = P ({τt > n})→ P ({τt =∞}) = 0, as n→∞.
Thus
c(Ωc0) = 0.
For any fixed ω ∈ Ω0, there exists an n such that ω ∈ Ωn ∩ {τt ≤ n}. Since τt(ω) ∧ n = τt(ω), then
((Bτt+s −Bτt)(ω))s≥0 changes its sign infinitely many times on any [0, ε]. Therefore,
ττt(ω) = τt(ω),
which proves (5.3).
Note that, for any fixed p < q,
Λp,q := {ω ∈ Ω : there is only one s ∈ (p, q) such that Bs(ω) = a} ⊂ {ω ∈ Ω : τp < q, ττp ≥ q}.
We must have c(Λp,q) = 0. Thus the set
{ω ∈ Ω : Lω(a) has isolated point} =
⋃
0≤p<q; p,q∈Q
Λp,q
is a zero capacity set.
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