Background {#Sec1}
==========

When testing for SNP associations in related individuals, one has to account for the non-independence of observations \[[@CR1]\]. An appropriate method is to test for the SNP effect assuming a mixed model **y**=*b* ~1~+*b* ~2~ **s**+**g**+**e** with phenotypes **y**, intercept *b* ~1~, effect *b* ~2~, SNP genotypes **s**, polygenic random effects **g** and residuals **e** \[[@CR2]--[@CR5]\]. Recently, several extensions of this concept were proposed \[[@CR6]\]. However, fitting this mixed model is mathematically challenging as well as computationally expensive when performed within a genome-wide context and for large sample sizes. For this reason, the correlation of phenotypes is often neglected and the standard linear model **y**=*β* ~1~+*β* ~2~ **s**+***ε*** is used assuming independent normally distributed residuals ***ε***.

The impact of relatedness on the correctness of simple linear regression analysis also depends on the heritability of the trait of interest. This is obvious if considering traits of high heritability such as height (80%) \[[@CR7]\]. However, we demonstrate in the present paper that even if heritability is relatively small (e.g. circulating serum chemerin with estimated 16% heritability \[[@CR8]\]) proper correction is still required if highly related samples are analysed. Otherwise, the type I error of the uncorrected test statistic is inflated \[[@CR9], [@CR10]\] and increases further with higher heritability and stronger relatedness \[[@CR1], [@CR10], [@CR11]\]. In this context, stronger relatedness means more and stronger related pairs of individuals in the analysis sample. Often, inflation of type I error is corrected by genomic control, a phenomenological approach proposed by Devlin & Roeder \[[@CR12]\]. They showed that dependency structures of observations can lead to extra variance compared to the situation of independence. Although genomic control works fine to reduce type I error inflation, it reduces the power in case of higher relatedness and heritability \[[@CR5]\]. Assessing the power of the uncorrected test in dependence on the degree of relatedness is difficult. We showed in a simulation study \[[@CR13]\] that for the uncorrected test under relatedness, there is a gain in power for low *p*-value thresholds but a loss in power for higher *p*-value thresholds. Another simulation study \[[@CR11]\] reported that the power did not notably differ if relatedness is ignored.

In the present paper, we aim to investigate how heritability and strength of relatedness contribute to variance inflation of the effect estimate and present simple approximation formulae. We evaluate subsequently the impact of variance inflation on type I error and power of the test and identify situations in which simple linear regression is still valid. Additionally, we prove that the expectation of effect estimates is not influenced as noticed by simulation studies \[[@CR1], [@CR11]\] and explain why allele frequencies appear to have only little impact on type I error and power (see \[[@CR1], [@CR14]\]).

The paper is organized as follows: In the "[Methods](#Sec2){ref-type="sec"}" section, we present the underlying theory and derive the equations. We first introduce the notation of relatedness structure. Then, we present both, the general linear model of SNP-phenotype association under relatedness and its counter-part of ignored relatedness. We show unbiasedness of the effect estimate of the SNP of the second model and derive its variance inflation under relatedness. We study the impact of variance inflation on hypothesis testing and compare our results with those of genomic control correction. In the "[Results](#Sec12){ref-type="sec"}" section, we analyse the relatedness structure of the publicly available HapMap data, an isolated population and synthetic family structures and their impact using the derived formulae. Major formulae derived in the paper were implemented in an R script provided as Additional file [1](#MOESM1){ref-type="media"}.

Methods {#Sec2}
=======

Almost all of the equations presented in the sections below are derived in Additional file [2](#MOESM2){ref-type="media"}. Notations and a list of symbols are provided in Additional file [2](#MOESM2){ref-type="media"}: Sections 1 and 7, respectively.

Relatedness {#Sec3}
-----------

When dealing with relatedness, it is important to understand what exactly it means that one individual "is related" to another individual. We introduce the corresponding notation following Wang \[[@CR15]\]. We assume bi-allelic markers (SNPs) without missing genotypes throughout. SNP genotype *s* ~*i*~ of the *i*th individual corresponds to the number of reference alleles 0, 1 or 2.

We denote *ϕ* and *δ* as the probabilities that only one allele and both alleles, respectively, are inherited IBD (identical by descent) from a common ancestor. Then, relatedness is defined as *G*=*ϕ*/2+*δ*. It holds that 0≤*G*≤1. Of note, different kinds of relatedness, e.g. a parent child pair (*ϕ*=1, *δ*=0) or full siblings (*ϕ*=1/2, *δ*=1/4), can yield the same *G*. In these cases the expectation of *G* equals 1/2. The true underlying relatedness structure is often unknown. However, it can be estimated on a sufficiently rich data basis such as genome-wide SNP arrays. For estimation, we applied the method described in \[[@CR15]\]. Our analysis is based on these relatedness estimates rather than relationships obtained from pedigrees which are often not available or prone to errors. For estimation of relatedness, SNP weights are required which depend on the respective allele frequencies. For this purpose, allele frequencies for each SNP **s** were assessed by the simple estimate $\documentclass[12pt]{minimal}
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For most of the approximation formulae presented below, we require that the mean relatedness, i.e. the average of the entries *G* ~*ij*~, *i*≠*j*, is small, i.e. less than 0.01. This applies for example for a sufficiently large number of trios or families or even large pedigrees over several generations (see Table [1](#Tab1){ref-type="table"} below). Table 1Estimated variance inflation under relatednessStudy*n*$\documentclass[12pt]{minimal}
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Modelling a SNP - phenotype association {#Sec4}
---------------------------------------

We assume that phenotypes **y** follows the "true" mixed model $$\documentclass[12pt]{minimal}
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with intercept *b* ~1~, SNP effect *b* ~2~, random (polygenic) effects **g**=(*g* ~1~,*g* ~2~,...,*g* ~*n*~) and residuals **e**=(*e* ~1~,*e* ~2~,...,*e* ~*n*~) for *i*=1,2,...,*n* observations. For the random effects, we assume that $\documentclass[12pt]{minimal}
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                \begin{document}$\sigma ^{2}_{\mathrm {g}}$\end{document}$ and relatedness matrix **G**. The possible dependence of phenotypes of two individuals *i* and *j* originates from the polygenic random effects *g* ~*i*~ and *g* ~*j*~. The random effects depend on the relatedness of both individuals which can be expressed in terms of *G* ~*ij*~ varying between zero and one. This implies that the polygenic contribution to the phenotype ranges from "independent" to "identical" for a pair of individuals. We assume that residuals are uncorrelated between observations and distributed as multivariate normal $\documentclass[12pt]{minimal}
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Ignoring relatedness results in the following simpler model to be fitted to the data: $$\documentclass[12pt]{minimal}
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assuming uncorrelated residuals ***ε***=(*ε* ~1~,*ε* ~2~,...,*ε* ~*n*~) only. We aim at deriving analytical formulae for the expectation and variance of $\documentclass[12pt]{minimal}
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                \begin{document}$\hat \beta _{2}$\end{document}$ given the true model, i.e. we analyse the impact of relatedness on the estimates obtained with Eq. ([2](#Equ2){ref-type=""}).

After some calculations (Additional file [2](#MOESM2){ref-type="media"}: Section 2.2), it follows that the expected value $\documentclass[12pt]{minimal}
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                \begin{document}$\mathrm {E}(\hat \beta _{2})=b_{2}$\end{document}$ is not biased by relatedness irrespective of its structure. However, the variance of $\documentclass[12pt]{minimal}
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Without heritability, i.e. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$R^{2}_{\mathrm {h}}=0$\end{document}$, the phenotypes for all pairs of individuals are uncorrelated and the last two terms of Eq. ([3](#Equ3){ref-type=""}) simplify to 1. In this case, we obtain $$\documentclass[12pt]{minimal}
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                \begin{document} $$ V_{\upbeta}=\frac{\sigma^{2}_{\mathrm{e}}}{\sum^{n}_{i=1}{(s_{i}-\bar{s})^{2}}}. $$ \end{document}$$

This variance is equivalent to the variance of the standard linear model as shown in \[[@CR16]\]. For the last term of $\documentclass[12pt]{minimal}
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                \begin{document}$\mathrm {V}(\hat \beta _{2})$\end{document}$ in Eq. ([3](#Equ3){ref-type=""}), we define the inflation factor $$\documentclass[12pt]{minimal}
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which depends on the heritability $\documentclass[12pt]{minimal}
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                \begin{document}$\mathrm {V}(\hat \beta _{2})$\end{document}$ can be rewritten as $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \mathrm{V}(\hat\beta_{2})=\frac{\lambda}{1-R^{2}_{\mathrm{h}}}V_{\upbeta}.  $$ \end{document}$$

As we will see in the "[Hypothesis testing](#Sec8){ref-type="sec"}" section, the empirical variance of the effect estimate is also inflated by factor $\documentclass[12pt]{minimal}
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                \begin{document}$1/\left (1-R^{2}_{\mathrm {h}}\right)$\end{document}$. Hence, this factor is cancelled out when estimating the corresponding *T* statistic.

Expected variance inflation {#Sec5}
---------------------------

An approximation formula for *λ* can be obtained by separately deriving the expectations of the numerator and denominator of Eq. ([4](#Equ4){ref-type=""}) as shown in Additional file [2](#MOESM2){ref-type="media"}: Section 3.2: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \lambda'=1+R^{2}_{\mathrm{h}}\frac{G_{2}-\frac{2}{n}G_{\mathrm{r}}}{n-1}  $$ \end{document}$$
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correspond to the sum of squared elements and the sum of the squared row sums of **G**, respectively. Approximating E(*λ*) by *λ* ^′^ is valid if the number *n* of observations is large and the mean relatedness $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \bar{G}=\frac{1}{n(n-1)}\sum\limits^{n}_{i=1}\sum\limits^{n}_{j \neq i=1}{G_{ij}} $$ \end{document}$$ is small. Interestingly, Eq. ([6](#Equ6){ref-type=""}) is independent of the allele frequency explaining the empirical observations of \[[@CR1], [@CR14]\]. For details, see Additional file [2](#MOESM2){ref-type="media"}: Section 3.2.

Relationship between heritability and inflation {#Sec6}
-----------------------------------------------

There are some useful transformations of Eq. ([6](#Equ6){ref-type=""}): If *λ* ^′^ is available for a specific heritability $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$R^{2}_{\mathrm {t}}$\end{document}$ given the same relatedness structure. As can be seen from Eq. ([6](#Equ6){ref-type=""}), it holds that $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{*{20}l}  R^{2}_{\mathrm{t}} &=& \frac{\lambda'_{\mathrm{t}}-1}{\lambda'-1}R^{2}_{\mathrm{h}}, \end{array} $$ \end{document}$$
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See also Additional file [2](#MOESM2){ref-type="media"}: Section 3.3.

Example family structures {#Sec7}
-------------------------

Using Eq. ([6](#Equ6){ref-type=""}), inflation *λ* ^′^ can be estimated for arbitrary family structures. As an example, assume a family study with *f* families with one father per family. Each father is mated with *m* mothers and each mother has *c* children. Then, the number of samples is *n*=(*c* *m*+*m*+1)*f*. Given these relationships as relatedness matrix **G**, inflation *λ* ^′^ can be explicitly calculated by $$\documentclass[12pt]{minimal}
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The formula is implemented in an R script (see Additional file [1](#MOESM1){ref-type="media"}). The special case of *m*=1, *c*=1 corresponds to trios in which Eq. ([9](#Equ9){ref-type=""}) simplifies to $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \lambda'_{f;1;1}=1+R^{2}_{\mathrm{h}} \frac{f-1}{3f-1}.  $$ \end{document}$$

Another example is a study with an increased number of pairwise relationships (*m*=2, *c*=3) where Eq. ([9](#Equ9){ref-type=""}) simplifies to $$\documentclass[12pt]{minimal}
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                \begin{document} $$ \lambda'_{f;2;3}=1+R^{2}_{\mathrm{h}} \frac{243f-314}{216f-24}.  $$ \end{document}$$

Details of these formulae are provided in Additional file [2](#MOESM2){ref-type="media"}: Section 3.4 and Additional file [3](#MOESM3){ref-type="media"}.

Hypothesis testing {#Sec8}
------------------

Assume we observe phenotypes **y** and SNP genotypes **s** obeying Eq. ([1](#Equ1){ref-type=""}). We are interested whether the phenotype is associated with the SNP. For the simplified regression model in Eq. ([2](#Equ2){ref-type=""}), this corresponds to testing the null hypothesis of *β* ~2~=0. Thus, the test statistic $\documentclass[12pt]{minimal}
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                \begin{document}$T=\hat \beta _{2}/S_{\upbeta }$\end{document}$ as presented in \[[@CR17]\] is evaluated. $\documentclass[12pt]{minimal}
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                \begin{document}$\hat \beta _{2}$\end{document}$. Evaluating the distribution of the test statistic under the null hypothesis is required for assessing the type I error. The distribution of the test statistic under the alternative hypothesis is required for calculating the power of the test. In reference to Additional file [2](#MOESM2){ref-type="media"}: Section 5.1, the effect estimate $\documentclass[12pt]{minimal}
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See also Additional file [2](#MOESM2){ref-type="media"}: Section 5.2.

Considering the alternative hypothesis, it holds that $\documentclass[12pt]{minimal}
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as shown in Additional file [2](#MOESM2){ref-type="media"}: Section 5.3. Finally, an approximation of the distribution of *T* under the alternative hypothesis can be derived: $$\documentclass[12pt]{minimal}
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Here, caused by relatedness, the empirical variance of the effect estimate $\documentclass[12pt]{minimal}
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Further, assume F~N~(*x*\|*μ*,*σ* ^2^) is the cumulative distribution function of the normal distribution with expectation *μ* and variance *σ* ^2^. Given the quantile *z* ~*α*/2~ of the standard normal distribution corresponding to a two-sided test with significance level *α*, the type I error of the test applying Eq. ([12](#Equ12){ref-type=""}) can be derived $$\documentclass[12pt]{minimal}
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Similarly, the power of the test applying Eq. ([14](#Equ14){ref-type=""}) is $$\documentclass[12pt]{minimal}
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Genomic control {#Sec9}
---------------

Genomic control \[[@CR12]\] is a simple and often used method to correct for variance inflation. Given a sample of *n* realisations $\documentclass[12pt]{minimal}
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Genomic control correction is performed by calculating $\documentclass[12pt]{minimal}
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the type I error of the test is preserved.

In contrast, correction of the alternative statistic *T* distributed as shown in Eq. ([14](#Equ14){ref-type=""}) yields $$\documentclass[12pt]{minimal}
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Thus, genomic control correction reduces the expectation of the test statistic, and with it, the power of the test in comparison to Eq. ([16](#Equ16){ref-type=""}) unless *λ* is close to 1: $$\documentclass[12pt]{minimal}
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Samples {#Sec10}
-------

To apply our equations to real data, we consider HapMap CEU (CEPH (Centre d'Etude du Polymorphisme Humain) from Utah) trio data for two reasons. First, these genotype data is freely accessible and well understood so that our results can easily be reproduced. Secondly, the relatedness structure is simple in order to promote understanding of our equations. A simple relatedness structure also supports simulation of genotype data to obtain results under different settings, e.g. increased sample size. Filtering of HapMap SNPs and samples prior to analysis is described in Additional file [4](#MOESM4){ref-type="media"}. A matrix of pairwise relatedness estimates for all HapMap CEU samples is provided as Additional file [5](#MOESM5){ref-type="media"}. In summary, 1,020,215 SNPs measured in 129 HapMap samples belonging to 43 trios were available for analysis. Additional file [6](#MOESM6){ref-type="media"} contains a detailed list of samples and the reason for exclusion where applicable, whereas Additional file [7](#MOESM7){ref-type="media"} provides the list of SNP identifiers used for analysis. The Perl script provided as Additional file [8](#MOESM8){ref-type="media"} together with the sample list in Additional file [6](#MOESM6){ref-type="media"} and the SNP list in Additional file [7](#MOESM7){ref-type="media"} can be used for converting the HapMap CEU data \[[@CR18]\] to a CSV (comma separated values) file which is further analysed.

Furthermore, we analysed a sample of the Sorbs who are an ethnic minority in Germany with putative genetic isolation \[[@CR13], [@CR19]\]. The Sorbs sample is characterised by a complex relatedness structure and therefore suitable for analysis of variance inflation. As done in \[[@CR13]\], 471,012 autosomal SNPs were filtered for call rate \< 95*%*, deviation from Hardy-Weinberg equilibrium with *p*\<10^−6^ and platform association with *p*\<10^−7^. After filtering, 424,476 SNPs measured in 977 samples were available for analysis.

Finally, synthetic genotypes were simulated for three studies each consisting of *f* families with one father per family, *m* mothers per father and *c* children per mother as described in Additional file [2](#MOESM2){ref-type="media"}: Section 3.4. In order to evaluate the results obtained for the HapMap data, a study (SFS1, synthetic family study 1) was simulated for *n*=129 samples with parameter set *f*=43, *m*=1, *c*=1. For the second study (SFS2), the relatedness structure was kept similar but the sample size was increased to *n*=999, i.e. the parameter set was *f*=333, *m*=1, *c*=1. For stronger relationships but the same *n*=999 samples, we simulated a third study (SFS3) with parameter set *f*=111, *m*=2, *c*=3. For all synthetic studies, we sampled 110,000 SNPs where the reference allele of each SNP was drawn from a beta distribution (shape *a*=0.5, shape *b*=0.5).

Simulation {#Sec11}
----------

For simulation and analysis of the results, we used the statistical software package R \[[@CR20]\]. The script is provided as Additional file [1](#MOESM1){ref-type="media"}. Instead of sampling SNPs for a synthetic family study, genotypes provided as CSV file can also be loaded and analysed utilising this R script. The HapMap and Sorbs genotype data were analysed in this way. In any case, a random subset of 100,000 non-monomorphic SNPs was selected for all studies. The R script was also used to estimate pairwise relatedness according to Wang \[[@CR15]\], to calculate the variance inflation *λ* given the SNP genotypes as presented in Eq. ([4](#Equ4){ref-type=""}) averaged over all SNPs and to calculate the expected inflation *λ* ^′^ based on estimated relationships as shown in Eq. ([6](#Equ6){ref-type=""}). Further, the R script supports simulation of phenotypes under the null and alternative hypothesis assuming Eq. ([1](#Equ1){ref-type=""}) for empirical verification of the test statistics as presented in Eqs. ([12](#Equ12){ref-type=""}) and ([14](#Equ14){ref-type=""}), respectively. Empirical values of the statistics were derived by simulations as follows: For each SNP, phenotypes are drawn repeatedly from a multivariate normal distribution where the expectation depends on the SNP if simulating alternative hypotheses or is independent of it for simulating null hypotheses. These simulated test statistics were averaged over phenotype realisations and the empirical variance was estimated to assess inflation due to relatedness. The resulting mean test statistics and their empirical variances were averaged over SNPs and a standard deviation was calculated to control sampling errors. Due to the computational burden, simulations were restricted to 1000 phenotype realisations per SNP and a random subset of 1000 SNPs.

Results {#Sec12}
=======

Variance inflation for examples of relatedness {#Sec13}
----------------------------------------------

We apply the formulae derived in the "[Methods](#Sec2){ref-type="sec"}" section to assess and compare variance inflation between different scenarios of relatedness structure and heritability. Given the genotypes of a SNP **s**, the estimated relatedness matrix **G** and the heritability $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {h}}$\end{document}$ one can calculate the variance inflation based on Eq. ([4](#Equ4){ref-type=""}).

Different relatedness structures result in different degrees of variance inflation. We demonstrate this on an example of a synthetic family study consisting of *f* families with one father per family, *m* mothers and *c* children. Further, assume that each study comprises the same number *n* of individuals but differs in *c* and *m*. Therefore, we set *f*=floor(*n*/(*c* *m*+*m*+1)) ("floor" returns the largest integer not greater as the argument) and estimate the expected variance inflation of the effect estimate by evaluating Eq. ([9](#Equ9){ref-type=""}). Figure [1](#Fig1){ref-type="fig"} shows the expected inflation *λ* *f*;*m*;*c*′ for heritability $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {h}}=0.9$\end{document}$ and different settings of *m* and *c* resulting in the same sample size *n*=1000. For example, a trio study with *f*=333, *m*=1 and *c*=1 (*n*=999) results in *λ*333;1;1′=1.3. This value can also be obtained via Eq. ([10](#Equ10){ref-type=""}). A more extreme example is a family study with *f*=111, *m*=2 and *c*=3 (*n*=999) which results in *λ*111;2;3′=2 (see also Eq. ([11](#Equ11){ref-type=""})). Inflation *λ* ^′^ also depends on sample size, but notable differences can only be observed for small sample sizes (i.e. *n*\<100). Fig. 1Expected variance inflation for synthetic family studies. The figure presents the expected variance inflation *λ* *f*;*m*;*c*′ for heritability $\documentclass[12pt]{minimal}
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For a random subset of 100,000 non-monomorphic SNPs, we estimated the variance inflation for the real HapMap trio data, the Sorbs data and the above mentioned synthetic family studies SFS1 (corresponding to HapMap study), SFS2 (corresponding to trios with a larger sample size of *n*=999) and SFS3 (corresponding to the same sample size as SFS2 but a higher average relatedness). Results for $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {h}}=0.9$\end{document}$ are presented in Table [1](#Tab1){ref-type="table"}. The empirical variance inflation *λ* is smallest for HapMap and SFS1, the latter two are in well agreement as expected. The higher sample size for SFS2 results in slightly higher inflation. The Sorbs inflation is even higher than for SFS2. As expected, SFS3 shows the strongest inflation. Using *λ* ^′^ instead of *λ* results in slightly higher values due to the Taylor expansion used to derive Eq. ([6](#Equ6){ref-type=""}) (see Additional file [2](#MOESM2){ref-type="media"}: Section 3.2). But the difference is without practical relevance. Restricting to minor allele frequencies \> 10*%* improves the agreement (see Table [1](#Tab1){ref-type="table"} column $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {t}}$\end{document}$ drops below 10% for HapMap, Sorbs, SFS1 and SFS2 according to Eq. ([7](#Equ7){ref-type=""}), inflation becomes irrelevant (*λ*t′\<1.05, see Table [1](#Tab1){ref-type="table"} for details). However, inflation for the extreme situation of study population SFS3 is still *λ*t′=1.11 as calculated with Eq. ([8](#Equ8){ref-type=""}).

Numerical validation of test statistics {#Sec14}
---------------------------------------

The distributions of the test statistic *T* in Eqs. ([12](#Equ12){ref-type=""}) and ([14](#Equ14){ref-type=""}) are approximations due to the approximation of the variance estimate. To empirically verify these approximations, we simulated multivariate normally distributed phenotypes and fitted a linear model afterwards. We analysed the same five study populations as in the previous section and again assumed $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {h}}=0.9$\end{document}$. Results are presented in Table [2](#Tab2){ref-type="table"} for the null hypothesis and Table [3](#Tab3){ref-type="table"} for the alternative hypothesis. The expectation and empirical variance of *T* was averaged over SNPs. As expected, the expectation of *T* under the null hypothesis is close to zero for all studies (Table [2](#Tab2){ref-type="table"}). The expectation under the alternative is close to its theoretical value *μ* calculated via Eq. ([13](#Equ13){ref-type=""}) (Table [3](#Tab3){ref-type="table"}), i.e. no relevant biases were observed for *T* under both hypotheses. However, the variance of *T* is slightly overestimated in comparison to the derived *λ* values presented in Table [1](#Tab1){ref-type="table"} (compare $\documentclass[12pt]{minimal}
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Examples of inflation factors {#Sec15}
-----------------------------

Since heritability and relatedness structure directly translate into inflation factors, we study the latter in the following in more detail. To study type I error and power of the tests, we consider four different inflation scenarios *λ*=1, i.e. no inflation, and *λ*=1.05,1.3 and 2. For example, any study comprising unrelated individuals results in about *λ*=1, whereas our study populations SFS1 with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$R^{2}_{\mathrm {h}}=0.15$\end{document}$, SFS2 and SFS3 with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$R^{2}_{\mathrm {h}}=0.9$\end{document}$ result in about *λ*=1.05, 1.3 and 2, respectively. See also Table [1](#Tab1){ref-type="table"} for the latter three scenarios.

Impact of inflation on type I error {#Sec16}
-----------------------------------

In the situation of statistical testing, the variance of *T* under the null hypothesis is relevant for the type I error. Its inflation originates from heritability $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {h}}$\end{document}$ and the family structure as shown in Eq. ([4](#Equ4){ref-type=""}). Variance inflation *λ* impacts the distribution of the test statistic under the null hypothesis as shown in Eq. ([12](#Equ12){ref-type=""}) and affects the type I error of the test as depicted in Eq. ([15](#Equ15){ref-type=""}). In Fig. [2](#Fig2){ref-type="fig"}, we present the type I error dependent on the significance level without inflation *λ*=1 and inflation with *λ*=1.05,1.3 and 2 as in the above mentioned scenarios. Type I error for *λ*=1.05 is similar to *λ*=1 justifying the 1.05 threshold typically applied to ignore inflation. However, the type I error increases rapidly with increasing inflation. Fig. 2Comparison of type I errors with respect to different degrees of variance inflation. The figure provides a comparison of type I errors dependent on the significance level *α* without variance inflation *λ*=1 and variance inflation with *λ*=1.05, 1.3 and 2. The negative common logarithm is presented for *α* as well as the type I error. The grey vertical line corresponds to a significance level of *α*=0.05

Impact of inflation on power {#Sec17}
----------------------------

For calculating the power, expectation and variance of *T* under the alternative is required. As shown in Eq. ([4](#Equ4){ref-type=""}), variance inflation depends on heritability $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {h}}$\end{document}$ and the family structure. Similar to the null hypothesis, variance inflation *λ* impacts the distribution of the test statistic under the alternative as shown in Eq. ([14](#Equ14){ref-type=""}) and affects the power of the test (Eq. ([16](#Equ16){ref-type=""})). The expectation of *T*, see Eq. ([13](#Equ13){ref-type=""}), depends on the sample size *n* and the explained variance by the SNP $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {s}}=0.02$\end{document}$ resulting in an expectation of the test statistic of $\documentclass[12pt]{minimal}
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                \begin{document}$\mu =\sqrt {(n-1)R^{2}_{\mathrm {s}}} \approx 4.47$\end{document}$. For this expectation, we present Fig. [3](#Fig3){ref-type="fig"} [a](#Fig3){ref-type="fig"} showing the dependence of power, see Eq. ([16](#Equ16){ref-type=""}), on the significance level for *λ*=1 (no inflation) and *λ*=1.05,1.3 and 2. The power for *λ*=1.05 is similar to *λ*=1, indicating again that this inflation is negligible for practical purposes. The difference is more pronounced for the other power curves with *λ*\>1.05. Irrespective of the variance of the test statistic, the power curves are intersecting at 50%. For the selected expectation, this corresponds to −lg(*α*)≈5.11 (" lg" refers to the common logarithm with base 10). Thus, for smaller significance levels, the power increases with increasing inflation while the opposite occurs for larger significance levels. Fig. 3Comparison of power with respect to different degrees of variance inflation. Both figures provide a comparison of power in percent dependent on the significance level *α* without variance inflation *λ*=1 and variance inflation with *λ*=1.05, 1.3 and 2. Figure **a** corresponds to the uncorrected test statistic, whereas Figure **b** refers to the test statistic after genomic control. The negative common logarithm is presented for *α*. The grey vertical line corresponds to a significance level of *α*=0.05. An explained variance of $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {s}}=0.02$\end{document}$ was assumed. Sample size was set to *n*=1000

Correction with genomic control {#Sec18}
-------------------------------

In case of inflation, an often applied method of correction is genomic control. If this correction is applied in the situation of relatedness, the distribution of the test statistic (Eq. ([17](#Equ17){ref-type=""})) under the null hypothesis is approximately standard normal. This implies that the type I error *α* (Eq. ([18](#Equ18){ref-type=""})) is preserved. In contrast, correcting the test statistic by the inflation factor reduces the expectation (Eq. ([19](#Equ19){ref-type=""})) under the alternative hypothesis which in turn reduces the power (Eq. ([20](#Equ20){ref-type=""})) of the test. In Fig. [3](#Fig3){ref-type="fig"} [b](#Fig3){ref-type="fig"}, we provide the power dependent on the significance level after genomic control without inflation *λ*=1 and with inflation *λ*=1.05, 1.3 and 2. Comparing Fig. [3](#Fig3){ref-type="fig"} [a](#Fig3){ref-type="fig"} and [b](#Fig3){ref-type="fig"}, power loss of genomic control increases rapidly with increasing *λ*. Thus, genomic control cannot be recommended for inflations *λ*\>1.05 induced by relatedness.

Discussion {#Sec19}
==========

Relatedness induces a dependency structure to phenotypic data, and therefore, needs to be addressed appropriately in genetic association studies. However, the impact of relatedness on key statistical properties is insufficiently studied and major insights rely on simulation studies only. Here, we provide a full theory of the impact of relatedness on linear regression analysis of a quantitative phenotype. We derive analytical formulae of test statistics and provide a simple approximate formula of the dependence of variance inflation on the relatedness structure. We studied the impact of relatedness on type I error and power and confirmed a number of phenomena observed in simulation studies. Moreover, we showed that genomic control cannot be recommended to deal with relatedness-induced inflation. All formulae were implemented in an R script provided as supplement (Additional file [1](#MOESM1){ref-type="media"}).

First, we derived formulae of the impact of relatedness on effect estimates and variances of a linear regression model. We proved that the expectation is unbiased in agreement with \[[@CR1], [@CR11]\] who observed this fact on the basis of simulation studies. We derived an approximation formula of the variance inflation given the relatedness and the heritability of the phenotype. We also proved that the standard error of the effect estimate is underestimated if applying the standard linear model. This is reflected by the deflation factor *ν* derived in Additional file [2](#MOESM2){ref-type="media"}: Section 4.2. Again, this issue was observed by \[[@CR1]\] on the basis of a simulation study.

We estimated this variance inflation for "real" genotype data obtained from HapMap trios and the Sorbs and for synthetic genotypes of three different family studies of varying degree of relatedness. For a heritability of 90%, we showed that there is a relevant inflation for all of these studies. In contrast, if heritability drops below 10%, the inflation is only relevant in the extreme situation of study population SFS3. See also Additional file [9](#MOESM9){ref-type="media"} for additional results of scenarios with varying degree of heritability.

The polygenic effect was modelled via a multivariate normal distribution with the relatedness matrix as covariance matrix. Alternatively, the polygenic effect could be modelled by single markers as proposed by Zhang et al. \[[@CR3]\]. Results are similar even for small numbers of SNPs contributing to the polygenic effect (see Additional file [10](#MOESM10){ref-type="media"}).

For analysis, we utilised relatedness estimates obtained from genomic data rather than estimates obtained from pedigree data. First, correct pedigree data are difficult to assess especially for non-family studies or studies with cryptic relatedness as observed in isolated populations, e.g. the Sorbs \[[@CR13]\]. Second, \[[@CR5], [@CR14]\] argued that estimates from marker data reflect true genetic relationships better then estimates from even a correct pedigree. In contrast to \[[@CR5]\] who applied kinship estimates as presented in \[[@CR21]\], we estimated pairwise relatedness with the method proposed by Wang \[[@CR15]\]. The latter has several advantages as correction for allele frequency estimates. Otherwise, relatedness estimates could be biased \[[@CR15], [@CR21]\], see also Fig. 1 in Additional file [11](#MOESM11){ref-type="media"}. However, in our hands using the kinship matrix \[[@CR5], [@CR21]\] or the IBS(identical by state)-based matrix \[[@CR4], [@CR22]\] as alternative estimators, this has little impact on the inflation results (see Additional file [11](#MOESM11){ref-type="media"}). Further, the method in \[[@CR15]\] results in a diagonal of the estimated relatedness matrix identical to 1 which is required for our derivations in Additional file [2](#MOESM2){ref-type="media"}: Section 2.2.

In general, inflation depends on the allele frequency of a SNP. However, considering our approximation formula Eq. ([6](#Equ6){ref-type=""}), this dependency can be neglected if the sample size is sufficiently large and the average relatedness is small. This explains corresponding empirical observations of \[[@CR1], [@CR14]\].

As different combinations of relatedness structure and heritability yield the same variance inflation, we further focused on different degrees of variance inflation to study type I error and power. For this purpose, we derived an analytical approximation of the test statistic given the variance inflation. The approximation was successfully verified in a simulation study.

We showed analytically that the type I error increases with inflation. With our formula, we could confirm the empirical observation of \[[@CR1], [@CR11]\] that type I error of the test increases with higher heritability and stronger relationships. Similarly, \[[@CR9]\] observed an inflated type I error when the family structure is ignored.

A major result of our study is that the power increases with increasing inflation if the significance level is small while the opposite occurs for larger significance levels. We already observed this phenomenon in a previously published simulation study \[[@CR13]\]. This explains a number of contrary empirical observations presented in the literature, e.g. \[[@CR1], [@CR9]\] noted that the power of the test is reduced when ignoring the family structure. However, \[[@CR11]\] observed similar power irrespective whether accounting for the family structure or not. By our formula, we could show that the power could be either increased or decreased under inflation in dependence on the underlying significance threshold.

Our formulae can also be applied to compare the impact of family structures between studies. Power and type I error were analysed previously in \[[@CR1], [@CR5]\] for a nuclear pedigree (NP) of 1011 individuals belonging to 337 sib trios. Applying our formulae (Additional file [3](#MOESM3){ref-type="media"}), this family structure results in an inflation factor of 1.45 for $\documentclass[12pt]{minimal}
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                \begin{document}$R^{2}_{\mathrm {h}}=0.9$\end{document}$. Interestingly, the same value was observed for the Sorbs sample.

Since genomic control is an often applied method to correct for inflated test statistics, we studied its results in the situation of relatedness-induced inflation. We could show that genomic control maintains the correct type I error which is in line with \[[@CR5], [@CR12]\]. However, we also showed that genomic control seriously impairs power. This was acknowledged by \[[@CR12]\] for increased inflation and by \[[@CR5]\] for higher heritability and stronger relationships. According to our results, genomic control cannot be recommended to deal with inflation due to relatedness. One has to remark that genomic control was originally developed to correct for population stratification \[[@CR23], [@CR24]\]. In contrast to other studies \[[@CR12], [@CR14], [@CR21]\], we did not consider additional population structure here. Results for selected settings of heritability and explained variance of the SNP are presented in the paper. More scenarios can be easily analysed using our R script provided as Additional file [1](#MOESM1){ref-type="media"}.

The properties of various correction methods as well as simple linear regression are compared in \[[@CR10]\]. Here, we investigated the linear model in detail, provided an easy to apply approximation formula of the impact of relatedness on variance inflation and identified scenarios where simple linear regression analysis is still valid. We agree with Aulchenko \[[@CR14]\] that a variance inflation below 1.05 is negligible regarding power and type I error. If variance inflation is larger, we advice to apply methods which explicitly account for relatedness, e.g. by mixed model analysis \[[@CR1], [@CR5], [@CR9], [@CR25]--[@CR27]\]. Nonetheless, these models need to be carefully applied due to several pitfalls \[[@CR28]\]. For a summary of correction methods and software tools, see also \[[@CR29]\].

Conclusions {#Sec20}
===========

We developed approximation formulae to study the impact of relatedness on type I error and power. We could prove a number of empirical observations made in simulation studies. Stronger relatedness as well as higher heritability result in increased variances of the effect estimates of simple linear regression analyses. As a consequence, type I error rates are generally inflated. The behaviour of power is more complicate since relatedness could either increase or reduce it in dependence on the effect size of a SNP, the heritability of the phenotype and the significance threshold. Genomic control cannot be recommended to deal with relatedness-induced inflation. Variance inflation below 1.05 can be safely ignored, i.e. simple linear regression analysis is still appropriate in this case.
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================

 {#Sec21}

Additional file 1R script for simulation. This R script supports simulation of synthetic genotypes for a family study. Instead of genotype simulation, genotypes can also be loaded from a CSV file. Allele frequencies are calculated, monomorphic SNPs are filtered and pairwise relatedness is estimated. Given SNP genotypes and a value for the heritability, variance inflation *λ*is calculated. Additionally, the expected *λ* ^′^ is estimated. Finally, the script simulates phenotypes under the null and alternative hypothesis and provides results regarding the *T* statistic. The R library "mvtnorm" is required for sampling multivariate normally distributed phenotypes. Parameters can be modified to simulate different scenarios. However, the number of samples, the number of SNPs and the number of phenotype realisations per SNP should be limited to reduce the computational burden. For example, running the script on an Intel Xeon X5560 CPU (2.80 GHz) for synthetic family study 3 (SFS3) with parameter set *f*=111, *m*=2, *c*=3 (*n*=999), 100000 SNPs, 1000 phenotype realisations per SNP and 1000 SNPs required 8.3 GB RAM and took \< 1 min for genotype sampling, 8 min for estimation of pairwise relatedness, 21 min for *λ* estimation and about 2.5 h for each of the phenotype simulations under the null and alternative hypothesis, respectively. (R 6 kb)

Additional file 2Theoretical background. This file provides the theoretical background and derivations of equations presented in the manuscript. (PDF 231 kb)

Additional file 3Maxima script for deriving expected variance inflation. This script can be used with [Maxima]{.smallcaps} \[[@CR30]\] for deriving formulae for the expected variance inflation *λ* *f*;*m*;*c*′ for synthetic family studies. (WXM 1 kb)

Additional file 4Preparation of HapMap data. This document provides details regarding the filtering of samples and SNPs of the HapMap data. (PDF 97 kb)

Additional file 5Pairwise relatedness estimates of HapMap samples. This file contains a matrix of pairwise relatedness estimates resulting from the preliminary analysis of 174 HapMap CEU samples. Sample identifiers for the pair of individuals under consideration are given in the first row and in the first column, respectively. A value of -1 occurs if pairwise relatedness could not be estimated because of disjoint SNP sets. (CSV 571 kb)

Additional file 6Sample selection of HapMap genotype data. This file provides annotations for 174 HapMap CEU samples. The columns FID (family identifier), IID (individual identifier), dad, mom, sex (1=male, 2=female), pheno (always 0), population (always CEU) correspond to the columns of relationships_w\_pops_121708.txt filtered for CEU samples as provided by HapMap. The column ctr contains a unique trio identifier and equals NA when the sample does not belong to a complete trio family. The reason for exclusion is provided where applicable, otherwise NA is stated and the sample is included in our study. (CSV 8 kb)

Additional file 7SNP selection of HapMap genotype data. This file contains a list of HapMap SNP identifiers used for our analyses. rsid (reference SNP identifier) refers to the first column of the genotype data files as provided by HapMap. (CSV 10000 kb)

Additional file 8Perl script for converting HapMap genotype data. This Perl script requires the sample list of Additional file [6](#MOESM6){ref-type="media"}, the SNP list of Additional file [7](#MOESM7){ref-type="media"} and HapMap raw data. The HapMap project website is not available anymore, however, genotype data can still be retrieved from <ftp://ftp.ncbi.nlm.nih.gov/hapmap/genotypes/2010-08_phaseII+III/>. The converted genotypes are saved in a CSV file. Folder and file locations must be adapted before running the script. Running the script on an Intel Xeon X5560 CPU (2.80 GHz) required 800 MB RAM and took about 5 minutes. (PL 2 kb)

Additional file 9Comparison of different degrees of heritability. This file contains additional tables with inflation results for different degrees of heritability. (PDF 75 kb)

Additional file 10Comparison of methods for modelling the polygenic effect. This file provides additional tables with inflation results for different polygenic models. (PDF 67 kb)

Additional file 11Comparison of different relatedness estimators. This document summarizes different methods for estimating relatedness, presents corresponding inflation results and shows the impact of small allele frequencies on relatedness estimates. (PDF 140 kb)

CEU

:   CEPH (Centre d'Etude du Polymorphisme Humain) from Utah

CSV

:   Comma separated values

IBD

:   Identical by descent

IBS

:   Identical by state

SFS

:   Synthetic family study

SNP

:   Single nucleotide polymorphism
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