ABSTRACT. Using a simplified version of Kuranishi perturbation theory that we call semi-global Kuranishi structures, we give a definition of the equivariant Lagrangian Floer cohomology of a pair of Lagrangian submanifolds that are fixed under a finite symplectic group action and satisfy certain simplifying assumptions.
INTRODUCTION
Let G be a finite group. The equivariant Lagrangian Floer cohomology for a pair of Lagrangians fixed under a symplectic G-action was first defined and studied in [KS] and later in [SS, He1, He2, He3, HLS] . One of the main difficulties in defining such a theory is achieving transversality of the moduli spaces of J-holomorphic curves using an equivariant almost complex structure J. Indeed, there are obstructions to the existence of equivariant regular almost complex structures; see [KS, SS] . The paper [HLS] uses an infinite family of non-equivariant regular almost complex structures and an algebraic approach to define equivariant cohomology.
The goal of this paper is to give an alternate definition of equivariant Lagrangian Floer cohomology using an equivariant almost complex structure J that is not necessarily regular. This involves constructing an equivariant version of a semi-global Kuranishi structure, which is a simplified version of the Kuranishi structures of [FOn, FO3] used in [BH2] ; compare to [MW] for the Kuranishi atlas formulation.
It is worth mentioning that there is a construction of equivariant Kuranishi charts in [Fu] in a more general situation via a quite different approach.
Let (M, ω) be a compact symplectic manifold of dimension 2n and L 0 and L 1 be oriented Lagrangian submanifolds of M that intersect transversely. Suppose G acts on (M, ω) symplectically and satisfies g(L i ) = L i for each g ∈ G and i = 0, 1; and that G fixes the orientations of L i .
We make the following simplifying assumptions:
(S 1 ) the maps π 2 (M )
→ R for i = 0, 1 have image 0; (S 2 ) for each pair p, q ∈ L 0 ∩ L 1 , only finitely many classes map to R + under the map π 2 (p, q)
Here π 2 (p, q) is the set of homotopy classes of continuous maps u : [0, 1]×[0, 1] → M with boundary conditions u(0, t) = q, u(1, t) = p, u(s, 0) ∈ L 0 , u(s, 1) ∈ L 1 . More informally, (S 1 ) says that for all almost complex structures we consider we want to avoid disk bubbles and sphere bubbles. (S 2 ) allows us to avoid Novikov rings and instead work with the coefficient ring R = Z[R ≥0 ], whose elements are finite formal sums α a α T α , where α ∈ R ≥0 , T is a formal variable, and a α ∈ Z.
Remark 1.0.1. To simplify the notation sometimes we will assume: (S ′ 2 ) for each pair p, q ∈ L 0 ∩ L 1 , there is at most one class that maps to R ≥0 under the map π 2 (p, q)
This allows us to define a partial order ≥ on L 0 ∩ L 1 : given p, q ∈ L 0 ∩ L 1 , we write p ≥ q if (i) p = q or (ii) p = q and the image of π 2 (p, q) ω → R nontrivially intersects R + .
Exact case. One special case for which (S 1 ) and (S ′ 2 ) hold is when: • (M, ω = dσ) is a Liouville domain, i.e., M is compact and the Liouville vector field X defined by ι X ω = σ points out of ∂M ; • L 0 and L 1 are compact exact Lagrangians in M with Legendrian boundary, where exactness means that σ| L i is an exact 1-form on L i for i = 0, 1.
If we want to equip the Lagrangian Floer homology groups with a Z-grading, we assume that (L 0 , L 1 ) is a G-equivariant graded Lagrangian pair; see Section 5.1 for details.
The definition of HF • G (L 0 , L 1 ) is given in Section 5.2 and its invariance under G-equivariant Hamiltonian isotopy is given in Section 5.4. Most of the work is devoted to the construction of the semi-global Kuranishi structure in Section 2 and the equivariance of the curve count in Section 4. The agreement with the usual definition for regular J is automatic.
Acknowledgements. We thank Kristen Hendricks, Robert Lipshitz, and Sucharit Sarkar for explaining to us their approach to equivariant Lagrangian Floer cohomology in [HLS] . The first author thanks Garrett Alston and Cecilia Karlsson for discussions on orientations and Vincent Colin for providing him a great visiting opportunity at the Lebesgue Center of Mathematics and the Université de Nantes, where part of this work was carried out. The first author also thanks the Simons Center for Geometry and Physics, where he worked on this paper.
EQUIVARIANT SEMI-GLOBAL KURANISHI STRUCTURE
The construction of the equivariant semi-global Kuranishi structure follows the same steps as that of [BH2] . The only differences are that (i) we consider sections, not multisections, and (ii) we pay attention to G-equivariance.
2.1. G-invariant almost complex structure. The following lemma is well-known.
Lemma 2.1.1. In the exact case, there exists an almost complex structure J which is ω-compatible, G-invariant, and satisfies (J).
Proof. By the conditions on G on the collar neighborhood U = (−ǫ, 0] × ∂M , it follows that ∂ r , R α , and ξ are also preserved by G on U . Choose a Riemannian metricĝ on M such that (*) ∂ r , R α , and ξ are mutually orthogonal on U and ∂ r and R α have unit length. Let g be the average ofĝ under the group action G. Then g is preserved by G and (*) holds.
From ω and g, we obtain the canonical ω-compatible almost complex structure J on M by the usual polar decomposition argument; see for example [Si, Proposition 12.3] and [MS1, Proposition 2.50 ]. More precisely, we define A : T M → T M by ω(u, v) = g(Au, v) and the almost complex structure J by J = ( √ A * A) −1 A, where A * is the g-adjoint of A. It is not hard to check that J is ω-compatible and G-invariant and that J maps ∂ r → R α and Jξ = ξ. Hence (J) is satisfied.
Lemma 2.1.2. In the exact case, given almost complex structures J 0 and J 1 that are ω-compatible, G-invariant, and satisfy (J), there exists a 1-parameter family of almost complex structures {J τ } τ ∈[0,1] connecting J 0 and J 1 such that for each τ ∈ [0, 1], J τ is ω-compatible, G-invariant, and satisfies (J).
Proof. Define the metrics g i (·, ·) := ω(·, J i ·) for i ∈ {0, 1}. We can connect g 0 and g 1 by a 1-parameter family of G-invariant metrics {g τ } τ ∈[0,1] . It is not hard to see that we can take the g τ so that (*) holds for each τ ∈ [0, 1]. Then we can define {J τ } τ ∈[0,1] as in the proof of Lemma 2.1.1.
From now on we assume ω, J, and g are compatible and G-invariant. It is easy to check that we can further choose
, where T p L 0 is the R n factor and T p L 1 is the iR n factor; and that we further choose the family
2.2. Fredholm setup. Let S = R × [0, 1] with coordinates (s, t) and the standard complex structure j which maps
Here the exponential map exp is taken with respect to the G-invariant g. Let
be the smooth Banach bundle with fiber
is a Fredholm section and ∂ −1
is given by
By abuse of notation, we are not distinguishing between sections of u * T M and sections of T M along u.
In what follows we will usually write π : E → B. Note that, as s → ±∞, (∇ s ξ + J∇ t ξ) → ∂ s ξ + J(p)∂ t ξ and u s , u t → 0. This motivates the following definition.
2.3. The asymptotic operator. Consider
with inner product
1 We will be using p for both a point in L0 ∩ L1 and the L p -exponent. Hopefully this will not create any confusion.
The asymptotic operator A = A p : W p → W p is the self-adjoint operator 
Here (·, ·) is the real part of the standard Hermitian inner product on C. Observe that:
by the decay conditions at s = ±∞. We also have
The following claim implies the adjoint is
Proof. By Equations (2.3.1) and (2.3.2), if Du, v = 0 for all u, then
for all u. We can decouple this equation into two pieces by considering u that are supported in the interior of R × [0, 1] and on small neighborhoods of boundary points. Hence we obtain the conditions D * v = 0 and v(s, 0) ∈ L 0 = R and v(s, 1) ∈ L 1 = JR.
2.4.
Interior semi-global Kuranishi charts. Let us first consider a single moduli space
We will often suppress the almost complex structure J from the notation when it is clear from the context. Let us also abbreviate M = M(p, q; A), B = B(p, q; A), and E = E(p, q; A).
, where:
A section s of π : E → V that is transverse to ∂ is an obstruction section.
Notation 2.4.2. In (iii) we are abusing notation and writing ∂ for the section to indicate that it descends from ∂ : B → E; for the charts we construct, the sections ∂ are consistent with one another. We will also often abuse notation and write K ⊂ V without referring to the map ψ.
The goal of this subsection is to construct a G-equivariant interior semi-global Kuranishi chart over a large
T q B q → T m B q be the parallel transport with respect to the Levi-Civita connection of g along the shortest geodesic from q to m. Next we define the t
where f q j are the eigenfunctions of A q .
Definition 2.4.3 (The map Ω q ). Let P(B q ) be the space of
. We then define a map
P(B q ) from the constant path at q to γ. Then let
Note that Ω q (γ) does not depend on the choice of path v γ .
For ε > 0 sufficiently small, for each v ∈ K, there exists a unique value s q v,ε of s ∈ R which satisfies the following:
(sq) the path γ v,s (t) = v(s, t) is contained in B q and Ω q (γ v,s ) = ε.
We can also define s q u,ε for u ∈ B which is C 1 -close to v.
We denote by E ℓ = E q,ℓ → U the vector subbundle of E| U spanned by the sectionsf The proof is similar to that of [BH2, Theorem 5.1 .2] and will be omitted. We then define
and restrict to E ℓ | V → V . Note that if u 1 , u 2 ∈ N (K) and u 2 (s, t) = u 1 (s + s 0 , t), then by construction the translation by s 0 naturally induces an isomorphism between the fibers E ℓ u 1 and E ℓ u 2 . The quotient of E ℓ | V → V by such identifications is denoted by π : E ℓ → V. By shrinking V if necessary, we may assume that V is G-equivariant. This completes the construction of a G-equivariant interior semiglobal Kuranishi chart for K.
In view of the identification of the fibers of π with e ℓ , we will usually take an obstruction section s on E ℓ → V to be a generic point in e ℓ = e q,ℓ which is sufficiently close to the origin. A more specific choice of the generic point s q ∈ e q,ℓ will be made in Section 4.1.
From now on we assume that ε > 0 small and ℓ large have been chosen to apply to all the moduli spaces M.
2.5. Boundary semi-global Kuranishi charts. In this subsection, we explain how to construct Kuranishi charts for curves that are close to breaking. 2.5.1. Simplest case. Let us consider the simplest situation where
be the corresponding interior G-equivariant semi-global Kuranishi charts, and s 1 ∈ e r,ℓ , s 2 ∈ e q,ℓ , s 3 ∈ e q,ℓ be the obstruction sections.
We will construct a boundary semi-global Kuranishi chart E (12) → V (12) over the curves of M 3 that are close to breaking. Let σ > 0 be small. Definition 2.5.1 (Close to breaking). An element u ∈ B(p, q;
, and
is σ-close in the C 1 -norm to the constant map to the point r.
, there exists a unique value s r u,ε of s ∈ R which satisfies the following:
(sr) the path γ u,s (t) = u(s, t) is contained in B r and Ω r (γ u,s ) = ε.
where
By linear gluing (a simpler version of Theorem 2.6.1 described below) for σ > 0 sufficiently small,
by the R-translation is denoted by:
is a trivial vector bundle whose fibers are canonically identified with e r,ℓ ⊕ e q,ℓ .
Let us fix
Definition 2.5.2 (Neck length). The neck length function is the function
where s r u,−ε ′ and s r u,ε ′ are the unique values defined as in (sr) above.
Observe that nl :
> 0 large and ε ′′ > 0 small. After some modifications we may assume that:
The bundles E 3 → V 3 and E (1,2) → V (1,2) are related by the restrictioninclusion morphism: we first restrict E 3 → V 3 to
and take the natural inclusion into E (1,2) → V (1,2) , recalling that the fibers of E 3 are canonically identified with e q,ℓ and the fibers of E (1,2) are canonically identified with e r,ℓ ⊕ e q,ℓ .
Definition 2.5.3 (The function ζ). Choose 0 < ε ′′′ ≪ ε ′′ . Let
be a smooth function such that
We then set s (1,2) = (ζ(nl)s r , s q ) ∈ e r,ℓ ⊕ e q,ℓ .
In particular,
By the restriction-inclusion, s (1,2) is consistent with s 3 .
General case.
In general, we construct boundary semi-global Kuranishi charts by induction on ω(A), A ∈ π 2 (p, q). Under our assumptions (S 1 ) and (S 2 ), there are finitely many moduli spaces
with M(p, q; A) = ∅ and we order them
Define the source, target, and homotopy class maps
If k = 1, sometimes we write i 1 instead of (i 1 ).
Definition 2.5.5. Let I = (i 1 , i 2 , . . . , i k ) be an index tuple.
(1) An index tuple I ′ is a simple contraction of I if I ′ is obtained by replacing a consecutive pair 
such that c applied to the jth block yields
where we are using block notation from (4).
We can organize the set of index tuples as a category I, called the index tuple category, with objects which are index tuples and a unique morphism from I ′ to I if I ′ ≤ I.
Let K i ⊆ M i be the large compact subsets over which we construct the equivariant interior semi-global Kuranishi chart
The following construction of the boundary chart
is a straightforward generalization of Section 2.5.1: Let G σ (V i 1 , . . . , V i k ) be the set of maps u that are σ-close to a broken strip in V i 1 × · · · × V i k , defined in a manner analogous to Definition 2.5.1. For convenience we will also write G σ (V i ) for the set of maps u that are σ-close to a map in
(1) The neck length function satisfies
(2) The modified neck length function satisfies
We then define the boundary charts π I : E I → V I , I = (i 1 , . . . , i k ), whose fibers are canonically identified with e r 1 ,ℓ ⊕ · · · ⊕ e r k ,ℓ and such that:
The section ∂ I is the ∂-operator restricted to V I and ψ I : ∂ −1
Observe that G acts on the set of index tuples. Let G I ⊂ G be the stabilizer of I. By trimming V I if necessary, we may assume that G I acts on E I → V I .
Next we discuss the restriction-inclusion morphism
We then consider the inclusion of vector bundles given by the commutative diagram
where φ ♭ I ′ ,I : V I ′ ,I → V I is the inclusion and the bundle map φ ♯ I ′ ,I is defined by canonically identifying the fibers of E I ′ and E I with
and including
Here
where the function ζ is as given in Definition 2.5.3. Denote
and
2.6. Gluing. The following gluing results are standard.
Theorem 2.6.1 (Gluing). For sufficiently large R > 0, there exists a gluing map (2.6.1)
which satisfies the following: Writing T 1 , . . . , T m−1 for the coordinates on (R, ∞) m−1 ,
, are close; (6) the errors in (3), (4), and (5) go to zero as all T j → ∞. Theorem 2.6.2 (Iterated gluing). For sufficiently large R > 0, there is a gluing map
satisfying properties analogous to those of Theorem 2.6.1 and such that
are C 1 -close with error → 0 as all the coordinates of (R, ∞) m−(b−a)−1 go to ∞.
2.7.
Equivariant semi-global Kuranishi structures. The Kuranishi charts constructed in Section 2.4 and 2.5 can be organized into a G-invariant semi-global Kuranishi structure. Our definition is similar to McDuff-Wehrheim's treatment of Kuranishi structures (called atlases) in [MW] . (1)- (3) are general properties of Kuranishi structures/atlases and (4) and (5) are specific "semi-global" properties.
Definition 2.7.1 (Semi-global Kuranishi structure). A semi-global Kuranishi structure K is a category consisting of the following data:
(1) The objects are semi-global Kuranishi charts C I = (π I : 
subject to:
(3) The composition of morphisms is defined so that φ I ′′ ,I = φ I ′′ ,I ′ • φ I ′ ,I .
The following are strata compatibility conditions:
, there exists a smooth (modified) neck length function
(5) For each I = (I 1 , . . . , I m ) 2 there exists a C 1 -bundle map ( G I , G I ):
where R ≫ 0, pr I k : V I 1 ×· · ·×V Im ×(R, ∞) m−1 → V I k is the projection map, T j is the coordinate for the jth (R, ∞) factor, and
(f) the errors of (d) and (e) go to zero as T j → ∞ for all j = 1, . . . , m−1; (g) G (I 1 ,...,Im) and
A section of K is a collection {s I : V I → E I } I of obstruction sections such that:
(1) φ
, where
and the error goes to 0 as T j → ∞ for all i = 1, · · · , m − 1.
Remark 2.7.2. There is no reason to expect the sections {s I } I to be G-invariant. This will be treated in Section 4.1.
One can also view K as a functor from the index tuple category I to the "category of Kuranishi charts".
) be the full subcategory of K with objects I such that c(I) = i.
Given a section S = {s I } c(I)=(i) of K (M i ), we define
where ∼ K is the identification given by the morphisms.
2 Here we abuse notation and refer both (I1, . . . , Im) and (i11, . . . , i1j 1 , . . . , im1, . . . , imj m ) by I, where
FIGURE 2. Corner structure. Suppose that c(1, 2) = 4, c(2, 3) = 5, c(4, 3) = 6 = c(1, 5).
We now come to an important point: There is no reason to expect Z(K (M i ), S) for an abstract semi-global Kuranishi structure to be a manifold, i.e., the Hausdorff property is not automatic. However, in our case the existence of the neck length functions implies the following analog of [BH2, Lemma 8.8 .1]:
Proof. Same as that of [BH2, Lemma 8.8 .1].
Implicit charts. Our semi-global Kuranishi structure K (M i ), M i = M(p, q; A) can be converted into a single global implicit chart in the sense of Pardon [Pa] . For simplicity assume (S ′ 2 ). Using the partial order < from Remark 1.0.1, we define S(p, q) = {r ∈ L 0 ∩ L 1 | p < r ≤ q} and take the global fiber to be e(p, q) := ⊕ r∈S(p,q) e r,ℓ .
We consider solutions (u, ξ),
to the equation
where ζ and nl r are as given in Definitions 2.5.3 and 2.5.6. Roughly speaking, we turn off the perturbations for e r,ℓ when nl r (u) ≤ L but still remember the data for e r,ℓ . 
Equivariant semi-global
be a 1-parameter family of almost complex structures that are ω-compatible, G-invariant, and satisfy (J).
Define a smooth function ϑ 0 :
, and A ∈ π 2 (p, q), let M • (p, q; A) (we are suppressing {J s }) be the space of smooth maps u : R × [0, 1] → M that satisfy (A3) and (A4), in addition to:
. When we are defining chain maps and chain homotopies, the moduli spaces for (L 0 , L 1 ) will have superscripts − as in M − (p, p ′ ; A) and the moduli spaces for (L ′ 0 , L ′ 1 ) will have superscripts + as in M + (q, q ′ ; A). We also assume that the analogs of (S 1 ) and (S 2 ) hold so that we can avoid disk and sphere bubbles and work with the coefficient ring R.
The construction of the Kuranishi charts and the Kuranishi structure from Sections 2.4 to 2.7 carry over with very few modifications: Under our assumptions there are finitely many moduli spaces of type M • (p, q; A), M − (p, q; A), and M + (p, q; A), which we list as • there exists i j such that M i j has type • and all i l with l < j have type − and all i l with l > j have type +.
The charts (π I : E I → V I , ∂ I , ψ I ) are constructed in exactly the same way as before, where I is now a c-index tuple. By construction the Kuranishi structure is G-invariant. For each τ ∈ [0, 1], let M • τ (p, q; A) be the space of smooth maps u :
We also write M
For each c-index tuple and each τ ∈ [0, 1] we construct a chart
which can be combined into a family
By construction the family of Kuranishi structures is G-invariant.
ORIENTATIONS
The goal of this section is to review the definition of a coherent (= compatible with gluing) system of orientations on the moduli space of (finite energy) Jholomorphic strips for a pair (L 0 , L 1 ) of Lagrangians, following [FO3] and then adapt it to the case with a G-action.
Cauchy-Riemann tuples. A Cauchy-Riemann tuple is a quadruple (Σ, ξ, η, D) satisfying (CR1)-(CR4):
(CR1) Σ = B\X, where B is the closed unit disk in C and X is a finite subset of ∂B.
For each x ∈ X, let I x ⊂ ∂B be a small interval neighborhood of x and let I x− and I x+ be the two connected components of I x \x.
(CR2) ξ is a trivial C-vector bundle over Σ = B.
(CR3) η is a real subbundle of ξ| ∂Σ−X such that η| I x± extends smoothly to a real subspace η x± ⊂ ξ x over x. Moreover, ξ x = η x+ ⊕ η x− .
Let Γ(Σ, ξ) be the space of compactly supported smooth sections of ξ| Σ that restrict to sections of η along ∂Σ\X. For each x ∈ X, choose a neighborhood N (x) ⊂ B and a holomorphic identification of Σ ∩ N (x) with a strip-like end [0, ∞) × [0, 1] with coordinates (s, t). Let W k+1,p (Σ, ξ) be the closure of Γ(Σ, ξ) in the W k+1,pnorm with respect to a metric on Σ consistent with the strip-like ends and a metric on ξ. The space
is a real-linear Cauchy-Riemann operator such that on each strip-like end Dw = 1 2 (∇ s w + J∇ t w) ⊗ (ds + idt), where J is the complex structure on ξ and ∇ is a connection of ξ.
See [MS2, Appendix C] for the definition of a real-linear Cauchy-Riemann operator over a compact Riemann surface.
Auxiliary orientation data.
Recall the determinant line of (Σ, ξ, η, D) is a 1-dimensional vector space defined by
Let π : E(p, q; A) → V(p, q; A) be an interior semi-global Kuranishi chart for M(p, q; A). Given u with [u] ∈ V, we define the Cauchy-Riemann tuple
where S = R × [0, 1] and D u is the linearized ∂-operator at u. A coherent system of orientations o(D u ) of det D u will depend on the following auxiliary orientation data; see Theorem 3.4.1. We will explain (O2) and (O3), leaving (O1) and (O4) for the next subsection.
A capping Lagrangian path (O2) is a path {L p,t } 0≤t≤1 in the oriented La-
For each p ∈ L 0 ∩L 1 , we define a Cauchy-Riemann tuple (Σ p+ , ξ p+ , η p+ , D p+ ) as follows: Let Σ p+ be the closed unit disk in C with one boundary puncture, identified with the upper half plane H = {z | Im z ≥ 0}, and let π p : Σ p+ → M be the constant map to p. We then define:
for z ∈ (1, +∞), and • D p+ is a fixed real linear Cauchy-Riemann operator (the choice is unique up to homotopy). We can similarly choose the Cauchy-Riemann tuple
and L 0 ∩ L 1 are subcomplexes. Choose an oriented real vector bundle V of rank ≥ 2 on the 3-skeleton M (3) of M such that w 2 (V ) = st. (Here we are using the notation X (i) for the i-skeleton of a triangulation of X.)
is spin and hence is a trivial bundle. Choosing a spin structure is equivalent to choosing a homotopy class of trivializations
i is unique and t i also extends to L (3)
i . We will refer to choices of τ , V , and homotopy classes of t i , i = 0, 1, as a relative spin structure (see [FO3, Section 8 .1] for an explanation of when two relative spin structures are equivalent).
Let L p → [0, 1] be a vector bundle whose fiber over t ∈ [0, 1] is L p,t ⊕ V p . Then a stable capping trivialization (O4) is a trivialization t p of L p that agrees with the We give a sketch of the proof, partly to establish notation. The fundamental fact that we use is the following (cf. [FO3, Proposition 34.3] ), stated without proof. Step 1. Let (Σ 1 , ξ 1 , η 1 , D 1 ) and (Σ 2 , ξ 2 , η 2 , D 2 ) be two Cauchy-Riemann tuples. Given punctures x 1 ∈ ∂Σ 1 and x 2 ∈ ∂Σ 2 , suppose there is a C-linear isomorphism Φ : ξ 1
Then there is an associated Cauchy-Riemann tuple (Σ 1,2 , ξ 1,2 , η 1,2 , D 1,2 ) defined by a straightforward pregluing which identifies x 1 and x 2 and the orientations of det D 1 and det D 2 induce an orientation of det D 1,2 .
In particular, if we preglue (Σ q+ , ξ q+ , η q+ , D q+ ) and (Σ q− , ξ q− , η q− , D q− ), we obtain the Cauchy-Riemann tuple (Σ q+,q− , ξ q+,q− , η q+,q− , D q+,q− ) and it has a canonical orientation by Fact 3.4.2. (Here we are taking the trivializations of η q+ and η q− to come from the same trivialization of L p ; then the trivialization of η q+,q− is independent of the choice of trivialization of L p .) Hence the capping orientation
For any u with [u] ∈ V(p, q, A), we preglue
along p and q to obtain Step 2. By the simplicial approximation theorem, after a homotopy we can assume
1 . Let V → M (3) be the bundle appearing in the definitions of (O1) and (O4).
Define Cauchy-Riemann tuples
V ) in the same way as the versions without V , except that we replace T M by V ⊕ iV , T L i by V for i = 0, 1, and L p,t by V p . By pregluing as in Step 1, we obtain
A key point to observe now is that, since V is oriented and defined over u(Σ), there is a canonical equivalence class of trivializations of η p+,u,q− V and hence a canonical orientation of det D p+,u,q− V by Fact 3.4.2. We take the direct sum of
Now t i , t p , and t q give a trivialization of η p+,u,q− ⊕ η
is canonically orientated, we obtain a canonical orientation of det D p+,u,q− .
Step 3. It remains to show that o(D u ) is independent of the choices. We refer the reader to [FO3, Section 8 .1] for a proof.
Since det D u is canonically isomorphic to det D u , where D u is the linearized operator of ∂ J : V(p, q; A) → E(p, q; A), a choice of auxiliary orientation data induces a system of orientations on
Next we study orientations under the group action. To do that, we first need to allow G to act on the obstruction bundle.
3.5.
Orientations on e r,ℓ .
Lemma 3.5.1. If ℓ is an even multiple of n, then e r,ℓ admits a canonical Ginvariant orientation.
Proof. Without loss of generality, we assume:
where T r L 0 is the R n factor and T r L 1 is the iR n factor; (ii) J(r) = J 0 is the standard complex structure that takes v ∈ R n to iv ∈ iR n and g r is the standard Euclidean structure on T r M ; and (iii) G leaves T r L 0 invariant. Since G is compatible with J and g, it can be described by a representation ρ : G → O(R n ). The asymptotic operator A is given by −J 0 ∂ ∂t with boundary conditions R n at t = 0 and iR n at t = 1. For each k = 0, 1, . . . , there are n eigenfunctions
where e 1 , . . . , e n is a basis for R n . Writing ℓ = 2k 0 n, we choose the orientation
for e r,ℓ . Since G acts on each R ẽ k 1 , . . . ,ẽ k n in the same way as on R n using the identificationẽ k j → e j , for any g ∈ G,
and G preserves the orientation. Note that the definition in Equation (3.5.1) does not depend on the orientation of R n .
From now on let us assume that ℓ is an even multiple of n and hence all the e r,ℓ are canonically oriented, so G acts on E I → V I .
3.6. Orientations under group action. Now we study the action of G on the orientation of (
We assume Condition (O) from Section 1, i.e., the relative spin structure (O1) is preserved under G: This means that for each g ∈ G, we have a bundle automorphism g # of T M (3) ⊕ V ⊕ iV which takes each summand to itself, is orientation-preserving on each summand, and whose restriction preserves the homotopy classes of trivializations
given by the spin structure for i = 0, 1.
For p ∈ L 0 ∩L 1 and g ∈ G, let s = gp. At s, we have the canonical isomorphism 
) determines an orientation of the left-hand side of Equation (3.6.1). On the right-hand side of Equation (3.6.1), we have a canonical orientation of det(D s+,s− ⊕ D s+,s− V ) coming from the concatenation of the stable capping trivializations g # t p and t s . (The trivializations g # t p and t s a priori do not agree at the endpoints. We assume that g # t i has been homotoped to t i and by abuse of notation refer to g # t p as the result of applying the homotopy to g # t p .) We compare these two orientations via the isomorphism of Equation (3.6.1), and define σ(p, g) ∈ {±1} to be the difference. For u with [u] ∈ V(p, q, A), let o(D u ) be the orientation of u determined by the auxiliary orientation data (O1)-(O4). Then one can check that
In general, g ∈ G may not preserve the orientation, but we can define the action
In the case when the moduli spaces that we count to define
In Section 4, we see this is true even when the moduli space is not G-invariant.
From now on, we fix a choice of auxiliary orientation data (O1)-(O4) such that the relative spin structure (O1) is preserved under the G-action. This gives an orientation of (Λ top E I ) * ⊗ Λ top T V I . Since the fiber of E I → V I is canonically oriented by Section 3.5, we also get an orientation of V I .
EQUIVARIANCE OF CURVE COUNTING
4.1. Equivariance of curve counting. In this subsection, we will assume (S ′ 2 ) to simplify the notation in some arguments. To treat the more general (S 2 ) case we must fix a basepoint x 0 in the path space Ω(L 0 , L 1 ) in M from L 0 to L 1 and keep track of the pair (p, [v] ) where [v] is a homotopy class of paths in Ω(L 0 , L 1 ) from x 0 to p.
Choice of S. We first describe how to choose S = {s I } I to be as G-equivariant as possible.
Given O p , pick a generic s p ∈ e p,ℓ which is sufficiently close to the origin and for each q ∈ O p choose a single g ∈ G such that g(p) = q and set s q = g(s p ) ∈ e q,ℓ . We then choose s i = s p ∈ e p,ℓ , where p = t(M i ), and construct s I as described in Sections 2.4 and 2.5. We additionally assume that: (*) |s p | ≪ |s q | if p > q. Here we are using the partial order p ≥ q from Remark 1.0.1.
Remark 4.1.1. Note that S is not expected to equal g(S) for all g ∈ G. If we replace S by a G-equivariant collection of multisections, the Floer chain groups will be defined over Q as in Cho-Hong [CH] . Since this leads to some loss of information, we choose to work with collections of sections.
The following key theorem makes the equivariant count work. 
, there is no boundary, then Z(K (M i ), S) is given by the preimage of s r , r = t(M i ), under the map
) is given by the preimage of g(s r ). Since ∂ i (∂V i ) does not contain 0, and S and g(S) are sufficiently close to 0, the two preimages are cobordant. The main point of the proof is to homotop S to g(S) near ∂M i (i.e., for curves in V i that are close to breaking) when it is nonempty. In order to simplify the cumbersome notation, let us assume without loss of generality that:
Step 1. Given I = (i 1 , . . . , i m ) such that c(I) = (i), consider the composition
where r j = t(M i j ) and in particular r m = r. As R → ∞, its image approaches the image of the product map
This implies that Im(∂ I • S (i 1 ,...,im) ) is effectively Im(∂ i 1 , . . . , ∂ im ). We assume that the generic point (s r 1 , . . . , s rm ) ∈ e r 1 ,ℓ ⊕ · · · ⊕ e rm,ℓ has been chosen to avoid Im(∂ i 1 , . . . , ∂ im ). Note that under our assumption vdim M i = 0, we have
dim e r j ,ℓ .
Remark 4.1.3. We will see that Z(K (M i ), S) and Z(K (M i ), g(S)) are empty sets "near the boundary" unless m = 2 and (vdim
We now continue the proof in steps based on the value of m.
Step 2. Suppose that m = 2.
Step 2A. Suppose that (vdim M i 1 , vdim M i 2 ) = (0, −1) or (−1, 0). We treat the former; the latter is analogous. Consider the G-equivariant, codimension one map 2 ) ). The action G → GL(e r 2 ,ℓ ) factors through the orthogonal group and hence G acts on S r 2 ,ℓ−1 ρ 2 . Lemma 4.1.4. If s r 2 ∈ e r 2 ,ℓ is a point such that 0 < |s r 2 | < ρ 2 and s r 2 ∈ Im(∂ i 2 ), then for any path γ r 2 : [0, 1] → B r 2 ,ℓ ρ 2 from s r 2 to g(s r 2 ), the signed intersection number γ r 2 , ∂ i 2 between γ r 2 and ∂ i 2 is zero.
Proof of Lemma 4.1.4. We may slightly perturb ρ 2 such that S
) is a submanifold of V i 2 of dimension (ℓ − 2). We homotop γ r 2 to a concatenation γ 1 γ 2 γ 3 , where (1) γ 1 is a slightly perturbed radial ray from s r 2 to a point x 1 ∈ C := S r 2 ,ℓ−1 ρ 2 − ∂ i 2 N ; (2) γ 2 connects x 1 to g(x 1 ) on S r 2 ,ℓ−1 ρ 2 ; and (3) γ 3 = (g(γ 1 )) −1 from g(x 1 ) to g(s r 2 ). See Figure 3 . The contributions to γ r 2 ∩ ∂ i 2 from γ 1 and γ 3 cancel, and it remains to calculate the contribution from γ 2 .
There exists a locally constant weight function w : C → Z, such that the values on adjacent connected components differ by 1; more precisely, given any two points x, x ′ ∈ C, if δ is a path from x to x ′ in S r 2 ,ℓ−1 ρ 2 and δ intersects ∂ i 2 | N positively and only once, then w(x) − w(x ′ ) = 1. The existence of such a function follows from the existence of the winding number of the map
for any z ∈ C. More precisely, for any x ∈ R ℓ−1 \∂ i 2 (N ), w(x) is given by the degree of the mapping from N to R ℓ−1 \{x} ∼ = S ℓ−2 . Any two weight functions differ by an integer-valued constant function (depending on the choice of z).
Next we claim that w = w • g for any g ∈ G. First observe that w • g is also a weight function. Arguing by contradiction, suppose there is a component
Applying this procedure to the order m of the group G, w(C 0 ) = w(g m (C 0 )) = w(C 0 ) + mk, which is a contradiction.
Since
the lemma follows.
We now explain how to homotop the section S "near the boundary of" V i to another section S ′ such that:
(M1) S ′ and g(S) agree "near the boundary"; and (M2) S and S ′ have the same signed count of intersections with ∂. In the m = 2 case, this means that we homotop
such that: (1) s ′ (i 1 ,i 2 ) and g(s (i 1 ,i 2 ) ) agree "near the boundary"; and (2) s (i 1 ,i 2 ) and s ′ (i 1 ,i 2 ) have the same signed count of intersections with
Let γ * r j = γ r j • τ , where we take γ r 1 to be an arbitrary path in e r 1 ,ℓ connecting s r 1 to g(s r 1 ) and γ r 2 to be as in Lemma 4.1.4. We then define
By Lemma 4.1.4, S and S ′ have the same signed count of intersections with ∂ near
Step 2B. Suppose that (vdim M i 1 , vdim M i 2 ) = (a, −a − 1) or (−a − 1, a) with a > 0; we treat the former. By Equation (4.1.1), a generic path γ r 2 from s r 2 to g(s r 2 ) does not intersect ∂ i 2 and the same construction of S ′ applies. This covers the homotopy of S near V I for m = 2.
Step 3. Suppose m = 3. Let r j = t(M i j ), j = 1, 2, 3.
Step 3A. Suppose that vdim M c(i 2 ,i 3 ) ≤ −1. 
Proof of Lemma 4.1.5.
Case vdim M c(i 2 ,i 3 ) = −1. In this case the proof follows the same outline as that of Lemma 4.1.4, but
is now a manifold with boundary. Let us write N = N ′ ∪ N ′′ , where N ′ is closed and each component of N ′′ has nonempty boundary. Writing γ r 3 as γ 1 γ 2 γ 3 as before,
where ·, · • is the intersection number on S
Case vdim M c(i 2 ,i 3 ) < −1. In this case γ r 3 can just be a generic arc from s r 3 to g(s r 3 ) and it will have no intersections with ∂ c(i 2 ,i 3 ) .
We now explain how to modify S to S ′ near the codimension one and two "boundaries" of V i so that (M1) and (M2) hold. In other words, we modify the sections
It remains to modify s (i 1 ,i 2 ,i 3 ) to s ′It implies that if |s r 2 | ≪ |s r 3 |, then s (i 1 ,i 2 ,i 3 ) and s ′ (i 1 ,i 2 ,i 3 ) , given by Equations (4.1.2) and (4.1.3), have no intersections with ∂ (i 1 ,i 2 ,i 3 ) on X 3,0 ∪ X 3,1 .
Step 3C. Suppose that vdim M c(i 2 ,i 3 ) ≥ 1. Then vdim M i 1 ≤ −2 and
If |s r 2 | ≪ |s r 3 |, then s (i 1 ,i 2 ,i 3 ) and s ′ (i 1 ,i 2 ,i 3 ) , given by Equations (4.1.2) and (4.1.3), have no intersections with
This implies the theorem for m = 3. The general case is completely analogous and is only more complicated in notation.
EQUIVARIANT LAGRANGIAN FLOER COHOMOLOGY
5.1. Grading. In order to Z-grade our equivariant Lagrangian Floer cohomology groups, we require L 0 and L 1 to be G-equivariantly graded, i.e., (G1)-(G3) to hold.
(G1) c 1 (M, J) = 0.
Then there exists a nowhere-vanishing section
where p i ∈ L i and X i,1 , . . . , X i,n is a basis of T p i L i .
(G2) There exists a function θ i : L i → R that lifts det (G3) µ(gp) = µ(p) for all p ∈ L 0 ∩ L 1 and g ∈ G.
For more details on grading, we refer the reader to [Se2] or [AB, Section 2.3].
Chain complex. Let
where CF j (L 0 , L 1 ) is the Z-graded free R = Z[R ≥0 ]-module generated by {p ∈ L 0 ∩ L 1 | µ(p) = j}. The differential
is defined on the generators by
where the sum is over all q ∈ L 0 ∩ L 1 and A ∈ π 2 (p, q) subject to the condition vdim(M(p, q; A)) = 0.
Lemma 5.2.1. d 2 = 0.
Sketch of proof.
We consider the ends of the 1-manifold Z(K (p, q; A), S) where vdim(M(p, q; A)) = 1. First observe that, by codimension reasons, for any u ∈ Z(K (p, q; A), S), we have nl r (u) ≤ L + ε ′′ for all but possibly one r ∈ L 0 ∩ L 1 (cf. Equation ( The G-equivariant Lagrangian Floer cochain complex is the total complex
∧ . The corresponding G-equivariant Lagrangian Floer cohomology group is: converging to HF • G (L 0 , L 1 ). 5.3. Chain map. Using the notation from Section 2.8, for p ∈ L 0 ∩ L 1 , q ∈ L ′ 0 ∩ L ′ 1 , and A ∈ π 2 (p, q), there exists a Kuranishi structure K (p, q; A) and a collection of sections S such that chain map
) is defined on the generators by Φ(p) = #Z(K (p, q; A), S) · e A ω q, where the sum is over all q ∈ L ′ 0 ∩ L ′ 1 and A ∈ π 2 (p, q) subject to the condition vdim(M • (p, q; A)) = 0. We also have the following, whose proof is similar to that of Lemma 5.2.1:
The proof of Theorem 4.1.2 carries over for chain maps. In other words, if vdim(M • (p, q; A)) = 0 and g ∈ G preserves K (p, q; A), then #Z(K (p, q; A), S) = #Z(K (p, q; A), g(S)).
This implies that:
Lemma 5.3.2. Φ : CF • (L 0 , L 1 ) → CF • (L ′ 0 , L ′ 1 )
is a chain map of R[G]-modules.
It is clear from the definition that the chain map Φ induces the chain map
be chain maps of R[G]-modules, defined using φ s and 
is a map of R[G]-modules.
