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ABSTRACT
It is imperative for testing to determine if the components within
large-scale software systems operate functionally. Interaction test-
ing involves designing a suite of tests, which guarantees to detect
a fault if one exists among a small number of components inter-
acting together. The cost of this testing is typically modeled by
the number of tests, and thus much effort has been taken in reduc-
ing this number. Here, we incorporate redundancy into the model,
which allows for testing in non-deterministic environments. Exist-
ing algorithms for constructing these test suites usually involve
one “fast” algorithm for generating most of the tests, and another
“slower” algorithm to “complete” the test suite. We employ a ge-
netic algorithm that generalizes these approaches that also incor-
porates redundancy by increasing the number of algorithms cho-
sen, which we call “stages.” By increasing the number of stages, we
show that not only can the number of tests be reduced compared
to existing techniques, but the computational time in generating
them is also greatly reduced.
CCS CONCEPTS
• Software and its engineering→ Search-based software en-
gineering;
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1 INTRODUCTION
The task of testing software systems has always remained a chal-
lenging problem, in that a tester is to find and eliminate any defects
that were not found during earlier stages of development. One sys-
tematic approach has been interaction testing [6, 12, 20], wherein
a system configuration is presented, and the task is to design a
series of tests such that any interaction between components at
most a certain size is tested. It is empirically shown in [11] that a
very large percentage of errors within a software system can be
detected with interactions of small size.
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Safari Windows LAN Local
Safari Linux ISDN Networked
Safari macOS PPP Screen
IE Windows ISDN Screen
IE macOS LAN Networked
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Chrome Windows PPP Networked
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Figure 1: A Covering Array with 9 tests (N = 9), 4 factors
(k = 4), each with 3 levels (v = 3), and strength 2 (t = 2).
Suppose that a system to be tested has factors f1, · · · , fk , and
each factor fi has a set of allowed levels (i.e., valid inputs to fi ). Let
t be a positive integer at most k , the number of factors.We design a
test suite (i.e., a set of tests) such that each one is a valuation of each
factor to one of its valid inputs, with the property that any set of t
or fewer factors is exhaustively tested. By this last term, we mean
that no matter the set of t factors chosen, and any level selected
for each factor, at least one test has that choice. The parameter t is
the strength of the test suite.
We present an equivalent formulation. Define an interaction of
size t (or a t-way interaction) to be a set of the form
{(fi , ℓi ) : ℓi is a level for factor fi , 1 ≤ i ≤ t}.
Let Ik,t be the set of all interactions of size at most t with k fac-
tors. Then we say an array A with N rows and k columns is a
mixed-level covering array MCA(N ; t , (v1, · · · ,vk )) if (1) column
i corresponds to factor fi , (2) vi is the number of levels for fi , and
(3) all interactions in Ik,t appear at least once in the array. When
v1 = · · · = vk = v , we say that the array A is a (uniform) covering
array CA(N ; t ,k,v). This paper only concerns uniform covering
arrays.
To test a system using a covering array, a tester observes each
test in turn, and chooses the corresponding level for each factor as
dictated by the test. Observe the test suite in Figure 1, reproduced
from [4]; we claim it is a CA(9; 2, 4, 3). There are 9 rows (represent-
ing the tests), 4 factors (Browser, OS, Connection, and Printer), 3
levels for each factor (e.g., Safari, IE, and Chrome for the factor
Browser), and has strength 2. The tester then records whether the
output of the system, after the test is performed, is expected; if
this property is true for all tests, then the coverage property guar-
antees no fault exists in the system that involves at most t factors.
If a fault exists within this system, it must be due to an interaction
of 3 or more factors, since all 2-way interactions appear at least
once. With covering arrays we develop in this paper, we substitute
the levels in each factor for 0, 1, 2, · · · for ease of presentation.
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With the standard definition, we assume that the system is de-
terministic, in that running a given test multiple times always pro-
duces the same result. For example, in the CA from Figure 1, the
first test of Safari/Windows/LAN/Local, if repeated, would produce
the same output. However, the assumption of the system’s being
deterministic is often not realistic, particularly when there is noise
or randomness within the testing environment. If we amend our
definition to say that each interaction appears at least a given num-
ber of times λ, then by increasing λ, we gain further confidence in
the correctness of the system, even if it is not deterministic. For
example, if λ = 5, then if the resulting output matches what was
expected 5 times in a row, it is much less likely that a fault still
exists than if, say, λ = 1.
We update our notation with index λ as follows: CAλ(N ; t ,k,v),
in that every interaction appears at least λ times. It is possible to
generalize our model by having each interaction I have its own
corresponding index λI , but we content ourselves with the gener-
ality developed here, since we can take the maximum index over
all interactions to be the λ we seek.
To minimize total cost of the tester, the most often chosen met-
ric for a covering array of “smallest cost” is finding the smallest
number of tests N for which such an array exists. The covering ar-
ray number, CANλ(t ,k,v), is this quantity. Much work has been
to determine these values for λ = 1 [4, 5, 15], but none for when
λ > 1, as far as we are aware. When λ > 1, we say that the array
is of higher-index.
Sarkar and Colbourn [16] introduced the two-stage framework
for constructing covering arrays, which is as follows. Thefirst stage
generates an array randomly which covers all but (at most) a cer-
tain number of interactions, and the second stage deterministically
covers the remaining interactions with more rows until all interac-
tions are covered. Their methods determine the smallest number of
rows in the first stage such that the expected number of rows pro-
duced after the second stage is minimized. They determined that
in the second stage there is a trade-off between computation time
and bound on CANλ , and no one method is uniformly better than
the others. Further, the first stage is comparatively faster than the
second, but suffers from not giving a guarantee on the exact num-
ber of interactions left for the second stage, or their structure. And
finally, they only studied the λ = 1 case.
There have been much previous work involving genetic algo-
rithms and other metaheuristical techniques for covering arrays
and related objects [9, 13, 14, 18, 19]. However, our approach is dif-
ferent because our genetic algorithm is focused on determining an
optimal number of constructive stages (as well as which method to
use for each), whereas all existing techniques focus on mutations
to the array itself in the hope of forming a CA. An main advantage
of our approach is that the algorithms chosen are fully determinis-
tic and replicable.
The contributions of this paper are that
(1) we extend the methods of Sarkar and Colbourn by intro-
ducing a multi-stage framework for higher-index covering
arrays using a genetic algorithm;
(2) our framework is general enough to allow for any choice of
algorithm at any stage, with any number of stages, and any
index;
(3) our genetic algorithm’s choices of which stages to select,
and how many of them, yield a dramatic decrease in com-
putational time in the creation of these arrays, sometimes
by two orders of magnitude; and
(4) we show that there is a pattern to which algorithms are best
to choose at each stage by analyzing the Pareto fronts result-
ing from our genetic algorithm.
2 OUR MULTI-STAGE FRAMEOWRK
DenoteMS〈A1(λ1), · · · ,AM (λm)〉 to be amulti-stage selection with
algorithms A1, · · · ,Am , such that after algorithms A1, · · · ,Ai are
applied, then a covering array is produced with index λ1 + · · ·+ λi .
If the desired index is λ, then it is the case that λ = λ1 + · · · + λm .
We call the application of Ai to be the ith stage. Once the ith stage
is completed, the resulting array is fed as input to the (i + 1)-st
stage. The goal of each algorithm Ai is to be computationally effi-
cient, require few rows to complete, and cover many interactions
to reduce the cost of future stages.
2.1 Why Multiple Stages?
It is not immediately clear why multiple stages may be advanta-
geous over a single stage. For multiple stages, a software tester
would have to choose which algorithms to use in each stage, what
order to choose them, what index to choose for each, and above all,
there is not necessarily any communication between the stages on
how to optimize the parameters for each. A single stage also is eas-
ier to implement and maintain, often has performance guarantees
(in terms of run time to produce the covering array and its final
size), and the produced arrays often have a structure that can be
easily analyzed, since the method to construct it is fixed.
We give a simple, but representative example of why multiple
stages make sense, and an intuitive understanding why; a more de-
tailed explanation is in Section 5. The Unix sort command has 18
binary flags; an exhaustive test suite to test the correctness of sort
would involve 218 tests! Suppose that we want to build a test suite
with t = 2; the best known (and proven optimal) covering array
with λ = 1 has 8 rows [10]. Now supposewe desire to have a redun-
dancy of λ = 5; in other words, we desire to build aCA5(N ; 2, 18, 2),
with N as small as possible. A naïve approach would say that 40
rows is possible, simply by juxtaposing the 8-row array 5 times.
An implementation of an extension to a well-known greedy al-
gorithm (described in Section 3.3) produces an array with 29 rows
in a single stage. However, a simple choice of algorithm selection
found that there exist 3-stage and 4-stage solutions yielding 27
rows; furthermore, all of these multiple-stage solutions complete
in 50% or less time compared to the single-stage one. In fact, all so-
lutions found between 27 and 28 rows had 2 or more stages, among
all algorithms tested.
An intuitive understanding of why multiple stages are better
is that the algorithm produces the array one row at a time, and is
“greedy” in the sense that many interactions are covered early, and
only a small number are left uncovered in the last rows. Consider
the two CA5s in Figure 2; the one with N = 29 rows (right) was
produced via this greedy method, and the one with N = 27 rows
(left) was producedwith 3 stages, the first and third being this same
greedy method, and the second via graph coloring. For the latter,
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Figure 2: A CA5(27; 2, 18, 2) (left) and a CA5(29; 2, 18, 2) (right).
the first and second stage has an index of 1, and the third stage has
an index of 3. Therefore, the selection was MS〈G(1),C(1),G(1)〉,
where G represents greedy, and C represents coloring. The hor-
izontal lines in the left CA3 indicate where one stage ends, and
another begins. Not only is there a reduction in the rows, but the
left CA was produced in 75% less time than the right CA.
We investigate these twoCAs further. In Figure 3, we give a scat-
ter plot corresponding to each of theCAs as follows. The horizontal
axis indicates row numbers, and for a particular row i , we calculate
the number of interactions Ni such that they become λ-covered in
row i . For example, for the left CA in Figure 2, in the first two
columns, the two values 00 appear in rows 0, 4, 6, 8, and 12, among
others. Therefore, we have that the interaction {(0, 0), (1, 0)} be-
comes 5-covered in row 12. The vertical axis in the plot indicates a
cumulative total of interactions that are 5-covered. The first CA’s
plot achieves a vertical value of
(k
t
)
vt = 612 at N = 27, and the
second at N = 29. We can see that when the first stage ends after
row 10, the plot for the left CA increases more quickly than for
the right CA. What is less clear is why, even though the right CA
overtakes the left, it still requires more rows.
A simple analysis of the interactions left to be covered in the fi-
nal rows (for the right CA) shows that there are many conflicts be-
tween the interactions that force them to appear in separate rows.
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Figure 3: Number of interactions first λ-covered in each row
of the CA5(27; 2, 18, 2) (circles) and CA5(29; 2, 18, 2) (crosses) in
Figure 2.
However, the algorithm used for this CA inherently is a one-row-
at-a-time method and cannot “backtrack” to make any necessary
changes to earlier rows. Even though the left CA uses the same
algorithm, it has multiple stages, and thus the stages can “commu-
nicate” information about the remaining interactions, whereas the
right CA cannot since it uses only one stage.
We ran a systematic experiment to further illustrate why mul-
tiple stages are advantageous. Our experiment involved all algo-
rithms explained in Section 3, and all decompositions of a target in-
dex λ = 5 into at most 5 choices of algorithms (possibly repeating).
We were able to speed up the computation substantially by noting
that all choices of algorithms described in Section 3 are determinis-
tic. Therefore, for any two multi-stage strategies starting with the
same algorithm and index can save the result of the first stage with-
out having to repeat the computation ourselves. We saved the time
it took to generate that initial array, and added its creation time to
the total computation time when the final array is constructed.
The results of this experiment appear in Table 1. One can eas-
ily see that the number of rows varies substantially depending on
the number of stages taken. As the number of stages increases, the
maximum, average, and standard deviation for the number of pro-
duced rows all decrease. If one were to pick a number of stages
a priori and then choose a set of methods uniformly at random,
the obvious best choice would be 5 stages in this case, since the
average is the smallest. As an added benefit, the minimum, max-
imum, average, and median time taken to construct these arrays
also decrease, some by over an order of magnitude.
3 DETERMINISTIC ALGORITHMS FOR CAS
In this section, we describe each of the constructive, deterministic
algorithms for CAs that were used in our genetic algorithm. Each
stage starts with every interaction having been covered at least
some number of times α , and the “goal” of the stage is to finish
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NS Min N Max N Avg N Median N StdDev N Min T Max T Avg T Median T StdDev T
1 29 3060 826 138 1481 0.361 17.129 6.943 4.870 6.460
2 27 2448 541 119 738 0.014 11.614 2.692 1.785 3.141
3 27 1836 388 130 473 0.013 7.076 1.318 0.802 1.623
4 27 1224 297 134 323 0.013 4.006 0.742 0.393 0.886
5 28 627 239 130 228 0.013 1.815 0.455 0.264 0.457
Table 1: Statistics of the number of stages NS when t = 2,k = 18,v = 2, λ = 5, where N is the number of rows produced, andT is
the total computational time (in seconds). The minimum, maximum, average, median, and standard deviation for both N and
T are given. The “Avg N ,” “Med N ,” and “StdDev N ” columns are rounded to the nearest integer.
with every interaction covered at least another number of times β ,
where α < β . We call α the current index, and β the desired index.
3.1 Basic
This stage involves adding one row for each uncovered interac-
tion with index between α and β . For all entries in the rows that
do not involve a specific interaction, we put a fixed value f . The
advantage of this method is clear, in that virtually no additional
computation is needed; however, this method suffers by having
value f appear in many places; further, interactions that involve
many occurrences of f are covered many times, whereas for other
interactions, not nearly as much.
For these reasons, we make the basic algorithm more adaptive.
Instead of inserting the fixed value f , we insert into column c
any entry that occurs least frequently among rows already con-
structed. By doing this, we are attempting to have columns contain
all entries as equally often as possible. Because this more adaptive
method produced either equal or better results than the original
one in practice, and has very small computational difference for
cost, we refer to the adaptive method as the basic one from here
on.
3.2 Graph Coloring
Sarkar and Colbourn [16] define an incompatibility graph for a set
of interactions as follows. The vertices are the interactions that are
not covered, and an edge is formed between any two interactions
I1, I2 if in some column shared between I1, I2, the corresponding
values are different. The smallest number of colors in a proper col-
oring of such a graph is the minimum number of rows needed to
cover all of these remaining interactions.
We could adapt their strategy for higher-index covering arrays
by simply iterating their method multiple times to achieve the de-
sired index. However, we can build a single graph and solve the
coloring problem in one stage for higher index, as follows.
The vertices of the graph are all interactions I that are covered at
leastα times, and fewer than β times, pairedwith an integer sI with
α ≤ sI < β . To form edges, let I1 and I2 be two such interactions,
with values sI1 , sI2 . If I1, I2 share a column with different symbols
(regardless of the values of sI1 , sI2 ), form an edge. Otherwise, if I1, I2
involve the same set of columns, but sI1 , sI2 , we form an edge
also. This graph has a proper coloring with N colors if and only if
N rows can be formed to cover all such interactions.
Since there is no known polynomial-time algorithm for the graph
coloring problem, we use the following two “greedy” graph col-
oring algorithms: “largest first,” and “smallest last.” For both, the
vertices are given an order. The former sorts the vertices in non-
increasing order of degree. The latter sorts the vertices asv1, · · · ,vn
whenever vi has the minimum degree in the maximal subgraph
among the vertices v1, · · · ,vi for every i . In all cases, the graph
coloring algorithm works as follows. We process the vertices in
the given order according to the method. Additionally, an order on
the available colors is made; initially, only one color is available.
For an uncolored vertex v , we observe the neighbors of v . If any
color available is possible to be assigned tov such that no neighbor
ofv has the same color, we choose the “smallest” color. Otherwise,
we allocate a new color, and assign v to that color. At the end, the
number of colors allocated is the number of corresponding rows
in the covering array.
3.3 Density
The probabilistic method [1] for covering arrays [17] says that for
any t ,k,v wherev, t are fixed, there must exist some N = Θ(logk)
for which a covering array on that many rows exists. One can show
that the optimal number of rows for a higher-index CA asymptot-
ically is competitively small compared to O(λ · logk), involving
juxtaposing the array λ times [8]. However, the method does not
produce the array, but merely shows that such an array exists.
One can turn this idea into an easy randomized algorithm that
generates the array one row at a time, as follows. Initially, have
A be an empty array. Suppose that ρ interactions remain to be
covered. The probability that any one of these interactions is cov-
ered in a row with entries chosen uniformly at random is 1/vt . Re-
peatedly generate rows R1,R2, · · · uniformly at random until some
row Ri covers a number of interactions for the first time c , where
c ≥ ρ/vt . When such a row is found, append Ri to A, and update
the list of interactions not covered. An easy analysis shows that
when all interactions are covered, A will have size at most a con-
stant times logk (where the constant depends on v, t ).
It is desired to have a deterministic algorithm that has this prop-
erty, so that a guarantee on the number of rows produced can be
made. Bryce and Colbourn [3] designed the “conditional expecta-
tion” (or density) algorithm, which is deterministic, and a covering
array is produced that meets the same logarithmic bound. How-
ever, their methods do not immediately translate to covering ar-
rays of higher index.
Our method, which generalizes their work, is as follows: let
p = 1/vt be the probability of coverage in a random row as before.
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The probability that an interaction is not λ-covered in N rows is
∑λ−1
i=0
(N
i
)
pi (1−p)N−i . The expected number of interactions not λ-
covered after N rows, if chosen uniformly at random, is
(k
t
)
times
this probability (or, in general, it is the number of uncovered in-
teractions times this probability). When this expectation E(N ) is
strictly less than 1, a higher-index CA exists.
We now state our constructive algorithm. First, find the smallest
N such that E(N ) < 1. Let A be a covering array to-be-built (empty
or not). Let T be a t-way interaction, and r a to-be-completed row
that has some column c not fixed to a value. For c , choose a factor
cf . Now, determine the expected number of remaining interactions
left not λ-covered in the remaining N -|A| incomplete rows, if these
rows are chosen at random and column c of row r is fixed to cf .
Then, choose any factor for column c that minimizes this expec-
tation. Once all entries of row r are fixed, we decrease the choice
for N according to how much the expectation decreased after gen-
erating r . At a high level, N is the estimate on how many rows
are needed, and when row is completed, the estimate is updated
accordingly (for details, see [8]).
4 EXPERIMENTS
We designed our experiments to answer the following research
questions:
• RQ1: Do multiple stages improve the sizes of CAs of higher-
index compared to a single stage?
• RQ2: Do multiple stages improve the computational cost in
generating such CAs compared to a single stage?
• RQ3: For “optimal” multiple-stage selections, is there a pat-
tern in regard to algorithms chosen or index values, and how
many stages are best for a given parameter situation?
To address these questions, we implemented a genetic algorithm
with individuals encoding themultiple stages of algorithms, aswell
as the corresponding index for each. The representation of an in-
dividual is a multi-stage selectionMS〈A1(λ1), · · · ,Am(λm)〉.
4.1 Mutation
Here we describe the mutation operators used in our genetic al-
gorithm. Suppose that the individual is MS〈A1(λ1), · · · ,Am (λm)〉.
For mutation, there are several operators that we have employed:
• Append: choose an algorithm B uniformly at random from
the ones listed in Section 3. Choose any Ai uniformly at
random with λi > 1. Then, append B to the individual (at
the end) with index λm+1 to be a randomly chosen integer
between 1 and λi −1 (inclusive). We also reduce the index of
Ai by λm+1. If all of the λi = 1, then we remove a randomly
chosen Ai before adding B with its index being 1.
• Swap: swap the order of two randomly chosen Ai and Aj
and their indexes (i , j).
• Index Transfer: take two randomly chosenAi andAj (i , j),
subtract a randomly chosen integer from one of their in-
dexes, and add the same integer to the other index.
• Modify: substitute a randomly chosen Ai for any other al-
gorithm in its place, with the same index.
• Join: randomly chooseAi and Aj (i , j), remove them from
the individual, and re-insert a new algorithm Ak , chosen
uniformly at random from {Ai ,Aj }; furthermore, the new
corresponding index is λi + λj .
When an individual I is to bemutated, one algorithm from these
will be selected uniformly at random to apply to I . The selection
of these operations was to allow for individuals of all types, in-
cluding the first stage being of high index, many stages with low
indexes each, any combination of algorithms including adjacent
repetitions, etc.
4.2 Crossover
Crossover works as follows. Suppose that the two individuals are
of the formMS〈A1(λ1), · · · ,Am (λm)〉, andMS〈B1(γ1), · · · ,Bn(γn)〉.
We pick two positive integers a,b at random such that a+b ≤ λ.We
form a new individual by choosing a random nonempty subset of
size a from {A1, · · · ,Am}, another of sizeb from {B1, · · · ,Bn}, and
composing them together, ordering the chosen algorithms at ran-
dom. Suppose our formed individual isMS〈C1(β1), · · · ,Ca+b (βa+b )〉,
where the βi come from the corresponding individual and algo-
rithm.
Note that the sum of the βi in our new individual may exceed
λ. If this is the case, we choose a βi > 1 at random and decrease
βi by 1; repeat this procedure until the sum of the βi is equal to
λ. If the sum originally is less than λ, then we perform nearly the
opposite operation: choose any βi (may be equal to 1) at random,
and increase βi by 1; repeat until the sum is λ.
The fitness of an individual, naturally, is a tuple (N ,T ), where N
is the number of rows in the produced covering array, andT is the
total computational time. When we sort the population by fitness,
we sort by N first, and then if two individuals have the same num-
ber of rows, we sort them by their T values. We used the NSGA-II
algorithm [7] to observe the Pareto front of the population.
4.3 Results
We evaluated our genetic algorithm on various parameter situa-
tions for t ∈ {2, 3, 4}. The results are reported in Table 2. Here is a
short-hand list of all the algorithms reported there:
• Basic: B
• Coloring (largest first): L
• Coloring (smallest last): S
• Density: D
For ease of presentation in the table, we shortenMS〈A1(λ1), · · · ,Am(λm)〉
to be a list of the algorithm names, with a subscript indicating the
index. For example, the individual representingMS〈B(1), S(1),B(1), L(2)〉
is instead written as B1, S1,B1, L2. In all our experiments, our pop-
ulation had 300 individuals, and we report results for up to 100
generations. Table 3 contains the results for a single stage. Further,
in Figures 4 to 6, we provide figures of scatter plots for the situa-
tions:
• t = 2,k = 10,v = 2, λ = 10;
• t = 3,k = 10,v = 2, λ = 5; and
• t = 4,k = 10,v = 2, λ = 5.
The horizontal axis (time) is given in logarithmic scale. The circles
indicate generation 1, squares are generation 10, diamonds are gen-
eration 50, and crosses are generation 100. These figures show the
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N
Figure 4: Pareto Fronts of CAλ(N ; t ,k,v)s formed, where λ =
10, t = 2,k = 10,v = 2, for Generations 1, 10, 50, and 100. Cir-
cles are Generation 1, Squares are Generation 10, Diamonds
are Generation 50, and Crosses are Generation 100.
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N
Figure 5: Pareto Front of CAλ(N ; t ,k,v)s formed, where λ =
5, t = 3,k = 10,v = 2. Circles are Generation 1, Squares are
Generation 10, Diamonds areGeneration 50, and Crosses are
Generation 100.
Pareto fronts of the genetic algorithm for each of the same gener-
ations examined, and are representative over all parameter situa-
tions given in Table 2.
5 DISCUSSION
We discuss each of the research questions in turn. For RQ1, it is
quite evident that multiple stages do improve the sizes of covering
arrays. For example, observe the situation of t = 4,k = 10,v =
2, λ = 5: the most fit individual produced had 112 rows, whereas
10−1 100 101 102
0
2,000
4,000
6,000
time (sec)
N
Figure 6: Pareto Front of CAλ(N ; t ,k,v)s formed, where λ =
5, t = 4,k = 10,v = 2. Circles are Generation 1, Squares are
Generation 10, Diamonds are Generation 50, and Crosses are
Generation 100.
even a two-stage solution had 114 for its fittest individual. Even
though the individuals with smallest N did not improve the num-
ber of rows significantly, what is more striking is when one ob-
serves Figures 4 to 6, especially Figure 4: the distribution across
the vertical axis decreases substantially as the number of genera-
tions increases.
For RQ2, it is even more evident thatmultiple stages improve the
computational time to construct covering arrays. A striking exam-
ple is when t = 2,k = 10,v = 2, λ = 10; the individual with 44 rows
in Generation 1 had a run-time of 9.559 seconds, and byGeneration
100, an individual exists with the same number of rows but only
takes 0.083 seconds, a improvement by over two orders of magni-
tude. In fact, the construction time difference between this final
individual and the one with 206 rows is so small that the latter can
be completely ignored. Further proof of the strong improvement is
in Figures 4 and 5, in that the Pareto fronts shift left considerably
as the number of generations increases.
For RQ3, we note that for all entries in the “Lowest N ” columns,
the first algorithm chosen is either density (D) or “smallest last” (S).
Also, in the “Lowest Time” columns, the first algorithm chosen is
always “Basic” (B). Interestingly enough, “Largest First” (L) never
was the first algorithm. An analysis of the output data reveals that
L does in fact produce covering arrays with a small N relative to
the entire distribution, but it is not the smallest N found. An ex-
planation of this may be that this algorithm has to work with a set
of interactions that has many symmetries, and one choice among
many vertices with high degree may end up with more rows than
another choice does.
Furthermore, at Generation 10 and after (apart from two excep-
tions), the index for the first algorithm is always 1. The index for
most of the later stages is 1, or small relative to the index, apart
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t k v λ
Generation 1 Generation 10 Generation 50 Generation 100
Lowest N Lowest Time Lowest N Lowest Time Lowest N Lowest Time Lowest N Lowest Time
2 10 2 5
24, 0.482
S4, L1
189, 0.003
B1, S1,B1, L2
24, 0.157
S2, S1,D1, L1
189, 0.003
B1,B2, L2
24. 0.071
S1,D1, L1,
L1, S1
189, 0.003
B1, L1,
L1, L2
24. 0.071
S1,D1, L1,
L1, S1
189, 0.003
B1, L1,
L1, L2
2 10 2 10
44, 9.559
D9, S1
360, 0.004
B2, L2,B6
44, 1.685
D1, S1,D1,
D3,D4
360, 0.004
B2,B8
44, 0.272
S1, L1, S1,
D1, L1,D1,
D2, L2
206, 0.004
B1, L1, S1,
S1, S1, S1,
S1, L1, L1,
L1
44, 0.083
S1, S1,D1,
L1, L1, L1,
L1, S1, L1,
L1
206, 0.004
B1, L1, S1,
S1, S1, S1,
S1, L1, L1,
L1
2 10 3 5
56, 27.628
D5
816, 0.009
B2, L1, L2
55, 4.838
S1,D1,D3
442, 0.007
B1, L1,B1,
L1,B1
55, 4.838
S1,D1,D3
429, 0.007
B1,B1,B1,
B1, L1
55, 4.838
S1,D1,D3
429, 0.007
B1,B1,B1,
B1, L1
2 20 2 5
28, 2.179
S1, S3
770, 0.019
B1, S4
27, 0.369
S1, S1, L1,
L1, L1
769, 0.017
B1, L1, L3
27, 0.369
S1, S1, L1,
L1, L1
769, 0.017
B1, L1, L3
27, 0.369
S1, S1, L1,
L1, L1
769, 0.017
B1, L1, L3
2 20 2 10
48, 26.623
D1,D1,
S1,D7
1520, 0.042
B2,D1, L7
48, 12.732
D1, S1, L1,
D1,D1,D5
787, 0.024
B1, L2,
L6, S1
48, 7.772
D1, S1, L1,
D1,D1,D4, S1
787, 0.024
B1, L2,
L6, S1
48, 7.772
D1, S1, L1,
D1,D1,D4, S1
787, 0.024
B1, L2,
L6, S1
3 10 2 5
48, 33.537
D5
1050, 0.023
B1, S1,B3
48, 3.381
D1,D1,D1,
L1,D1
976, 0.015
B1,B1,B1,
L1,B1
48, 3.381
D1,D1,D1,
L1,D1
976, 0.015
B1,B1,B1,
L1,B1
48, 3.381
D1,D1,D1,
L1,D1
976, 0.015
B1,B1,B1,
L1,B1
4 10 2 5
114, 169.255
D1,D4
6720, 0.093
B2,B3
112, 53.795
S1, L1,D3
3418, 0.067
B1, S1,
B1, S2
112, 53.795
S1, L1,D3
3416, 0.070
B1,B1, L1,
L1, L1
112, 53.795
S1, L1,D3
3416, 0.070
B1,B1, L1,
L1, L1
Table 2: Genetic Algorithm Results, with two individuals reported for each parameter situation: the one with the lowest N ,
and the one with the lowest time, at generations 1, 10, 50, and 100. The two numbers in each entry signify that individual’s N
and time, as well as the algorithms with indexes chosen as subscripts.
t k v λ Lowest N Lowest Time
2 10 2 5 26, 2.976, D5 900, 0.036, B5
2 10 2 10 44, 10.855, D10 1800, 0.069, B10
2 10 3 5 56, 27.120, D5 2025, 0.083, B5
2 20 2 5 31, 23.994, D5 3800, 0.562, B5
2 20 2 10 49, 97.389, D10 7600, 1.107, B10
3 10 2 5 48, 34.623, D5 4800, 0.473, B5
4 10 2 5 121, 262.64, D5 16800, 3.077, B5
Table 3: Individuals composed of a single stage with the
smallest number of rows N and smallest timeT for the same
parameter situations as in Table 2.
from a few exceptions. This confirms our intuition, in that a low-
index first stage is computationally efficient, produces a small num-
ber of rows, and simultaneously covers many interactions.
Note that the genetic algorithm has very much the same effect
no matter if t increases, k increases, v increases, or λ increases.
However, the extent to which the computational time decreases
appears to be smaller as t increases, such as for the t = 4 situa-
tion, where the timeof the “Lowest N ” individual only decreases
by 68.2%.
An interesting point to discuss relates not to the genetic algo-
rithm, but rather to the experiment with a single stage, in Table 3.
Observe the last row, with parameters t = 4,k = 10,v = 2, λ = 5:
the “Lowest N ” individual had 121 rows, completed in 262.640 sec-
onds, and the selection was MS〈D(5)〉. The density algorithm is
computationally intensive, but here we actually found that this al-
gorithm did not take the longest time. In fact, MS〈L(5)〉 produced
740 rows in over 430 seconds, and MS〈S(5)〉 produced 137 rows
in over 1000 seconds! An explanation is that as the strength t in-
creases, then the graphs being constructed for L and S are very
large. Since there is only one stage, the entire graph on
(k
t
)
vt ver-
tices is created, one for each interaction. Note thatD alsomaintains
a structure for all of these interactions. But the higher-index formu-
lation of the edges imply that the graph is very highly connected,
whereas D only has to maintain a constant times the number of in-
teractions. Much of the computation for L and S was dedicated to
managing the (large) graph all at once, since the size of the graph
was dominated by the number of edges, not vertices.
5.1 Genetic Operators Discussion
It is clear from the results in Table 2 that the two most important
operations towards achieving a smaller covering array faster are
Append and Modify, since most of the most fit individuals found
have many stages with small indexes.
There appears to be a correlation between these two operators,
for the sole reason that there are many instances of the same al-
gorithm with the same index being repeated. For example, for t =
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2,k = 10,v = 2, λ = 10, in Generation 50, the “Lowest Time” indi-
vidual has six occurrences of S with index 1 repeated. It would be
far simpler to use one instance of S with index 6.
We explain why this is the case for each of the algorithms in
turn. For B, there is no heuristic being calculated as rows are gen-
erated, since each interaction currently uncovered is put into its
own row(s). Because there is no additional calculation occurring,
B is fast but produces far too many rows. By having multiple ad-
jacent occurrences of B with index 1, there is a small “heuristic”
being calculated, which happens between the stages in determin-
ing which interactions are left. Since this cost is far less after the
first stage is complete, we can now see why this occurs for B.
The explanation for L and S is nearly identical. The advantage
of coloring algorithms occurs most when the graph is “sparsely”
connected; if there are only a few edges comparatively, then the
choices made for each of the algorithms will produce a coloring
that is closer to the optimal number. Suppose we are observing a
coloring stage with a relatively large index, and suppose that our
current index is α , with the target index of β . Then a clique (i.e.,
a set of vertices with every pair connected via an edge) is formed
among all interactions with the same column set and value set, but
different index. Therefore, when the index of a stage increases, the
graph becomesmuchmore connected thanwith one stage. Like the
case with B before, a stage with high target index has no heuristic
other than the choice of vertices, but by having multiple repeated
stages with index 1 of the same algorithm, there is a “heuristic”
created between the stages.
For D, the algorithm is greedy in that it chooses the “best” sym-
bol in each position of a row being generated. As is shown in [2],
the rate of coverage decreases as the number of generated rows in-
crease. If we have a stage for density with high target index, then
this phenomenon certainly occurs: we saw this in Figure 2. By hav-
ing multiple stages of D with index 1, and recalculating the inter-
actions left to cover after a stage is complete, we can now see why
multiple sequential stages of D improve over a single stage with
high index.
The crossover operator did not prove to be nearly as powerful as
the mentioned mutation operators. We can confirm this by a simi-
lar experiment that we performed that was mutation-only (i.e., no
crossover), and it eventually produced individuals that were either
the same, or nearly equivalent, to those shown in Table 2. However,
we had to extend the algorithm to nearly 200 generations before
these individuals were found. Therefore, we can conclude that the
crossover operator was helpful only in improving the number of
generations in the genetic algorithm to find “very fit” individuals.
6 CONCLUSIONS AND FUTURE WORK
In this paper, we developed a genetic algorithm that constructs
covering arrays of higher index using a sequence of deterministic
algorithms. This algorithm is a generalization of existing methods
but simultaneously addresses the question of redundancy in inter-
action testing, which has not been examined in any publication as
far as we are aware. We believe that an exploration of redundancy
with covering arrays and similar objects will lead to improved test-
ing practices in systems that are inherently not deterministic.
As a result of our experiments, we can conclude the following
different avenues for the construction of covering arrays of higher
index. A very good solution can be obtained with all indexes set to
1, with the first algorithm dependent on the desired goal.
• If the goal is mostly computational efficiency and very lit-
tle about N , have the first algorithm be B, followed by any
choice of greedy graph coloring algorithms. Any index can
be chosen here, but a lower N is reached with very little
additional time if the first index is 1.
• If the goal is a balance between computational efficiency
and N , then have most algorithms be greedy graph color-
ing ones, either L or S. Whichever algorithms are chosen,
have B not be in any stage.
• If the goal is to minimize N , choose either S or D as the
first stage, as well as several choices of D in subsequent
stages. Whichever algorithms are chosen, have B not be in
any stage.
Our futurework involves introducing randomness into the frame-
work. Although randommethods do not have guarantees about the
size of the produced array, they are oftenmuch faster, and the num-
ber of rows in practice is often close or better than deterministic
algorithms. We plan to investigate incorporating randomness into
the fitness function while also keeping the simulation time low,
which was a distinct advantage in our approach of only having de-
terministic algorithms. One direction that we plan to investigate
is to have the framework start with a randomly generated array,
have it remain fixed, and then find a sequence of stages starting
from this array (our algorithm developed here starts without any
rows built).
One aspect of our algorithm worth observing is that it is abso-
lute, in that if a number of rows N and time T are observed for
an individual I such that T is the minimum time in the distribu-
tion, then it is reported in Table 2. However Figures 4 to 6 show
examples of two points (N1,T1) and (N2,T2) with T1 < T2, but N1
is much greater than N2. In other words, the time decrease is very
small, but the number of rows increase is very large. It would be
worth exploring an alteration to the Pareto front calculation that
picks the point with minimum N and “small”T such that the time
distance between it and the global minimum time is within a small
ε factor.
Another future work item considers exact methods, such as sat-
isfiability and constraint programming. While they guarantee to
produce the smallest number of rows possible in a given stage and
are deterministic, they are far slower than any of the algorithms
we have tested. Furthermore, since most of the individuals we have
found here have each stage representing a small index, we believe
that each algorithm (other than B) produced an array very close
to the optimal size for a given stage. It would be interesting, how-
ever, to see if such exact methods would be useful at a very late
stage. This is mainly because most deterministic methods often
cover many interactions early, leaving a small number of them re-
maining, and often having trouble covering them in a small num-
ber of rows. Further, since the number of interactions left is small,
the time needed to run these exact methods is far reduced.
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