Abstract. In 1989 Nguetseng introduced two-scale convergence, which now is a frequently used tool in homogenization of partial differential operators. In this paper we discuss the notion of two-scale convergence with respect to measures. We make an exposition of the basic facts of this theory and develope it in various ways. In particular, we consider both variable L p spaces and variable Sobolev spaces. Moreover, we apply the results to a homogenization problem connected to a class of monotone operators.
Introduction
Let Ω be a bounded open subset of R N , where the Lebesgue measure of the boundary is zero, Y = [0, 1) N the semi-open cube in R N and (ε) a sequence of positive numbers converging to 0. In 1989 G. Nguetseng, see [7] , proved that for each bounded sequence (u ε ) in L 2 (Ω) there exists a subsequence, still indexed by ε, and a u ∈ L 2 (Ω × Y ) such that where A is a Y -periodic matrix. Later on G. Allaire, see [1] , started to call the type of convergence defined by (1) two-scale convergence (or weak two-scale convergence). Allaire also developed the theory further by studying some general properties of twoscale convergence. Moreover he used two-scale convergence to analyze several homogenization problems, both linear and nonlinear. Two-scale convergence is now a well-known concept among people who work with homogenization. For a self-contained presentation of two-scale convergence we recommend the paper by Nguetseng et al. [6] , which also include an overview of the main homogenization problems which have been studied by this technique.
In [13] V.V. Zhikov introduced the concept of weak (and strong) twoscale convergence with respect to a fixed periodic Borel measure μ. Then u ε in L 2 (Ω, dμ ε ) is said to weakly two-scale converge to u ∈ L 2 (Ω × Y , dx × dμ) with respect to the measure μ if
u(x, y)φ(x, y) dxdμ ,
for any sufficiently smooth φ(x, y) which is Y -periodic in y. We remark that in the case when dμ = dy is the Lebesgue measure on the cell of periodicity, the weak two-scale convergence by Nguetseng is obtained. In this setting Zhikov studied e.g. homogenization problems connected to degenerate elliptic operators, perforated domains and periodic graphs (for other works in this direction, see e.g. [2] , [11] , [12] and [14] ). Recently
Zhikov studied two-scale convergence with respect to measures in variable L p -spaces for p > 1, see [15] . In this paper we make a systematic exposition of the properties of weak and strong two-scale convergence with respect to measures both in variable L p -spaces and variable Sobolev spaces (the measure is variable) for p > 1. Finally, the developed two-scale technique is used to study a homogenization problem of the form:
−div(a(x/ε, Du ε )) + λ |u ε | p−2 u ε = f ε , (u ε , Du ε ) ∈ W 1,p 0 (Ω, dμ ε ), where a satisfies suitable continuity and monotonicity assumptions (the precise meaning this problem will be given later).
Preliminaries and notation
It will always be assumed that p and q are conjugate indexes, i.e. 1/p + 1/q = 1 and that 1 < p < ∞. We note that μ ε is a ε-periodic measure on R N and that
Moreover, the measure μ ε is weakly convergent to the Lebesgue measure (see Theorem 1 below), i.e.
We recall that a sequence (u ε ) in
We also recall the following well known facts concerning weak convergence in L p (Ω):
1. A weakly convergent sequence is bounded. 5. Weak convergence of (u ε ) to u in L p (Ω) together with
If a sequence (u ε
is equivalent to strong convergence of (u ε ) to u in L p (Ω).
Let us now consider a sequence of functions u ε ∈ L p (Ω, dμ ε ). By definition
We have the following convergence properties in variable L p (Ω, dμ ε ) spaces:
converges strongly to u, where u is a bounded continuous function on Ω, then
The proofs of these statements are closely related to the ones in next section where we consider weak two-scale convergence in variable L p spaces and are therefore left to the reader. We also encourage the reader to have these properties concerning weak convergence in variable L p (Ω, dμ ε ) spaces in mind during the reading of the section about two-scale convergence in variable L p (Ω, dμ ε ) and make relevant comparisons.
Two-scale convergence in variable L p spaces
Let us first state the following useful mean value property:
where the first sum is taken over all k such that εY k is inside Ω and the second sum is over all k such that εY k and ∂Ω have common points. Let us first consider the first sum in (4). Since ψ is continuous and bounded there exists points x k ∈ εY k such that
This together with the fact that
Let us now consider the second sum in (4) .
where M (ε) is the number of cubes εY k containing the boundary of Ω. Moreover, ε N M (ε) → 0, since the boundary of Ω has Lebesgue measure zero. Thus (6) lim
The desired relation (3) follows by taking (4)-(6) into account. The proof for σ of arbitrary sign follows by dividing σ into positive and negative parts and repeating the arguments above.
Let D be the set of functions defined as
Then Theorem 1 implies that
It is important to obtain a wide class of functions which satisfy the mean value property (3). One such important class is defined below.
Definition 1.
Let B be the class of functions φ : Ω × R N → R which satisfies:
(a) The function x → φ(x, y) is continuous for μ-almost every y.
Proof. From (a) and (b) in the definition of B we have that φ is of Carathedory type which assure the measurability of φ(x, x/ε). Let
We denote the characteristic function of 1/nA k by χ k and x k is an arbitrary point in 1/nA k . First we prove (8) for step functions φ n : Ω × R N → R of the form
where the sum is taken over k such that 1/nA k ⊂ Ω. We note that the
By using (9) we obtain that
for every n ∈ N. The proof is complete if we show that the right hand side in (10) tends to 0 as n → ∞. Since φ(x, y) is continuous in x for μ-almost every y we have that
Moreover,
The Lebesgue dominated convergence theorem implies that
Then we say that (u ε ) two-scale converges weakly to u (we write u ε 2 u) if
We note that we have an equivalent definition of two-scale convergence if we replace the set of test functions by D (D defined as in (7)). As a direct consequence of the definition of weak two-scale convergence we
. This fact follows by by choosing test functions independent of y in (11) .
, then there exists a subsequence which two-scale converges weakly.
Proof. Let φ ∈ D (D defined as in (7)). By Hölder's inequality and the
This means that u ε can be identified with an element U ε in the dual space D * of D through the formula
From (12) it follows that
Applying lim sup on both sides in this inequality and taking Theorem 1 into account in the right hand side gives that lim sup U ε D * ≤ c |Ω| 1/q . Now we use the well-known result that each bounded sequence in the dual space of a separable normed space contains a subsequence (still denoted by ε) which converges weak-*. In our case this means that there exists a U ∈ D * such that
for every φ ∈ D. The proof will be complete if we can show that there exists
By (12) we have that
Moreover, by taking (13) and Theorem 2 into account and passing to the limit we get
and the proof is complete.
Proof. Let (φ m ) be a sequence in D (D defined as in (7) 
By passing to the limit in ε we get
Moreover, by also passing to the limit in m we obtain
Then we say that (u ε ) two-scale converges strongly to
Theorem 5. Weak two-scale convergence of the sequence
is equivalent to strong two-scale convergence of (u ε ) to u, i.e. to that
Proof. (i) We start by proving that weak two-scale convergence together with (14) imply strong two-scale convergence. Let (φ m ) be a sequence in D (D defined as in (7)) such that φ m converges to u strongly in
We also have that
From (16) and (17) we obtain that lim sup
It is clear that (15) follows from (18) if we prove
The Hölder inequality and the facts (by definition) that each weakly two scale convergent sequence is bounded imply
The Clarkson inequalities give, respectively, for p ≥ 2 and for p ≤ 2
where all norms are the usual norm in L p (Ω, dμ ε ). By (14) and an application of Theorem 1 (the mean value property) to the sequence
and for 1 < p ≤ 2 that lim sup
.
In view of the choice of φ m we have that
. By applying lim sup on both sides in (21) and (22) we find that
Now (19) follows from (20) and (23).
(ii) It remains to prove that strong two-scale convergence implies weak twoscale convergence and relation (14) . Assume that (u ε ) two-scale converges (15) we see that strong two-scale converge implies weak two-scale convergence. Now we will show that strong twoscale convergence implies (14) . In fact, let
. By Theorem 3 there exists a subsequence (still denoted by ε) which two-scale converges weakly to
According to the definition of strong two-scale convergence we have
From this we see that we are done if we show that v = |u| p−2 u. In fact, the
, where
In the limit we get
By density and continuity this inequality holds for any
For t < 0 we obtain that (25)
By taking (24) and (25) into account and leting t tend to 0 we find that
which implies that v = |u| p−2 u. The proof is complete.
Let A q be the set of functions φ in B (B defined as in Definition 1) such that the function
then |φ| ∈ A q , and thus |φ| q ∈ B. As a consequence of Theorem 2 we obtain that (27) lim
Moreover, we note that Theorem 5 together with (26) and (27) implies that if
Hence we have the following corollary of Theorem 5:
An other consequence of Theorem 5 is the following corollary:
If the limit u belong to A p , then
x/ε) two scale converges strongly to 0 and (28) follows by taking Theorem 5 into account.
The lower semicontinuity property for weak two-scale convergence described in Theorem 4 may be generalized to the case of convex periodic integrands. 
Then f * (y, ·) is convex and the inequalities (29) imply that
Since f (y, ·) is convex and continuous we have that f = f * * , see e.g. [9, p. 91] . From (30) this we see that (Fenchel inequality) (32)
for any φ ∈ D N (D defined as in (7)). By assumption (v ε ) two-scale converges weakly. Thus we can pass to the limit in the first term in the right hand side of (32) to find that
Concerning the second term in the right hand side of (32) we note that f * (y, φ(x, y)) satisfies the conditions in Theorem 2. Hence
From the growth conditions (31) it follows that the right hand side is continuous on 
This together with (33) and the fact that f = f * * gives
Some special Sobolev spaces and two-scale convergence
In this section we present some definitions and facts concerning variable Sobolev spaces. Moreover, we prove a result concerning two-scale convergence in variable Sobolev spaces, which is very important in homogenization. In the special case p = 2 we also refer to [13] . 
Periodic Sobolev spaces.
Thus u belongs to the usual one-dimensional Sobolev space W 1,p per (I) and z 1 = ∂u/∂x 1 , that is Du = (∂u/∂x 1 , z 2 ). We will now see that z 2 is not unique. Let v n = u n + f (x 1 )g(x 2 ), where f and g are smooth periodic functions such that g(1/2) = 0 and g (1/2) = 1. Then v n ∈ C ∞ per (I) and
Thus (z 1 , z 2 + f ) is a gradient of u. By density this is also true for any
P -connected measures.
then u is constant μ-almost everywhere. Two important examples where the measure μ is p-connected are the following:
Example 2. Let the measure μ be absolutely continuous with respect to the Lebesgue measure, i.e. dμ = w(x)dx.
Similarly we obtain that Y |u n − u| dx → 0. Thus u belong to the usual Sobolev space W 1,1 (Y ) and from (34) it follows that u is constant a.e. with respect to the Lebesgue measure and thus a.e. with respect to μ. 
Then the measure μ is p-connected if the set A ⊂ R N is connected in the usual sense (observe that this condition is not necessary). For more information see [10] .
By the notation a = divb we mean that there exists a ∈ L
The identity (35) can be equivalently rewritten as
We observe that each function a admitting the representation a = divb has mean value zero, i.e. Y a dμ = 0. 
(as test function we may chose (φ, Dφ) ∈ W 
By choosing φ = u in (37) we obtain
This together with (38) gives
By the p-connectedness of μ it follows that u is constant μ-almost everywhere. This fact together with equation (37) implies that f is constant μ-almost everywhere and since Y f dμ = 0 we must have that f = 0. The proof is complete.
Degenerate measures.
We define the space V p pot of potential vectors as the closure of the set Dφ :
The so defined set of solenoidal vectors is denoted by V 
For the Hilbert space case, p = 2, we have the orthogonal decomposition
. For some measures a non-zero constant vector may be a potential vector. Let E be the subspace of R N of such potential vectors and E ⊥ its orthogonal complement. We say that the measure μ is non-degenerate if E = {0}. 
Thus the constant vector (0, k) ∈ V p pot .
Theorem 10. If m : R N → R is given by
(41) m(ξ) = min v∈V p pot Y |ξ + v| p dμ. Then 1. m is convex.
m(ξ + η) = m(ξ) for any ξ ∈ R N and η ∈ E.

There exists a constant c > 0 such that m(ξ) ≥ c |ξ|
Proof. 1. Let ξ 1 and ξ 2 be two arbitrary vectors in R N and let v 1 and v 2 be the corresponding minimizers of (41). Then, for 0 ≤ α ≤ 1, the convexity of the function |·| p implies that
which proves that m is convex.
Let t ∈ R.
The following estimates are valid
The convexity of m implies that the function f (t) = m(ξ + tη) is convex and by (42) f is bounded between two constants. Thus f is constant, which gives the desired result 
We have that m(ξ) >
Y b · v dμ = 0 , ∀ v ∈ V p pot .
This implies that
Thus the mean value of b belongs to E ⊥ .
2. The minimum problem (41) has a unique solution, which satisfies the
Let v and v be the solutions corresponding to ξ ∈ R N and ξ ∈ R N , respectively. Then, by the convexity of | · | p ,
This together with the fact that v solves the Euler equation (44) implies that
By the convexity of m it follows that
From (44) it is clear that |ξ
sol and by the first part of the theorem we have that it's mean value belong to E ⊥ , i.e. Dm(ξ) ∈ E ⊥ . Since m is coercive on E ⊥ (see Theorem 10) it holds that for every η ∈ E ⊥ there exists a ξ such Dm(ξ) = η.
Two-scale convergence in variable Sobolev spaces.
Theorem 12. Let μ be a p-connected non-degenerate measure. Assume that
(u ε ) is a sequence in C ∞ 0 (Ω) such that u ε (x) 2 u(x, y) and Du ε (x) 2
z(x, y). Then the weak two-scale limit u is independent of y and belong to
This together with (45) means that
The right hand side tends to zero as ε → 0 since (u ε ) and (Du ε ) two-scale converge weakly by assumption. Thus by passing to the limit we obtain
We note that Y a(y) dμ = 0 and by Theorem 9 the set of functions
with mean value zero. Hence u is independent of y.
Next we prove that u ∈ W
By passing to the limit in the weak two-scale sense we get
where 
Thus the distributional partial derivatives
. We remark that it is possible to derive a similar result as in Theorem 12 for degenerate measures, see [13] for p = 2. However this is beyond the scope of this paper. So far we have considered sequences (u ε ) in C ∞ 0 (Ω). However, everything holds true also for sequences (u ε ) in the variable Sobolev space W 
Monotone operators and two-scale convergence
In this section a class of monotone operators are defined (the corresponding homogenization problem is analyzed in the next section). It is proved that the related operator equations have unique solutions. Moreover, some results concerning two-scale convergence and monotonicity are proved.
A class of monotone operators. By definition
Since closed subspaces of reflexive Banach spaces are reflexive we have that W
* . We recall the following definitions:
• T is called monotone if
• T is called strictly monotone if
• T is called hemicontinuous if
The Browder-Minty theorem states that if T is strictly monotone, hemicontinuous and coercive, then the operator equation
is Y -periodic and μ-measurable for every ξ ∈ R N . Moreover, assume that there exists constants c 1 , c 2 > 0 and two more constants α and β, with 0 ≤ α ≤ min {1, p − 1} and max {p, 2} ≤ β < ∞ such that a satisfies the following continuity and monotonicity assumptions:
for a.e. y ∈ R N and any ξ 1 , ξ 2 ∈ R N . A direct consequence of (48)-(50) is that there exists constants c 3 , c 4 > 0 such that
Fix ε > 0 and consider the equation
is a solution of (52) if the following integral identity holds:
We remark that by density we have an equivalent definition of a solution if
Theorem 13. The equation (52) has a unique solution.
Then the equation (52) is equivalent to the operator equation
To be able to use the Browder-Minty theorem we have to show that T is strictly monotone, hemicontinuous and coercive.
(i) (Strictly monotone) By (50) we get
First we consider the case 1 < p≤ 2. In view of the reversed Hölder inequality (with the dual exponents 0 < p/β < 1 and p/(p − β)) and the fact that there exists a positive constant c such that
By using the reversed Hölder inequality (with the dual exponents p/2 < 1 and p/(p − 2)) on the second term we obtain
This shows that T is strictly monotone. Let us now consider the case 2 ≤ p < ∞. The reversed Hölder inequality (with the dual exponents 0 < p/β < 1 and p/(p−β)) and the fact that there exists a positive constant
From this we see that T is strictly monotone.
(ii) (Hemicontinuous) First we consider the case 1 < p < 2. By (49) and the fact that for real numbers a and b there exists a constant c > 0 such that
By applying the Hölder inequality we obtain
Since all the integrals are bounded we have that
which by definition means that T is hemicontinuous. Let us now consider the case 2 ≤ p < ∞. By the same arguments as above with the inequality for real numbers replaced by that for real numbers a and b there exists a
Hölder's inequality applied to the right hand side gives
Thus T is hemicontinuous.
(iii) (Coercive) By (48) and (50) we get that
The reversed Hölder inequality (with the dual exponents p/(p − β) and 0 < p/β < 1) gives that
The right hand side converges to ∞ as (u, u 1 ) → ∞ which gives that T is coercive.
We remark that the solution is unique as a pair (u, u 1 ) ∈ W 1,p 0 (Ω, dμ ε ), i.e. there exists a unique gradient u 1 of u such that (u, u 1 ) is the solution.
Monotonicity and two-scale convergence.
Theorem 14. Let a satisfy the conditions (48)-(50). Moreover, let
and if (54) holds as equality, then a 0 (x, y) = a (y, v(x, y) ).
Proof. Assume the contradiction, i.e.
lim inf
Then there exists a positive constant k > 0 such that
This inequality consists of four terms. Using the assumption (55) on the corresponding term and passing to the limit in the other three terms gives
By density and continuity (see [5] , p. 77) this inequality also holds for any
Repeating the procedure for t < 0 implies that
We have clearly reached a contradiction.
If (54) holds as equality we can repeat the procedure above (with k = 0) and we get that
By (59) and (60) it follows that
Hence it follows by Theorem 14 that w = |v| p−2 v and Theorem 5 gives that
Homogenization of a class of monotone operators
Let us consider the equation
is a solution of (61) if the following integral identity holds:
According to Theorem 13 the equation (61) has a unique solution. We will prove that the solutions (u ε , Du ε ) converge in some sense (to be specified below) to the solution u of a homogenized problem associated with the Lebesgue measure:
q (Ω) and the homogenized operator b is defined as
pot is the solution of the periodic problem:
By definition u ∈ W 1,p 0 (Ω) is a solution of (63) if the following integral identity holds: 
Theorem 16. Assume that the measure μ is non-degenerate and that
Proof. By density it is possible to chose (u ε , Du ε ) ∈ W 1,p 0 (Ω, dμ ε ) as a test function in (62) which gives
By using the monotonicity assumption (50) on a and the Hölder inequality we obtain that
together with (65) implies that there exists a constant K such that
It is also clear that the sequence
Moreover the continuity assumption (49) implies that
N . By Theorem 3 there exist a subsequence (still denoted by ε) such that: Secondly u 1 (x, y) = v Du(x) (y). We so far only proved the theorem up to a subsequence. However, the properties of the homogenized operator b (see the next section) implies that the solution of the homogenized equation (63) is unique and hence the theorem hold for the whole sequence.
Some properties of the homogenized operator
The homogenized operator b was defined as 
