Abstract-The structure of bilinear cyclic convolution algorithms is explored over finite fields. The algorithms derived are valid for any length not divisible by the field characteristic and are based upon the small length polynomial multiplication algorithms. The multiplicative complexity of these algorithms is small and depends on the field of constants. The linear transformation matrices A, B (premultiplication), and C (postmultiplicaManuscript
Finally, our approach was heavily based on the use of Shannon-Fan0 codes, and not on the optimal Huffman codes. The problem is much more involved and challenging when Huffman codes are considered. Pioneering work on this difficult problem has been performed by Longo [ 181, [19] , Nemetz and Simon [20] , [21] . In the papers of Longo [ 181, [ 191 IT-26, no. 2, pp. 166-174, Mar. 1980 . L. D. Davisson, "Universal noiseless coding," IEEE Trans. Inform. Theory, vol. IT-19, no. 6, pp. 783-795, Nov. 1973 . R. E. Krichevsky and V. K. Torfimov, "The performance of universal encoding," IEEE Trans. Inform. Theory, vol. IT-27, no. 2, pp. 199-206, Mar. 1981 . E. N. Gilbert, "Codes based on inaccurate source probabilities," IEEE Trans. Inform. Theory, vol. lT-17, no. 3, pp. 304-314, May 1971. [71 PI [91 [lOI [Ill [I21 1131 iI41 iI51 [I61 u71 [I81 1191 [201 I . INTRODUCTION C YCLIC convolution of discrete sequences plays an important role in signal processing. It is useful for describing the output of a linear-time-invariant finite impulse response system to a periodic input, and it is the basis for computing other necessary signal processing results. Furthermore, linear convolution, important for preOOlS-9448/83/0700-0583$01.00 01983 IEEE dieting system responses to nonperiodic inputs, polynomial products, and large integer products, may be computed through cyclic convolutions. Signal processing transforms and, in particular, the discrete Fourier transform can also be calculated via cyclic convolution.
Consequently a large number of papers dealing with cyclic convolution of real and complex sequences have recently appeared [ l] -[ 141. By comparison, convolution of finite field sequences, though equally important, has received quite a bit less attention. Early approaches to computational algorithms for cyclic convolution were based upon two facts: 1) If the length N of the sequences can be factored in mutually prime factors n,, n2,. . . , nk, then the cyclic convolution can be computed as a k-dimensional cyclic convolution with length in the i th dimension being n,.
2) The algorithm of a factor length n, may be obtained by viewing the convolution as a product of two polynomials in z modulo z"~ -1 and evaluating it by first finding the partial products modulo each factor of z"~ -1 and then combining these using the Chinese remainder theorem to get the required convolution.
The design of an efficient algorithm (i.e., one with a small computational complexity) of length ni is quite complicated and time consuming. The strategy normally adopted is to design good algorithms as per fact 2) only for a few small ni values and combine these small length algorithms using multidimensional techniques to obtain algorithms for longer lengths. This approach, however, has some disadvantages. The only efficient algorithms known in the literature [l] are for lengths between 2 and 9.' Based on these, a total of only 47 algorithms may be constructed using multidimensional techniques. This means that the application of cyclic convolution has to be tailored to fit one of these available lengths. In addition, the small length algorithms are efficient only over the complex number field and though sometimes it is possible to modify them to obtain convolution over the required finite field, the modified algorithm may not be efficient. Finally, the algorithms obtained in this fashion have very little regular structure which may be exploited in the designing of efficient hardware or software. More recent efforts to introduce some regularity into the algorithm has led to the discovery of polynomial transforms [ 12] -[ 141. Though algorithms obtained in this manner are a little more regular than the earlier Agarwal-Cooley algorithms [l] , they still lack a completely regular structure.
In this paper we present a new approach to obtain a length N cyclic convolution bilinear algorithm over the field GF (p"), where p is a prime and m is an arbitrary positive integer, for any N not divisible by p. We show that when constrained with only the multiplicative complexity, as is generally the case with finite field operations, it is possible to design the algorithm very quickly by using the principles outlined in this paper. The approach, we feel, is the only systematic structured design method available for this type of algorithm development. ' This statement is not strictly true if one also is using convolution algorithms based on number theoretic transforms.
The information about the field of constants is incorporated in the design of the algorithm. Consequently, the multiplicative complexity of the algorithm depends not only on its length, but also on the field of constants. This direct approach yields much more efficient algorithms than those obtained by modifying algorithms designed for the complex number field. The algorithm obtained here is bilinear in nature and the matrices defining it are very highly structured.
This paper is organized in the following manner. Section II develops the necessary mathematical background. Actual design of the algorithm is discussed in Sections III and IV. These designs are illustrated through examples in Section V and their computational complexity is examined in Section VI. Finally, Section VII demonstrates the application of the algorithms developed for the decoding of Reed-Solomon codes.
II. MATHEMATICALPRELIMINARIES
The mathematical preliminaries fundamental to the content of this work are presented in this section. In particular, we show that a bilinear algorithm with field of constants GF (p) designed for input data over GF(p) also works when the input data is over GF (pm). We also introduce a certain partitioning of integer sets which gives rise to the algorithm in the form presented here.
Lemma 1: A bilinear algorithm (with field of constants GF (p)) which is valid for input data over GF ( p) is also valid for input data over GF (pm).
Proof: Consider the following algorithm to evaluate the bilinear form w = u * o when u and o are vectors over GF (p): w = C(Au x Bu), where A, B, and C are matrices of appropriate dimensions over GF(p) and x denotes a component-by-component multiplication of vectors. We now prove that w can be computed in the same manner even if u and o are vectors over GF(pm). To show this, note that in this case, we can express u and v as
where ui and vj are vectors over GF(p) and (Y is the primitive element of GF ( p"). Then using bilinearity, we obtain w = ( ~gLia~)*(;~~vja~) = ;g ;$2+ju,*vj).
Further, since ui and vj are over GF (p), we may use the algorithm to compute ui * vj. Thus
Thus, the same algorithm can be used to compute u * v even when u and v are vectors over GF (pm).
The important notion of cyclotomic sets is now introduced. Let N be of the formp" -1. Partition the integers 0 through N -1 into sets S,,, Si,, Si,, . . . . A set Si is generated by starting from the smallest integer i not covered in an earlier set and defining its other members as S, = {i, ipmodN,ip2modN,ip3modN; ..}.
Since ip"mod N = i, each set S, is finite. We denote the number of elements in S, by ui and the set of indices {i,, i,, i,, . . . } by S. We list below the properties of the ui which will be used later. Proofs of these properties are given in Appendix I.
Pl) 0 E S and a0 = 1. P2) Given any divisor t of n (including t = 1 when p * 2), 0 = (p" -l)/(p' -1) E S and a0 = t. P3) For any nonzero i E S, it is possible to find a 8 E S having the form given in P2) for some t, such that i is a multiple of 0 and ui = ue. P4) With 19 as in P2) and (Y, a primitive element of GF(p"), a6 generates the subfield GF(p"@) of GF ( p" ) and, consequently, ue 1 n . P5) From P3) and P4), for any i E S, uiln and (Y~ E GF(p"1).
The following example illustrates the notion of cyclotomic sets.
Example: With p = 2 and N = 24 -1 = 15, we have so = (01, a, = 1 S, = {1,2,4,8}, u, = 4 s, = {3,6,12,9), a3 = 4 s, = (5, w, us = 2
It is then well known that w can be obtained from U and V, the Fourier transforms of u and v in GF(p") as
where (Y is a primitive element of GF (p"). We choose to carry out this summation first over the elements of a set Si to give w,(k) and then over all such sets. Thus,
We now show that by using bilinear small degree polynomial multiplication algorithms (some of which are given in Appendix II), we can design bilinear algorithms over GF (p) for (2). Note that since n = 4, its only divisors are 2 and 4 and 8 Thus, corresponding to these as in P2) are 5 and 1, respectively.
N-l
Both of these integers belong to S. The other nonzero U(j) = c (u( k)cyik)P' = members 3 and 7 of S are both multiples of 1 and u3 = u7 k=O = u, as indicated by P3).
III. ALGORITHM CONSTRUCTION
The cyclic convolution of sequences u and v of length N is a sequence w defined as
O<kfN-1 i=O and denoted by w = u * v. In this section we design a bilinear algorithm to compute this cyclic convolution when the data sequences are over GF ( p"),'the field of constants is GF ( p), and the length N = p" -1 for some integer n. By the reasoning given in Section II, it is sufficient to assume that the components of u and v are also from @(P).
Similarly, V(j) = (V(i)) J". Equation (2) now becomes
I=0
Note that
and i is a multiple of some 8 = (p" -l)/( ~"0 -1) E S from P3) of Section II. Therefore, U(i) is a polynomial in (YO. Moreover, from P4), the minimal polynomial over GF ( p) of (Y' is of degree a,. Using the minimal polynomial to reduce the u,th and higher powers of (Y', U(i) can be reduced to a polynomial in (Y' of degree ue -1. IT-29, NO. 4, JULY 1983 cation of the 00 -1 degree polynomials U(i) and V(i) in (Y'. Similarly, Aeu and Bev provide the linear forms required for the multiplication of the 00 -1 degree polynomials U(O) and V(O) in (Y'. Since in both the cases the polynomial degrees are the same, identical multiplication algorithms could be used. Note, however, from (4) (5) is always a linear combination over GF (p) of the r,'s.
Theorem 1 asserts that there exist matrices Ai, Bi, and C, over GF(p) such that wi = Ci(Aiu X Biv). We then immediately obtain from (1) the bilinear algorithm over GF(p) for was From Theorem 2, it is obvious that we need only obtain A,, Be, and Co for all 8 E S of the type 0 = ( p" -l)/( p"@ -1). Note that for such a 8, (Y' is the root of a primitive polynomial of degree 00 over GF( p). This polynomial, denoted by PO, is given by where C = [C,,, Ci,, * a. 1, A = [AC, AZ, *a. ]T and B = [B& Bc, * * * IT; i,, i,, . . . E S.
From (6), it is clear that the key to the design of a bilinear algorithm over GF(p) to convolve sequences of lengthp" -1 lies in the construction of the matrices Ai, Bi, and Ci for all i E S. Referring to P3) of Section II, for every nonzero i E S it is possible to find a 8 = (p" -1) /( p"~ -1) E S such that i is a multiple of 8 and a, = a,. It is shown in the following theorem that for each such i and 0, the matrices Ai, Bi, and Ci are related to matrices A,, Be, and C,, respectively. Theorem 3 then discusses the structure of A,, Be, and C,, allowing construction of the algorithm using (6).
when these factors are multiplied, all the coefficients in the PO(x) polynomial turn out to be in GF ( p). If P,(x) = x0@ -a,xQ-' -a2xue-2 -. . . -aOO, (7) then it is known that a linear periodic recurrent sequence {xi} of elements of GF(p) with period ~"8 -1 can be obtained from the difference equation xi = a,x,-, + a2xie2 + **a + a,Bxi-OB (8) with an arbitrary nonzero initial condition. This sequence is known as a maximal length recurrent sequence (MLRS) and exhibits pseudorandom properties. We will refer to it as a MLRS generated by PO, since the coefficients in (8) The reciprocal polynomial of PO, denoted by P-e, can be expressed as
. cx _ a-W).
. . cx _ a-ep-').
The reciprocal polynomial P-0 also has degree 00, is primi-
Proof: The Ai and B, matrices are used in the design of the algorithm (see proof of Theorem 1) to deliver the linear forms in u(k)% and v(k)'s suitable for the multipli-=-k Ic:rmtr(a em -w/e mwN/e)))
which immediately provides the relation between Ci and G tive, and generates a MLRS from the difference equation
x, = a;s,_, + a;xiez + *. * + a&xi-~B, (9) where the coefficients a;, a;, . . . , a' are picked from the polynomial expression for P-e(~), Z., p-e(x) = x% -a;xv' -4xv2
Theorem 3 gives the connection between the MLRS's and the A,,, B,, and C, matrices. each row of A, is a MLRS generated by Pe. The proof for Be is similar. To prove the last part of the theorem, note from (5) 
k=O j=O where the second expression is obtained by using the fact that c? is a root of Ps. For any j fj is a linear combination (over GF( p)) of the u(k)'s as the coefficients of Pe are from GF(p). Let
and recall that the trace function is a linear function. Using the polynomial expression for P-, and the fact that p-e(a -') = 0, we have a-e0e = 5 a$ -ecoe -I) or 5 u+xe' = 1. (14) I=1 I= 1
Consider the expression for any k > a,
By using the linearity of the trace function and (14), the expression becomes
We first show that the sequence of components of the vector Rj = [Rj(0), Rj(l), .+. , R,(N -l)] is a MLRS generated by Pe. From (10) and (1 I), we have
c u(k)mek = c u(k) c ~,~k)(~sY which immediately shows that the columns in the Ce matrix are MLRS's generated by the polynomial P-0 through the difference (9).
To compute the elements of any row of A,, we would generally be required to express U(8) as a degree ee -1 polynomial as in (10); express each 6 as a linear combination of u( k)'s; and finally, knowing the linear forms in fj's which occur in the multiplication of polynomials of degree ae -1 (Appendix II), find the required linear forms in u(k)'s by replacing eachfj by an expression in u(k)'s.
However, an application of Theorems 2 and 3 simplifies this procedure to the following steps which constitute a new structured design method for convolutions over finite fields.
Since Pe(ae) = 0, from (7) we obtain k > a, that (a")" = fJ a[(ay I=1 Combining (13) with (12) Comparing with (8), it is obvious that Rj is a MLRS generated by PO. Now AOu gives the linear forms in fi's used in the multiplication U(fl)V(e). This means that each row of A, is a linear combination (over GF( p)) of the Rj row vectors. Since a linear combination of maximal length recurrent sequences generated by the same polynomial is again a maximal length recurrent sequence, it follows that
Step I: Since the algorithm to be obtained is data independent, considering a particular data sequence u(k) = 0, k > 00, we can express fk as fk = u(k), k = 0, 1, . * . ,ee -1. Thus, the linear forms in fk's involved in the multiplication of polynomials of degree 00 -1 (Appendix II) directly become the linear forms in u(k)'s, k = 0, 1, . . * , ee -1. The first ue elements of any row of A,q may, therefore, be immediately written down.
Step 2: The remaining portion of each row of A,g is then completed by using the difference (8) based on P,g.
Step 3: Be is also designed using the same procedure.
Step 4: Equation (5) is evaluated for k = 0, 1, . . * ,ee -1 to obtain the first 00 rows of Co.
Step 5: Each column of C, is then completed by using the difference equation (9) based on P-,. (The MLRS generated by P-, can also be obtained by reading backwards the MLRS generated by P,.)
VOL. IT-29, NO. 4, JULY 1983 Step 6: Once A,, Be, and C, are obtained for all 8 of the type 8 = (p" -l)/(p"@ -l), the matrices Ai, Bi, and Ci for other i E S are obtained using Theorem 2.
Step 7: Finally, the matrices A, B, and C used in the bilinear algorithm over GF(p) for convolving u and 2) of lengths p" -1 are constructed through (6).
IV. CONVOLUTIONS OF FACTOR LENGTHS
The major drawback of the algorithms developed in the earlier section seems to be the restriction of the convolution length top" -1 when the field of constants is GF ( p). This is corrected to a great extent in this section where we show that essentially the same procedure, as outlined earlier, can be used to design convolution algorithms of any length N relatively prime to p.
We first show that given any such N (relatively prime to p) we can always find an integer n > 0 such that N is a factor of p" -1. We then demonstrate the simple construction of the algorithm of length N from that of length p" -1.
Lemma 2: If p t N, there exists a positive integer n such that N I( p" -1).
Proof: Note that pmod N belongs to the set of integers less than N and relatively prime to N which form a group under the operation of multiplication mod N. Let the order of this group be n. The order of any group element must then divide n, or (p mod N)" = 1 mod N or p" = 1 mod N and thus N ]( p" -1).
To construct an algorithm of length N, assume first that the algorithm of length p" -1 has been constructed as described in Section III. In other words, the integers (0, 1, 2, * * * 9 P" -2) have been partitioned into sets si,> si,9 ' * ' as in Section II, S has been defined as S = (i,, i2, * -* >, and the relevant matrices Ai,, Ai2, . . . ; Bi,, B,,, . . . ; C,,, Ci2, * * . ; i,, i,, * * * E $5 which occur in the algorithm of length p" -1 have been constructed as in Section III.
Let N' denote (p" -1)/N and define the set S, as 5, = {i E SI N'li}. The following theorem provides the algorithm for length N. (17) I=0 Clearly, we have x0 = (N'mod p)Ab. For any nonzero i E S, we can find a 8 = (p" -l)/(p"o -1) such that Q' from P3). From Theorem 3, the rows of A, are the MLRS's generated by the primitive polynomial of IX'. This yields Ae(k, j) = tr(pkaej), 08) where pk is an element of GF (p") chosen to satisfy (18) for the first n values of j. Further, from Theorem 2, the rows of Ai are obtained by sampling those of A, with period (i/Q and hence A,(k, j) = tr(/3;").
(19) Since tr is a linear function, (17) and (19) imply
If aiN f 1, the summation of (Y powers in (20) is b N's -l)/(#' -1) = 0. On the other hand, if aiN = 1, the same summation is N' mod p. Thus, A similar observation may also be made with regard to the matrix Bi. The required result then follows directly from (15)- (17) and (21) and the fact that the conditions i E S and aiN = 1 together are equivalent to a single condition i E S,.
Theorem 4 allows us to design a cyclic convolution algorithm for any length N (not divisible by p) from an algorithm of length p" -1 provided NJ( p" -1). Though many values of n may satisfy this condition, practical considerations suggest that we choose the smallest such ~1. Furthermore, when N itself is of the form p" -1 as in Section III, N' = 1 and hence, S, = S, A' = A, B' = B, and C' = C. Thus, the algorithm design of Section III is only a special case of the more general procedure outlined in this section.
V. EXAMPLES
In this section we demonstrate the application of the design method developed in Sections III and IV to construct certain cyclic convolution algorithms.
A. Length 1.5 Algorithm over the Field of Constants GF (2) In this case, So = {0}, S, = {1,2,4, S}, S, = {3,6,12,9>, S, = (5, lo}, S, = {7,14,13, ll}; thus, S = (0, 1,3,5,7}. Let (Y denote the primitive element of GF (24) satisfying When 8 = 5, us = 2 and Algorithm B of Appendix II can 1 + (Y + a4 = 0. The only B's of the form 8 = (2" -,1)/(2f be used to obtain the first two columns of A, directly. The -1) = 15/(2' -1) for some integer 1 in this case are 1 remaining portion of A, can be filled in by extending each (for t = 4) and 5 (for t = 2). When 8 = I, P,(x) = row of A, by the MLRS generated by P,(x) = (x -a')(~ (x -a)(~ -a2)(x -a4)(x -2) = x4 + x + 1. Since ut -a") = x2 + x + 1, namely, = 4, using Algorithm D of Appendix II, we obtain the first four columns of A, as 1 0 1, 1 0 1, **a . The trace function can be shown to have the following Finally, when 8 = 5, us = 2 and (5) needs to be evaluated values over GF (24) to get the first two rows of C,. We now obtain from (5) tr(a') = (A: i=3,6,7,9,11,12,13,14; otherwise. We also have (l/l 5) = 1 in GF (2). Using these results we obtain In this case, for each i Si = {i), aj = 1, and S = al, 2, . * . 9 p -2}. The matrices A, and B, are 1 X (p -1) matrices whose first elements are 1, from Algorithm A of Appendix II, and the remaining elements are fill& ;,; 5: the MLRS over GF( p) of period (p -1) generated by P,(x). For other values of i, the Aj or Bi row vectors are obtained by sampling A, with a sampling period i. This gives the A and B matrices. The C matrix is constructed in a similar fashion, except that P-,(x) is used in its construction. It is easy to show that the (p -1) X (p -1) A and B matrices so constructed are Fourier matrices and C, an inverse Fourier matrix. Thus, the conventional approach of computing the convolution through the product of Fourier transforms is a special case of the general technique presented here when the field of constants is expanded to contain the Nth roots of unity.
C. Length 5 Algorithm over a Field of Constants GF (2)
Since 5]24 -1 = 15, we may base the length 5 algorithm on the length 15 algorithm of Section V-A. Clearly S, = (0,3} and, therefore, using the matrices A,,, A,, CO, C, of the length 15 algorithm we obtain the matrices of length 5 algorithm from Theorem 4 as 1 The three examples presented here illustrate a wide variety of algorithms that may be generated using the procedures of this paper. The computational complexity of these algorithms is investigated in the next section.
VI. COMPUTATIONALCOMPLEXITY
It is clear from Sections III and IV that the construction of the algorithm is based on the algorithms for multiplying two a0 -1 degree polynomials for all possible values of 0 E S,. But P2) of Section II shows that when N equals or divides p" -1, these ue's are divisors of IZ. Thus the availability of good degree t -1 polynomial multiplication algorithms for all the divisors t of n is desirable for the application of the technique described. The multiplicative complexity of the new algorithm is also directly dependent 10110110r 1 1 0 1 1 0 1 1 . upon the complexities of the polynomial multiplication algorithms. The field of constants is always a subfield of the field over which the data sequences are defined. We assume that the only time consuming operation is the product of elements of this larger field. Thus, since the matrices A, B, and C contain elements from the field of constants, these matrices multiply with vectors without contributing much to the overall complexity. The total complexity of the algorithm therefore equals the total number of multiplications one encounters in the product Au X Bv. From the number of rows in the matrices A or B, we may express the total complexity, M(N), of the length N algorithm as where R( 1) denotes the multiplicative complexity of degree 1 -1 polynomial multiplication. Tables I through IV The results of this paper including the technique to design the bilinear algorithm remain valid even if the prime p is replaced everywhere by a power of p. This increases the field of constants and thereby reduces the number of multiplications, consistent with the results of [17] . Table V lists the complexities of some of the cyclic convolution algorithms based on GF (4). By comparing Tables I and V, we can see that if the data sequences are over GF(2") (n > 2) then by enlarging the field of constants from GF(2) to GF(4) saves approximately 30 percent of the multiplications. The practical disadvantage of this enlargement of the field of constants is that the matrices A, B, and C would now have elements from GF(4) rather than from GF(2) and therefore their products with vectors may be more time consuming.
The computational superiority of the results obtained here may be appreciated by comparing them with earlier results. Reed, Truong, Miller, and Benjauthrit [ 181 have obtained cyclic convolution algorithms for data sequences over GF(2"). Their algorithm of length 15 over the field of constants GF (2) uses 40 multiplications which is almost 29 percent more than our algorithm of the same length. The advantage is clearly due to the fact that our algorithm is designed for length 15 whereas theirs is obtained from algorithms of lengths 3 and 5. Another method of obtaining the algorithms over finite fields is to adapt the available algorithms over the field of rationals to suit the finite fields. For example, reducing every constant in the Agarwal-Cooley cyclic convolution algorithms [l] modulo 2, one may obtain algorithms with field of constants GF (2). Using this approach, a cyclic convolution over GF(2) of length 63, will thus be evaluated through convolutions of lengths 7 and 9, requiring a total of 19 X 22 = 418 multiplications, which is more than double the number of multiplications required in our algorithm. It is, however, true that because of the transformation of the constants, the algorithms adapted to finite fields might be computationally less complex than the original algorithms over the rationals. But, it is generally very hard to identify the redundant multiplications. Finally, it may be mentioned that the earlier methods rely on constructing the algorithms of small lengths using the Chinese remainder theorem and obtaining algorithms of large lengths by combining those of smaller lengths. Those methods can therefore be used only if the given length N is factored into relatively prime factors such that algorithm for each factor is available. For example, when N = 255 = 17 . 4 . 3, these methods fail because an algorithm of length 17 is not available, whereas, our methods give this algorithm using only 3.3 multiplications per point. The computational effort in computing Au, Bv, and Cm (where u and v are the data vectors and m is the vector Au x Bv) has been neglected so far. However, it is also possible to reduce this as well, using the theorems developed in this paper, as the following few preliminary results show. a) For every i E S,, the rows of Ai are MLRS's over the field of constants, GF(p), based on the same primitive polynomial of degree n, where n is the smallest integer such that Nip" -1 (Theorem 3). Since only n MLRS's generated by a primitive polynomial of degree n may be linearly independent over GF ( p), it follows that only n rows of Ai are linearly independent. Therefore to compute Aiu, it is sufficient to compute the product of these n rows with u and then obtain the remaining components of the product vector from these n products. To illustrate this, consider matrix A, of Example 1 of Section V with N = 15. The only rows of this matrix which are linearly independent over GF (2) are rows 1,2,4, and 5. Denote the product A,u by the vector a, with components al(i), i = 1,2, . . . ,9. To compute the a, vector, we may first evaluate a,(l), a,(2), a,(4), and a, (5) and then obtain the remaining elements as a,(3) = a,(l) + a,(2), a,(6) = a,(4) + a,(5), a,(7) = a,(l) + a,(4), a,(8) = a,(2) + a,(5), and a,(9) = a,(7) + a,(8).
The initial computation of a,(l), a,(2), a,(4), and a, (5) Remarks a) and b) also apply to the matrix B. To simplify the product Cm, we may use similar principles. c) For any i E S,, the columns of C are MLRS's based on the same primitive polynomial. If n is the smallest integer such that N ] p" -1, then any row of Ci can be expressed as a linear sum (over GF( p)) of at most n immediately previous rows. The linear relation is the difference equation based on the minimal polynomial of (Y-'. To illustrate this, consider matrix C, of Example 1 of Section V. It is based on the minimal polynomial 1 + x3 + x4, and hence it may be verified that any k th row of C, (k > 4) is equal to the sum over GF (2) of the (k -4)th and (k -1)th rows of C,. This means that the product C,m, (where m, is that portion of m which multiplies C,) can be computed by first evaluating only the first four components and then calculating the remaining components through one addition each.
d) If i E S, and iI N, then the rows of Ci are periodic with period N/i. Hence the product C,m, is also periodic with the same period.
Application of these principles generally results in a smaller number of additions in the algorithm. The algorithm for cyclic convolution of length 5 over GF(2) derived as Example 3 of Section V, for example, has an additive complexity of only 27.
VII. APPLICATION TO THE DECODING OF REED-SOLOMON CODES
Decoding of Reed-Solomon codes over GF(2") in an efficient manner calls for the computation of a discrete Fourier transform (DFT) of length N' = 2" -1 over the field GF(2") [18] . The standard method of implementing the DFT through the fast Fourier transformation (FFT) may not, however, be suitable in this case because N' may not be factorizable into a sufficiently large number of factors.3
In particular, if N' is a prime, one cannot construct the required DFT algorithm by combining the algorithms of smaller lengths. The only efficient method of computing such DFT's of prime lengths N' is by relating them to the cyclic convolution of length N' -1 as pointed out by Rader [20] .
Thus, if N' is prime, the DFT, X, of the length N' sequence, x, is obtained in GF (2") as sequences u and v defined as
(Y being a primitive element of GF (2") and g, the generator of the multiplicative group of integers (1,2, . . . , N' -l}. Note that the computation of u from x, or X from w is only a permutation (and an addition in the second case) which can be predetermined and programmed. The computational effort involved thus lies in the evaluation of the cyclic convolution w from u and v. This cyclic convolution is of length N' -1 = 2" -2 and can be performed as a two-dimensional convolution, since 2" -2 factors into relatively prime factors as 2" -2 = 2N where N = 2"-' -1. The cyclic convolution algorithm of length 2 is given in Appendix III and the algorithms of lengths N = 2" -i -1 are derived in the main body of this work. The multiplicative complexity of the resultant DFT algorithm is summarized in Table VI. A comparison of these results with those of Reed et al., [ 181 shows that our methods, when applicable, produce algorithms of lower multiplicative complexities. In particular, for n = 5, (length 31 DFT over GF(32)), Reed et al., require 120 multiplications ([18, table I] ), whereas, our algorithm requires only 93.
VIII. CONCLUSION
Most of the efficient convolution algorithms available in the literature are too specialized and are not applicable to a wide variety of lengths. In addition, the available algorithms have been designed with specific fields in mind. If the user prefers to work over a different field, the adapted algorithm may not be optimal from a computational complexity standpoint.
In this work, we have developed a structured design approach for obtaining convolution algorithms over finite fields. The algorithms obtained are bilinear in nature, a dense distribution of lengths is available and the computational complexity is dependent on the field of constants. The bilinearity permits the convolution algorithm to be accomplished via transformations by three rectangular matrices much in the manner of Agarwal and Cooley. However, the design method presented here allows the matrices to be determined in an easy systematic fashion without resort to symbolic manipulation or tedious calcula-tions. Only those lengths divisible by the field characteristics are not available. This represents a much milder restriction on algorithm utility. Furthermore, the design itself takes into account the underlying field and, therefore, represents a more optimal approach.
The algorithm design uses certain notions from the traditional view of a convolution as a product of Fourier transforms as opposed to the more recent formulation in terms of the Cook-Toom algorithm and the multidimensional techniques. The new algorithm is based on a number of results which reveal that the bilinear transformation matrices may be partitioned into submatrices, each of which corresponds to a specific cyclotomic set (Theorem 1). It is also shown that only a few of these submatrices are "fundamental" and the rest may be determined from these (Theorem 2). In addition, each fundamental submatrix is intimately related to a maximal length recurrent sequence (MLRS) (Theorem 3). Thus, the bilinear transformation matrices are constructed by filling the rows and columns of the submatrices by MLRS's whose initial conditions are determined by small degree polynomial multiplication algorithms. The computational complexity of the resultant algorithm is determined by the complexity of the small polynomial multiplication algorithms involved, the underlying field, and the overall length. Examples of the procedure are presented for lengths 5 and 15 algorithms over GF (2"), and the lengthp -1 algorithm over GF ( p). APPENDIX 
I
Proofs of Properties PI)-P5) of Section II With N = p" -1, consider the correspondence of the integer set (0,1,2;.., N -1) with the elements of GF(p") as i c* ai, where (Y is a primitive element of GF (p"). It is obvious from the manner in which the sets S, are defined, nonzeroj,, j, E S, yield conjugate & and & ([16, p. 1011) . Thus ui equals the number of conjugates of cxi and i E S if and only if it is the smallest power of ix amongst all the conjugates of (Y~.
For any integer tin, GF(p') c GF(p') ([16, th. 4.4181 ) and the element a8 generates the multiplicative group of GF(p') when 0 = (p" -l)/( pf -1). Every nonzero element of GF (p') is of the form a" for positive integer I's. Since all the conjugates of L? belong to GF(p'), it is clear that for any conjugate aJ, j > 8. Hence 0 E 5. Moreover, 01' generates the multiplicative group of GF(p') implying that it should have t conjugate, i.e., o, = t, as stated in P2).
For any nonzero i E s, a' must belong to some smallest GF(pr) c GF (p"), in the sense that cxi does not belong to any subfield of GF (p'). Then with 0 defined as above, (Y~ = (Y" or i = 0 . 1 for some integer I. Moreover, cx' does not belong to any subfield of GF (p') implies that it has t conjugates, i.e., ui = t = cr,. This proves P3). P4) and P5) follow directly from these arguments and Pl) is obvious. IT-29, NO. 4, JULY 1983 Algorithm A Degree: 0, f0 . g, = r, Computation: direct 1 multiplication. Algorithm B Degree: 1, ( 
I. INTRODUCTION
The M-receiver Gaussian broadcast channel is a model of a communication system in which a single codeword is transmitted over M distinct Gaussian channels and is received by M receivers. The receivers have no contact with each other and the channels have different signal-to-noise ratios. According to the signal-tonoise ratio of its channel, each receiver decodes a different amount of information from the received word.
In 1972, Cover [4] introduced the concept of broadcast channel coding theory. Bergmans [I] established the capacity region of the two-receiver Gaussian broadcast channel. In these two papers random coding techniques were used. Recently, Heegard, Manuscript received November 6, 1980; revised June 9, 1982 . This work was supported in part by a Grant from the University of Nebraska at Omaha. The purpose of this correspondence is to define the concept of group code for the M-receiver Gaussian broadcast channel and study permutation codes as a special case. Such a code is generated by an initial vector x, a group G of orthogonal n-by-n matrices, and a sequence of subgroups of G. The subgroups are used to partition the codewords into subsets, called clouds. For each channel we form a different set of clouds. The codewords in the same cloud represent the same message to that channel's receiver. We state conditions on the subgroups and the initial vector that are needed to generate good codes (in terms of minimum distances). We also find "optimal initial vectors" for certain sequences of subgroups of the groups used to generate variant II permutation group codes in [2], [5], and [6] .
II. M-RECEIVER GROUP CODES The source in Fig. 1 . contains a library of s equally likely codewords one of which is transmitted every T seconds over all M channels. Each channel has a different signal-to-noise ratio with the lower channel numbers corresponding to the higher ratios. Receiver 1 decodes the received word as one of s = t, messages, receiver 2 decodes the received word as one of t, messages (t, > tZ), and receiver 3 decodes the received word as one of tj messages (t, > t, > t,); in general, receiver i decodes the received word as one of ti messages (t, > t, > . . . > t,). Therefore, according to the signal-to-noise ratio of the channel, each receiver extracts a different amount of information from the Correspondence 00189448/83/0700-0595$01.00 01983 IEEE
