Abstract. We consider an inverse heat conduction problem(IHCP) in a quarter plane which appears in some applied subjects. We want to determine the heat flux on the surface of a body from a measured temperature history at a fixed location inside the body. This is a severely ill-posed problem in the sense that arbitrarily "small" differences in the input temperature data may lead to arbitrarily "large" differences in the surface flux. A semi-discrete central difference scheme in time is employed to deal with the ill posed problem. We obtain some error estimates which also give the information about how to choose the step length in time. Some numerical examples illustrate the effects of the proposed method.
Introduction
In some industrial applications one wishes to determine the temperature or heat flux on the surface of a body, where the surface itself is inaccessible for measurements [1] . In this case it is necessary to determine the surface temperature or heat flux from a measured temperature history at a fixed location inside the body. This problem is called inverse heat conduction problem (IHCP). The following equation in a quarter plane is a model of this situation in a one-dimensional setting:
(1.1)
x > 0, t > 0, u(x, 0) = 0, x ≥ 0, u(1, t) = g(t), t ≥ 0, u(x, t)| x→∞ bounded.
We want to determine the heat flux u x (x, t) for 0 ≤ x < 1. Carasso [2] considered the problem and obtained a good result using a special Tikhonov regularization method. However, he left behind the "zero point" problem (i.e., the case x = 0). In [5] , we also considered the problem using a wavelet regularization method and obtained a better result. Especially, we solved the "zero point" problem. It is a pity that we did not consider the numerical aspects in that paper.
In the present paper we develop and perfect Eldén's work [3] in which he studied the temperature distribution of problem (1.1) using the difference schemes in time. Our main aim here is to investigate the heat flux distribution of problem (1.1) using a central difference scheme in time. We do some convergence estimates in section 3, study the stability of space march difference in section 4 and give some interesting numerical examples to test the effects of the method in section 5.
Ill-posedness of problem (1.1) and central difference schemes
It is well known that the problem (1.1) is well-posed for x > 1, so we can easily obtain the solution u(x, t) and its gradient u x (x, t) for x > 1 using classical numerical methods (e.g., see [6] ). Therefore the heat flux data u x (1, t) is also easily obtained. As this reason we can formulate (1.1) as a Cauchy problem with appropriate Cauchy data [u, u x ] given on the line x = 1. But for 0 ≤ x < 1 the problem is severely ill-posed in the sense that the solution, if it exists, does not depend continuously on the data. Even arbitrarily "small" differences in the input temperature data may lead to arbitrarily "large" differences in the solution. In this section, we simply analyze the ill-posedness of the problem (1.1) and propose an appropriate method, for the ill-posed problem.
But before doing that, we need to define all functions appearing in the paper to be zero for t < 0, since we will consider our problem in L 2 (R) with respect to the variable t. Note that, in the problem (1.1), the input temperature data g(t) can only be measured, there must be measurement error. Thus we would actually have as data some function g δ (t) ∈ L 2 (R), for which
where · denotes L 2 -norm and the constant δ > 0 represents a bound on the measurement error. Let
be the Fourier transform of the exact data function. Now the problem (1.1) can be formulated, in frequency space, as below:
The solution to this problem is given by
and naturally
where θ(ξ) is the principal value of √ iξ:
Since the real part of θ is nonnegative, u(x, ξ) and u x (x, ξ) are in L 2 (R) with respect to the variable ξ, we see from (2.3) and (2.4) that the exact data function g(ξ) must decay rapidly as ξ → ∞, small errors in high-frequency components can blow up and completely destroy the solution for 0 ≤ x < 1. As the measured data g δ (t), its Fourier transform g δ (ξ) is merely in L 2 (R). To obtain continuous dependence on the data, we assume, as for any ill-posed problem, there exists an a priori bound,
This is essentially necessary in order to obtain any meaningful error estimates for approximating the exact solution. Additionally, in order to get a procedure that can be implemented numerically, it is necessary to somehow modify the problem. Often, the dependence on δ and E is included by choosing the value of some parameter in the numerical procedure.
In the present paper, as a regularized approximation of problem (1.1) we consider the following problem (2.7)
where we have replaced the time derivative by a central difference with the step length k. The advantage of not discretizing in the space variable is that we can use Fourier transform techniques. Before further discussing, we must claim that the problem (2.7) was proposed by Eldén [3] for the first time. He studied the temperature distribution for 0 < x < 1 and obtained some valuable convergence estimates. A remedied work for the "zero point"(i.e., x = 0) can be found in [7] . In the present paper, we borrow his idea to consider the heat flux distribution which is also of practical interest, for 0 ≤ x < 1. Furthermore, we discuss the stability of space marching difference and give some interesting numerical examples to test the effects of the proposed method. In this sense, we develop Eldén's work [3] . For further development on the semi-discrete central method, refer to [8] , [9] .
By taking the Fourier transform for variable t in (2.7) we have
The formal solution of (2.8) can be easily obtained
where ρ(k, ξ) is the principal value of i sin kξ k :
Note that if k is small, then for small ξ, ρ in (2.11) is close to θ in (2.5). Further, ρ(k, ξ) is a period bounded function with respect to ξ, therefore,
Error estimate
In this section we will discuss the difference of the heat flux solution between problems (2.7) and (1.1) for 0 ≤ x < 1. Theorem 3.1 gives the error estimate for the case 0 < x < 1 and Theorem 3.4 for the case x = 0. 
Let the measured temperature history at x = 1, g δ (t), satisfy (2.1), and let the a priori assumption (2.6) holds. Then
where
Firstly, we want to claim that, in the following proof (including the proof of Corollary 3.2), we have borrowed some results of Eldén [3] , but for completeness of the presentation we still give a detailed proof here. Since "the heat flux is more difficult to calculate accurately than the surface temperature", the proof of theoretic error estimate on the heat flux is more complex than that of Eldén [3] .
Proof. By the Parseval formula, (2.4) and (2.10), we have (3.5)
For abbreviation, we denote
Note that (2.3), we have
So (3.5) becomes, due to (3.6), (2.1) and (2.6),
We start by estimating the second term on the right hand side of (3.7). Note that ρ is given in (2.11), and k is chosen in (3.1),
To estimate the first term on the right hand side of (3.7), we rewrite A(ξ) as
, and σ = sign(ξ), ν = sign(sin kξ). For estimating A(ξ), we shall distinguish between two cases. Case I : for large |ξ|, i.e., |ξ| ≥ ξ 0 :
2 , note that the real part of τ is non-negative, we can estimate (3.9)
It is easy to know that for x ∈ (0, 1),
x , and H(t) increases for t ≤ t 0 and decreases for t > t 0 , so
(ii) and (3.11), we have (3.13)
Case II : for |ξ| < ξ 0 , i.e., |kξ| < 1. We could observe that for |ξ| in this interval, σ = sign(ξ) = sign(sin kξ) = ν, which means that we can rewrite (3.10) as
Note that, using the triangle inequality, we can estimate (3.9)
Since τ 1 ≥ 0, 0 < x < 1, we have
Similarly, note that the inequality 1 − e −y ≤ y(y ≥ 0) holds, we have
Thus, combining the inequalities (3.15)-(3.18), we have
Introducing a new variable r = |kξ|, we shall find an upper bound of function h(r) for 0 ≤ r < 1, where
Using the inequalities
By an elementary calculation we find that if
0 , which leads to the estimate .21) is not satisfied then the maximum ofh(r) is attained at r = 1, and we have
We now analyse the relation between the range of r 0 and the "signal-to-noise ratio"
In this case, the inequality (3.13) for |ξ| ≥ ξ 0 becomes
and the inequality (5.5) becomes
Therefore, there holds
This just is the estimate (3.2).
Note that (5.5), we get
This just is the estimate (3.4). The proof of Theorem 3.1 is now complete.
Theorem 3.1 indicates how to choose the step length k. It also shows that when the "signal-to-noise ratio" E/δ is relatively low, the error between the exact "heat flux" solution and its approximation by the time difference is not significantly large. But, when we let δ tend to zero, the rate of convergence of the time-discrete scheme is only logarithmic. 
Proof. If δ is small enough, then 5/ ln(E/δ) < x < 1, and the largest term in (3.3) dominates.
Remark 3.3. The error estimates in Theorem 3.1 do not give any useful information on the continuous dependence of the solution at x = 0. Moreover, as x → 0 + , the accuracy of the regularized solution becomes progressively lower. Carasso [2] and Eldén [3] met the same trouble. Actually, this is common in the theory of ill-posed problems, if we do not have additional conditions on the smoothness of the solution. To retain the continuous dependence of the solution at x = 0, we introduce a stronger a priori assumption
where · p denotes the norm in Sobolev space H p (R) defined by 
where ε = max 2k
Proof. As the proof of Theorem 3.1 and note that the first inequality of (3.7), we know
Now the conditions (2.1) and (3.26) lead to
We also start by estimating the second term on the right hand side of (3.28). Due to (2.11) and (3.27), we have
To estimate the first term on the right hand side of (3.28), we rewrite
where τ is given by (3.10).
For estimating A(ξ) in (3.31), we will distinguish three cases. 
Case II: for 1 < |ξ| < ξ 0 , taking the similar procedure of (3.14)-(3.18), we get
Therefore A(ξ) in (3.31), can be estimated as bellow (note that |kξ| < k 1 5 < 1, τ 1 is given in (3.14), and the inequality (3.20) holds):
else if p ≥ 3, note that |ξ| > 1, we have
Case III : |ξ| ≤ 1, following the procedure of (3.33) and (3.34), we can also estimate (3.31) as
Summarizing (3.32), (3.35)-(3.39), we complete the estimate of the first term on the right hand side of (3.28)
The theorem now follows by combining (3.39) and (3.30).
Remark 3.5. For p > 1 2 , since the step length k tends to zero as the data error δ → 0, we can easily find that ε → 0(δ → 0) too. Hence,
Remark 3.6. In the practical applications f p is usually not known, therefore we have no the exact a priori bound E. However, if we select (3.40) i.e., let p = 1, E = 1 in (3.27), we can also obtain
where ε 1 = max 2k
This may be helpful in our realistic computation.
Remark 3.7. We separately consider the case 0 < x < 1 (Theorem 3.1) and the case x = 0 (Theorem 3.3), in order to emphasize the following facts. For the case 0 < x < 1, the a priori bound for u(·, 0) is sufficient. However, for the case x = 0, the stronger a priori bound for u(·, 0) p (p > 1 2 ) must be imposed. For the unification of both cases, one can see our previous paper [5] .
Stability of space march difference for the regularized problem
The approximation v(x, t) and v x (x, t) in (2.9), (2.10), may be viewed as the solutions to an initial value problem for a second order partial differential equation, with appropriate initial data. This point of view is the basis for a powerful computational procedure for obtaining v(x, t) and v x (x, t) from the data at x = 1.
Let g δ (t) be the measured temperature data at x = 1 (extended by zero for t < 0). Define
where ρ is given by (2.11).
Let us make a change of variable to reflect integration in the direction of decreasing x, and so that the origin corresponds to x = 1, i.e., put 
(z, t) = v(x, t).
Then w z (z, t) = −v x (x, t), and we will consider the following Cauchy problem (4.5) 5) has a unique solution w(z, t) .
where v(x, t), v x (x, t) are the approximations defined in (2.9), (2.10).
Proof. Taking Fourier transform for t-variable in (4.5), for each frequency ξ, we obtain an initial value problem for an ordinary differential equation, i.e.,
The above problem has the unique solution (4.8) and clearly
An inverse Fourier transform in (4.8) and (4.9) now yields the unique solution w(z, t) of (4.5) and its gradient w z (z, t). If we now compare w(z, t), w z (z, t) with the approximations in (2.9), (2.10), we verify that (4.6), (4.7) are true.
We will show that, for problem (4.5), there are explicit and unconditionally convergent difference schemes for appropriately filtered initial data such as g 1 (t) and g 2 (t) in (4.1), (4.2) .
Rewrite the initial value problem (4.5) as an equivalent first order system (4.10)
Let ∆z be a small increment in the z-variable and let (N + 1)∆z = 1. We consider a difference scheme where only the z-variable is discretized, while the t-variable is left continuous. Let w n (t), h n (t) denote, respectively, w(n∆z, t), h(n∆z, t), for 0 ≤ n ≤ N +1. The following difference approximation is explicit, consistent, and second order accurate in ∆z.
Now the following convergence result holds.
Theorem 4.2. Let w
n (t), h n (t) be the solutions of the difference scheme (4.11)-(4.13) and let w(z, t), h(z, t) be the solutions of (4.10). Then, as n → ∞, ∆z → 0 and n∆z = z, we have, for each t,
t). (4.14)
Proof. Taking Fourier transform about the t-variable in (4.11)-(4.13), we have
Since ρ is given by (2.11), i.e.,
we get
Similarly, we have
2 .
An simple induction argument using (4.15) and (4.16) shows that
Now doing the inverse Fourier transform, we get
Hence, the Lebesgue dominated convergence theorem now shows that w n (t) → w(z, t), w n z (t) → w z (z, t) for each t. This theorem shows that the space marching scheme is stable for appropriate initial data. A similar result can be found in Carasso's famous paper [2] .
Numerical tests
In this section we do some numerical tests intended to illustrate the effects of the proposed method. The tests are performed using MATLAB6.5.
The numerical examples are constructed in the following way: First we select the exact solution f (t) of problem (1.1) at x = 0, and compute the data u x (0, t) = d(t), u(1, t) = g(t) and u x (1, t) = p(t), by solving a well-posed problem (e.g., see [6] ). Since these computed solutions are very close to the exact solutions, we will use them as the exact data in the following discussion. Then we add a normally distributed perturbation to each data function giving vectors g δ and p δ . Finally we solve the system (2.7) by the method of lines [4] , i.e., we discretized the problem only with respect to the time variable t and left the spatial variable x continuous, and then we get a system of ordinary differential equations. The space marching is performed using a Runge-Kutta method (ode45 in MATLAB) with automatic step size control, where the basic method is of order 4 and the embedded method is of order 5. In all tests the required accuracy in the R-K method is 10 −4 . We create g δ i ∈ R n , which is a perturbation vector (normal distributed random error is added) of the discrete vector (g i ) = (g(t i )) and
We similarly created the perturbation vector h δ i ∈ R n . In the following, we first give an example which has the exact expression of the solution u(x, t). This will be convenient when a reader tries to verify it. Example 1. It is easy to verify that the function
is the exact solution of problem (1.1) with data
and f L 2 (R) . = 1.9999976. We might as well take E = 2 in (2.6).
Test 1.
We chose the perturbation δ . = 0.001, the a priori bound E = 2, the regularization parameter k, i.e., the step length ∆t of t-variable is ∆t = k = 1 (ln(E/δ)) 2 . = 1 58 , so n = 59. From Figure 1 we could find that the computed results are satisfactory when x is not small. However, the results are not very good as x closes to 0. This is consistent with Theorem 3.1.
In the following, we are interested in the "zero point" (x = 0), i.e., we only illustrate the computed results v x (0, t). The errors of the recovered v x at x = 0 are measured by the weighted l 2 -norm defined as
Test 2. Considering also Example 1, we take the perturbation δ . = 10 −4 to compute the l 2 errors E(u x ) by choosing different step length (see Table 1 ). Table 1 , we can at least find two useful information. Firstly, the step length of t-variable k has a regularization effect. A better parameter choice is k = 0.7k 0 . Secondly, Table 1 that the quality of the computed heat flux v x is not very sensitive to variations of the step length. Thus, in practice, it is relatively easy to find an appropriate value for k.
Test 3. In Figure 2 , we give the comparison of the exact heat flux and computed approximation at x = 0 for perturbations δ = 10 −3 and δ = 10 −4 . From these tests, we conclude that the semi-discrete central difference method in time works well for an appropriate step length k which plays the role of regularization parameter. The idea will be taken into account when we consider other ill-posed problems.
Conclusion
In this paper, we developed Eldén's work [3] . We discussed the convergence of the surface heat flux of IHCP with respect to the perturbation data and obtained an explicit error estimate. With a stronger assumption on the regularity of the solution, the convergence estimate was obtained for the whole domain (i.e., including x = 0). We also discussed the stability of space marching difference and gave some interesting numerical examples to test the effects of the proposed method. The limitation of the proposed method we found in our numerical experiments was that the results are not satisfactory for problems with higher error levels. Fortunately, the problem could be solved when space-marching schemes were combined with initial filtering of the data, which reduces the sensitivity to perturbations in the data (e.g., [2] and [6] ).
