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Abstract-we describe a parallel continuation algorithm for the numerical treatment of certain 
semilinear eigenvalue problems with Dirichlet boundary conditions. The computations were executed 
on a TRANSPUTER, a distributed memory multiprocessor. The numerical results show that our 
algorithm is quite competitive, and may be applied to various nonlinear eigenvalue problems. 
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1. INTRODUCTION 
We consider the following nonlinear operator equations 
H(z, P) = 0, (1.1) 
where H : RN x IL! + IFIN is a smooth mapping with IC E RN, or. E Iw. Equation (1.1) arises e.g., 
from homotopy continuation methods or the discretization of nonlinear eigenvalue problems. 
In this paper, we will mainly concentrate on the latter. More precisely, the solutions of the 
following semilinear elliptic eigenvalue problems 
Au-t Xf(2~) = 0 in R = [0, 11” 
u=o on dR 
(1.2) 
will be numerically investigated. Here, dS1 denotes the boundary of 0, and f is a smooth odd 
function which is normalized so that f(0) = 0, f’(0) = 1 and f”‘(O) # 0. For convenience, we 
assume that n 5 3. Let p be the multiplicity of the eigenvalue Xa of the Laplacian - A in (1.2). 
(0,X0) is called a corank-p bifurcation point of (1.2), see [l]. Since f(0) = 0, u = 0 is the 
trivial solution of (1.2). Nontrivial solutions of (1.2) which bifurcate from (0, Xa) can be traced 
numerically by the continuation methods, see [2-91 and the references cited therein. Some authors 
have used group theoretic methods [lo] and modified Lyapunov-Schmidt methods [l] to treat 
nontrivial solutions of (1.2). By utilizing these methods, Allgower et al. [l] and Mei [lO,ll] have 
proved the following result: at a corank-p bifurcation point (0, Xc), (1.2) has exactly (3P - 1)/2 
different solution branches bifurcating from (0, X0). Moreover, if f”‘(0) > 0, these solutions are 
stable. Conversely, for f”‘(0) < 0, these solutions are unstable. We refer to [l,lO,ll] for details. 
Recently Mei [lo] proposed a classification of the solution curves of (1.2) with symmetries. This in 
t Author to whom all correspondence should be addressed. 
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turn leads to reduction of singularity of (1.2) at the bifurcation point. Thus, one can solve (1.2) 
on a subdomain of the original one. Clearly, a certain amount of computational cost can be 
saved. Moreover, solutions on the other parts of the whole domain can be obtained by exploiting 
symmetries. Further investigation on the reduced problems will be given elsewhere. 
It seems that parallel computing is very efficient for treating scientific problems with multiple- 
solutions property. In [12], Li et al. have developed a parallel homotopy algorithm for symmetric 
tridiagonal eigenvalue problems. The purpose of this paper is to describe a parallel continuation 
algorithm which can be implemented on a distributed memory multiprocessor. We remark here 
that various continuation algorithms have been proposed for (1.2) which can be implemented 
on a sequential or a vector computer. One of the most important characteristics of the parallel 
continuation algorithm is that nontrivial solutions of (1.2), while branching from different bifur- 
cation points, can be numerically traced simultaneously. Thus, we can get the desired solutions 
by implementing one run of the algorithm as far as the multiprocessors have enough nodes to 
handle the problem. 
This paper is organized as follows. The predictor-corrector continuation method is discussed in 
Section 2, where direct method will be used to solve the linear systems of equations, see [2]. Based 
on the discussion in Section 2, we will describe a parallel continuation algorithm in Section 3. 
Our main work here is to develop a parallel Gaussian elimination algorithm. We have tried to 
find a balance between communication and computation time. In Section 4, sample numerical 
experiments concerning the numerical solutions of (1.2) are reported. The test problems include 
two- and three-dimensional cases. Finally, some concluding remarks are given in Section 5. Our 
numerical results show that the parallel continuation is quite competitive, and may be applied 
to various nonlinear eigenvalue problems. 
2. REVIEW OF CONTINUATION METHODS 
2.1. Predictor Steps 
Let H be defined as in (1.1) with zero as a regular value in RN. The solution curves of H are 
denoted by 
c = {Y(S) = (z(s),P(s)) I H(ds)) = 0, s E 1 c @}. (2.1) 
Assume that c is parameterized via arclength. By differentiating H(y(s)) = 0 with respect to s, 
we obtain 
DH(y(s)) . L(s) = 0, (2.2) 
where o(s) = (k(s),p(s)) denotes a tangent vector to c at y(s) and DH(y(s)) = (D,H(y(s)), 
DD,H(y(s))) is the N x (N + 1) Jacobian matrix of rank N. It follows from (2.2) that the 
augmented Jacobian matrix 
A(Y(s)) = [ “;$?I (2.3) 
is nonsingular ‘d/s E I. If an orientation is given, and a starting point y(0) = (z(O), p(O)) is known, 
then one may numerically trace c by solving the Davidenko initial-value problem [9] 
DH(y(s)) . Q(s) = 0, lIti(s = 17 Y(O) = (dO),PL(O)), (2.4) 
where ]] . 11 denotes the Euclidean length of a vector. 
The purpose of predictor steps is to produce a new point which is close to the solution curve c. 
Let yi be the accepted approximating point to c, and ui the unit tangent vector at yi. The Euler 
predictor is given by 
.G+1,i = yi + hi . ui, (2.5) 
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where hi is the current step size and Ui is obtained by solving the linear system 
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Ahi) . ‘ZLi = 
Several higher order predictors have been proposed by some authors, see 
cited therein. For convenience the Euler predictor will be incorporated in 
rithm. 
2.2. Corrector Steps 
(2.6) 
[5], and the references 
the continuation algo- 
The accuracy of approximation to the solution curve c is improved by a corrector process. 
This can be done by choosing a hyperplane which is orthogonal to k(s) at zi+i,r and performing 
Newton iterations constrained to the hyperplane. In practice, the modified Newton’s method 
with constraint 
A(Yi) .wj= [-H(;+l.j)], j-1,2,3 ,..., (2.7) 
is solved, where the predicted points ~i+r,i are used as the initial guess, and zi+i,j+i = zi+r,j -+twj, 
j = 1,2,3 ,.... If yi lies sufficiently near c, then the Newton process (2.7) will converge for stepsize 
hi sufficiently small. 
One may solve (2.6) and (2.7) either by direct methods or iterative methods. In this paper the 
Gaussian elimination method will be used as fast linear solver. 
2.3. Branching via Local Perturbations 
The use of local perturbations to implement numerical branching was described in [9]. For 
completeness, we briefly review them. One of the results used is a generalized version of a 
theorem of Sard (see, for example, [2,9]). 
THEOREM 2.1. Let V c R”, W c IF’ be nonempty open sets and let Q, : V x W + Rn be a 
smooth map with m 2 n. If 0 is a regular value of @, then for almost all d E W, 0 is a regular 
value of the restricted map @pd(.) = a(., d). 
For our particular application of the above theorem, we set m = N + 1 and p = N. Now 
suppose that y(s*) is a detected bifurcation point on the curve c E H-l(O). Let U c IRNfl be a 
bounded open neighborhood of y(s*). Let f : IEN+’ + R be a smooth map such that f(y) = 0 
for y # U and f(y) > 0 for y E U. Then the following result holds [9]. 
LEMMA 2.2. For H, U, f defined as above, let Hd : lRN+l --) RN be defined by 
h(Y) = H(Y) + f(y) d. (2.8) 
Then Hd( y) has 0 as a regular value for almost all d E RN - (0). 
The implementation of local perturbation in the context of continuation methods is quite easy. 
We refer to [3] for details. 
3. PARALLEL CONTINUATION ALGORITHM 
It can be easily analyzed via any sequential computers that approximately 77.88 percent of 
the operations count on Gaussian elimination in a sequential continuation algorithm for two- 
dimensional problems such as (1.2). The counterparts go up to 86.29 percent for three-dimensional 
problems. A typical example of these facts may be found from the results given in Section 4. We 
also refer to [6] for further comments. 
In order to reduce the time spent in Gaussian elimination, it is necessary to set up a parallel 
continuation algorithm where a fast parallel linear solver is required. Our parallel continuation 
algorithm is described as follows. 
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ALGORITHM 3.1. Parallel continuation algorithm 
(1) Input: 
K1 := maximum number of continuation steps. 
Kz := maximum number of corrector steps. 
y = 0 E RN+’ {initial solution} 
u = (0,. . . ) 0,l)T E lV+i {initial tangent vector} 
dEIWN {perturbation vector} 
E := accuracy tolerance 
s max, &in E IR {maximal and minimal steplength} 
heIW {initial steplength} 
(2) Continuation: 
solve H(y) = 0 
If Y E N(O, X&j) {neighborhood of bifurcation point} 
solve H(y) + d = 0 
Endif 
(i) Predictor step 
solve (2.6) by parallel Gaussian elimination to obtain t 
set u:= y + hu {Euler predictor} 
(ii) Corrector step 
solve (2.7) by parallel Gaussian elimination to obtain z 
setw:=w+z 
until convergence 
(3) Adapt stepsize h > 0 
y := w and goto (2) until traversing is stopped. 
REMARK 3.1. As we mentioned in Section 1, one may solve the reduced problem of (1.2) on 
a subdomain of [0, 112, and then extend the solutions to the whole domain by exploiting the 
symmetries of the bifurcations. We refer to [13] for detailed discussions. 
REMARK 3.2. A parallel Gaussian elimination on a MIMD computer has been proposed by 
Costnard et al. 1141. 
One of the obvious differences between sequential and parallel algorithms is that no time is 
spent in communicating in the former. Note that in Algorithm 3.1 only one forward elimination 
is required, namely, in the predictor step. In order to find balance between communication and 
computation time, the following methods are proposed: 
(i) LU = 1, which means that the forward elimination in the predictor step is set to be 
parallel. 
(ii) LU = 0, which means that the elimination of the right hand side vectors in the corrector 
steps is done by parallel. 
(iii) Both forward elimination and back substitution are parallelized. 
Note that the notation LU = 1 and LU = 0 will be used in Section 4. In either case, various 
row (column) entries of the coefficient matrix are broadcasted from each processor to the others. 
Each node then processes the broadcasting rows (columns), and sends the results back to the 
others. Gur experiments, given in Section 4, show that an optimum number of rows (columns) 
broadcasting can be found for various types of matrices. 
What makes the parallel continuation algorithm attractive is that one can trace various solution 
curves simultaneously. This may be explained as follows. For example, if we wish to trace five 
solution curves, each of which branches from different bifurcation points. Suppose that the 
multiprocessors consist of 15 nodes. Then we may divide the nodes into 5 groups, so that each 
group of nodes will be used to handle one solution curve. All we need to do is to input the 
required data to each group of nodes. 
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Table 4.la. 2D. prob., parallel row-wise forward elimination for LU = 1; each node 
processes one row. 
Table 4.lb. 2D. prob., parallel row-wise forward elimination for LU = 1; each node 
recesses two rows. 
Table 4.1~. 2D. prob., parallel row-wise forward elimination for LU = 1; each node 
processes four rows. 
node(s) 
total execution a = time spent b = time spent 
time communicating forward elimination afb E s 
1 498 0 294 294 
I 2 441 ] 52.21 1 189.85 1 242.06 1 0.61 1 1.21 1 
4 394 69.24 123.48 192.72 0.38 8 368 75.32 90.20 165.52 0.22 1.53 -i 1.78 
Table 4.ld. 2D. prob., parallel row-wise forward elimination for LU = 1; each node 
processes eight rows. 
node(s) 
total execution a = time spent b = time spent 
time communicating forward elimination a+b E S 
1 498 0 294 294 
2 464 75.81 189.17 264.98 0.55 1.11 
4 431 106.75 123.18 229.93 0.32 1.28 
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4. NUMERICAL RESULTS 
The numerical methods described in Sections 2 and 3 will be used to follow the solution curves 
of (1.2) with n 5 3. Throughout our numerical experiments, the stopping criterion for the 
corrector step is 5 x 1V4. The perturbation vector d is chosen so that lldllW = 9 x lo-“. The 
computations were performed on a TRANSPUTER, where the time unit used here is seconds. 
The efficiency of a pprocessor parallel algorithm is given by (see, e.g., [15]) 
where T(k) is the time required to execute the program on k processors. Another concept related 
to efficiency is speed-up. The speed-up S of a parallel algorithm for a particular problem is 
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Table 4.2a. 2D. prob., parallel row-wise forward elimination for LU = 0 & LU = 1; 
each node processes one row. 
node(s) 
1 
2 
4 
8 
total execution a = time spent b = time spent 
time communicating forward elimination afb E s 
498 0 294 294 
530 127.28 206.16 333.44 0.44 0.88 
458 146.13 112.81 258.94 0.28 1.14 
404 138.26 66.13 204.39 0.18 1.44 
16 374 128.40 42.75 171.15 0.11 1.72 
Table 4.2b. 2D. prob., parallel row-wise forward elimination for LU = 0 & LU = 1; 
each node processes two rows. 
node(s) 
total execution a = time spent b = time spent 
time communicating forward elimination a+b E s 
1 498 0 294 294 
2 469 85.81 186.53 272.34 0.54 1.08 
I 4 I 403 I 101.95 I 100.84 1 202.79 1 0.36 1 1.45 1 
8 359 100.54 57.94 158.48 0.23 1.86 
16 335 96.42 36.45 132.87 0.14 2.21 
Table 4.2~. 2D. prob., parallel row-wise forward elimination for LU = 0 & LU = 1; 
each node processes four rows. 
Table 4.2d. 2D. prob., parallel row-wise forward elimination for LU = 0 & LCJ = 1; 
each node processes eight rows. 
node(s) 
total execution a = time spent b = time spent 
time communicating forward elimination a+b E S 
1 498 0 294 294 
2 466 94.36 175.04 269.40 0.55 1.09 
4 421 127.43 94.29 221.72 0.33 1.33 
defined by 
EXAMPLE 4.1. This is a two-dimensional problem. The particular example which we treat here 
is 
Au+xsinhu=O in R = [0, 112, 
u=o on Xl. 
(4.1) 
Equation (4.1) has been considered as a model for the equilibrium of a set of point vortices on 
a guiding-center plasma in 0, see (16,171. One can easily check that f(u) = sinhu satisfies all of 
the requirements for f(u) given in Section 1. Moreover, the bifurcations of (4.1) are stable and 
turn to the left. 
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Table 4.3a. 2D. prob., parallel row-wise Gaussian elimination; each node processes 
one row. 
node(s) 
total execution a = time spent b = time spent 
time communicating Gaussian elimination a+b E S 
89 
I 1 I 498 I 0 I I 353 I I I 
I__ 2- 1 673 I 251.26 I 283.29 [-534.557 0.331 
I 4 I 579 I 287.30 I 150.25 1 437.55 1 0.20 I 0.81 I 
8 497 270.95 83.66 354.61 0.12 1.00 
16 446 250.91 50.27 301.18 0.07 1.17 
Table 4.3b. 2D. prob., parallel row-wise Gaussian elimination; each node processes 
two rows. 
1 node(s) 1 
total execution 
time 1 caO=rnr$$ZZ~~ ) Ga~s?$%r%%on ) a+’ 1 E 1 s I 
I 1 I 498 I 0 I I 353 I I I 
2 532 160.03 233.10 393.13 0.45 0.90 
4 450 187.28 121.15 308.43 0.29 1.14 
1~8 I 389 I 181.61 I 65.14 1 246.75 1 0.18 1 1.43 ) 
16 354 172.06 37.03 209.09 0.11 1.69 
Table 4.3~. 2D. prob., parallel row-wise Gaussian elimination; each node processes 
four rows. 
node(s) 
total execution a = time spent b = time spent 
time communicating Gaussian elimination afb E S 
1 498 0 353 353 
2 483 128.21 215.80 344.01 0.51 1.03 
I 4 I 409 I 156.34 I 110.63 ( 266.97 1 0.33 ( 1.32 1 
8 359 158.87 57.93 216.80 0.20 1.63 
Table 4.3d. 2D. prob., parallel row-wise Gaussian elimination; each node processes 
eight rows. 
node(s) 
total execution a = time spent b = time spent 
time communicating Gaussian elimination afb E S 
1 498 0 353 353 
2 485 137.54 208.97 346.51 0.51 1.02 
4 425 176.75 106.56 283.31 0.31 1.25 
The eigenvalues and corresponding eigenfunctions of the linear problem 
Au+Xu.=O in s2 = [0, 112 
u=o on af2 (4.2) 
are known to be 
x m,n = (m2 f n2)7r2 (4.3) 
u~+(~C, y) = f sinm7rx sinnrry, for m, n = 1,2,3, . . . (4.4) 
For the standard central difference approximation of the Laplacian using K interior mesh points 
on the x- and y-axis, the eigenvalues and corresponding eigenvectors are (see, for example, [18]) 
P P,g = 4(K + 1)2 [sin2(5.&)+sin2($.&)], (4.5) 
CAMWA 27-7-G 
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Table 4.4a. 2D. prob. parallel column-wise forward elimination for LU = 1; each 
node processes one column. 
Table 4.4b. 2D. prob. parallel column-wise forward elimination for LU = 1; each 
node processes two columns. 
node(s) 
total execution a = time spent b = time spent 
time communicating forward elimination a+b E s 
1 496 0 294 294 
2 407 34.55 176.52 211.07 0.70 1.39 
I 4 I 356 I 42.37 I 115.17 I 157.54 I 0.47 I 1.87 I 
8 327 43.00 64.47 127.47 0.29 2.31 
16 314 42.24 69.07 111.31 0.17 2.64 
Table 4.4~. 2D. prob. parallel column-wise forward elimination for LU = 1; each 
node processes four columns. 
I 1 I 498 I 0 I 294 I 294 I I I 
2 410 39.47 174.76 214.23 0.69 1.37 
4 366 53.62 114.12 167.74 0.44 1.75 
8 341 58.17 83.68 141.85 0.26 2.07 
for 1 Ip,q 5 K; and 
QJzcj, YA) = f sin (&). sin (&) (4.6) 
for 
(q,yk) = (2 “), 
K+l’K+l 
1 <j,k L K. 
The numerical solutions of (4.1) have been investigated in [16,17], where the computations were 
performed on a Vax 9210 using sequential predictor-corrector continuation algorithm. Now we 
will report the results which are performed on a TRANSPUTER which consists of 16 processors. 
Our first discretization of (4.1) utilizes the central difference scheme with K = 32. The resulting 
coefficient matrix is of order 1024. We will deal with the banded symmetric matrix of order 
1024 x 33. Thus, the row-wise elimination is executed. The first bifurcation point for (4.2) 
occurs at pr,r M 19.72. Without loss of generality, we will trace the solution curve branching 
from (O,pr,r), and stop whenever the maximal number of continuation steps in Algorithm 3.1 
reaches 40. 
Tables 4.la-4.ld list the results where LU = 1 is executed, i.e., the forward elimination in 
the predictor steps are done by parallel. The computer program is designated so that each node 
can process one, two, four and eight rows, respectively. Next, we perform the experiments so 
that both the case LU = 1 and LU = 0 are executed. In other words, the right hand side 
Nonlinear Eigenvalue Problems 
Table 4.5a. 2D. prob. parallel column-wise Gaussian elimination; each node processes 
one column. 
91 
I 1 I 498 I 0 I 353 I 353m r ~~ -r -1 
2 645 247.41 258.82 506.23 0.35 0.70 
4 557 278.13 138.14 416.27 0.21 0.85 
I 8 1 478 I 259.40 I 77.65 1 337.05 I 0.13 I 1.05 I 
I I 16 431 I 238.72 I 47.39 1 286.11 ) 0.08 1 1.23 1 
Table 4.5b. 2D. prob. parallel column-wise Gaussian elimination; each node processes 
two columns. 
node(s) 
total execution a = time spent b = time spent 
time communicating Gaussian elimination a+b E S 
1 498 0 353 353 
I 2 I 496 I 141.84 I 216.04 ( 357.88 1 0.49 1 0.99 1 
I 4 I 416 I 162.80 I 112.63 1 275.43 1 0.32 1 1.28 1 
Is-r -357 ~ -1 154.33 I 60.92 I 215.25 I 0.20 I 1.64 I 
16 324 144.02 35.03 179.05 0.12 1.97 
Table 4.5~. 2D. prob. parallel column-wise Gaussian elimination; each node processes 
four columns. 
node(s) 
total execution a = time spent b = time spent 
time communicating Gaussian elimination a+b E S 
1 498 0 353 353 
1 [- -439 ~~ -1 102.42 1 198.14 1 300.56 [ 0.59 1 1.17 1 
4 367 124.27 101.77 226.04 0.39 1.56 
8 320 123.71 53.53 177.24 0.25 1.99 
vectors occurred in the corrector steps are also eliminated by parallel. Some of the results are 
shown in Tables 4.2a-4.2d. In order to exploit the efficiency of parallel computing, we redesign 
the continuation algorithm so that both the forward elimination and back substitution in the 
predictor and corrector steps are executed by parallel. Some of the experimental results are 
given in Tables ?.3a-4.3d. 
EXAMPLE 4.2. Same as Example 4.1, except that column-wise elimination is executed, where the 
coefficient matrix is stored in compact form. More precisely, we transform the compact matrix B 
of order 1024 x 33 to BT of order 33 x 1024, and perform Gaussian elimination on BT. Some of 
the experimental results are listed in Tables 4.4a-4.4c and Tables 4.5a-4.5c. 
EXAMPLE 4.3. This is a three-dimensional problem. For convenience, we consider the three- 
dimensional generalization of (4.1), which is given by 
Au+Xsinhu=O in R = [0, 113, 
u=o on 69. 
(4.7) 
The eigenvalues and corresponding eigenfunctions of 
Au+Xu=O in R = [0, 113, 
u=o on dR 
(4.8) 
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Table 4.6a. 3D. prob. parallel row-wise forward elimination for LU = 1; each node 
processes three rows. 
1 1284 0 1005 1005 
3 769 110.15 387.17 497.32 0.67 2.02 
I ~ s ~ I 601 I 121.69 I 205.57 1 327.26 1 0.511 3.07 
9 542 124.89 141.42 266.31 0.42 
12 515 124.90 114.58 239.48 0.35 
3.77 
4.20 
-I 
Table 4.6b. 3D. prob. parallel row-wise Gaussian elimination; each node processes 
three rows. 
I I 
15 465 197.81 93.64 291.45 0.25 3.80 
Table 4.6~. 3D. prob. parallel row-wise Gaussian elimination; when LU = 1, each 
node processes three rows; when LU = 0, each node processes nine rows. 
node(s) 
total execution a = time spent b = time spent 
time communicating Gaussian elimination a-tb E 
1 1284 0 1108 1108 
I 3 I 755 I 159.50 I 427.14 1 586.64 ( 0.63 
6 572 176.87 223.87 400.74 0.46 
9 495 177.60 145.09 322.69 0.38 
1.89 ( 
are known to be 
x m,n,p = (m2 + n2 + p2)7r2, 
u,>,,~ = *sin mrrx . sin n7ry ’ sinprrz. 
(4.9) 
(4.10) 
For the central difference approximation of (4.1) using N interior mesh points on the Z-, y-, and 
z-axis, the eigenvalues and corresponding eigenvectors are (see 1191) 
P 3 - cos 7 - cos s - cos F , > 
u m,n,p(2ir yj, zk) = &sin F . sin y . sin g (4.12) 
(4.11) 
for 1 5 m,n,p,i,j,k 5 N. Here xi = ih, yj = jh, .Q = kh with h = l/(N + 1) the uniform mesh 
size on the x-, y-, and Z- axis. 
Tables 4.6a-4.6d list some of the sample results using meshsize h = 0.1, where the solution 
curve branching from (0, pr,r,r) 2 (0,29.366) is traced. The coefficient matrix is of order 729 with 
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Table 4.7a. 3D. prob. parallel column-wise forward elimination for LU = 1; each 
node processes three columns. 
node(s) 
total execution a = time spent b = time spent 
time communicating forward elimination a+b E s 
93 
I 1 I 1284 I 0 I 1005 I III 1005 
I 3 I 735 I 60.19 I 399.41 j 459.6oq 0.7ri<q 
6 593 68.82 246.55 315.37 0.53 3.19 
9 544 71.64 194.13 265.77 0.42 3.78 
I I 12 521 I 72.25 I 169.94 I 242.19 I 0.35 I 4.15 I 
15 509 74.93 153.34 228.27 0.29 4.40 
Table 4.7b. 3D. prob. parallel column-wise Gaussian elimination; each node processes 
three columns. 
node(s) 
total execution a = time spent b = time spent 
time communicating Gaussian elimination afb E s 
1 1284 0 1108 1108 
I 3 I 699 I 130.35 I 397.35 1 527.70 1 0.70 1 2.10 1 
6 512 136.54 206.00 342.54 0.54 3.23 
9 446 138.22 135.90 274.12 0.45 4.04 
12 417 135.53 110.14 245.67 0.38 4.51 
15 395 136.74 85.37 222.11 0.33 4.99 
Table 4.7~. 3D. prob. parallel column-wise Gaussian elimination; when LCJ = 1, 
each node processes three columns; when LU = 0, each node processes nine columns. 
node(s) 
total execution a = time spent b = time spent 
time communicating Gaussian elimination a+b E s 
r 1 1 1284 1 0 1 1108 I 1108 I I I 
3 663 108.85 386.17 495.02 0.75 2.24 
6 493 119.66 203.01 322.67 0.57 3.43 
9 422 118.34 131.41 249.75 0.49 4.44 
12 395 118.01 105.30 223.31 0.41 4.96 
15 381 122.04 86.16 208.20 0.35 5.32 
band width 82. Table 4.6a shows the results where only parallel forward elimination is executed. 
Some results concerning the performance of parallel Gaussian elimination are listed in Tables 
4.6b-4.6c. 
EXAMPLE 4.4. Similar to Example 4.2, the Gaussian elimination will be performed column-wise. 
Tables 4.7a-4.7c list some of the experimental results. 
Finally, we will trace the solution curves branching from (O,,~r,r,r) = (0,29.366), (0, /.~r,r,s) = 
((X57.774), (0,~1,1,3) = (0,102.020), (0,~1,1,4) = ((A157.774) and (O,rur,r,s) = (0,219.577), 
simultaneously. From the performance of previous examples, we find that the best efficiency 
is obtained if the solution curve is traced on three nodes, and each node processes three rows 
(columns). Thus, the five solution curves will be traced on fifteen nodes. Some of the results are 
given in Tables 4.8a-4.8b. 
The speed-up and efficiency versus number of nodes for two- and three-dimensional problems, 
respectively, are given in Figures 4.1-4.6. 
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Table 4.8a. Follow solution curves by sequential continuation algorithm. 
2 4 8 16 
no. of nodes 
Figure 4.1. Speedup versus number of nodes, 2D. prob. 
a Gaussian 
0. 
2 
i 
4 8 16 
no. of nodes 
Figure 4.2. Efficiency versus number of nodes, 2D. prob. 
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3 6 9 12 15 
no. of nodes 
Figure 4.3. Speedup versus number of nodes, 3D. prob. 
~.2________________________________________---- 
0.1 _______________________________-_______----- 
0. 4 
3 6 9 12 15 
no. of nodes 
Figure 4.4. Efficiency versus number of nodes, 3D. prob. 
,2 _‘_____-_________~‘-_-______---_______-___~______________~_____. 
6 ..______--_-___________________ 
2 L __-.___--________-_________-___________________________________. 
0’ I 
3 6 9 12 15 
no. of nodes 
Figure 4.5. Speedup versus number of nodes, 3D. prob. follow solution curves simul- 
taneously. 
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6 9 
no. of nodes 
A parallel continuation algorithm is proposed to trace the solution curves of certain semilinear 
Figure 4.6. Efficiency versus number of nodes, 3D. prob. follow solution curves 
simultaneously. 
5. CONCLUSIONS 
elliptic eigenvalue problems, where the parallel Gaussian elimination is used as fast linear solver. 
Both the two- and three-dimensional problems are tested. Based on our results given in Section 4, 
we wish to draw some conclusions given below. 
(1) 
(2) 
(3) 
(4 
(5) 
Comparing the results of Tables 4.la-4.ld and Tables 4.2a-4.2d, we find that the commu- 
nication time spent in forward elimination and back substitution are almost the same. 
From the viewpoint of total execution time and speed-up given in Tables 4.la-4.3d, it 
seems that the program should be designated so that each node processes one row. But 
then the communication time is also increased, which costs more. Furthermore, a parallel 
Gaussian elimination algorithm is no better than that with parallel forward elimination 
and sequential back substitution for two-dimensional problems. 
For both two- and three-dimensional problems, it is advisable to perform a column-wise 
elimination rather than to perform a row-wise one. 
Comparing the results of Table 4.7~ and Table 4.8b, we find that the total execution time 
varies from 663 seconds up to 896 seconds. This is because there are time delays in output 
data. More precisely, the amount of output data of the latter is three times of the former. 
In order to obtain the best efficiency, one may apply 
to three-dimensional nonlinear eigenvalue problems, 
simultaneously. 
the parallel continuation algorithm 
and follow various solution curves 
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