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En este art´ıculo se presentan diferentes sistemas de codificacio´n
bidimensional para el tratamiento informa´tico de determinado tipo de
informacio´n. De forma concreta, se presentan las caracter´ısticas y se
muestra co´mo puede elaborarse el co´digo bidimensional llamado PDF417,
posiblemente uno de los ma´s utilizados hoy en d´ıa. Se incluyen y comentan
los procesos matema´ticos que se emplean para elaborar dicho co´digo.
Palabras clave : Codificacio´n de la informacio´n, co´digos bidimensionales,
co´digos correctores de errores, co´digos de Reed-Solomon, PDF417.
Clasificacio´n por materias AMS : 94A05, 94A15, 94B60
1. Introduccio´n
Desde hace algunos an˜os, las aplicaciones de la Informa´tica y de las
Matema´ticas a la codificacio´n se han extendido de forma creciente. Hoy en
d´ıa se codifican los cheques bancarios y cheques de viaje para su control y para
* Parcialmente subvencionado por el Ministerio de Ciencia y Tecnolog´ıa, TIC2001–0586.
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la deteccio´n de posibles falsificaciones; se catalogan libros mediante el co´digo
ISBN ([12]); se imprimen co´digos de barras en los art´ıculos de venta al por
menor (co´digos EAN13 [8], UPC [19], Codabar [1], entre otros), etc. Todos
estos co´digos tienen la posibilidad de corregir errores, caso de que se hayan
producido bien a la hora de ser impresos, bien cuando son le´ıdos por un esca´ner
lineal, debido al d´ıgito de control que incluyen como parte del propio co´digo.
Por otra parte, la necesidad de incrementar la informacio´n a codificar sin
aumentar la superficie ocupada por el co´digo, ha propiciado la aparicio´n de los
denominados co´digos bidimensionales.
Esta nueva simbolog´ıa difiere sustancialmente de la de los co´digos de barras,
permitiendo representar en el mismo espacio que el ocupado por un co´digo de
barras, mucha ma´s informacio´n, como se vera´ ma´s adelante (para ma´s detalles
sobre los co´digos de barras, ve´ase, por ejemplo, [10]). Adema´s, la lectura de un
co´digo de barras puede hacerse mediante un esca´ner lineal, no as´ı los co´digos
bidimensionales, que requieren de un esca´ner que sea capaz de leer toda la
superficie que ocupa el co´digo y no so´lo una l´ınea transversal al mismo. Por
otra parte, la lectura de los co´digos de barras proporciona una serie de letras
y d´ıgitos (los representados por dichas barras) que deben ser interpretados a
trave´s de su correspondiente entrada en una base de datos.
Debido a las grandes posibilidades de codificacio´n, esta nueva simbolog´ıa se
emplea en numerosos sectores, como en el de ventas (tanto al por mayor como
al por menor), en env´ıos postales y por mensajero; en sanidad (para almacenar
la informacio´n de ana´lisis cl´ınicos o historiales me´dicos); en aplicaciones
gubernamentales (documentacio´n de veh´ıculos, carne´s de conducir, pasaportes),
etc. En el caso particular de Espan˜a, las aplicaciones ma´s extendidas de estos
co´digos bidimensionales utilizan el co´digo PDF417 (que se estudiara´ con detalle
a lo largo del presente trabajo) y se puede ver en el etiquetado de art´ıculos de
unos grandes almacenes (El Corte Ingle´s), y en determinada documentacio´n del
Ministerio de Hacienda y del de Sanidad y Consumo.
Concretamente, desde el an˜o 1997, el Ministerio de Hacienda utiliza el
co´digo PDF417 en la Declaracio´n sobre la Renta de las Personas F´ısicas,
cuando e´sta se cumplimenta mediante el programa de ayuda que proporciona
la Agencia Tributaria (el propio programa PADRE genera e imprime este
co´digo en la declaracio´n). Por su parte, el Ministerio de Sanidad y Consumo
utiliza el mismo co´digo PDF417 en las consultas me´dicas, ya sea para la
prescripcio´n de medicamentos, peticio´n de consultas al especialista, partes de
de enfermedad, etc. En la Figura 1 pueden verse dos ejemplos de este co´digo,
uno para la prescripcio´n de medicamentos y el otro para una peticio´n de
consulta especializada. Como se puede observar, en la etiqueta aparece, adema´s
del PDF417, informacio´n del paciente y del me´dico. El objetivo de ambos
Ministerios es el de agilizar y mejorar el control de sus documentos.
Todos los co´digos que se presentan a lo largo de este trabajo son no
significativos, es decir, no contienen ma´s informacio´n que la que se ha codificado
y que va incluida en el propio co´digo, por tanto no tienen relacio´n con protocolos
criptogra´ficos ni es su intencio´n ocultar informacio´n.
Este art´ıculo, en el que se presentan algunos sistemas para la codificacio´n de
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Figura 1: Ejemplos de Co´digos del Ministerio de Sanidad y Consumo
informacio´n mediante co´digos bidimensionales, esta´ organizado de la siguiente
manera: en la seccio´n 2 se incluyen las principales definiciones matema´ticas
acerca de la teor´ıa de co´digos, que sera´n de utilidad a lo largo de este trabajo. En
la seccio´n 3 se comentan brevemente los co´digos bidimensionales ma´s empleados
y se incluyen algunos ejemplos. Finalmente, el co´digo PDF417, uno de los ma´s
extendidos, se analiza con detalle en la seccio´n 4.
2. Co´digos lineales y de Reed-Solomon
Se llama alfabeto a un conjunto finito de q s´ımbolos, Σq = {s1, s2, . . . , sq}, de
modo que los elementos o vectores de Σnq se conocen como palabras de longitud
n. Se llama co´digo de longitud n a todo subconjunto C ⊂ Σnq . Los elementos de C
se conocen como palabras codificadas o, siguiendo la terminolog´ıa anglosajona,
codewords. En el caso particular en que q = 2, los co´digos se llaman co´digos
binarios (para un estudio ma´s detallado ve´anse, por ejemplo, [3, 5, 9, 15, 22]).
Se define la distancia de Hamming entre dos vectores dados x = (x1, . . . , xn)
e y = (y1, . . . , yn) de Σ
n
q , como el nu´mero de posiciones en las que difieren dichos
vectores y puede expresarse como sigue:
d(x, y) = |{i : 1 ≤ i ≤ n y xi 6= yi}| . (1)
Dado un co´digo C, se define su distancia mı´nima, d, mediante la expresio´n
d = min{d(x, y) : x, y ∈ C y x 6= y}.
Si C tiene k elementos, es decir, |C| = k, el co´digo C suele llamarse un (n, k, d)-
co´digo. Los co´digos con distancia mı´nima d ≥ 2 pueden ser empleados para
detectar d − 1 errores (se conocen como co´digos detectores de errores). Sea
d = 2e + 1 ≥ 3, entonces C puede utilizarse para detectar errores (llamado
co´digo corrector de errores), de modo que puede corregir e = (d− 1)/2 errores.
Si d = 2e ≥ 4, el co´digo puede corregir e− 1 = (d− 2)/2 errores. La capacidad
de detectar y de corregir errores depende del valor de d y del algoritmo que se
utilice. As´ı, por ejemplo, un co´digo con distancia d = 5 puede utilizarse para
detectar 4 errores, para corregir 2 errores, o para detectar 3 y corregir 1, etc.
La tasa de informacio´n de un co´digo C se define como la razo´n entre la
cantidad de informacio´n significativa de cada palabra y la longitud de cada
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palabra, es decir, es una medida del coste que supone transmitir un exceso de
informacio´n:
R = logq |C|/n. (2)
Se llama peso de Hamming de un vector x ∈ Σnq , representado por w(x), al
nu´mero de elementos no nulos que contiene, es decir, es la distancia del vector
x al vector 0. Dado que la distancia de Hamming entre dos vectores —ve´ase la
expresio´n (1)—, x, y, es el nu´mero de posiciones en las que ambos difieren, se
verifica que d(x, y) = w(x − y). El peso mı´nimo de un co´digo es el mı´nimo de
los pesos de Hamming de las palabras no nulas de dicho co´digo.
Los ejemplos de alfabetos ma´s empleados son Σq = Zq y, en el caso que q sea
la potencia de un nu´mero primo, el cuerpo Σq = Fq (recue´rdese que Zq es un
cuerpo si y so´lo si q es primo). Un co´digo C se dice un co´digo lineal sobre Fq si es
un subespacio vectorial de Fnq , y se llama un [n, k]-co´digo si dicho co´digo tiene
dimensio´n k. En el caso en que, adema´s, su mı´nima distancia sea d, se llama un
[n, k, d]-co´digo. Es inmediato que la tasa de informacio´n de un [n, k, d]-co´digo es
R = k/n. Por otra parte, como los co´digos lineales son subespacios vectoriales,
resulta que este peso mı´nimo coincide con la distancia mı´nima del co´digo.
Toda matriz G cuyas filas sean vectores de una base del co´digo lineal C se dice
que es una matriz generadora de C. Dos co´digos se dicen equivalentes si uno se
obtiene a partir del otro cambiando, mediante la misma permutacio´n para todas
las palabras, el orden en el que aparecen las letras de cada palabra. De modo
que, sin pe´rdida de generalidad, se puede suponer que la matriz generadora G
de C tiene la forma esta´ndar : G = (IkP ), siendo P una matriz k × (n− k), sin
ma´s que elegir en lugar de C un co´digo equivalente a e´l.
Si C es un [n, k]-co´digo sobre Fq, su co´digo dual se define por:
C⊥ = {b ∈ Fnq : ∀a ∈ C, 〈a, b〉 = 0},
siendo 〈a, b〉 el producto interior de a por b. Es claro que C⊥ es un [n, n − k]-
co´digo. Adema´s, una matriz generadora, H, para C⊥, se llama matriz de control
para C. En este caso, el co´digo C se puede representar como sigue:
C = {a ∈ Fnq : Ha
T = 0T }.





Si C es un co´digo lineal con longitud n y distancia d, eliminando las d − 1
u´ltimas coordenadas de cada codeword, se obtiene un co´digo de longitud n−d+1,
en el que todas las palabras son distintas, por lo que se tiene que |C| ≤ qn−d+1;
como consecuencia, para los [n, k, d]-co´digos se verifica que (cota de Singleton)
d ≤ n− k + 1. (3)
Los co´digos que verifican la igualdad de la condicio´n (3) se llaman co´digos de
ma´xima distancia de separacio´n o co´digos MDS. Si G es la matriz generadora
de un co´digo MDS, entonces cualesquiera k columnas de G son linealmente
independientes. Como adema´s, G es la matriz de control del co´digo dual, e´ste
tiene distancia mı´nima mayor que k, y dado que tiene dimensio´n n − k, de la
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expresio´n dada en (3) se sigue que su distancia no puede exceder de k + 1. Por
tanto, el co´digo dual de un co´digo MDS es tambie´n un co´digo MDS.
Un co´digo lineal se dice c´ıclico si para todo (a0, . . . , an−1) ∈ C se tiene que
(an−1, a0, . . . , an−2) ∈ C. A partir de ahora supondremos que mcd(n, q) = 1 e
identificaremos las palabras (a0, a1, . . . , an−1) ∈ F
n
q con los polinomios de grado
menor que n con coeficientes en Fq, a0 +a1x+ · · ·+an−1x
n−1 ∈ Fq[x]/ (x
n − 1).
Dado que la multiplicacio´n por x en este anillo se identifica con un cambio
c´ıclico de las palabras, todo co´digo c´ıclico se corresponde con un ideal de
Fq[x]/ (x
n − 1). Adema´s, como este anillo lo es de ideales principales, un co´digo
c´ıclico esta´ completamente descrito por un generador del ideal correspondiente.
Si la descomposicio´n de (xn − 1) en factores irreducibles sobre Fq es
xn − 1 = f1(x) · · · fr(x),
entonces hay 2r co´digos c´ıclicos (no necesariamente no equivalentes) de longitud
n, dado que g(x) debe ser un divisor de (xn − 1). Si xn − 1 = g(x)h(x) con
g(x) = g0 + g1x + · · · + gn−kx
n−k y h(x) = h0 + h1x + · · · + hkx
k, entonces
existe una matriz generadora, G, del co´digo c´ıclico C, con generador g(x), que
tiene k cambios c´ıclicos de (g0, . . . , gn−k, 0, . . . , 0) como sus filas y una matriz
de control, H, que tiene n − k cambios c´ıclicos de (0, . . . , 0, hk, . . . , h0) como
filas. Se sigue que el co´digo c´ıclico de generador h(x) es equivalente a C⊥.
Sea C un co´digo c´ıclico de generador g(x) = f1(x) · · · ft(x). El cuerpo
de descomposicio´n de g(x), es decir, la menor extensio´n de Fq donde g(x)
descompone en factores lineales, es un cuerpo finito, Fqm , llamado cuerpo
localizador de errores, por razones que se vera´n posteriormente. Sea βi, 1 ≤ i ≤ t,
un cero de fi(x) en Fqm , entonces C queda completamente determinado por este
conjunto de ceros. Cualquiera de estos conjuntos, Z, que determinan el co´digo
se llama conjunto de ceros de C, es decir,
(a0, . . . , an−1) ∈ C ⇔ ∀β ∈ Z, a0 + a1β + . . . + an−1β
n−1 = 0. (4)
Dado que los elementos de Fqm se pueden representar como vectores columna
en Fmq , la matriz H de taman˜o t × n y con filas
(





interpretar como una matriz tm × n sobre Fq; y de la condicio´n dada en (4),
se sigue que a es un codeword si y so´lo si HaT = 0T . Si las filas de H no son
linealmente independientes, la matriz de control para el co´digo se puede obtener
de H sin ma´s que eliminar algunas de sus filas.
Sea β una ra´ız primitiva n-e´sima de la unidad en una extensio´n de Fq. El
co´digo definido por el conjunto de ceros dado por Z = {βm, βm+1, . . . , βm+d−2}
se llama un co´digo BCH (co´digo de Bose-Chaudhuri-Hocquenghem) con
distancia asignada d. La distancia mı´nima de un co´digo BCH con distancia
asignada d, es, al menos, d.
Un co´digo de Reed-Solomon (RS para abreviar) es un co´digo BCH de
longitud n = q − 1 sobre Fq. Como las ra´ıces de x
q−1 − 1 son precisamente los
elementos no nulos de Fq, resulta que todos los polinomios minimales son lineales
y, para estos co´digos, el cuerpo localizar de errores coincide con el alfabeto Fq.
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El generador de un co´digo de RS corrector de e errores es un polinomio de grado








siendo α un elemento primitivo de Fq, es decir, un generador del grupo
multiplicativo F∗q , y d = 2e + 1 la distancia asignada. Dado que la dimensio´n
de un co´digo de RS con distancia asignada d es k = n − d + 1, los co´digos de
RS son [n, n − d + 1]-co´digos y su distancia mı´nima es, por (3), exactamente
d. As´ı pues, los co´digos de RS son co´digos MDS. Estas caracter´ısticas son las
principales razones para utilizar los co´digos de RS, dado que para n y k fijos,
no existen co´digos que tengan una mı´nima distancia mayor que la de un co´digo
de RS. De ah´ı que los co´digos de RS se usen para la correccio´n de errores en
mu´ltiples aplicaciones, como en la lectura de discos compactos (CD de audio
y de datos, DVD, etc.), discos duros, ima´genes enviadas por sondas espaciales
(Voyager 1 y 2), etc. (ver [17, 22]).
De forma muy resumida, el proceso de correccio´n de errores se basa en los
siguientes hechos. Si se transmite el polinomio c(x) asignado a un codeword
y lo que se recibe es el polinomio v(x) = c(x) + e(x) ∈ Fq[x], al polinomio
e(x) = v(x)− c(x) se le llama polinomio de error. El polinomio v(x) puede ser
evaluado sobre los elementos de Fq, en particular sobre los ceros del polinomio
generador g(x): γ1, . . . , γr. Dado que c (γi) = 0, 1 ≤ i ≤ r, se tiene el siguiente
conjunto de ecuaciones:





i , 1 ≤ i ≤ r,
en el que so´lo intervienen las componentes del error y no las de los codewords.
(Las expresiones Si = v (γi) se conocen como s´ındromes.) Si este conjunto
de ecuaciones se puede resolver para los coeficientes ej , el error puede ser
determinado y corregido. Ahora bien, considerando como ceros del polinomio
generador g(x) los valores α, α2, . . . , α2e, siendo α un elemento primitivo de Fq
(caso de los co´digos de RS), resulta que los e errores pueden ser determinados
de modo efectivo a partir de los s´ındromes S1, S2, . . . , S2e (ver [3, §7.2]).
La combinacio´n de dos co´digos con distancia 2 permite obtener co´digos
con distancia mayor, que pueden corregir errores. Por ejemplo, esto sucede con
algunos co´digos de barras, como el co´digo Postnet del Servicio Postal americano
o como el co´digo de barras EAN13 (ve´ase [10]). Esta capacidad para corregir
errores se debe a que son co´digos detectores de errores (gracias a que su distancia
mı´nima es 2 o a que utilizan un d´ıgito de control) y a que es posible conocer
el lugar que ocupa el d´ıgito erro´neo debido a la distribucio´n de las barras
que representan a los d´ıgitos. A partir de estos dos datos, pueden recuperarse
determinados errores en la lectura del co´digo. Sin embargo, esta capacidad no
suele incluirse en las aplicaciones informa´ticas que manipulan tales co´digos.
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3. Co´digos bidimensionales
En los u´ltimos an˜os se ha desarrollado una serie de co´digos, llamados co´digos
bidimensionales, que permiten la codificacio´n de informacio´n en menos espacio
que el que requerir´ıa un co´digo de barras unidimensional, para codificar la misma
cantidad de informacio´n. El hecho de que un co´digo de barras bidimensional
pueda contener gran cantidad de informacio´n ocupando una pequen˜a superficie,
ha favorecido su ra´pida aceptacio´n en muchos a´mbitos empresariales. Estos
co´digos se llaman bidimensionales porque para ser le´ıdos requieren de lectores
o´pticos que puedan leer toda la superficie delimitada por el co´digo y no
so´lo una parte transversal del mismo, dado que cada seccio´n transversal es
diferente de las restantes. En general, estos nuevos co´digos han sido desarrollados
por empresas privadas, que necesitaban un sistema de codificacio´n que fuera
capaz de almacenar gran cantidad de informacio´n en una superficie limitada.
A continuacio´n se describen, de forma resumida, los co´digos bidimensionales
ma´s utilizados en la actualidad (existen ma´s de veinte, ver [2]) y que suelen
ser clasificados en dos grupos, dependiendo del aspecto de su representacio´n
gra´fica: apilados y matriciales. Los primeros se asemejan a co´digos de barras
lineales dispuestos unos encima de otros y esta´n formados por barras y espacios;
mientras que los segundos se parecen ma´s a matrices de puntos. Adema´s de
esta diferencia en su aspecto, los co´digos matriciales tienen mayor capacidad de
codificacio´n, no necesitan de una zona muda a su alrededor para ser le´ıdos
correctamente por un esca´ner y pueden ser escalados puesto que todos sus
elementos tienen el mismo taman˜o. En contraposicio´n, los co´digos apilados
pueden ser le´ıdos por un esca´ner bidimensional, mientras que los matriciales
necesitan de una ca´mara CCD (Charge Coupled Device), mucho ma´s costosa.
De ah´ı que el co´digo bidimensional ma´s extendido sea el PDF417, que entra
dentro del grupo de los apilados.
El Co´digo 49 ([1], propuesto por Intermec Corporation [11] en 1987)
esta´ formado por una serie de co´digos de barras apilados (ver Figura 2(a))
y es capaz de codificar hasta 170 caracteres alfanume´ricos en el a´rea de una
pulgada cuadrada (6,45 cm2). El Co´digo 16K ([1], desarrollado en 1989 por
Laserlight Systems, Inc.) esta´ basado en el co´digo de barras Code 128 (de hecho
ambos fueron inventados por T. Williams y el nombre de 16K procede del hecho
que 1282 = 16 · 1024 = 16Kb). Cada co´digo contiene entre 2 y 16 filas y puede
codificar hasta 77 caracteres ASCII o 154 d´ıgitos (ver Figura 2(b)).
Figura 2: Ejemplos de Co´digos 49 y 16K
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En cuanto a los co´digos matriciales, de entre los de dominio pu´blico cabe
destacar al Co´digo Uno (tambie´n inventado por T. Williams, en 1992), que
contiene mo´dulos de datos cuadrados (blancos y negros) en la zona superior e
inferior, y varias l´ıneas paralelas en la parte central. Puede tener diferentes
formas y hasta 8 taman˜os (ver Figura 3(a)). El ma´s pequen˜o (1A) puede
codificar hasta 13 caracteres alfanume´ricos (incluyendo datos para la correccio´n
de errores) o 22 d´ıgitos; mientras que el mayor (1H) llega hasta 2218 caracteres o
3550 d´ıgitos. El MaxiCode fue desarrollado por la empresa UPS (United Parcel
Service [20]) en 1992. Este co´digo se identifica fa´cilmente debido al “ojo” que
aparece en el centro del co´digo (ver Figura 3(b)), adema´s de por los mo´dulos
blancos y negros hexagonales que contiene. MaxiCode puede codificar alrededor
de 100 caracteres en una pulgada cuadrada y su capacidad para corregir errores
permite que se recupere toda la informacio´n que contiene aunque se haya perdido
el 25% del co´digo original.
Figura 3: Ejemplos de Co´digo Uno y Maxicode
La simbolog´ıa DataMatrix es muy eficaz (fue desarrollada por CiMatrix
[7]) y es una de las ma´s utilizadas, sobre todo en los mercados de circuitos
integrados e impresos, debido a que es capaz de codificar hasta 50 caracteres
en 3mm2. DataMatrix contiene mo´dulos de datos blancos y negros cuadrados
y dos l´ıneas blancas y otras dos negras en su per´ımetro (ver Figura 4(a)).
Puede codificar hasta 3116 d´ıgitos o 2335 caracteres alfanume´ricos en un s´ımbolo
cuadrado de 144 mo´dulos, empleando co´digos de Reed-Solomon para corregir
errores. Finalmente, el Co´digo Azteca (desarrollado en 1995 por Welch Allyn,
Inc. [21]) contiene, como el anterior, mo´dulos cuadrados blancos y negros y
varios cuadrados conce´ntricos en el centro (ver Figura 4(b)). Existen 32 taman˜os
diferentes, desde 15×15 mo´dulos, que codifican 12 caracteres o 13 d´ıgitos; hasta
151 × 151 mo´dulos, que almacenan 3067 caracteres, 3832 d´ıgitos o 1914 bytes.
Adema´s, el usuario puede seleccionar porcentualmente, entre el 5% y el 95%,
el nivel de correccio´n de errores mediante co´digos de Reed-Solomon.
4. El co´digo bidimensional PDF417
Posiblemente el co´digo bidimensional ma´s utilizado sea el denominado
PDF417 (otras de sus aplicaciones, adema´s de las ya comentadas de los
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Figura 4: Ejemplos de DataMatrix y Co´digo Azteca
Ministerios de Hacienda y Sanidad y Consumo espan˜oles, pueden verse en
[13, 14]). Este co´digo fue desarrollado por Symbol Technologies ([18]) en 1990, y
responde a las iniciales de Portable Data File. El significado de los nu´meros 417
se aclarara´ ma´s adelante, cuando se vea co´mo se genera esta simbolog´ıa. Todo
co´digo PDF417 (ver Figura 5) esta´ formado por diferentes partes: un separador
de inicio, que indica do´nde comienza el co´digo, y un separador de fin, que
sen˜ala do´nde termina. Adyacentes a ambos separadores se situ´an el indicador
izquierdo y el indicador derecho, que contienen informacio´n de cara´cter general
sobre el contenido del co´digo. Finalmente, entre los indicadores va la informacio´n
codificada, que se distribuye en filas (entre 3 y 30) y en columnas (entre 1 y
30). Todas las filas de los separadores son ide´nticas (por tal motivo tienen el
aspecto de barras), no as´ı las del resto de la informacio´n del co´digo.
Figura 5: Descripcio´n de la partes de un Co´digo PDF417
Un co´digo PDF417 puede contener hasta 1850 caracteres de texto, hasta
2710 d´ıgitos o hasta 1108 bytes. Es posible codificar en un mismo PDF417 los
tres tipos de datos. Por otra parte, es posible seleccionar entre 9 posibles niveles
de correccio´n de errores mediante co´digos de Reed-Solomon; que permiten
recuperar la informacio´n perdida en un co´digo por deterioro, desgaste e incluso
rotura. Existen dos variantes de este co´digo: el Micro PDF417, que es un
PDF417 al que se le han suprimido el indicador derecho y el separador de
fin, con el objetivo de ahorrar espacio, y el Macro PDF417, que esta´ formado
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por la sucesio´n de varios co´digos PDF417 distintos. Este Macro PDF417 se
emplea cuando la cantidad de informacio´n a codificar es elevada y no cabe en
un u´nico PDF417. En este caso, cada co´digo incorpora informacio´n adicional,
como el nu´mero de orden que hace en la serie de los co´digos, etc., de modo que
es posible leer los co´digos en un orden diferente al natural.
4.1. Formato e indicadores
Los datos a incluir en un PDF417 (texto, nume´rico, byte o co´digo corrector
de errores) se transforman en la unidad ba´sica de informacio´n del PDF417: el
codeword. Existen 929 codewords diferentes y dado que 929 es un nu´mero primo,
los codewords —nombrados desde el 0 al 928— se supondra´n pertenecientes al
cuerpo F929. Los primeros 900 codewords —del 0 al 899— se utilizan para la
codificacio´n de datos, mientras que los restantes 29 codewords —del 900 al
928— tienen asignadas funciones espec´ıficas dentro del co´digo, como sen˜alar los
cambios entre los diferentes tipos de informacio´n codificada, el nu´mero de orden
que corresponde a dicho s´ımbolo si se trata de un Macro PDF417, etc.
Para elaborar el s´ımbolo que representa de forma gra´fica a un co´digo
PDF417, que corresponde a determinada informacio´n, cada codeword se
representa gra´ficamente mediante barras y espacios verticales, alternados, de
diferente anchura, de modo que si la anchura ba´sica es el mo´dulo, cada codeword
consta de 17 mo´dulos, divididos en 4 barras (b) y 4 espacios (e). El mo´dulo
toma el valor 0 () si se refiere a un espacio y 1 si hace referencia a una barra
(). El ancho del mo´dulo se denomina dimensio´n-x y su altura dimensio´n-y. A
la hora de elaborar el s´ımbolo del co´digo PDF417, se pueden elegir diferentes
proporciones entre la dimensio´n-x y la dimensio´n-y, dependiendo del taman˜o
que se quiera dar al PDF417 y de la capacidad de lectura del lector o´ptico. Lo
ma´s habitual es utilizar una proporcio´n de 3 a 1, es decir, y = 3x.
A modo de ejemplo, si el orden de barras y espacios es: bebebebe, entonces
el co´digo (31314122) esta´ formado alternativamente por barras de 3, 3, 4 y 2
mo´dulos; y por espacios de 1, 1, 1 y 2 mo´dulos:
(31314122)→ 
Ahora pueden entenderse los d´ıgitos 4-17 del nombre PDF417: 4 barras y 4
espacios que suman 17 mo´dulos. Dado que se trata de un co´digo esta´ndar, los
separadores de inicio y de fin son siempre los mismos y corresponden a las
siguientes secuencias gra´ficas:
inicio : (81111113)→ 
fin : (711311121)→ 
Esta representacio´n obliga a que la de los codewords empiece siempre por una
barra y termine por un espacio: bebebebe. Adema´s, para evitar confusiones con
los separadores, ninguna barra o espacio de un codeword puede tener ma´s de
6 mo´dulos. No´tese que el nu´mero de mo´dulos del separador de fin es 18 y que
contiene 5 barras y 4 espacios. La razo´n se debe a que el co´digo debe acabar en
una barra y no en un espacio para sen˜alar el final del s´ımbolo.
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Cada uno de los 929 codewords puede ser representado gra´ficamente de tres
maneras distintas, dependiendo de la fila en la que se encuentre, de modo que
cada fila usa so´lo uno de tres conjuntos de representaciones diferentes, los cuales
se repiten secuencialmente cada tres filas. Dichos conjuntos se llaman patrones:
P0, P3 y P6. El patro´n para la fila 0 (primera fila) es P0, para la 1 es P3, para
la 2 es P6, para la fila 3 es de nuevo P0, y as´ı sucesivamente. Es decir, si Pp
denota el patro´n, entonces se tiene
p = (nu´mero de la fila mod 3) · 3. (6)
Por otra parte, los indicadores izquierdo, Li, y derecho, Ri, son diferentes
para cada PDF417 dado que dependen de la fila en la que esta´n situados,
i, del nu´mero de filas totales, f , del nu´mero de columnas de datos, c, y del
nivel de correccio´n de errores que se vaya a emplear, s. Teniendo en cuenta la
expresio´n (6), que indica el patro´n a utilizar, el ca´lculo de los codewords para




30b i−13 c+ b
f−1
3 c, si p = 0
30b i−13 c+ 3s + ((f − 1) mod 3) , si p = 3




30b i−13 c+ c− 1, si p = 0
30b i−13 c+ b
f−1
3 c, si p = 3
30b i−13 c+ 3s + ((f − 1) mod 3) , si p = 6
donde bxc denota la parte entera de x.
Si se consideran c = 3, f = 7 y s = 2, los valores de los indicadores son
L = [2, 6, 2, 2, 36, 32, 32], R = [2, 0, 6, 2, 30, 36, 32]. (7)
Como ejemplo de distribucio´n de los codewords para elaborar un PDF417,
supo´ngase que la informacio´n codificada ha proporcionado 14 codewords de
datos: c1, . . . , c14, y 4 codewords adicionales para corregir errores: e1, . . . , e4. La
estructura del co´digo requiere an˜adir a estos 18 codewords uno ma´s que indique
el nu´mero total de codewords de datos: d15. Los 19 codewords obtenidos podr´ıan
distribuirse en 10 filas y 2 columnas, pero como el nu´mero de celdas ser´ıa de 20,
habr´ıa que an˜adir un dato de relleno: d0. As´ı pues, salvo los patrones de inicio
y fin, este PDF417 tendr´ıa el siguiente formato:
Separador de inicio
L1 d15 c14 R1
L2 c13 c12 R2





L7 c3 c2 R7
L8 c1 d0 R8
L9 e4 e3 R9
L10 e2 e1 R10
Separador de fin (8)
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El formato presentado en (8) es el esta´ndar que corresponde al nivel alto de
codificacio´n, es decir, a la conversio´n de los datos en codewords. Estos codewords
se colocan de izquierda a derecha y de arriba a abajo, de modo que el primero
de ellos es el descriptor de la longitud del s´ımbolo. Este descriptor codifica el
nu´mero total de codewords de datos del s´ımbolo, es decir, incluye el propio
descriptor, los codewords de datos y los codewords de relleno, y excluye el
nu´mero de codewords correctores de errores. A continuacio´n del descriptor, se
distribuyen los codewords de datos, ordenados de modo que el codeword ma´s
significativo sea el adyacente al descriptor de la longitud del s´ımbolo (de ah´ı que
aparezcan escritos en el orden inverso al sen˜alado por los sub´ındices); siguen los
codewords de relleno y los codewords correctores de errores. El segundo paso, el
nivel bajo de codificacio´n, consiste en transformar dichos codewords a barras y
espacios, dando lugar al s´ımbolo correspondiente, para su impresio´n definitiva.
A continuacio´n se vera´n los diferentes procedimientos que permiten codificar
cada uno de los tipos de datos (texto, nu´meros y bytes) a codewords.
4.2. Codificaciones
El modo texto, que incluye los caracteres ASCII internacionales (9, 10,
13 y del 32 al 127), esta´ dividido en 4 submodos, cada uno de los cuales
contiene 30 codewords. Estos submodos se corresponden, ba´sicamente, a las
letras mayu´sculas, las minu´sculas, los 10 d´ıgitos y s´ımbolos aritme´ticos, y los
s´ımbolos de puntuacio´n. La transformacio´n de un cara´cter cualquiera se lleva
a cabo mediante un cambio entre la base 30 (nu´mero de caracteres de cada
grupo) y la base 900 (nu´mero de codewords de datos). Dado que 900 = 302,
la proporcio´n de caracteres de texto por codewords es, aproximadamente,
de 2 caracteres de texto por cada codeword. De hecho, el mayor valor que
podr´ıan alcanzar dos caracteres ser´ıa el de nu´meros de dos cifras en base 30:
29 · 30 + 29 = 899, que es menor que el nu´mero de posibles codewords. Por
tanto, el proceso de codificacio´n consiste en expresar en base 900 cada pareja de
caracteres y tomar como codeword el valor resultante. Si A 7→ 0, B 7→ 1, etc.,
para el par “EJ” se tiene
EJ = 49(30 = 4 · 30 + 9 = 129.
As´ı, los codewords del texto “EJEMPLO DE DEMOSTRACION”1 son:
[129, 132, 461, 446, 94, 783, 132, 438, 587, 2, 254, 419]. (9)
Antes de llevar a cabo la codificacio´n de d´ıgitos se debe establecer la
proporcio´n ma´s adecuada para transformar d´ıgitos a codewords. En el caso
del modo texto era sencillo porque 2 caracteres en base 30 esta´n acotados por el
ma´ximo valor de un codeword: 302 = 900. Sin embargo, en esta ocasio´n se deben
1No se ha utilizado la letra mayu´scula acentuada “O´” en la palabra “DEMOSTRACION”
dado que tanto las vocales acentuadas como la letra “n˜” son propias del alfabeto espan˜ol y
no pertenecen a los caracteres ASCII internacionales, por lo que no se pueden codificar en el
modo texto.
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buscar dos nu´meros enteros d y c de modo que d d´ıgitos puedan codificarse con
c codewords, teniendo en cuenta que hay 10 d´ıgitos y 900 codewords. As´ı pues,
inicialmente se tratar´ıa de encontrar enteros d y c, no demasiado grandes —en
cualquier caso menores que q − 1 = 900, que es la longitud del co´digo de Reed-




≤ log10 900 = 2,9542. (10)
Se podr´ıan considerar diferentes parejas de enteros (d, c) que cumplieran la
condicio´n dada en (10), por ejemplo,
(44, 15), (59, 20), (369, 125), . . . (11)
De este modo las proporciones de codificaccio´n ser´ıan de 44 d´ıgitos por cada 15
codewords; 59 d´ıgitos por cada 20 codeword, etc. Ahora bien, como se vera´ en
el algoritmo que permite codificar d´ıgitos como codewords, los valores que se
deben tomar son d = 44 y c = 15. Este algoritmo es el siguiente:
(i) Se hacen grupos de 44 d´ıgitos (el u´ltimo grupo podr´ıa contener menos
d´ıgitos y se codificar´ıa con menos de 15 codewords).
(ii) Se an˜ade a cada grupo determinado en (i) el 1 como primer d´ıgito (en
la decodificacio´n este 1 es eliminado) para evitar comenzar por ceros y
considerar cada grupo como un entero gi; de tal manera que, por ejemplo,
los grupos 0, 00 y 000 puedan considerarse diferentes, al igual que los
grupos 12, 012 y 0012, etc.
(iii) Para cada uno de los enteros g = gi 6= 0 se determina su expresio´n en base
900 y se utilizan los d´ıgitos obtenidos como codewords, es decir,
1. cj ← g mod 900
2. g ← b g900c.
3. j ← j + 1.
El algoritmo termina cuando g = 0, con lo que el nu´mero de codewords
para un g dado puede ser menor que 15, como se vera´ en el ejemplo que
se presenta ma´s adelante.
Queda por justificar la eleccio´n de los valores d = 44 y c = 15, que
permiten la codificacio´n de 44 d´ıgitos mediante 15 codewords. Esta justificacio´n
es inmediata teniendo en cuenta que en el paso (ii) del algoritmo anterior se
consideran, despue´s de an˜adir un 1 como primer d´ıgito, grupos de 45 d´ıgitos,
con lo que el mayor valor entero que puede tomar uno de estos grupos es un
uno seguido de d = 44 nueves, valor que es menor que el nu´mero de codewords
elevado a c = 15, es decir, se verifica que
19
44
· · ·9 = 2 · 1044 − 1 < 90015,
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condicio´n que no cumplen las restantes parejas dadas en (11). As´ı pues, la
desigualdad dada en (10) debe modificarse por esta otra:
d + log10 2
c
≤ log10 900 = 2,9542.
(No´tese que (59 + 0,3010)/20 = 2,9650 > 2,9542 y que (369 + 0,3010)/125 =
2,9544 > 2,9542).
Se consideran, a modo de ejemplo, los 100 d´ıgitos siguientes
[1, 2, 3, 4, 5, 6, 7, 8, 9, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, . . . , 1, 2, 3, 4, 5, 6, 7, 8, 9, 0].
Sus correspondientes codewords, segu´n el algoritmo anterior, son:
[491, 81, 137, 450, 302, 67, 15, 174, 492, 862, 667, 475, 869, 12, 434, 685, 326, 422,
57, 117, 339, 377, 238, 839, 698, 145, 870, 348, 517, 378, 2, 808, 3, 153, 190].
Para la codificacio´n de bytes se procede de forma ana´loga a como se hizo
para nu´meros. Como hay 256 bytes (co´digo ASCII extendido), deben elegirse
enteros b y c de modo que b bytes puedan codificarse con c codewords, es decir,








Tomando como valores b = 6 y c = 5, resulta que b/c = 6/5 = 1,2, y la
codificacio´n resultante es de 5 codewords por cada 6 bytes.
La transformacio´n de una cadena de bytes, que podr´ıa ser un texto con
caracteres del co´digo ASCII extendido, como el siguiente “Demostracio´n del
modo byte para PDF417”, proporcionar´ıa los siguientes codewords:
[114, 558, 291, 773, 560, 191, 613, 775, 591, 258, 54, 255, 340, 3, 737, 186,
607, 60, 228, 873, 195, 52, 341, 605, 302, 162, 690, 251, 210, 444, 49, 55].
4.3. PDF417, co´digos binarios y particiones de 17
Se pueden justificar de forma matema´tica algunas de las decisiones tomadas
por los inventores del PDF417 a la hora de elaborar el co´digo tal y como se
ha sen˜alado en §4.1. As´ı, se justificara´ el uso de tres patrones para representar
cada codeword segu´n la fila a la que pertenezca y se razonara´ la necesidad de
utilizar 17 mo´dulos (suma de barras y espacios) para representar gra´ficamente
cada codeword.
El hecho de utilizar tres patrones esta´ ı´ntimamente relacionado con la forma
en que los esca´neres leen las barras de un co´digo. Supongamos que las barras y
espacios de la representacio´n gra´fica de un codeword es la siguiente, donde los
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Cuando un esca´ner lee una serie de barras y espacios, en lugar de determinar
la secuencia (x¯1, . . . , x¯8), lo que en realidad calcula son las distancias entre
los bordes similares, lo que permite compensar las posibles deficiencias de la
impresio´n, es decir, calcula los valores de
t¯i = x¯i + x¯i+1, 1 ≤ i ≤ 7.
Por otra parte, el esca´ner tambie´n puede proporcionar la longitud, l, del
codeword sin ma´s que calcular la distancia que separa la primera de las barras
de la quinta —que es la primera del codeword adyacente—. De este modo se
tiene l =
∑8
i=1 x¯i. Como se sabe que en un PDF417 el nu´mero de mo´dulos
es 17, resulta que la dimensio´n-x del s´ımbolo que se esta´ leyendo es x = l/17.
A continuacio´n, cada valor t¯i se divide entre x y se redondea el cociente para
obtener una secuencia normalizada, es decir, se calcula ti = [t¯i/x], 1 ≤ i ≤ 7,
donde los ti son una secuencia de valores que deber´ıa corresponder a las sumas
de cada dos mo´dulos consecutivos de un codeword. El valor




obtenido a partir de esta secuencia normalizada se compara con el
correspondiente valor obtenido de la lectura de los separadores de inicio y fin. Si
coinciden, el proceso de lectura continu´a; en caso contrario, el esca´ner procede
a leer de nuevo el codeword.
Por ejemplo, si los valores de las x¯i fueran 43, 19, 31, 25, 55, 40, 80, y 47; los
valores proporcionados por el esca´ner ser´ıan t¯1 = 62, t¯2 = 50, t¯3 = 56, t¯4 = 80,
t¯5 = 95, t¯6 = 120, y t¯7 = 127; l = 340 y x = 340/17 = 20. A partir de estos
valores se obtienen: t1 = t2 = t3 = 3, t4 = 4, t5 = 5, t6 = t7 = 6; de donde
resulta que t = 17.
Por otra parte, como todo codeword se representa gra´ficamente mediante
4 barras y 4 espacios alternados (bebebebe) de diferente longitud, resulta que
cada codeword del PDF417 se puede expresar mediante unos (barras) y ceros
(espacios). As´ı pues, cada codeword no es sino un vector binario de longitud
n. Adema´s, todo vector binario de longitud n que contenga de forma alternada





x1. . ., 1, 0,
x2. . ., 0, . . . , 1,
x7. . ., 1, 0,





i=1 xi, y 1 ≤ xi ≤ 6.
Con el fin de dar una interpretacio´n del vector a(n) en te´rminos matema´ticos
conocidos, recordamos que, dado un nu´mero entero n, se definen las particiones
de n como suma de m partes a las diferentes formas de escribir n como suma no
ordenada de m enteros positivos, es decir, (α1, . . . , αm) es una particio´n de n si∑m
i=1 αi = n. Se denotara´ por P(n,m) a tal conjunto. Dado que el orden de los
αi no importa, e´stos se suelen considerar bien en orden creciente o decreciente.
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Aqu´ı se supondra´ que los αi se ordenan de forma creciente. Por otra parte, se
llama composicio´n de un entero n en m partes a cada una de las formas de
escribir el entero n como suma de exactamente m enteros positivos, de modo
que dos composiciones son diferentes si cambia el orden de los enteros que la
forman. El conjunto de todas las composiciones de n en m partes se denota por
C(n,m) ([4, Cap´ıtulo 5.3], [6, Cap´ıtulo 2.7]).
Por tanto, dar el vector binario a(n), definido en (12), es equivalente a dar
una composicio´n del entero n como suma de 8 nu´meros positivos menores o
iguales que 6, es decir,
a(n)⇔ (x1, . . . , x8) : n =
8∑
i=1
xi, 1 ≤ xi ≤ 6. (13)
Veamos ahora que para el caso del PDF417 no puede tomarse n ≤ 16.
Si n = 16, se tiene que |C(16, 8)| = 6435. El subconjunto C≤6(16, 8) ⊂ C(16, 8)
formado por las composiciones de enteros menores o iguales que 6 tiene cardinal
6147. Los posibles patrones, Pi, a utilizar en este caso (mencionados en §4.1) se
pueden determinar, a partir de los datos ti normalizados o de los valores de xi
dados en (12), sin ma´s que calcular
p = (t1 − t2 + t5 − t6) mod 9 = (x1 − x3 + x5 − x7) mod 9. (14)
Los resultados obtenidos en este caso son
p = 0 p = 1 p = 2 p = 3 p = 4 p = 5 p = 6 p = 7 p = 8
945 867 710 554 470 470 554 710 867
No obstante, ninguno de los patrones anteriores permite codificar los 929
codewords, dado que so´lo uno de ellos (el correspondiente a p = 0) contiene
ma´s de tal nu´mero. As´ı pues, no pueden considerarse vectores de longitud 16 o
menor, es decir, cada codeword tendra´, al menos, n = 17 mo´dulos.
Sea ahora n = 17. Se verifica entonces que |C(17, 8)| = 11440, y |C≤6(17, 8)| =
10480. Para las particiones correspondientes se tiene que |P(17, 8)| = 29 y
|P≤6(17, 8)| = 22. Estas u´ltimas particiones son las siguientes:
[1, 1, 1, 1, 1, 1, 5, 6], [1, 1, 1, 1, 1, 2, 4, 6], [1, 1, 1, 1, 1, 3, 3, 6], [1, 1, 1, 1, 2, 2, 3, 6],
[1, 1, 1, 2, 2, 2, 2, 6], [1, 1, 1, 1, 1, 2, 5, 5], [1, 1, 1, 1, 1, 3, 4, 5], [1, 1, 1, 1, 2, 2, 4, 5],
[1, 1, 1, 1, 2, 3, 3, 5], [1, 1, 1, 2, 2, 2, 3, 5], [1, 1, 2, 2, 2, 2, 2, 5], [1, 1, 1, 1, 1, 4, 4, 4],
[1, 1, 1, 1, 2, 3, 4, 4], [1, 1, 1, 2, 2, 2, 4, 4], [1, 1, 1, 1, 3, 3, 3, 4], [1, 1, 1, 2, 2, 3, 3, 4],
[1, 1, 2, 2, 2, 2, 3, 4], [1, 2, 2, 2, 2, 2, 2, 4], [1, 1, 1, 2, 3, 3, 3, 3], [1, 1, 2, 2, 2, 3, 3, 3],
[1, 2, 2, 2, 2, 2, 3, 3], [2, 2, 2, 2, 2, 2, 2, 3].
Para determinar los codewords que pueden codificarse con los posibles patrones,
se determinan, como en (14), los siguientes valores de p:
p = 0 p = 1 p = 2 p = 3 p = 4 p = 5 p = 6 p = 7 p = 8
1484 1392 1202 1002 902 902 1002 1202 1392
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Ahora bien, con el fin de minimizar la probabilidad de error, so´lo se tienen en
cuenta los siguientes tres casos: p = 0, 3, 6, que son los que dan lugar a los tres
patrones ya mencionados en la expresio´n (6): P0, P3 y P6.
Dado que hay 929 codewords, se eligen y ordenan de los conjuntos
correspondientes a p = 0, 3, 6, las 929 composiciones necesarias, dando lugar
a los tres patrones: P0, P3 y P6. De esta forma, es posible asignar a cada
codeword una particio´n dentro de cada patro´n, segu´n la fila a la que pertenezca.
Ahora bien, por la equivalencia sen˜alada en (13) entre particiones y vectores
binarios, ahora s´ı de longitud 17, estos patrones pueden identificarse como
co´digos binarios, C0, C3, C6 ∈ F
17
2 , cada uno con 929 codewords y de longitud 17.






No´tese que diferentes elecciones y ordenaciones de los elementos de cada uno
de los patrones o co´digos binarios supone elaborar co´digos diferentes al esta´ndar
PDF417.
4.4. Co´digos correctores de errores
De la misma manera que otros co´digos bidimensionales utilizan co´digos
correctores de errores para recuperar informacio´n codificada, aunque el co´digo
este´ deteriorado por manchas o roturas, el co´digo PDF417 utiliza co´digos
de Reed-Solomon sobre F929. En este caso, cada palabra del co´digo de RS
corresponde a un codeword del co´digo PDF417. Existen 9 niveles de correccio´n
de errores —del 0 al 8— de modo que todos los niveles, a excepcio´n del 0, no
so´lo detectan errores sino que son capaces de recuperar codewords erro´neos o
perdidos. El nivel de correccio´n de errores a utilizar depende de la cantidad de
codewords de datos que se prevea puedan perderse, aunque las recomendaciones
al uso siguen el Cuadro 1.
Nu´mero de codewords 1 a 40 41 a 160 161 a 320 321 a 863
Mı´nimo nivel de correccio´n 2 3 4 5
Cuadro 1: Niveles de correccio´n de errores recomendados
Por otra parte, debe tenerse en cuenta que cuanto mayor sea el nivel de
seguridad, ma´s codewords para la correccio´n de errores deben utilizarse y,
por tanto, menor cantidad de informacio´n se puede codificar. El nu´mero de
codewords necesarios para la correccio´n de errores para un nivel de seguridad
s es c = 2s+1 = d − 1, siendo d la distancia del co´digo de RS. El valor de c
no depende del nu´mero de letras de informacio´n y se pueden corregir as´ı hasta
(d−1)/2 = 2s errores, es decir, para un nivel 0 se utilizan 2 codewords, mientras
que para un nivel 8 se requieren 512 codewords.
Por otra parte, el ca´lculo de estos codewords necesita, como ya se indico´ en
§2, del co´mputo previo de los coeficientes del polinomio generador de los co´digos
18 F. J. Espinosa, L. Herna´ndez y A. Mart´ın
de Reed-Solomon (ver [3, 5, 9, 15, 22]). Dado que estos coeficientes son siempre
los mismos, se pueden precomputar y hacer uso de ellos cada vez que sean
necesarios ([16]). A partir de estos coeficientes y de los codewords de datos a
codificar se determinan los codewords que se incluira´n en el co´digo PDF417
como co´digos correctores de errores.








= xc + ac−1x
c−1 + . . . + a1x + a0,
siendo α un elemento primitivo del cuerpo Fq. En este caso, como el cuerpo es
F929, se toma α = 3. Los coeficientes, ai, de g(x), 0 ≤ i ≤ c− 1, para s = 2 son:
237, 308, 436, 284, 646, 653, 428, 379.
Una vez determinados los coeficientes del polinomio generador del co´digo de
RS, se puede proceder al ca´lculo de los co´digos correctores de errores de los
codewords de datos. Para ello se incluye como primer dato el descriptor de la
longitud del s´ımbolo, es decir, el nu´mero que indica el nu´mero total de codewords
y que incluye al propio descriptor, los codewords de datos y los datos de relleno.
De este modo, cuando un esca´ner lee el s´ımbolo del PDF417, conoce cua´ntos
son los codewords de datos y cua´ntos los codewords correctores de errores (y a
la vez el nivel de seguridad que tiene el co´digo PDF417 que se esta´ leyendo).
As´ı pues, el nu´mero de datos a codificar aumenta en 1.
Los co´digos correctores de errores de los 12 datos dados en la expresio´n (9),
a los que se an˜ade el nu´mero total de datos: 13, para s = 2 son:
[473, 783, 151, 898, 416, 869, 102, 473]. (15)
4.5. Elaboracio´n del PDF417
Para elaborar gra´ficamente el co´digo PDF417 se utilizan los codewords
correspondientes a la informacio´n a codificar y los relativos a los co´digos
correctores de errores. Luego se decide el aspecto que tendra´ el co´digo, es decir,
el nu´mero de filas y de columnas (lo que puede obligar a considerar datos de
relleno). Si se utiliza el ejemplo tratado en §4.2, a los 12 codewords de datos
de (9) hay que an˜adir como primer dato (tal y como se hizo en §4.4 para calcular
los co´digos correctores de errores) el nu´mero de los mismos, que pasa a ser un
nuevo dato, por lo que los codewords de datos son:
[13, 129, 132, 461, 446, 94, 783, 132, 438, 587, 2, 254, 419],
mientras que los codewords correctores son los de (15), por lo que el nu´mero
de codewords totales es de 21, que se pueden distribuir en 7 filas y 3
columnas (en este ejemplo no se precisan datos de relleno). Utilizando los
indicadores a izquierda y derecha determinados en (7), resulta que el co´digo
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PDF417, escrito en codewords, correspondiente a la informacio´n “EJEMPLO
DE DEMOSTRACION”, con un nivel de seguridad 2, es el siguiente:
Separador de inicio
002 013 129 132 002
006 461 446 094 000
002 783 132 438 006
002 587 002 254 002
036 419 473 783 030
032 151 898 416 036
032 869 102 473 032
Separador de fin
Si estos codewords se escriben como particiones, esto es, como elementos de Pp,
p = 0, 3, 6, segu´n la fila a la que pertenezcan, se tiene el Cuadro 2. Finalmente,
se transforma cada d´ıgito de este Cuadro en una barra o un espacio cuya
anchura es el valor del propio d´ıgito, es decir, se considera el co´digo de Cp
que le corresponda.
81111113 51111152 31112144 31151231 11151413 51111152 711311121
81111113 51111323 43111412 11245211 31123223 41111216 711311121
81111113 11111246 13411214 12111245 12242141 21111353 711311121
81111113 21114251 13161113 51111152 32131331 21114251 711311121
81111113 21113414 12144113 33113123 32324111 41113232 711311121
81111113 51114122 12113162 23521112 12232142 41114411 711311121
81111113 31123151 14222411 41141141 21313223 31123151 711311121
Cuadro 2: Expresio´n de un PDF417 mediante particiones de 17
En general y dado que lo que se va a codificar suele proceder de un procesador
de textos, se suelen utilizar dos me´todos para generar el co´digo e imprimirlo.
El primero de ellos consiste en generar el dibujo (mediante programacio´n y
en formato BMP, TIF, etc.) a partir del Cuadro 2 y luego insertarlo como tal
gra´fico en el procesador de textos para su posterior impresio´n.
El segundo me´todo consiste en definir una fuente de letra especial sin recurrir
a procedimientos gra´ficos. Para ello se procede de la siguiente manera. Una vez
sustituidos los codewords por sus correspondientes particiones y e´stas por sus
vectores binarios, el co´digo PDF417 puede verse como una tabla de f filas y
c+4 columnas, siendo f el nu´mero de filas y c el nu´mero de columnas de datos.
Es decir, la tabla contiene en cada fila c′ = 17 · (c + 4) + 1 d´ıgitos binarios. A
continuacio´n las filas se leen de tres en tres (caso de que e´stas no fueran mu´ltiplo
de tres, se an˜adir´ıan las filas que fuera necesario, formadas por vectores nulos),
de modo que cada una de las columnas de las tres filas se interpreta como la
expresio´n en base 2 de un d´ıgito entre 0 y 7, siendo el bit menos significativo
el de la fila inferior. De este modo, la tabla de co´digos del PDF417 se convierte
en una tabla que tiene df/3e filas (donde dxe denota la parte entera por exceso
de x) y c′ columas formadas por los d´ıgitos 0, . . . , 7. Si ahora se define un tipo
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de letra de modo que asigne a cada d´ıgito 0, . . . , 7, un s´ımbolo que tenga zonas
negras en los lugares correspondientes al 1 y blancas en los lugares donde aparece
el 0, se podra´ transformar la tabla de co´digos PDF417 en un co´digo de barras
bidimensional sin ma´s que cambiar de tipo de letra. En la Figura 6 se muestran
los s´ımbolos que corresponder´ıan a esta fuente de letra.
0    1    2    3    4   5    6    7
Figura 6: Fuente de letra para PDF417
A modo de ejemplo, si las particiones de las posiciones (1, 3), (2, 3) y (3, 3)
del Cuadro 2, se escriben como vectores binarios y se determina el d´ıgito cuya
expresio´n en base 2 es la que se lee en cada columna, se tienen los 17 d´ıgitos de





Cuadro 3: Los 17 d´ıgitos de tres filas y una columna
Finalmente, repitiendo este proceso para todos los co´digos y posiciones
mostrados en el Cuadro 3, y utilizando el tipo de letra de la Figura 6, se obtiene
la representacio´n gra´fica del co´digo PDF417 que se muestra en el Figura 7.
Figura 7: Ejemplo de PDF417
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