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Summary. The feasible size and computational power of integrated passive photonic reservoirs is
limited, amongst others, by high optical losses and wiring effort. As a step towards resolution of
these issues, we propose to combine several smaller reservoirs to match or exceed the performance of
a single larger one. In this abstract we investigate two possible combination techniques and evaluate
their performance using the well-known Santa Fe timeseries prediction task. Our findings suggest
that an ensemble of several smaller reservoirs outperforms a single reservoir with the same amount
of overall nodes.
The feasible size and computational power of passive photonic reservoirs [1] is limited due to, amongst
other reasons, high optical losses and wiring effort. As a step towards resolution of these issues we propose
to combine several smaller reservoirs to match or exceed the performance of a single larger one. In this
abstract we investigate two possible combination techniques and evaluate their performance using the
well-known Santa Fe chaotic laser prediction task. We train a simple ensemble of reservoirs as well as
propose a paradigm of combining reservoirs inspired by similar approaches [2, 3, 4], where we feed the
output of a trained reservoir as an additional state to the classifier of a second reservoir. We refer to this
technique as chaining. For details on the paradigms and the corresponding reservoir architectures, please
see Figure 1.
In our simulation study, as an elementary building block of our combined designs, we use a integrated
reservoir utilizing an 4x8 swirl architecture as seen in Figure 1. The reservoir uses 2x1 and 2x2 multimode
interferometers as nodes, which are connected by delay lines implemented as waveguides. Delay lines are
modelled to be of an approximate length of 2.35 mm with an average loss of 3dB/cm. We inject the
intensity modulated input signal into 10 arbitrarily chosen input nodes. As reservoir states, we record the
signal of 16 arbitrarily chosen output nodes. We combine four of these reservoirs using the ensembling and
chaining approaches introduced. To ensure a fair comparison we introduce a 128 node baseline reservoir,
i.e. a reservoir with four times the nodes, input and output lines of a single reservoir in our combined
systems. To gain more conclusive results of the reservoirs performance we sweep the bitrate of our input
signal between 20 and 40 Gbps.
As a task to evaluate the performance of our reservoirs, we use the Santa Fe timeseries prediction
task [5]. We train all our readouts using ridge regression, where we perform 5-fold cross-validation to
find the optimal regularization parameter for each reservoir at each bitrate. Final error measures are
computed on a separate test set. We use the original train set of the Santa Fe competition for training
and all remaining available data for testing, which yields train and test sets of 1000 and 9093 samples
respectively. As an error measure we use the normalized mean square error (NMSE, normalized by the
squared desired signal).
Figure 2 shows the NMSE obtained by all evaluated systems as a function of the input signal bitrate.
As one can see, combining several reservoir poses a significant advantage over using only a single reservoir
of given size for both the ensemble as well as the chaining approach. When we consider a baseline
reservoir with the same overall amount of nodes as used in the combining approaches, we can observe
an interesting effect: While chaining performs only slightly better than a single larger baseline reservoir,
the simple ensembling approach shows significantly better performance than the baseline. While further
investigation is necessary to understand this effect, a possible explanation for this effect is that several
small reservoirs introduce more richness and variance in the resulting state matrix than would be possible
for a single larger reservoir. To compare our results with delayed feedback approaches, we consider
the work of Soriano et al. [6] who report a NMSE of 0.025 on the Santa Fe dataset for a 500 node
delayed feedback reservoir computer. Our results show that this error rate can be attained by training
an ensemble consisting of 4 integrated 32 node reservoirs. We conclude that combining several smaller
reservoirs in place of one large reservoir poses a practical alternative to circumvent the issues arising when
manufacturing large integrated photonic reservoirs. Future work will investigate, to which degree more
memory and nonlinearity can be introduced into our systems by using an ensemble of smaller devices in




















Figure 1: Architectures investigated to combine reservoirs. Blue and orange colors denote optical and
electrical processing respectively. PD: photodiode, ADC: analog-digital converter, LC: linear classifier.
Figure 1a: Ensemble of two photonic reservoirs. Weights of all reservoirs are trained jointly. Figure 1b:
Two photonic reservoirs chained together according to our proposed connection scheme.




















Figure 2: Normalized MSE of simulated reservoirs on the Santa Fe task as a function of bitrate for
ensembling and chaining of 4 4x8 reservoirs. Comparison with 4x8 and 8x16 node baseline.
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