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Probabilistic forecasting and simulation of electricity prices
Peru Muniain∗Florian Ziel†,
Abstract
In this paper we include dependency structures for electricity price forecasting
and forecasting evaluation. We work with off-peak and peak time series from the
German-Austrian day-ahead price, hence we analyze a bivariate data. We first es-
timate the mean of the two time series, and then in a second step we estimate
the residuals. The mean equation is estimated by OLS and elastic net and the
residuals are estimated by maximum likelihood. Our contribution is to include a
bivariate jump component on a mean reverting jump diffusion model in the residu-
als. The models’ forecasts are evaluated using four different criteria, including the
energy score to measure whether the correlation structure between the time series is
properly included or not. In the results it is observed that the models with bivariate
jumps provide better results with the energy score, which means that it is important
to consider this structure in order to properly forecast correlated time series.
1 Introduction
In the last few decades since the deregulation of electricity markets it has become increas-
ingly important to capture uncommon features of electricity prices such as nonstorability,
which makes electricity prices really volatile ( see Weron [2014]). In this paper we use
different time series models to forecast electricity by simulation and then evaluate those
forecasts using various criteria with different properties. We believe it is crucial to take
into account the dependency structures in order to properly forecast multivariate time
series. The innovation in this paper is that we include dependency structures in some
of the multivariate forecasting models and in one of the forecast evaluation criteria to
show that the incorporation of the dependency structures substantially improves the
electricity price forecasts.
As mentioned above, electricity prices show special characteristics which are usu-
ally classified in the relevant literature ( see Weron [2014] and Ziel [2016]). Specifically,
these properties are i) mean reverting behavior; ii) seasonal behavior; iii) time depen-
dent volatility; iv) price spikes; and v) cross-period effects (e.g. night hours influence
day-time hours even though they take place on the same day). All these aspects are
known in the literature, but there is no electricity price forecasting model which incor-
porates all of them. For instance, Karakatsani and Bunn [2008] cover all effects except
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interaction effects, Ziel et al. [2015] consider all effects except price spike effects. We
propose electricity price models which incorporate all the said effects into a probabilistic
electricity price forecasting framework.
A two-step approach is used to forecast prices. In the first step the conditional mean
model is estimated: The mean must be properly estimated so that the residuals have a
zero mean. Therefore, in the mean equation all the seasonal properties must be included.
Accordingly, Uniejewski et al. [2016] and Ziel and Weron [2018] propose mean equations
with autoregressive, non-linear effects and seasonal effects. Once the conditional mean
model is properly estimated we proceed to estimate the residuals, which must have a zero
mean so the models differ in the structures of the standard deviation. We consider mean
reverting jump diffusion models (MRJD) such as the model included by Keles et al.
[2012] and applied to electricity prices. The MRJD model is an OrnsteinUhlenbeck
(OU) process proposed by Uhlenbeck and Ornstein [1930]. Unlike Weron [2008] and
Cartea and Figueroa [2005], where the jump component is first estimated and then an
OU process is assumed in the continuous part, we first estimate the mean model and
then we assume a MRJD structure in the residuals. Weron [2014] offers a good review of
MRJD models applied to electricity price forecasting. As mentioned above, our interest
is the dependency structure between different time series, which we include by assuming
correlated jump occurrence processes, in what we believe to be a procedure never used
before. To obtain a correlated jump we focus on the bivariate Bernoulli process, proposed
by Dai et al. [2013].
Once the models are estimated electricity prices are simulated and forecast, then
those forecasts and their paths are evaluated using different criteria. In this article we
use four different criteria: Mean absolute error (MAE), mean square error (MSE), pinball
score (PB, also known as quantile loss) and energy score (ES). The first two are the most
widely used in the literature of forecasting evaluation; for instance, Keles et al. [2012]
apply MSE to evaluate the electricity price forecasts from a model including spikes and
other structures such as ARIMA and GARCH. Voronin et al. [2014] use the MSE and
MAE criteria to evaluate the performance of different electricity price forecasts in the
NORDPOOL market. In this paper we focus more on the PB and ES as we are interested
in the performance capturing the whole distribution and how the different models cap-
ture dependency structures. The PB has been applied by Maciejowska and Nowotarski
[2016], Dudek [2016], and Juban et al. [2016], all involving an electricity price forecasting
competition with the PB used to check performance, as the objective was to approxi-
mate the forecast distribution. The ES has not been applied to electricity price forecasts
so far. However, it has been applied a few times in the energy forecasting context,
e.g. in Pinson and Girard [2012] for wind power forecasting. The ES is built up as per
Gneiting and Raftery [2007] and then applied to our time series. We pay more attention
to this score because it takes into account dependency structures. As mentioned above,
our contribution is to include correlation structures in the models as well as in the eval-
uation. Then, to check whether the differences between the forecasting performances
of the models in pairs are significant or not, the Diebold-Mariano (DM) test is applied.
The DM test was introduced by Diebold and Mariano [2002].
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The rest of the paper is organized as follows: Section 2 explains the data, Section 3
introduces the models, Section 4 explains the estimation methods and how the forecasts
are generated, Section 5 describes the evaluation criteria, Section 6 discusses the results,
and Section 7 summarizes our results, and outlines the most important facts.
2 Data description
As mentioned in the introduction, we focus on off-peak and peak price series from the
EPEX market. These series are based on German-Austrian day-ahead (hourly) electric-
ity prices. The peak series is calculated as the mean of the day-ahead price from the 9th
hour of the day to the 20th (12 hours in total), and consequently the off-peak price is
the mean from the1st to the 8th and from the 21st to the 24th hours of the day. The data
starts on 1st January 2014 and ends on 31st December 2017. To calculate the higher
moments and the dependencies, use the following notation;
mi,j = E
[(
Yd,1 − µYd,1
σYd,1
)i(Yd,2 − µYd,2
σYd,2
)j]
,
where Yd,1 and Yd,2 refer to off-peak and peak time series with their means µYd,1 and
µYd,2 and standard deviations σYd,1 and σYd,2 . The descriptive statistics for both time
series are shown below:
Table 1: Descriptive statistics of off-peak and peak prices
mean sd median min max cor skew coskew kurtosis
off-peak 28.30 8.74 29.36 -56.38 73.66 0.80 -1.61 -0.59 13.12
peak 35.48 13.79 35.09 -45.27 130.18 0.80 0.48 0.01 9.37
The number of days is 1461, and sd is standard deviation. For the higher moments and dependencies
cor refers to correlation, which is an estimator of m1,1 (same for both time series), skew to skewness
with our notation estimated value of m3,0 and m0,3 for off-peak and peak, respectively. Similarly, coskew
references to coskewness which gives estimations of m2,1 and m1,2; finally, kurtosis refers to the estimated
value of m4,0 and m0,4.
As expected, Table 1 shows that the mean and the standard deviation are higher in
the peak time series. As the volatility is higher the range for the peak series is higher
than that of the off-peak time series. The correlation shows a quite high positive linear
relationship between the two time series. The skewness shows that the off-peak series
is clearly asymmetric and that the peak series is slightly asymmetric. The coskewness
coefficients show how the variance of one time series and the mean of the other are
related. As observed in Table 1, the relationship between the off-peak central variance
and the peak central mean is stronger than the other way round; in the case of the
m2,1 = −0.59, which means that the higher the value of the peak series the lower the
variance of the off-peak one. As for kurtosis, in both cases the tails are heavier than those
in the standard normal distribution, which has a kurtosis figure of 3. In view of these
results it can be concluded that none of the time series follows a normal distribution.
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Figure 1: off-peak and peak time series
Figure 1 shows the off-peak and peak time series. The first two years are used only
for estimation purposes and the last two years are first predicted and then used as
observations of the following rolling windows. How the rolling windows are developed is
explained in Section 4. Figure 1 is divided in two to emphasize this aspect. It is observed
in Figure 1 that the volatility was higher at the beginning of 2017 and also it was at
the end of the year. As can be observed in Table 1 and in Figure 1, the volatility is
higher and so is the mean in the peak series compared to the off-peak figures. However,
generally the trend of the graphs is quite similar, as shown by the correlation coefficient.
In both cases there is evidence of volatility clustering and spikes.
The histograms and density functions in Figure 2 show the distribution of the two
time series. As observed in Table 1, both series have heavy tails and the asymmetry is
more pronounced in the off-peak series. In both cases there is evidence of spikes, which
are rare events where the price is extremely low or high. Regarding the scatter plot,
strong correlation between the two is confirmed, which leads us to include correlation
structures in our models. The correlation is not included only in the continuous part
of the variation but also in the jump occurrence process. From the Scatter plot it
is also possible to observe the bivariate density, which shows how the Scatter plot is
distributed. In Figure 2d, the darker colors show the higher quantiles of the distribution.
The bivariate distribution confirms the intuition of the scatter plot, where the darker
areas are those where there are more points.
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Figure 2: Histograms and densities of off-peak and peak time series
3 Models
The models that we analyze in this paper are two step models. In the first step we
estimate the mean equation and in the second we study the residuals from the previous
step.
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For the sake of simplification we define Yd = (Yd,1, Yd,2)
′ as the bivariate vector of
the off-peak and peak prices, so index 1 corresponds to the off-peak price and index 2
to the peak price.
3.1 ARX type models
In this subsection we introduce the conditional mean model that we assume. The
mean equation is based on the mean models proposed in Uniejewski et al. [2016] and
Ziel and Weron [2018]. To calculate the mean equation we assume a model with au-
toregressive structure with exogenous variables (ARX) for the peak and off-peak series.
The ARX model was shown to perform really well in forecasting electricity prices in
Uniejewski et al. [2016] and Ziel and Weron [2018]. We consider the mean model for the
two time series as:
Yd,i =
8∑
k=1
(βi,k,1Yd−k,1 + βi,k,2Yd−k,2)
+
7∑
k=1
[
(βi,k,3 + βi,k,4Yd−1,1 + βi,k,5Yd−1,2)DoW
k
d
]
+ ǫd,i (1)
where i = 1, 2 and DoWjd is a day of the week dummy of day j at day d such that e.g.
DoW1d is 1 if d falls on a Monday, DoW
2
d = 2 if d is on Tuesday etc. The residuals are
ǫd,1 and ǫd,2, and by construction the mean of the two terms must be 0. The model
has in total p = 2× 8 + 3× 7 = 37 parameters with corresponding parameter vector β.
Obviously, model (1) is a linear model that can be written as
Yd,i =X
′
d,iβi + ǫd,i (2)
where Xd,i and βi are p-dimensional.
The error terms are considered to be distributed as:
ǫd ∼ N2(0, Σ) (3)
where ǫd = (ǫd,1, ǫd,2)
′, 0 = (0, 0)′ and Σ is the covariance matrix of ǫd.
Model (1) covers the major characteristics of electricity prices, especially mean re-
verting properties, seasonal structure, and cross-period effects. Only volatility and price
spikes are not captured by the structure assumed. Hence, for all the remaining models
we consider the same mean equation, but modify the error model (3) to capture the
missing effects.
3.2 ARX type models with independent jumps in the residuals
In this subsection we explain the ARX-IJ model. We consider MRJD in each residual
independently. This the standard OU process applied in electricity price forecasting
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several times, e.gg in Keles et al. [2012] and widely discussed in Weron [2014]. Jump
diffusion models are suitable for capturing price spikes as they are observed them in the
tails of Figures 2a and 2b.
After Euler discretization the model is written as follows:
ǫd =ǫd,cont +Bdǫd,jump
ǫd,cont ∼N2(−Λµ, Σ)
ǫd,jump ∼N2(µ, Γ)
where µ =
(
µ1
µ2
)
,Σ =
(
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
)
,Λ =
(
λ1 0
0 λ2
)
Bd =
(
bd,1 0
0 bd,2
)
with bd,i ∼ Ber(λi) for i = 1, 2, and Γ =
(
γ21 0
0 γ22
)
,
where ǫd,cont is the continuous part of the error term and ǫd,jump is the jump component.
λi is the probability of jumps, Ber is the Bernoulli distribution, µi is the mean size of the
jump, γi is the standard deviation of the jump and σi is the standard deviation of the
continuous part all of them defined for i = 1, 2. We need the terms −λ1µ1 and −λ2µ2
in the continuous term in order to ensure that the mean of ǫd,1 and ǫd,2 is 0, as it must
be by construction. In this model we assume that the Bernoulli random variables bd,1
and bd,2 are independent. The conditional error term ǫd|Bd = ǫd,cont +Bdǫd,jump|Bd is
distributed as follows:
ǫd|Bd ∼ N2(0, Σ+BdΓB
′
d). (4)
For the unconditional distribution of ǫd first note that with Var[XY ] = E[X]
2Var[Y ] +
Var[X]E[Y ]2 +Var[X]Var[Y ] the following holds:
Var[biǫd,jump,i] = E[bi]
2Var[ǫd,jump,i] + Var[bi]E[ǫd,jump,i]
2 +Var[bi]Var[ǫd,jump,i]
= λ2i γ
2
i + λi(1− λi)µ
2
i + λi(1− λi)γ
2
i = λi((1− λi)µ
2
i + γ
2
i ). (5)
Thus, by the independence of all occurring random variables, it holds that
Var[ǫd] = Σ+Var[Bdǫd,jump] = Σ+Λ((I −Λ)Diag(µ)
2 +Diag(Γ)) (6)
as Cov[bd,1ǫd,jump,1, bd,2ǫd,jump,2] = 0. However, it is clear that ǫd does not follow a
bivariate normal distribution.
3.3 ARX type models with bivariate jumps in the residuals
The next model that we introduce, the ARX-BiJ model, is related to the previous one
as it is based on an MRJD structure, but in this case the jump component is assumed
to be bivariate ( more precisely bivariate Bernoulli). This dependency structure in the
jump is one of our contributions to the literature. We further assume that the jump
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sizes can be correlated. We write the model as
ǫd =ǫd,cont +Bdǫd,jump with ǫd,cont ∼ N2(−Λµ, Σ) and ǫd,jump ∼ N2(µ, Γ),
where µ =
(
µ1
µ2
)
, Σ =
(
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
)
,Γ =
(
γ21 ̺γ1γ2
̺γ1γ2 γ
2
2
)
Bd =
(
bd,1 0
0 bd,2
)
with diag(Bd) ∼ Ber2(P )
with probabilities P =
(
p0,0 p1,0
p0,1 p1,1
)
,Λ =
(
λ1 0
0 λ2
)
=
(
p1,0 + p1,1
p0,1 + p1,1
)
As mentioned above, we now assume that the arrivals of the jumps are bivariate
Ber2(P ) distributed with probabilities P . In this case, p0,0 is the probability of no
jump, p1,0 is the probability of a jump occurring only in the off-peak component, p1,1 is
the probability of there being a jump in both components at the same time, and p0,1 is the
probability of a jump occurring only in the peak component. Therefore, λ2 = p0,1+ p1,1
is the total probability of jumps in the peak component, and λ1 = p1,0 + p1,1 is the
equivalent probability in the off-peak series. The condition p1,0 + p1,1 + p0,1 + p0,0 = 1
must hold. Unlike the previous model, in this case bd,1 and bd,2 are not independent:
they must coincide in no jump with probability p0,0 and in jump with probability p1,1.
For the bivariate Bernoulli setting we follow Dai et al. [2013]. Assuming a bivariate
jump process. we capture dependency structure in the continuous component as well as
in the jump component.
3.4 ARX type models with bivariate jumps in the residuals with no
constant mean.
This subsection presents the ARX-BiJ-µd model. This model is very similar to the
previous one, but in this case the mean of the jump is assumed to depend on the price
observed previously. In order not to make things too tedious for the reader we only note
those points that differ from the previous model, i.e.:
µd = µ0 + µ1Yd−1 and ǫd = ǫd,cont +Bdǫd,jump (7)
with ǫd,cont ∼ N2(−Λµd, Σ),diag(Bd) ∼ Ber2(P ) and ǫd,jump ∼ N2(µd, Γ),
In this model we seek to capture the effect of the previous price on the mean of the
jump component.
3.5 ARX type models with CCC-GARCH
The next model (ARX-GARCH) considers bivariate constant conditional correlation
GARCH (CCC-GARCH) structures, as first introduced by Bollerslev [1990]. We follow
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Silvennoinen and Tera¨svirta [2009] in their implementation:
ǫd,i =σd,izd,i
σ2d,i =α0,i + α1,iǫ
2
d−1,i + α2,iσ
2
d−1,i for i = 1, 2,
ǫd ∼N2(0, Σd) where Σd =
(
σ2d,1 ρσd,1σd,2
ρσd,1σd,2 σ
2
d,2
)
where zd,1 and zd,2 are independent white noises with a standard deviation of 1. The
parameters of the GARCH structure must fulfill α0,i, α1,i, α2,i > 0 and α1,i + α2,i < 1
conditions in order for the time series to be stationary. In this model we assume that the
correlation between the two time series is constant and there are no cross-dependencies
between the volatility series. Structures of this type are often used in the literature to
forecast multivariate time series, for instance Zanotti et al. [2010] and Higgs [2009] apply
CCC-GARCH models in electricity markets.
3.6 ARX type models with bivariate jumps in the residuals with no
constant mean and CCC-GARCH
Our last model (ARX-BiJ-µd-GARCH) includes CCC-GARCH structures in the con-
tinuous component of the model described in Equation (7). This is our most complex
model, and it is a combination of the ARX-BiJ-µd and ARX-GARCH models:
µd = µ0 + µ1Yd−1 and ǫd = ǫd,cont +Bdǫd,jump
with ǫd,cont ∼ N2(−Λµd, Σd),diag(Bd) ∼ Ber2(P ) and ǫd,jump ∼ N2(µd, Γ),
σ2d,i = α0,i + α1,iǫ
2
d−1,i + α2,iσ
2
d−1,i for i = 1, 2,
where Σd =
(
σ2d,1 ρσd,1σd,2
ρσd,1σd,2 σ
2
d,2
)
where all the components are assumed to be distributed as in the previous subsections.
As is the most complex model, it has the largest number of parameters to estimate. The
model is able to capture all the aspects mentioned above.
4 Estimation and Forecasting
For the estimation we assume that there are D observations available. We denote
the resulting price vectors and regression matrix by Yi = (Y1,i, , . . . , YD,i)
′ and Xi =
(X ′1,i, , . . . ,X
′
D,i)
′, corresponding to regression equation (2).
To estimate the ARX model (Equation (2)) we apply two different estimation meth-
ods: OLS1 and elastic net. This gives us two different estimations and therefore two
different forecasts, which we note as ARX-OLS and as ARX-enet, respectively.
1In order to avoid perfect collinearity in the OLS estimation we drop the interaction between Wednes-
day and the previous observations for both time series.
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Using the OLS estimator the estimated values are:
β̂OLSi = argmin
β∈Rp
[
‖Yi − X
′
iβ‖
2
2
]
,
The second estimation method applied to estimate Equation (1) is the elastic net,
introduced by Zou and Hastie [2005], which is very similar to OLS but has quadratic and
linear penalties. However, in defining the elastic net estimator it is crucial to consider the
corresponding scaled OLS problem. Hence, we introduce Y˜i and X˜i as a scaled response
vector and scaled regression matrix. We require them to be scaled in such a way that
any column has a zero mean and standard deviation of 1.
Given the scaled OLS problem, the scaled elastic net estimator is given by the opti-
mization problem
̂˜
β
enet
i = argmin
β∈Rp
[
‖Y˜i − X˜
′
iβ||
2
2 + λ
(
1− α
2
||β||22 + α||β||1
)]
,
where λ and α are tuning parameters that characterize the penalty term λ
(
1−α
2 ||β||
2
2 + α||β||1
)
.
We receive the (unscaled) elastic net estimator β̂eneti simply by rescaling
̂˜
β
enet
i . If α = 1
the estimation method is equivalent to the lasso penalty developed by Tibshirani [1996],
and when α = 0 it is equivalent to the ridge penalty first introduced by Hoerl and Kennard
[1970]. The lasso estimator has the property of sparsity, which means that for certain
values of λ the resulting solution sets irrelevant parameters to zero while keeping relevant
parameters at non-zero. The lasso estimation enjoys some popularity in electricity price
forecasting: See Ziel et al. [2015], Ziel [2016], Gaillard et al. [2016] and Ziel and Steinert
[2016], among others.
The elastic net can be seen as an augmented data lasso shrinkage with some ridge
elements. Like the lasso, the elastic net has automatic sparsity property for α ∈ (0, 1).
The lasso method does not perform well with highly correlated variables, which is why
we include the ridge penalty. The elastic net is applied by Uniejewski et al. [2016] in
the electricity price forecasting context. Their findings suggest that α = 0.5 is a good
choice for applications, so we apply it in this paper as well. We choose λ by 10-fold cross
validation.
We compare the results for the two estimation techniques. The elastic net provides
better forecasting results, so in estimating the second step the residuals are calculated via
the elastic net. In the second step residuals are estimated by maximum likelihood2 using
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. This algorithm is a quasi-
Newton method for non-linear optimization. In order to apply the maximum likelihood
estimation we need a log-likelihood function which changes depending on the structure of
the residuals assumed. That log-likelihood function is based on the assumed distribution
for each of the different models explained in Section 3.
Once all the parameters are estimated, off-peak and peak time series are simulated.
In our case we simulate H = 7 horizons and for each of horizon M = 16000 paths are
2In the ARX-IJ model ρ is estimated in a third stage as ρ = Cor(ǫd,1, ǫd,2)
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generated. All the simulations (sometimes called ensemble) can be seen as multivariate
probabilistic forecasts as they approximate well the underlying distribution of the fore-
casts. All relevant properties can be derived from these paths. It is possible to analyze
only the marginal properties of each predicted horizon. The estimation and simulation
process is repeated N = 731 times, as mentioned in Section 2, via a rolling window. The
first estimation is made using the first two years of the data, then the next H = 7 days
are forecast with M paths in each horizon. Then, the estimation sample is shifted one
day forward and the process is repeated.
5 Evaluation criteria
In this section we introduce the evaluation criteria used to asses probabilistic forecasting.
In total we use in total four different criteria: MAE, MSE, PB, and ES. We first explain
the scores that we use, then briefly introduce the DM test used to test whether differences
in forecasting performance are significant or not, taking the models in pairs. To compute
the DM test it is necessary to define a loss function. We therefore introduce each criterion
with the corresponding loss function.
For evaluating the point forecasts we consider the popular MAE and MSE measures.
The MAE is a strictly proper forecasting criterion for the median and the MSE a strictly
proper evaluation criterion for the mean, with ”strictly proper” here meaning that only
the perfect model minimizes the corresponding criterion. Therefore we define Ŷ medd,i as a
median forecast and Ŷd,i mean for day d and volatility series i derived from the sample
counterparts of the M simulated paths. The MAE and MSE are defined using the
absolute error (AE) and the squared error (SE). Thus, with
AEd,i = |Yd,i − Ŷ
med
d,i | (8)
SEd,i =
(
Yd,i − Ŷd,i
)2
(9)
we define
MAEi =
1
N
N∑
d=1
AEd,i (10)
MSEi =
1
N
N∑
d=1
SEd,i (11)
for i = 1, 2. Hence, we can evaluate the point forecasts for the off-peak and peak price
separately.
The two criteria introduced above are the most widely used in the literature, but we
are more interested in the marginal properties of the models, and so we use the PB.
The PB measures the distance on each quantile. Therefore, as for the median and
mean forecasts, we define Ŷd,q,i as a forecast for the q-quantile day d and time series i.
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We get these quantile forecasts by taking the sample quantile of our M simulated paths.
The pinball loss function is computed as follows,
PBd,q,i =
{
(1− q)(Ŷd,q,i − Yd,i), if Ŷd,q,i ≥ Yd,i
q(Yd,i − Ŷd,q,i), if Ŷd,q,i < Yd,i
for i = 1, 2, (12)
where q ∈ Q is a quantile, in our case Q = {Qq}q∈{1,...,K} = {0.01, 0.02, . . . , 0.99} with
K = 99. Ŷd,q,i stands for the estimated price of quantile q on day d and in time series i
and Yd,i is the observed value at day d and time series i. To calculate the PB of quantile
q, series i and N days, we proceed as follows:
PBq,i =
1
N
N∑
d=1
PBd,q,i for i = 1, 2 and q ∈ Q,
Thus the PB for N days it is computed by averaging across the Q quantiles,
PBi =
1
K
K∑
q=1
PBQq,i for i = 1, 2 and q ∈ Q,
where K is the number of quantiles. Note that if the distance in the quantile grid
Q converges to 0 then the PB converges to the probabilistic forecasting evaluation
measure CRPS (continuous ranked probability score), which is strictly proper with re-
spect to the (marginal) distribution of Yi. For further information on the PB score, see
Steinwart et al. [2011].
When applying PB we can observe all the marginal properties of the forecasts, given
that we can observe the forecasting performance of the different models in each quantile.
Therefore, the first criterion introduced in this section is merely a special case of PB
when q = 0.5. With this score we can compare how the different models capture spikes,
as we can analyze the behavior in the tails.
The last criterion that we use is the ES, which is a generalization of the CRPS. The
ES is the only score that takes into account the dependency structures. This score is
applied to all the variables at the same time in order to take in the correlation. In both
cases, in the modeling and evaluating we pay close attention to the dependency structure
as this is main contribution of our paper. The loss function of the ES is computed as
follows:
ESd =EDd +
1
2
EId (13)
EDd =
1
M
M∑
m=1
∥∥∥Y [m]d − Yd∥∥∥
2
EId =
1
M
M∑
m=1
∥∥∥Y [m]d − Y [m+1]d ∥∥∥
2
where Y
[M+1]
d = Y
[1]
d
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Y
[m]
d for m = 1, . . . ,M is the predicted m
th path of the multivariate data for day d. Our
estimator for the ES is based on Gneiting and Raftery [2007]. Equation (13) is the ES
for day d, thus the ES for N days is calculated as
ES =
1
N
N∑
d=1
ESd.
The next step is to check whether or not the differences between the forecasting
performances with each criterion are significantly different from zero. For the significance
test we use the DM test, which compares models in pairs. As mentioned above, we need
a loss function such as the ones written above to apply the DM test. Let Ld denote the
loss function of a certain model; the loss differential between models A and B is defined
as δd,A,B = Ld,A − Ld,B. The only that we need is that the loss differential must be
covariance stationary. To apply the DM test we compute
δ˜A,B
σ
δ˜A,B
∼ N1(0, 1)
where δ˜A,B =
1
N
∑N
d=1 δd,A,B and σδ˜A,B is the standard error which we estimate by
the corresponding sample counterpart. For further information on the DM test, see
Diebold and Mariano [2002] and Diebold [2015].
6 Results
In this section we assess the forecasting performance of each model, using the criteria
introduced in Section 5. Then, the DM test is applied to check whether the differences
between the models in pairs are significant or not3 for each criterion. The forecasting
horizon (H) is 7, which means that for each rolling window we get the forecasts for
the following 7 days. We call those horizons H1, . . . , H7 and the models are the ones
explained in Section 3. In order to make the tables easier to understand for the reader
we use different colors for the forecasting performance. The greener the color is the
smaller the error is within each horizon and the closer the color is to red the poorer the
performance is.
Table 2 shows the results for the MAE criterion for the two time series. As explained
above, this is a special case of the PB that compares performance on the median. As
observed in Table 2, the differences between the models are not too big: The only clear
result is that the performance of the ARX-OLS model is significantly poorer. Overall,
results for the ARX-GARCH and ARX-IJ can be said to be slightly better but, as
mentioned, the forecasts are not significantly better, and the DM test confirms this. It
is important to underline that a comparison between the OLS and elastic net estimation
methods reveals that the latter gives significantly better forecasting results.
3DM test results for all criteria and all horizons are available upon request.
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off-peak H1 H2 H3 H4 H5 H6 H7
ARX-OLS 4.117
(0.192)
5.519
(0.257)
5.92
(0.262)
6.112
(0.271)
6.215
(0.274)
6.284
(0.273)
6.321
(0.271)
ARX-enet 4.018
(0.193)
5.416
(0.253)
5.83
(0.26)
6.037
(0.267)
6.118
(0.27)
6.193
(0.27)
6.252
(0.269)
ARX-IJ 4.011
(0.193)
5.423
(0.254)
5.825
(0.262)
6.034
(0.268)
6.111
(0.271)
6.198
(0.271)
6.253
(0.269)
ARX-BiJ 4.03
(0.196)
5.419
(0.256)
5.795
(0.264)
6.017
(0.271)
6.118
(0.276)
6.222
(0.275)
6.271
(0.274)
ARX-BiJ-µd 4.033
(0.196)
5.429
(0.255)
5.806
(0.263)
6.041
(0.271)
6.113
(0.275)
6.224
(0.274)
6.27
(0.273)
ARX-GARCH 4.021
(0.195)
5.418
(0.253)
5.823
(0.26)
6.029
(0.267)
6.121
(0.271)
6.196
(0.27)
6.251
(0.269)
ARX-BiJ-µd-GARCH 4.049
(0.195)
5.46
(0.256)
5.876
(0.264)
6.119
(0.271)
6.199
(0.275)
6.319
(0.273)
6.344
(0.274)
peak
ARX-OLS 6.713
(0.3)
7.966
(0.344)
8.259
(0.351)
8.395
(0.364)
8.447
(0.37)
8.494
(0.372)
8.543
(0.374)
ARX-enet 6.542
(0.292)
7.825
(0.34)
8.136
(0.354)
8.272
(0.365)
8.344
(0.371)
8.398
(0.374)
8.49
(0.377)
ARX-IJ 6.522
(0.292)
7.843
(0.34)
8.128
(0.353)
8.268
(0.363)
8.34
(0.37)
8.408
(0.372)
8.501
(0.375)
ARX-BiJ 6.537
(0.292)
7.842
(0.338)
8.157
(0.351)
8.296
(0.361)
8.405
(0.368)
8.478
(0.37)
8.599
(0.372)
ARX-BiJ-µd 6.531
(0.292)
7.848
(0.34)
8.123
(0.353)
8.258
(0.363)
8.325
(0.371)
8.395
(0.372)
8.486
(0.374)
ARX-GARCH 6.515
(0.292)
7.817
(0.34)
8.12
(0.354)
8.272
(0.364)
8.344
(0.37)
8.416
(0.373)
8.495
(0.376)
ARX-BiJ-µd-GARCH 6.581
(0.294)
7.873
(0.34)
8.231
(0.352)
8.384
(0.359)
8.506
(0.366)
8.595
(0.367)
8.694
(0.371)
The main number is the mean of the MAE over the 731 rolling windows for both time series. The
number in brackets is the corresponding standard deviation.
Table 2: MAE
Table 3 shows the forecasting performance at the mean. A look at Table 3 and the
DM test suggests that bivariate jump structures are not effective in capturing mean
behavior, as the forecasting performance is poor according to the MSE criterion. At
the same time, this Table shows that the forecasts of the ARX-IJ are better than other
models and the DM test confirms that the differences are significant, with the exception
of H1, where the difference between ARX-IJ and ARX-enet is not significant for either of
the time series. This fact means that for the mean forecast it is important to introduce
jump structures but dependency structures are not highly relevant. The superiority of
the ARX-IJ forecasting performance becomes greater when the horizons are increased.
According to this criterion, elastic net forecasts are significantly better than the OLS
forecasts when a simple ARX model is simulated.
As shown in the previous section, the PB takes into account the whole distribution of
the forecast paths quantile by quantile. As shown in Table 4, in the case of the peak time
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off-peak H1 H2 H3 H4 H5 H6 H7
ARX-OLS 65.32
(7.26)
115.07
(11.88)
128.61
(13.1)
137.97
(13.33)
142.41
(13.55)
144.02
(13.42)
144.28
(13.24)
ARX-enet 65.66
(7.41)
111.75
(12.05)
124.43
(12.78)
132.63
(13.23)
135.88
(13.33)
137.52
(13.23)
138.4
(13.09)
ARX-IJ 65.55
(7.38)
110.53
(12.04)
123.18
(12.86)
130.73
(13.18)
133.92
(13.3)
135.59
(13.2)
136.44
(13.06)
ARX-BiJ 69.55
(7.71)
115.73
(12.11)
130.15
(12.98)
139.57
(13.31)
144.55
(13.47)
147.27
(13.31)
149.04
(13.21)
ARX-BiJ-µd 69.42
(7.75)
115.58
(12.16)
129.69
(12.92)
139.07
(13.32)
143.7
(13.47)
146.78
(13.32)
149.27
(13.18)
ARX-GARCH 66.34
(7.68)
111.84
(12.02)
125.11
(12.89)
132.88
(13.2)
136.93
(13.37)
138.82
(13.23)
139.74
(13.11)
ARX-BiJ-µd-GARCH 68.37
(7.64)
115.84
(12.2)
131.71
(12.92)
142.74
(13.36)
149.05
(13.42)
154.46
(13.3)
159.47
(13.22)
peak
ARX-OLS 162.56
(14.32)
221.05
(17.02)
239.02
(17.72)
253.97
(18.75)
261.68
(19.18)
264.97
(19.15)
268.75
(19.26)
ARX-enet 158.29
(13.23)
216.83
(16.66)
236.83
(17.82)
249.23
(18.72)
256.19
(18.9)
260.04
(19.24)
264.58
(19.33)
ARX-IJ 157.89
(13.18)
214.31
(16.66)
232.11
(17.8)
242.94
(18.52)
249.74
(18.87)
253.17
(19.04)
258.14
(19.09)
ARX-BiJ 176.66
(13.39)
236.05
(16.77)
256.09
(17.91)
268.99
(18.69)
278.19
(19.2)
283.17
(19.23)
290
(19.28)
ARX-BiJ-µd 174.97
(13.45)
233.05
(16.86)
250.93
(18.01)
262.24
(18.79)
269.6
(19.37)
273.2
(19.28)
278.22
(19.23)
ARX-GARCH 158.23
(13.31)
218.01
(16.7)
239.71
(17.9)
253.37
(18.68)
261.71
(19)
266.64
(19.09)
272.81
(19.27)
ARX-BiJ-µd-GARCH 179.11
(13.81)
244.84
(17.2)
272.05
(18.44)
292.09
(19.25)
308.64
(19.9)
320.4
(20.47)
337.77
(21.53)
The main number is the mean of the MSE over the 731 rolling windows for both time series. The
number in brackets is the corresponding standard deviation.
Table 3: MSE
series the ARX-BiJ-µd models forecast outperforms the other models except in one case
( in H2 the PB of the ARX-BiJ model is lower). On the other hand, in the off-peak series
that the for the first horizons the ARX-BiJ forecasts are seen to be the best, but after the
6th horizon the ARX-enet has the best forecasting performance. This is curious because
the ARX-enet does not take into account heavy tails and a model with jumps would
be expected to capture tail behavior more efficiently. However, it must be underlined
that the differences between these models are not significant according to the DM test.
The DM test only concludes that in both time series the forecasting performance is
significantly poorer for the ARX-OLS and the ARX-BiJ-µd-GARCH models. As with
the MAE and MSE criteria, with the PB score the elastic net estimation method provides
better forecasts than the OLS .
Figure 3 shows PB(model) − PB(OLS) for the first forecast horizon quantile by
quantile, so all the models are compared to the ARX-OLS. Focusing on the model ARX-
BiJ-µd-GARCH, which is the most complex, it can be observed that it is the best model
in the first and the last quantiles, but in the middle quantiles it has the worst forecasting
15
off-peak H1 H2 H3 H4 H5 H6 H7
ARX-OLS 1.582
(0.01)
2.119
(0.013)
2.249
(0.013)
2.32
(0.013)
2.359
(0.014)
2.381
(0.013)
2.379
(0.013)
ARX-enet 1.552
(0.01)
2.073
(0.013)
2.218
(0.013)
2.288
(0.013)
2.322
(0.013)
2.349
(0.013)
2.357
(0.013)
ARX-IJ 1.553
(0.01)
2.082
(0.013)
2.227
(0.013)
2.294
(0.014)
2.333
(0.014)
2.359
(0.014)
2.367
(0.014)
ARX-BiJ 1.549
(0.01)
2.072
(0.013)
2.21
(0.013)
2.284
(0.014)
2.323
(0.014)
2.353
(0.014)
2.362
(0.014)
ARX-BiJ-µd 1.55
(0.01)
2.074
(0.013)
2.215
(0.013)
2.291
(0.014)
2.323
(0.014)
2.353
(0.014)
2.364
(0.014)
ARX-GARCH 1.555
(0.01)
2.074
(0.013)
2.218
(0.013)
2.289
(0.013)
2.33
(0.014)
2.356
(0.014)
2.366
(0.014)
ARX-BiJ-µd-GARCH 1.552
(0.01)
2.095
(0.013)
2.249
(0.013)
2.329
(0.014)
2.368
(0.014)
2.406
(0.014)
2.417
(0.014)
peak
ARX-OLS 2.565
(0.015)
3.046
(0.017)
3.153
(0.017)
3.22
(0.018)
3.26
(0.018)
3.278
(0.018)
3.298
(0.018)
ARX-enet 2.504
(0.014)
2.991
(0.017)
3.124
(0.017)
3.188
(0.018)
3.234
(0.018)
3.257
(0.018)
3.294
(0.018)
ARX-IJ 2.513
(0.015)
3.01
(0.017)
3.13
(0.018)
3.189
(0.018)
3.234
(0.019)
3.26
(0.019)
3.298
(0.019)
ARX-BiJ 2.494
(0.015)
2.985
(0.017)
3.118
(0.018)
3.177
(0.018)
3.23
(0.018)
3.259
(0.018)
3.303
(0.019)
ARX-BiJ-µd 2.492
(0.015)
2.988
(0.017)
3.108
(0.018)
3.169
(0.018)
3.208
(0.018)
3.239
(0.019)
3.273
(0.019)
ARX-GARCH 2.498
(0.014)
2.987
(0.017)
3.119
(0.017)
3.184
(0.018)
3.229
(0.018)
3.256
(0.018)
3.292
(0.018)
ARX-BiJ-µd-GARCH 2.532
(0.015)
3.053
(0.017)
3.195
(0.018)
3.269
(0.019)
3.328
(0.019)
3.361
(0.019)
3.397
(0.019)
The main number is the mean of the Pinball score within the 99 quantiles for each of the 731 rolling
windows. The number in brackets is the corresponding standard deviation.
Table 4: Pinball score
results. This is even more pronounced for the peak time series. The behavior of the
forecasts with ARX-BiJ-µd and ARX-BiJ models is similar in the two cases. In the off-
peak time series it is observed that in the middle quantiles the forecasting performance
is the best for the ARX-enet and the ARX-GARCH.
So far we have distinguished between the two time series because dependencies are
not taken into account in the criteria mentioned above. It is observed for the three
previous criteria that the off-peak time series has a lower error term, which means that
forecasts are more accurate according to all three criteria. The next score takes into
account dependency structures, which are the key feature of this paper.
Table 5 shows the ES for our seven models and our seven horizons. It is observed that
the best forecasts are made by the ARX-BiJ-µd, which makes sense given that it takes
dependency structure, assuming bivariate jump occurrence, into account. One would
expect the ARX-BiJ-µd-GARCH to capture all features of the time series better but it
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Figure 3: Performance on each quantile for first horizon
H1 H2 H3 H4 H5 H6 H7
ARX-OLS 731.46
(24.12)
932.9
(29.28)
1000.6
(30.09)
1036.75
(31.26)
1056.79
(31.56)
1069.21
(31.46)
1078.45
(31.29)
ARX-enet 731.44
(23.85)
922.89
(29.43)
988.47
(30.41)
1020.57
(31.61)
1038.11
(31.9)
1050.09
(31.93)
1062.48
(31.98)
ARX-IJ 638.33
(23.72)
806.99
(29.32)
864.44
(30.4)
891.4
(31.4)
907.72
(31.72)
919.05
(31.72)
928.85
(31.71)
ARX-BiJ 588.11
(23.84)
747.49
(29.04)
807.22
(30)
839.12
(30.9)
860.91
(31.26)
875.71
(31.2)
887.44
(31.13)
ARX-BiJ-µd 583.19
(23.92)
735.43
(29.14)
789.13
(30.2)
816.7
(31.15)
833.62
(31.59)
845.63
(31.47)
855.38
(31.3)
ARX-GARCH 729.66
(24.05)
917.93
(29.31)
983.39
(30.39)
1013.91
(31.28)
1033.36
(31.64)
1046.18
(31.61)
1058.63
(31.56)
ARX-BiJ-µd-GARCH 614.33
(24.03)
786.33
(29.34)
855.12
(30.07)
895.34
(30.85)
924.59
(31.14)
948.82
(31.06)
968.25
(31.17)
The main number is the mean of the ES across the 731 rolling windows for each model and each horizon.
The number in brackets is the corresponding standard deviation.
Table 5: Energy score
may the case that as there are too many parameters to estimate: With our starting values
we have hit a local maximum4. Another reason could be structural breaks in the dataset,
leading to poor forecasting performance. In Table 5 it is observed that the models with
bivariate jumps generally provide better forecasts with this criterion, which means that
4Other starting values could be used but this would greatly increase a lot the computation time.
As 731 estimations are made in total, increasing the number of starting values would make estimation
infeasible.
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the dependency structures are properly included by considering bivariate jumps. This is
an interesting results as our goal in including bivariate jumps is to improve the widely
used MRJD process.
Models 1 2 3 4 5 6 7
1 0
(0.502)
25.02
(>0.999)
32.58
(>0.999)
34.83
(>0.999)
0.47
(0.68)
24.39
(>0.999)
2 0
(0.498)
54.72
(>0.999)
61.92
(>0.999)
66.52
(>0.999)
1.71
(0.956)
36.46
(>0.999)
3 −25.02
(<0.001)
−54.72
(<0.001)
30.9
(>0.999)
34.53
(>0.999)
−50.4
(<0.001)
8.48
(>0.999)
4 −32.58
(<0.001)
−61.92
(<0.001)
−30.9
(<0.001)
5.46
(>0.999)
−65.69
(<0.001)
−9.89
(<0.001)
5 −34.83
(<0.001)
−66.52
(<0.001)
−34.53
(<0.001)
−5.46
(<0.001)
−69.43
(<0.001)
−11.85
(<0.001)
6 −0.47
(0.32)
−1.71
(0.044)
50.4
(>0.999)
65.69
(>0.999)
69.43
(>0.999)
35.82
(>0.999)
7 −24.39
(<0.001)
−36.46
(<0.001)
−8.48
(<0.001)
9.89
(>0.999)
11.85
(>0.999)
−35.82
(<0.001)
Diebold Mariano test for the energy score and the first horizon. The main number is the t-statistic
value, with the corresponding p-value in brackets. Models 1 to 7 are ARX-OLS, ARX-enet, ARX-IJ,
ARX-BiJ, ARX-BiJ-µd, ARX-GARCH and ARX-BiJ-µd-GARCH, respectively.
Table 6: Diebold-Mariano for Energy score
As can be observed in Table 6, with ES it is not possible to distinguish between the
OLS and enet estimation methods, while with the other three criteria the elastic net
estimation method procures significantly better forecasting performance. We observe
that the ARX-BiJ-µd model provides significantly better forecasts than the other models,
followed by ARX-BiJ. As already noted, according to the ES criterion models with
bivariate jumps offer significantly better results, which means that our adjustment on
the jump diffusion models helps to capture the dependencies efficiently. It is clear that
according to this score the assumption of no constant mean of the jump helps in the
forecasting accuracy. This improvement was less clear with the other criteria. The
forecasting performance of the ARX-GARCH model is weaker than expected. This
could be because CCC-GARCH structures are more focused on symmetric effects.
7 Conclusion
Proper modeling and forecasting in electricity markets is crucial for all participants. In
this paper we focus on off-peak and peak time series. These are the time series traded on
a share of futures markets, so it is really important to have accurate forecasts in order
to adjust the trading position.
Our goal in this paper is to include proper dependency structure in bivariate analysis.
We believe that it is highly relevant for the forecasts to preserve the correlation structure
from the original time series. In the literature, so far, MRJD models have been applied to
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time series assuming independence between them. Our approach is to include bivariate
jump occurrences in the MRJD model. We then need to asses whether these correlation
structures have been properly included or not. To that end, we need a criterion which
takes dependencies into account. In our case we use the ES, but this is not the only
criterion we apply: We also use the MAE, MSE, and the PB. Additionally, we apply the
DM test to compare the models in pairs for each horizon.
We observe that models with bivariate jumps do not forecast better according to the
MAE and MSE criteria. However, with the PB criterion, where the distribution of the
forecasts is assessed, the performance is slightly better when a bivariate jump structure
is considered in the model. When we focus on the ES score we observe that models
with correlated jumps perform significantly better those without them. Nonetheless,
the most complex model, which features bivariate jumps, no constant jump size, and
CCC-GARCH structure, does not outperform the forecasts of the same model without
CCC-GARCH. We assume that this happens because there are too many parameters to
estimate in the second step and the optimal value is a local maximum, or that there are
structural breaks in the data set which lead to poor performance.
For further research it might interesting to develop dependency structure models
considering hourly data and conduct a multivariate analysis with 24 variables. The
problem with 24 variables is that the number of parameters to be estimated increases
by too much.
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