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 A computational investigation was performed to investigate the capabilities and 
limitations of the “large eddy simulation” (LES) turbulence model for a two-dimensional, 
melt-blowing flow field.  For computational ease, the simulations were performed with 
incompressible and isothermal conditions.  The internal flow channels of the melt-
blowing die were modeled with a steady-state, k-Epsilon turbulence model.  Velocity 
profiles were extracted from the channel exits and implemented as the inlet boundary 
conditions for the LES simulation of the free flow region.  For parametric study, the 
simulations were carried out using two different jet angles of 30º and 60º.  Both time-
averaged and time-dependent data were recorded for analysis.  Time-averaged results 
were used to determine if LES produced a realistic average flow field.  Time-dependent 
results were used to determine if LES captured the large, vortex structures that dominate 
the motion of melt-blown fibers.  Finally, a separate LES run was conducted to compare 
the average flow field with experimental measurements. 
 The time-averaged velocity plots indicated that the 60º jets produced a higher 
centerline velocity than the 30º jets.  The 60º jets also produced more frequent velocity 
fluctuations than the 30º jets beyond the one-inch downstream position from the die.  The 
LES model predicted a mean flow field that compared well with experimental data in 
regions close to the die (less than 2-3 cm).  However, the model became much less 
accurate further downstream.  Overall, the LES model seemed to expand the jet profile 
away from the centerline much sooner than shown by experiments.  An animation of the 
 v
velocity field indicated that significant errors were caused by the boundary conditions.  
The flow field was filled with unorganized, vortex structures, which often traveled in 
pairs.  The lack of numerical information beyond the boundaries caused these vortex 
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 Melt-blowing is a process in which high-velocity streams of air impinge upon 
molten strands of polymer to produce very fine filaments.  In this process, polymer 
pellets are heated and extruded through a small orifice located between two converging 
air jets.  The momentum of the high-velocity jets transports the molten polymer to a 
collection drum.  The resulting nonwoven fabrics are used for high-performance filters, 
medical garments, and insulating materials.   
 Most of the airflows involved in nonwoven fabric manufacturing are highly 
turbulent.  Although the time-averaged flow field information is very valuable for many 
applications, such as the fiber-cooling rate, the time-dependent, unsteady character of the 
flow field plays an important role in determining the uniformity of the fiber lay-down 
process.  The presence of turbulence causes numerous undesired effects such as 
entanglement between fibers near the head of the die [1].  These defects in fiber quality, 
known to cause the web defect “shot” [2], are the motivating factor to investigate the 
turbulent structures at hand.  A majority of our knowledge of the melt-blowing velocity 
field comes from experimental studies.  In these studies, a cylindrical-impact Pitot tube is 
often used to measure average velocities at different distances from the die.  Other 
techniques, such as laser Doppler velocimetry and hot wire anemometry, can provide all 
three of the vector components of the velocity field.  Unfortunately, these techniques 
present difficulties in making measurements very close to the die [1].   
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 Apart from the difficulty of making measurements for all components of the 
velocity field and in the region close to the die, experimental setups must be changed 
manually for testing different die geometries.  This testing is performed in order to 
predict effects that different die designs have on the mean flow field and on the 
turbulence fluctuation at the die centerline.  These two factors affect the efficiency of the 
melt-blowing process [3].  A high mean air velocity in the centerline is desirable because 
high air velocity provides high drag on the fiber, and, thus, rapid fiber attenuation [4].  In 
contrast, turbulence viscosity fluctuations should be as small as possible to avoid 
instabilities in the formation of the polymer thread [1].  Unfortunately, this type of testing 
requires a considerable time commitment along with substantial manufacturing costs.  
One of the motivations of using computational fluid dynamics (CFD) to investigate the 
flow field below a dual jet is to test different jet geometries without the time and financial 
commitment of actually manufacturing these structures. 
 Most CFD codes presently used for high-Reynolds-number flows are based on 
Reynold-Averaged Navier-Stokes (RANS) equations together with a turbulence model.  
Although RANS correctly predicts the mean flow in many cases, it often fails when 
facing more complex flows.  Moreover, RANS is not appropriate when unsteady flow 
features dominate the flow [5], [6].  On the other hand, direct numerical simulation 
(DNS), in which all flow scales are properly resolved, is usually too computationally 
expensive for most practical engineering flow problems.  A promising alternative model 
is called “large eddy simulation” (LES) [7], in which only large-scale motions are 
resolved explicitly, while the effect of the small, unresolved eddies are modeled with a 
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sub-grid turbulence model.  The origin of LES comes from meteorology, where the 
modeling of large-scale motion is used to predict weather patterns and to simulate the 
turbulent phenomena between tall city buildings.  Today, LES is applied to numerous 
complex flows with a good degree of success. 
 In the present study, a computational investigation is conducted in which LES is 
used to model the large-scale turbulent structures that dominate a melt-blowing flow 
field.  This investigation is performed using FLUENT, a world-renowned supplier of 
CFD software.  As far as the melt-blowing process is concerned, this software is capable 
of modeling three-dimensional eddy structures as well as a multiphase model of the 
molten polymer.  However, such complexities are not considered in the present study.  
Instead, a two-dimensional LES model is used to simulate the turbulence of two 
converging jets, for an incompressible and isothermal condition.  Only the airflow 
characteristics are studied; therefore, the presence of a molten fiber is not included in the 




 The following is a list of the major objectives that were addressed during this 
research: 
• use an incompressible, isothermal, LES model to simulate the 
vortical structures caused by converging jets 
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• examine the time-averaged velocity field for jets converged at 
angles of 30° and 60°. 
• examine the time-dependent, centerline velocity fluctuations for 
jets converged at angles of 30° and 60°. 
• compare the normalized, mean velocity field between the LES 







 The melt-blowing process has been studied experimentally since the 1950’s.  
However, with the constant evolution of computing capabilities, CFD has become a 
valuable tool in the recent research of this topic.  For many practical turbulent flows, the 
Reynolds-Averaged Navier-Stokes (RANS) method has proven to be a useful tool.  
RANS simulations have shown good results in standard applications, such as turbulent 
channel flows.  For the particular case of a melt-blowing die, Krutka et al., [1] used a k-
epsilon RANS model to investigate the different merging zones of the converging jets.  In 
their study, they found that there are three distinct merging zones after the jets left the die 
face.  The first zone, which was immediately below the die, exhibited two separate jets 
from each air slot.  In the second zone, the jets began to merge together, but there were 
still two separate local maxima of velocity.  Finally, in the third zone, the two jets 
completely merged together into a single jet.  As a verification study, Hatcher [5] was 
able to reproduce these results using the same RANS model.  Unfortunately, when 
applied to more complex or unsteady flows, the RANS models have demonstrated 
significant limitations.  Moin et al., [8] had difficulties in predicting flow separations 
because the turbulence model was not able to take complex vortical motions into account.  
Both Hatcher [5] and Grald [6] experienced time-dependency problems with the RANS 
method, and were unable to reproduce any realistic turbulent unsteadiness in their 
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simulations.  Not only were the RANS methods unable to capture unsteady, vortex 
structures, but also they resulted in overly dissipative average flow fields [6].   
 The most detailed analysis of turbulent flows has been performed using Direct 
Numerical Simulations (DNS), with a very fine mesh to resolve even the smallest scales 
of motion associated with the physical situation. DNS has been successfully used in the 
past few years to study transitional and turbulent physics in various simple flow problems 
[9].  Unfortunately, the grid requirements to resolve all the scales of turbulent motion 
were too computationally expensive to apply DNS to all but the simplest, practical 
engineering flows. 
 Recently, Large Eddy Simulation (LES) has become the effective intermediate 
approach between DNS and RANS.  The idea behind the development of LES was to 
resolve only the large-scale, turbulent structures and to model the small-scale movement 
with a Sub-Grid Scale (SGS) model.  LES has proven to simulate flow features that 
cannot be handled with RANS, such as significant flow unsteadiness and vortex-acoustic 
couplings [10].  In the past few years, several studies have been performed to determine 
the accuracy and limitations of the LES model for free shear flows [11], [12], [13], [14].  
In 2001, Balaras et al., [15] examined the effect of initial conditions and the size of the 
computational box on the turbulent statistics and structures in free shear flows.  Their 
findings indicated that both the initial conditions and size of the computational domain 
had a substantial effect on the shape and evolution of the large eddy structures.  Other 
studies have been conducted to investigate the performance of LES in wall-bounded 
flows.  Unlike in free shear flows, where the dependency of the SGS model was shown to 
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be weak, the dynamics of wall-bounded flows seemed to rely heavily on the small-scale 
motions near the wall [10], [16]. These studies have shown that the grid resolution plays 
a significant role in predicting shear stresses in the near-wall region [14], [17], [18].  In 
fact, Alin et al., [17] concluded that better SGS models were required to predict drag 
forces in high-Reynolds-number flows.  These issues increased the development of new 
techniques, which are aimed to combine the LES and RANS methods.  
 In the most recent research, the concept of a hybrid RANS/LES method has been 
studied extensively [8], [19], [20], [21].  In the development of the RANS/LES method, 
practical engineering flows were broken up into simple and complex regions.  The RANS 
method was used to model simple flow regions, while the LES method solved the more 
complex flow regions.  Recently, this hybrid method has been applied to turbo jet engines 
[8].  In this type of modeling, the RANS model was applied to the compressor and 
turbine, where flow remained mostly attached to the blades.  On the other hand, LES was 
used to model flow in the combustor, which was characterized by detached flow, 
chemical reactions, and fuel sprays.   
 It seems that the LES or hybrid RANS/LES models are suitable to simulate the 
free shear, turbulent flow downstream of a melt-blown die.  Grald [6], an employee of 
FLUENT Inc., demonstrated how FLUENT software was capable of using LES to 
capture significant flow features in the melt-blown fabric manufacturing process.  In his 
report, several graphical results were presented to illustrate the vortex structures that were 
caused by the convergent jet geometry.  Unfortunately, Grald made no attempt to validate 
his results with experimental data.  Moreover, virtually no other investigation of this kind 
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could be located from literature in the public domain.  This lack of research is the 
motivation behind the present study, in which an LES model is used for parametric 







Fluent Inc. is known as one of the world-leading producers of computational fluid 
dynamics (CFD) software.  This type of software enables engineers and designers to 
simulate fluid flow, heat and mass transfer, and the related phenomena of turbulent, 
reacting, and multiphase flow.  The CFD package used in this investigation includes two 
programs: GAMBIT 2.2 and FLUENT 6.2.  GAMBIT provides all the necessary tools to 
create the geometry of the simulation model, while FLUENT performs all the 
computational and post-processing tasks.   
 FLUENT has several components to deal with various aspects of fluid flow.  
Some components of particular importance to this study include the boundary conditions.  
With any CFD simulation, it is crucial to implement boundary conditions that resemble 
the nature of the physical flow being modeled.  Second, and equally important to this 
study, are the calculation procedures used to model turbulence.  In this case, FLUENT 
offers several choices for turbulence modeling. Therefore, the user must investigate 
which models are appropriate to obtain the desired results in the simulation.   
This chapter provides brief explanations of the boundaries and turbulence models 
that were used throughout this investigation.  The calculation procedures are included 






 This section provides a brief description of each boundary condition utilized in 
the present study.  It is important to choose boundary types that are relevant to the 
physical situations that are being modeled.  If a poor choice of boundary type is used, the 
solutions may converge to incorrect or non-physical results, if they converge at all.  
FLUENT offers a description and the calculation procedure at each of its boundary types 
so that the user can make an intelligent choice before modeling a flow [22]. The 
boundary types used in this study include pressure inlets, velocity inlets, pressure outlets, 
and walls.   
 
Pressure Inlet 
Pressure inlet boundary conditions are used to define the stagnation pressure at 
flow inlets, along with all other scalar properties of the flow.  They are useful when the 
inlet pressure is known but the flow rate and/or velocity is not known.  This situation 
arises in many practical situations, and a melt-blowing die is an example where pressure 
is the controlled, independent variable.  Pressure inlets are suitable for both 
incompressible and compressible flows, but the calculation procedures are different.  For 
incompressible flow, the stagnation pressure po and static pressure ps are related using a 
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where ρ is the density, u is the velocity magnitude.  Using the resulting velocity 
magnitude calculated from Equation 3.1 and the direction vector assigned by the user, the 
velocity components ( y , uux
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For incompressible flows, density at the inlet plane is kept constant and the stagnation 
temperature is equal to static temperature. 
When modeling compressible flows, the isentropic relations for an ideal gas are 
applied to relate total pressure, static pressure and velocity at a pressure inlet boundary.  
First, the Mach number is calculated using Equation 3.3, with γ  as the ratio of specific 
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The velocity magnitude of the fluid at the inlet plane is calculated from the Mach number 
by Equation 3.4. 
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sγ RT
u M =       3.4 
 
Then the velocity components are derived from the direction vector entered by the user.    






p ρ =       3.5 
 
where static temperature sT  is computed from the user’s input of stagnation temperature 
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The mass flow rate is calculated as shown in Equation 3.2. 
 
Velocity Inlet 
Velocity inlet boundary conditions are used to define the flow velocity, along 
with all relevant scalar properties of the flow, at flow inlets.  The stagnation properties of 
the flow are not fixed, so they will rise to whatever value is necessary to provide the 
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prescribed velocity distribution.  This boundary condition is intended for incompressible 
flows, and its use in compressible flows may lead to a nonphysical result because it 
allows stagnation conditions to float to any level.  The mass flow rate of the cell faces 
adjacent to the velocity inlet is calculated using Equation 3.2.  The density and 
temperature at the inlet plane are kept constant. 
 
Pressure Outlet 
Pressure outlet boundary conditions require the specification of a static pressure at 
the outlet boundary. All other flow quantities are extrapolated from the interior.  The 
value of the specified static pressure is used only while the flow is subsonic. If the flow 
becomes locally supersonic, the specified pressure will be ignored, and instead will be 
extrapolated from the cells neighboring the boundary.  A set of "backflow'' conditions, 
such as stagnation temperature and turbulence intensity, is also specified for flow 
entering the computational domain through the pressure outlet.  
 
Wall 
 Wall boundary conditions are used to bind fluids with a solid region.  The user is 
asked to specify several different variables such as wall movement, thermal conditions, 
shear conditions, and wall roughness.  The default settings state that the wall is 
stationary; no form of energy is transferred through the face of a wall; a no-slip condition 





It is an unfortunate fact that no single turbulence model is universally appropriate 
for all classes of fluid flow problems.  The choice of turbulence model depends on 
considerations such as the physics encompassed in the flow, the level of accuracy 
required, the available computational resources, and the amount of time available for the 
simulation.  To make the most appropriate choice of model for an application, one must 
understand the capabilities and limitations of the various options.    
The purpose of this section is to give an overview of the turbulence models used 
in this investigation.  For mean turbulent quantities, the k-epsilon model is fairly accurate 
and does not require extensive computational resources.  However, to capture the 
unsteady, vortex phenomenon that occurs in turbulent flow with large-scale structures, 
the large eddy simulation is better.  Although this method requires much more 




The k-ε model is a semi-empirical, two-equation model based on transport 
equations for turbulence kinetic energy k and its dissipation rate ε [23].  These equations 
exist under the assumption that the flow is fully turbulent and that effects of molecular 
viscosity are negligible.  The model transport equation for k is an exact derivation of the 
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momentum equation, while the transport equation for ε is based more on physical 
reasoning.  In FLUENT, k and ε are calculated from the following equations: 
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In these equations, Gk represents the generation of turbulence kinetic energy due to the 
mean velocity gradients, and µt is the turbulent "eddy" viscosity.  These two variables are 









′′−= ρ      3.9 
    
ε
ρµ µ
2kCt =       3.10 
 
 The five empirical constants embedded in these relations have the following default 
values: 
 
44.11 =εC  92.12 =εC  09.0=µC  00.1=kσ  30.1=εσ  
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Although this model works reasonably well for most wall-bounded flows, it is 
known to be overly dissipative with free-flowing turbulent flows.  When computational 
resources aren’t a limiting factor and a more accurate depiction of turbulent unsteadiness 
is desired, FLUENT offers the Large Eddy Simulation model. 
 
Large Eddy Simulation 
A common conclusion of the self-similarity theory, proposed by Andrei 
Kolmogorov in 1941, is that large eddies are dependent on flow geometry, while smaller 
eddies are self-similar and have a universal behavior.  For this reason, the current practice 
in computational analysis of turbulent flows involves solving only the large eddies 
explicitly and using a universal model for the smaller eddies.  This type of analysis is 
called Large Eddy Simulation (LES).  LES provides an approach in which large eddies 
are resolved in a time-dependent simulation using filtered Navier-Stokes equations.  The 
filter is essentially a mathematical manipulation of the exact Navier-Stokes equations to 
remove the eddies that are smaller than the size of the filter, which is usually taken as the 
mesh size.  As with other modeling approaches, the filtering process creates an additional 
sub-grid scale stress term, which is modeled using a sub-grid scale (SGS) model.  The 
most commonly used SGS model is the Dynamic Smagorinsky-Lilly model [24], which 
compensates for the unresolved turbulent scales through the addition of an “eddy 
viscosity” into the governing equations. 
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where the SGS stress τij is defined as  
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where µt is the SGS turbulent “eddy” viscosity, and Sij is the rate-of-strain tensor for the 
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Using the Smagorinsky-Lilly model, the turbulent viscosity is modeled by 
 
ijijst SSL
~~22ρµ =      3.20 
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In this equation, Ls is the mixing length, and is computed using 
 
( )31,min VCdL ss κ=      3.21 
 
where κ is the von the volume of the cell, and Cs is the Smagorinsky constant.  By 
default, FLUENT uses a value of 0.1 for the Smagorinsky constant.  However, since this 
value is not universal for all flows, the constant Cs can be dynamically computed based 
on the information provided by the resolved scales of motion.  This method of computing 





 This chapter describes the steps that were required to develop an adequate LES 
model for simulating the turbulent flow of two convergent jets.  This chapter is broken 
into five major sections.  The first three sections contain the preliminary steps of the 
computational tests entitled: (1) Preliminary LES Trial, (2) LES With 2-Inch Channels, 
and (3) Channel Study.  The first section discusses an attempt to repeat the results of a 
previous study, “Performance Analysis of Melt-blown Dies Using Computational Fluid 
Dynamics,” which was published by Eric Grald of FLUENT Inc [6].  The second and 
third sections discuss the evolution of the computational model as it was applied to the 
typical geometry and operating conditions used at the University of Tennessee.  These 
sections discuss the problems that were encountered with LES and include supplemental 
research to support the changes made during this process.  The last two sections contain 
the final procedures for this investigation that yielded results.  These sections are: (4) 
LES With Removed Channels, and (5) CFD Comparison With Experimental 
Measurements.  It should be noted that in this chapter and all following chapters, all uses 






Preliminary LES Trial 
 
In order to gain confidence with FLUENT, an attempt was made to reproduce the 
results obtained by Eric Grald [6] from his paper entitled “Performance Analysis of Melt-
Blown Dies Using Computational Fluid Dynamics.”  In his report, Grald demonstrated 
how the LES model could be used to capture the unsteady, turbulent phenomenon that is 
associated with melt-blown dies.  The model geometry and procedure in his report was 
very similar to the expected geometry and procedure of this study.  Exact numerical 
results from the report were not available for comparison, nor were they necessary.  
Instead, graphical comparisons were made using temperature contour plots produced in 
FLUENT.   
 The geometry used in Grald’s report was replicated with only a few, minor 
deviations to simplify the meshing procedure.  As shown in Figure 4.1, the die exit face 
was created flush with the sidewalls.  In contrast, Grald’s die face had an outset distance 
of 0.0127 cm beyond the sidewalls.  Secondly, the flow domain was created as a perfect 
rectangle, whereas Grald used a truncated flow domain so that the domain width 
increased linearly with the downstream position.  A comparison between the two grids is 
shown in Figure 4.2, where each boundary is labeled with pressure inlet (PI), pressure 
outlet (PO), or wall (W).  All other settings in FLUENT were set to match Grald’s 
simulation exactly. 
 The LES model was allowed to run for 100,000 time steps, with each time step 
equaling one microsecond.  This allowed time for the simulation results to become  
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Figure 4.1 Geometric layout of the channel exits with dimensions given to
illustrate the difference between die face outset in Grald [6] and










de =  0.005 cm 
dg =  0.038 cm 
dl = 0.650 cm 
ds = 0.0127 cm 




Figure 4.2 Geometric layout of the grid boundaries to contrast the truncated
domain from Grald [6] with the simplified rectangular domain
used for comparison.  Boundaries are abbreviated as:  pressure




















independent of the initial, numerical transients, and for the flow to reach a statistically 
steady, turbulent state.  As shown in Figure 4.3, the reproduced temperature contour 
showed vortices forming closer to the die exit than in Grald’s results.  Further 
downstream, the swirling nature and sizes of the vortex structures was comparable 
between the two contours.  For the purpose of this study, it was neither necessary nor 
possible to achieve Grald’s results exactly for some random snapshot of time.   The 
random, sporadically located vortices were enough to indicate that the LES model was 
capable of producing the turbulent phenomenon present in the flow.  Therefore, it seemed 
that the FLUENT model was set up properly, and that the software could be applied to 
the current study with some confidence. 
 
 
LES With 2-Inch Channels 
 
At the University of Tennessee, several different experimental configurations for 
the melt-blown die geometry have been used in past research [2], [4].  Some of the 
attachments were even adjustable so that the channel widths could be changed to the 
user’s preference.  For this initial computational study, the geometry of the air channels 
was created using dimensions that were typical of those used in industry.  Specifically, 
the channels were given a total length of two inches, a width of 0.013 inches, and an 
included angle of 30°.  The downstream flow domain consisted of a rectangular shape 
with a width of 0.75 inches and a length of 1.5 inches.  An illustration of the channels and 
the flow domain is shown in Figure 4.4.  Inside the channels, the mesh was spaced evenly  
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Figure 4.3 Comparison between the temperature contours from Grald [6] and
a simulation performed with matching conditions.  
Grald’s temperature contour Reproduced temperature contour
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Figure 4.4 Geometric layout of the computational grid used for the 2-inch
channel run. 
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such that ten cells spanned the width of the channel exit plane.  The mesh of the flow 
domain was spaced to provide a smooth transition at the channel exit, however, each 
consecutive node spacing increased by 5% in the x-directions and 0.5% in the y-
directions toward the pressure outlets.  A magnified view of the mesh spacing at the 
channel exits is shown in Figure 4.5.  The completely meshed geometry consisted of 
89,000 nodes in all, with 30,000 nodes located inside the channels and 59,000 nodes 
located in the flow domain.   
In the previous section, the inlet boundary conditions were set to simulate typical 
pressures and temperatures of air in the melt-blowing process.  However, while this 
computational study was being performed, melt-blowing experiments at the University of 
Tennessee were being conducted at room temperature.  An attempt was made to match 
these conditions in FLUENT for future comparisons between the CFD results and the 
laboratory measurements.  Since the air was being blown at room temperature, the effects 
of temperature gradient were reduced significantly.  Because of the computational effort 
involved, it was beneficial to turn off the energy equation completely, instead of 
specifying the inlet boundary temperature to be 298 K.  To further simplify the 
calculations in FLUENT, the inlet pressure boundary was set to 2 psig, which was low 
enough to maintain incompressible flow inside the channels.  This eliminated the need to 
calculate density from the ideal gas law, allowing it to be held constant at 1.225 kg/m3.   
Once the boundary conditions were set, the steady k-epsilon model was used to 
provide an initial flow field for the LES model.  After approximately 800 iterations, the 
k-epsilon model converged to a steady solution, and the LES model was set to run for  
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Figure 4.5 Magnified view of mesh spacing near the channel exits from the




100,000 time steps of one microsecond each in batch mode (APPENDIX A).  The choice 
of time step size was the result of several trials in which the iterations required for 
convergence were monitored between each step of time.  Based on the recommendations 
from FLUENT [25], the time step was adjusted until FLUENT’s calculations required 5-
10 iterations to converge between each step. 
During the calculation time, which spanned many days, there were several 
discussions with the research committee on how to make the mesh more efficient.  
Particularly, there seemed to be a lot of wasted computation inside the channels, which 
contained approximately one-third of the total number of nodes.  It was concluded that if 
the flow became fully developed inside the channel, there was no need to keep the length 
of channel downstream of the fully developed location.  It was decided to use these 
excess nodes for a longer flow domain, where the results are of more interest.  To 
calculate the velocity required for turbulence inside a two-dimensional channel, the 
Reynolds number was calculated based on the concept of hydraulic diameter.  According 








=Re      4.1 
 
where ρ  is the density, avu  is the average velocity, µ  is the viscosity, and hD  is the 
hydraulic diameter (Equation 4.2). 
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)(2 dg Dh =       4.2 
 
In Equation 4.2, dg represents the width of the channel or “gap width” for the 2-D slot.  
Typically, in circular pipe flow, the transition region between laminar and turbulent flow 
occurs between Reynolds numbers of 2000 and 4000.  Assuming that the hydraulic 
diameter concept can be compared the pipe relation, the average velocity for fully 
turbulent flow in a channel can be calculated by inserting these Reynolds numbers into 
Equation 4.1.  With a gap width of 0.0381 cm (0.015”), a density of 1.225 kg/m3, and a 
viscosity of 1.789x10-5 kg/s-m, the transition between laminar and turbulent flow occurs 
between velocities of 38 m/s and 77 m/s. 
After calculating the required velocity for turbulent flow, the LES model was 
stopped prematurely at 63000 time steps and the centerline velocity was analyzed from 
Figure 4.6.  Approximating that the mean velocity was about 70-80% of the centerline 
velocity, the velocity values in Figure 4.6 indicated that the flow was turbulent.  
Unfortunately, the centerline velocity did not reach a fixed value, as expected from fully 
developed, turbulent flow.  Instead, the centerline velocity continued to increase from the 
channel inlet to the channel exit.  As a method of comparison, the same plot was created 
using the laminar model and the steady, k-epsilon model.  Shown in Figure 4.7, the k-
epsilon model calculated a fully developed flow inside the channel, while the LES model 
treated the channel flow similarly to the laminar model.  Alin et al., [17] noted that poor 
velocity profiles resulted from unresolved scales of motion near the walls of a channel.  
























Figure 4.6 Centerline velocity distribution calculated by the LES model



























Figure 4.7 Comparison between the laminar, k-epsilon, and LES solutions
for centerline velocity inside the 2-inch channel from Figure 4.4. 
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seemed possible that LES failed to capture these near-wall eddies; but without a separate, 
thorough investigation, it remained unclear why the LES model did not calculate a fully 
developed profile.  In order to maintain progress in the current study, a new CFD strategy 
was formed in which the channels were to be removed entirely.  In this case, the fully 
developed velocity profile from the k-epsilon solution would be placed at the channel 




This section describes the sequential process that was used to obtain a reliable 
velocity profile for the channel exit.  As mentioned in the last chapter, the channel flow 
did not resemble a fully developed profile when LES was used; thus, it appeared that LES 
was not an appropriate model to resolve the flow inside the narrow channel.  The decided 
solution to this problem was to remove the channels from the meshed geometry and to 
replace the channel exit planes with two “velocity inlet” boundaries.  This eliminated the 
problem and freed up more cells for use downstream.  The values for the velocity inlet 
were extracted from a completely separate simulation, in which turbulent flow through a 
channel was solved with a steady, k-epsilon model.   
 Before blindly diving into the investigation of turbulent, channel flow, a 
procedure was created to achieve an acceptable velocity profile while simultaneously 
exploring the concept of “solution independence.”  In this case, the calculations were set 
up using four different initial “guesses” for the y-velocity flow field, in order to test the 
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solution’s independence of the initial flow field.  Secondly, this process was repeated 
using a larger flow domain to make sure that the exterior boundary conditions didn’t have 
an undesirable affect on the upstream flow or the flow inside the channel.  After 
conducting tests of solution independence, the chosen profile was optimized with a 
second-order upwind scheme and a near-wall mesh refinement.  With the refined 
solution, an additional study was conducted to compare the effects of the inlet turbulence 
intensity.   
  
Solution Independence 
 In order to gain confidence in the CFD solution of flow inside a channel, a 
parametric study was conducted to investigate the independence of the laminar and 
turbulent solutions to the initialized values of flow variables as well as the grid geometry.  
Using the domain and mesh geometry shown in Figure 4.8 and Figure 4.9 respectively, a 
set of four solutions was obtained by varying one flow variable before the iteration 
process began.  In this case, “guesses” of the static pressure and y-velocity components 
were specified in order to initialize a simple, inviscid flow solution.  The orientation of 
the geometry was such that the general flow moved in the y-direction.  Therefore, in each 
of the four solutions, the initial values of static pressure and x-velocity were set to zero, 
while the initial “guesses” of y-velocity were specified as 10 m/s, 50 m/s, 100 m/s, and 
150 m/s.  The resulting inviscid solution was then used as the initial flow field for a 
laminar model.  Likewise, the laminar solution was used as the initial flow field for the 
turbulent, k-epsilon model.  After the flow field was solved for the inviscid, laminar, and  
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Figure 4.8 Geometric layout of the 2-inch-long flow domain, which was





Figure 4.9 Magnified view of mesh spacing near the channel exit from the
geometric configuration in Figure 4.8.  
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turbulent models, the entire process was repeated using the geometry from Figure 4.10.  
The flow domain size was doubled in the y-direction to ensure that the downstream 
boundary conditions didn’t have an undesirable effect on the upstream velocity.  For the 
sake of consistency, the spacing between the nodes was kept constant.   
The solutions in this study were calculated with equations for incompressible 
flow, and the density was set to a constant 1.225 kg/m3.  The boundary condition at the 
channel entrance was set as a “pressure inlet,” which required the stagnation pressure to 
be specified.  The inlet stagnation pressure was set to the relatively low value of 2 psig to 
keep the flow Mach number below 0.3, where the incompressible equations remained 
valid.  The boundary condition for the exterior of the flow domain was set as a “pressure 
outlet” with a static pressure of 0 psig.  The energy equation was turned off during this 
investigation, which eliminated the need to specify a temperature at the boundaries.   
The solutions were illustrated with plots of the velocity profile across the width of 
the channel, taken 0.1 inch upstream of the channel exit.  This location was chosen 
because it was far enough upstream of the channel exit to avoid local effects of the 
corners, yet was far enough downstream of the channel inlet to obtain a fully developed 
profile.   
 
2-Inch-Long Flow Domain 
 The velocity profiles for the k-epsilon model are shown in Figure 4.11.  Even 
though the same pressure ratio was used in each case, the profiles indicated that the final 
solution was almost directly related to the input for the initialized flow field.  With an  
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Figure 4.10 Geometric layout of the 4-inch-long flow domain, which was
used to obtain a steady-state, k-epsilon velocity profile inside the
channel. 
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Figure 4.11 Velocity profiles solved with a steady-state, k-epsilon model with
various initial “guesses” of the y-velocity flow field using the
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(1) Vi = 10
(4) Vi = 150
(3) Vi = 100
(2) Vi = 50
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initial guess of Vi = 10 m/s, the first solution resulted in a flattened, parabolic shape, with 
a maximum velocity close to 95 m/s.  The second, third, and fourth solution resulted in a 
similarly shaped profile, however they exhibited significantly higher values for velocity.  
In fact, it appeared that the maximum velocity increased in a linear fashion, which 
showed similarity to the linear increase of the initialized y-velocity.  Before any further 
conclusions were made about the effect of an initial guess, the expansion region of the 
flow domain was extended by 2 inches in the downstream direction, and the procedure 
was repeated.  
 
4-Inch-Long Flow Domain 
The test performed on the geometry from Figure 4.8 was repeated for the 
geometry shown in Figure 4.10.  In this case, the solutions seemed to suffer less influence 
from the initial flow field.  As can be seen in Figure 4.12, the first three velocity profiles 
were difficult to distinguish from each other, which indicated that the solutions 
converged to a consistent result.  The fourth model, which was initialized with the highest 
downstream y-velocity, calculated slightly higher results for velocity.  This feature was 
similar to the trend of the results for the smaller geometry, in that the final velocity 
increased as the initialized y-velocity increased.  Since there wasn’t a closer agreement 
between the solutions of these two tests, a closer examination was needed before a 




Figure 4.12 Velocity profiles solved with a steady-state, k-epsilon model with
various initial “guesses” of the y-velocity flow field using the
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Analysis of Results 
Physically, there should be only one solution for an incompressible, pressure-
driven flow through a channel.  The critical problem with the solutions in Figure 4.11 is 
that they differ by as much as 50%.  This difference is unacceptable by any standards, 
and appears to be related to the initial flow variables.  Since the final values of velocity 
increase directly with the initial guesses, it seems that the accuracy of the results becomes 
increasingly compromised once the initialized y-velocity surpasses some unknown, 
critical value.  According to Figure 4.11, the linear trend begins with the second solution; 
therefore, the critical value for initialized y-velocity is less than Vi = 50 m/s.  Since 
computational convergence is very sensitive to pressure gradients, it is possible that this 
critical value for initialized y-velocity only exists with the uniform, initial pressure of 0 
psig.  If the initial pressure field is increased uniformly, or with a user-defined-function, 
the behavior of the solution may be different. 
When comparing the results in Figure 4.11 and Figure 4.12, another trend 
becomes evident.  In both cases, the solution for velocity inside the channel increases as 
the initialized y-velocity increases.  It also appears, from studying Figure 4.12, that this 
phenomenon becomes less evident for a larger domain size.  From these facts, one can 
draw the conclusion that the solution has a higher sensitivity to the initial flow field when 
the domain geometry is smaller.  Unfortunately, the exact cause of this relationship is 
unknown, and seems to conflict with two important facts.  First, the boundary condition 
at the exterior of the domain only constrains the static pressure, while extrapolating other 
variables, such as velocity, from the interior.  Second, most of the reduction in static 
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pressure occurs inside the channel, where the geometry remains the same in both tests.  If 
the static pressure boundary is located somewhere inside the channel, it will produce 
larger pressure gradients to make up for the decreased length of flow.  However, since the 
location of the static pressure boundary is located downstream of the channel exit, and 
nearly all of the pressure drop occurs inside the channel, the boundary condition should 
not cause the flow velocity to differ so greatly.  Therefore, it remains unclear as to why 
the extension of the domain length reduces the sensitivity of the solution with respect to 
the initialized flow.  Clearly, this phenomenon warrants its own investigation but exceeds 
the scope of this research.  However, the velocity profiles in Figure 4.12 are repeatable, 
and therefore, determined sufficient for the purposes of this study. 
 
Profile Optimization 
The velocity profiles from Figure 4.12 had the consistency and desirable shape to 
be used for further analysis.  Specifically, the first solution, with an initial flow y-velocity 
of Vi = 10 m/s, was chosen to continue the study.   
 Before implementing this velocity profile as the inlet boundary in the LES model, 
the results were optimized for the purpose of performing additional parametric studies as 
well as improving the accuracy of the profile shape.  For the first improvement, the k-
epsilon model was increased from the first-order upwind scheme to the second-order 




Order of Discretization Scheme 
 In an attempt to increase the accuracy of the velocity profile, the default 
discretization scheme was increased from first-order to second-order.  A comprehensive 
explanation of discretizations schemes is given in the FLUENT 6.2 User’s Guide [22].  
No other changes were made as the k-epsilon model re-calculated the flow solution.  
With the second-order scheme turned on, the new equations needed approximately fifty 
iterations to reach convergence.  The second-order velocity profile, shown in Figure 4.13,  
did not deviate far from the original, first-order solution.  The lower values of velocity 
indicated that the first-order scheme might have been a little under-diffusive with the 
overall momentum of the flow.   
 
Near-Wall Mesh Refinement 
 Turbulent flows are significantly affected by the presence of walls, since the near-
wall region is where the largest gradients of flow variables occur.  The near-wall region is 
generally divided into three layers.  Closest to the wall, there exists a thin viscous layer, 
where the flow is almost laminar, and viscous (molecular) shear dominates the flow.  In 
the outermost layer, called the fully turbulent layer, the turbulent (eddy) shear dominates 
the flow.  Finally, there is an overlap layer, known as a “buffer” region, where molecular 
viscosity and turbulence effects are equally important.  There are two approaches to 
model flow in these regions near the wall.  In one approach, the two viscosity-affected 
inner regions are modeled with semi-empirical wall functions.  These functions provide a 
“link” between the wall and the fully turbulent region.  In the second approach, the  
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Figure 4.13 Velocity profile comparison of first-order and second-order
discretization schemes using the steady k-epsilon model and the












0 0.03302 0.06604 0.09906 0.13208 0.1651
















turbulence models are modified to allow the viscosity-affected region to be resolved with 
a fine mesh all the way to the wall. 
 The standard wall functions are set as the default method in FLUENT because 
they are computationally economical and reasonably accurate for high-Reynolds number 
flow simulations.  Inside the viscous sublayer and the buffer region, the wall functions 
utilize the law-of-the-wall for mean velocity and formulas for near-wall turbulent 
















* PP kCyy =      4.5 
 
and κ is the von Kármán constant (0.4187), E is an empirical constant (9.793) [22], UP is 
the mean velocity of the fluid at point P, kP is the turbulence kinetic energy at point P, yP 
is the perpendicular distance from point P to the wall, and υ  is the dynamic viscosity of 
the fluid.  Broken up into regions, the y* values correspond to each layer as shown. 
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0 < y* < 5  Inner Layer 
5 < y* < 30  Overlap Layer 
30 < y* < 300  Outer Layer 
 
FLUENT uses the log-law for mean velocity when y* > 11.225.  If the mesh is such that 
y* < 11.225 at the wall-adjacent cells, then FLUENT applies the laminar stress-strain 
relationship, written as 
 
** yU =       4.6 
 
For the k-є model, the k equation is solved in the entire domain including the wall-






k       4.7 
 
where n is the local coordinate normal to the wall.  This local equilibrium hypothesis is 
used to calculate the production of kinetic energy, Gk, and its dissipation rate, є.  With 
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 If one wishes to completely resolve the flow all the way to the viscous inner layer, 
the Enhanced Wall Treatment can be employed along with a sufficiently fine mesh near 




where y+ is defined as 
 
µ
ρτρ wwyy ≡+      4.10 
 
In this approach, the entire domain is divided into a viscosity-affected region and a fully 





t ≡Re      4.11 
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where yp is the perpendicular distance to the nearest wall.  In the fully turbulent region 
(Ret > 200), the k-є models are employed.  In the viscosity-dominated near-wall region 
(Ret < 200), the momentum equations and the k equation are retained, however, the 
turbulent viscosity, µt, is computed from 
 




( )70Re43 1 teCy −− −= µµ κl     4.13 
 
Finally, the inner-layer turbulent viscosity is merged with the fully turbulent viscosity 
from the outer region using a blending function.  The blending function simply provides a 
smooth transition for flow variables between the two regions, in case convergence is 
compromised. 
 In order to optimize the velocity profile from the previous section, the enhanced 
wall treatment was activated, and the near-wall mesh was refined to the suggested 
resolution (y+ = 1).  The mesh refinement process required about five repetitions since the 
values of y+ had to be recalculated each time the mesh was altered.  The final mesh, 
shown in Figure 4.14, was consistent with the resolution requirements given by 
FLUENT.  In Figure 4.15, a comparison was made between the two grids, using only 
standard wall functions.  The refined near-wall mesh caused a slight increase in the  
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Figure 4.14 Magnified view of the refined mesh spacing near the channel exit
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Figure 4.15 Velocity profile comparison between the original and refined grid
using standard wall treatment (SWT). 
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velocity within the inner-viscous region; however, there was a small reduction in velocity 
outside the inner layer.  In Figure 4.16, using the refined mesh, a comparison was made 
between the standard and enhanced wall treatments.  In this case, the velocity from 
enhanced wall treatment was reduced in both the near-wall and the turbulent regions of 
the flow.  It is likely that the enhanced wall treatment calculated higher shear stresses 
near the wall, which resulted in a flatter velocity profile.  Overall, the near-wall mesh 
refinement resulted in a flattened velocity profile, with the centerline (max) velocity 
reduced by about 5 m/s from that calculated by the original grid. 
 As mentioned earlier, the standard wall functions were the default setting in 
FLUENT because of their low computational cost and industrial applicability.  In this 
case, the addition of about 20,000 nodes did not affect computational time significantly.  
When the enhanced wall treatment was activated, the k-ε model converged in 5-10 
iterations for each step of mesh refinement.   The magnitude and shape of the velocity 
profile did not change significantly, regarding its use for the LES model.  Nevertheless, 
the investigation of the enhanced wall treatment proved fruitful in that it uncovered more 
specifics on how FLUENT changes calculation procedures based on mesh spacing. 
 
Turbulence Intensity 
The turbulence intensity, I, is defined as the ratio of the root-mean-square of the 
velocity fluctuations, u′, to the mean flow velocity, avu .  By default, FLUENT sets the 
turbulence intensity to 10%, which is generally considered high.  In low-turbulence wind 
tunnels, the free-stream turbulence intensity may be as low as 0.1%.  For internal flows,  
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Figure 4.16 Velocity profile comparison between the enhanced wall treatment
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the turbulence intensity at an inlet is totally dependent on the upstream history of the 
flow.  In the case of the melt-blowing die, the turbulent fluctuations at the entrance of the 
channel, otherwise known as the air gap, is somewhat unknown.   
The final goal of the channel study was to investigate the effect of turbulence 
intensity, which was a required input for the pressure boundaries.  Because no 
experimental data was available for flow inside the melt-blowing channel, a short 
parametric study was performed to explore the effects of this unknown value.  Using the 
k-e model with enhanced wall treatment, the turbulence intensity was reduced from 10% 
to 1%.  Although the calculations required over fifty iterations to converge, the results, 
shown in Figure 4.17, indicated that the reduction in I made no visible changes to the 
flow inside the channel.    
 
LES With Removed Channels 
  
As mentioned previously, the geometry of the air channels was created with 
dimensions that were typical of those used in industry.  Specifically, the channels were 
given an included angle of 30°.  Many other attachments used in industry have an 
included angle of 60° between the air channels.  For this reason, and the sake of 
comparison, all procedures from here forth were performed separately for a 30° model 
and a 60° model.   
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Figure 4.17 Velocity profile comparison with different values of inlet
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After a reasonable velocity profile was obtained in the previous section, a new 
mesh was created to accommodate the new, velocity inlet condition.  Although the 
velocity profile was meant to be placed at the channel exit plane, there was some concern 
that ignoring the physical corners at the channel exits could reduce the accuracy of the 
flow field.  Therefore, a very small portion of the channel length was kept to account for 
the corner effect.  The massive reduction in channel length permitted several other 
alterations to be made to the mesh with 2-inch channels.  For instance, the dimensions of 
the flow domain were expanded to a width of two inches and a length of four inches.  The 
mesh density was also increased such that twenty cells spanned the width of each channel 
exit plane.  The mesh of the flow domain was created such that each consecutive node 
spacing increased by 5% in the y-direction and 0.5% in the x-direction toward the 
pressure outlets.  At the wall boundaries, the mesh was refined in the same fashion as in 
Figure 4.14.  A magnified view of the mesh spacing at the channel exits is shown in 




Before any iterations were performed on the final mesh set, several key locations 
in the grid were configured to collect velocity data during each run.  Using FLUENT’s 
“surface” feature, point monitors were created at even, one-inch intervals along the 
centerline of the flow domain.  Another type of “surface” used to collect more continuous  
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Figure 4.18 Magnified view of the mesh spacing near the channel exits of a
new geometric configuration.  The channels, which are oriented at
with a 30 included angle, were removed to accommodate the new





data was the line monitor.  In this case, a data-collection line, used to report values at 
each grid point, was created along the entire centerline of the flow domain parallel to the 
general direction of flow.  Additional line monitors were placed at even, one-inch 
intervals perpendicular to the general direction of the flow (Figure 4.19). 
After the mesh was set up properly for data collection, the boundary conditions 
and operating conditions were set up identically to those from the 2-inch channel model, 
with the exception of the velocity inlet boundary.  For the velocity inlets, the final 
velocity profile obtained from the previous section was uploaded into FLUENT and 
placed at the two inlet planes (APPENDIX B).  Since the profile contained only the 
velocity magnitude, the direction had to be manually inserted for each channel.  The 
pressure outlet boundaries were set to a standard atmospheric condition of 0 psig.  The 
wall boundaries did not require any user settings since there was no heat transfer in this 
model.  In fact, the energy equation was turned off completely, eliminating the need to 
specify the temperature at any location.  Since the effect of temperature gradient was 
reduced significantly, the density was held constant at a value of 1.225 kg/m3. 
 
Execution of LES 
To reduce the overall calculation time, the LES model was initialized with a 
steady-state, k-epsilon solution.  Once the LES model was turned on, an appropriate time 
step was determined using the method of trial-and-error.  As mentioned previously, 
FLUENT recommended that each time step should require approximately 5-10 iterations 
to converge within the specified residual criterion.  In this case, a time step of 1x10-5  
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Figure 4.19 Geometric layout of the computational domain with point
monitors represented by circles with cross hairs and line monitors
represented by dashed lines. 
2.54 cm  (1”) 
2.54 cm  (1”) 
2.54 cm  (1”) 
5.08 cm  (2”) 





seconds required 7-9 iterations each and was deemed appropriate.  To begin the 
simulation, the command code was written to run the LES model for 20,000 time steps.  
This initial run allowed the flow to develop into statistically stable turbulence that was 
free of any numerical transients from the start-up.  Once completed, FLUENT’s “time-
average data sampling” was employed, and the model was reset to run for an additional 
80,000 time steps.  During this longer simulation, FLUENT recorded time-averaged data 
as well as time-dependent data.  These numerical recordings provided the raw data used 
in the post-processing portion of the study.  FLUENT provided numerous post-processing 
capabilities; however, the graphical plotting options seemed less abundant than in most 
popular graphing software.  For this reason, the raw data was exported to Microsoft Excel 
for higher quality plots. 
 
Time-Averaged Data 
 The time-averaged data, which was recorded for 80,000 time steps, was utilized in 
three different ways.  First, the average velocity was plotted along the length of the 
domain centerline.  This provided a graphical representation of how quickly the flow 
decelerated after it left the converging channels.  This also provided a clear comparison 
of any differences in flow momentum between the 30° and 60° included angles.  For the 
second set of graphs, the average velocity was plotted along the line surfaces that were 
oriented perpendicularly to the flow.  These velocity profiles were made to investigate 
how the flow expanded as it moved downstream.  Finally, a contour of time-averaged 
velocity was created in FLUENT.   
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Time-Dependent Data 
 The time-dependent monitors were not activated during the first two LES runs 
due to the immense size of the files.  This data was collected in a third simulation in 
which the LES solution at 100,000 time steps was continued for 20,000 additional time 
steps.  Three point monitors, located at even intervals along the centerline of the flow 
domain, were used to record the time-dependent velocity data.  These data were plotted in 
Excel to investigate any patterns in magnitude or frequency of vortices as they passed 
through the point monitors.  For additional verification, velocity contours were saved 
throughout the third run to accompany the time plots.  The objective was to match a 
vortex in the velocity contour with a spike in the velocity vs. time plot.   
 
CFD Comparison With Experimental Measurements 
  
During the computational research of this thesis, Nate McBee, a graduate student 
at the University of Tennessee, conducted laboratory experiments on a melt-blowing flow 
field.  As a supplement for both research projects, a method was devised to compare the 
numerical solution and experimental measurements of an average velocity flow field.  
The plan was to use the velocity profiles from the previous section on a new numerical 
model that matched the die geometry from the laboratory.  Since the actual melt-blowing 
apparatus was pressure-driven, the pressure valve was to be adjusted until the air velocity 
matched the numerical solution at a centerline position of one inch.  By matching the 
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 In the laboratory, the dimensions of the melt-blowing die were measured by Dr. 
M. W. Milligan, a professor at the University of Tennessee (Figure 4.20).  These 
measurements were applied to a computational mesh in a fashion similar to the previous 
section.  Specifically, the mesh was created with only a small length of channel for the 
placement of a velocity profile (Figure 4.21).  The grid was refined near the walls to 
reduce numerical errors near those boundaries.  At the face of the die, the grid points 
were spaced such that 20 cells spanned the width of the die face and 54 cells spanned the 
width of each channel exit plane.  Outside these regions, the grid spaces were increased 
by increments of 5% along the angled sidewalls and 0.5% in the y-direction toward the 
pressure outlets.  Overall, the mesh contained approximately 190,000 cells.  Except for 
the regions added by the sloped walls, the dimensions of the flow domain were identical 
to those used in the previous section (Figure 4.22).   
 
Pre-Run Setup 
 The model was setup for incompressible, isothermal conditions by eliminating the 
energy equation and setting the density to a constant value of 1.225 kg/m3.  The new 
mesh was given the same boundary types and velocity profiles that were used in the 
previous section.  The pressure outlet boundaries were set to the standard atmospheric  
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Figure 4.20 Geometric layout of the melt-blown die used in laboratory
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Figure 4.21 Magnified view of the mesh spacing near the channel exits for the




Figure 4.22 Geometric layout of the computational domain used to simulate
the flow field generated by the die geometry in Figure 4.20. 






condition of 0 psig.  The wall boundaries did not require any user settings since there was 
no heating provided to the die.  Due to the additional width of the channels, the velocity 
profiles were scaled to accommodate the extra space, while retaining the same non-
dimensional profile. 
 
Execution of LES 
 As performed previously, a steady-state, k-epsilon solution was used to initialize 
the flow field for the LES model.  When the LES model was activated, the time-step was 
adjusted until the model required 5-10 iterations to reach convergence.  In this case, the 
appropriate time-step was 1x10-6 seconds.  The model was allowed to run for 20,000 time 
steps before activating the time-averaging feature so that numerical transients did not 
affect the averages.  Once the averaging feature was turned on, the model ran for 80,000 
additional time steps until the flow field reached statistically stable averages.  Afterwards, 













 This chapter presents the results that were obtained for the fourth and fifth 
sections of chapter four entitled: (4) LES With Removed Channels and (5) CFD 
Comparison With Experimental Results.   The first section compares the time-averaged 
and time-dependent velocity flow fields for two different jet angles of 30° and 60°.   The 
second section compares a time-averaged, computational flow field with experimental 
measurements taken in a laboratory while running similar flow conditions.  The third 
section of this chapter, “Animations of Velocity Contours,” discusses movies that were 
made from sequences of velocity contours for the model geometries used in this section. 
 
LES With Removed Channels 
 
 In this section the results were divided into two primary parts: (1) Time-Averaged 
Results and (2) Time-Dependent Results.  In each part, the 30° model and 60° model 
were examined separately before making a comparison between the two.   
 
Time-Averaged Results 
 The time-averaged results in this section were collected over the span of 80,000 
time steps of 1x10-5 seconds each.  FLUENT labeled this feature as “Data Sampling for 
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Time Statistics.”  As mentioned in the previous chapter, the sampling feature was 
activated after an initial computation of 20,000 time steps, which prevented numerical 
transients from entering into the averages.   
 
30° Model 
 The mean centerline velocity for the 30° model was plotted in Figure 5.1.  The 
velocity was zero at a position of 0 cm, which represented the no-slip wall boundary of 
the die face.  Immediately downstream of the die wall, the velocity experienced a rapid 
acceleration to a peak value of 68 m/s, which occurred at a centerline position of 0.2 cm 
and was a 17 m/s decrease from the peak velocity at the channel exits.  This peak position 
at 0.2 cm is where the two jets converged into each other.  Beyond this point, the 
centerline velocity experienced a strong deceleration up to 4 cm in the downstream 
direction.  After 4 cm, the centerline velocity approached a steady value of approximately 
6 m/s.  There was another indication of a slight deceleration beyond nine centimeters.  
However, the results in this region were less meaningful, due to the close proximity of 
the exit pressure boundary.  In Figure 5.2, three velocity profiles were plotted at different 
positions in the downstream direction to illustrate the expansion of the flow.  The center 
point (0 cm) in each of these profiles corresponded to the velocity plotted in Figure 5.1.  
These center velocity points matched up well with those from the previous figure.  The 
line monitor that was positioned one inch (2.54 cm) into the flow domain recorded a 
smooth velocity profile with a peak, centerline value close to 13 m/s.  The shape of this 
curve indicated that the two jets had fully merged by the time the flow traveled one inch 
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Figure 5.2 Time-averaged velocity profiles located at different positions
downstream of the channel exit planes, which are oriented with a



























downstream.  The other two velocity profiles, which were located further downstream, 
were very similar in shape and magnitude.  This result indicated that the average velocity 
experienced very little change this far downstream, which was also inferred from Figure 
5.1.  When all three profiles were compared, an interesting observation was made 
concerning the smoothness to the curves.  Unlike the one-inch profile, which was smooth 
and symmetrical, the other two profiles appeared to be more jagged and less symmetrical 
in nature.  Since all three profiles were averaged over the same time period, it seemed 
possible that these differences were caused by random eddies in the flow.  If this theory 
was correct, it meant that the time-averaging feature might have required more data 
collection in order to produce smoother velocity profiles in the latter region of the flow 
domain.  Another possibility was that the periodic nature of the flow would never permit 
the time-averaged velocities to steady out.  In any case, neither theory could be supported 
without further computational time averaging.  In addition to time-averaged line plots, the 
mean velocity contours were plotted over the entire domain (Figure 5.3).  The contour 
lines illustrated the basic shape of expansion that occurred inside the flow domain.  In 
this figure, each contour line represented a change in velocity of 3.4 m/s.  Similar to the 
observations in previous figures, the contour lines appeared to lose their smoothness and 
symmetry as they neared the exit boundaries.  In Figure 5.4, the top region was magnified 
to illustrate the line monitor that was placed one inch (2.54 cm) downstream of the 
channel exits.  This represented the line in which data was averaged for the first velocity 
profile in Figure 5.2.  The contour lines in this figure represented a change in velocity of 
1.4 m/s. 
 72
Figure 5.3 Contours of time-averaged velocity magnitude with a 30°
included angle between channels.  Each contour line represents a
change in velocity of 3.4 m/s. 
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Figure 5.4 Magnified contours of time-averaged velocity magnitude with a
30° included angle between channels.  Each contour line






 The mean centerline velocity for the 60° model (Figure 5.5) exhibited another 
rapid deceleration inside the first four centimeters of the flow domain.  There was a sharp 
spike in the velocity curve near 0.2 cm, where the centerline velocity peaked near 73 m/s.  
After four centimeters, the centerline velocity experienced a relatively steady decline to 
approximately 4 m/s at the exit boundary.  In Figure 5.6, three velocity profiles were 
plotted at different positions in the downstream direction.  The line monitor that was 
positioned one inch (2.54 cm) into the flow domain recorded a fairly sharp velocity 
profile, which peaked near 14.5 m/s.  The other two profiles, located at 2 inches and 3 
inches downstream, seemed wavy with random changes in slope.  As mentioned in the 
previous section, it seemed possible that these profiles would smooth out with an 
increased amount of simulation time.  In Figure 5.7, the mean velocity contours were 
plotted over the entire domain and illustrated the general shape of flow expansion.  The 
upper portion of the domain was magnified to show the line monitor that was located one 
inch from the channel exits (Figure 5.8).  In this figure, the contours represented a change 
in velocity of 1.2 m/s.  Upon closer examination of area near the line monitor’s center, it 
seemed that the contours were shaped inconsistently down the centerline of the domain.  
Again, this indicated that more data were needed to develop a smoother, average flow 
field. 
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Figure 5.6 Time-averaged velocity profiles located at different positions
downstream of the channel exit planes, which are oriented with a





























Figure 5.7 Contours of time-averaged velocity magnitude with a 60°
included angle between channels.  Each contour line represents a
change in velocity of 3.4 m/s. 
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Figure 5.8 Magnified contours of time-averaged velocity magnitude with a
60° included angle between channels.  Each contour line





Comparison Between 30° and 60° Models 
 A comparison between the 30° and 60° models indicated very little difference in 
time-averaged centerline velocity curves (Figure 5.9).  Because of the increased angle, 
the 60° jets converged at a slightly earlier position than the 30° jets.  This caused the 60° 
centerline velocity to increase more rapidly than the 30° centerline velocity.  In addition, 
the 60° jets achieved a higher maximum centerline velocity near 0.2 centimeters.  From 
this point forth, it seemed that the 60° jets did not decelerate as rapidly as the 30° jets.  It 
was unclear if the difference in deceleration rate was a meaningful result, or the 
consequence of insufficient time-averaged data.  As a final comparison, the one-inch 
velocity profiles were plotted together in Figure 5.10.  Not only was the 60° centerline 
magnitude higher, but the 60° profile was shaped more sharply.  Both dissimilarities 
seemed to be attributed to the difference in convergence angle.  Although, as mentioned 
previously, it remained unclear how much of these differences would decrease with 
longer run times. 
 
Time-Dependent Results 
The time-dependent results in this section were collected over the span of 20,000 
time steps of 1x10-5 seconds each.  Velocity vs. time data were collected at three 
locations in the flow domain using point monitors.  These monitors were placed 
downstream of the channel exits at one inch, two inches, and three inches along the 
domain centerline.  As a supplementary visual aid, velocity contours were plotted to 
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Figure 5.10 Comparison of time-averaged velocity profiles at 2.54 cm (1”)



























show the position of eddy structures relative to the point monitors.  The purpose of 
analyzing time-dependent, velocity data was to identify any repeating patterns in 
magnitude or frequency of eddies that passed through the data monitors.  In addition, the 




  In Figure 5.11, the velocity magnitude was plotted as a function of time at a 
centerline distance of 2.54 cm (1”) from the channel exits.  At one inch, the time-
averaged velocity was approximately 13 m/s (Figure 5.2).  The velocity magnitude at this 
position fluctuated as high as 120 m/s, nearly 10 times the average value.  The velocity 
fluctuations decreased in both frequency and magnitude for positions further downstream 
(Figure 5.12 and Figure 5.13).  As the large, vortex structures traveled downstream, they 
dissipated energy to the smaller scales of motion.  This energy dissipation caused a 
reduction in both rotational velocity and translational velocity.  The reduction in 
rotational velocity resulted in lower spikes of velocity magnitude, while the reduction in 
translational velocity caused the reduction in frequency.   
Other than the energy dissipation, the random nature of the fluctuations made it 
difficult to distinguish any obvious natural frequencies in the system.  However, in Figure 
5.13, there seemed to be a cluster of velocity peaks with consistent spacing beginning 
around 1.09 seconds.  A quick measurement of these spaces indicated that the spikes 
recurred with an approximate frequency of 120 Hz.  As a short comparison, the same 
 83
Figure 5.11 Time-dependent velocity at 2.54 cm (1”) downstream of the

























Figure 5.12 Time-dependent velocity at 5.08 cm (2”) downstream of the

























Figure 5.13 Time-dependent velocity at 7.62 cm (3”) downstream of the

























approach was applied to the data collected from a point further upstream, where the 
frequencies were expected to be higher due to higher centerline velocities.  For easier 
viewing, Figure 5.11 was magnified to only show data between 1.15 seconds and 1.20 
seconds (Figure 5.14).  Once again, there seemed to be clusters of repeatable velocity 
spikes separated by time periods of reduced activity.  A quick analysis of these clusters 
indicated a possible trend of velocity spikes occurring at about 670 Hz.  This result 
indicated that not only did the magnitude of the fluctuations decrease in the downstream 
positions, but the frequency did as well.  It should be noted that the frequencies measured 
at these two positions were adequate only for qualitative, comparison purposes.  Since 
only small clusters of data were measured, the results would not be appropriate for 
quantitative predictions. 
The characteristics of these results were partially contributed to the random 
dispersion of the vortex structures.  A velocity contour (Figure 5.15) illustrated how the 
vortices dispersed in all directions, instead of passing through the point monitors with any 
orderly fashion.  This contour was produced at a run time of 1.01 seconds, and 
represented the instantaneous velocity field at that time.  At this particular time, a vortex 
structure was seen passing through the first point monitor.  The presence of this structure 
was verified by locating a local maximum in Figure 5.11 at a time of 1.01 seconds.   
  
60° Model 
 For the 60° model, the point monitors recorded similar unpredictable, random 
velocity fluctuations.  At the one-inch monitor (Figure 5.16), the velocity fluctuated as 
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Figure 5.14 Time-dependent velocity at 2.54 cm (1”) downstream of the

























Point monitor at 
2.54 cm (1”) 
Figure 5.15 Contour of instantaneous velocity after a run time of 1.01 seconds
for the 30° model. 
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Figure 5.16 Time-dependent velocity at 2.54 cm (1”) downstream of the


























high as 132 m/s, which was nearly 10 times the time-averaged value at that location.  
Further downstream, the velocity fluctuations reduced in magnitude and frequency, yet 
were still sporadic in nature (Figures 5.17 and 5.18).  The reductions in magnitude and 
frequency were the result of energy dissipation.  As the large vortex structures traveled 
further downstream, they lost energy to smaller scales of motion.  For equal time 
intervals, fewer peaks occurred at each subsequent point monitor, which indicated a 
reduction in the translational velocity of the vortices.  Similarly, as the monitor position 
moved further downstream, the velocity peaks reduced in magnitude.  This trend 
indicated a reduction in the rotational velocity of the vortices, which was closely related 
to their overall strength.   
 As performed previously with the data from the 30° model, a cluster of velocity 
spikes were analyzed in Figure 5.18 to make a rough estimation of the governing 
frequency.  The velocity spikes at the three-inch downstream position recurred at 
approximately 240 Hz.  A comparative analysis was performed for the one-inch position 
further upstream (Figure 5.19) using a magnified section from Figure 5.16.  These spikes 
recurred with a frequency near 730 Hz.  The frequency was higher in the upstream 
position due to higher translational velocities of the vortex structures.  As mentioned 
previously, these measurements were only used for a qualitative comparison.  A 
quantitative prediction could not be substantiated by the methods described here. 
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Figure 5.17 Time-dependent velocity at 5.08 cm (2”) downstream of the


























Figure 5.18 Time-dependent velocity at 7.62 cm (3”) downstream of the


























Figure 5.19 Time-dependent velocity at 2.54 cm (1”) downstream of the

























Comparison Between 30° and 60° Models 
 A simple method was used to compare the relative intensity of vortex structures 
between the different models.  In this method, the number of times that a peak surpassed 
80 m/s was counted in both Figure 5.11 and Figure 5.16, which plotted the velocity data 
at one inch downstream.  For an additional comparison, the count was repeated for peaks 
that surpassed 100 m/s.  Over the span of 0.2 seconds, the figures indicated that the 
velocity spiked over 80 m/s a total of 16 times for the 30° model and 22 times for the 60° 
model.  Similarly, the velocity spiked over 100 m/s a total of 3 times for the 30° model 
and 8 times for the 60° model.  Consequently, the larger angle between jets caused more 
of the high-magnitude vortices to pass through the point monitor.  At this point, it was 
unclear if the higher velocity peaks were caused directly by the increased jet angle, or if 
they were related to the increased mean velocities along the centerline of the free jet.  
This correlation could be tested by running higher jet velocities with a 30° angle until the 
mean centerline velocities of the free jet matched those from the 60° jets.  Due to time 
constraints, this type of testing was not practical for the current investigation.  Instead, a 
new non-dimensional parameter was created to incorporate a relationship between the 
magnitudes of the velocity spikes relative to the maximum mean velocity from the one-
inch y-position in the domain.  The non-dimensional parameter was called a “relative 





=      5.1 
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where u  represented the magnitude of a velocity peak, and maxu  represented the 
maximum mean velocity from the transverse profile in Figure 5.10.  Although Equation 
5.1 resembled the calculation for turbulence intensity from chapter four, it differed in the 
sense that u  was not a fluctuation and that maxu  did not occur at the exact x-position 
where the time-dependent data were recorded.  Nevertheless, the relative intensity at the 
one-inch downstream position was plotted for both the 30° and 60° jets (Figure 5.20 and 
Figure 5.21).  The analysis consisted of counting the peaks of relative intensity that 
surpassed two reference values of 6 and 8.  The relative intensity spiked over a value of 8 
a total of 3 times for the 30° jets, but only twice for the 60° jets.  Similarly, the relative 
intensity spiked over a value of 6 a total of 20 times for the 30° jets, but only 15 times for 
the 60° jets.  In this case, the results indicated that the smaller jet angle produced higher 
fluctuations of velocity relative to the mean values.  Although more data point would be 
required to determine a correlation between the jet angle and relative intensity, it seemed 
that the higher mean velocity in Figure 5.16 contributed more to the higher velocity 
spikes than the increased jet angle. 
 From the rough measurements of the velocity peak spacing, it seemed that 
velocity fluctuations occurred at higher frequencies for the 60° jets.    At the one-inch 
downstream position for the 60° jets, the frequency was measured to be about 730 Hz, as 
opposed to 670 Hz for the 30° jets.  Similarly, the peak frequencies at the three-inch 
downstream position were 240 Hz for the 60° model and 120 Hz for the 30° model.  
Neither the consistency of the data nor the method of analysis provided substantial  
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Figure 5.20 Time-dependent relative intensity at 2.54 cm (1”) downstream of
the channel exits for the 30° model, shown with 0.2 total seconds























Figure 5.21 Time-dependent relative intensity at 2.54 cm (1”) downstream of
the channel exits for the 60° model, shown with 0.2 total seconds























quantitative conclusions.  However, the comparisons indicated a positive relationship 
between the jet angle and the frequency of turbulent fluctuations.  This relationship was 
tested again with the non-dimensional Strouhal number St  given by 
 
maxu
fd St =       5.2 
 
where f  was the frequency of velocity spikes, d  was the y-distance from the die wall to 
the point monitor, and maxu  was the maximum mean velocity from the transverse profile 
at each centerline position.  At the one-inch downstream position, the Strouhal number 
was calculated to be about 1.3 for both jet angles.  The values of St  at the three-inch 
downstream position were 3.1 for the 60° model and 1.6 for the 30° model.  The non-
dimensional parameter indicated that the differences in fluctuation frequency at the one-
inch position were insignificant.  However, at the three-inch downstream position, the 
Strouhal number for the 60° jets was almost twice that of the 30° jets, which agreed with 
the previous frequency analysis.  Several more data points would be necessary to make 
any quantitative conclusions; however, these results indicated a positive relationship 
between the jet angle and the frequency of velocity fluctuations beyond the one-inch 




CFD Comparison With Experimental Measurements 
  
For the purpose of having comparable results between a numerical solution and 
experimental measurements, the plan originally involved running the experiment while 
matching the centerline velocity at a distance of 2.54 cm (1”) downstream of the channel 
exits.  For reasons unknown, the experimental data from this procedure were not 
available for the current investigation.  Instead, experimental measurements were made 
using the designated geometry (Figure 4.20) with a similar but unmatched centerline 
velocity field.  Both the numerical and experimental centerline velocity magnitudes were 
plotted together in Figure 5.22.  Even though the velocity magnitudes were not matched 
at 2.54 cm, they were equal to each other at a downstream position of 1.78 cm.  Since the 
position of 2.54 cm was chosen arbitrarily, there was no harm in using the matched 
position of 1.78 cm instead.  In both the numerical solution and the experimental 
measurements, the centerline velocity was approximately 58 m/s at a downstream 
position of 1.78 cm.  This value was used to nondimensionalize the plots of centerline 
velocity in Figure 5.23.  The trend of the centerline velocity from the LES solution varied 
significantly from the experimental data, especially at further positions downstream.  
While the numerical results became questionable near the exit boundary, they still 
indicated a higher rate of velocity decay than the actual measurements for positions far 
upstream of the boundary.  In Figures 5.24, 5.25, 5.26, and 5.27, velocity profiles from 
different positions along the centerline were normalized with respect to their maximum 
values.  These figures indicated that the LES solution accurately predicted the width and  
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Figure 5.22 Comparison of centerline velocity between a time-averaged LES
solution and experimental measurements.  Matching velocities are

























Figure 5.23 Comparison of centerline velocity between a time-averaged LES
solution and experimental measurements.  Velocities were non-
dimensionalized with respect to the matching value of 58 m/s





































Figure 5.24 Comparison of velocity profiles in the 0.254 cm (0.1”)
downstream position, between a time-averaged LES solution and
experimental measurements.  Velocities were normalized with
























Figure 5.25 Comparison of velocity profiles in the 1.27 cm (0.5”) downstream
position, between a time-averaged LES solution and experimental

























Figure 5.26 Comparison of velocity profiles in the 2.54 cm (1”) downstream
position, between a time-averaged LES solution and experimental

























Figure 5.27 Comparison of velocity profiles in the 5.08 cm (2”) downstream
position, between a time-averaged LES solution and experimental

























overall shape of the jet for positions close to the channel exit.  However, the numerical 
solution predicted the flow to expand away from the centerline much sooner than was 
measured in the laboratory.  This agreed with the rapid decay in the centerline velocity.  
It seemed that the CFD solution predicted more turbulent mixing, which made the jet set 
wider and its velocity decay quicker. 
 
Animations of Velocity Contours 
 
 Additional post-processing capabilities were utilized in FLUENT, in which 
frames of velocity contours were saved at each time step.   After the computations were 
complete, these frames were converted into animations using a separate software 
package.  These movies provided a better understanding of how the vortex structures 
traveled throughout the flow domain.   
Viewing an animation of the velocity contours indicated that the flow field was 
filled with unorganized, vortex structures moving in various directions.  The vortices 
seemed to disperse from the centerline much earlier in the flow than anticipated.  This 
accounted for the increased spreading rate of the jet and rapid decay in centerline velocity 
that was observed in the previous results.  Another interesting observation from these 
movies was that most of the vortex structures traveled in pairs, appearing to influence 
each other as they moved downstream.  However, when one of these paired vortices 
exited the boundary of the domain, the other vortex did not follow it.  Instead, it traveled 
along the domain boundary, or in some cases, moved back towards the center of the 
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domain where it could influence other parts of the flow (Figure 5.28).  Clearly, this was 
an error caused by limitations of boundary conditions.  The lack of numerical information 
beyond the boundaries caused these vortex pairs to separate in an unrealistic manner. 
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Figure 5.28 Schematic diagram of the flow domain illustrating the undesired
impact that the boundary conditions have on vortex pairs, as
observed in animations of the velocity contours. 
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The following conclusions are based upon the findings presented in this thesis. 
 
1. When using a pressure inlet boundary, the LES model predicted a laminar velocity 
profile inside the air channels, even when the Reynolds number was well into the 
turbulent region.  The k-epsilon turbulence model provided better results for this 
type of wall-bounded flow. 
2. For the k-epsilon turbulence model, both the initialized flow field and 
computational domain size had a direct effect on the final solution.  The initialized 
velocity field had the greatest influence on the final solution; however, this effect 
was minimized with larger computational domains.   
3. For the k-epsilon solution inside the channel, a near-wall mesh refinement 
improved the calculation of shear forces at the walls, which resulted in a flattened 
velocity profile.   
4. For the k-epsilon model, the amount of turbulence intensity at the pressure inlet 
boundary had no significant effect on the solution for the geometry studied. 
5. The computational time for LES was reduced by initializing the flow field with a 
steady-state, k-epsilon solution. 
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6. According to the LES model with time-averaging statistics, the 60° jets produced a 
higher peak centerline velocity than the 30° jets. 
7. The use of time-dependent point monitors along the centerline indicated that there 
was a positive relationship between the jet angle and the frequency of turbulent 
fluctuations beyond the one-inch downstream position.   
8. The LES model predicted a mean flow field that compared well with experimental 
data in regions close to the die (less than 2-3 cm).  However, the model became 
much less accurate further downstream.  Overall, the LES model seemed to expand 
the jet profile away from the centerline much sooner than shown by experiments. 
9. Many of the vortices traveled in pairs and seemed to influence each other 
throughout the flow domain. 
10. Vortex pairs were separated by the pressure outlets due to the lack of numerical   
information beyond the exit boundaries.  This was an unrealistic flow characteristic 




 The following studies are recommended in order to validate the findings in this 
thesis and to further the progression of modeling more complicated flows. 
 
1. A thorough analysis should be performed using LES to model two-dimensional, 
turbulent channel flow.  The investigation should explore the limitations of LES 
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through the use of different grid densities, boundary conditions, and channel 
geometries.  
2. Through the use of parallel processing or supercomputing, the size of the 
computational domain should be increased drastically to quantify the errors 
imposed by the boundary conditions. 
3. New investigations should include higher velocities and temperatures to study the 
effects of compressibility on the flow regime. 
4. Advanced simulations should be performed to include the third spatial dimension, 
which is a typical standard for using LES. 
5. A multiphase model should be set up to simulate the attenuation and solidification 
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BATCH MODE COMMANDS 
 
When a model required a large number of computational iterations, FLUENT was 
executed in a batch or background mode.  This feature allowed FLUENT commands to 
be executed via journal files and a calculation history to be reported with an output file.  
Typically, all of the problem setup, initial calculations, and post-processing commands 
were performed interactively with the graphical user interface.  The journal files were 
used only to initiate and to terminate the computational iterations.  
 
Batch execution command line 
 








































VELOCITY PROFILE DATA 
 
 User-defined velocity profiles were imported into FLUENT in order to specify a 
velocity magnitude for each cell of a velocity inlet boundary.  FLUENT required an x-
coordinate and y-coordinate to be specified for each velocity magnitude.  This 
information was imported through a “.prof” file.  The data were entered using SI units 
(m, m/s).   
 
Left inlet 
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