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An artificially structured boundary (ASB) produces a short-range, static 
electromagnetic field that can reflect charged particles. In the work presented, an ASB is 
considered to consist of a spatially periodic arrangement of electrostatically plugged 
magnetic cusps. When used to create an enclosed volume, an ASB may confine a non-
neutral plasma that is effectively free of applied electromagnetic fields, provided the 
spatial period of the ASB-applied field is much smaller than any one dimension of the 
confinement volume. As envisioned, a non-neutral positron plasma could be confined by 
an ASB along its edge, and the space-charge of the positron plasma would serve to confine 
an antiproton plasma. If the conditions of the two-species plasma are suitable, production 
of antihydrogen via three-body recombination for antimatter gravity studies may be 
possible. A classical trajectory Monte Carlo (CTMC) simulation suite has been developed 
in C++ to efficiently simulate charged particle interactions with user defined 
electromagnetic fields. The code has been used to explore several ASB configurations, and 
a concept for a cylindrically symmetric ASB trap that employs a picket-fence magnetic 
field has been developed. Particle-in-cell (PIC) modeling has been utilized to investigate 
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An artificially structured boundary (ASB) creates a static electromagnetic field that
is short in range, and can be used to manipulate charged particle beams and confine plasmas.
In the context of the present work, an ASB is a configuration of electrodes and permanent
magnets or electromagnets that produces a spatially periodic arrangement of electrostatically
plugged magnetic cusps. If an ASB is used to confine charged particles or plasma, the
confinement volume will be effectively free of applied electromagnetic fields, provided the
dimensions of the ASB are chosen such that the spatial period of the applied electromagnetic
field is much smaller than the dimensions of the confinement volume.
There are many configurations that can be considered as ASBs. In a planar geometry,
for example, a configuration could be created by a sequence of long wires, with adjacent wires
carrying current in opposite directions [1]. Such a configuration is referred to as a ‘picket-
fence’ configuration. Another possible configuration can be constructed by arranging a large
number of magnetic dipoles (e.g., superconducting coils, cylindrical permanent magnets with
axial or radial magnetization, or solenoids) in a grid pattern, with adjacent magnets having
oppositely signed poles facing the particle confinement region. Trapping configurations that
can be constructed from ASBs include electrostatically plugged high-order spherical [2, 3,
4, 5, 6] and cylindrical [7] magnetic multipole traps. Research involving charged particle
reflection and plasma confinement using various ASB configurations that produce static,
spatially periodic, electric or magnetic fields has been reported previously [1, 8, 9, 10, 11,
12, 13]. In the context of fusion related applications, various magnetic cusp geometries with
electrostatic plugging have been discussed in Ref. [14].
The production of cold antihydrogen for high precision spectroscopy and gravity ex-
periments relies heavily on an ability to confine and control positron and antiproton plasmas
[15, 16, 17, 18, 19]. The ALPHA and ATRAP experiments simultaneously synthesize and
confine antihydrogen in Penning traps that are located within neutral atom traps [15, 16].
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In Penning traps, the presence of a strong magnetic field in the region where antihydrogen
is formed reduces the three-body recombination rate by roughly an order of magnitude as
compared to the rate when there is no magnetic field present [20, 21, 22, 23, 24]. In ad-
dition, positron space-charge and collisions between antiprotons during the mixing process
may have a significant detrimental effect on the number of antihydrogen atoms with kinetic
energy suitable for further experimentation [25, 26]. The difficulties associated with creat-
ing antihydrogen suitable for gravity experiments in a nested Penning trap, along with the
possibility of increasing the three-body recombination rate, are motivations for developing
an alternative positron and antiproton confinement scheme.
The confinement of a positive ion or positron plasma within the space-charge of an
edge confined electron plasma was investigated from a theoretical perspective in Ref. [27].
In Ref. [27] it was shown that if the properties of the two species can be tailored properly,
there will be a region near the trap center in which the two species will overlap. A trap that
employs an ASB to confine a positron plasma along its edge might be able to confine an
antiproton plasma within the electrostatic well created by the space-charge of the positrons.
A region of overlap of the two species within an ASB trap may result in a method for mixing
the positron and antiproton plasmas in a region of space where strong magnetic fields are
not present.
In what follows, classical trajectory Monte Carlo (CTMC) and particle-in-cell (PIC)
simulations are used to study charged particle and plasma interaction with several ASB
configurations. Classical trajectory Monte Carlo simulations can be used to model the in-
teraction of single particles with user-defined electromagnetic fields, and do not include
collective effects (i.e., space-charge, collisions, etc.). Particle-in-cell simulations can be used
to self-consistently model the interaction of a plasma with externally applied and self-induced
electromagnetic fields. There are trade-offs that exist when implementing either model for
investigating plasma confinement schemes. Due to the fact that collective effects are ne-
glected, CTMC simulations are much more computationally efficient when compared to PIC
models. The computational efficiency of CTMC simulations makes this type of modeling ide-
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ally suited for conducting large scale parameter scans and parametric optimization of plasma
trap designs, especially when several trapping configurations can be envisioned. However, to
properly understand how collective effects will impact the behavior of a plasma, one must
use a higher fidelity model such as PIC.
In Chapter 2, the possibility of using a planar artificially structured boundary as a
charged particle beam deflector shield is studied via classical trajectory Monte Carlo sim-
ulation. The ASB is formed by a planar array of permanent disk magnets with like poles
facing out and creates a spatially periodic magnetostatic field. A mono-energetic beam of
charged particles is incident on the ASB, and the conditions under which particles penetrate
through the array are determined. This chapter was published in the peer-reviewed article
“Artificially Structured Boundary as a Charged Particle Beam Deflector Shield,” Physics
Procedia 66, 95 (2015) [28].
In Chapter 3 a classical trajectory Monte Carlo simulation is used to investigate
another ASB for confinement and control of charged particles. The ASB configuration is
simpler than that which was considered in Chapter 2, and incorporates a planar sequence of
conducting wires, where adjacent wires carry current in opposite directions. Such a configu-
ration creates a sequence of magnetic cusps and has been studied previously [C. A. Ordonez,
J. Appl. Phys. 106, 024905 (2009)]. The effect of introducing a sequence of electrodes for
electrostatic plugging of the cusps is investigated. The results of the simulations are used to
identify regions of parameter space in which particle losses through the cusps may be neg-
ligible in the single particle limit. This chapter was published as the peer-reviewed article
“Charged Particle Reflection by a Planar Artificially Structured Boundary with Electrostatic
Plugging,” AIP Advances 7, 115123 (2017) [29].
In Chapter 4 and Chapter 5 particle-in-cell (PIC) simulations are used to study plasma
confinement within a cylindrically symmetric generalization of the planar ASB studied in
Chapter 3. Chapter 4 investigates radial confinement within the trap, but does not consider
axial confinement of the plasma. In Chapter 5 a concept for a plasma trap that confines
particles in three dimensions is developed, and axial and radial depths of the electrostatic
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potential well created by the space-charge of the positron plasma are reported. For the
timescales and plasma conditions considered in these chapters, plasma losses are found to
be negligible. The work presented in Chapter 4 was published in the peer-reviewed article
“Artificially Structured Boundary for Confinement of Effectively Unmagnetized Cryogenic
Antimatter Plasmas,” AIP Conference Proceedings 1928, 020003 (2018) [30].
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CHAPTER 2




In this chapter, a planar array of 25 permanent disk magnets with like poles facing
outward is used to create an artificially structured boundary (ASB) with a spatially periodic
magnetostatic field. The spatial period of the field is considered to be much smaller than the
dimensions of an incident beam of charged particles. As a result, the effective range of the
magnetic field is smaller than the beam radius, and the particles are effectively unmagnetized
unless they are located relatively close to the ASB. The disk magnets are approximated as
infinitesimally thin circular wire loops, each carrying current in the counter-clockwise sense
as viewed from the positive z-direction. A Cartesian coordinate system is defined such that
the array lies in the x-y plane with the axis of symmetry of the middle loop along the z-axis.
A conceptual illustration of the configuration is shown in Fig. 2.1 (top), and a magnified
view of the innermost nine current loops is shown in Fig. 2.1 (bottom). The current loops
are arranged in a grid pattern, where the distance between the centers of adjacent loops in
both the x and y directions is S. Arranged in such a manner, the array of loops produces
a magnetostatic field that is periodic in the x and y directions, with spatial period S. A
classical trajectory Monte Carlo study is presented that is used to determine the conditions
under which charged particles penetrate through the ASB.
†This chapter is presented in its entirety from “Artificially Structured Boundary as a Charged Particle Beam
Deflector Shield,” Physics Procedia 66, 95 (2015) with permission from Elsevier.
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Figure 2.1. (top) A conceptual illustration of the ASB. (bottom) A magni-
fied view of the inner 9 current loops.
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2.2. Classical Trajectory Monte Carlo Simulation
2.2.1. Magnetic Field of a Current Loop
The components of the magnetic field due to a single current loop of radius a, centered








η2(r, z)[κ2(r, z)E(ma) +K(ma)].(2.1)
Here, Bm = µ0I/(2a) is the magnitude of the field at the origin, I is the current in
the loop, µ0 is the permeability of free space, ma = 4ar/[(r + a)
2 + z2], the coefficients η1,









(a+ r)2 + z2
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κ1(r, z) =
a2 + r2 + z2
(a− r)2 + z2
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κ2(r, z) =
a2 − (r2 + z2)
(a− r)2 + z2
,(2.2)
















All parameters used in the simulation are normalized such that they are dimensionless
quantities. Normalized parameters are denoted by the same symbol as their unnormalized
counterparts, but with the subscript n attached. The parameters used for normalization are
the spatial period of the magnetic field S, the kinetic energy of the particle K, the particle’s
charge q, and the particle’s mass m. The normalized value for each of these parameters is
unity, Sn = Kn = qn = mn = 1. The particle’s normalized position, velocity, and acceleration
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are then rn = r/S, ṙn = ṙ
√
m/K, and r̈n = r̈mS/K, respectively. The normalized time and
magnetic field are given by tn = tS
−1
√
K/m and Bn = BqS/
√
mK. A normalized version of
Newtons second law is obtained by solving these relations for the unnormalized parameters
and substituting into mr̈ = qṙ×B, yielding r̈n = ṙn ×Bn.
The cyclotron radius rc of a particle with kinetic energy K and that is moving in
circular motion in a uniform magnetic field of magnitude B is given by rc =
√
2mK/qB. In
the case where the magnitude of the field is equal to that at the center of a single current
loop (i.e., B = Bm), the magnitude of the normalized magnetic field may be written in terms
of the cyclotron radius as





Here, sgn(q) = q/|q| and rcn = rc/S. Substitution of Eq. (2.4) into Eq. (2.1) and writing the













η2n(rn, zn)[κ2n(rn, zn)E(ma) +K(ma)],(2.5)

















(an − rn)2 + z2n
,
κ2(rn, zn) =
a2n − (r2n + z2n)
(an − rn)2 + z2n
.(2.6)
2.2.3. Field Due to an Array of Loops
A Cartesian coordinate system is defined such that the origin lies at the center of
the loop in the third row and third column as shown in Fig. 2.1 (bottom). The loops are
numerically labelled by their position in the array, from left to right, top to bottom as shown
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in Fig. 2.1 (top). For example, row one contains loops 1-5, row two contains loops 6-10, row
three contains loops 11-15, and so on. Therefore, the normalized magnetic field due to loop
13 is given by Eq. (2.5). To compute the field due to the entire array, it is convenient to




n in Eq. (2.5), the
components of the magnetic field produced by loop 13 may be written as

















η2n(xn, yn, zn)[κ2n(xn, yn, zn)E(ma) +K(ma)].(2.7)
The field due to the ith current loop lying in the x-y plane and with center of mass coordinates
(xcmn,i,ycmn,i) is then given by
Bxn,i = Bxn,13(xn − xcmn,i, yn − ycmn,i, zn),
Byn,i = Byn,13(xn − xcmn,i, yn − ycmn,i, zn),
Bzn,i = Bzn,13(xn − xcmn,i, yn − ycmn,i, zn).(2.8)
The field created by the array of loops is given by the superposition of the fields of each
individual loop




A plot of the magnetic field lines for one spatial period in the x-z plane is shown in
Fig. 2.2. The black dots in Fig. 2.2 represent the points where current loop 13 intersects the
yn = 0 plane. In the limit where the number of loops approaches infinity, or equivalently the
array extends across the entire zn = 0 plane, the magnetic field becomes spatially periodic
in the xn and yn directions with spatial period Sn. As shown in Fig. 2.3, the magnitude
Bn = |Bn| of the magnetic field decreases rapidly over a few spatial periods from the zn = 0
plane in the k̂ direction. The parameters used to generate Fig. 2.2 and Fig. 2.3 are an = Sn/4,
rcn = 0.05, and sgn(q) = +1.
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Figure 2.2. Magnetic field lines in the x-z plane for one spatial period.
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Figure 2.3. The magnitude of the normalized magnetic field as a function
of zn, evaluated at xn = yn = 0 along the z-axis.
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2.2.4. Simulation
A 3-D integration of each simulated particles trajectory is carried out, with some
initial phase space coordinates sampled randomly as is common in Monte Carlo simulations.
Each particles trajectory begins at normalized time tn = 0. The initial xn and yn coordinates
for each particle are considered to be equally likely to be located anywhere within a square
of normalized side length Sn = 1 that is centered about the origin and has horizontal and
vertical sides that are parallel with the xn and yn axes, respectively. The initial zn coordinate
of the particle is chosen sufficiently large such that the effect of the magnetic field is initially











Here, Rx and Ry are random real numbers equally likely to have any value between −1
and 1. The simulated particles are mono-energetic, each with a normalized kinetic energy
Kn = mnv
2
n/2 = 1 and normalized speed v0n =
√
2. The beam of particles is considered to
be incident normally on the array of loops, and the initial velocity for each particle is




Figure 2.4. Parametric plots in the x-z plane of the trajectories of six par-
ticles, two transmitted (red) and four reflected (two orange and two blue).
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The normalized equations of motion are
ẍn(tn) = ẏn(tn)Bzn(xn, yn, zn)− żn(tn)Byn(xn, yn, zn),
ÿn(tn) = żn(tn)Bxn(xn, yn, zn)− ẋn(tn)Bzn(xn, yn, zn),
z̈n(tn) = ẋn(tn)Byn(xn, yn, zn)− ẏn(tn)Bxn(xn, yn, zn).(2.12)
The equations of motion are solved numerically to simulate single particle trajectories. If the
particle passes through the zn = 2 plane and has a positive velocity in the z-direction, the
particle is considered to be reflected by the array. If the particle passes through the zn = 0
plane, it is considered to be transmitted through the array. In the case where the array spans
the entire zn = 0 plane, all particles would be either transmitted or reflected. However, for
the case where only 25 loops are present, it is possible for the particles to travel around the
array. In the present work, particles reaching any of the |xn| = 2Sn or |yn| = 2Sn planes prior
to reaching the zn = 0 or zn = 2 planes are considered to be “lost.” Figure 2.4 shows the
parametric plots, projected into the x-z plane, of the trajectories of six particles with initial
coordinates along the yn = 0 line in the zn = 5 plane. The two red trajectories correspond
to particles with initial coordinates x0n = ±0.1, the two orange trajectories correspond to
particles with initial coordinates x0n = ±0.2, and the two blue trajectories correspond to
particles with initial coordinates x0n = ±0.26. Parameter values used to generate Fig. 2.4
were sgn(q) = +1, an = Sn/4, and rcn = 0.005.
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Figure 2.5. The fraction of reflected particles fR for various values of the
normalized cyclotron radius rcn for (a) positively charged particles and (b)
negatively charged particles.
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A study was carried out to determine how effective the array was in reflecting both
positively and negatively charged particles for various values of normalized cyclotron radius.
Let Np, fR, and fL denote the number of simulated particles, the average fraction of those
particles that were reflected by the array, and the fraction of particles that are lost, respec-
tively. Each simulation run (e.g., with a given set of parameter values for Np, sgn(q), an, and
rcn) provides a single value for fR. Ten (10) runs were carried out for each set of parameter
values and the average fraction fR is recorded. Fig. 2.5 (a) and Fig. 2.5 (b) show the depen-
dence of the fraction of reflected particles as a function of cyclotron radius for positive and
negative particles, respectively, when the parameter values Np = 2, 000 and an = Sn/4 = 1/4






where λ = 837.104 and γ = 1.83459. The gray circles in Fig. 2.5 (a) and Fig. 2.5 (b) represent
the data gathered from the simulation, and the solid black line is the graph of Eq. (2.13).
Aside from rcn = 0.01 and rcn = 0.015, for 0.005 ≤ rcn ≤ 0.135 Eq. (2.13) predicts the
fraction of reflected particles to within 9% of the simulated results for both signs of charge.
It is evident from Fig. 2.5 that the ASB is equally capable of reflecting particles of
both signs of charge. In fact, the results for positively and negatively charged particles differ
by no more than 11.7% at each data point. It should be noted that for certain values of rcn,
the fraction of lost particles was found to be as high as 9.2%. However, when they reached
the |xn| = 2Sn or |yn| = 2Sn planes, 8.67% had velocities in the positive zn-direction, while
only 0.53% had velocities in the negative zn-direction. The particles with positive velocities
in the zn-direction may correspond to trajectories that would be reflected if the array did in
fact cover the entire zn = 0 plane. Thus, the fraction of reflected particles may be slightly
higher for certain values of rcn than is shown in Fig. 2.5 (a) and Fig. 2.5 (b).
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Figure 2.6. Initial coordinates (x0n, y0n) of particles that were transmitted
through the ASB for (a) rcn = 0.005, (b) rcn = 0.025, and (c) rcn = 0.045.
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In addition, the simulation was used to determine the location of weak points where
particles are transmitted through the array. If a particle is transmitted, its initial coordinates,
as well as the particle’s coordinates when it passes through the zn = 0 plane are recorded.
Each point in Fig. 2.6 (a)-(c) represents the initial coordinates (x0n, y0n) of particles that
were transmitted through the array. Alternatively, each of the points in Fig. 2.7 (a)-(c)
represents the coordinates (xn, yn) of these particles as they pass through the zn = 0 plane.
The black circles in Fig. 2.6 and Fig. 2.7 represent the locations of current loops. To generate
the results in Fig. 2.6 and Fig. 2.7, the parameter values Np = 50, 000, sgn(q) = +1, and
an = 1/4 were held constant, while the values used for the normalized cyclotron radius
were (a) rcn = 0.005, (b) rcn = 0.025, and (c) rcn = 0.045. The number of particles that
were transmitted through the ASB in Fig. 2.6 and Fig. 2.7 were (a) 3, 666, (b) 19, 264, and
(c) 33, 884. In Fig. 2.6 (a)-(c), all particles that had initial coordinates within a circle of
normalized radius 0.152 were transmitted.
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Figure 2.7. Coordinates of transmitted particles as they cross the zn = 0
plane for (a) rcn = 0.005, (b) rcn = 0.025, and (c) rcn = 0.045.
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2.3. Discussion and Concluding Remarks
It should be noted that the apparatus envisioned would in fact be constructed using
permanent magnets. As such, the constrained range of surface field strengths available in
real magnets imposes limitations on the capability of the ASB to deflect high energy and
heavy particles. To get an indication of these limitations, it is useful to write Eq. (2.13) in
terms of unnormalized parameters. Taking the field strength Bm at the center of the current
loop as a rough estimate of the surface field strength of a disk magnet, using Eq. (2.4), and
noting that Bmn = BmqS/
√







For example, if 300 eV electrons are incident on an array of disk magnets with surface field
strengths Bm = 1 T and S = 1 cm, the model predicts that 93.7% of the beam would
be reflected. However, if a beam of 300 eV protons were incident on the same array, only
1.5% would be reflected. This behavior is easily seen qualitatively from Eq. (2.14). As the
mass m or kinetic energy K increase, the denominator becomes larger, causing the predicted
fraction of reflected particles to decrease. In current antihydrogen production experiments
the temperature of the positron and antiproton plasmas are typically less than 10 meV for
both species; well within the range of energies the ASB can effectively reflect both species.
The configuration presented in this chapter creates a spatially periodic magnetostatic
field that is short in range, only affecting the motion of charged particles that are within a
distance of a few spatial periods of the array. In addition, the array reflects charged particles
of either sign equally well. However, even for small values of normalized cyclotron radius, or
equivalently, large magnetic field strengths, there is some transmission of particles through
the ASB. The regions where particles penetrate through the array have been identified, and
if electrostatic plugging is introduced in these regions, it may be possible to achieve full
reflection of all incident particles. However, further work is required to determine this for
certain.
A classical trajectory Monte Carlo simulation has been used to determine the condi-
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tions under which the ASB deflects charged particles. A fit expression has been found for the
fraction of particles that will be reflected by the ASB for a range of cyclotron radii. The fit




CHARGED PARTICLE REFLECTION BY A PLANAR ARTIFICIALLY









Figure 3.1. A conceptual illustration of a small portion of the ASB. The
dotted square represents the boundary of the simulation volume. The dark
gray rectangles represent the plugging electrodes biased to a normalized po-
tential V0n, while the yellow rectangles represent a conducting background
material that is held at zero potential. Current carrying wires are represented
by the vertical arrows, where the direction of each of the arrows indicates the
direction in which the normalized current In flows.
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3.1. Introduction
† In Ref. [27], the exact structure of the reflecting boundary used to confine an electron
plasma along its edge was not considered. In this chapter, the possibility of using an elec-
trostatically plugged picket-fence configuration as a reflecting boundary is investigated via
computer simulation. The work presented in this chapter is an extension of that which was
reported in Ref. [1], where charged particle interaction with an ASB employing a picket-fence
magnetic field without electrostatic plugging was investigated. It was found that charged
particles could be effectively reflected by the picket-fence magnetic field, provided the parti-
cles were directed toward the ASB at grazing angles of incidence [1]. A conceptual illustration
of the ASB considered here is shown in Fig. 3.1. The magnetic field of the ASB is produced
by a planar arrangement of current carrying wires, whereby adjacent wires carry current in
opposite directions. The wires are infinitely long in the y dimension, and wires with current
running in the same direction are separated by a distance S. Such an arrangement creates
a magnetostatic field that is periodic in the x dimension with a spatial period equal to S
and that has a sequence of line cusps at each mid-plane between adjacent wires. As shown
in Fig. 3.1, a series of plugging electrodes (dark gray strips) that are biased to a potential
V0 and have a width d are centered in each of the line cusps to enhance confinement. The
plugging electrodes are considered to be flush with a planar conducting background mate-
rial that is held at zero potential. The ASB is treated as infinite in extent in the x and y
dimensions and as located at z = 0. Here, x, y, and z are Cartesian coordinates.
In Sec. §3.2, a classical trajectory Monte Carlo simulation is presented that is used
to track charged particle motion in the electromagnetic field of the ASB. In Sec. §3.3.1, the
magnetic confinement properties of the ASB are discussed, and in Sec. §3.3.2, the effect
of electrostatic plugging is investigated. A set of parameters that optimizes the reflection
properties of the ASB is found. Section §3.4 provides a discussion and concluding remarks.
†Parts of this chapter have been previously published in part or in full in “Charged Particle Reflection by
a Planar Artificially Structured Boundary with Electrostatic Plugging,” AIP Advances 7, 115123 (2017).
Reproduced with permission from AIP Publishing.
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3.2. Classical Trajectory Monte Carlo Simulation
A computer program has been developed that is used to calculate the electromag-
netic field of the configuration and to conduct classical trajectory Monte Carlo (CTMC)
simulations. A normalization procedure is carried out in such a way that all parameters
used in the simulations are dimensionless quantities. Hereafter, normalized quantities are
denoted by the same symbol as their unnormalized counterparts, except with a subscript n
attached. Parameters used for normalization are the spatial period of the magnetic field S,
the initial kinetic energy of a particle K0, the particle’s charge q, and the particle’s mass
m. Each of these parameters has a normalized value of unity, Sn = K0n = qn = mn = 1.
The normalized time, magnetic field, electric field, and electrostatic potential are given by
tn =
√
K0/mS2t, Bn = (qS/
√
mK0)B, En = (qS/K0)E, φn = (q/K0)φ, respectively. A




Two charged particle sources are considered in this work: a normally incident mo-
noenergetic beam and charged particles incident with a monoenergetic isotropic velocity
distribution. The motion of all simulated particles is constrained to take place within a
simulation volume defined by −Sn/2 ≤ xn ≤ Sn/2, −Sn/2 ≤ yn ≤ Sn/2, and 0 ≤ zn ≤ 10Sn.
The initial Cartesian coordinates (x0n, y0n, z0n) for each simulated particle are considered
to be equally likely to be located at any point in the zn = z0n plane within the simulation
volume. The value of z0n is chosen sufficiently large so that the effect of the electromagnetic
field on a trajectory is initially negligible for all parameters considered in the simulations.










where Rx and Ry are random real numbers equally likely to have any value between −1 and
1.
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Let (v0n, θ0, φ0) represent spherical coordinates in velocity space associated with each
particle’s initial velocity v0n. The particles have a normalized initial speed v0n =
√
2, and
the Cartesian initial velocity components are given by
v0xn =
√
2 sin θ0 cosφ0,
v0yn =
√




The values for θ0 and φ0 are sampled from a velocity space probability density function f(vn)
appropriate for describing the source of charged particles being considered. For simulations
involving a beam of perpendicularly incident particles, θ0 = π is used in Eqs. (3.2), giving
v0xn = v0yn = 0 and v0zn = −
√
2. Sampling expressions used for θ0 and φ0 in simulations
involving monoenergetic particles that follow an isotropic velocity distribution are
θ0 = arccos(−Rθ),
φ0 = 2πRφ,(3.3)
where Rθ and Rφ are random real numbers that are equally likely to have any value between
0 and 1. Equations (3.3) are arrived at by noting that the isotropic monoenergetic velocity
distribution is separable in spherical coordinates and may be written as f(v0n, θ0, φ0) =
f0δ(v0n−
√
2)fθ(θ0)fφ(φ0), where f0 is a normalization constant, δ is the Dirac delta function,








for θ0. Here, θl = π/2 and θu = π are the lower and upper bounds on θ0, which are chosen
such that all particles have a z-component of their initial velocity directed toward the ASB.




v̇n(tn) = En + vn(tn)×Bn.(3.5)
The simulation is written in C++ and uses a 4th order implicit L-stable (m,k)-method with
adaptive timestep [Intel(R) ODE Library, 2008]. The source code for the charged particle
simulation is provided in the Appendix. Periodic boundary conditions are used for particles
that reach the xn = ±Sn/2 or yn = ±Sn/2 planes. If a particle reaches the zn = 0 plane, the
particle is considered to be transmitted through the ASB. If a particle reaches the zn = z0n
plane at a time tn > 0, it is considered to be reflected. All trajectories are numerically
integrated until each particle is reflected or transmitted.
Due to the short-range nature of the electromagnetic field, it is essential to implement
a maximum timestep on the numerical integration. Otherwise, the adaptive algorithm may
make the step size so large while particles are in regions where the electromagnetic field is
negligible, that the particles interact with the field by a reduced amount, or, in the worst case
scenario, some of the particles skip over the ASB altogether between timesteps. Additionally,
to correctly track charged particles in the presence of a magnetic field, the timestep should
be sufficiently small so as to resolve the cyclotron period of each particle. To satisfy these
conditions, the maximum timestep in all simulations is specified as









where min is a function returning the smallest value among its arguments, ∆smax is the
maximum normalized distance the particle is allowed to move between timesteps if the
electromagnetic field is negligible, vn is the normalized speed of the particle at the time tn,
cτ is a numerical factor, and ωcn = qnBn/mn = Bn is the normalized cyclotron angular
frequency. To ensure that the cyclotron motion of each particle is resolved properly, a value





0.3, zn(tn) > 2
0.1, 1 < zn(tn) ≤ 2
0.05, 0 ≤ zn(tn) ≤ 1.
For example, all particles would take at least 20 steps moving from zn = 1 to zn = 0.
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Figure 3.2. (a) Magnetic field lines in the yn = 0 plane and (b) the relative
strength of the normalized magnetic field in the xn = 0.25 plane.
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The magnetic field of the ASB is modeled as being created by a series of infinitely
long, infinitesimally thin, parallel wires that carry current in the ±y direction as shown in
Fig. 3.1. The wires span the entire z = 0 plane, with the ith wire located at xi = i S/2,
where i = 0,±1,±2, ..., and S is the spatial period of the magnetostatic field. Such an array
of wires produces an unnormalized magnetic field given by [1]




















Bm = µ0I/S is the magnitude of the magnetic field in the center of each cusp, µ0 is the
permeability of free space, I is the magnitude of the current in each wire, and xn = x/S,
yn = y/S, and zn = z/S are the normalized Cartesian coordinates with associated unit
vectors î, ĵ, and k̂. In terms of normalized parameters, the magnetic field is






where sgn(q) is the sign of charge of the particles incident on the ASB, and rcn =
√
2mK0/(|q|BmS)
is an artificial parameter introduced to reduce the parameter space. Physically, rcn is the
normalized cyclotron radius of a charged particle (with mass m, charge q, and kinetic energy
K0) moving perpendicular to a uniform magnetic field of magnitude Bm. By varying a single
parameter rcn, information about how the simulation results depend on the strength and
spatial period of the magnetic field, as well as the mass, initial kinetic energy, and charge
magnitude of the incident particles can be ascertained. Figure 3.2 (a) shows a plot of the
magnetic field in the yn = 0 plane. Figure 3.2 (b) shows the ratio of the magnitude of
the normalized magnetic field in the xn = 0.25 plane Bn(0.25, yn, zn) to the magnitude of
the normalized magnetic field in the cusp Bmn = Bn(0.25, yn, 0) as a function of zn. The
magnitude of the normalized magnetic field in the cusps at xn = 0.25 drops by 99.6% as zn
is increased from zn = 0 to zn = 1. For example, if rcn = 10
−2, Bn(0.25, yn, 1.0) = 0.53 and
Bn(0.25, yn, 0) = 140.
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The normalized electrostatic potential in each simulation is calculated within the first
octant of the Cartesian coordinate system depicted in Fig. 3.1. To calculate the electrostatic
potential, the Laplace equation with normalized coordinates,
(3.11) ∇2φn = 0,

























The Dirichlet boundary conditions on the zn = 0 plane are given by













Figure 3.3. Normalized electrostatic potential in the zn = 0.025 plane.
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A three-dimensional Cartesian mesh is defined in the first octant of the simulation
volume, and the Intel(R) Math Kernel Library [2017 Update 3 for Linux*] fast Poisson
solver routines are used to numerically solve for the electrostatic potential on the grid.
The number of grid points used in the xn, yn, and zn dimensions is nx = 100, ny = 100,
and nz = 2000, respectively. After the numerical solution for φn is obtained on the grid
in the first octant, the normalized electrostatic potential is obtained at non-grid points
via a tri-linear interpolation algorithm, and the normalized electric field is calculated via
En(xn, yn, zn) = −∇φn(xn, yn, zn). The normalized electric field and electrostatic potential
can then be calculated at any other point in the simulation volume by a linear coordinate
transformation. Figure 3.3 shows φn(xn, yn, 0.025) obtained with V0n = 5.0 and dn = 0.15.
Let Np denote the number of simulated particles, and PR denote the percentage of
those particles that were reflected by the ASB. For all simulations in which a charged particle
beam is incident on the ASB, a value of Np = 100, 000 is used. For all simulations in which
particles with an isotropic velocity distribution are incident on the ASB, a value of Np =
1, 000, 000 is used. Given a set of input parameters, the simulation solves Laplace’s equation
with appropriate boundary conditions, integrates Np particle trajectories, and outputs the
total number of particles that have been reflected, transmitted, and any additional data that
is specified (e.g., particle coordinates at each time step, magnetic/electric field values, etc.).



















Figure 3.4. Dependence of the percentage of reflected particles on rcn for
(a) 10−6 ≤ rcn ≤ 10−3 and (b) 10−2 ≤ rcn ≤ 0.25 for a normally incident beam
(circles) and an isotropic velocity distribution (triangles).
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The magnetic confinement properties of the ASB are evaluated by varying the pa-
rameter rcn and setting V0n = 0. The initial phase space quantities are sampled as described
in Sec. §3.2. Figure 3.4 shows the percentage of incident particles that are reflected by the
magnetic field of the ASB as a function of rcn when V0n is held at ground potential. There
is no dependence on the value of dn, because the electrodes are held at ground potential.
The circles show PR(rcn) for a monoenergetic beam of positively charged particles that is
normally incident on the ASB, while the triangles show PR(rcn) for a monoenergetic isotropic
initial velocity distribution. The results indicate that when rcn = 10
−6 over 99.8% of all inci-
dent particles are reflected for both a beam and an isotropic velocity distribution of incident
particles. However, for all values of rcn considered here, some particles are transmitted by
the ASB when no electrostatic plugging is present. Figure 3.4 indicates that when a beam
of charged particles is normally incident on the ASB without electrostatic plugging fewer
particles are reflected as compared to an isotropic velocity distribution.
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Figure 3.5. Normalized transmission width WTn for a beam of incident par-
ticles as a function of rcn when V0n = 0. The transmission width is defined
as the maximum separation in the x dimension between any two transmitted
particles within the same cusp at the zn = 0 plane.
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The area between adjacent wires where particles can travel within the magnetic field of
the ASB at zn = 0 is referred to as the transmission region, and the width of the transmission
region is referred to as the transmission width WTn. Figure 3.6 shows the distribution of
transmitted particles as they cross the zn = 0 plane for (a) rcn = 10
−4 and (b) rcn = 10
−2 for
a beam. Note that different plot ranges are used for each of the two plots. As rcn increases,
the area between adjacent wires where particles can travel within the magnetic field of the
ASB increases. Figure 3.5 shows the normalized transmission width WTn as a function of
rcn for a beam. As rcn decreases, the normalized transmission width decreases, and fewer
particles are transmitted by the ASB.
Recalling that rcn =
√
2mK0/(|q|BmS): As the mass or initial kinetic energy of
the particles increases, rcn increases, and more particles are transmitted through the ASB.
Alternatively, as the charge magnitude of the particles, or the strength or spatial period of
the magnetic field are increased, rcn decreases, and more particles are reflected by the ASB.
36















Figure 3.6. Distribution of transmitted particles from a beam in the zn = 0
plane for (a) rcn = 10
−4 and (b) rcn = 10
−2, with V0n = 0. NT is the number
of transmitted particles per bin of width ∆xn = 2.1× 10−5 for (a) and ∆xn =
2.1× 10−3 for (b).
37
Figure 3.7. Effect of electrostatic plugging on PR for a normally incident
beam of particles for (top) dn = 0.15 and (bottom) dn = 0.25.
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3.3.2. Effect of Electrostatic Plugging
A parameter scan was conducted with a beam of particles normally incident on the
ASB to evaluate the effectiveness of electrostatic plugging. Parameter values for V0n and
rcn used in the parameter scan are in the ranges 1.0 ≤ V0n ≤ 15.0 and 0.01 ≤ rcn ≤ 0.25
in increments of ∆V0n = 1.0 and ∆rcn = 0.01, respectively. Figure 3.7 shows PR(rcn, V0n)
for (top) dn = 0.15 and (bottom) dn = 0.25. The flat, red portions of the plots are regions
in parameter space where 100% of all incident particles were reflected. For the simulations
with dn = 0.15, 100% reflection was found to occur when 2 ≤ V0n ≤ 15 and 0 ≤ rcn ≤ 0.1.
For dn = 0.25, 100% reflection was found to occur when 3 ≤ V0n ≤ 15 and 0 ≤ rcn ≤ 0.1.
For the larger value of dn, a larger plugging voltage V0n is required to reflect 100% of all
incident particles.
Table 3.1. Optimized V0n values.
Beam Isotropic
dn V0n rcn,max V0n rcn,max
0.05 5.0− 8.0 0.10 8.0− 15.0 0.03
0.10 3.0 0.11 7.0− 11.0, 14.0, 15.0 0.04
0.15 2.0 0.13 9.0, 12.0, 13.0 0.05
0.20 2.0 0.14 2.0− 8.0, 10.0− 15.0 0.05
0.25 3.0 0.14 3.0− 9.0 0.06
0.30 3.0 0.16 3.0, 4.0 0.08
0.35 4.0 0.16 4.0 0.09
0.40 5.0 0.18 6.0 0.09
0.45 10.0, 11.0 0.17 13.0 0.08
An optimized parameter value for V0n is defined here to result in 100% reflection
for the widest range of rcn values. The optimized values of V0n for various dn values are
shown in Table 3.1 for both a beam and a monoenergetic isotropic velocity distribution.
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The values for V0n are obtained by determining the value that results in 100% reflection for
0 < rcn ≤ rcn,max, where rcn,max is the largest value of rcn yielding PR = 100% for a given dn.
As the value of dn increases, the value of rcn,max increases until dn = 0.45, at which point a
lower value of rcn,max is found for both the beam and isotropic velocity distribution. While
the ASB reflects 100% of all particles for various parameters with each velocity distribution,
the value of rcn,max is lower for a given value of dn when the incident particle velocities are
sampled from the isotropic velocity distribution.
In Table 3.1, the row in which rcn,max has a maximum value for both particle sources
provides two sets of optimal normalized parameter values for charged particle reflection from
an electrostatically plugged picket-fence ASB. The optimal normalized parameter values are
(dn = 0.4, V0n = 5.0, and rcn,max = 0.18) for a normally incident beam of monoenergetic
particles and (dn = 0.4, V0n = 6.0, rcn,max = 0.09) for monoenergetic particles that are
incident with an isotropic velocity distribution. The normalized parameters dn, V0n, and
rcn are related to their unnormalized counterparts by d = dnS, V0 = V0nK0/q, and Bm =
√
2mK0/(|q|rcnS). The simulation results indicate that 100% reflection occurs for 0 < rcn ≤
rcn,max.
3.4. Discussion and Concluding Remarks
Consider a plasma trap that employs a cylindrically symmetric generalization of the
ASB presented here, where the radius of curvature is large compared to the spatial period
S of the magnetic field. The values for the normalized optimal parameters for a mono-
energetic isotropic velocity distribution (dn = 0.4, V0n = 6.0, and rcn,max = 0.09) can be used
to give an estimate of the parameter values required to confine a non-neutral plasma when
the density is low enough that single particle motions dominate. In the single particle limit,
the electrostatic potential produced by the space-charge of the positrons is negligible, and
the electrostatic potential φc near trap center is given by the area weighted average of the
potentials along the boundary,
(3.15) φc = 2dV0/S.
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For the optimized set of parameters φc = 0.8V0. If the positron plasma is injected into the
trap near the axis of symmetry, all particles with a kinetic energyK0 < 0.2eV0 will be confined
by the trap, provided the magnetic field in the cusps satisfies Bm,min >
√
2mK0/(0.09eS),
where e is the unit charge.












If the trap is designed such that the plugging voltage is V0 = 24 V and the current in the
wires is I = 750 A (Bm = 94.2 mT), the probability that a particle will have a kinetic energy
greater than K0,max = 0.2eV0 = 4.8 eV is P = 1.11 × 10−16. Thus, with these parameters,
near perfect confinement is expected to occur in the single particle limit.
A computational study of an electrostatically plugged picket-fence ASB has been
presented, and the conditions under which the system can effectively reflect charged particles
has been reported. Classical trajectory simulations have been used to determine optimal
parameter values for reflecting charged particles that are incident on the ASB for two types
of sources. The ASB creates a short range electromagnetic field. A plasma trap that is
constructed from a cylindrically symmetric generalization of the ASB may lead to a method
for confining cryogenic plasmas in a region of space that is largely free of externally applied
electromagnetic fields. If the ASB trap is used to confine a positron plasma along its edge,
the space-charge of the positrons may provide a means to confine antiprotons in a three-
dimensional electrostatic well. The mixing of the two plasmas in a region of space devoid of
strong magnetic fields may increase the three-body recombination rate, and may lead to an
increase in the number of cold antihydrogen atoms suitable for further experimentation. The
development of a high-intensity cold antihydrogen source may enable various possibilities for
conducting antihydrogen gravity experiments such as those described in Refs. [32, 33, 34, 35].
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CHAPTER 4
ARTIFICIALLY STRUCTURED BOUNDARY FOR CONFINEMENT OF
EFFECTIVELY UNMAGNETIZED ANTIMATTER PLASMAS
4.1. Introduction
†
Here, radial plasma confinement within a cylindrically symmetric ASB trap is in-
vestigated via computer simulation. The trap is a cylindrically symmetric generalization of
the planar picket-fence ASB which was studied in Chapter 3. A cross sectional view of the
ASB configuration considered in this chapter is shown in Fig. 4.1. The magnetic field of the
ASB is produced by a sequence of 30 circular current carrying coils of radius Rb = 5.0 cm
that are all coaxial with the z-axis. The coils are spaced equidistant from one another at
0.5 cm intervals along the z-axis. Each of the coils carries a total (single-loop) current of
I = 750 A, and adjacent coils carry current in opposite directions. This arrangement of
electromagnets creates a magnetic field that is spatially periodic in the z-direction with a
spatial period of S = 1.0 cm, and has a sequence of magnetic ring cusps located at each
of the mid-planes between adjacent coils. To confine particles that would otherwise be lost
through the magnetic ring cusps, a sequence of plugging electrodes (dark gray) are placed in
the center of each ring cusp, and are biased to Ve = 75 V. The electrodes have an inner radius
of RT = 4.95 cm, and are d = 1.5 mm thick in the z-dimension. The plugging electrodes are
mounted flush with another sequence of cylindrical electrodes (light gray) that are held at
zero potential, and are l = 3.5 mm thick in the z-dimension. The total length of the trap is
14.5 cm.
†This chapter is presented in its entirety from “Artificially Structured Boundary for Confinement of Ef-
fectively Unmagnetized Cryogenic Antimatter Plasmas,” AIP Conference Proceedings 1928, 020003 (2018)
with permission from AIP Publishing.
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Figure 4.1. A conceptual illustration of the ASB used for confining (left)




Each of the circular current carrying coils in Fig. 4.1 is approximated as an infinitesi-
mally thin circular wire of radius Rb. The components of the magnetic field Bs produced by
an infinitesimally thin circular wire carrying current in the counter-clockwise sense, that lies
in the z = 0 plane, and that is centered about the origin of a cylindrical coordinate system
are given in Eq. (2.1). The total magnetic field of the trap is given by the superposition of
the fields due to each of the individual loops
(4.1) B(r, z) =
Nc∑
i=1
(−1)i+1Bs(r, z − zi),
where Nc is the number of circular coils comprising the trap, and zi is the z-coordinate of
the ith coil. The expression zi = S[2(i− 1) + 3−Nc]/4 is used in Eq. (4.1) so that the center
of the simulation volume is co-planar with the cusp in the center of the trap. Figure 4.2
(top) shows the magnitude of the magnetic field in the z = 0.5 cm plane as a function of
radius. In the z = 0.5 cm plane, the magnitude of the magnetic field drops by 98.9% from
a value of B = 0.095 T in the cusp at r = RT to B = 10
−3 T at r = 4 cm. The magnitude
of the magnetic field has a maximum value along the z-axis of B = 2.2× 10−4 T.
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Figure 4.2. (top) Magnitude of the magnetic field in the central cusp and
(bottom) electrostatic potential of the empty trap.
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The particle-in-cell (PIC) code Warp [36] has been used for all simulations in this
chapter. The simulations are conducted with a two-dimensional electrostatic version of Warp,
whereby the electrostatic potential is calculated self-consistently in cylindrical coordinates
and the self-induced magnetic field of the plasma is neglected. The electrostatic potential is
calculated on a square mesh in cylindrical coordinates, where the grid size ∆r = ∆z = ∆s
is chosen according to
(4.2) ∆s = min(λDσ/4, S/NS),
where min is a function returning the smallest value among its arguments, NS is the number
of grid points per spatial period used in the simulation, and λDσ =
√
ε0kBTσ0/(nσ0e2)
is the smallest species Debye length in the simulation. Here, Tσ0 and nσ0 are the initial
temperature and density of the species σ. The grid size is chosen such that there are at
least four grid points per Debye length in each direction, and at least NS = 90 grid points
per spatial period of the magnetic field. Dirichlet boundary conditions are imposed on the
electrostatic potential at r = RT as shown in Fig. 4.1, and Neumann boundary conditions
are imposed on the electrostatic potential in the z = 0.0 cm and z = 1.0 cm planes such
that ∂zφ(r, 0.0 cm) = ∂zφ(r, 1.0 cm) = 0.0 V/m. Figure 4.2 (bottom) shows the electrostatic
potential of the empty trap.
When initializing the simulations, plasma particles are loaded into the trap within a
cylindrically symmetric plasma column of radius r0σ according to a uniform radial density
profile over the course of 2 µs unless otherwise stated. The total number of particles of each
species that are loaded into the simulation volume is chosen such that each plasma would
have a density of n0σ = 10
6 cm−3 had the plasma been initialized instantaneously within
the corresponding injection column at t = 0 s. Each simulated particle, referred to hereafter
as a macroparticle, in the PIC method represents a larger number of real particles. The
number of real particles each simulated particle represents is referred to as the weight w.
A weight of w = 10 for each macroparticle is used in all simulations. For all simulations
presented in this chapter, the initial Cartesian velocity components v0x, v0y, and v0z for all
46
particles are sampled from a three-dimensional Maxwellian velocity distribution associated
with a temperature of Tσ = 40 K. Each particle in the simulations is allowed to move in
three-dimensions under the combined effects of the ASB applied electromagnetic field and
the self-consistently calculated electric field of the plasma. Reflecting boundary conditions
are imposed for the plasma particles on the z = 0 and z = 1.0 cm planes, and if plasma
particles reach the surface of the electrodes at r = RT they are removed from the simulation.
While the bulk of each plasma is unmagnetized, some particles that are near the trap
walls become magnetized. As such, the drift-Lorentz pusher [36, 37, 38] is used, which allows
the use of a timestep equal to, or larger than, the cyclotron period when advancing particles.




, where ∆tp0 =
0.1/ωp0 is the timestep required to resolve the positron plasma period, ωp0 =
√
n0e+e2/ε0me+
is the positron plasma frequency had the positrons been initialized instantaneously at t = 0
with a density n0e+ = 10
6 cm−3, ∆tc = 2πme+/(eB(redge)) is the cyclotron period of a
positron if it were located near the edge of the trap at redge = (0.99RT , 0.25S), ∆tCFL,0 =
∆s/vCFL,0, and vCFL,0 = 500, 000 m/s is a velocity chosen sufficiently large that a very
small portion of the plasma population initially violates the Courant-Friedrichs-Lewy (CFL)
condition. To ensure that the CFL condition is met as the plasma evolves, the timestep
is continuously updated every 100 timesteps according to ∆t = min
(
∆tp0,∆tc,∆s/vmax),
where vmax is the speed of the fastest particle in the simulation volume.
Two plasma confinement simulations are presented in this chapter, and will hereafter
be referred to as Case I, and Case II, respectively. In Case I, confinement of a non-neutral
positron plasma is modeled. Positron (e+) macroparticles are injected over the course of
the first 2 µs of the simulation into a cylindrically symmetric plasma column of radius
r0e+ = 4.0 cm. The plasma is then allowed to evolve for another 18 µs.
In Case II, the possibility of using the space-charge of the e+ plasma to confine
antiprotons (p̄) is investigated. The evolution of the e+-p̄ system is very slow on the time-
scales necessary to resolve the e+ dynamics. As such, an electron-positron (e−-e+) plasma is
first simulated, and after the e−-e+ system evolves for some time, the simulation is stopped,
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and the electron phase space distribution is used to approximate the initial state of the p̄
plasma. This is accomplished as follows: First, the e−-e+ plasmas are injected simultaneously
into two plasma injection columns of radii r0e− = 2.0 cm and r0e+ = 4.0 cm, respectively.
The system is allowed to evolve for 18 µs, the simulation is stopped, and the phase space of
each species is recorded. Each macroparticle in the e+ plasma is then re-initialized exactly
as it was in the previous run, and p̄ macroparticles are initialized with the same spatial
coordinates and kinetic energy as the electrons from the previous run, with the velocity
of the ith p̄ chosen according to vi,p̄ =
√
me+/mp̄vi,e− . The e
+-p̄ system is then allowed
to evolve for another 10.2 µs. To speed up the final stage of the simulation in Case II, a
maximum speed vCFL,max = 1.5× 106 m/s for all particles in the system is implemented. If
the speed of any particle surpasses vCFL,max, it is removed from the simulation.
4.3. Results
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Figure 4.3. (top) Positron density and (bottom) electrostatic potential
within the simulation volume at t = 20 µs.
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Figure 4.4. Depth of the electrostatic potential well formed by the space-
charge of a non-neutral positron plasma at t = 20 µs in the z = 0.0 cm
(dotted), z = 0.5 cm (solid), and z = 1.0 cm (dashed) planes.
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4.3.1. Case I: Non-neutral Positron Plasma Confinement
In Case I, a total of 5, 026, 626 positron macroparticles are injected into the cylin-
drically symmetric injection column as shown in Fig. 4.1 (left). No particles were lost
over the course of the 18 µs confinement time after particle injection ceased at 2 µs. Fig-
ure 4.3 (top) shows the density of the positron plasma ne+(r, z) in the simulation volume
at t = 20 µs. The positrons tend to accumulate in the central cusp, where there is a peak
in the density profile of ne+(4.5 cm, 0.5 cm) = 1.43 × 107 cm−3. The density profile also
has two local maxima in the cusps along the edges of the simulation volume with densities
of ne+(4.42 cm, 0.0 cm) = 2.94 × 106 cm−3, and ne+(4.35 cm, 1.0 cm) = 2.84 × 106 cm−3.
The density near the radial center of the trap is much lower, with an average value of
〈ne+〉 = 4.83× 104 cm−3 along the z-axis.
Figure 4.3 (bottom) shows the electrostatic potential φ(r, z) within the simulation
volume at t = 20 µs. The electrostatic potential has local minima in each of the cusp planes
located at z = 0.0 cm, z = 0.5 cm, and z = 1.0 cm. These minima define the depth of the
electrostatic potential well that can be used to confine an oppositely signed species in the
radial direction, and have values of φ(4.54 cm, 0.0 cm) = φ(4.54 cm, 1.0 cm) = 24.2 V, and
φ(4.55 cm, 0.5 cm) = 24.4 V. The electrostatic potential varies by less than 1.1×10−3 % along
the axis of symmetry of the configuration, and has a value of φ(0.0 cm, 0.5 cm) = 26.0 V in
the plane of the central cusp. The potential difference between trap center, and the minima
in the z = 0.0 cm (dotted), z = 0.5 cm (solid), and z = 1.0 cm (dashed) planes are shown
in Fig. 4.4. The radial depth of the space-charge well in the z = 0.0 cm, z = 0.5 cm, and
z = 1.0 cm planes are, respectively, ∆φ0.0 = 1.80 V, ∆φ0.5 = 1.66 V, and ∆φ1.0 = 1.81 V.
4.3.2. Case II: Space-charge Based Antiproton Confinement
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Figure 4.5. Positron density (top), antiproton density (center), and electro-
static potential (bottom) within the trap volume at 10.2 µs for Case II.
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Figure 4.6. Depth of the electrostatic potential well for Case II at t = 10.2 µs
in the z = 0.0 cm (dotted), z = 0.5 cm (solid), and z = 1.0 cm (dashed) planes.
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In Case II, 5, 026, 610 e+ and 1, 256, 653 p̄ are re-injected into the simulation volume
after the initial e−-e+ simulation is completed. Figure 4.5 shows the density profiles of
the positron (top) and antiproton (center) plasmas at t = 10.2 µs. The positron plasma
density ne+(r, z) has maxima in the z = 0.0, z = 0.5, and z = 1.0 planes with values of
ne+(4.41 cm, 0.0 cm) = 5.74 × 106 cm−3, ne+(4.56 cm, 0.5 cm) = 1.60 × 107 cm−3, and
ne+(4.41 cm, 1.0 cm) = 5.55×106 cm−3, respectively. Near the axis of symmetry of the trap,
the e+ and p̄ plasmas have approximately the same density with 〈ne+〉 = 5.64 × 105 cm−3
and 〈np̄〉 = 5.41 × 105 cm−3. The maximum r-coordinate of all p̄ in the simulation is
rp̄,max = 3.86 cm. Throughout the simulation 246 positrons were removed from the simulation
volume because their speed was greater than vCFL,max. No antiprotons were lost.
The electrostatic potential φ(r, z) for Case II is shown in Fig. 4.5 (bottom) at 10.2 µs.
As in the previous section, the electrostatic potential has local minima in the z = 0.0, z = 0.5,
and z = 1.0 planes with values φ(4.52 cm, 0.0 cm) = 22.4 V, φ(4.52 cm, 0.5 cm) = 22.5 V,
and φ(4.52 cm, 1.0 cm) = 22.3 V, respectively. The potential difference between trap center,
and the minima located at z = 0.0 cm (dashed), z = 0.5 cm (solid), and z = 1.0 cm
(dotted) are shown in Fig. 4.6. The depth of the electrostatic well in each of these planes is
∆φ0.0 = 0.49 V, ∆φ0.5 = 0.40 V, and ∆φ1.0 = 0.50 V, respectively.
4.4. Discussion and Concluding Remarks
An artificially structured boundary (ASB) has been presented that may lead to a
method for confining non-neutral and partially neutralized plasmas that are effectively un-
magnetized. The system has been modeled with the PIC code Warp. The results presented
in Section §4.3.1 and §4.3.2 indicate that it may be possible to confine non-neutral and par-
tially neutralized plasmas with negligible losses in the radial direction by employing an ASB
trap. An electrostatic potential well is formed by the space-charge of the positron plasma,
that may be used to radially confine an oppositely signed species. The smallest value for
∆φ defines the depth of the space-charge potential. For both Case I (non-neutral) and Case
II (partially neutralized) plasmas, the depth of the space-charge well was smallest along
the z = 0.5 cm plane, with values of ∆φ = 1.66 V and ∆φ = 0.40 V, respectively. It is
54
expected that radial losses of the space-charge confined antiprotons would be negligible so
long as e∆φ kBTp̄. While the simulations indicate that space-charge based confinement of
antiprotons may be possible, further work is necessary to determine whether a space-charge
well will exist in the axial direction, and what the depth of the axial well would be. It should
be noted that, if the ASB trap is constructed in a toroidal shape it would not be necessary
to confine the plasmas along the axial direction.
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CHAPTER 5
PARTICLE MODELING OF PLASMA CONFINEMENT IN AN ARTIFICIALLY
STRUCTURED BOUNDARY TRAP
Figure 5.1. A conceptual illustration showing a cross sectional view of the
ASB trap. Electrodes are depicted as gray or white rectangles, while electro-
magnets are depicted as circles. The direction of current flow in each electro-
magnet is indicated by the ‘×’ or ‘dot’ filling of the circles. All components of
the trap are azimuthally symmetric about the z-axis.
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5.1. Introduction
In this chapter, plasma confinement within an artificially structured boundary (ASB)
trap is investigated via computer simulation. A cross sectional view of the ASB trap is shown
in Fig. 5.1. The trap is cylindrically symmetric about the z-axis, and consists of a series
of electrodes (white and gray rectangles), and electromagnets (circles) that are arranged in
such a way so as to produce three-dimensional confinement volume for either a positively,
or negatively, charged plasma species. In what follows, positive voltages are applied to the
plugging electrodes (gray rectangles) in order to confine a positron (e+) plasma, and all
electrodes that are white in Fig. 5.1 are held at 0 V.
The trap may be thought of as having three sets of components, where each set
of components contributes to plasma confinement in a specific way. The first component
consists of two electrostatic potential wells, hereafter referred to as end-wells, that are located
along the axis of symmetry of the trap and provide axial confinement for plasma species of
either sign of charge. The end-wells consist of four cylindrical electrodes of inner radius
Rg = 0.5 cm and axial length Lg = 0.25 cm that are coaxial with the z-axis, where two
electrodes are located on each end of the trap. The outermost electrodes (dark gray) are
biased to a positive potential of Vg = 50 V, while the inner two electrodes are held at 0 V.
The second set of components, hereafter referred to as the end-caps, provides off-
axis confinement for the positron plasma in the z-direction. Each end-cap consists of a
sequence of concentric cylindrical electrodes and circular electromagnetic coils. Adjacent
electromagnetic coils carry current in opposite directions, and are spaced equidistant one
another in the radial direction. The inner-most electromagnetic coil of each end-cap has
a radius of Rg, and is mounted flush with the surface of the grounded electrode of the
corresponding end-well. The outer-most coil has a radius of Rw. Each end-cap configuration
creates a cylindrically symmetric picket-fence magnetic field in the radial direction which
can be plugged electrostatically as was done for the planar and cylindrical arrangements
presented in Chapter 3 and Chapter 4, respectively.
The third component of the trap provides radial confinement of the positron plasma,
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and will hereafter be referred to as the trap wall. The trap wall for this configuration is
analogous to that which was investigated in Chapter 4, and consists of an electrostatically
plugged cylindrically symmetric picket-fence magnetic field. The electromagnets in the trap
wall have a radius of Rw, and the trap wall has a length of Lw as measured along the z-
axis between the geometric center of the electromagnetic coils in each of the end-caps. The
plugging electrodes for the trap wall and the end-caps are biased to a voltage of Vp = 24 V,
and all electromagnets carry a current of 750 A.
The electromagnets in the end-caps and the trap wall are recessed from the confine-
ment volume in the radial and axial directions, respectively, by a distance of δ = 0.05 cm from
the surfaces of the electrodes. The length of the confinement volume is then LT = Lw − 2δ,
the radius of the confinement volume is RT = Rw − δ, and the z-coordinate of the geo-
metric center of the electromagnetic coils in the left end-cap zlc and right end-cap zrc are
zlc = 2Lg − δ and zrc = zlc + Lw, respectively. The total length of the configuration is
Ltot = 2zlc + Lw.
5.2. Simulation Model
The separation distance of the electromagnetic coils in the end-caps and the trap wall
is chosen such that the spatial period of the magnetic field is S = 1.0 cm for both components.
As was done in Chapter 4, each of the circular electromagnetic coils are approximated as
infinitesimally thin current carrying loops. The total magnetic field of the trap B(r, z) is
the superposition of the magnetic field of the left and right end-caps, Blc(r, z) and Brc(r, z),
respectively, and the magnetic field of the trap wall Bw(r, z),
(5.1) B(r, z) = Blc(r, z) +Brc(r, z) +Bw(r, z).
Here, Blc(r, z) is
(5.2) Blc(r, z) =
Ncaps∑
i=0
(−1)iBs(r, z − zlc, ai),
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and Brc(r, z) is
(5.3) Brc(r, z) =
Ncaps∑
i=0
(−1)i+1Bs(r, z − zrc, ai),
where Bs(r, z, a) is the magnetic field of an individual current loop of radius a (see e.g.,
Eq. (2.1)), ai = Rg + iS/2 is the radius of the i
th coil, and Ncaps is the number of electro-
magnetic coils in each end-cap. The magnetic field of the trap wall is
(5.4) Bw(r, z) =
Nw−1∑
i=1
(−1)i+NcapsBs(r, z − zi, Rw),
where the z-coordinate of the ith coil is zi = zlc + iS/2, Nw is the number of electromagnetic
coils making up the wall (including those shared with the end-caps), and the indices in the
summation have been compensated to account for the fact that one coil on each end of the
trap wall is shared with the end-caps. It should be noted that Nw and Ncaps should be even
numbers in order to have a minimal magnetic field near trap center. The locations of the
plugging electrodes for the end-caps and trap wall are chosen such that they are centered in
the magnetic cusps for each component of the trap. The plugging electrodes in the end-caps
have a radial thickness of ∆R = d, while the plugging electrodes located in the trap wall
have an axial length of l = d, where a value of d = 0.4S = 0.4 cm is chosen in accordance
with the results of Chapter 3.
The simulations are conducted using a two-dimensional electrostatic version of the
Warp code [36], where the electrostatic potential of the trap and plasma are calculated
self-consistently in cylindrical coordinates at each time-step using a multi-grid method, and
the magnetic field of the plasma is neglected. The simulation volume is broken up into
a square mesh in cylindrical coordinates with grid spacing ∆r = ∆z = ∆s, where ∆s is
chosen according to the criteria stated in Eq. (4.2). For each simulation, Dirichlet boundary
conditions are imposed on the electrostatic potential that model an electrode configuration
similar to that shown in Fig. 5.1 with varying values of Rw and Lw, while Neumann boundary
conditions are imposed on the electrostatic potential at z = 0.0 cm and z = zmax = Ltot such
that ∂zφ(r, 0.0 cm) = ∂zφ(r, zmax) = 0.0 V/m.
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Plasma macroparticles are loaded into a cylindrically symmetric injection volume
according to a uniform density profile over the course of 0.5 µs. Each macroparticle in
this chapter has a weight w = 50. The injection volume is chosen to be a cylinder of
radius Rinj = Rw −
√
2S and length Linj = zinj,max − zinj,min, where zinj,max = zrc − S and
zinj,min = zlc + S are the maximum and minimum z-coordinates of the injection volume,
respectively. The velocity components v0x, v0y, and v0z of each macroparticle are sampled
from a three-dimensional non-drifting Maxwellian velocity distribution associated with a
temperature of T0e+ = 40 K. The total number of macroparticles Ne+ in each simulation
is chosen such that the density of the plasma would be n0e+ = 10
6 cm−3 had all plasma
particles been initialized within the injection volume instantaneously at t = 0 s.
In the 2-D cylindrical version of Warp, plasma particles are allowed to move in three-
dimensions according to the ASB applied electromagnetic field and the self-consistently cal-
culated electric field of the plasma. For all simulations in this chapter the Boris algorithm
is used to push particles with a time-step of ∆t = 5.6 ps. This value of ∆t was chosen
according to ∆t = 0.1/ωc, where ωc is the cyclotron angular frequency of a positron moving
in a Bmax = 0.1014 T magnetic field. Here, Bmax = |B(rtest, ztest)| is the magnitude of the
magnetic field at a point (rtest = 0.99Rw, ztest = zmax/2 − 0.25S) that is very close to one
of the electromagnetic coils in the trap wall when Rw = 4.0 cm and Lw = 8.5 cm. If the
trajectory of a particle intersects the z = 0.0 cm or z = zmax planes, or any of the trap
electrodes, the particle is removed from the simulation.
5.3. Confinement of a Non-neutral Positron Plasma
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Table 5.1. Parameters used in the ASB trap simulations.
Case No. Lw [cm] Rw [cm] Ne+ ∆φ [V] % Lost
L1 3.5 4.0 565, 634 0.21 0.0
L2 4.5 4.0 969, 690 0.52 0.0
L3 5.5 4.0 1, 373, 725 0.77 0.0
L4 6.5 4.0 1, 777, 741 0.91 0.0
L5 7.5 4.0 2, 181, 771 1.09 0.0
L6 8.5 4.0 2, 585, 792 1.16 0.0
L7 9.5 4.0 2, 989, 807 1.24 0.0
L8 10.5 4.0 3, 393, 912 1.34 0.0
L9 11.5 4.0 3, 797, 913 1.33 0.0
L10 12.5 4.0 4, 201, 863 1.36 0.0
L11 13.5 4.0 4, 605, 889 1.38 0.0
R1 8.5 3.0 948, 470 0.56 0.0
R2 8.5 4.0 2, 585, 792 1.16 0.0
R3 8.5 5.0 5, 027, 279 1.74 0.0
R4 8.5 6.0 8, 273, 063 2.20 0.0
R5 8.5 7.0 12, 323, 097 2.62 0.0
R6 8.5 8.0 17, 177, 378 2.99 1.2× 10−5
R7 8.5 9.0 22, 836, 240 3.32 0.1
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To determine how the dimensions of the trap affect the space-charge well produced
by the e+ plasma, a parameter scan is conducted in which the length and radius of the
trap wall are varied. Table 5.1 shows the parameter values used in each simulation, and
gives a summary of the results of the parameter scan. For case numbers beginning with
L the radius of the trap is held at Rw = 4.0 cm, while the length of the trap wall Lw is
varied from 3.5 cm≤ Lw ≤ 13.5 cm. For case numbers beginning with R the length of
the trap wall is held constant at Lw = 8.5 cm, while the radius of the trap Rw is varied
from 3.0 cm≤ Rw ≤ 9.0 cm. For each simulation, a non-neutral e+ plasma is injected as
was described in Sec. §5.2. After all of the e+ macroparticles are injected, the plasma is
allowed to evolve self-consistently for another 19.5 µs. After each simulation is complete, the
position and momentum of each particle in the trap and the electrostatic potential φ(r, z)
are recorded. Table 5.1 shows a summary of the results. In each of the simulations where the
length of the trap is varied, no positrons were lost. Likewise, for cases R1-R5 no particles
were lost. However, for cases R6 and R7, 1.2× 10−5 % (2 macroparticles) and 0.1 % (25, 621
macroparticles) of the initial e+ population were lost, respectively.
5.3.1. Electrostatic Potential
Figure 5.2 shows φ(r, z) in the trap at 20 µs for (top) case L1 and (bottom) L11.
Figure 5.3 shows the electrostatic potential in the trap at 20 µs for (top) case R1 and
(bottom) case R7. For all configurations, φ(r, z) has saddle points near the center of each of
the plugging electrodes used to reflect particles away from the magnetic cusps. The depth
of the electrostatic potential well ∆φ formed by the space-charge of the e+ plasma is defined
as the difference between the potential at the center of the trap φc and the maximum value
of the electrostatic potential φs,max at any one of these saddle points. The values of the
electrostatic potential are calculated at each of the saddle points numerically, and the well
depth is given by
(5.5) ∆φ = min(∆φr,∆φz),
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where ∆φr and ∆φz are the smallest well depths between trap center and each of the saddle
points along the trap wall and the end-caps, respectively. The locations for ∆φr and ∆φz
are indicated by the black dots in each of the plots in Fig. 5.2 and Fig. 5.3.
Figure 5.4 (a) and Fig. 5.4 (b) show the depth of the space-charge well in the radial
∆φr (gray) and axial ∆φz (black) directions for cases L1-L11 and cases R1-R7, respectively.
For cases L1-L11, the radial well depth ∆φr is slightly smaller than the axial well depth ∆φz
in all simulations. In cases R1-R2, ∆φr < ∆φz, while for cases R3-R7 ∆φr > ∆φz. As the
radius and length of the trap increase, the depth of the space-charge well increases in both














Figure 5.2. Electrostatic potential in the trap at t = 20 µs for (top) case L1
and (bottom) case L11. The black dots indicate the locations of the saddle














Figure 5.3. Electrostatic potential in the trap at t = 20 µs for (top) case
R1 and (bottom) case R7. The black dots indicate the locations of the saddle
points where the radial ∆φr and axial ∆φz well depths are evaluated.
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Figure 5.4. Radial ∆φr (gray) and axial ∆φz (black) space-charge well depth
as a function of (a) Lw when Rw = 4.0 cm and (b) Rw when Lw = 8.5 cm.
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5.3.2. Plasma Density
Figure 5.5 shows the density profile ne+(r, z) in the trap at t = 20 µs for (top) case
L1 and (bottom) case L11. Figure 5.6 shows ne+(r, z) in the trap at t = 20 µs for (top) case
R1 and (bottom) case R7. The black dots in Fig. 5.5 and Fig. 5.6 represent the locations
of a sample of randomly selected particles. For case L1, the number of randomly selected
particles is Nsample = 2, 500. For all other plots in Fig. 5.5 and Fig. 5.6 Nsample = 5, 000.
For each case there is a high density region near the trap walls, and a peak in density
along the axis of symmetry of each trap near the end-wells. The density near the center
of each configuration is much smaller than the density near the edges. Figure 5.7 (a) and
Fig. 5.7 (b) show the average density nc of the e
+ plasma near trap center for cases L1-
L11 and R1-R7, respectively. The values shown in Fig. 5.7 (a) and (b) were obtained by
computing the average density of the e+ plasma within a cylindrical volume of radius 0.5 cm
and length 1.0 cm that is coaxial and concentric with the trap. Hereafter, this cylindrical




















Figure 5.5. Density of the positron plasma for (top) case L1 and (bottom)
case L11. The black dots represent the locations of a small sample of the




















Figure 5.6. Density of the positron plasma for (top) case R1 and (bottom)
case R7. The black dots represent the locations of a small sample of the
particles trapped in each configuration.
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Figure 5.7. Average density nc near trap center for (a) cases L1-L11 with
Rw = 4.0 cm and (b) cases R1-R7 with Lw = 8.5 cm.
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5.3.3. Plasma Temperature
Figure 5.8 shows the temperature profile Te+(r, z) for (top) case L1 and (bottom) case
L11. Figure 5.9 shows the temperature profile Te+(r, z) for (top) case R1 and (bottom) case
R7. In each case the plasma has a higher temperature near the trap walls than at the center
of the trap. The plasma temperature Tc within Mc near trap center is shown in Fig. 5.10 (a)
for cases L1-L11 and Fig. 5.10 (b) for cases R1-R7. While the temperature near the edges
of the trap is greater than 100 K for cases L1-L11, the temperature near trap center is
relatively constant as the length of the trap is varied, and is between 49.1 K and 57.0 K for
all cases except L1. Alternatively, as the radius of the trap increases from Rw = 3.0 cm in
case R1 to Rw = 9.0 cm in case R7, the average temperature near trap center increases from












Figure 5.8. Temperature profiles of the positron plasma for (top) case L1
















Figure 5.9. Temperature profiles of the positron plasma for (top) case R1
and (bottom) case R7.
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Figure 5.10. Temperature Tc near trap center for (a) cases L1-L11 when
Rw = 4.0 cm and (b) cases R1-R7 when Lw = 8.5 cm.
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Figure 5.11. Rate Ṅ at which particles are lost for case R7.
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5.4. Discussion and Concluding Remarks
For all but case R7 in Table 5.1, the number of lost particles was negligible. In case
R7, the electrostatic potential near trap center has a value of φc = 23.84 V. Since φc ≈ Vp,
some e+ are able to escape confinement. Figure 5.11 shows the rate at which particles are
lost Ṅ between the time particle injection stops at t = 0.5 µs and the end of the simulation at
t = 20 µs. Just after the particle injection period ends, the loss rate is Ṅ = 3.73× 103 µs−1.
Between t = 0.5 µs and t = 1.0 µs the loss rate decreases rapidly to Ṅ = 1.35 × 103 µs−1.
Particles continue to be lost throughout the duration of the simulation, and the loss rate
decreases to Ṅ = 1.18× 103 µs−1 by t = 20.0 µs.
It is expected that as particles are lost from the trap, the electrostatic potential near
trap center will decrease, and Ṅ will approach zero. However tracking the system as it
evolves until this occurs is prohibitively expensive from a computational standpoint. In
practice, the results of Chapter 3 indicate that it should be possible to stymie these losses
by increasing the plugging voltage, and/or changing the value of d so that the electrostatic
potential difference between trap center and the plugging electrodes is greater. Alternatively,
in order for particles to escape the trap, they must have a high enough kinetic energy to
overcome the electrostatic potential barrier created by the plugging electrodes. Thus, by
allowing particles to escape the confinement volume the plasma will cool evaporatively, and
may lead to plasma conditions that are more favorable for antihydrogen production.
The results of §5.3.1 indicate that as the radius and length of the trap increase, the
depth of the space-charge well increases, provided enough particles can be injected into the
trap volume to achieve a density of n0,e+ = 10
6 cm−3. This is in qualitative agreement with
the results of Ref. [27]. Additionally, the depth of the electrostatic potential well in case R3
of this chapter is in quantitative agreement with the result found in Case I of Chapter 4.
Thus, it may be possible to conduct a more comprehensive parameter scan using small scale
simulations such as those presented in Chapter 4 to gain insights into density limits in a
full-scale ASB trap. In cases L5-L11 and R2-R7, the depth of the space-charge well ∆φ
exceeded 1.0 V. It should be noted that it may be possible to achieve similar results in the
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trap configurations with smaller dimensions by varying the density of the e+ plasma, however
this has not been investigated in this work.
A design for a cylindrically symmetric artificially structured boundary trap has been
presented. Simulations using the PIC method have been presented that model the confine-
ment of a non-neutral positron plasma within the configuration for various trap radii and
lengths. Temperature and density profiles of the trapped e+ plasma have been presented.
The simulations indicate that when non-neutral plasma is confined within the ASB trap, the
plasma has a high density and high temperature region near the trap walls. Additionally, the
plasma near trap center is generally more diffuse and cold, with a temperature comparable
to that at the beginning of the simulations. The results of the simulations indicate that a
three-dimensional electrostatic potential well is formed by the space-charge of the e+ plasma,
and that confinement of a second oppositely signed species within the space-charge of the
e+ plasma may be possible‡.
‡A video fixed.mp4 is provided as supplemental material that shows the motion of a small number (10, 000)
of electrons (bottom) and positrons (top) in a space-charge based confinement simulation. The electrons are
confined within the space-charge of the positron plasma. The electrons were injected into the same injection
volume as the positrons with an initial density of the electron plasma was n0e− = 0.2n0e+ = 2× 106 cm−3,
and the dimensions of the ASB trap are Rw = 6 cm and Lw = 8.5 cm. No particles of either species were




Artificially structured boundaries are characterized by short range electromagnetic
fields, and can be used to confine and manipulate charged particle beams and plasmas.
It may be possible to construct an ASB trap that is capable of confining a non-neutral
plasma along it’s edge. Furthermore, under certain conditions it may be possible to confine
an oppositely signed plasma species within the three-dimensional electrostatic potential well
produced by the space-charge of the edge confined species. Such a configuration may provide
a means of mixing positron and antiproton plasmas in a region of space that is largely free
of externally applied electromagnetic fields.
In this work, two regimes of particle modeling have been used to develop a concept
for an ASB trap that is capable of confining a non-neutral plasma in three-dimensions. In
Chapter 2 and Chapter 3, classical trajectory Monte Carlo simulations have been utilized
to investigate two possibilities for magnetic field configurations that could be used to create
an ASB trap. The first system studied was an ASB comprised of a planar arrangement of
magnetic dipoles, in which like-poles face the plasma confinement region. The magnetic field
of this configuration is capable of deflecting the vast majority of incident particles of either
sign of charge under certain conditions. Electrostatic plugging configurations that could be
envisioned for this system are relatively complex, and a conceptually simpler system has
been conceived.
The simpler system was investigated in Chapter 3, and consists of an electrostatically
plugged planar picket-fence ASB. A computer program written in C++ has been developed
that calculates the electromagnetic field of the ASB, and tracks the motion of charged par-
ticles in three-dimensions. The program was used to conduct a large scale parameter scan
in which two sets of parameters were found that optimize the confinement properties of the
ASB in the single particle limit. The two sets of parameters correspond to the two types of
charged particle sources considered: a mono-energetic beam and a mono-energetic isotropic
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velocity distribution.
Particle-in-cell modeling has been utilized in Chapter 4 to study plasma confinement
in the radial direction within a cylindrically symmetric generalization of the configuration
of Chapter 3. The simulations indicate that it may be possible to confine a non-neutral
e+ plasma using the cylindrically symmetric picket-fence ASB concept. The depth of the
electrostatic well produced by the space-charge of the e+ plasma has been evaluated, and
it was found that it may be possible to use the space-charge to electrostatically confine a
p̄ plasma the radial direction, as was predicted in [27]. For both Case I (non-neutral e+
plasma) and Case II (partially neutralized e+ − p̄ plasma) the e+ plasma has a high density
region near the edge of the confinement volume and the density of the e+ is much lower
near trap center. This is in qualitative agreement with the results presented in [27]. Plasma
losses were found to be negligible for the trap parameters, plasma conditions, and time-scales
considered in this chapter.
The results of Chapter 3 and Chapter 4 were used in Chapter 5 to design a concept for
an ASB trap that may be capable of confining a non-neutral e+ plasma in three-dimensions.
A parametric scan over the dimensions of the trap has been conducted, and it has been found
that a three-dimensional electrostatic potential well is formed by the space-charge of the e+
plasma. The depth of the well has been evaluated for each parameter set, and it has been
found that the depth of the electrostatic potential well increases as the radius and length
of the trap are increased. However, the results of the simulations indicate that the radius
of the trap may have a more prominent effect on the depth of the electrostatic potential
well than the length. Additionally, the depth of the electrostatic potential well in the radial
and axial directions are roughly equivalent for all trap dimensions evaluated in this chapter.
The temperature and density profiles of the e+ plasma have been presented for several cases.
Plasma losses have been found to be negligible for all cases in this chapter, except when the
space-charge of the e+ plasma increases the electrostatic potential at the center of the trap
to a value close to that of the plugging voltage φc ≈ Vp.
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APPENDIX
CHARGED PARTICLE SIMULATION SUITE
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The following code was used to obtain the results presented in Chapter 3. By modi-
fying the source code, one can track charged particle motion in arbitrary user defined elec-
tromagnetic fields. It is currently written to perform a parameter scan such as that which
was presented in Chapter 3. To compile the C++ program one needs the following tools:
- Intel ODE library
- Intel C++ compiler
- Intel Math Kernel Library
- Boost C++ library.
In the directory where all of the files are contained, one can compile the code using the Intel
compiler from the command line via the following command
icc ctmc.cpp -I /path/to/intel-ode-library-directory/include -I /path/to/boost-library-
directory/ -L /path/to/intel-ode-library/lib/intel64 -liode intel64 -mkl -O2 -qopenmp
-o a.out
A.1. Code Used to Drive Simulation: ctmc.cpp
/* ctmc.cpp
*
* Created by Ryan M Hedlof on 1/7/17.
* The Ordonez Research Group
* The University of North Texas
* ryanhedlof@my.unt.edu
*
* This drives the parameter scan for CTMC simulations
* of charged particle trajectories in the
* electromagnetic field of the ASB.
*/
#include <omp.h>//openMP































//*** bc_type defines boundary conditions for different geometries of





// 2=circ w/ X,
// 3=cyl shell w/ null plug,
// 4=cyl shell w/ X,
// 5=cross,
// 6=circ w/ circ null plug,
// 7=cyl shell w/ circ null plug,
// 8=circ w/ X & circ plug,
// 9=cyl w/ X & circ plug,
// 10=single strip V=Vx,
// 11=3strip not staggered V123=Vx,
// 12=3strip staggered Vcusp=Vx and Vedges=Vs
int nWire=5;//number of wires/loops in each wire/loop stack/ring








double Ls=1.00;//length of solenoids. Also zcoord for zT3
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double zsc=Ls/2.0;
int nP=1;//(legacty variable, should be 1)
int nSim=1;//(legacy variable, should be 1)




















//give unique ID for phi
string phinum=static_cast<ostringstream*>(&(ostringstream()<<phiID))->str();













int phi_calc=: (0) use precalculated phi in phidir (1) calculate
phi within sim
int source=: (0) use point or (1) spatially distributed source
int mode: (0) run in beam mode, (1) plasma mode, (2) or set vy=0
int map_out: (1) Final transmitted coords written (0) not
int e_mode: (0) E field=0, (1) E field !=0
**************************************************************/






















































double imaxL, jmaxL, kmaxL;
int imax, jmax, kmax;
double deltax, deltay, deltaz;
double epsilon=pow(10.0, -12.0), safety=pow(10.0,-4);
vector <double> flipper_tab(100);
vector < vector <double> > flipper_tab2(10,vector <double>(10));















//define vectors to hold optimal parameters
//vector holding optimal parameters for first scan
vector < vector <double> > optimal1(0);
//vector holding optimal parameters for second
vector < vector <double> > optimal2(0);
double zT;//z coord at which particle is transmitted
const int imaxt=100;//grid size in x-dir
const int jmaxt=100;//grid size in y-dir







// * Set up interpolation of Elliptic Integrals
// * *****************************************/
// INSERT SPLINE CODE HERE!




for (int i=0; i<10; i++){










//start initial full scan on short run
int num_opt=1;//define integer to label optimized runs
while(dN<=dNmax){//start dN iterations










//Define a vector with ghost points to store phicalculation
vector < vector < vector <double> > >
phi2(imaxt+3, vector < vector <double> >
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(jmaxt+3, vector <double>(kmaxt+1)));




cout << "finished phi calc!\n";
/*-----------------------IMPORT~PHI~PARAMS----------------------------*/







































//Set ghost point potential values equal to boundary values(Sp. Per. BC’s)
for (int i=0; i<=imaxL; i++)
{









for (int j=0; j<=jmaxL; j++)
{









//start iterations over rc
while(rc<=rcmax){
string testnum = static_cast<ostringstream*>( &(ostringstream()
<< run_count) )->str();//convert run_count to string
string testnum2 = static_cast<ostringstream*>( &(ostringstream()
<< num_opt) )->str();//convert num_opt to string



















//Declare value to store data into
unsigned long long int random_value = 0;
size_t size = sizeof(random_value); //Declare size of data
ifstream urandom("/dev/urandom", ios::in|ios::binary); //Open stream
if(urandom){//Check if stream is open
//Read from urandom
urandom.read(reinterpret_cast<char*>(&random_value), size);
if(urandom){//Check if stream is ok, read succeeded
}
else{//Read failed





std::cerr << "Failed to open /dev/urandom" << std::endl;
}
// Define random number generator and seed with urandom:
base_generator_type generator(random_value);
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// Define a uniform random number distribution which produces "double"







//warm up random number generator to ensure good quality numbers
int num_burns=10000;
double random_burns;






































vector < vector <double> > dataTTOT(0);
vector <double> opt_temp(3);
double ctmc_time=omp_get_wtime();







cout << "Running CTMC on " << nthreads << " threads " << endl;
cout << "Number of particles= " << nTot << endl;
}
#pragma omp for schedule(dynamic)
for(int nrun=1; nrun<=nRun; nrun++){
// ctmc_chk_SOL(bxtab, bytab, bztab, phi2);
//define tuple that holds result of each trajectory
boost::tuples::tuple<int,int,int,int,int,double> sim_result;
int partID=(nrun-1)*nP;
sim_result=ctmc_intel(partID, e_mode, vxitab, vyitab,


















cout << "rc= " << rc << " Vx= " << Vx << " dN= " << dN << endl;
cout << "nRtot= " << nRtot << " nTtot= " <<
nTtot << " nNULLtot= " << nNULLtot << " nEFtot= " << nEFtot << endl;
cout << "nstepav= " << nstepav << " nstepmax= "
<< nstepmax << " edifmax= " << edifMAX << endl;
fstream mystm;//declare filestream for data output
mystm.open(myFileName.c_str(),ios::out);
mystm << qn << endl;







mystm << dN << endl;
mystm << Vx << endl;
mystm << Vb << endl;
mystm << nRtot << endl;
mystm << nTtot << endl;
mystm << nNULLtot << endl;


















mystm << dataTTOT[i][j] << "},";
}
else{


















mystm << "}" << endl;
mystm.close();
};//end mapout if





























mystm << optimal1[i][j] << "}";
}
else{





mystm << "}" << endl;
mystm.close();
};//end mapout if
};//end if to do data analysis
}//end master section for data output
}//end parallel environment
double ctmc_time_tot=omp_get_wtime()-ctmc_time;
















};//end while loop over Vx
dN+=ddN;
};//end while loop over dN and full initial scan
//output total run time
double run_time=omp_get_wtime()-start_time;
cout << "run time= " << run_time << " seconds " << endl;
cout << " = " << run_time/60.0/60.0 << " hours " << endl;
return 0;
};





* Created by Ryan M Hedlof on 1/7/17.
* The Ordonez Research Group
* The University of North Texas
* ryanhedlof@my.unt.edu
*
* This code serves to track charged particle trajectories




//calculates derivative of function via central differences approx




//interpolated electric field calculated from phi on mesh
boost::tuples::tuple<double, double, double>
e2( double xt, double yt, double zt,



































































//tri linear interpolation algorithm:
// -- lin2(x,y,z,vector of function values on 3D grid)
//calculates phi off grid
double lin2( double xt, double yt, double zt,






































for (int i=0; i<2;i++)
{
for (int j=0; j<2; j++)
{



























//Define Mersenne-Twister random number generator
typedef boost::mt19937 base_generator_type;
//Elliptic Integrals:
//For the purposes of documentation, ell1 = k(ma) and ell2 = e(ma)












//B for infinite plane of wires


























//Electromagnetic field Jacobian (dummy var if ipar3=0)
//-- required for implicit solver
void jacmat_E_B(int*n,double*t,double*x,double*a)
{








































/*$$$$$$$$$$$$$$$$$$~ End EQ’s of Motion ~~$$$$$$$$$$$$$$$$$$$$*/
boost::tuples::tuple<int, int, int, int, int,double> ctmc_intel(
int partIDS, int EMODE, const vector <double> &vxitabS,
const vector <double> &vyitabS, const vector <double> &vzitabS,
const vector <double> &xitabS, const vector <double> &yitabS,
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const vector< vector< vector <double> > > &phiS,
vector < vector <double> > &dataTTOTS )
{
int dubstep=0;//flag to control energy based step doubling
double dxfd=0.0001;//pt to pt distance for central differences derivative
double t_end;//max time
double nR;// # of reflected particles
double nT;// # of transmitted particles
int nstep;// counter for # of timesteps
double nNULL;// legacy variable, not used anymore...
double nEF, nEFT;//counters for # parts with energy conservation issues
double tcyc, oneOv, dtV;








const double deltaw=0.01;//dst past bound we accept trajectory within
double Emax=1.0;//energy %dif max we kill integration for
double edifdifmax=0.00001;




double dtmx1 = 0.100;// NOTICE: WATCH THESE! THEY PLAY CRUCIAL ROLES!!!
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double dtmx2 = 0.010;
double dtmx3 = 0.005;
double dtmx4 = 0.05;
double fac_tcyc = 0.1;
double zt2 = 2.0*Ls;
double zt3 = 1.5*Ls;








//Define a vector to store all transmitted particle data
vector < vector < double > > dataT(0);
//Store particle data for particles with DeltaE>1%
vector < vector < double > > dataE(0);
// and a temp to store data to be pushed back







// grab the clock time
clock_t tStart = clock();
fstream mystm;//stream for data output
fstream myout;




// cout << "Starting loop over particles!!" << endl;
for (int run=1; run <= nSim; run++)







for(int i=0; i<nP; i++){//Start single particle integration
//Define a vector to store zaverages between turning points
vector < double > zav(0);
//Define a list to store turning points in z direction









//--------INTEL ODE Solver STUFF--------//
int n, ierr, i;
/* It is higly recommended to declare ipar array of size 128
for compatibility with future versions of ODE solvers */
int kd[6], ipar[128];
double t, t_end, dt, dtm, ep, tr;
/* As ODE system has size n=2, then the size of dpar array is equal to
max{13*n,(7+2*n)*n}=max{26,22}=26. More details on dpar array can be
found in the Manual */
double x[6];
// double x[6], dpar[114];//for implicit and universal
// double x[6], dpar[78];//for implicit and universal
clock_t time_begin,time_end;





//set internal parameters for solver
ipar[1]=2;//stepper: (0) universal (1) explicit (2)implicit
ipar[2]=1;//(0) run to t_end, (1) exit after each step














/* global parameter settings suitable for all 6 dodesol routines */
dtm=1.e-12; /* minimal step size for the methods */
ep=1.e-9; // relative tolerance. (should be ep<1.e-9)
tr=1.e-8; /* absolute tolerance */
//--------END INTEL ODE STUFF--------//
























































//begin single particle trajectory
while (t<=t_end && esc==0) {




































* NOTE! THIS IS INCREDIBLY IMPORTANT FOR ASB WORK!!
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* Due to the extremely short range nature of the B
* field, you must watch timestep very closely near
* the boundary. Otherwise, the adaptive timestep
* alorithm in ODE library may decide to
* make the timestep so large the particle skips over the















//if energy changed too much, reset t, reduce dt and try again!
if(echangeT>edifdifmax && nstep>2 && dubstep==1){
dt=dt/2.0;
t=ttemp;//reset t










ef=etemp;//set energy to energy now
echange=echangeT;
edif=fabs((ei-ef)/ei)*100.0;
if(edif>Emax)//kill integration if efif>Emax
{































































};//end while for single particle integrator
partIDS++;//increment particleID # for new initial conditions
string partnum= static_cast<ostringstream*>( &(ostringstream()
<< partIDS) )->str();




int numt = run;
};//end loop for parameter sims (run nSim times)
/*------------------------------------------------------------------*/
// Get clock time for sim
double timeElapsedSec = ( clock() - tStart ) / CLOCKS_PER_SEC;









// return the results back to drive code ctmc.cpp
return boost::tuples::make_tuple(nR,nT,nNULL, nEF,nstep,edif);
}//end CTMC tuple code














//-- The path for the phi directory here must be the same as
// HomeDir+"phi/" defined in the ctmc.cpp
#define NAME "/path/to/some/directory/phi/"
int fd(int bcgeom, double Vb, double Vc, double Vx, double Vs,
double aN, double aN2, double dN, int phi_index, int imaxFD,




Set up conditions for BC’s
********************************************************************/
double ax, bx, ay, by, az, bz, lx, ly, lz, hx, hy, hz, xi,








// int bcgeom=1;//0=X, 1=circle, 2=circ w/ X, 3=cyl shell w/ null plug,
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// 4=cyl shell w/ X, 5=cross
// MKL_INT nx=10, ny=10, nz=200;
MKL_INT nx=imaxFD, ny=jmaxFD, nz=kmaxFD;
double pi=3.14159265358979324;
MKL_INT ix, iy, iz, i, stat;
MKL_INT ipar[128];
double *dpar=NULL, *f=NULL, *u=NULL, *bd_ax=NULL, *bd_bx=NULL,
*bd_ay=NULL, *bd_by=NULL, *bd_az=NULL, *bd_bz=NULL;
double q;
DFTI_DESCRIPTOR_HANDLE xhandle = 0;
DFTI_DESCRIPTOR_HANDLE yhandle = 0;
char *BCtype;
MKL_INT mem_error, error;
/* Printing the header for the example */
printf(" **********************************************\n\n");
printf("\n Calling MKL Poisson Library\n");
printf(" **********************************************\n\n");
printf(" This code gives the solution of 3D Laplace equation\n");
printf(" u_xx+u_yy+u_zz=0, 0<x<1/2, 0<y<1/2, 0<z<zmax,\n");
printf(" -----------------------------------------------------------\n");





/* memory allocation */
mem_error = 1;
dpar=(double*)mkl_malloc((13*(nx+ny)/2+9)*sizeof(double), 64);
if(dpar == NULL) goto end;
f=(double*)mkl_malloc((nx+1)*(ny+1)*(nz+1)*sizeof(double), 64);
if(f == NULL) goto end;
u=(double*)mkl_malloc((nx+1)*(ny+1)*(nz+1)*sizeof(double), 64);
if(u == NULL) goto end;
bd_ax=(double*)mkl_malloc((ny+1)*(nz+1)*sizeof(double), 64);
if(bd_ax == NULL) goto end;
bd_bx=(double*)mkl_malloc((ny+1)*(nz+1)*sizeof(double), 64);
if(bd_bx == NULL) goto end;
bd_ay=(double*)mkl_malloc((nx+1)*(nz+1)*sizeof(double), 64);
if(bd_ay == NULL) goto end;
bd_by=(double*)mkl_malloc((nx+1)*(nz+1)*sizeof(double), 64);
if(bd_by == NULL) goto end;
bd_az=(double*)mkl_malloc((nx+1)*(ny+1)*sizeof(double), 64);
if(bd_az == NULL) goto end;
bd_bz=(double*)mkl_malloc((nx+1)*(ny+1)*sizeof(double), 64);
if(bd_bz == NULL) goto end;
/* memory allocated correctly */
mem_error = 0;
/*********************************************************************
Setting the coefficient q to 0.
Note that this is the first of two steps
on the way to use Helmholtz Solver
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to solve Laplace problem!
*********************************************************************/
q=0.0E0;
/* Computing the mesh size hx in x-direction */
lx=bx-ax;
hx=lx/nx;
/* Computing the mesh size hy in y-direction */
ly=by-ay;
hy=ly/ny;





Filling in the right-hand side f(x,y,z)=0.0 in the mesh
points into the array f. Note that this the second of two
steps on the way to use Helmholtz Solver
to solve Laplace problem! Current implementation
of Poisson Library requires
the array f for the solution of Laplace problem
*********************************************************************
Here we are using the mesh sizes hx and hy computed before to compute
















/* Setting the type of the boundary conditions on each surface
* of the parallelepiped domain:*/
BCtype = "PPPPDN";//P=periodic, D=Dirichlet, N=Neumann



























if(yi<=-xi+bx+dN/sqrt(2.0E0) && yi>=-xi+bx-dN/sqrt(2.0E0) &&




if(yi<=xi+dN/sqrt(2.0E0) && yi>=xi-dN/sqrt(2.0E0) &&








































































if(yi<=-xi+bx+dN/sqrt(2.0E0) && yi>=-xi+bx-dN/sqrt(2.0E0) &&




if(yi<=xi+dN/sqrt(2.0E0) && yi>=xi-dN/sqrt(2.0E0) &&




















































































if(yi<=xi+dN/sqrt(2.0E0) && yi>=xi-dN/sqrt(2.0E0) &&














































if(xi<=xcm+dN/2.0E0 && xi>=xcm-dN/2.0E0 && yi<=ycm+aN && yi>=ycm-aN ){
bd_az[ix+iy*(nx+1)]=Vx;
};


































































































































































































































































/* Initializing data structures of Poisson Library
for 3D Laplace Solver */
d_init_Helmholtz_3D(&ax, &bx, &ay, &by, &az, &bz, &nx,





/* Initializing complex data structures of Poisson Library
for 3D Laplace Solver
NOTE: Right-hand side f may be altered after the Commit step.
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If you want to keep it, you should save it
in another memory location! */
d_commit_Helmholtz_3D(f, bd_ax, bd_bx, bd_ay,





/* Computing the approximate solution of 3D Laplace problem
NOTE: Boundary data stored in the arrays bd_ax, bd_bx,
bd_ay, bd_by, bd_az, bd_bz should not be changed between
the Commit step and the subsequent call to
the Solver routine! Otherwise the results may be wrong. */
d_Helmholtz_3D(f, bd_ax, bd_bx, bd_ay, bd_by, bd_az,





/* Cleaning the memory used by xhandle and yhandle */





/* Now we can use xhandle and yhandle to solve another
3D Laplace problem */
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/* Printing the results */
printf("The number of mesh intervals in x-direction is nx=%d\n", nx);
printf("The number of mesh intervals in y-direction is ny=%d\n", ny);
printf("The number of mesh intervals in z-direction is nz=%d\n\n", nz);
// Export Table to be Interpolated and used in CTMC to
// file myInterpol=HomeDir+Interpol+FileExt;





// char name[] = buf;
printf("mkl file= %s\n", buf);




// for ( ix=0; ix<=nx; ix++) {



























printf("phi file out= %s\n", buf2);
// fp=fopen(buf2,"w+");
for ( ix=0; ix<=nx; ix++) {

























































/* Success message to print if everything is OK */
printf("\n Double precision 3D Laplace example has successfully PASSED\n");
152
printf(" through all steps of computation!\n");
return 0;





[1] C. A. Ordonez. Charged particle reflection from an artificially structured boundary
that produces a spatially periodic magnetostatic field. Journal of Applied Physics,
106:024905, 2009.
[2] M. Sadowski. Plasma confinement with spherical multipole magnetic field. Physics Let-
ters A, 25:695 – 696, 1967.
[3] M. Sadowski. Spherical multipole as a plasma magnetic trap. Physics Letters A, 27:435
– 436, 1968.
[4] M. Sadowski. Containment time of plasma in the sm magnetic trap. Physics Letters A,
28:626 – 627, 1969.
[5] M. Sadowski. Spherical multipole magnets for plasma research. Review of Scientific
Instruments, 40, 1969.
[6] M. Sadowski. High-order spherical magnetic multipoles for surface confinement of
plasma. IEEE Transactions on Magnetics, 17:1938–1941, 1981.
[7] Rudolf Limpaecher and K. R. MacKenzie. Magnetic multipole containment of large
uniform collisionless quiescent plasmas. Review of Scientific Instruments, 44, 1973.
[8] C. A. Ordonez. Charged particle transport through a periodic electrostatic potential
having a small spatial period. Journal of Applied Physics, 104:054903, 2008.
[9] C. A. Ordonez. Effect of a periodic electrostatic potential on magnetized particle trans-
port. Physics of Plasmas, 15:114507, 2008.
[10] C. A. Ordonez. Toroidally rotating plasma confinement with a spatially periodic field.
In 2009 23rd IEEE/NPSS Symposium on Fusion Engineering, pages 1–4, 2009.
[11] C. A. Ordonez. Drifting plasma confinement with a spatially periodic field. IEEE Trans-
actions on Plasma Science, 38:388–392, 2010.
[12] C. A. Ordonez, J. L. Pacheco, and D. L. Weathers. Spatially Periodic Electromagnetic
Force Field For Plasma Confinement and Control. The Open Plasma Physics Journal,
5:1–10, 2012.
154
[13] J. L. Pacheco, C. A. Ordonez, and D. L. Weathers. Artificially Structured Boundary
for a high purity ion trap or ion source. Nuclear Instruments and Methods in Physics
Research Section B: Beam Interactions with Materials and Atoms, 332:312–316, 2014.
[14] T. J. Dolan. Magnetic electrostatic plasma confinement. Plasma Physics and Controlled
Fusion, 36:1539, 1994.
[15] M. Ahmadi, B. X. R. Alves, C. J. Baker, W. Bertsche, E. Butler, A. Capra, C. Carruth,
C. L. Cesar, M. Charlton, S. Cohen, R. Collister, S. Eriksson, A. Evans, N. Evetts,
J. Fajans, T. Friesen, M. C. Fujiwara, D. R. Gill, A. Gutierrez, J. S. Hangst, W. N.
Hardy, M. E. Hayden, C. A. Isaac, A. Ishida, M. A. Johnson, S. A. Jones, S. Jonsell,
L. Kurchaninov, N. Madsen, M. Mathers, D. Maxwell, J. T. K. McKenna, S. Menary,
J. M. Michan, T. Momose, J. J. Munich, P. Nolan, K. Olchanski, A. Olin, P. Pusa, C. .
Rasmussen, F. Robicheaux, R. L. Sacramento, M. Sameed, E. Sarid, D. M. Silveira,
S. Stracka, G. Stutter, C. So, T. D. Tharp, J. E. Thompson, R. I. Thompson, D. P.
van der Werf, and J. S. Wurtele. Antihydrogen accumulation for fundamental symmetry
tests. Nature Communications, 8:681, 2017.
[16] G. Gabrielse, R. Kalra, W. S. Kolthammer, R. McConnell, P. Richerme, D. Grzonka,
W. Oelert, T. Sefzick, M. Zielinski, D. W. Fitzakerley, M. C. George, E. A. Hessels,
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