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Abstract
We prove that for 1 < c < 4/3 the subsequence of the Thue–Morse
sequence t indexed by ⌊nc⌋ defines a normal sequence, that is, each finite
sequence (ε0, . . . , εT−1) ∈ {0, 1}
T occurs as a contiguous subsequence of
the sequence n 7→ t (⌊nc⌋) with asymptotic frequency 2−T .
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2 Introduction
The Thue–Morse sequence t has a rich history and has been studied from various
viewpoints, see for example the article [1] by Allouche and Shallit or the arti-
cle [6] by Mauduit. One approach to this sequence is to view it as a 2-automatic
sequence (indeed it is one of the simplest such sequences), which means that it
is the output of a finite automaton which is fed by the binary representations
of 0, 1, 2, . . .. The sequence t encodes the number of 1’s in the binary repre-
sentation of a nonnegative integer n, which we write s(n), reduced modulo 2.
Alternatively, it can be described as the unique fixed point of the substitution
0 7→ 01, 1 7→ 10 starting with the symbol 0, yielding
t = 01101001100101101001011001101001 . . .
Since t is an automatic sequence — we refer the reader to the book [2] by
Allouche and Shallit for a comprehensive treatment of automatic sequences —
its subword complexity is sublinear. In other words, there exists a constant C
1
such that for each positive integer k the sequence t has at most Ck different
subwords (contiguous finite subsequences) of length k. In particular, since there
are 2k possible subwords of length k, the sequence t is not normal. Moreover,
t is an example of a uniformly recurrent sequence, that is, for each subword w
appearing in t there is a k such that each subword of t of length k contains w.
Despite these properties indicating the “simplicity” of the Thue–Morse se-
quence, Drmota, Mauduit and Rivat [4] could recently prove that the subse-
quence of t indexed by the squares is normal. That is, they proved that each
finite sequence (ε0, . . . , εT−1) in {0, 1} occurs as a subword of the sequence
n 7→ t(n2) with asymptotic density 2−T . This result is remarkable not only for
the reason that we obtain a normal sequence by applying a simple operation to
a readily defined sequence, but also for the reason that this normal sequence can
be constructed bit-wise via a simple algorithm — which consists of counting,
modulo two, the 1’s in the binary expansion of n2.
In this work, we show that such a normality result can also be achieved for
certain subsequences n 7→ t (⌊f(n)⌋), where f : N→ R+ grows more slowly than
the sequence of squares. In particular, we are interested in Piatetski-Shapiro
sequences n 7→ ⌊nc⌋ with 1 < c < 2. The study of the behavior of digital
functions (such as the Thue–Morse sequence, for example) on ⌊nc⌋ was initiated
by the article [7] by Mauduit and Rivat. They proved that subsequences n 7→
ϕ (⌊nc⌋) of q-multiplicative functions ϕ with values in {z ∈ C : |z| = 1} behave as
expected, given that 1 < c < 4/3, a bound that they improved to 1 < c < 7/5
in [8]. For a definition of the term q-multiplicative function we refer to the
cited articles [7, 8], we only note that the Thue–Morse sequence in the form
n 7→ (−1)s(n) is such a function. The author [11] replaced the bound 7/5 = 1.4
by 1.42 for the special case that ϕ = t.
Deshouillers, Drmota and Morgenbesser [3] studied the behavior of auto-
matic sequences u on ⌊nc⌋, establishing the result that if the density of each let-
ter a in the sequence u exists, then the same is true for subsequence n 7→ u (⌊nc⌋)
and the corresponding densities are identical, given that c < 7/5. Moreover, they
considered consecutive terms in subsequences of the Thue–Morse sequence, prov-
ing that for 1 < c < 10/9 the density of each block (ε0, ε1) ∈ {0, 1}2 of length
two in the sequence n 7→ t (⌊nc⌋) equals 1/4. An inspection of the method used
for obtaining this latter result shows that an analogous result can be proved for
arbitrary block lengths greater than two — however, the interval of admissible
values for c shrinks as the block length grows. In particular, this method is not
sufficient to prove the normality of Piatetski-Shapiro subsequences of t.
In the present article, we prove that for 1 < c < 4/3 the subsequence of
t indexed by ⌊nc⌋ is indeed a normal sequence. More generally, our method
allows us to conclude that the Thue–Morse sequence is normal along ⌊f(n)⌋,
where the second derivative of f satisfies some restrictions on the growth rate.
Examples of such functions include ⌊nc(logn)η⌋ for 1 < c < 4/3 and η ∈ R, or
certain functions growing more slowly than n1+ε for all ε > 0.
Throughout this paper, we use the 1-periodic functions e(x) = exp(2πix) and
{x} = x− ⌊x⌋. Constants implied by the symbols ≪, ≍ and O are absolute.
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3 The main result
For the sake of better readability, we state the main theorem only for the func-
tion ⌊nc⌋. The proof, however, deals with the more general case announced in
the introduction.
Theorem 3.1. Let 1 < c < 4/3. The sequence
n 7→ t (⌊nc⌋)
is normal.
In order to prove this theorem, it is sufficient to establish the following
exponential sum estimate. (Compare to [4, Theorem 2]).
Proposition 3.2. Let T ≥ 1 be an integer, α0 = 1 and α1, . . . , αT−1 ∈ {0, 1}.
Assume that 1 < c < 4/3. Then, as A→∞,
∑
A<n≤2A
e
(
1
2
∑
ℓ<T
αℓs (⌊(n+ ℓ)
c⌋)
)
= o(A). (3.1)
The plan of the remaining pages is as follows: we first state a series of
lemmas, of which the first one is the most important one, that we use in the
proof of Proposition 3.2. Afterwards, we give a short explanation of the idea
of proof which is intended to facilitate understanding. That paragraph is then
followed by the proof itself.
4 Auxiliary results
Let λ ≥ 0 be an integer. The truncated sum-of-digits function sλ is defined by
sλ(n) = s
(
n mod 2λ
)
.
For sequences of integers β = (β0, . . . , βL−1) ∈ {0, 1}L and i = (i0, . . . , iL−1) we
define discrete Fourier coefficients
Gi,βλ (h, d) =
1
2λ
∑
u<2λ
e
(
1
2
∑
ℓ<L
βℓsλ(u + ℓd+ iℓ)− hu2
−λ
)
. (4.1)
One of the main ingredients in our proof is the following estimate for these
Fourier coefficients that is used as an essential tool in the proof of the normality
result for squares [4] and which is Proposition 1 in that article.
Lemma 4.1 (Drmota, Mauduit, Rivat). Let L ≥ 1 be an integer. For all
sequences β = (β0, . . . , βL−1) ∈ {0, 1}L satisfying β0 = 1 and β0 + · · ·+ βL−1 ∈
2Z and for all i = (i0, . . . , iL−1) satisfying i0 = 0 and iℓ+1 − iℓ ∈ {0, 1}, there
exist η > 0 and c0 such that for all integers h and λ, λ
′ ≥ 0 with λ/2 ≤ λ′ ≤ λ
we have
1
2λ′
∑
0≤d<2λ′
∣∣∣Gi,βλ (h, d)∣∣∣2 ≤ c02−ηλ.
3
In the proof of Proposition 3.2 we will be concerned with more general func-
tions than just x 7→ xc. The following lemmas are dealing with such functions
f . The first lemma is a consequence of the Erdo˝s–Tura´n inequality combined
with an exponential sum estimate due to van der Corput.
Lemma 4.2. Let J be an interval in R containing N integers and let f : J → R
be twice continuously differentiable in J . Let Λ > 0 be such that
Λ ≤ |f ′′(x)| ≤ 2Λ
for all x ∈ J . Assume that m, s and M are nonnegative integers such that
m < M . Then for all integers K,L ≥ 1 we have∣∣∣∣{n ∈ J : mM ≤ {f(n)} < m+ 1M , ⌊f(n)⌋ ≡ s mod K}
∣∣∣∣
=
N
KM
+O
(
N
KLM
+N (ΛLM)
1/2
+ (ΛLM)
−1/2
)
.
Proof. Assume without loss of generality that 0 ≤ s < K. We set
I =
[
Ms+m
KM
,
Ms+m+ 1
KM
)
,
which is an interval in [0, 1). Then by the Erdo˝s–Tura´n inequality we have∣∣∣∣|{n ∈ J : m/M ≤ {f(n)} < (m+ 1)/M, ⌊f(n)⌋ ≡ s mod K}| − NKM
∣∣∣∣
=
∣∣∣∣|{n ∈ J : {f(n)/K} ∈ I}| − NKM
∣∣∣∣≪ NH +
∑
1≤h≤H
1
h
∣∣∣∣∣
∑
n∈J
e (hf(n)/K)
∣∣∣∣∣ .
Applying Theorem 2.2 from [5], which is the announced exponential sum esti-
mate due to van der Corput, yields∑
n∈J
e (hf(n)/K)≪ NΛ1/2 (h/K)1/2 + Λ−1/2 (K/h)1/2 .
The statement therefore follows from the choice H = KLM and the estimate∑
1≤h≤H h
δ ≪ Hδ+1 that holds for δ ∈ {−3/2,−1/2}.
The second lemma provides us with some elementary estimates concerning
the derivatives of functions f that we are interested in.
Lemma 4.3. Let x0 ≥ 1. Assume that f : [x0,∞) → R is two times con-
tinuously differentiable, f, f ′, f ′′ > 0 and that for x0 ≤ x ≤ y ≤ 2x we have
f ′′(x)/2 ≤ f ′′(y) ≤ f ′′(x). Then the following estimates hold.
xf ′′(x) ≤ 2yf ′′(y) for x0 ≤ x ≤ y, (4.2)
xf ′′(x) ≤ 2f ′(x) for x ≥ 2x0, (4.3)
f ′(x) − f ′(x0) ≤ 2xf
′′(x) log x for x ≥ x0, (4.4)
f ′(y) ≤ 3f ′(x) for 2x0 ≤ x ≤ y ≤ 2x. (4.5)
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Proof. In order to prove (4.2), we show the equivalent statement that
f ′′(x) ≤ 2af ′′(ax)
for a ≥ 1 and x ≥ x0. This is clear for a = 2k by the inequality f ′′(x)/2 ≤
f ′′(2x). If 2k ≤ a < 2k+1, we have f ′′(ax) ≥ f ′′(2kx)/2 ≥ 2−kf ′′(x)/2 ≥
f ′′(x)/(2a). This proves (4.2). Inequality (4.3) is proved via the Mean Value
Theorem and the monotonicity of f ′′: there exists some ξ ∈ [x/2, x] such that
f ′(x) ≥ f ′(x) − f ′(x/2) = (x/2)f ′′(ξ) ≥ xf ′′(x)/2. For the proof of (4.4), let
x ≥ x0. For x0 ≤ t ≤ x we have tf ′′(t) ≤ 2xf ′′(x) by (4.2) and therefore
f ′(x) = f ′(x0)+
∫ x
x0
f ′′(t) dt ≤ f ′(x0)+2xf
′′(x)
∫ x
x0
1
t
dt ≤ f ′(x0)+2xf
′′(x) log x.
Finally, we prove (4.5): there exists ξ ∈ [x, 2x] such that f ′(2x) − f ′(x) =
xf ′′(ξ) ≤ xf ′′(x). Together with (4.3) we get f ′(y) ≤ f ′(2x) ≤ 3f ′(x).
Assume that f is a function such as in Lemma 4.3. Since f ′′ > 0, the first
derivative f ′ is increasing in [x0,∞). Moreover, setting x = x0 in (4.2), we
get f ′′(y) ≫ 1/y, therefore f ′(y) ≫ log y, in particular f ′(y) → ∞ as y → ∞.
This clearly implies f(y)→∞. We will use this observation in the proof of the
following elementary carry propagation lemma. Statements of this type were
used in the articles [9, 10] by Mauduit and Rivat on the sum-of-digits function
of primes and squares.
Lemma 4.4. Let x0 ≥ 1 and assume that f : [x0,∞) → R is two times con-
tinuously differentiable, f, f ′, f ′′ > 0 and that for x0 ≤ x ≤ y ≤ 2x we have
f ′′(x)/2 ≤ f ′′(y) ≤ f ′′(x). Let λ, r, T ≥ 0 be integers, A ≥ 2x0 and assume that
a, b are integers such that a ≤ b and [a, b) ⊆ [A, 2A]. Then
|{n ∈ [a, b) : s (⌊f(n+ ℓ)⌋)− s (⌊f(n+ ℓ+ r)⌋)
6= sλ (⌊f(n+ ℓ)⌋)− sλ (⌊f(n+ ℓ+ r)⌋) for some ℓ ∈ {0, . . . , T − 1}}|
≪ (r + T )
(
(b− a)f ′(A)2−λ + 1
)
.
Proof. The integers n such that 2A − r − T ≤ n < b contribute an error of
at most r + T , therefore it is sufficient to assume that b ≤ 2A − r − T . Let
E = (r + T )f ′(2A). If E ≥ 2λ, then by (4.5) the statement holds trivially. We
assume therefore that E < 2λ. Moreover, we may assume that T ≥ 1, since the
statement is vacuous for T = 0. Assume that a ≤ n < b. We first note that if
f(n) ∈ [0, 2λ − E) + 2λZ, (4.6)
then
s (⌊f(n+ ℓ)⌋)− s (⌊f(n+ ℓ+ r)⌋) = sλ (⌊f(n+ ℓ)⌋)− sλ (⌊f(n+ ℓ + r)⌋)
for all ℓ ∈ {0, . . . , T−1}. Indeed, the Mean Value Theorem and the monotonicity
of f ′ imply f(n + ℓ + r) − f(n) ≤ E and f(n + ℓ) − f(n) ≤ E for 0 ≤ ℓ < T .
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If (4.6) holds, there is therefore an integer s such that f(n+ ℓ), f(n+ ℓ + r) ∈
[s2λ, (s+1)2λ−1] for all ℓ ∈ {0, . . . , T −1}, which implies that the binary digits
of ⌊f(n+ ℓ)⌋ and ⌊f(n+ ℓ+ r)⌋ with indices ≥ λ are the same.
It remains to count the number of exceptions to (4.6). Since f is increasing to
infinity, we may set as = min{n : s2
λ ≤ f(n)} and bs = min{n : (s+1)2
λ−E ≤
f(n)} for all s ∈ Z. Clearly we have f(n) ∈ [0, 2λ −E) + 2λZ if as ≤ n < bs. It
is therefore sufficient to count the number of n ∈ [a, b) such that bs ≤ n < as+1
for some s. By the Mean Value Theorem and (4.5) we have
|[bs, as+1) ∩ [a, b)| ≪ E/f
′(A)≪ r + T (4.7)
for all s ∈ Z. Let s0 be minimal such that as0 ≥ a. Moreover, let s1 be maximal
such that as1 ≤ b. Then the number of s such that the left hand side of (4.7)
is nonempty is bounded by s1 − s0 + 2, moreover as+1 − as ≫ 2
λ/f ′(A) for
s0 ≤ s < s1, which follows again from the Mean Value Theorem and (4.5).
Noting that
(s1 − s0) min
s0≤s<s1
(as+1 − as) ≤
∑
s0≤s<s1
(as+1 − as) = as1 − as0 ≤ b − a
finishes the proof.
The inequality of van der Corput is well known. For a proof of this fact see
for example [10].
Lemma 4.5. Let I be a finite interval in Z and let an be a complex number for
n ∈ I. Then∣∣∣∣∣
∑
n∈I
an
∣∣∣∣∣
2
≤
|I| − 1 +R
R
∑
n∈I
|an|
2
+2
|I| − 1 +R
R
∑
1≤r<R
(
1−
r
R
)
Re
∑
n∈I
n+r∈I
anan+r
for all integers R ≥ 1.
Idea of the proof of Proposition 3.2. We will prove the result for a more
general class of functions f , which yields the generalization announced in the
introduction. The function f(x) = xc is a special case of such a function.
In order to obtain the nontrivial estimate stated in the proposition, we first
apply van der Corput’s inequality to the left hand side. This allows us, using
Lemma 4.4, to replace the function s by the truncated sum-of-digits function
sλ. We then split the summation range (A, 2A] into smaller sets, defined by the
restrictions {f(n)} ∈ [m/M, (m+ 1)/M) and k/(LM) ≤ f ′(n), f ′(n+ L− 1) <
(k + 1)/(LM), where L and M are chosen later. The idea behind this is that
for given m and k, the differences ⌊f(n+ 1)⌋ − ⌊f(n)⌋ , . . . , ⌊f(n+ L− 1)⌋ −
⌊f(n)⌋ should not depend on the choice of n, as long as n is contained in
the set corresponding to m and k. (In fact this will be the case for most
m, which is sufficient.) Moreover, as n runs through the set defined by the
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above restrictions, the values ⌊f(n)⌋ are uniformly distributed in residue classes
modulo 2λ. (This step requires the condition c < 4/3.) These observations and
the 2λ-periodicity of sλ allow us to remove the function f and to sum over the
index set {0, . . . , 2λ − 1} instead. We obtain expressions as in (4.1), for which
we have nontrivial estimates by Lemma 4.1.
5 Proof of the theorem
Assume that x0 ≥ 1 and let f : [x0,∞) → R be a two times continuously
differentiable function satisfying the following conditions.
(a) f, f ′, f ′′ > 0.
(b) For x0 ≤ x ≤ y ≤ 2x we have f ′′(x)/2 ≤ f ′′(y) ≤ f ′′(x).
(c) There exists a C such that f ′′(x) ≤ Cx−2/3 log−1 x for all x ≥ x0.
(d) For all k ≥ 0 there exists a Ck > 0 such that f ′′(x) ≥ Ckx−1 log
k(x) for all
x ≥ x0.
We assume for technical reasons that A ≥ A0 is an integer, where A0 ≥ 2x0 and
Af ′′(A) ≥ 2 for all A ≥ A0. By (d) such an A0 exists. Let α0, . . . , αT−1 ∈ {0, 1}.
We define
S0(A,α) =
∑
A<n≤2A
e
(
1
2
∑
ℓ<T
αℓs (⌊f(n+ ℓ)⌋)
)
.
Our goal is to find a nontrivial bound for this expression. Assume that R ≥ 2
is an integer. We apply Lemma 4.5, which is van der Corput’s inequality:
|S0(A,α)|
2
=
∣∣∣∣∣∣
∑
A<n≤2A
e
(
1
2
∑
ℓ<T
αℓs (⌊f(n+ ℓ)⌋)
)∣∣∣∣∣∣
2
≤ A
A+R
R
+ 2
A+R
R
∑
1≤r<R
(
1−
r
R
)
× Re
∑
A<n≤2A−r
e
(
1
2
∑
ℓ<T
αℓ (s (⌊f(n+ ℓ)⌋)− s (⌊f(n+ ℓ+ r)⌋))
)
.
We replace s by the truncated sum-of-digits function sλ by means of Lemma 4.4.
Moreover, we replace the summation limit 2A− r by 2A and obtain
|S0(A,α)|
2 ≪ O
(
A2
R
+AL+A2
Lf ′(A)
2λ
)
+
A
R
∑
1≤r<R
(
1−
r
R
)
Re
∑
A<n≤2A
e
(
1
2
∑
ℓ<L
βℓ,rsλ (⌊f(n+ ℓ)⌋)
)
, (5.1)
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where L = T +R− 1 and βℓ,r is chosen properly: if we set αℓ = 0 for ℓ 6∈ [0, T ),
we may choose βℓ,r = αℓ − αℓ−r for 0 ≤ ℓ < L. In particular, we have β0,r = 1
and
∑
ℓ βℓ,r ∈ 2Z for all r ≥ 1. We are therefore concerned with expressions of
the form
S1(A, β) =
∑
A<n≤2A
e
(
1
2
∑
ℓ<L
βℓsλ (⌊f(n+ ℓ)⌋)
)
, (5.2)
where β0 = 1 and
∑
ℓ βℓ ∈ 2Z, which we want to estimate nontrivially. In
order to do so, we dissect the interval (A, 2A] into smaller pieces as follows. Let
M ≥ 1 be an integer to be chosen later and set
J(k, L,M) =
{
n :
k
LM
≤ f ′(n), f ′(n+ L− 1) <
k + 1
LM
}
. (5.3)
Moreover, we set d0 = d0(A) = ⌊f ′(A)⌋ + 1 and d1 = d1(A) = ⌊f ′(2A)⌋. We
have f ′(A) < d0 ≤ d1 ≤ f ′(2A), the second inequality being justified by the
assumption Af ′′(A) ≥ 2: using the Mean Value Theorem, hypothesis (b) and
this assumption, we get d1 − d0 ≥ f ′(2A) − f ′(A) − 1 ≥ Af ′′(A)/2 − 1 ≥ 0.
Similarly, we obtain
d1 − d0 ≤ Af
′′(A). (5.4)
By monotonicity of f ′ the sets J(k, L,M) are intervals in Z, we may therefore
choose integers a and b such that J(k, L,M) = [a, b). Assume that d0LM ≤ k <
d1LM . Then J(k, L,M) ⊆ (A, 2A]. Since R ≥ 2 and T ≥ 1, we have L− 1 ≥ 1
and therefore 1/(LM) ≥ f ′(b)− f ′(a) = (b − a)f ′′(ξ) ≥ (b− a)f ′′(A)/2 by (b),
which implies
|J(k, L,M)| ≤
2
f ′′(A)LM
. (5.5)
Clearly we have ∑
d0LM≤k<d1LM
|J(k, L,M)| ≤ A, (5.6)
since the sets J(k, L,M) are pairwisely disjoint and contained in (A, 2A]. More-
over, they almost cover the interval (A, 2A]: we have
∑
d0LM≤k<d1LM
|J(k, L,M)| ≥ A−O
(
1
f ′′(A)
+Af ′′(A)L2M
)
,
where the first error term takes care of the integers n such that f ′(A) < f ′(n) ≤
d0 or d1 < f
′(n) ≤ f ′(2A), which is again an application of the Mean Value
Theorem, and the second error term covers the integers n that are excluded by
the second condition in (5.3) — the length of the summation over k is estimated
via (5.4), and for each k we take out at most L integers. We obtain
S1(A, β) =
∑
d0LM≤k<d1LM
∑
m<M
∑
n∈J(k,L,M)
m
M
≤{f(n)}<m+1
M
e
(
1
2
∑
ℓ<L
βℓsλ (⌊f(n+ ℓ)⌋)
)
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+O
(
1
f ′′(A)
+Af ′′(A)L2M
)
. (5.7)
We define
S2(k,m,L,M, β) =
∑
n∈J(k,L,M)
m
M
≤{f(n)}<m+1
M
e
(
1
2
∑
ℓ<L
βℓsλ (⌊f(n+ ℓ)⌋)
)
, (5.8)
for which we have to find an estimate. We define a set of “good” m by
G(k, L,M) =
{
m < M :
[
m
M
+ ℓ
k
LM
,
m+ 1
M
+ ℓ
k + 1
LM
)
∩ Z = ∅ for 0 ≤ ℓ < L
}
.
We claim that
|G(k, L,M)| ≥M −O(L). (5.9)
Indeed, the intervals in the definition of G(k, L,M) have length ≤ 2/M , there-
fore for each ℓ we have to exclude only O(1) integers m < M .
For m 6∈ G(k, L,M) we estimate S2 trivially. To this end, we use Lemma 4.2
with K = 1 in order to count the number of summands. We obtain with the
help of (5.5)
∣∣∣∣
{
n ∈ J(k, L,M) :
m
M
≤ {f(n)} <
m+ 1
M
}∣∣∣∣
≪
|J(k, L,M)|
M
+ (f ′′(A)LM)
−1/2
. (5.10)
Combining (5.4), (5.6), (5.7), (5.8), (5.9) and (5.10) gives
S1(A, β) =
∑
d0LM≤k<d1LM
∑
m∈G(k,L,M)
S2(k,m,L,M, β)
+O
(
A
L
M
+Af ′′(A)1/2L3/2M1/2 +
1
f ′′(A)
+Af ′′(A)L2M
)
. (5.11)
Next we want to remove the function f occurring in the sum S2. In order to
do so, we will use the argument that the values of ⌊f(n)⌋ are approximately
uniformly distributed in residue classes modulo 2λ, where n satisfies the restric-
tions under the sum in the definition of S2. If n ∈ J(k, L,M) is such that
m/M ≤ {f(n)} < (m+ 1)/M , then
⌊f(n)⌋+
m
M
+ ℓ
k
LM
≤ f(n+ ℓ) < ⌊f(n)⌋+
m+ 1
M
+ ℓ
k + 1
LM
for all ℓ < L, which follows easily from the definition of J(k, L,M) and the
Mean Value Theorem. Consequently, if m ∈ G(k, L,M), then
⌊f(n+ ℓ)⌋ = ⌊f(n)⌋+
⌊
m
M
+ ℓ
k
LM
⌋
= ⌊f(n)⌋+ ℓ
⌊
k
LM
⌋
+ ik,mℓ ,
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where the correction terms ik,mℓ satisfy i
k,m
0 = 0 and i
k,m
ℓ+1 − i
k,m
ℓ ∈ {0, 1}. For
any m ∈ G(k, L,M) we obtain therefore
S2(k,m,L,M, β)
=
∑
n∈J(k,L,M)
m
M
≤{f(n)}<m+1
M
e
(
1
2
∑
ℓ<L
βℓsλ
(
⌊f(n)⌋+ ℓ
⌊
k
LM
⌋
+ ik,mℓ
))
=
∑
s<2λ
∑
n∈J(k,L,M)
m
M
≤{f(n)}<m+1
M
⌊f(n)⌋≡s mod 2λ
e
(
1
2
∑
ℓ<L
βℓsλ
(
s+ ℓ
⌊
k
LM
⌋
+ ik,mℓ
))
. (5.12)
The summand does not depend any more on n, so that we only have to count
the number of times the three conditions under the second summation sign are
satisfied. For this purpose we use Lemma 4.2 again, this time taking K = 2λ.
We obtain for m ∈ G(k, L,M)
S2(k,m,L,M, β) = O
(
|J(k, L,M)|
LM
+ 2λ (f ′′(A)LM)
−1/2
)
+
|J(k, L,M)|
M
1
2λ
∑
s<2λ
e
(
1
2
∑
ℓ<L
βℓsλ
(
s+ ℓ
⌊
k
LM
⌋
+ ik,mℓ
))
. (5.13)
This process is valid for each k and m ∈ G(k, L,M). In order to sum this
expression over k and m, which is needed in order to return to the sum S1, we
want to “forget” the upper indices in ik,mℓ . We consider therefore the sum
S3(A,L,M, i, β, λ)
=
∑
d0LM≤k<d1LM
∣∣∣∣∣∣
1
2λ
∑
s<2λ
e
(
1
2
∑
ℓ<L
βℓsλ
(
s+ ℓ
⌊
k
LM
⌋
+ iℓ
))∣∣∣∣∣∣ . (5.14)
(Note that d0 and d1 are functions of A.) We have
S3(A,L,M, i, β, λ) =
∑
d0LM≤k<d1LM
∣∣∣∣Gi,βλ
(
0,
⌊
k
LM
⌋)∣∣∣∣ ≤ LM ∑
0≤d<2λ′
∣∣∣Gi,βλ (0, d)∣∣∣ ,
where λ′ is chosen in such a way that 2λ
′−1 < d1 ≤ 2λ
′
. We note that f ′(A) ≍ 2λ
′
by (4.5), therefore we obtain by Lemma 4.1 and the Cauchy–Schwarz inequality
S3(A,L,M, i, β, λ) ≤ c1Mf
′(A)1−η (5.15)
for all λ satisfying the restriction 2λ/2 ≤ ⌊f ′(2A)⌋ ≤ 2λ, where c1 and η > 0
depend only on L.
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We take the sum of (5.13) over k, comprising (d1 − d0)LM ≤ Af ′′(A)LM
summands, and over m, comprising |G(k, L,M)| ≤ M summands, and use the
estimates |J(k, L,M)| ≤ 2/(f ′′(A)LM) and (5.15), which yields
∑
d0LM≤k<d1LM
∑
m∈G(k,L,M)
S2(k,m,L,M, β)≪
1
f ′′(A)LM
×
∑
d0LM≤k<d1LM
sup
i0,...,iL−1
i0=0
iℓ+1−iℓ∈{0,1}
∣∣∣∣∣∣
1
2λ
∑
s<2λ
e
(
1
2
∑
ℓ<L
βℓsλ
(
s+ ℓ
⌊
k
LM
⌋
+ iℓ
))∣∣∣∣∣∣
+
A
L
+Af ′′(A)1/22λL1/2M3/2 ≪ c2
f ′(A)1−η
f ′′(A)
+
A
L
+Af ′′(A)1/22λL1/2M3/2,
where c2 and η depend only on L. Combining this with (5.11), we get
S1(A, β)≪ c2
f ′(A)1−η
f ′′(A)
+
A
L
+A
L
M
+Af ′′(A)1/22λL3/2M3/2+
1
f ′′(A)
+Af ′′(A)L2M.
Finally, we have to take R into account and treat the sum S0. Using (5.1),
we obtain uniformly for A,R,M, λ such that A ≥ A0, R ≥ 2, M ≥ 2 and
2λ/2 ≤ ⌊f ′(2A)⌋ ≤ 2λ (this latter condition is needed for (5.15))
|S0(A,α)|
2 ≪
A2
R
+AL +A2
Lf ′(A)
2λ
+A sup
β
|S1(A, β)|
≪
A2
R
+AL +A2
Lf ′(A)
2λ
+ c2(L)A
f ′(A)1−η(L)
f ′′(A)
+A2
L
M
+A2f ′′(A)1/22λL3/2M3/2 +
A
f ′′(A)
+A2f ′′(A)L2M, (5.16)
where L = R+ T − 1. We have to choose R,M and λ. Assume that 0 < ε < 1
and let R ≥ 2 be the minimal integer such that 1/R < ε. Moreover, letM = RL.
Then obviously L/M < ε. By (d) we have Af ′′(A) → ∞, which implies that
A/f ′′(A) = o(A2), moreover we have f ′(A) → ∞, as we noted in the proof of
Lemma 4.4. This fact, using (4.4), implies f ′(A) ≤ 3Af ′′(A) logA for A large
enough. Using also (d), we get for all k
f ′(A)1−η
f ′′(A)
≪
A1−ηf ′′(A)1−η(logA)1−η
f ′′(A)
≪ A1−ηf ′′(A)−η(logA)1−η
≪ (Ck)
−ηA log1−η(k+1) A.
For k large enough this is o(A). For given A choose λ = λ(A) minimal such that
Lf ′(2A)/2λ ≤ ε. Then for large A the condition 2λ/2 ≤ ⌊f ′(2A)⌋ ≤ 2λ, which
we need for (5.16), is satisfied. Using the definition of λ, the estimate (4.4) and
hypothesis (c) (in this order), we get
f ′′(A)1/22λ ≪ f ′′(A)1/2ε−1Lf ′(A)≪ ε−1Lf ′′(A)3/2A logA≪ C3/2ε−1L log−1/2A
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for A large enough, which also tends to 0 as A → ∞. Finally, we note that
f ′′(A) → 0 by (c). These observations are sufficient to prove that each of the
error terms in (5.16) is bounded by εA2 if A is large enough. In particular, this
proves Proposition 3.2 and therefore the theorem.
Remark. As we announced in the introduction, we proved the normality of more
general subsequences of t than those indexed by ⌊nc⌋. For a given function f , we
only have to find an x0 such that the hypotheses (a) to (d) are satisfied. Not only
can we handle obvious variations such as n 7→ ⌊nc(log n)η⌋ or n 7→ ⌊nc1 + nc2⌋,
we can also take functions such as n 7→
⌊
n exp log1−ε n
⌋
, where 0 < ε < 1, or
n 7→
⌊
n exp((log logn)1+ε)
⌋
, growing more slowly than n1+ε for all ε > 0. On the
other hand, it has been shown by Deshouillers, Drmota and Morgenbesser [3]
that the asymptotic densities of 0 and 1 in the subsequence of t indexed by
⌊n logn⌋ do not exist, in particular we do not obtain a normal sequence in this
way. It would therefore be interesting to locate more precisely the rate of growth
where the “phase transition” takes place. For example, the question whether the
sequence n 7→ t(⌊n logk n⌋) is normal for some k remains open at the moment.
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