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Abstract-A parallel implementation of the multi-p method is discussed, using the master/slave 
model and the Parallel Virtual Machine (PVM) message passing library. In a series of performance 
tests, significant speed-up was achieved in those typical cases for the p-version where there was 
sufficient computation,al granularity to justify use of the parallel method. These tests indicate that 
the algorithms devised for load distribution and load balancing are sufficiently robust. These tests 
also indicate that, even though communication overhead in a network environment is relatively high, 
there is significant potential for scaling the method to larger processor ensembles. @ 2000 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Solving large systems of equations for finite element computations has been an important topic 
of research and development for more than 30 years. In the 1960s finite element methods were 
developed which controlled the error of numerical approximation through mesh refinement. Dur- 
ing the 197Os, adaptive mesh refinement procedures were investigated with the goal to reduce the 
errors of discretization vvith improved efficiency. Various solution methods have been developed 
which address the particular matrix structures produced by these finite element methods [l-3]. 
Numerical experiments conducted in the mid-1970s indicated that the use of polynomials of 
progressively increasing degree on a fixed finite element mesh could be much more effective 
than uniform or nearly uniform mesh refinement when solving problems that arise in structural 
and mechanical design [4]. W e refer to the finite element method which reduces the errors of 
the discretization by mesh refinement as h-version and refer to the alternative approach which 
reduces the errors of the discretization by increasing the degree of the polynomial basis functions 
as p-version. The theoretical basis for the p-version was established in 1981, see [5]. 
The ability of the hp-version to combine the benefits of both approaches to achieve exponential 
convergence was demorrstrated in the mid-1980s [6]. Only recently have the particular character- 
istics of p-version finite element matrix structures been given special consideration in the devel- 
opment of matrix solutijon methods. Notably, Mandel [7] has done extensive research on iterative 
methods applied to p-version systems. Reference [8] reports the results of numerical experiments 
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performed on the CRAY Y-MP and the CRAY C90 with some advanced iterative methods when 
solving real industrial problems, which includes the p-version finite element method applied to 
simulation of structures. Pavarino [9] has studied additive Schwarz methods for the p-version 
finite element. The authors of [lo-131 studied the multi-p method for the p-version. 
Since the commercial introduction of parallel computers in the late 1980s the various solution 
methods have been revisited, with the goal of producing methods for the solution of large systems 
of equations produced by conventional h-version methods. Few attempts have been made to 
address the particular characteristics of p-version matrix structure in developing methods for use 
with parallel computers. Babuska, Elman, Markley and Lee [14-161 have investigated shared- 
memory parallel implementation of hp-versions using the preconditioned conjugate gradient meth- 
od. Zhu and Katz [17] studied a parallel implementation of the p-version on an NCUBE computer. 
To date, these methods have been investigated only for two dimensional problems. 
One notable characteristic of the p-version matrix structure is that the low order polynomial 
coefficients are hierarchically embedded in the higher-order matrices. In addition, there are 
several other features which are of particular importance to the development of parallel solution 
methods. The most important features relate to element density, computational granularity, and 
matrix size. 
Generally speaking, the element count for a p-version model is lower by one or two orders of 
magnitude as compared with an equivalent h-version model. Therefore, the communication cost 
related to element topology is substantially less. 
The individual computational costs are much higher for p-version elements than h-version 
elements. Therefore, more effective use of the computational power of each parallel processor 
can be realized in the sense that the relative amount of time spent on performing useful work, as 
compared with the amount of time spent on communication, is greater. 
Since p-version elements are mathematically more complex than h-version elements, more data 
is required to fully describe the geometry, material properties, and boundary conditions associated 
with each element. Though fewer packets of information would need to be communicated, each 
message packet will be much larger than for h-version elements. 
Finally, the size of each element matrix is much larger for a p-version element. For example, in 
a three-field problem (e.g., three-dimensional elasticity), a hexahedral solid element using tensor 
product shape functions has 24 vertex variables, 36(p- 1) edge variables, 18(p- 1)’ face variables, 
and 3(p - 1)3 internal variables. For p = 1, the element stiffness matrix has 300 terms. At p = 8, 
the element stiffness matrix has approximately two million terms. The p = 8 element stiffness 
matrix alone would require 16 MB of local memory. Taking into consideration the space required 
for program code and additional working space, such a matrix would almost certainly exceed 
even the largest local memory of today’s massively parallel computers. In this case, the element 
matrix must be partitioned into logical subblocks for distribution among multiple processors. 
In this paper, we present a parallel implementation of multi-p method designed especially for 
p-version finite element models. The goal of our parallel solver is to minimize I/O communication 
overhead, achieve a good load balance, make maximum use of local memory, and minimize the 
idleness of processor and take into consideration the possibility of nonuniform processor power 
and nonuniform local memory capacity. 
To achieve this goal, we have investigated a four phase solution procedure. In Step 1, a dynamic 
load distribution algorithm selects an element for each idle process based on the mesh topology. 
In Step 2, element descriptions are communicated to each slave process where local matrix com- 
putations are performed in parallel. In Step 3, after all element stiffness matrices and load vectors 
are computed, the multi-p iteration starts with all element matrices and vectors residing at the 
same node processes where they are generated. In Step 4, in each step of multi-p iteration, 
solution vector is communicated back to the host process for assembly. 
The rest of paper is organized as follows. Section 2 summarizes the basic solution methodology 
behind our parallel multi-p solver. Section 3 contains a numerical example and some observations 
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and discussion deriving from the numerical example. The paper is concluded with some conclusion 
remarks. 
2. PARALLEL MULTI-P SOLVER 
This section will describe the basic solution methodology used by our parallel multi-p. Our 
solver uses the master/slave model in which a set of computational slave processes performs work 
for one master process. It is implemented using the message passing library Parallel Virtual 
Machine (PVM) [18]. I n our implementation, we use the concept of frontal matrix which corre- 
sponds to only a symbolic computation (no frontal matrix is numerically formed). The solution 
procedure contains four basic components: 
1. initialization, 
2. host message handling, 
3. parallel node program, 
4. host solution vector assembly. 
2.1. Initialization for Parallel Solution 
Before invoking the parallel multi-p solver, the elements are first reordered. This reordering is 
referred to as the preordering. The preordering will be used as tie-breaking in our load distribu- 
tion algorithm. The idea of using a preordering to break ties has been studied for the minimum 
degree ordering algorithm in [19,20]. Our element ordering is based on element to element con- 
nections inferred from tlhe global variable numbering (element nicknames). The element ordering, 
motivated by the well-known minimum degree ordering, [20], is based only on the topology. When 
a sequence of p-level solutions are sought, the element ordering for the lowest p-level is saved and 
used for all higher p-levels. Our element ordering algorithm is called minimum frontsize (MF) 
ordering and can be defined as follows [21]. 
Minimum Frontsize (MF) Ordering Algorithm (Five Components) 
1. Use only the vertex degrees of freedom (associated with the first field), since the element 
connectivity is well defined by examining the vertices. 
2. The first element is chosen as the one that has the smallest frontsize after elimination of 
its local variables, where the tie-breaking strategy favors the element with the smallest 
user number. 
3. Assign level number 1 to the starting element. 
4. Assign level number i (i > 1) to each element which is connected to the (i - l)th chosen 
element, which is not assigned a level number yet, and which adds the fewest degrees of 
freedom to the current frontal matrix after the elimination of its local variables. 
5. The ith (i > 1) element of the new ordering is the one which is connected to the previous 
element and adds the fewest degrees of freedom to the current frontal matrix after the 
elimination of it.s local variables, where the tie-breaking strategy first favors the element 
with smaller level number and then favors the element closest to the previously chosen 
element in the user element ordering. 
The introduction of the level number in the MF ordering is an attempt to enhance the perfor- 
mance for a long thin domain. 
After the element ordering, a dynamic load distribution algorithm will select an element for 
each idle process. The element is chosen in such a way as to minimize the maximum frontsize 
(maximum size of fron.tal matrix) for each process, to minimize memory requirements, and to 
optimize computationa. load balance. 
Each variable is assigned an unique number which will be used to identify its position in 
the global system of simultaneous equations. These numbers are sometimes called the variable 
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nicknames. The nicknames are sorted to find out how many times each variable occurs in the 
mathematical representation of the finite element domain. This information is sent to all node 
processes, so that an individual node process may determine which global variables belong to its 
own local frontal matrix and which global variables are ready to be eliminated from its frontal 
matrix. 
2.2. Load Distribution 
In our solver, the load distribution algorithm is based on the minimum frontsize (MF) ordering 
algorithm [21]. 
As a preordering, the MF ordering will first be used to sequence the elements as if for a single 
processor sequential solution. Then the MF ordering algorithm will be used to select a set of 
starting elements, one for each node process as follows (the explanation is given for each item in 
parenthesis). 
1. An element which has the minimum frontsize after elimination of its local variables is 
favored (in accordance with the minimum frontsize principle). 
2. An element which is not connected to any of the previously chosen elements is favored 
(in order to increase the possibility of choosing disjoint starting elements for each node 
process). 
3. A boundary element, i.e., an element which has a edge or face on the boundary of the 
domain, is favored (since a boundary element tends to have more local variables than an 
interior element). 
4. An element with more computational work, e.g., higher p-level element, is favored (in 
order to make the remaining elements computationally as light as possible, which likely 
permits a better load balance than its opposition). 
5. An element furthest from the previously chosen element in the MF preordering is favored 
(in order to delay the meeting of frontal matrices of various node processes). 
The selection of subsequent elements to add to an existing frontal matrix for each processor 
will be accomplished as follows. 
1. An element which is connected to the current frontal matrix is favored (in order to increase 
the possibility of connectedness between the new element and current frontal matrix). 
2. An element which adds the fewest degrees of freedom to the current frontal matrix after 
elimination of its local variables is favored (in accordance with the minimum frontsize 
principle). 
3. An element which has a smaller level number with respect to current frontal matrix is 
favored. 
4. An element with more computational work is favored. 
5. An element closest to the previously chosen element in the MF preordering is favored (in 
order to increase number of the shared variables between new element and current frontal 
matrix). 
The load distribution algorithm based on the MF algorithm has the following characteristics. 
l The starting element for each frontal matrix is more likely to be a corner or boundary 
element. 
l The starting elements are less likely to be connected to each other. 
l The next element selected is more likely to be connected to the current frontal matrix for 
a given process. 
l Elements requiring more computation will be completed early in the solution process, 
thereby improving load balance during the late stages of the solution. 
The minimum frontsize ordering algorithm is motivated by the minimum degree ordering al- 
gorithm, and therefore, there are some similarities between the two. For example, the way the 
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starting elements are chorsen is similar to the way the independent set of the minimum degree 
nodes are chosen in the multiple elimination proposed by Liu [22], but our method does not insist 
on independence. The MF ordering algorithm also avoids the time-consuming degree updating 
required by the minimum degree ordering algorithm. The most important thing to notice is that 
we use the minimum frontsize ordering to construct a robust dynamic load distribution, whereas 
other reordering algorithms [20,23-251 concentrate on producing an optimal or nearly optimal 
deterministic load distribution. 
2.3. Handling Messages on the Host 
In the master-slave model of parallel process management, the host is responsible primarily 
for message management, data retrieval and storage, and in this particular design, the assembly 
of solution vector. Each task is performed in the context of a message loop. The host program 
begins the loop by testing for an incoming message from one of the parallel node procedures. If 
no message is waiting in the host message buffer, the host procedure checks to see whether any 
of the node processes is idle. If not, the message loop repeats. 
When an incoming message is found in the host message buffer, a message handling procedure 
takes over, to process the incoming message. If a node procedure has indicated an error condition, 
the host immediately shuts down the virtual machine and informs the user of the failure. 
When an incoming message indicates a need for additional data (e.g., retrieval of a formula 
needed to evaluate a loading condition or a complex material description), the host retrieves the 
required information and dispatches an appropriate message to the node process, The host then 
returns to the message loop. 
When an incoming message indicates that the node process has completed the work it has been 
assigned so far, the host #sets a flag indicating that the node is available for work and returns to 
the message loop. An incoming message may contain a element matrix. The host then writes 
these matrices to the disk. 
During’each pass through the message loop, the host procedure checks for an incoming message 
and responds appropriately as described above. The host procedure next checks to see whether 
there is an idle node process. If so, the host next checks to see whether there is any element 
remaining to be assigned. If so, the element data is retrieved, packed into the message buffer, 
and sent to the idle process. If all elements have been assigned, the host will inform the idle 
process to get ready for the multi-p iteration. 
2.4. The Parallel Node Program 
In order to solve a problem in parallel, there must be a second program running to which the 
host program may send some work. In this case, the parallel “node” program is spawned by 
the host program on all available processors designated by the user of the program. The node 
program is identical on all processors, and is designed to function. 
At start up, the node program goes into a message loop waiting for a message from the host 
which is of one of two types: either exit, or accept a message containing the global information 
describing the problem to be solved. Once the global information is transmitted to the node by 
the host, the node program enters another message loop waiting for either a message containing 
the next element description, or a request for the solution vector data it is holding, or an element 
matrix from another no’de process as is the case where the current node process is selected as 
a “disk server”. One or more processes, host process or node processes, can be selected either 
by a user or by the parallel program to serve as “disk servers” in the sense that whenever a 
node process has a full I.ocal disk, the new element matrices will be sent to a “ disk server” for 
temporary storage. 
Each time the node program receives a message containing an element description, the element 
stiffness matrix, load vector, and constraint matrix are immediately computed. Next, the element 
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matrix and load vector are reduced according to the contents of the constraint matrix. Then the 
internal variables are condensed out of the element stiffness matrix and load vector. Finally, the 
remaining stiffness matrix and load vector terms are stored, respectively. 
Whenever an elimination (condensation) operation is performed, a test is made to insure the 
availability of sufficient local memory to hold the element matrices. If sufficient local memory is 
not available to add the new element matrices, the existing element matrices must be written to 
the disk for temporary storage. If the local disk is full, the element matrices will be sent to a 
“disk server”. Notice that reading and writing the element matrices to local disks are performed 
in parallel and that the parallel I/O is a major factor in the speed-up of our parallel solver for 
large problems. 
The node process continues to compute and condense its element matrix and load vector until 
all elements have been assembled. At this point the host will know that it has exhausted all the 
elements, and will ask all idle processes to get ready for the multi-p iteration. Once all node 
processes are ready, the multi-p iteration starts. 
2.5. Multi-p Iteration 
Once the host process reaches a point in the solution procedure where all elements have been 
distributed to the node processes, the host informs node processes to start the multi-p iteration 
and enters a new message loop where it waits for the solution vector from node processes to 
assemble. 
At each iteration, once all pieces of solution vector computed by all node processes are received, 
the host assembly procedure begins. The assembled solution vector then is decomposed and sent 
to each corresponding node process to continue next iteration. 
3. NUMERICAL EXAMPLE 
In this section, we describe a benchmark problem. We will compare our parallel solver with a 
sequential solver for speed-up calculations. 
We wish to stress that the our speed-ups reported here are meant only to guide our appraisals 
of the parallel solver. The reader should not assign too much meaning to their precise value, 
since the speed-up depends on many factors such as the particular finite element model, the CPU 
power, memory, and storage limitation of machines, how the machines are shared, and most 
importantly the cleverness of the implementation. 
The benchmark problem is illustrated in Figure I. 
Figure 1. Benchmark problem. 
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Table 1. Network configuration. 
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Table 2. Performance comparison (CPU in seconds) between the sequential and 
parallel solver. 
In the test, the mesh is fixed. In order to provide a sequence of problems ranging from fine to 
coarse grain, the p-level is increased from p = 2 to p = 8. 
The sequential data wlere collected from HP 715/50 and parallel data from a network configu- 
ration shown in Figure 1 is given in Table 1, where Relative CPU rating” stands for the relative 
CPU speed with respect to the host HP 715/50, using the (default) compiling optimization. Both 
sequential and parallel data were collected in a dedicated environment. For large problems where 
I/O becomes necessary, ,the performance of the parallel solver strongly depends on the filespace 
available. If all processors have enough filespace for their factor matrices, the best performance 
of the parallel solver will be achieved; if no processor has a disk, the worst performance will be 
seen. 
Table 2 presents a comparison of the sequential and parallel solvers. 
Although communication in a network environment is quite expensive, our evaluation indi- 
cates that communication is not a dominating component of the parallel solution process for the 
problems tested so far. 
The important conclusions to be drawn from this benchmark study are as follows. 
l Communication is not a dominating component of the parallel solution process for rela- 
tively small probl.ems. 
l There is significant potential for scalability to larger processor ensembles. 
l Since the potential for speed-up will eventually be constrained by the communication 
overhead involved in transmitting data between the host and node processors, we can 
expect additional. performance speed-up when moving from a network environment to a 
tightly coupled parallel processing system. 
4. CONCLUSIONS AND COMMENTS 
We have presented a prototype software system for the parallel multi-p solver of systems of 
equations associated with the p- and hp-versions of the finite element method. Using this software 
system, we have investigated a variety of issues related to solver performance and efficiency 
by performing a series of benchmark tests. These tests indicate that the algorithms devised 
for element orderihg, lofad distribution, and load balancing are sufficiently robust to produce a 
reasonable speed-up in a small heterogeneous network environment. These tests also indicate 
that, even though communication overhead in a network environment is relatively high, there is 
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significant potential for scaling the method to larger processor ensembles. For tightly coupled 
ensembles, performance is expected to be significantly improved due to lower communication 
overhead and more homogeneous processor power and memory characteristics. 
The paper reports a speed-up of 2.0 on a heterogeneous four processor system composed of 
network connected workstations with widely different CPU ratings, a wide range of local memory 
capacity, and a wide range of available disk storage. Each of these characteristics limits the ability 
of the solver to deliver peak performance. 
Since the 4-processor test configuration is heterogeneous, the maximum possible speed-up 
is three. The maximum speed-up was computed by summing the performance ratings for all 
processors utilized and dividing by the rating of the reference processor. 
Because disk storage was limited on some systems, a large amount of data had to be passed 
back and forth between the “disk poor” node processes and the host. This introduced some 
communication overhead which might have contributed to the performance bottleneck. 
Since the workstations are relatively loosely connected via ethernet, one might expect better 
performance of the solver for tightly coupled multiprocessors systems. 
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