A reduced standard deviation of RR intervals (SDRR) predicts increased mortality in groups of survivors of myocardial infarction. Like SDRR, the correlation dimension (D2) describes variation within a sampled time series, but uniquely it reveals 1) the epoch's geometric structure and 2) the degrees of freedom of the generator. These unique features may be more sensitive predictors of mortality than SDRR. We developed a new algorithm for estimating D2 (i.e., the "point-D2"), tested it with known data, and found that it had greater accuracy for finite data than other published algorithms. Analysis of RR intervals from eight conscious pigs undergoing acute occlusion of the left anterior descending coronary artery revealed a drop in the point-D2 from a control mean and standard deviation of 2.50±0.81 to 1.58±0.64 during the first minute of ischemia (p<0.01) and to 1.07+±0.18 during the last minute preceding ventricular fibrillation (p <0.01). Partial occlusions (50-90% reduction of coronary blood flow) evoked point-D2 reductions only 25-30% of control (p<0.01). The point-D2 means were correlated between pigs with the magnitude of the respiratory sinus arrhythmia (p<0.01), but during ischemia this correlation was replaced by one between the standard deviation of the point-D2s and SDRRs. Because the simultaneous reduction in the mean point-D2 and its standard deviation to 1.07±0.18 occurred in every case, was unique to the few minutes preceding ventricular fibrillation, and never reached these low values during other conditions in which it was reduced, we conclude that the point-D2 may be an accurate prospective predictor of mortality within the individual subject. (Circulation Research 1991;68:966-976) In patients with a recent myocardial infarction, several physiological measures of the heartbeat have been shown to be prospective predictors of lethal arrhythmogenesis. Kleiger et all showed that the reduced standard deviation of the RR intervals was a statistically significant predictor. La Rovere et a12 demonstrated that a reduced sensitivity of the RR interval to high levels of blood pressure (i.e., a reduced baroreflex sensitivity) also is a prospective predictor. It is interesting that although the standard deviation of the RR intervals and the baroreflex sensitivity are predictors between groups of subjects, they are not found to be correlated when each measure is obtained from the same patient.3 This result could be explained by each measure being correlated with a third event.
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by Myocardial Ischemia James E. Skinner, Clara Carpeggiani, Carole E. Landisman, and Keith W. Fulton A reduced standard deviation of RR intervals (SDRR) predicts increased mortality in groups of survivors of myocardial infarction. Like SDRR, the correlation dimension (D2) describes variation within a sampled time series, but uniquely it reveals 1) the epoch's geometric structure and 2) the degrees of freedom of the generator. These unique features may be more sensitive predictors of mortality than SDRR. We developed a new algorithm for estimating D2 (i.e., the "point-D2"), tested it with known data, and found that it had greater accuracy for finite data than other published algorithms. Analysis of RR intervals from eight conscious pigs undergoing acute occlusion of the left anterior descending coronary artery revealed a drop in the point-D2 from a control mean and standard deviation of 2.50±0.81 to 1.58±0.64 during the first minute of ischemia (p<0.01) and to 1.07+±0.18 during the last minute preceding ventricular fibrillation (p <0.01). Partial occlusions (50-90% reduction of coronary blood flow) evoked point-D2 reductions only 25-30% of control (p<0.01). The point-D2 means were correlated between pigs with the magnitude of the respiratory sinus arrhythmia (p<0.01), but during ischemia this correlation was replaced by one between the standard deviation of the point-D2s and SDRRs. Because the simultaneous reduction in the mean point-D2 and its standard deviation to 1.07±0.18 occurred in every case, was unique to the few minutes preceding ventricular fibrillation, and never reached these low values during other conditions in which it was reduced, we conclude that the point-D2 may be an accurate prospective predictor of mortality within the individual subject. (Circulation Research 1991;68:966-976)
In patients with a recent myocardial infarction, several physiological measures of the heartbeat have been shown to be prospective predictors of lethal arrhythmogenesis. Kleiger et all showed that the reduced standard deviation of the RR intervals was a statistically significant predictor. La Rovere et a12 demonstrated that a reduced sensitivity of the RR interval to high levels of blood pressure (i.e., a reduced baroreflex sensitivity) also is a prospective predictor. It is interesting that although the standard deviation of the RR intervals and the baroreflex sensitivity are predictors between groups of subjects, they are not found to be correlated when each measure is obtained from the same patient.3 This result could be explained by each measure being correlated with a third event.
The modulation of the heartbeat is attributed to three neural reflexes that occur during either respiration, low-level blood pressure regulation, or body temperature change.4 It has been proposed recently that in the normal heart this net modulation produces a "fractal" series of RR intervals manifesting nonlinear dynamics that converts to a more regular and linear pattern when the heart becomes vulnerable to lethal arrhythmogenesis.5 Most biological data, however, are not stationary over long epochs and therefore are difficult to evaluate for their fractal nature. The "pointwise" scaling dimension6 has been used on biological data, because it does not require stationarity, but unfortunately its error of estimation is large.
Using a modification of the pointwise scaling dimension (i.e., the "point-D2") to eliminate nonconvergent estimates and thus reduce the variance of the mean, we analyzed records from eight conscious pigs before and during acute myocardial ischemia. We now report that acute coronary artery constriction, which results in ventricular fibrillation, uniquely evokes a reduction in the point-D2 from 2.50±0.81 to 1.07±0.18 during the last minute preceding lethal arrhythmogenesis (p<0.01).
Materials and Methods Behavioral Protocol
During general barbiturate anesthesia, each of eight Yorkshire pigs (20.4-29.5 kg) was implanted with 1) a monopolar intramural recording electrode (mesocardium), 2) a variable coronary artery constrictor (left anterior descending, 1 cm distal to the circumflex), 3) a pulsed-Doppler coronary blood velocity transducer (1 cm below the constrictor), 4) a femoral artery blood pressure cannula, 5) subcutaneous looped wire electrodes for recording the standard lead electrocardiogram, 6) bilateral screw electrodes in the frontolateral cranium for recording the electroencephalogram, and 7) subcutaneous looped wire electrodes in the vicinity of the orbit for recording the electro-oculogram. The details of these technical devices have been described in our previous reports. 7, 8 After 1 week of recovery, each animal was taken to the laboratory for the first time and allowed 1 hour of adaptation to the recording chamber. Then, 8.3minute (500 seconds) control recordings were made during quiet wakefulness (200 Hz, A/D) and stored on disk (MC5500, Masscomp, Westford, Mass.). In some pigs, hemodynamic data also were recorded during psychological stress produced by the experimenter placing both hands on the animal. Because we did not want to alter our experimental protocol significantly, this was performed only once in only two animals. The next day in three pigs, the coronary artery constrictor was adjusted to produce 50% reduction in the peak coronary artery blood velocity recorded by the pulsed-Doppler transducer. Ischemia was maintained for approximately 8 minutes to produce a tonic state of ischemia, and then the data were collected. In one of the three pigs, the occluder was further adjusted to produce 90% reduction in blood velocity, and additional data were collected. During the third day, each of the eight pigs received complete coronary artery occlusion; data were collected immediately, as ventricular fibrillation was expected within 9-14 minutes for a majority of the animals.7 When ventricular fibrillation occurred, the coronary constriction was quickly released, and the heart was electroconverted with an extrathoracic shock.
In the recovered animal, 2 days of adaptation experience led to some animals going to sleep in the recording chamber; heartbeat data were recorded during slow wave and rapid eye movement sleep, as judged by electroencephalographic and electro-oculographic criteria.8 In these sleeping animals, data acquisition was started when the animal appeared to be having sustained slow wave intervals; this enabled us to capture 2-3-minute intervals of rapid eye movement sleep in the 8.3-minute epoch. Histology
Each animal was killed with an overdose of sodium pentobarbital, and its heart was removed and fixed in 4% formaldehyde. The epicenter of the field of artery was removed and stained with the hematoxylin, basic fuchsin, picric acid stain (HBFP) that we had previously found to be sensitive to prior myocardial ischemia.7 Sections were examined for positive HBFP staining, wavy fibers, and infiltration by polymorphonuclear leukocytes.
All animals were humanely treated at all times, and the behavioral protocols were approved by our institutional Animal Welfare Committee and conformed to the guidelines of the American Physiological Society.
Analysis of RR Intervals
Heartbeats were recorded with low-noise preamplifiers (Grass Instrument Co., Quincy, Mass.) from the intramural lead (referenced to left leg). These signals were large in amplitude and did not show the usual artifacts when the animal moved its limbs. In cases of strong movements accompanied by vocalizations, an occasional artifact was recorded. Each R wave peak was detected by calculating the second derivative at all data points. The interbeat intervals then were calculated for the 8.3-minute epochs (approximately 1,200-1,500 data points), and the mean and its standard deviation were determined. Fast Fourier transforms of the autocorrelation function were used to reveal the power in the part of the frequency spectrum of the RR intervals that represents the respiratory sinus arrhythmia. The peak near the 0.3-Hz range was identified in each case, and then the power was integrated over a ±0.15-Hz interval centered around this peak. This integral then was divided by that taken over the entire 0.1-1.0-Hz range where most of the power exists;
this ratio defines what will be referred to below as %FFT. Power spectrum ratios also were calculated for the first and last minutes after complete coronary artery occlusion.
Dimensional Analysis
The term chaos is used to describe erratic timedependent changes in certain physical processes that until recently had been among nature's best kept secrets. Many chaotic systems also are "fractal" (i.e., have fractional dimensions that exceed their integer topological dimensions)9 and "low dimensional" (i.e., have only a few independent variables). The dimension of a function can be estimated by its correlation dimension (D2),10 a measure that can be reconstructed from a sample of the function's time series. This mathematical approach has interesting implications for biological science, but only if the application is properly done. Mathematical stationarity is presumed in these applications (i.e., the generator cannot change during data collection), but this presumption is not tenable in biology, especially in those tissues regulated by the nervous system. The "pointwise" scaling dimension6 has been used to estimate the D2 of heartbeat intervals, as it is thought not to presume stationarity. The variance of this estimate, perfusion by the left anterior descending coronary however, is quite large.6 The results are not too dissimilar from those in which the more common algorithms requiring stationarity were used.1"
Several new mathematical methods have been developed to enable a geometric or spatial view of a temporal process, such as the heartbeat series.6 From such a biological series a sequence of multidimensional distance vectors can be constructed. These vectors are related to patterns in the observed signal and not to its amplitude or frequency spectra. For example, a sine wave has a dimension of 1.0, no matter what its amplitude or frequency, because it has only one variable. It is now possible to operate in this multidimensional space with quantitative precision.12
The Point-D2 Algorithm
The correlation dimension (D2) is defined as C(r) =rD , where C(r) is the cumulative number of all rank-ordered vector differences within a range, r, that begins with the smallest and ends with the largest vector difference. An individual vector is made from the digitized time series by taking time steps, 1, beginning at a reference point and using each value encountered as one coordinate of the multi-dimensional vector. A different vector is made by moving the beginning reference point to a new location in the time series and then using the same number of time steps. Vectors of varying time steps, that is, embedding dimensions (m), are made; when increasing m no longer increases D2 (i.e., convergence occurs), then D2=log C(r)/log r.
The point-D2 uses a fixed beginning point, nref, and calculates the vector differences (for a given m) relative only to the reference vector anchored at nref. Then the cumulative number of this subset of rank-ordered vector differences, N, within a range, R, is determined for the convergent values of m, and the point-D2=log N/log R. Because nref is chosen sequentially for each digitized point in the time series, the point-D2 can be estimated as a function of time. The point-D2 algorithm (Neurotech Laboratories Inc., P.O. Box 9797, The Woodlands, TX 77387-6797) was developed to reduce the variance of the independent estimates of D2. Two innovations were adopted: 1) the log N versus log R plot for each m was required to show large linear ranges of slope, and 2) the plot of slope versus m was required to show convincing convergence.
Various methods for determining r were explored (e.g., lowest mutual information, first zero crossing of the autocorrelation function), and each gave fairly labile values around 10 heartbeats. The r value generally used to construct the vectors at each embedding dimension, however, was one heartbeat, as this is the distribution of finite data points on a putative "strange attractor"'13 for the heartbeat. In addition, however, 2, 4, 8, 10, and 16 beats also were used in the analysis of some epochs.
Once r was selected, the vector differences for each m were made and rank ordered, and then the cumulative number of vector differences, N, within a range, R, were counted, beginning with the smallest vector difference. Then the log N versus log R plot was made for that embedding dimension and tested by the linearity and convergence criteria described below.
For the linearity criterion, the most linear segment in each log N versus log R plot was determined by two methods: 1) the Pearson correlation coefficient was greater than r=0.995 over a range of differencevector points that spanned at least one logl0 unit on the log R scale, and 2) the first derivative of the log N versus log R plot was within + 15% of that of an initial slope, which had, beginning from the smallest log R value, a minimum of 10 points. In the latter method, new points were added sequentially on the log R scale until the calculated first derivative of the slope exceeded the ± 15% level; the length of the slope then was noted (i.e., the square root of log N' plus log R2).
Then a new initial slope was constructed, beginning with the next smallest log R value, and points were added to the initial 10 until again the + 15% rule was exceeded. This procedure was repeated, iteratively, starting at each log R value, and a corresponding slope segment length was determined. The slope of the longest segment, if it covered at least one logl0 unit on the log R scale, then was accepted as the measure of D2 for that embedding dimension.
The two methods for finding the most linear segment were found to be nearly equivalent. That is, each method provided slope estimates for each embedding dimension that were within ±5% of one another. Because the latter method enabled the algorithm to run nearly 100 times faster, as it was intended to do, it became the method of choice. All data epochs reported below were evaluated using the slope-derivative criterion of + 15% for determining the linearity of the scaling region.
For the convergence criterion, the plot of the accepted slope versus its embedding dimension was required to show a clear asymptotic value. That is, the standard deviation of the mean of four slope values beyond a certain value of m had to be less than 0.4 dimensions, where this certain value of m satisfied m>2D2+1 (e.g., for a D2 mean of 3.5, the corresponding embedding dimensions must satisfy m>8). We determined the 0.4 value to be the best for the convergence criterion by analyzing various "time series" of the Lorenz attractor (i.e., x versus dt), as described below, and then finding the optimum value to minimize error in the D2 estimates calculated from the 1,500-point data samples.
When making these test data samples, we noted that the Lorenz time series, in which dt=0.001, contains approximately 40 large excursions per 15,000 data points. We called these excursions large cycles (C) of the attractor, because they were due to jumps from one lobe to the other. From a 15,000-point Lorenz series, we made test epochs with 1) different numbers of data points (N), 2) various numbers of large cycles (C), and 3) different signal-to-noise ratios (R); furthermore, epochs were analyzed with various r values (T). To construct the noisy epochs, we added 0%-, 1%-, or 10%-amplitude Gaussian noise to the 100% amplitude of the Lorenz attractor. To obtain epochs with varying Effects of the convergence criterion (CON) on point-D2 accuracy (D2, point-D2 mean; SD, standard deviation) and acceptability (%N, percent accepted nref points) on data epochs from 1) the Lorenz attractor (dt=0.001) with various signal-to-noise ratios (R), numbers of data points (N), large cycles of the attractor (C), and r intervals (T) (lowercase 1, low; m, medium; h, high); and 2) a pig heart (PH) observed for 1,500 control heartbeats during which the animal was awake and quiet. Epoch abbreviations: Rl, Lorenz data plus 0% noise; Rm, Lorenz data plus 1% noise; Rh, Lorenz data plus 10% noise; PH, 1,500 control RR intervals from a quiet awake pig; Nh, 15,000 data points; Nm, 1,500 data points; Ch, >40 cycles of the large excursions on the attractor (i.e., excursions from one lobe to the other); Cm, four cycles; Cl, two cycles; Ti, one r; T10, 10 . *<3% error.
tUndetected errors that can arise if C is small (i.e., 2 or 4 instead of greater than 40).
tUndetected errors that can arise if small amounts of noise are added to each data point; note that 10% noise is not a problem because it leads to the rejection of most data points.
§Optimum estimate of heartbeat D2, based on results found for Lorenz time series, the latter of which was optimum for N= 1,500 points when r=1, C>40 cycles, CON=0.4, and %N>75 accepted data points.
N and C, we skipped every 10 data points in the original 15,000-point epoch to obtain a 1,500-point sample with the same 40 large cycles; we took a contiguous 1,500point subepoch to obtain an epoch with only four large cycles; and then to obtain a sample with only two large cycles per 1,500 data points, we searched the original 15,000-point epoch until we found such a subepoch. The r values were selected to range from 1 (i.e., the interval of the points on the attractor for dt=0.001) to 10, on the series with all points; the same selection was made (i.e., T from 1 to 10) on the series constructed from every 10th point (i.e., r of 10 to 100 of the original series). This latter series spanned 63, the first minimum of the autocorrelation function.
Results
The point-D2 results for the Lorenz data are shown in Table 1 . These analyses show 1) if N is high (i.e., 15 ,000 points), then the point-D2 is robust with respect to r (e.g., at a convergence criterion [CON] of 0.4-0.9, compare RlNhChT1 and RlNhChT1O, where the lowercase letters after R, N, and C designate the low, medium, and high values); 2) the point-D2 is not accurate for small samples (i.e., 1,500 points) if the number of large cycles does not remain high (e.g., compare RlNmChT1 with RlNmCmT1); 3) the addition of as little as 1% noise to each data point is sufficient to create considerable hidden error in the point-D2 values (e.g., compare RlNhChT1 with RmN-hChTl). Values of r of 63 (i.e., the first minimum of the autocorrelation function) did not provide accurate estimates of D2 and caused most of the nref points to be rejected as references for estimating D2. From these analyses, we find that if N must be limited to 1,500 data points (e.g., for experimental and computational necessity), then all efforts should be made to eliminate noise, to have as large a number of large-amplitude cycles in the time series as possible (i.e., C>40), and to use a small r value (i.e., 7=1, if this actually represents the points on the attractor).
Empirically, a convergence criterion of CON=0.4 appears to provide the most accurate and robust estimation of D2 with the lowest variance. Application of the results of the Lorenz analyses to the point-D2 analysis of RR interval data shows that when CON=0.4 is used as the criterion, then similar numbers of nref points (%N) are accepted for both the Lorenz attractor and for the biological RR data (e.g., compare RlNm-ChT1 to PHNmChT1). Thus, if %N>75% also is used as a criterion, then some inaccuracies due to poor selection of 7 and C can be eliminated (e.g., compare RlNmChT1 with RlNmChT1O and RlNmClT10).
Once the criteria were adopted for maximizing accuracy in the 1,500-point epochs, we examined other issues related to our point-D2 algorithm before proceeding to the analyses of the biological data. 1) We felt Figure 1A (upper panel) shows that for stationary data, different subepochs have the same means, FIGURE 2. Hemodynamic and electrocardiographic data from a typical pig unadapted to the laboratory and personnel. Records were made during both the quiescent control period and during psychological stress produced by the experimenter touching the animal. Arrows indicate blood pressure changes that occurred during a briefspontaneous movement. Note that the rhythmic 0.3-Hz modulation seen scalloping along the slow-speed traces during the control period is desynchronized during stress; this 0.3-Hz rhythm is perfectly correlated with respiration during the control period. BP, arterial blood pressure; CF, coronary flow (i.e., coronary blood velocity, left anterior descending coronary artery); SL, standard electrocardiographic lead II; IM, intramural electrocardiogram recorded from the mesocardium.
standard deviations, and %N. No correlation exists between the time-series data and the point-D2 values ( Figure 1A , lower right panel). And finally ( Figure 1B) , the errors produced by a nonstationarity in the epoch are small (i.e., <4%). After these considerations, we analyzed the heartbeat data. Figure 2 shows typical physiological data recorded from a pig during quiescent wakefulness (control) and during psychological stress produced by the experimenter touching the animal (stress). Note that the scalloping along the tops and bottoms of the slower traces, which represents an approximately 0.3-Hz rhythm, is desynchronized by the stress but is not altered during heart-rate increases associated with spontaneous movements (arrows). The amplitude of this scalloping is measured directly by the %FFT calculation.
For the RR interval data, using r= 1, each D2 estimate at each nref that met the linearity and convergence criteria was entered into a temporal series of accepted point-D2s. The pointwise scaling dimension, which includes estimates not tested interactively for scaling and convergence, also was calculated. The point-D2 values for CON=0.4 then were compiled into a histogram for which the mean and standard deviation of the distribution were calculated. at the right; these data points, as well as movement artifacts, were always rejected as nrefs by our point-D2 algorithm, and as vector differences they were always outside the linear scaling region. Thus, the artifacts and arrhythmias did not contaminate the point-D2 distribution. For calculation of the RR standard deviations and the heart-rate power spectra, the occasional artifacts and arrhythmias were edited out and replaced by a five-point numerical sequence found in the vicinity that had the same values, excluding the artifact or arrhythmia. In the bottom right panel of Figure 3 , the point-D2 distribution for the first minute of ischemia (F) is shown together with that for the last minute before ventricular fibrillation (L). These distributions were not significantly altered by linking the C and I epochs, applying the algorithm, and then summing the point-D2 values over the same F and L regions. Note that the L value is very close to 1.0 and that the variance around this mean is quite reduced. The middle 1-minute subepochs were not systematically studied because they often contained uncontrolled nonstationarities (e.g., escape behavior, drowsiness, were calculated using r=1 and 4. In both cases, the mean D2s are seen to be nearly the same. In the case of r=4, however, the mean values during the first and last minute were similar and prevented the statistically significant drop in point-D2 seen in all cases of ischemia when r= 1 (i.e., as presented in Table 2 ). gaze fixation). These nonstationarities could be eliminated during the first minute of sampling, because the experimenter had control of the start of data acquisition. Fortunately, they generally did not occur during the last minute. Figure 4 (middle panel) shows the continuous point-D2 values for the same RR data shown in the preceding figure (for clarity, only every fourth data point is printed). Note that the preponderance of points during the first minute of occlusion (F) are above D2=1.0 (dashed line), whereas those during the last minute (L) are at or below this value. In the lower panel, the distributions for the whole 8.3-minute epoch are presented for both T=1 and r=4. When r=4 was used, the point-D2 mean did not significantly change, but the smaller values in the L interval were eliminated together with the larger values in the F interval, thus making the standard deviations for these two subepochs approximately the same. The value of r=1 was used in all subsequent data analyses, as this value gave the best resolution for tracking the nonstationary effects of acute ischemia.
The reduction in the point-D2 as a function of time after complete coronary occlusion was observed in all animals tested. These results are presented in Table 2 . Three of the eight pigs could not have the 100% SD) during the first minute after occlusion of the left anterior descending coronary artery with that during the last, just before ventricular fibrillation; data are from all pigs that manifested ventricular fibrillation at least 7 minutes after occlusion and therefore had sufficient data for a valid calculation of the point-D2. Other measures made during the same intervals also are shown. PD2 mean, mean of the accepted point-D2 estimates during the first and last minutes after coronary artery occlusion (dimensions); PD2 SD, standard deviation around the mean point-D2 (dimensions); RR SD, standard deviation of the RR intervals, first and last minutes (msec); Pwr S ratio, ratio of the power spectrum of the reciprocal of the RR intervals, from 0 to 0.3 Hz divided by that from 0.3 to 0.8 Hz (dimensionless); increased ratio means that high-frequency power was lost; values were rounded to nearest integer; occlusion effect evaluated because ventricular fibrillation occurred before sufficient data could be collected. Table 2 shows that the grand mean and standard deviation of the point-D2s during the first minute dropped from 1.58+0.64 to 1.07±0.18 during the last minute. Not only was the drop in the mean point-D2 in each animal statistically significant, as judged by Student's t test (p<0.01), but so was the narrowing of the standard deviation, as judged by the Hartley Fma test (p<0.01).14 Neither the mean heartbeat interval nor its variance was significantly altered during these same epochs in which the point-D2s declined. Nor was the power spectrum of heart rate altered during the first minute compared with the last ( Table 2 ). The detailed results of all the experiments are presented in Table 3 . They demonstrate statistically significant effects for the ischemia-evoked changes in the point-D2 when the distribution means and standard deviation are averaged over the whole 8.3minute epoch for both the control and occlusion conditions. The longer epochs were used as a safeguard, because if they contained a nonstationarity, then the mean would have a greater variance and thus produce a bias against finding statistical significance. During the control condition, the means and standard deviations were quite variable among the eight pigs. The individual means were distributed around a grand mean of 2.50±0.81. After 100% occlusion of the left anterior descending coronary artery, pigs 1, 2, and 8 manifested ventricular fibrillation before sufficient data could be recorded to calculate a valid point-D2. None of the hemodynamic or electrocardiographic data could be associated with these early occurrences of ventricular fibrillation. Partial occlusions maintained for more than 15 minutes, without arrhythmias, resulted in statistically significant reductions in the point-D2 means (pigs 1, 2, 5, and 6). The reduction in pig 6 was small, but this animal already had a very low control value (the lowest of the eight pigs). The sustained partial occlusions resulted in a point-D2 reduction that was only 25-30% of those evoked by the 100% occlusions. Table 4 shows the point-D2 values in relation to other descriptors of the heartbeat series that were calculated from the same data epochs. These measures include the magnitude of the 0.3-Hz rhythm (i.e., magnitude of the respiratory sinus arrhythmia or %FFT) and the mean and standard deviation of the RR intervals. Table 5 shows the results of the statistical analyses of the between-subjects covariations among the joint measures presented in Table 4 . The mean point-D2 is linearly correlated with the amplitude of the respiratory sinus arrhythmia during the control condition. This between-subjects regression, however, does not hold during myocardial ischemia. During ischemia, the point-D2 standard deviation is associated with the standard deviation of the RR intervals, a correlation that is not apparent in the control condition. Heart rate (i.e., meanRR) is not correlated with any of the measures. Figure 5 demonstrates our algorithm and shows the effects of physiological nonstationarities of cerebral origin on the point-D2 estimates of the heartbeat. These heartbeat data were recorded during an 8.3minute epoch in which three physiologically defined brain states occurred, slow wave sleep (SW), rapid eye movement sleep (REM), and arousal from sleep (A). The upper panel shows blood pressure recorded from the femoral artery (BP A), the electroencephalogram recorded across the frontal cortices (EEG), the heartbeat intervals (R-R), the pointwise scaling dimension (PW SD), and the point-D2 (accepted PD2). The PW SD at each point in time is represented as a vertical line, the center of which is equal to the mean of the tPartial ischemia point-D2 values, with percent reduction in coronary artery flow. tPoint-D2 values during complete occlusion of the left anterior descending coronary artery; t value for comparison between Control and Isc 100% is shown immediately below; two-tailed alpha (p<); df> 1,000.
§SW, slow wave sleep; REM, rapid eye movement sleep; Arousal, arousal from sleep by a novel auditory stimulus; t values shown immediately below for comparison between Arousal and SW means; two-tailed alpha (p<); df>300 for each case; the variance was also statistically significantly reduced, as indicated by the Hartley Fmax test (Fmax,,SDiargest2/SDsmallest2); the mean point-D2 during SW also was significantly lower than during REM in both animals (p<0.01; t>13.9, t>8.4). During REM in pig 7, the mean of 2.6±0.26 is statistically significantly different from 3.0 (p<0.01, t=26.6, df>300) and from 2.0 (p<0.01, t=39.9, df>300). During REM in pig 3, the mean of 1.2±0.21 is statistically significantly different from 1.0 (p<0.01, t=16.4, df>300) and from 3.0 (p<0.01, t=65.9, df>300). IIBP, resting systolic/diastolic arterial blood pressure (mm Hg) during spontaneous quiescence; Rest HR, resting heart rate during above measurement (beats/min); Mean HR, mean heart rate during the entire 8.3-minute control session (beats/min); VFL, ventricular fibrillation latency (min) after 100% occlusion of the left anterior descending coronary artery. eighth to 12th embedding dimensions and the upper and lower lengths of which are plus or minus the standard deviation. In the accepted PD2 trace, each rejected point is represented by a vertical line that contacts the zero baseline. In this sleeping animal, very few point-D2s have been rejected. This, as well as all other 8.3-minute epochs, had at least 75% accepted PD2 estimates.
The left middle panel of Figure 5 shows a typical log N versus log R plot for each of 12 embedding dimensions. Each log-log plot was constructed from the vector differences using r= 1 to make the embedding dimensions. The right middle panel shows the plot of the slope for each embedding dimension (m) and demonstrates clear convergence; that is, the asymptotic value of the slope, which is around 3.2 dimensions, has a standard deviation less than 0.4 between the eighth and 12th embedding dimensions.
Note that during wakefulness, more point-D2 estimates are rejected by the algorithm than during sleep (Figure 5 , top panel) and that in all cases, the rejected estimates are associated with large accepted values. The larger dimensions seen during the arousal condition (A) occurred at moments of gaze fixation, when the animal was examining and reacting to its environment. The bottom left panel of Figure 5 Postmortem examination of each myocardium, except for the three with sustained coronary constriction, showed only negative HBFP stains, no wavy fibers, no infiltration by polymorphonuclear leukocytes, and normal wall thickness (12-14 mm) . The three exceptions showed clear myocardial damage in the expected field of the left ventricle.7 These results, combined with the electrocardiographic and hemodynamic data, suggest that complete recovery of the Measures are mean and standard deviation of the point-D2 (D2 mean, D2 SD; in units of dimension), the relative magnitude of the respiratory sinus arrhythmia (Resp SA; in units of %FFT), and the mean and standard deviation of the RR intervals (in msec). The statistical comparisons of covariation between these five descriptive measures are presented in Table 5 . *Quiet, control; percent occlusion, reduction in coronary blood flow velocity as a percentage of control. t%FFT, the area in the peak of the fast Fourier transform around 0.3±0.15 Hz divided by the area in the integral between 0.1 and 1.0 Hz. myocardium occurred after electroconversion. Thus, all data were collected from normal hearts.
Discussion
In biological applications, such as analysis of heartbeat dynamics, it often is impossible to collect epochs of data greater than 1,500 points. For stationary chaotic data (e.g., Lorenz data), our point-D2 algo-rithm maintains an accuracy that is within 3% of the known values when as few as 1,500 data points are used ( Table 1 ). Both the pointwise scaling dimen-sion6 and the Grassberger and Procaccia algorithm15 are considerably less accurate for such small data sets, because the averages include nonconvergent D2 estimates that usually are of higher dimension. Pearson product-moment linear correlation coefficients (R) between the values of the mean and standard deviation of the point-D2 (meanD2 and SDD2), the respiratory sinus arrhythmia (Resp-SA), and the mean and standard deviation of the RR intervals (meanRR and SDRR) during the conditions of quiescent control (Quiet control) and all cases of myocardial ischemia (Ischemia, 50%, 90%, 100%); observations were carried out in pigs unfamiliar with the laboratory. For each Pearson correlation coefficient (R), the Student t test value (t), its degrees of freedom (df), and the alpha probability level (p) are shown; a two-tailed alpha was used. NS, not significant. Our empirically derived data constraints for the point-D2 algorithm, given the small data set, are 1) the number of large excursions must be around 40-50 (i.e., the parameter C must be large) and 2) no noise can be in the signal (i.e., 1% noise can produce undetected errors). Each of our 8.3-minute heartbeat epochs contained 30-60 respiratory sinus arrhythmias (i.e., large excursions), and Gaussian noise was precluded because we used intramural electrocardiographic electrodes, carefully grounded the animals, used low-noise differential amplifiers with a high signal-to-noise ratio, and used A/D rates that were high enough to provide precise RR measurements.
What is true for deterministic chaotic data (e.g., Lorenz data) is not necessarily true for stochastic data. We have not yet proved that the heartbeat is best modeled by a deterministic system, although other researchers have concluded that it is." The data constraints we found, however, are similar to those discussed by Albano et al13 and Eckmann and Ruelle,16 although they investigated data with the algorithm15 that requires data stationarity. Our point-D2 algorithm does not presume such station-arity, but rather tracks it, as shown in Figure 1B , and does this without a great deal of error being introduced (e.g., only 4% error for a nonstationary increase of D2<1.0).
With the above empirical constraints, we found for the Lorenz data that r is fairly robust. Oversampling can alter the linear scaling region in some types of data,17 but this effect does not present itself in RR intervals, as each interval is a data point and no others can be in-between. The best reason for the choice of a small value of r (r= 1) is that it will include the high-frequency geometries that exist in the RR intervals, whereas the larger values of r will exclude them. Empirically speaking, only the results with r= 1 were found to be reliable for the small data samples (i.e., 8.3-minute epochs of heartbeats).
Using the Grassberger and Procaccia algorithm, other researchers1""18 showed the correlation dimension of the human heartbeat to be relatively higher than that which we observed in the pigs. We believe that their higher values (and larger variances) may be related either to nonstationarities in their data epochs or to the inclusion of reference vectors that do not have smoothly filled in difference vectors. The effect of ischemia on the reduction of the point-D2 mean and standard deviation has been confirmed in the pig by Mayer-Kress19 using the pointwise scaling dimension, but the mean of the estimate was larger and so was its variance.
Using our point-D2 algorithm, we now have shown that statistically significant changes occur in both the mean and standard deviation of the heartbeat point-D2 as the severity of ischemia continuously increases after complete occlusion of a large coronary artery. This effect was observed in each animal tested. The following grand means and standard deviations of the point-D2 were observed during the control, the first minute after occlusion, and the last minute before ventricular fibrillation: 2.50±0.81-*1.58+0.64-*1.07±0.18. The first minute of ischemia shows a significant reduction in both the mean point-D2 and its variance; the last minute shows a further significant reduction in both measures. Ischemia produced by partial occlusion of the coronary artery (50-90%) did not cause ventricular fibrillation, nor did such ischemia evoke as marked a reduction in either the point-D2 mean or standard deviation as did complete occlusion. The partial occlusions are known not to lead to ventricular fibrillation in the pig.7 Thus, the reduction of the correlation dimension to 1.07+0.18 is unique to the physiological situation of high vulnerability that precedes lethal arrhythmogenesis.
Psychological stress apparently reduces the point-D2 mean. The respiratory sinus arrhythmia is abolished by touching the animal (Figure 2 ). Because the point-D2 mean is positively correlated with the amplitude of the respiratory sinus arrhythmia in the nonischemic heart (Table 5 ), it appears that stress therefore may reduce the point-D2 mean. Although only small amounts of sleep data were analyzed, sleep also appears to reduce the point-D2 mean (Table 3, Figure 5 ). Both stress and sleep stage have been found by our laboratory, in the pig, to have effects on the vulnerability of the ischemic heart to ventricular fibrillation.78 Thus, the uncontrolled effects of stress or sleep on the point-D2 mean could explain the considerable between-subjects variation observed during the control condition ( Table 3 ).
The standard deviation of the point-D2 (SDD2, Table 5 ) has a statistically significant linear correlation with the standard deviation of the RR interval (SDRR), but only during acute ischemia. The point-D2 mean (meanD2) is correlated with the amplitude of the respiratory sinus arrhythmia (Resp-SA), but only during the control. Thus, the meanD2 and SDD2 are associated with separate features of the RR interval dynamics, and the strength of the association is determined by the degree of ischemia. This observation could explain why the SDRR and the baroreflex sensitivity (i.e., a brainstem reflex like the Resp-SA) are both predictors of mortality but are not correlated within the same subject.3
The correlation of the point-D2 and the SDRR during ischemia occurred only between subjects, and then only when the longer 8.3-minute epochs were used. During the briefer intervals, that is, the first and last minutes after coronary occlusion, a consistent change in the power spectrum or SDRR was not observed, yet the point-D2 showed a statistically significant reduction ( Table 2 ). The reason the deterministic measure (i.e., the point-D2) is more sensitive to the heartbeat variations than the stochastic ones (i.e., the power spectrum and the standard deviation) may be because the heartbeat is indeed produced by a deterministic generator. '1 We conclude that the drop of the mean point-D2 to approximately 1.0 plus the narrowing of its standard deviation will accurately predict lethal arrhythmogenesis in the single subject, because 1) this unique combination precedes ventricular fibrillation in every case (i.e., it has sensitivity) and 2) it discriminates among those reduced values observed during stress and less severe ischemia that are not associated with lethal arrhythmogenesis (i.e., it has specificity). Because the point-D2 mean and variance are able to predict ventricular fibrillation accurately within the single pig, and because the RR standard deviation is not, we propose that the point-D2 may be the better prospective predictor of lethal arrhythmogenesis in cardiac patients. Furthermore, the rapid detection of dimensional drops, such as with recurrence plots19 or on-line chaotic filters,20 could predict ventricular fibrillation minutes before its onset.
