Why does a dissident group go through phases of violence and nonviolence? Many studies of states and dissidents examine related issues by focusing on structural or rarely changing factors. In contrast, some more recent work focuses on dynamic interaction of participants. We suggest forecasting state-dissident interaction using insights from this dynamic approach while also incorporating structural factors. We explore this question by offering new data on the behavior of groups and governments collected using automated natural language processing techniques. These data provide information on who is doing what to whom at a directed-dyadic level. We also collected new data on the attitudes or sentiment of the masses using novel automated techniques. Since obtaining valid and reliable time-series public opinion data on mass attitudes towards a dissident group is extremely difficult, we have created automated sentiment data by scraping publicly available information written by members of the population and aggregating this information to create a poll of opinion at a discrete time period. We model the violence and nonviolence perpetrated by two groups: the Tamil Tigers in Sri Lanka and the Moro Islamic Liberation Front in the Philippines. We find encouraging results for predicting future phase shifts in violence when accounting for behaviors modeled with our data as opposed to models based solely on structural factors.
The Philippines has faced violent and nonviolent challenges from Islamist separatists in the southern island of Mindanao since the 1970s. The Moro Islamic Liberation Front (MILF) is one of the prominent groups that developed to challenge the state and push for autonomy for this region. While the group has used terrorism and other forms of violent and nonviolent struggle to contend with the state, MILF has varied its tactics and has had a wide variance in violence over the length of its challenge.
1 Figure 1 offers a timeline for violent events perpetrated by MILF from 1997 to 2007. As the figure   1 During the 1970s the Philippines witnessed many types of contention that varied across the group and location. Mindanao was a site for more violent dissent, possibly linked to harsher state tactics by the Marcos regime (Schock, 2005: 70-71). shows, the number of violent events is not constant. There have been phases of intense violence from late 1999 to early 2001 and the beginning of 2003 and phases of lower-level conflict and no violence during other periods. What explains these phases and changes from one phase to another? Is it possible to predict these changes if we know about the condition of the economy or other structural factors? Or do we need information about the behavior of the actors and how they influence the population?
The Liberation Tigers of Tamil Eelam (LTTE) in Sri Lanka are another dissident group 2 that uses sporadic violence to seek autonomy from a central government. In contrast to MILF, LTTE is not a religious organization. They use similar forms of contention (see Figure 2 ) and also exhibit volatility in the amount of violence and nonviolence during the period from 1997 to 2007. As Figure 2 shows, the LTTE has exhibited multiple violent phases with nonviolent lulls between these periods. Ethnic tension, religion, or other static characteristics of the groups involved might explain their strategic choices, but these constant factors cannot explain changes in the use of violence or nonviolence or the phases of violence depicted in Figure 2 .
Most structural theories that seek to explain violence by insurgents offer little help in explaining this variance in dissident behavior. Most of the country-level studies of civil war and insurgency use cross-national, yearly data to explain the onset, duration or end of civil war (Fearon & Laitin, 2003; Collier & Hoeffler, 2001; DeRouen & Sobek, 2004) . While these studies provide an important background for sorting countries at risk, they perform poorly at predicting violence at a lower level of aggregation and struggle to explain the dynamics of violent contention (Ward, Greenhill & Bakke, 2010) . Recent cross-national research comparing the efficacy of nonviolent and violent campaigns, while novel, also cannot explain changes in tactics or how the interaction of choices by actors leads 2 We use the term dissident to describe a nonstate group and its members that use non-traditional or non-institutional (protest, violence) means to pursue political goals vis-à-vis states. When using the terms militant or insurgents, we are referring to groups that use violent forms of contention. In sum, all militants and insurgents are dissidents, but not all dissidents are insurgents or militants. Since we see terrorism as one of tactic of militants or insurgents, we do not use the term 'terrorists' to describe these groups (see Tilly, 2004 for a discussion related to this point).
320 journal of PEACE RESEARCH 50(3) to shifts from one form of contention to another (Stephan & Chenoweth, 2008; Chenoweth & Stephan, 2011) . Our article makes three contributions to this literature. First, we use innovative forecasting methods to predict shifts from violence to nonviolence that have implications for the study of violent and nonviolent social movements, state repression, terrorism, and other types of state-dissident interactions. Second, we use new data that have the potential to explain the dynamic interaction between state actors and dissidents. Third, we collect social media data that allow us to measure the sentiment of the critical actor in dissident-government conflicts -the population. These original data, collected using automated methods, help us forecast when phases of violence or nonviolence begin, change, and end both in and out of sample.
Our data are unique in several ways. First, we collected event data or actions taken by dissidents against the state, the state against dissidents, dissidents against the population, and the state against the population. Second, we collected original sentiment data on how members of the population feel towards the dissidents and state. Since obtaining valid and reliable timeseries public opinion data on mass attitudes towards a dissident group is extremely difficult, we have created automated sentiment data by scraping publicly available information written by members of the population and aggregating this information to create a poll of opinion at a discrete time period. Using these new data, we are able to account for changes in phases of violence and nonviolence and predict acts out-of-sample. Our independent variables consist of the tactical choices of competing groups, the repressive practices of the government, the structural attributes of the environments in which each group operates, and mass political attitudes (sentiment) directed towards the groups and the state. To understand these dynamics, we investigate the interactions of the LTTE and MILF with the state and population. We selected these groups as they vary in some important ways (different context, different motivations).
In the section that follows, we discuss the two major ways that political violence has been studied in the past and argue for a focus on the interplay between states , 1997-2007 and dissidents. We then discuss the challenges of implementing this approach and how to collect appropriate data. Following discussion of our new data, we outline an empirical strategy. Next, we discuss our forecasting methods and empirical results. In the conclusion, we argue for how this approach can improve forecasts of violence and nonviolence and discuss policy implications.
Explaining violence: Structures and process
Scholars have often studied violent political conflict within countries by focusing on the structural conditions that impact the chance that a country will experience such phenomena (Skocpol, 1979; Collier & Hoeffler, 2001) . Another way is to analyze the behavioral relationships among parties to potential conflicts, how they make decisions, how such decisions impact other parties' decisions, and how the sequences of behavioral interactions escalate and de-escalate across various thresholds of political conflict (Moore, 1995 (Moore, , 1998 (Moore, , 2000 Shellman, 2006a,b) . 4 The first perspective assumes that conflict is contingent on unusual or irregular conditions that cause disruptions in conventional politics. The contingent approach leads one to study the political, economic, and social attributes of countries to explain variation in their conflict experiences. The inherent perspective assumes that violent political conflict emerges out of low-level contentious interactions among a set of political actors. This approach leads researchers to focus on the conditional behavior of parties to conflict and how that behavior changes over time. Eckstein described these two approaches in 1980, yet until recently most scholars pursued the structural approach. We suggest that the focus on structure is due to the dearth of available data and the complexity involved in modeling multiple actors' behavioral interactions.
Studying the political, economic, and social attributes of countries is a useful approach for understanding and highlighting general patterns of conflict, but it is illsuited to address conflict processes because such approaches 'are essentially static ''input-output'' or ''stimulus-response'' type models, not dynamic models of interaction' (Moore, 1995: 132) . A recent wave of scholarship eschews the structural attributes approach and instead focuses attention on the escalation and de-escalation processes of political conflict instantiated by actors' strategic behavioral interactions.
5 A common thread running through this next generation of conflict scholarship is a shift from countries as the unit of analysis to the parties to the conflict and their behavior. 6 This work focuses on competition between governments and various dissident groups over policy, control of the state, and, especially, the support of the population.
7
This shift is significant as it has both scholarly and policy implications. Importantly, the emphasis on conflictual parties leads this research to develop hypotheses about the hostile behavior of dissidents in response to government behavior and vice versa. By moving away from thinking about the impact of democratic vs. autocratic institutions, the size of gross national product per capita, and the ethnic composition of society, these scholars have begun to more fruitfully address questions related to the efficacy of state repression, why groups in similar circumstances use varying degrees of violence, and how government actions influence future dissident behavior. Data on political institutions, economic output, and ethnic composition are of limited value explaining dissident-state interactions as these characteristics do not change much over time. To the extent that they change, they change slowly. To better understand such conflict processes, we suggest studying the behavior of the parties to the conflict. And if we study behavior, then it is reasonable to study it as purposive, strategic behavior that varies systematically in response to the behavior of other parties to the conflict.
This does not suggest that the structural approach is without merit. We have learned, for example, from the structural approach that characteristics of the state (such as regime type, the economy, terrain, and capabilities) and demographics (such as population and ethnicity) are correlated with the level of political conflict we observe across countries (see Collier & Hoeffler, 2001; Fearon & Laitin, 2003) . However, the structural attributes approach has not adequately informed us about conflict processes as they unfold over time within specific countries. For example, we know that a country with mountainous regions is more likely to experience an insurgency (Fearon & Laitin, 2003 ). Yet, knowing that Afghanistan is mountainous tells us little about when we are likely to observe peace or conflict in Afghanistan.
8 That said, we are not arguing that we should disregard these important insights. Rather, scholarship should combine behavioral studies of conflict processes while accounting for structural influences. This is the task we undertake here.
We argue that intrastate conflict is not best characterized as something that countries catch (or experience). Instead, newer versions of 'inherency' scholarship recognize that governments often face multiple challengers fighting for the same cause and/or very different causes, and that these challenges vary across both space and time. As such, these theorists have been disaggregating the study of civil conflict across actors, space, and time.
9 Civil conflicts often involve infighting among members or branches of the government (e.g. military coups in Nigeria) and often yield dissident group splits (e.g. the Moro Islamic Liberation Front emerged out of the Moro National Liberation Front). In other cases, multiple groups with heterogeneous preferences may interact with each other and even form alliances or coalitions (e.g. the Coalition Government of Democratic Kampuchea, comprising the Khmer Rouge, FUNCINPEC, and KPLNF). Other research has disaggregated actors and their behavior to demonstrate that both diplomatic and military intervention by third countries on behalf of dissidents or governments can have a strong bearing on pushing parties to the table or escalating violent activity (see Moore, 1995; Moore & Davis, 1998; Gleditsch & Beardsley, 2004) . In sum, intrastate conflict comprises many different parties, with different motivations, that make a variety of decisions as to how to behave in both the short and the long run. To properly model these state-dissident interactions, we need to adopt a disaggregated unit of analysis and account for the behavior of these different parties.
Next, the unit of time over which one aggregates is consequential (Shellman, 2004a) . Until recently most research has focused on the year as the unit of temporal aggregation. Marcellino (1999) explains that 'temporal aggregation arises when the frequency of data generation is lower than that of data collection so that not all the realizations of the stochastic process . . . are observable'. Yearly aggregation obscures the actions and reactions of actors in much smaller units of time such as monthly intervals. At what temporal units do dissidents and governments respond to one another? The answer often is: it varies. With this point in mind, rarely does it take a group an entire year to respond to the actions of the state. To focus on the kinds of questions that the new generation of civil conflict scholars is asking requires that we abandon annually aggregated data in favor of data aggregated over the unit of time in which they most likely occur.
In the mid-1990s, Phil Schrodt vastly improved the collection of events data when he released the Kansas Events Data System KEDS computer program (see Schrodt, Davis & Weddle, 1994) . This program demonstrated that it is possible to use computers to code news reports to generate data about the behavior of dissidents toward governments, governments toward dissidents, government toward other governments, etc. Over the past 15 years the KEDS project has produced a number of similar projects, and this technology has spilled over into a variety of other areas of research (see, for example, Pennings & Keman, 2002) . Where hundreds of hours of human labor were required to code such reports, computers are able to produce data in mere minutes. These advances have radically changed the information available to scholars. Further, the shift in conceptual and theoretical interests described above demand these kinds of data.
For this article, we use a next-generation computerized coding technology to generate disaggregated data useful for testing the hypotheses at a disaggregated temporal and spatial level. The project directly confronts actor, spatial, and temporal aggregation by collecting information on multiple actors' behavioral interactions each day in various geographic locations. With respect to actors, we code the behavior of nearly all dissident or government groups discussed in open source media reports. Our technology codes individual's names and offices. By disaggregating the state and the social and dissident actors, scholars and policymakers can examine interactions among multiple parties (see Shellman, Hatfield & Mills, 2010) . Project Civil Strife also disaggregates space , time (Shellman, 2004a,b) , and tactics (Horne, Shellman & Stewart, 2008) .
The third rail of conflict: The population
As most academic and policy arguments suggest, governments and dissident groups compete for the support of the public. In addition to disaggregating the study of political conflict into actors and their behavior, we also contend that support for actors' decisions and their tactics plays an important role in political and conflict dynamics. Mao Tse Tung (1966: 57) stated that 'We must rely on the force of the popular masses, for it is only thus that we can have a guarantee of success. ' Che Guevara (1985: 50) followed by saying that 'the guerrilla fighter needs full help from the people of the area. This is an indispensable condition' and guerrillas must draw their 'greatest force from the mass of the people'. Lyndon Baines Johnson (1965) Kalyvas (2006) makes the importance of distinguishing among the government, the dissidents, and the public clear. He observes that death tolls in civil wars vary systematically depending on whether either the dissidents or the government can exercise authority over the town or whether the territory is actively contested by dissident and government troops. His argument makes the role of the three actors (state, dissident group, population) in a subnational conflict clear, but contrary to theorists like Guevara and Mao, the sentiment or beliefs of the population are less important than the physical control exerted by the state or dissident group.
While Kalyvas (2006: 94) downplays the role support by the population has on these dynamics as 'attitudes are unobservable and must somehow be inferred', others suggest that attitudes may ultimately influence which side the population provides their allegiance (Wood, 2003; Findley & Young, 2007; Bennett, 2008) with some scholars suggesting the state is the critical actor in determining these attitudes (Goodwin, 2001) . 10 In the policy world, many argue that governments and dissidents are both trying to win hearts and minds (see, for example, Lennon, 2003) .
In short, we know that support from the masses impacts political violence and politics more broadly. Yet, empirical studies are limited by a dearth of data to test how policies and actions shape attitudes and beliefs and how such attitudes and beliefs affect various actors' strategies, tactics, and actions.
11 Historically, polls were the only means to measure and include such indicators in models of politics. However, polls are infrequent, expensive, and complicated to implement in conflict locations. As a result, sentiment is difficult to measure in near real time and across space (cities, towns, regions, countries, etc.). To remedy this limitation, we generated an automated sentiment analysis software package that could take in millions of lines of text from news sources, blogs, and diaspora sources and output aggregate measures of sentiment towards actors' actions, policies, and political events (see Shellman, Covington & Zangrilli, 2012) . Advances in linguistics, natural language processing, and technology allowed us to develop a 'sentiment' coder. In a previous study on Taiwan, we showed that our sentiment data correlated with polling data and mirrored the ebb and flow of such data. Moreover, our sentiment data perform well and in the expected direction in models of politics, increasing various models' explanatory power.
12 That is, our models that include sentiment better explain and forecast political behavior with less error than models that exclude such data. We offer new sentiment data for our cases and analyses completed for this project.
In sum, we use both contingency (structural) and inherency (process) approaches as a starting point to build our models of violent campaigns. We carefully examine the interdependent choices of the state and dissident groups as well as the tactics of competing groups in our models. Additionally, we include structural factors, such as measures of the environment and contextual factors. Finally, measures of mass support are included to tap the population's sentiment. Given this framework, our goal is to explain and predict violence by dissident groups and changes in the phases of violence. In the next section we describe how to test expectations related to conflict intensity and phases of violence. This requires a clear description of the data, careful case selection, operationalization of components of both structural and process approaches, and an explanation of our statistical modeling strategy.
Research design

Case selection
We collected events data for 1997-2006 related to the interactions between each of the possible dyads involving the government, MILF, and members of the population of the Philippines. We also collected similar data from Sri Lanka related to the interactions among the LTTE, the government of Sri Lanka, and Sri Lankan civilians. Our first criterion for group selection was that the group had to have variation in levels and phases of violence 13 during our period of analysis (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) . We required at least two violent phases because we wanted to be able to train our model on the first phase and attempt to forecast the second phase. Additionally, we wanted variation over structural variables like religion, country-level factors, and ethnicity.
These two groups differ in motivation and intent as well as in their historical use of violence. The separatist group known as the Tamil Tigers may have been considered the most violent group on Earth until May 2009. They started a campaign for autonomy and independence in 1983 and were the innovators of the modern suicide attack even though they are Marxist and lack a religious motivation (Pape, 2003) . The Moro Islamic Liberation Front is in part motivated by religion as they seek to establish an Islamic state in the southern Philippines.
If we find similar relationships between our independent variables and dependent variables we can rule out political and social differences across groups as explanations (Manheim & Rich, 1995: 253) . If, however, we do find major differences in relationships across groups, we can only speculate whether motivation, culture, or group characteristics (religion, ethnicity, etc. or environment, the country's economy, regime type, etc.) is responsible for those differences. Therefore, we attempt to control for some of those differences by including environmental variables in our models.
Data
In order to model the process of violence between actors in conflict, we need to measure actions and reactions by each at a relatively concise temporal period. Event data, 'day-by-day coded accounts of who did what to whom as reported in the open press', offer the most detailed record of interactions between and among actors (Goldstein, 1992: 369) . They are particularly suited to test how actors act and react to one another since they are a systematic collection of interactions among the actors in a particular domain. Each event data record contains four important pieces of information: 'actors' taking actions ('events') against 'targets' on a given 'date'.
Our events data combine the strengths of other data collection efforts by coding conflict and cooperation, including multiple actors, using machines and automated coding software to eliminate sources of variation such as coder fatigue, and coding time. The data also focus on a new region (south and southeast Asia). We used Strategic Analysis Enterprises' (SAE) Xenophon coding software to code the data.
14 This software builds on Phil Schrodt's Text Analysis By Augmented Replacement Instructions (TABARI) by adding a Natural Language Processing chunk parser to TABARI-like pattern matching capabilities.
15 Xenophon parses the sentences into NLP-trees, tags and lemmatizes the text, and then extracts the subject, verb, and object by pattern matching entities in the sentences to actors and verbs in dictionaries given what the trees reveal about the sentence structure.
16 It also records the date of events. See our online appendix for information about the accuracy of our coding engines.
While most event datasets code events from a single news source, 17 we code events from multiple news sources. Reeves, Shellman & Stewart (2006) and Davenport & Ball (2002) show that media bias influences the scientific inferences we draw from statistical models that analyze data from a single news source. Potentially, language, coverage, style, and characterization by a source can influence the way an event is coded or even if it is coded at all (see Schrodt, Simpson & Gerner, 2001: 36) .
These findings suggest that source bias deserves more attention. Schrodt, Simpson & Gerner (2001) suggest creating multiple source chronologies. Our raw dataset contains information from millions of news reports from over 587 different news sources. We included national sources like the Philippines Daily Inquirer and more global news aggregator services like BBC Monitoring and Associated Press. We then created multiple source chronological datasets.
Machine coded data are only as comprehensive as the dictionaries used. Each of the actor dictionaries is customized for each case. We first generate an initial actor list by researching the case. We then use an automated 13 By phase of violence we mean: a series of sustained, planned, organized activities which utilize physical force to achieve benefits concerning the extraction and distribution of resources or values. We discuss how to operationalize this in the next section. 14 SAE's Xenophon software, a commercial product, was developed by one of the authors of this article and was licensed (cost free) to the College of William & Mary to code the data as part of the author's NSF project. 15 See http://web.ku.edu/*keds/ for information on the KEDS and TABARI projects. See the appendix for more detailed descriptions. 16 Xenophon recognizes pronouns and dereferences them. 17 For example, early KEDS data and IPI data come from Reuters, while later KEDS data come from Agence France Presse. WEIS data come from the New York Times Index.
software program to identify actors in texts and add actors to the actor dictionary when they are absent. In addition to this information, we record the dates for regime changes, government and dissident leadership changes, leaders' exit and entrance methods (election victories, coups, revolutions, etc.), and dates of the births and deaths using various sources.
Our verb dictionary is a modified version of the CAMEO verb dictionary. Verbs and verb phrases are assigned a category based on the CAMEO coding scheme. 18 The dictionaries have benefited extensively by working on the Integrated Crisis Early Warning System (ICEWS). Our research team, in conjunction with Phil Schrodt's research team and Lockheed Martin's Advanced Technologies Laboratories' research group, have overhauled, edited, and added to these dictionaries over time. While the actor dictionaries evolve and change monthly as new actors are realized and come into play, the verb dictionaries remain fairly stable (especially after a major verb dictionary overhaul via the ICEWS project). We use the CAMEO scale to assign weights to the event codes.
We collected event data for Sri Lanka and the Philippines, government and dissident group actors. Our unit of analysis is the group/country-month. In other words, we aggregated our data for each group in each country for each month.
Dependent variable: Violent phase changes. Our goal is to assess when specific groups of interest shift their behavior towards sustained violent campaigns of action. As such we desire a time series of each group's behavioral actions. Our events data contain information about who is doing what to whom and serve as a natural indicator for measuring a group's actions over time.
To operationalize violent campaigns we plotted the group's violent actions 19 over time (see Figures 1 and 2) . After plotting the frequency of these actions, we identified where there were sustained acts of violence and corroborated such periods with qualitative evidence from other news and periodical resources. The Tamil Tigers had sustained levels of violence, but there were clear periods when violence peaked and stayed at high levels before returning to normal levels. In contrast, the Moro Islamic Liberation Front sustained two clear violent campaigns during our investigation period. Operationally, groups had to carry out violent tactics for more than two months in a row at levels higher than their normal (mean, median, and/or mode) levels of violence. Our main dependent variable is a dichotomous variable in which the variable takes on a value of 1 if the group is engaged in a violent phase of behavior and a value of 0 if the group is not in a violent phase of behavior.
20
State repression For our independent behavioral variables we created several indicators from our events data. 21 First, we created variables representing the government's activities. We scaled all of the government's hostile activities using the CAMEO scale. 22 We then totaled those scaled values for each month. How repression influences dissent has been a heavily debated issue (see Lichbach, 1987; Francisco, 1995; Rasler, 1996; Moore, 1998 Moore, , 2000 . While the effect that repression has on dissident activity may be monotonically related to dissent (increasing or decreasing future dissent), some have also claimed that the effect could be nonlinear (Francisco, 1995) . Other scholars argue that high and low levels of repression yield low levels of dissent because there is nothing to dissent when repression is low and it is costly to dissent when repression is high (DeNardo, 1985; Muller & Weede, 1990; Opp, 1994) . At medium levels of repression, however, there is opportunity and desire -that is, repression may yield increases in violence at lower levels but such effects fade and actually become negative at higher levels of repression (an inverted-U effect). To test these effects, we include squared terms of repression in our model. If our hypothesis is supported, the non-squared term should be positive and significant and the second squared term should be negative and significant.
Structural data As discussed above, we situate behavioral variables within contextual environments. With that said, contextual variables create a couple of problems for our research design. Most environmental indicators such as GDP, foreign direct investment, and regime type are only collected annually. Yet groups do not act in annual units. More importantly, these variables do not vary much over time and our goal is to predict changes in behavior over time. Our analysis for this project is the 18 See http://web.ku.edu/*keds/cameo.dir/CAMEO.CDB.09b5. pdf. 19 Violent actions include riots, kidnappings, armed clashes, bombings, suicide attacks, and attacks resulting in deaths and/or property damage. 20 In the appendix, we also include alternative measures of violence. We created a second duration indicator that counts the number of months a hostile phase lasts. Also, we used the raw violent event count for each group and modeled its properties. 21 A detailed description of each variable definition is in our appendix in the data section. 22 See http://web.ku.edu/*keds/cameo.dir/CAMEO.SCALE.txt for information on the scale and its values.
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journal of PEACE RESEARCH 50 (3) monthly behavior, and so contextual variables at the annual level are unlikely to provide much explanatory and/or predictive power. We were able to collect some structural variables such as consumer prices and unemployment rates that are reported in monthly intervals and vary across our temporal units. Sentiment data One major difference between our dyadic sentiment data and events data is the sentiment verbs, adjectives, nouns, and adverbs (identified as those conveying sentiment) that make up our sentiment dictionary. This new dictionary has over 800 words or word phrases that convey sentiment. Each of these sentiment words and phrases was rated on a scale from -10 to þ10 (similar to the CAMEO scale method). Pathos, a commercially licensed automated sentiment analysis engine, uses actor dictionaries to identify the reactor expressing sentiment as well as the evoker of the action receiving the sentiment.
23 A second major difference is the rules enforced to pull out the evoker and reactor of the sentiment expression. Often, the author of a blog is the reactor and there is no dyad to code, only an evoker or target of the sentiment; we refer to such expressions as author sentiment (e.g. 'the PM is a moron'). More often than not sentiment is expressed without using a sentiment verb, and so we have ways of capturing adjectives, adverbs, and nouns that express sentiment as well (e.g. 'the stupid congressman', or 'the judge is an idiot').
We are most interested in exploring the relationships among dissident groups, the government, and the masses. Thus, we focus on social actors, which we defined as any citizen not in a government leadership position or associated with a violent dissident group. In order to show up in the Philippine societal sentiment data, the actor must be Filipino and be coded as a social actor, or must be identified as a Filipino blog author. For targets (evokers), we focused on the government and dissident groups at large. Each expression was rated on a -10 to þ10 scale. The scale was created by using a group of linguists to rate the words and then average across them -very similar to how Goldstein (1992) and Shellman (2004b) created their scales. We then averaged and summed the directed-dyadic and author-dyadic scaled expressions. In sum, we created averaged monthly aggregate measures of social actors' expressions towards governments and towards dissidents.
The models
We modeled each group as its own time series. Given that our main dependent variable is a nominal two-category variable (a group was in a violent phase or not), we employed a logistic regression modeling approach. The model performs a maximum-likelihood calculation that produces estimated parameters that have the highest probability of producing the observed dataset. We employ standard modeling practices to assess statistical significance and evaluate substantive impact of variables. We also perform in-sample and out-of-sample forecasts to assess how well our models perform in predicting violent phases by these groups. As Ward, Greenhill & Bakke (2010) show, statistical significance can be misleading as some variables that reach this threshold may not improve forecasts of violent behavior. We will demonstrate that even though some of our sentiment variables have marginal substantive effects when removed from the model, the predicted probabilities degrade in terms of the fit to the actual data. In other words, the sentiment variables significantly improve the predicted probabilities both in and out of sample.
All of the independent variables in our models are lagged at least one month to avoid problems of endogeneity and to forecast violent campaigns.
Explanation of graphs, tables, and figures
We produce several tables and figures and describe each of them here.
24 Table I reports our logit model results for each case. Following the estimation stage, we compute Receiver Operating Characteristic (ROC) curves, which tell us how well our model fits the observed data. The ROC curve plots two important pieces of information on a graph: sensitivity and specificity.
25 Sensitivity is the proportion of true positive cases and specificity is the proportion of true negatives. 26 The area under the curve gives a percentage that represents how well the model predicts positive and negative outcomes, or in this case, violent and nonviolent phases. Figure 3 show the ROC curves for each logit model. Our goal in modeling these data is to maximize both specificity and sensitivity, not just overall accuracy. 27 23 For a more complete description of these data, see Shellman, Covington & Zangrilli (2012) . There is also additional information contained in our online appendix. 24 Table 1 in the appendix displays the in-sample descriptive statistics for each of our cases. 25 More specifically, the plots include sensitivity and 1 -specificity. 26 See the appendix for an extended discussion of ROC curves. 27 In addition to ROC curves we also report the number of 1s predicted correctly, the number of 0s predicted correctly, the number of 1s incorrectly predicted, and the number of 0s incorrectly predicted. These are available in the appendix.
We plot the substantive impacts of the independent variables with corresponding 95% confidence intervals in Figures 4 and 5. Following Gelman & Hill (2007) , we captured the uncertainty in our models by simulating a 1000 x K matrix of regression coefficients where K was the number of independent variables in each model. We then varied the value of each independent variable from its minimum to its maximum value, set all other inputs to their mean, and calculated the predicted probability of a hostile phase. The plots in Figures 4 and 5 depict the change in probability over the range of the distribution of each independent variable.
To examine the predictions of our models over time, we devised bar graphs showing the actual violent phase points as well as the predicted violent phase points along a time series plot (see Figure 6) . A hostile phase point is a data point indicating violent activities during a hostile phase. The black bars in the figures show the actual hostile phase points, while the light gray bars illustrate predicted hostile phase points. When a light gray bar is stacked on top of a black bar, the model correctly predicted the actual hostile phase data point (true positive). A black bar by itself reveals where the model failed to predict a hostile phase point but there actually was such a hostile phase ongoing at that time (false negative). A light gray bar with no black bar reveals where the model predicted a hostile phase point that did not occur (false positive). No bar indicates that the model did not predict a hostile phase point and there was no hostile phase point (true negative).
In addition to being able to explain phase changes, we want our models to predict phase changes. To do so, we train the data on approximately half of the sample or where there was a break in hostile phases and then use the model to forecast ahead in time to the next phases of violent activity. 28 To determine how well the model forecasts, we differentiated the in-sample predicted values (light gray) from the out-of-sample forecast values (dark gray).
Results
While there are some differences across models, there exists a core set of variables present in each model that consistently produced stable estimates with high explanatory and predictive power. The core variables consistent with theory include (1) FDI, (2) government repression, (3) societal sentiment towards the government, and (4) societal sentiment towards the dissidents. Food prices and unemployment also exhibited fairly good explanatory and predictive power. Below, we review the results for the Tamil Tigers or the Liberation Tigers of Tamil Eelam (LTTE) and the Moro Islamic Liberation Front (MILF).
Tamil Tigers (LTTE)
The LTTE is one of the most lethal dissident organizations in the world. There were a couple of other spikes in violence which are also coded as violent periods even though these did not last as longtwo months at the beginning of the series, and in early 1998, for example. Table I presents Figure 3 . Receiver operating characteristic (ROC) curves of MILF and LTTE models 28 We experimented with a variety of ways to do so and outlined these in the appendix.
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journal of PEACE RESEARCH 50 (3) sample. Figure 3 shows that the ROC curve fits the data given that it contains over 94% of the area under the curve. Both the sensitivity and specificity scores are fairly high in that the model is able to classify 76% of the true positives correctly while classifying 93% of the true negatives correctly. The most important variables are state repression, societal sentiment directed towards the government, and FDI. Table I shows that increased FDI decreases the probability of sustained hostile activities by 28% as shown in Figure  4 . As more investment comes in, the economy gets better and decreases the likelihood of violence. Repression (both the non-squared and squared term) yields a curvilinear effect on the probability that the Tamil Tigers engage in a hostile campaign of violence. That is, low levels of violence increase the probability of violence to a point and then decrease such probability. Figure 4 shows that the one-month-lagged measure of repression increases LTTE violence from about 0.1 to about 0.9 at medium levels of repression (*150). As repression increases from 150 to over 300 (the highest level), the probability of violence decreases from 0.9 to about 0.6. We also included a second lag of repression because the Tamil Tigers seemed to base their current actions on aggregate state repression levels from the last two months. That variable also has a curvilinear shape but the squared term is not as strong as the one-month-lagged measure. Thus the probability stays high as repression increases from medium to higher levels. The second lag is more than likely interacting with the first lag of this measure but the in-sample and out-ofsample fit of the model was clearly superior using the second lagged measure. In terms of societal sentiment, our model showed that as sentiment towards the government grows stronger, the probability of the Tamil Tigers engaging in a violent campaign decreased. This shows that as more people support the government (i.e. the government wins more 'hearts and minds'), the probability of violence is decreased. As seen in Figure 4 , societal sentiment towards the government decreases the probability of violence from about 0.7 to about 0.13. Societal sentiment towards the dissidents had no statistically significant impact. The food prices variable was also not statistically significant. Finally, the competing group's hostile behavior was also not statistically significant.
That said, the model provided a better fit to the data by including the non-significant variables in the model. 29 For example, removing the insignificant sentiment variable from the model reduced its ability to correctly classify violent campaigns from a 95% sensitivity score to an 80% sensitivity score. The effects plotted in Figures 4 and 5 can be misleading because logit models are inherently interactive. As a result, the effects of X on Y depend on the value of variables A, B, and C. Therefore, holding the other independent variables constant at their means, while fairly simple to compute, does not always tell the entire story in these kinds of models. When examining the temporal plot of the predicted values in relation to the actual values in Figure 6 , the Finally, we wanted to generate out-of-sample forecasts of the various dependent variables in order to assess how well our model fit the out-of-sample data. Figure 6 also plots our out-of-sample forecasts for the LTTE's last hostile phase. To make these forecasts, we stopped our training data soon after the third hostile phase and generated predictions into late 2002 through 2006. Our model accurately forecasted the beginning and duration of the last hostile phase for which we collected data. It produced only three false positives out of 60 observations (5%) and correctly predicted all eight 1s we coded as a collective violent campaign. Overall, our model of the LTTE explained the phases of violence and changes in these phases well. It is able to pick up the onset and cessation of sustained violent campaigns both in and out of sample with high sensitivity and specificity. Table I and Figure 5 show that unemployment increases the probability that the MILF engages in a hostile campaign by about 0.3 moving from its minimum to maximum value, while FDI slightly decreases such likelihood. Our repression indicators have their hypothesized curvilinear effect, much like we found with the LTTE. The difference with this model is that repression yields a curvilinear effect at both one-and two-month lags. Middle ranges of repression yield almost a 0.95 probability of a violent MILF phase, while lower and higher values yield almost zero probabilities.
We now move to examining the impact of one of MILF's competitors. The New People's Army (NPA) is essentially the armed wing of the communist party in the Philippines and operates in rural areas. It attempts to generate resources by forcing businesses, schools, and individuals to pay taxes. When entities default, violence usually ensues. The NPA has been largely contained and downsized in terms of its resources over the last 10 years and especially since the attacks of 11 September 2001. Both Maoist organizations, however, compete for the support of the population. Mia Bloom (2005) suggests that groups use violent activities to achieve additional support for their organization. If the hypothesis is supported we should see that the NPA variable is negative and statistically significant (given that this hostility measure is measured negatively: more hostile ¼ more negative). We actually find counter-evidence for this hypothesis again with MILF. Figure 5 shows that as the NPA becomes more hostile (i.e. more negative), the probability of a MILF hostile phase decreases.
Finally, both societal sentiment indicators are statistically significant. Positive sentiment towards the government, as was the case with the LTTE, decreases the likelihood of violence, while positive sentiment towards the dissidents increases the likelihood that the MILF engaged in a violent campaign. While the substantive effects for both variables are only about onehalf of a percentage point as depicted in the appendix, leaving them out of the model provided an inferior fit to the data and caused the model to miss a couple of outof-sample violent phases. We experimented by setting the other independent variables at different in-sample values (examining real data points), and the impact of the sentiment variables grew to as much as three percentage points going from the minimum to maximum value depending on the values held constant within the model.
The ROC curve depicted in Figure 3 shows that it covers 99% of the area under the curve. Moreover, our model classifies correctly 97% of the observations, only misclassifying 3 of 108 observations. Both the sensitivity and specificity scores are high in the model, and it is able to classify 95% of the true positives correctly and 98% of the true negatives correctly. 30 See the appendix for other dependent variables and forecasts. Figure 6 provides an illustration of the ability of the model to fit the data over time. Figure 6 shows that the model almost perfectly predicts the two major hostile phases carried out by the MILF during our period of analysis. It also shows two intermittent false positives.
Again the model has the ability to differentiate sustained violent campaigns from random instances of violence with little error.
Figure 6 also depicts our actual hostile phase values against our model predicted hostile phase observations 
Conclusions
In sum, our findings suggest that government repression, the interactions of the government and other groups, and mass political attitudes are important predictors of violent and nonviolent phase changes. In some respects, this is not surprising and is consistent with our theoretical framework as well as the academic and policy literature on this topic. That said, we have been able to operationalize these factors into disaggregated indicators over time that can be utilized in formal and computational models of contentious politics. Our theories have been calling for such analyses and data for quite some time.
Until recently, most scholars have relied on overaggregated structural data to examine process oriented theories and models of conflict. New data, similar to what we offer here, can support future studies and analyses focused on the interactions of actors over time and the competition of governments and dissidents over control of the state and support of the population. In particular, our data have allowed us to examine how population sentiment influences violent and nonviolent phases of conflict. While these nonviolent spells are similar to what might be termed negative peace (Klein, Goertz & Diehl, 2008) , 31 there is still variation within spells of violence and nonviolence. Since many dissident movements use a variety of forms of contention, disaggregating these categories in the future could be useful. As Chenoweth & Stephan (2011: 12) note, 'often some groups use both violent and nonviolent methods of resistance over the course of their existence, as with the ANC in South Africa'. Using similar data and methods as we have offered here, future work could examine shifts from phases from more positive peace to negative peace to different forms of violent contention.
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Finally, both of our groups were modelable. That is, our models were able to explain and anticipate their activities with good to excellent accuracy. The average accuracy in terms of classifying observations was 92% ranging from 87% to 97%. Moreover, the sensitivity and specificity were also high indicating that our models could separate the 1s and 0s with high accuracy. Regardless of the modeling approach we applied (logit, regression of duration, or negative binomial), we were successful in generating series in and out of sample that highly represented the true data. Since the groups are from different regions, speak different languages, and operate under different conditions, we are more confident that the results are generalizable to other group-state interactions. With that said, we also found unique aspects of each interaction suggesting a need to build conflict-specific models to provide the most accurate forecasts of these dynamics. For example, we found differing temporal dynamics between the actors in each Figure 6 . In-and out-of-sample forecasts for logit models of predicted hostile phases 31 In developing a peace scale between states, Klein, Goertz & Diehl (2008) suggest a continuum with five zones ranging from most violent to most peaceful: rivalry, low-level conflict, negative peace, positive peace, and pluralistic security community. While these categories do not completely map onto dyadic intrastate dynamics, the conceptual point is the same: lack of violence can be usefully divided into distinct conceptual categories to understand interactions between states and dissidents. 32 Additionally, future work could investigate different forms of nonviolent action (Sharp, 1973) and how these influence phase lengths and shifts.
case. An additional concern is that both of the groups we examine here are primarily motivated by ethnonationalist separatist goals. To the extent that a group's goals are correlated with its propensity for violence (Asal & Rethemeyer, 2008) , our results may not be generalizable to primarily ideological organizations. Future work could examine this possibility.
As we stated at the outset, our project has important implications for both scholars and policymakers. From a policymaker's perspective, we have identified variables and models that are useful in forecasting the behavior of dissident groups. From a scholarly standpoint, we think that increased automated technologies will aid in matching theories of interaction with more finely grained data. Many of the structural theories and data have provided useful contexts for understanding which countries are prone to violence, but to predict how, and when, we think a renewed focus on behavioral interactions and sentiment can unravel important puzzles of violent political contention.
Replication data
The dataset and do-files for the empirical analysis in this article as well as an online appendix can be found at http://www.prio.no/jpr/datasets.
