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A sufficient condition is given for the nondegeneracy of the ground state of 
a Hamiltonian on a physical Hilbert space. 
1. INTRODUCTION 
One of the successful methods for establishing the nondegeneracy 
of the lowest energy state of a quantum field theoretic system with 
total Hamiltonian H consists in representing the Hilbert space on 
which H acts as an L2 space over some measure space in such a way 
that e-H takes nonnegative functions into nonnegative functions 
(cf. [24, 9, lo]). Infinite dimensional generalizations of the theorems 
of Perron and Frobenius are then applicable provided one can show 
that e+’ satisfies a suitable kind of ergodicity condition. In the 
applications of this method made so far the required ergodicity 
is proven by relying on the decomposition of H into a free 
part H,, and an interacting part V, H = Ho + I’. The easily 
established ergodicity of e- lHo for t > 0 carries over to the perturbed 
operator H. In realistic models without cutoffs, however, such a 
decomposition of H is no longer possible. Our objective in this work 
is to develop a method for proving the requisite ergodicity of e--H 
which does not rely on such perturbation methods. The method 
(cf. Cor. 1) has been successfully applied by A. Sloan to a quantum 
field theory model without cutoffs [II]. 
The method we shall describe is based on notions from the theory 
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of elliptic differential operators. If H is a (self-adjoint version of an) 
elliptic differential operator in finitely many real variables with analytic 
coefficients, then an analytic vector for H, such as e-%& is an analytic 
function [6] and consequently, in any connected open set U, cannot 
vanish on a set of positive measure unless it is identically zero in U. 
This observation carries over to elliptic differential operators in 
infinitely many variables when suitably formulated. “Connected 
open set” is replaced by “ergodic weak distribution over the sharp 
time test function space” or, more generally, by an irreducible 
representation of the canonical commutation relations. 
2. ANALYTICITY AND NON-DEGENERACY 
We follow [8] in making the following definition. 
DEFINITION 1. Let 9 be a real inner product space. A Weyl system 
over 9 is a triple p = (U, V, K) w h ere K is a complex Hilbert space 
and U and V are unitary representations on K of the additive group 
2 such that 
(a) U(b) and V(t ) x are strongly continuous functions of t E R 
for each x E 2’ and 
0)) U(X>V(Y) = exP[%Y)l V(YFw. 
For each x in 9 there exist, by virtue of a), self-adjoint operators 
P(x), Q(x) on K such that U(x) = exp(itP(x) and V(x) = exp(itQ(x))* 
Remark 1. We intend Q(x) to represent a sharp time Boson field 
(say at t = 0) and P(x) its time derivative (at t = 0). 9 is a space of 
sharp time real valued test functions whose choice is dictated by a 
particular model under study. For example in the (F*)~ theory [3] 
the natural choice for 2’ is real C,“(R). In the relativistic polaron 
model in d space dimensions [5] (which has an ultraviolet divergence) 
an appropriate choice for 9 would be the set of all real square inte- 
grable functions on d-dimensional configuration space whose Fourier 
transforms have compact support. Def. 1 b) asserts as is well known, 
the Heisenberg canonical commutation relation for P(e) and Q( *) in 
the bounded form of Weyl. 
DEFINITION 2. Let p = (U, V’, K) be a Weyl system over a real 
inner product space 2’. An analytic vector for p is a vector 4 in K 
which is an analytic vector [6] for P(x) for each x in 2’. We denote by 
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6!!(p) the Von Neumann algebra generated by {V(X): x E 91. For any 
vector # in K the null projection of # is the projection E = 
sup{F: F# = 0, F = projection in 62). That is, E is the largest 
projection in r%! which annihilates 16. We allow E = 0. 
We note that a(p) is always commutative. 
THEOREM 1. Let p = (U, V, K) be a Weyl system over a real 
inner product space 9’. Assume that K is separable, G?(p) is maximal 
abelian, and that p is irreducible i.e., (U(x), V(x): x E JZ} is irreducible 
Then every non-zero analytic vector for p has a zero null projection. 
Proof. The proof follows from irreducibility and the following 
Lemma. 
LEMMA 1.1. Let p = ( U, V, K) be a Weyl system over 9 with 
separable Hilbert space K. Assume a(p) is maximal abelian. If 4 is an 
analytic vector for p with null projection E then U(v) commutes with E 
for all v E 9. 
Proof. Let v be a unit vector in 2. Put P = P(v), Q = Q(v). 
Denote by p the usual self-adjoint version of i-ld/ds in L2(R, ds) and 
by q the self-adjoint operator of multiplication by s in L2(R, ds). 
It follows from Von Neumann’s uniqueness theorem [12] for the 
Schrodinger operators that the closure, A, of P - iQ exists, and that, 
if M denotes the null space of A, there exists a unique unitary 
operator D 
D:L2(R, ds) @ M-+ K, 
which takes (f (q)va) @ m to f  (Q) m or a f 11 m in M and all bounded Bore1 
functions f, where q,,(s) = n -1/4e--s*/2. Moreover D(q @ I)D-’ = Q, 
D(p @I)D-1 = P. If x 1 v then V(x) commutes with both P and 
Q and hence with A. Therefore V(x) leaves M invariant. Let V be the 
Von Neumann algebra on M generated by the restrictions 
V(x)1 M x I v. 
Let &? denote the algebra of bounded multiplication operators 
on L2(R). That is, g is the Von Neumann algebra generated by 
(ei”Q; t real). If x 1 v and m is in M the equations V(tv + x)f(Q)m = 
V(tv)f (Q) V(x)m = (e”@‘(Q)) V(x)m show that 
D(e*t* @ (V(x)/ M)) D-1 = V(tv + x). (1) 
Thus if a @ V denotes the Von Neumann algebra on L2(R) @ M 
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generated by the products B @ C, B E 68, C E V then (1) implies that 
a(p) = &?I @ 9?* (2) 
Since a(p) is maximal abelian it follows that %’ is also maximal 
albeian, since otherwise the commuter algebra V would not be 
commutative and neither would g’ Q v’ which is contained in 
(LB Q V) = al(p)’ = Gqp). 
If Y is the spectrum of % there exists, since M is separable and V 
is maximal abelian, a regular Bore1 measure p on Y with total mass 
one and a unitary operator from M onto L2( Y, p) which takes $9 onto 
the multiplication algebra of (Y, p). 
Combining the previous isomorphisms we see that we may identify 
K with L2(R x Y; a3 x p) in such a way that Q/ corresponds to the 
multiplication algebra of R x Y and eilP corresponds to translation 
by t in the first factor of R x Y. The analytic vector 1/1 may therefore 
be identified with a function #(s, y) on R x Y. 
We assert that after modification on a set of measure zero in R x Y 
# may be taken to be analytic in 5’ for every y E Y. To this end let 
g, be a sequence of nonnegative functions in Ccm(R) with integral one, 
convolution by which converges to the identity operator on L2(R). 
By assumption I/I is in z%((~P)~) R = 1, 2,...,. Let I/I(~) be a specific 
function with #tk) = (3)k# as elements of L2(R x Y). By Fubini’s 
theorem there is a p null set cx C Y such that #tk)(., y) E L2(R) for all 
k = 0, 1, 2 )..., and all y & 01. Let 
for y $01. Now &(s, y) is clearly an infinitely differentiable function of s 
for each y in Y - (Y. Moreover for each y 6 ar 
Wn(s, r)Ps = $2 et4& + 4 Y) - A&, Y) 
= p$ t-’ g, * ($4. + 4 Y) - #(-, Y))(S). 
But g,* is a bounded operator on L2(R x Y) and t-l($(s + t, y) - 
#(s, y)) converges strongly in L2(R x Y) as t -+ 0 to J,W. Hence 
a$n(s, y)/as = (g, * #l))(s, y) for almost all (s, y) in R x (Y - a). 
Since g, * #l)(,, y) is a continuous function of s for y r$ OL it follows 
that the last equation holds for all s in R if y is not in some null set 
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01~ 3 LY. Similarly, there is an increasing sequence of null sets ak 3 Y 
such that 
(ak$w, YP”) = (872 * 4’“‘h Y> (4) 
for all s in R and y $ ak. Let /3 = ukali. Then &3) = 0 and (4) 
holds for all k, all s in R and all y E Y - /I. Now (g, * $W)(s, y) 
converges to $(k)( 1, y) in L2(R) norm for each y $/I, since /3 3 01. 
Hence ak#,(s, y)/a sk converges in L2(R) norm for each y not in /3. 
It follows from the case k = 1 that for eachy $ /3 there exists a function 
s + ~(s, y) which is continuous in s and such that I,&(*, y) ---f q(*, y) in 
L2(R) norm. Moreover we see by induction on K that the weak deriva- 
tive a”y(s, y)/a sk exists for all K and all y 4 /3 and, for all y $ /3, is 
equal a.e., [s] to #k)(~, y). Hence, for y $ /3, ~(s, y) is actually an 
infinitely differentiable function of s. Define ~(s, y) to be zero if 
y E ,!I. Then g, = # a.e., on R x Y. Moreover, since p(Y) = 1, 
for some c > 0 by assumption. Hence 
(6) 
for a.e., y E Y. Therefore, for almost every y E Y, ~(s, y) is an analytic 
function of s. Thus, by redefining $(s, y) to be equal to ~(s, y) for 
those y such that s ---f ~(s, y) is analytic on R and defining #(s, y) = 0 
otherwise we obtain an equivalent element of L2(R x Y) which is 
analytic in s for all y. 
Assuming now that $ is analytic in s for each y we let B = {(s, y): 
$(s, y) = O}. Then th e null projection, E, of # is multiplication by the 
characteristic function of B. For each y E Y let B, = (s E R:(s, y) E B). 
If m denotes Lebesgue measure on R then for each y E Y either 
m(B,) = 0 or else B, = R, since #(*, y) is analytic. Let T = 
{y E Y: m(B,) > O}. Th en T is a measurable set in Y because 
y ---f m(B,) is measurable. Clearly R x T C B. Moreover 
(m x PIP - R x T) = j-ir m(4) 44~) = 0. 
Since R x T differs from B by a set of measure zero, E is multiplica- 
tion by the characteristic function of R x T. But R x T is invariant 
under translations in R. Hence E commutes with eitP for all t. This 
proves the lemma. 
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Remark 2. Theorem 1 and Lemma 1 .I remain valid without the 
assumption that M(p) is maximal abelian. We have included this 
assumption in the statement since the proof is then somewhat 
simplified and moreover we envision applications only in that case. 
We sketch here the modifications in the proof of the lemma which 
must be made if F’Z is not maximal abelian. In this case 9? will not be 
maximal abelian.]According to the structure theory [7] for commutative 
Von Neumann algebras there is a family Ki of Hilbert spaces of 
dimension j, j = 1, 2 ,..., co and a family of finite measure spaces 
(Yj , Pj), j = 1, L., co and a unitary operator from M onto the 
direct sum Cj”=, La( Yj ; Kj) which takes V onto the direct sum of the 
multiplication algebras (i.e., multiplications by bounded scalar valued 
functions on Yj) of the spaces L*( Yi ; Kj). The vector # is now 
identified with a family $ = (ui(s, yi), z+(s, ~a),..., U&S, ym)) where Uj 
is a function from R x Yj into Kj . The null projection E of $J is 
determined by a family (B, , B, ,..., B,) where Bj is the set in R x Yj 
where uj = 0. The argument of Lemma 1 .l can now be applied to 
each uj to show that each set Bj is, up to a set of measure zero, in- 
variant under translations in the first factor of R x Yj . This implies 
the lemma as before. 
We recall some standard definitions. 
DEFINITION 3. If (X, v) is a measure space a bounded operator 
A: P(X, v) +LZ(X, ) . v is called positivity preserving if A# 3 0 a.e., 
whenever 4 > 0 a.e., A is called positivity improving [2] if A# > 0 
a.e., whenever # > 0 a.e. and 4 is not the zero vector. A is called 
indecomposable if it is positivity preserving and commutes with no 
multiplication operator on L2(X, IJ) except multiplication by a constant 
function. 
Remark 3. Other relevant terminology concerning positivity 
preserving operators is as follows. A positivity preserving operator A 
is called ergodic [3, p. 3721 if f or any nonzero nonnegative functions 
v, # inL2(X, v) there is an integer n > 0 such that (An(p, #) > 0. It is 
known (cf. [I, Theor. 3.31 or [4, Proposition I]) that ergodicity is 
equivalent to indecomposability. The notion of an operator with 
strictly positive kernel is also defined in [3, p. 3721. This definition 
coincides with what we have called positivity improving. 
Remark 4. It is easy to see that if A is positivity improving then 
it is indecompsable. Indecomposability is strictly weaker than the 
property of being positivity improving as one sees by taking a two 
point space and letting A = (: A) on the Kronecker 6 basis. 
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The following corollary has been used by A. Sloan [l I] to give a 
proof of the non-degeneracy of the ground state of a Hamiltonian 
without cutoffs. 
COROLLARY 1. Let(X,p)b e a measure space such that K = L2(X, p) 
is separable. Suppose that p = (U, V, K) is a Weyl system over a real 
inner product space 2’ and that G!!(p) is the multiplication algebra of 
(X, p). Assume moreover that p is irreducible. Let H be a self-adjoint 
operator on K which is bounded below .If 
(i) eeH is positivity preserving 
and 
(ii) every analytic vector for H is an analytic vector for p then e--H is 
positivity improving. In particular inf spectrum (H) has multiplicity < 1. 
Proof. Let # be a nonnegative function in L2(X, CL) with 11 Z/J 11 # 0. 
Then e-“$ is an analytic vector for H and therefore for p, and 
11 e-“# 11 # 0. By the theorem e-“$ has a zero null projection. That is, 
e-“$ is zero only on a set of measure zero. Since eeH$ > 0 a.e., it 
follows that e-“$ > 0 a.e., Hence ewH is positivity improving. The 
uniqueness of a lowest proper vector now follows from [3, Theor.2.3.21 
or [IO, Theor. IV.121. 
Example. Let s be a complex Hilbert space with conjugation 
J (usually Newton-Wigner time reversal in a Boson theory) and real 
form sr. Let (X, u) be a probability space corresponding to the 
centered normal distribution over $, . If one takes X to be a product 
of real lines with coordinate functions xi then the number operator 
N on the symmetric Fock space over H can be represented as the 
self-adjoint version of the differential operator 
where u depends on an arbitrary but finite number of the variables xi , 
and is smooth with bounded derivatives, say. One can see directly 
from the known form of the “kernel” of edN that for any # in L2(X, a~) 
and any j evN# may be taken to be an analytic function of xj for almost 
every fixed value of the remaining variables. Thus the null set of e-N# 
is, up to a set of measure zero, a union of lines parallel to the 5 axis, 
and therefore is invariant under translation in the xi direction (up 
to a set of measure zero). Since v is ergodic with respect to translations 
in all coordinate directions xj (this reflects the irreducibility of the 
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Fock representation of the C.C.R.s) it follows that the null set of 
e-%/ has measure either zero or one. Since e+’ is positivity preserving 
it follows that eeN has a “strictly positive kernel”. Of course this 
follows directly from Corollary 1 since N analytically dominates the Ps. 
The previous example obviously generalizes to show that e--Ho has 
a “strictly positive kernel” when H, is the quantization, H,, = U(F), 
of a one particle operator TV on 2 (which commutes with J and satisfies 
p > ml for some m > 0. For in this case H,, analytically dominates 
the Ps and Corollary 1 is applicable. This proves a conjecture of 
Glimm and Jaffe [3, p. 3751. Actually p need not be bounded away 
from zero. If p commutes with J, and p >, 0 and null space p = 0 
then e@o still has a “strictly positive kernel.” For in fact one need only 
take 9 = uf, (Xr), where (&‘& is the spectral subspace of p for 
the interval [n-l, co). Corollary 1 is then applicable. 
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