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Abstract 
In the last twenty years, important advances have been made in the field of auto- 
matic face processing, given the importance of human faces for personal identification, 
emotional expression and verbal and non verbal communication. 
The very first step in a face processing algorithm is the detection of faces; while this is 
a trivial problem in controlled environments, the detection of faces in real environments 
is still a challenging task. Until now, the most successful approaches for face detection 
represent the face as a grey-level pattern, and the problem itself is considered as the 
classification between "face" and "non-face" patterns. Satisfactory results have been 
achieved in this area. The main disadvantage is that an exhaustive search has to 
be done on each image in order to locate the faces. This search normally involves 
testing every single position on the image at different scales, and although this does 
not represent an important drawback in off-line face processing systems, in those cases 
where a real-time response is needed it is still a problem. 
In the different proposed methods for face detection, the "observer" is a disembodied 
entity, which holds no relationship with the observed scene. This thesis presents a 
framework for an efficient location of faces in real scenes, in which, by considering 
both the observer to be situated in the world, and the relationships that hold between 
the two, a set of constraints in the search space can be defined. The constraints rely 
on two main assumptions: first, the observer can purposively interact with the world 
(i.e. change its position relative to the observed scene) and second, the camera is fully 
calibrated. 
The first source of constraint is the structural information about the observer en- 
vironment, represented as a depth map of the scene in front of the camera. From 
this representation the search space can be constrained in terms of the range of scales 
where a face might be found at different positions in the image. The second source 
of constraint is the geometrical relationship between the camera and the scene, which 
allows is to project a model of the subject into the scene in order to eliminate those 
areas where faces are unlikely to be found. 
In order to test the proposed framework, a system based on the premises stated above 
was constructed. It is based on three different modules: a face/non-face classifier, a 
depth estimation module and a search module. The classifier is composed of a set of 
convolutional neural networks (CNN) that were trained to differentiate between face 
and non-face patterns, the depth estimation modules uses a multilevel algorithm to 
compute the scene depth map from a sequence of images captured while the camera is 
moved in a controlled manner, and the search module combines the depth information 
and the subject model into the image where the search will be performed in order to 
constrain the search space. 
Finally, the proposed system was validated by running a set of experiments on the 
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Human faces are complex multidimensional visual patterns which convey important 
information, not only for identification purposes, but also for emotional expression and 
verbal and non-verbal communication (Ellis and Young, 1989). The extraction and 
interpretation of this information requires elaborate and refined perceptual skills which 
represent the peak of our recognition capacity. This ability plays a very important 
role in our social intercourse as the identification of individuals relies heavily on face 
recognition. Furthermore, this skill is quite robust and we can recognise faces with 
different expressions, orientation and variations in the appearance of the subject (e.g. 
lenses, beard, hair style and age). 
In the last 20 years the study of the processes underlying the perception and recogni- 
tion of faces has attracted the attention of researchers from a variety of disciplines. In 
particular, the development of computational models of face recognition ("automatic 
face recognition") has received special attention, mainly because of their important 
practical applications. Some examples of those applications are: forensic science, im- 
age retrieval from a database, surveillance, person identification and human-machine 
interaction. 
In this thesis we deal with the problem of detection and location of faces in real 
images, which is the first stage of any automatic face processing system. In this 
introductory chapter some preliminary issues concerning the work presented in this 
thesis are given, together with the main objective and scope. The chapter is organised 
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CHAPTER 1. INTRODUCTION 2 
followed by a small introduction to automatic face processing systems. Next, the 
objective of the thesis is presented, with a brief description of achievements. Finally a 
description of the chapters to follow is given. 
1.1 Face Processing 
It is important to distinguish between four main face processing tasks that may be 
confused. These tasks are recognition, identification, classification and detection of 
faces: face recognition implies the classification of a face as familiar or unfamiliar, face 
identification establishes a relationship between a face and semantic information (e.g. 
name), face classification differentiates faces according to common physical character- 
istics (sex, race, age) and finally, face detection is the classification of a stimulus as 
face or not face, and implies the detection of the face features and their spatial rela- 
tionship (configuration). The information needed to accomplish these tasks is not the 
same for each case; for example we can recognise a face as a familiar one, but if we 
can not recall her/his name we say that the face is recognised but not identified. Face 
identification relies on visual and semantic information, while detection, recognition 
and classification rely only on the visual information. 
Bruce and Young (1986) proposed a model for face processing which decomposes the 
face processing system into a set of functional components. In the model, shown in 
figure 1.1, each box represents an independent functional unit. The arrows between 
boxes denote access to information and activation of one component by another. Each 
component plays a distinct functional role in the model, whose operation can be isolated 
or manipulated by means of experimentation or as a consequence of brain damage. 
The first stage in this model' is structural encoding, which is particularly important 
for us because, as Ellis (1986) pointed out, this is the process responsible for the detec- 
tion of faces. Bruce and Young gave a more significant role to this component, making 
it responsible for the extraction of a set of descriptors - view-centred descriptors used 
by the components responsible for expression and facial speech analysis and expression 
independent descriptors used by the face recognition units. 
1 Which is also the first stage in model proposed by Ellis (1986). 
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Figure 1.1: Bruce&Young face processing model. 
The issue of whether a face needs to be first classified as a face in order to be processed 
as such has not been resolved. Ellis (1981) has argued that given the importance of 
facial configurations as biological stimuli for primates it is likely that at least the early 
stages of face processing (i.e. face detection) are hard-wired to some degree. He also 
mentions that the strong bias humans have for seeing faces in ambiguous configurations, 
such as clouds and flames, (Ellis, 1986) is an indication of a special face detection stage, 
i.e. while we can sometimes fail to correctly classify an object, failures to classify a 
face as being one are unlikely. 
On the other hand, Bruce and Young (1986) argue that a prior face detection stage 
would imply a special type of analysis for face processing which, although being very 
probable given our outstanding ability to process facial information, is not yet known. 
Also, even if such specialisation exists, an early classification of a stimulus as a face 
may not be necessary, since such classification happens simultaneously with a more 
specific classification, i.e. face detection relying on global structural description may 
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CHAPTER 1. INTRODUCTION 4 
For automatic face processing systems the face detection stage is a necessity, since it 
enormously reduces the complexity of any face processing task by bounding the area 
and scale where the face features are located in the image. 
Bruce and Young (1986) proposed that faces are represented via an interlinked set 
of expression-independent structural codes for distinct head angles, with some codes 
reflecting the global configuration at each angle and others representing particular dis- 
tinctive features. They argue that the range of viewpoints across which face recognition 
is performed is considerably smaller than the range of viewpoints involved in object 
recognition. Normally the position of the face is more or less upright and there are 
geometric transformations that only apply for face recognition such as facial expres- 
sion. Their thinking has been influenced by the work of Perrett et al. (1985), who 
demonstrate that some visual cells in the temporal cortex of macaque monkeys are 
sensitive to specific views of the face. This suggests that recognition may proceed via 
the independent analysis of several restricted view-centred descriptions of the object. 
1.2 Automatic face detection 
The different approaches proposed to solve the face detection problem have focused 
mainly on the development of face classifiers that are able to discriminate between 
faces and the image background. The problem that has not been completely solved, 
and has been somehow neglected, is the location of faces in the image. A face can 
be found at different positions in the image and at different scales; the localisation 
involves an exhaustive search, and as will be seen later in chapter 2, this problem is 
not trivial and is computationally expensive. 
The different applications for face processing can be roughly classified in terms of 
the response time needed: those applications that need a real-time response, and those 
where that is not necessary (on-line and off-line face processing systems respectively). 
For off-line face processing systems, processing time is not an issue, and they also 
have the advantage that there are fewer restrictions in terms of computer resources 
available (e.g. computing power and memory). Examples of such systems are database 
image retrieval systems, where a face image has to be found in a image database, 
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CHAPTER 1. INTRODUCTION 5 
or photographic image processing systems, where it would be useful to identify the 
location of the faces in the image in order, for example to use selective processing for 
different parts of the photograph. 
On-line face processing systems involve interaction with people, where the system 
reaction time should be transparent to the person using it, or as fast as the person being 
observed by it. As examples of on-line face processing systems we can mention human- 
machine interaction systems, where analysis of facial-expression, person identification 
and tracking are common issues, and automatic surveillance systems where persons 
have to be identified while still in the camera field of view. In contrast with off-line 
face processing systems, the computing resources normally available in this kind of 
system are more restricted, e.g. for a human-machine interactive system to be really 
useful it is necessary that it be affordable, thus requiring cheap components and limited 
resources. 
1.3 Situated face detection 
The objective of this thesis is the development of a framework for efficient detection of 
faces in real scenes. Such a framework should allow us to implement a system able to 
detect human faces with an acceptable range of orientations in real time. 
The main problem is the complexity of the search, where every position of the image 
has to be tested at different scales. In order to simplify this problem, I decided to 
exploit the relationship between the observer, scene and subject, and the fact that the 
observer is situated in the world to constrain the search space. 
Two main constraints can be derived from the fact of having the observer situated 
in the world. The first source of constraint is the structural information of the robot's 
environment, represented as a depth map of the scene in front of it. Using the depth 
map, the search space can be constrained in terms of the range of scales where a face 
might be found at different positions in the image. 
The second source of constraint emerges from the geometrical relationship between 
the observer, the scene and the subject. This relationship allows us to determine those 
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CHAPTER 1. INTRODUCTION 6 
areas of the image where it is unlikely that a face might be found. The relationship 
between the observer and the scene is expressed in terms of the camera external calibra- 
tion parameters (position and orientation), while the relationship between the subject 
and the scene is expressed in terms of an anthropometric model. 
The framework defines three different modules: a face/non-face classification module, 
a depth estimation module and a search module. 
The face classifier is composed of a set of convolutional neural networks (CNN) which 
were trained to differentiate between face and non-face patterns. In order to increase 
the range of facial orientations that could be detected, two classifiers were trained; the 
first was trained using a training set composed of front view faces, while the training 
set used to train the second classifier is composed of side view faces. 
The depth estimation module computes the distance between the observer and the 
structures present in the scene by means of kinetic depth; a sequence of images is 
captured while the camera is moved in a controlled fashion following a predetermined 
trajectory. A novel hierarchical multilevel algorithm was used to mix disparity mea- 
sures obtained by comparing different sequence frames, and then obtain a rough but 
fast depth estimation, increasing the quality of the depth map as time goes by. 
The search module first combines the depth information and the geometric model in 
order to constrain the search space, and then performs a ranked search, where the places 
more likely to contain a face are tested first; the ranking of the search space elements 
is defined in terms of the same geometrical model used to define the constraints. 
The main difference between the on-line face detection system proposed here and 
most of the approaches for face detection published to date (reviewed in chapter 2), 
is the fact that while in those approaches the observer is a disembodied entity which 
has no relationship with the scene depicted by the image being analysed, the approach 
proposed here acknowledges the relationship between the observer, the scene and the 
subject, as well as the fact that the observer inhabits the same space as the subject 
and reacts in a similar time frame. 
The relationship between the observer and the scene can be better expressed in terms 
of "situatedness" and "embodiment", as defined in the artificial intelligence paradigm 
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CHAPTER 1. INTRODUCTION 7 
proposed by Brooks (1991), if we define the face detection system as an agent. An 
agent can be considered to be a system that senses the environment, and acts upon it 
in pursuit of its own goals. 
An agent is said to be situated when it interacts directly with the world, without 
using a formal description of the environment, while embodiment implies that the agent 
has a body and interacts directly with the world, by sensing it and acting on it. 
As pointed out by Hallam and Malcolm (1994), situatedness implies that the agent 
must be able to recover from its environment, through its sensors, whatever is needed 
to determine the appropriate course of action, and must be able to participate in its 
environment. This in turn implies that the agent dynamics operate at a speed similar 
to the external world. Also embodiment allows the agent to exploit its interaction with 
the world in order to simplify perceptual and motor problems. 
A face detection system based on the framework described in this thesis can be 
considered as an embodied agent, since the observer (camera) is physically present in 
the world, and interacts with the world in a way that allows it to simplify the execution 
of the main task. Also such a face detection system can be said to be situated since it 
is able to react in real-time to events in the scene, and the course of action (detecting 
a face) is determined from information obtained from its sensors. 
1.4 Thesis organisation 
This thesis is organised as follows: 
In the second chapter a review of the face detection techniques published to date 
is presented, dividing the different approaches by the kind of facial representation 
used, which in turn determines the complexity of face detection procedure. 
In the third chapter the details of the implementation of two different face classi- 
fiers is given: the first classifier is composed of one or more convolutional neural 
networks trained to discriminate between face and non-face patterns, while the 
second classifier models the face-non-face pattern distribution in terms of a set 
of Gaussian clusters. For each kind of classifier, two instances were produced, 
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CHAPTER 1. INTRODUCTION 8 
each using a different, independent training set, one composed of front view face 
patterns and another composed of side view face patterns. The classifiers were 
trained using standard test images, and the results obtained are compared with 
results of similar classifiers known from the literature. 
Chapter four proposes an approach for kinetic depth estimation. The method 
estimates depth from the disparity measure obtained from a sequence of images 
captured with a moving camera, mounted on top of a mobile robot which follows 
a predetermined path. A novel method is used to minimise the computational 
effort needed, and the adverse effects of object occlusion, by mixing different 
disparity measurements, providing a fast response and an increase of the quality 
of the measurements as time goes by. The approach is tested with artificial and 
real images. 
In chapter five, I explain how the search space is constrained, using depth infor- 
mation and the geometrical relationships between the observer, scene and subject. 
I also propose a search algorithm which takes advantage of these geometric re- 
lationships to rank the elements of the search space, in order to obtain fast and 
on-the-fly detection. The system is tested on a set of images, and the results are 
given. 
Finally, in chapter six, a discussion and conclusion of the work presented in this 
thesis is given. 
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Chapter 2 
Face Detection:A Review 
2.1 Introduction 
Face detection is the classification of a stimulus as being a face or not. While it is 
a fairly straight forward procedure under controlled conditions, it becomes a difficult 
and interesting problem under normal conditions, where the background is cluttered 
and there are uncontrolled lighting variations. 
The face detection problem, which has received particular attention from the vision 
community due to the importance of the human face as a visual stimulus, can be 
considered as a particular case of the more general problem of object detection. Human 
faces are complex 3-dimensional objects, with a well-defined structure, although there 
is some variability in face configuration between class members, and variations due 
to changes in facial expression. Another characteristic of faces as an object is that 
they are naturally found within a limited range of orientations: human faces normally 
have a more or less upright position, and have a limited range for panning and tilting 
movements. Human faces are a favourite object to test detection and recognition 
algorithms. 
Although faces are 3-dimensional objects, all the approaches considered in this review 
use a two-dimensional representation of the face. Normally, most of the methods are 
designed to detect faces from a constrained range of views, normally the up-right frontal 
view. Rotations around the axis perpendicular to the image plane do not represent a 
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CHAPTER 2. FACE DETECTION:A REVIEW 10 
for detection. The main problem occurs when there is a rotation around the other two 
axes, since the two-dimensional representation of the face can not then be rotated to 
comply with the view range accepted by the detector. 
2.2 Face Detection Review 
There are several different approaches to solving the task of face detection that have 
been suggested in the last ten years. The main feature that distinguishes those methods 
is the kind of representation for the face structure that is used; most of these methods 
represent the face either as a two-dimensional grey level pattern or as a two-dimensional 
composite of features (eyes, nose, eye-brows, mouth, sideline of the face), which has a 
particular geometrical configuration. 
2.2.1 Faces as grey level patterns 
This approach involves the training of a classifier to distinguish between two different 
classes, the face and non-face classes. The face patterns usually represent the upright 
front view of faces, with a small variation in size and rotation of the image around 
the camera axis. The training set of face patterns can be easily constructed; at the 
moment there are several face databases available on the Internet which can be used 
to define a comprehensive set of face patterns'. The interesting problem is to select 
a representative set of non-face examples. Non-face patterns are, in principle, all of 
those patterns that are not faces, which is a huge set. In order to keep the number of 
non-face patterns manageable, it is important to select those non-face patterns that 
are likely to be misclassified. This is usually achieved using a bootstrap method, which 
extracts non-face patterns from images without faces in them (e.g. landscapes, abstract 
images) by means of selecting those which are classified as being faces by the classifier 
trained with an initial set of faces and random patterns as non-face examples. The 
new non-face patterns extracted are then added to the training set. This technique was 
first proposed by Sung and Poggio (1994), and will be explained in detail in chapter 3. 
1 The full list of the face databases available on the internet at the time of writing is listed in appendix 
B. 
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CHAPTER 2. FACE DETECTION:A REVIEW 11 
Normally the patterns are represented as low resolution images, which is almost 
equivalent to using low frequency images (more precisely low frequency images which 
have high frequency noise on the boundaries of the pixels). It is known that low 
spatial frequencies are particularly important for face perception; they carry most of 
the energy, are resistant to degradation and contain most of the relevant information 
needed for face processing (Sergent, 1989)2. It is also necessary to use small patterns to 
keep the classification problem computationally tractable. Normally the range of sizes 
of the pattern used to represent the faces varies from 11x11 to 20x20 (Colmenarez 
and Huang, 1997; Rowley et al., 1998, respectively). 
Most of the approaches use an 8 bit quantisation level, giving 256 grey levels, though 
Cohnenarez and Huang (1997) re-quantised the images to 4 levels, choosing the thresh- 
old values via image equalisation. 
The face pattern is normally represented in a square grid, but most approaches 
mask the vertical borders and corners of the pattern. Those pixels usually represent 
the background of the image. This masking procedure can be considered equivalent to 
defining a rectangular pattern, instead of a square one, that fits better the shape of 
human faces (see figure 2.1). 
In a normal environment it is not possible to control the lighting conditions of the 
image from which the pattern to be analysed is extracted. Variations of the illumination 
and the distribution of the pattern histogram will make the classification more difficult. 
Though some variation is normally left for the classifier to learn, a preprocessing stage 
which minimises those variations is commonly used (see figure 2.1). 
A prototypical example of this preprocessing stage is the one proposed by Sung 
and Poggio (1994). It involves masking the borders and corners of the pattern, then 
applying an illumination correction procedure, by subtracting a best-fit brightness 
plane from the pattern which helps to minimise the effect of strong directed lighting, 
and finally using a histogram equalisation procedure in order to improve contrast and 
to correct the effect of the response curves of different cameras. 
2 It is important to note that only feature-based approaches to face detection use high resolution 
images, since they need to detect internal features (such as eyes, nose and mouth), which would not 
be well characterised in low resolution images. 
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CHAPTER 2. FACE DETECTION:A REVIEW 
Figure 2.1: Typical preprocessing stage, after Sung and Poggio (1994) 
Types of classifiers 
12 
There are two typical approaches to classifying the patterns. The first is explicitly 
to model the distribution sampled by the training set and the second is to use neural 
networks or other implicit methods to perform the classification. 
A delicate issue related to this kind of approach is how to perform the search for faces 
in an image. The face is represented as a fixed size pattern, which could be located in 
almost any position of the image at different scales. The standard method is to test 
each position on an image pyramid3, extracting a pattern from each position and using 
the classifier to test it. All those methods described below adopt that procedure. 
Explicit probabilistic methods 
Turk and Pentland (1991) proposed one of the first pattern classification methods 
for face detection. They chose to represent a face image in terms of the principal 
components of a distribution of face images. This proposed method also known as 
eigenfaces is based on the work of Kirby and Sirovich (1990). The method uses 
principal component analysis (PCA) to obtain a set of vectors that best account for 
the distribution of face images on the image space, i.e. the eigenvectors with the 
highest related eigenvalues of the covariance matrix of the face image distribution, 
which maximise the variance of the distribution. The term "eigenfaces" comes from 
the fact that when the eigenvectors are reconstructed as images they resemble a face 
(see figure 2.2). 
Turk and Pentland chose the 11<1 most significant eigenvectors to define a subspace, 
3 An image pyramid is composed of a set of scaled copies of the original image; each image is stored on 
a level of the pyramid and is a reduced version of the image stored on the previous level (Tanimoto 
and Pavlidis, 1975). 
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CHAPTER 2. FACE DETECTION:A REVIEW 13 
Figure 2.2: Example of eigenfaces: the ten most significant eigenfaces obtained from a set of 
face images. 
the "face space". A face image is thus projected into this subspace and is characterised 
by the set of M weights obtained from the projection, achieving by this a compact 
representation of the face image. 
Their work is originally focused on face recognition, and the classification is based on 
two distances, the subspace Euclidean distance between a face image and a particular 
class within the subspace, and the "distance from face space" or reconstruction error. 
While the first distance is useful to classify a face as a known face or not, the second 
one is necessary to make sure that the projected image is actually a face image. They 
note in their work that this second distance could be useful for the face detection task, 
by calculating it for every location on the image to be analysed; the result of this is a 
"face map" where local minima suggest the presence of a face. 
The main disadvantage of their implementation is that it is very computationally 
expensive: they use relatively high resolution grey level images (128 x 128 pixels), given 
that the objective of their work is face recognition, which requires more information to 
achieve good results. In order to improve the performance of their face detector they 
express it in terms of a set of convolution operations, which are efficiently computed 
using a fast Fourier transform. The main contribution of their work is the definition of 
the "distance from face space" (DFFS4) and the "distance in the face space" (DIFS) 
4 Generalised in further work by other authors as "distance from feature space". 
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CHAPTER 2. FACE DETECTICN:A REVIEW 14 
as useful metrics for the classification process. 
The seminal work of Sung and Poggio (1994) defined most of the common features 
shared by subsequent pattern classification approaches for face detection. Their main 
contributions, apart from the classification method, are the definition of an adequate 
preprocessing stage, and the use of a bootstrapping algorithm to generate non-face 
patterns. 
Their approach uses 19 x 19 grey level patterns of face and non-face images. The face 
patterns (4,150 of them) are obtained by resizing hand-cropped faces from real images. 
More than one face pattern is obtained from each face image, by using slightly rotated 
and mirrored versions of the original face. The non-face patterns (43,166 of them) were 
obtained iteratively using the bootstrap method. 
The distribution of face and non-face patterns is modelled by a set of 12 clusters; 6 for 
face and 6 for non-face patterns. Those clusters are obtained by means of independently 
applying a modified K-means algorithm to the face and non-face databases. The main 
characteristic of this version of the K-means algorithm is that it uses the normalised 
Mahalanobis distance; this allows the formation of elliptical clusters, which fit the 
distribution of the data better than the spherical clusters obtained using an Euclidean 
metric. 
The patterns to be classified are matched against the face distribution model. Twelve 
distances are calculated, between the pattern and each of the clusters, similar to the 
ones used by Turk and Pentland (1991). Each distance is composed of two components: 
the first component is the normalised Mahalanobis distance between the pattern and 
the cluster centroid projections in the subspace spanned by the 75 largest eigenvectors 
of the cluster covariance matrix, and the second component is the Euclidean distance 
between the test pattern and its projection in the subspace. 
The distances obtained by this method are fed into a multi-layer perceptron, with 
24 input units, 24 hidden units and one output unit, all of them using a sigmoidal 
activation function. The output unit returns a 1 if the set of distances fed into the 
network corresponds to a face pattern or 0 if that is not the case. 
In order to evaluate the performance of their system, they use two different sets of 
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CHAPTER 2. FACE DETECTION:A REVIEW 15 
images. The first one (test set A) is a collection of 301 high quality frontal and near 
frontal face mugshots of 71 different people, which were taken with a high quality CCD 
camera. The second set (test set B) is composed of 23 images which contain 149 faces 
of different scales and varying quality. They report a detection rate of 96.7% with 3 
false detections on the first set, and a detection rate of 84.6% with 13 false detections 
on the second set. A detailed description of their approach will be given in chapter 3. 
Colmenarez and Huang (1997) propose a method to perform the classification using a 
probability model which optimises the divergence between the face and non-face classes. 
An observation is classified as being a face or not by first estimating the likelihood ratio 
using the probability model and then comparing it with a fixed threshold. 
The probability model is defined as a first order Markov process, which is found by 
means of a learning process which maximises the divergence between the two classes 
represented in a training set. The measure of divergence is given by the Kullback- 
Leibler relative information distance (Gray, 1990), which gives a non-negative measure 
of the difference between two different probability distributions and is equal to zero 
when they are identical. 
The pattern is represented using a grid of 11 x 11 pixels. The only preprocessing 
consists of an image quantisation to four levels using threshold values obtained from 
histogram equalisation. There is no illumination correction step; the variation in illu- 
mination in the image is expected to be learned by the classification algorithm. 
The probability model is constructed in the following way: for each pair of pixels of 
the set of images in the training set, the probability functions for the face and non- 
face classes are estimated using a joint histogram, and from there the Kullback-Leibler 
divergence measure is found for each pixel pair. Given a table with the divergence 
measures, an optimisation technique is used to find the Markov process that maximises 
the divergence between the two classes. The optimisation problem is simplified and 
treated as the construction of a minimum weight spanning tree. The probability model 
obtained is used to construct a set of tables that are used to compute the likelihood 
ratio of an observation. A pattern is classified as being a face if the likelihood ratio 
computed for it is above a certain threshold. 
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CHAPTER 2. FACE DETECTION:A REVIEW 16 
They report results of four instances of their classifier, which were tested against 
the Carnegie Mellon University (CMU) set of test images5. The detection rates vary 
from 98.0% to 86.6% with the number of false detections being roughly proportional 
to the detection rate (e.g. the better the detection rate, the higher the number of false 
detections), varying from 6,133 to 12,758 false detections, while testing 26,337,890 
windows. 
It is important to note that of the different approaches reviewed here, this is the 
system which uses the smallest face representation. Another remarkable feature of 
this method is that once the likelihood tables have been computed, the classification 
process involves only a small number of operations (e.g. in their implementation they 
estimate around 100 fixed-point additions), which is directly reflected in the speed of 
the search process. 
Implicit probabilistic methods 
Vaillant et al. (1994) proposed a neural network based approach for face detection. 
They use a variation of the convolutional neural network proposed by LeCun et al. 
(1989), which has been used for handwritten character recognition. 
The network is composed of three hidden layers and one output layer. The input or 
distribution layer has 20x20 units, the first hidden layer has four sets of 16x16 units 
or feature maps, where each unit is connected to a 5x5 region of the input layer in 
such way that the whole input area is covered. All the units in each feature map share 
weights. The second hidden layer is composed in a similar fashion to the previous one 
with the main difference that the size of each map is only 8 x 8 and the region covered 
by each unit is only 2x2. The third hidden layer is composed of four units, each of 
them being fed by the outputs of each of the feature maps on the previous layer. The 
output layer is a single unit which is connected to the four units on the third hidden 
layer. 
The training set is composed of what they call "face patches": 32x48 grey level 
images which contain a 20x20 face image in the centre. The database contains 1792 
face patches, and an equal number of non-face or background patches. 
5 A detailed description of this test set is given in section 2.3. 
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CHAPTER 2. FACE DETECTION:A REVIEW 17 
They train the network to perform three slightly different tasks: a complete locali- 
sation, a rough localisation and a precise localisation. The complete localisation task 
trains the network to classify between perfectly centred face patches and background 
patches. For the rough localisation task, the network is fed with centred and shifted 
face patches as positive examples and background patches as counter examples; in the 
case of the positive examples the desired output is a for a perfectly centred face, and 
a(2e-A "2+y2 - 1) otherwise; x and y is the difference between the centre of the face 
and the centre of the patch, and A determines the decay of the desired output as the 
face moves away from the centre; for the counter examples the desired output is -a. 
With this it is expected that the network will give a positive response inversely propor- 
tional to the distance of the face from the centre of the patch (the maximum response 
being in those cases where the face is perfectly centred), and a negative response if 
a background pattern is presented. For perfect localisation the network is trained to 
produce an output of a when a perfectly centred face is presented and -a when a 
shifted face is presented; the background patches are not used in this case. 
The detection process use the networks trained to perform a rough localisation on the 
image, using a Gaussian pyramid in order to achieve scale independence. The detec- 
tions obtained by this classifier are used as hypotheses, which are refined by applying 
the perfect localisation network. Finally a "grouping" algorithm is used to eliminate 
multiple detections. They report positive results, although not in a quantitative form. 
Most of the characteristics of their work were adopted and improved in the work of 
Rowley et at (1998) which will be reviewed next. 
Rowley et al. (1998) devise a two stage system for face detection: the first stage 
is composed of a set of one or more neural network based classifiers which are used 
to scan the image, in the second stage multiple detections are eliminated, and given 
the case of using more than one neural network, an arbitration procedure is used to 
combine their outputs into a single one. 
Each classifier is based on a multi-layer perceptron with three layers. The first, or 
distribution layer, is arranged as a grid of 20 x 20 pixels. The connections between the 
units in the hidden layer and the distribution layer are organised so that each unit in 
the hidden layer is only connected to a particular local area within the distribution 
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CHAPTER 2. FACE DETECTION:A REVIEW 18 
layer (receptive field). These different receptive fields have different shapes: horizontal 
rectangles, small and big squares. The reason for using this particular configuration is 
that the receptive fields are expected to fit the geometrical features present on human 
faces (eyes, mouth, nose). The receptive fields are arranged in sets which cover the 
whole area of the input layer, and for different experiments each network uses two or 
three of these sets. The output unit is fed from the output of all the hidden layer 
units. All the units use a hyperbolic tangent activation function and the network 
is trained to give an answer of +1 if a pattern is classified as being a face and -1 
otherwise. The network was trained with the back-propagation algorithm (Rumelhart 
et al., 1986) using a training set composed of 15,750 face patterns and approximately 
9,000 non-face patterns, obtained using a variation of the bootstrap method proposed 
by Sung and Poggio (1994); the patterns are preprocessed using the normalisation 
method proposed in the same paper. 
In the second stage, overlapping detections are merged and results of two or more 
networks working in tandem on the same pattern are combined. A face in the image 
to be analysed is normally detected more than once, the detections being close to each 
other in position and scale; to merge them the number of detections in the neighbour- 
hood of each location is counted. Those locations where the counter is above a specified 
threshold are classified as being a face, and the final detection location is defined as 
the centroid of the detections in the neighbourhood. When a location is classified to 
be a face, all those other locations that overlap with it and represent a smaller number 
of detections are discarded. 
In order to improve the performance of the classifier, Rowley et al. report the use 
of more than one network to analyse each pattern. The networks have a similar archi- 
tecture, and use the same set of face patterns for training, but each uses a different set 
of non-face patterns; each network generates its own set of non-face patterns by using 
different initialisation parameters during training (random initial weights, presentation 
order of non-face images used for the bootstrap method, and initial random patterns). 
With this the networks, while having a similar performance, will produce different 
errors, given the different set of non-face patterns used and the different training con- 
ditions. In order to arbitrate between two networks, the hypothetical face detections 
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produced by each network while processing an image are stored in an image pyramid. 
Rowley et al. then propose two different ways to combine the results. The first option 
is to use a logical operator AND or OR between the two pyramids, the second is to 
use a neural network to eliminate false detections. 
For testing the performance of the network, they collect a set of 130 test images 
which contain 507 faces (the CMU test set) and from where 83,099,211 windows were 
extracted. With a single network without arbitration they report a detection rate 
of 92.5% with 945 false detections and for a classifier composed of three networks 
arbitrated with a neural network with 10 hidden units and merging results, a detection 
rate of 83.6% with 10 false detections was reported, while using the same test set. 
In order to allow the classifier to detect faces at any degree of rotation in the image 
plane an extension of their approach is described in Rowley et al. (1998). They use a 
router network which is fed with the same 20x20 pattern used in the original approach 
and produces an estimation of the face angle; this angle is used to rotate the original 
pattern, which is then fed into the classifier. 
Osuna et al. (1997) propose the use of Support Vector Machines (SVM) (Vapnik, 
1995) to train the classifier. The SVM is a pattern classification algorithm which 
tries to minimise an upper bound on the generalisation error, instead of the more 
common approach of minimising the training error. For large data sets, the problem 
of training the classifiers is a difficult one and to overcome this problem they propose 
a decomposition algorithm to break down the training problem into a set of smaller 
problems, which they proved to converge to a general solution. They use a training 
set of approximately 50,000 19x19 grey level patterns. The non-face patterns were 
gathered using the bootstrap algorithm. 
They use the two Sung and Poggio sets of test images to evaluate the performance 
of their system, achieving a detection rate of 97.1% with 4 false alarms for the test set 
A, and a detection rate of 74.2% with 20 false alarms for the test set B. They compare 
their results with those of Sung and Poggio, achieving a similar performance, although 
the run-time of their system was estimated to be 30 times faster. 
In general, pattern classification methods for face detection have uneven perfor- 
ER  S VIEW 
   
 t 
   
l  i
ce r ,  
    ,  s 
. ti   
    
 
   
    
  ). 
 
,     
 ) ( a
ifier.    
  
 
   
  
   
    
 
t  perf
.   
   , 
 i as ti   
 i   ti
CHAPTER 2. FACE DETECTION:A REVIEW 20 
mances, as can be seen in table 2.1, although an evaluation of the classifier perfor- 
mance based on the direct comparison of quantitative results is not very meaningful, 
since there are many factors that vary between approaches, such as the size and quality 
of the training set, the number of windows analysed during testing and the complexity 
of the system. 







Sung and Poggio (1994) 126/149 84.6% 1/750,997 
Osuna et al. (1997) 115/155 74.2% 1/269,184 
Rowley et al. (1998) 
(Without arbitration stage) 
469/507 92.5% 1/96,402 
Rowley et al. (1998) 
(With arbitration stage) 
424/507 83.6% 1/8,309,921 
Table 2.1: Summary of results of pattern recognition approaches for face detection. On the 
first and second columns the number of detected faces over the number of faces in the test 
set, and the detection rate is given. Column three gives the false alarm rate (number of false 
detections per analysed window). 
2.2.2 Faces as geometrical configuration of features 
In these alternative approaches the face is represented as a set of features which main- 
tain a particular configuration. These features can be classified into two types: internal 
features (e.g. eyes, mouth, eyebrows, nose) or external features (e.g. chin, sides and 
top of the head blob). The use of internal features is a much more popular option, since 
they are much more stable than external features, which in non-controlled conditions 
can be affected by the background clutter. The number and type of features used to 
characterise the face varies: normally the number could vary between two (Han et al., 
1997) and six features (Yow and Cipolla, 1997); the ones which are less prone to change 
with facial expression are selected. 
The search for features is normally done by applying one or more operations over the 
image, such as Gaussian filters, Canny edge detectors (Canny, 1986), morphological 
operators (Serra, 1982), edge linking algorithms, and template matching. This part 
varies from approach to approach but the objective is the same: to extract candidate 
features from the scene. 
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Most of the feature-based face detection methods use a bottom-up approach, where 
the full model is constructed iteratively by means of grouping simpler structures. This 
grouping could be performed in several steps (Yew and Cipolla, 1997) or in one single 
step (Govindaraju et al., 1990; Han et al., 1997). 
Labelling is a common procedure used to reduce the number of tentative face can- 
didates which can be formed out of a set of single features, although from the papers 
analysed in this review it has only been explicitly mentioned in Leung et al. (1995). 
Labelling implies the classification of each detected feature as belonging to a particular 
class (e.g. as being an eye, mouth, nose, etc.). If a candidate face is represented with 
a composite of N features, and M tentative features are extracted from the image, 
then the number of different combinations of features that can be matched as a face is 
MN, which makes the solution of the problem infeasible for a large number of features 
detected or for a large number of features considered in the representation. If each 
feature is labelled, the number of possible candidates is reduced to j-jN 1 Mi where M. 
is the number of features belonging to class i that were detected in the image. 
In 1990, Govindaraju et al. presented one of the first papers where detection of faces 
is addressed as the main problem. Their approach is oriented to the location of faces 
in newspaper photographs and, because of this, some constraints are provided for the 
search process. The faces are the main subject in the image, there are no occlusions, 
the picture has a good contrast, the people look squarely to the camera and the sizes 
of the faces fall in a range determined by the size of the photograph and the number 
of people featuring in it. 
They use a set of three external features to model the face: the two sideline curves 
and the top-head curve which together describe most of the outline of the head blob, 
and are joined with springs to form a closed loop. No internal features are used in the 
model. 
The first step is the extraction of features, which is done with a set of imaging 
operations applied to the whole image: edge extraction, thinning the edges, linking 
them to obtain contours, and then segmenting them at discontinuity points. Each 
feature is described by a 4-tuple which encodes the position, length, and curvature 
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of the segments, and finally each feature is labelled as being a right, left or top side 
of the face. Candidates are then selected by comparing the different combination of 
features found in the image with the model; a cost function is calculated comparing the 
parameters of each candidate with the model. The model parameters are determined 
empirically. 
The use of the contour curves of the head as the features used to represent a face 
is not the best selection since they are not very stable, especially if the background is 
cluttered. They test their system on 10 images, and report that it always detects the 
faces in the image, although false detections are often generated. 
Leung et al. (1995) propose a feature-based method for face detection in three stages. 
A face is represented as a collection of five features: the two eyes, two nostrils and the 
nose-lip junction. 
In the first stage the features are extracted from the image by convolving it with 
a set of Gaussian filters with different scales and orientations. The responses of the 
set of filters at a particular location is used as a representation of the local image 
brightness. The features are detected and classified by comparing them with a set of 
prototype vectors that represents each of the considered features. As was mentioned 
before, the classification of features into well-defined classes (labelling) helps to reduce 
the complexity of the search, which takes place in the second stage. 
The face model is represented in terms of a multivariate Gaussian distribution of 
inter-feature distances. In order to achieve scale independence, the model is normalised; 
a scale factor is estimated for each inter-feature vector extracted from the image prior 
to matching, under a maximum likelihood criterion. 
The search spaces consist of the possible combinations of features that can be 
matched against the model. Although feature labelling helps to reduce significantly 
the number of combinations, further improvement is achieved by using the model to 
guide the search. 
An incomplete feature vector is composed by selecting two "strong" features ob- 
tained in the first stage, "strong" meaning that the quality of the match during the 
labelling process is above a predetermined threshold. Using the incomplete feature 
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vector, the mean and covariance of the location of the missing features are found using 
the conditional mean estimator and conditional error covariance (Anderson and Moore, 
1979). The expected location and error covariance is used to look for the missing fear 
tures in the image, and if the search is successful a hypothetical face is recorded. This 
procedure is repeated for each pair of features found in the image. 
In the third stage, the group of hypothetical faces found are ranked by comparing 
them in pairs to decide which one is more face-like. The comparison is set in terms of 
the probability of a group of features being a face and the probability of not being a 
face; the former probability is calculated from the estimated detection probability of 
the features that compose the face, and the statistics of the distribution of the latter 
by using a Monte-Carlo simulation over a random set of points in the image. 
They test their system with a set of 150 test images depicting people with different 
facial expressions and a cluttered background. They report a detection rate of 86%, 
and 95% on a subset of images where rotations in depth were eliminated. 
Yow and Cipolla (1997) propose a bottom-up, feature-based method for face detec- 
tion, with three stages: pre-attentive feature selection, attentive feature grouping and 
Bayesian classification. 
Their method is based on a face model which describes the face at different levels of 
complexity. At the most basic level, single features (eyes, eyebrows, nose and mouth) 
are described; at the next level these single features are grouped in pairs, and finally 
at the highest level the pairs are grouped into Partial Face Groups (PFG), which are 
composed of at least 4 single features or into a complete face with 6 features. The PFGs 
are an alternative way of representing a complete candidate face, allowing the detection 
of real face candidates which have one or more missing features due to occlusion or 
loss during the imaging process. 
In the first stage, tentative features are extracted from the image using standard 
imaging techniques (band-pass filtering, Canny edge detection and edge linking). Each 
feature is then represented with a vector which encodes feature information (edge 
length, edge strength and grey level variance of the region). The four feature classes 
are modelled as Gaussian distributions, described by a feature mean and covariance 
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matrix. These models are constructed from a set of features selected from training 
images. Each candidate feature found is then classified as belonging to one of the 
classes, by comparing the Mahalanobis distance between the feature vector and the 
mean vector of each class with a predefined threshold. The features that can not be 
classified as belonging to a particular class are discarded. 
In the second stage the single features found in the first stage are grouped into face 
candidates. First, the single features are grouped into vertical and horizontal pairs (e.g. 
right and left eye form a horizontal pair, mouth and nose form a vertical pair), then the 
pairs are grouped into PFGs, and the PFGs into face candidates. Every group formed 
in this way is represented with a vector that encodes certain characteristics extracted 
from the region drawn between the two sub-structures that are being grouped (e.g. 
ratio of feature lengths, aspect ratio of feature region, mean grey level in the region). A 
Gaussian model is used to represent each of the groups defined in the face representation 
and a procedure similar to the one used in the first stage is used to classify them. 
The purpose of the last stage is the rejection of false face candidates obtained in 
the previous stage. For this purpose, each of the face candidates are presented to a 
belief network (or Bayesian network), which encodes dependencies between the different 
features of a face candidate. A probability measure is assigned to each of the single 
features that compose a face candidate; this measure depends on the ratio between 
the Mahalanobis distance between the feature and its class and the corresponding 
rejection threshold. Those values are propagated through the network and a posterior 
probability measure for the face candidate is obtained. 
They test their approach on a database of 110 images of faces with variations in the 
scale, orientation and viewpoint, achieving a face detection rate of 84.5% with 31 false 
detections. It is important to note that in order to detect faces at different scales, 
the parameters of the filters used in the first stage should be tuned to a particular 
value in order to achieve an optimum performance, although a certain degree of scale 
independence is achieved. It has also been shown that their system is capable of dealing 
with rotated and occluded faces. 
Han et al. (1997) proposed a hybrid face detection system with three stages. In 
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the first stage, they locate eye-like segments in the image using a set of morphological 
operators. From that set of eye-like segments, potential eye pairs are selected in the 
second stage by eliminating those combinations which do not comply with a set of geo- 
metrical constraints. The last step is verification. They use a neural network classifier 
similar to the one used by Rowley et al. (1995) as a coarse verifier to eliminate false 
face-like candidates, then the "distance-from-feature-space" proposed by Moghaddam 
and Pentland (1995a) is applied as a fine verification step in order to eliminate the 
remaining non-face candidates and eliminate overlapping. 
Although this approach has all of the characteristics of a feature-based detection 
algorithm, the last two stages use two different pattern recognition techniques to elim- 
inate false detections. This could be considered as a way of dealing with the localisation 
problem (see page 26), by means of using low cost global operations to obtain a set of 
feature-based face candidates, that can be used to drive the search of a more compu- 
tationally expensive pattern recognition method. 
They test their system with a test set of 122 images containing 130 faces with different 
orientations on a cluttered background. They report a detection rate of 93.8% with 25 
false detections. Their system is remarkably invariant to rotation (it can detect faces 
up side down). 
The results obtained with this kind of classifier are comparable to those of the pattern 
recognition methods in terms of the detection rate and in number of false alarms, 
although it has to be said that in most of these cases, the feature based face detectors 
were tested using a homogeneous test set, with relatively large faces and good quality. 
A summary of the results obtained by the methods described in this subsection are 
given in table 2.2. 







Leung et at (1995) 120/150 86% Not Reported 
Yow and Cipolla (1997) 93/110 84.5% 31 
Han et al. (1997) 122/130 93.8% 25 
Table 2.2: Summary of results of feature based approaches for face detection. On the first 
and second columns the number of detected faces over the number of faces in the test set is 
shown, and the detection rate is given. Column three gives the number of false alarms. 
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2.3 Discussion 
2.3.1 Comparison of Performance 
In order to make a fair comparison between the results of different approaches, it is 
necessary to have a standard set of images that can be used as benchmark to compare 
results between different approaches. A good example is the Carnegie Mellon Univer- 
sity (CMU) image set which can be found on the world wide webs. There are two 
sets, the first one containing 107 images, which vary in quality and size which were 
obtained from the world wide web, broadcast television and scanned from photographs, 
newspapers, magazines, and also the 23 images used by Sung and Poggio. This gives 
a total of 130 images with 507 frontal faces in them. The second set consists of a 
subset of the FERET database (Phillips et al., 1997), which is a set of images with 
good illumination and plain background, and only one face per image. The purpose of 
this database is to be used to test the sensitivity of the detector to the variations in 
the view-point. This image database, or at least past of it (the test set of Sung and 
Poggio) has been widely used by most of the face detection approaches published after 
1994; however it is not a common choice for the approaches that represent a face as a 
set of geometrical features, since the minimum size of a detectable face in these cases 
tend to be large (> 40 px2) and most of the images in the CMU database contain small 
sized faces. Each of the feature based approaches uses a different image database for 
the evaluation, and there is no common test set. 
Most of the latest systems report a performance that varies from 80% to 98%, with 
a reasonable number of false detections. However, the complexity of the different 
approaches tends to vary, and with it the computing time needed to analyse an image. 
2.3.2 Face location 
It is important to make a distinction between "face detection" and "face location". Face 
detection, as defined at the beginning of this chapter (see page 9), is "the classification 
of a stimulus as being a face or not". On the other hand, face location is the problem 
of finding where in the image the face is located. 
6 http://www.ius.cs.emu.edu/IUS/harl/har/usr0/har/faces/test/ 
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For the grey level patterns approach to face detection the problem is well differ- 
entiated; the only task of the classifier is to distinguish between a face and non-face 
pattern, the problem of looking for it is a different one. Normally the search is an 
exhaustive process which implies testing each pixel of each image plane of an image 
pyramid; in the different reports the performance of the classifier per se is the main 
issue, and the location problem is not directly tackled, although some authors propose 
methods to speed up the process. Vaillant et al. (1994) use networks trained to perform 
a rough localisation, and then use another network to refine the results. In a similar 
vein, Rowley et al. (1998) propose a modification of their approach based on using a 
classifier which detects faces which are at most 5 pixels off-centre in a 30x30 window, 
allowing by this the use of bigger steps while scanning the image. Ben-Yacoub (1997) 
proposed a method for fast face detection using neural networks, by using the analogy 
of the neural network as a bank of filters that are applied to the whole image, and 
reformulating the problem in terms of convolutions, which can be efficiently calculated 
in the frequency domain. It is important to note that the preprocessing procedures 
used by other methods have to be modified since the histogram equalisation and illu- 
mination correction are designed to work with individual patterns and are not suitable 
for global processing. The authors use instead a normalisation and centering process 
that can be expressed in terms of convolution operations. A complete system for face 
detection based on the work of Ben-Yacoub is described in Fasel (1998). 
In the feature detection methods, it is not possible to differentiate between face 
detection and location. In these approaches the first step is to extract the different 
features that define the face representation, and the face candidates are selected by 
choosing those features that can be combined to form a face, according to the model 
used to represent it. 
The type of representation used defines the way the search is performed. Tsotsos 
(1990) classifies visual search in two categories: bottom-up or unbounded visual search 
and task-directed or bounded visual search. 
With unbounded visual search the goals are not known in advance, or even if they are 
they are not used to direct the search. This is the case in feature-based methods, - at 
least in its coarsest conception - where a prototype face can be composed of features 
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found anywhere in the image (it is unbounded), and although in our case we know 
the goal in advance (in terms of the model that describes the relationships between 
the different face features), the only role the face model plays in the search process 
is to decide when a set of features in the image constitutes a correct match. It was 
proved by Tsotsos (1989) that unbounded visual search is an NP complete problem, 
being inherently exponential in the size of the image and therefore not computationally 
feasible. 
On the other hand, the pattern classification approaches to face detection fall in the 
bounded visual search category, where the target is used to direct the matching process 
by limiting the image area where the matching procedure is applied. This constraint 
forces us explicitly to test every single position of the images at different scales. While 
this is a computationally expensive task it is feasible and it scales well. It was also 
shown by Tsotsos (1989) that bounded visual search has linear time complexity; i.e. 
the necessary time required to test the whole image increases linearly as the size of 
the image does. 
In practice, feature-based methods apply different strategies to make the solution 
of the problem viable: labelling is normally used in order to avoid the combinatorial 
explosion produced by considering a large number of features, and the face model is 
used to direct the search by constraining the number of possible combinations that can 
be classified as a face. 
One of the most interesting characteristics of the feature-based methods for face 
detection is scale independence, given the nature of the search process where there is 
no spatial boundary to constrain the size of the possible face candidates. In practice, 
this advantage is quashed by the different constraints used to reduce the complexity 
of the system, e.g. labeling implies the classification of a feature as belonging to a 
particular class, a bounded search problem on its own, which is not implicitly scale 
independent. 
7 Number of pixels in the image. 
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2.4 Conclusion 
The pattern recognition methods seem to be a more appropriate method to detect 
faces, because they scale better, with linear time complexity, and are not constrained 
by scale. 
The main drawback to a pattern recognition method, and a problem still to be 
solved, is localisation: all the approaches considered in this review use a brute force 
method, analysing every single pixel in the scene at different scales. This is particu- 
larly important when a real-time response is needed e.g. human-machine interaction, 
surveillance, robotics. The next step is to define how to constrain the search space 
using an attentional process to guide the search. 
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Chapter 3 
Face Detection: Implementation 
3.1 Introduction 
This chapter is devoted to a detailed description of the implementation of the classifiers 
used for the face detection system. Two different kinds of classifiers are tried: the first 
method is a variant of the multi-layer Perceptron (MLP) architecture proposed by 
Rowley et al. (1995), and the second is similar to the one proposed by Sung and 
Poggio (1994). 
Each classifier was trained using two different test sets, one composed entirely of 
front view faces and the other one with side view faces, with the purpose of increasing 
the range of face orientations that can be classified. Each classifier was tested using 
the test sets of Sung and Poggio (1998) and Rowley et al. (1998). 
The chapter is organised as follows: first a description will be given of the train- 
ing sets used and how they were generated, followed by a detailed description of the 
implementation of each classifier. An explanation of the merging procedure used to 
eliminate multiple detections is given afterwards and finally the method used to test 
the classifiers' performance is presented followed by a summary of the results obtained 
and a discussion. 
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3.2 The Training Set 
Two different kinds of training sets were generated: one for front view faces, and one 
for side view faces. In the rest of this section a description is given of how the face and 
non-face patterns which compose the different training sets were obtained. 
3.2.1 The face patterns 
The face patterns were extracted from a set of portrait images; 614 of them were 
classified as being front view faces, and 242 as being side view faces. 343 portraits 
were collected in the laboratory and the rest were obtained from the Internet and from 
face databases of other research centres (see appendix B). All the side view images 
depict a face with a right side view orientation. 
From each portrait image an inner face area was hand-segmented. The inner face 
area is the one that encloses the main face features: eyes, eyebrows, nose and mouth. 
Since the size and position of the faces found in the portrait images had a wide degree 
of variation, a normalisation procedure was needed. For this reason a set of fiducial 
points were selected for each view: for the front view faces the external corners of the 
eye, the tip of the nose and the centre of the mouth were used; for the side view faces 
the external corners of the eyes and the nose lobe were used. The criterion used to 
choose the fiducial points is stability, since their position does not considerably change 
with different facial expressions. 
To normalise the size of the faces a scaling factor is computed using the geometrical 
relationship between the different fiducial points extracted. For the front view the 
scaling factor is the distance between the middle of the segment that joins the two 
corners of the eyes, and the mouth; and for the side view faces it is the distance 
between the middle of the segment that joins the two corners of the eyes, and the lobe 
of the nose (see figure 3.1). In both cases the orientation of the faces is normalised 
using the angle of the segment that joins the two corners of the eyes with respect to a 
horizontal. 
From each normalised and segmented face, 28 versions of it are artificially generated 
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Figure 3.1: Face Segmentation: (a) front view case, (b) side view case. In both cases the 
fiducial points used to normalise position and scale are shown, with the arithmetical relationship 
between them that define the centre and scale of the segmentation square. 
for the front view faces, and 40 for the side view faces. These versions arc generated by 
randomly varying the size of the image within a range of ±10%, and by rotating the 
image with a random angle between ±10°. Since front view faces represent a vertically 
symmetrical object, half of the 28 generated images were obtained from the original 
segmented image, and the other half from a horizontally flipped version of it. 
After normalising the size and orientation, each generated image is scaled to obtain 
a grey-level pattern of 20x20 pixels using eight bit quantisation. 
As explained in the previous chapter, it is a common procedure to preprocess the 
patterns in order to minimise the variance produced by different illumination conditions 
and variations of the histogram. For the implementation of the two classifiers described 
in this chapter, the preprocessing method first proposed by Sung and Poggio (1994) 
was used. The procedure consists of three steps: masking, illumination correction and 
histogram equalisation. 
Masking is necessary in order to normalise the boundary of the segmented inner 
face, and to eliminate parts of the background that night have been included in the 
pattern. Two different masks were used, one for each view. The front view mask is 
similar to the one used by Sung and Poggio (1994) and Rowley et al. (1995), and in 
the case of the side view faces, the mask was defined by eliminating the background 
on the average of the side view patterns obtained (see figure 3.2). After masking, the 
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Figure 3.2: Face preprocessing: columns (a), (b) and c) are examples of front view faces, 
columns (d) and (e) are side view faces. 
front and side view patterns have only 320 and 234 significant pixels respectively. 
The illumination correction procedure is accomplished by subtracting a brightness 
best fit plane from the 20x20 pattern. The best fit plane is obtained in the following 
way: first an average vertical and horizontal brightness is computed for each image 
column and row (YL and XL respectively on figure 3.3), then a line is fitted to XL and 
YL using linear regression (XI and YI on the same figure). The best fit plane is the one 
that intersects the lines XI and YI, whose independent parameter has been adjusted so 
that they intersect on the origin. The difference between the pattern and the brightness 
plane is then normalised so the different values of the pattern vary between 0 and 255. 
The next step is to equalise the grey-level pattern histogram; with this I expect to 
distribute the brightness levels in the image along the whole brightness scale, which 
improves the contrast of the image. A detailed description of this technique can be 
found in Sonka et al. (1993). 
Using the procedure described in this section, a total of 17,181 and 9,680 different 
patterns were generated for the front and side view cases respectively. 
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1Z 
Y 
XL Mean vertical 
brightness. 
YL Mean horizontal 
brightness. 
XI Line fitted to XL 
using linear 
regression. 
YI Line fitted to YL 
using linear 
regression. 
Figure 3.3: Fitting plane to a image brightness. 
3.2.2 The non-face patterns 
34 
The generation of the face pattern set is a straightforward procedure since there is an 
explicit source of data from which we can extract the patterns (i.e. face portraits). 
However the face set is obviously not an exhaustive enumeration of all those patterns 
that represent faces, but instead it is a representative collection of face patterns; from 
such a training set we expect the classifier to be able to generalise into a wider set of 
face patterns. 
In the case of the non-face set, the number of possible patterns that can belong to 
it is very large and it is important to find criteria to select those patterns that would 
form a representative set. For example, it would be useful to select those patterns that 
lie on the boundary of the face set, the ones that are likely to be classified as being 
faces when they are not. 
This is the paradigm on which the bootstrap method proposed by Sung and Poggio 
in 1994 is based. It iteratively selects non-face patterns from images without faces, 
using a partially trained classifier. After each iteration a certain number of non-face 
patterns that were found in the images without faces are added to the training set, 
and the classifier is retrained with the new enlarged training set; this procedure is 
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Figure 3.4: Examples of the images used to extract the non-face patterns. 
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a reasonable number of non-face examples. The method has been widely used in the 
context of face detection in a number of different approaches (e.g. Rowley et al., 1995; 
Osuna et al., 1997; Colmcnarez and Huang, 1997). This is the method used here to 
generate the non-face training sets. 
First a set of images which do not contain faces have to be collected. In our case 
278 images were collected, mainly from the Internet, although some were scanned from 
magazines and photographs, and the rest are images grabbed in the laboratory with a 
CCD camera (see figure 3.4). 
The CNN classifier was used for the generation of the training set - a detailed 
description of it is given in the section 3.3. Initially the classifier is trained using 
a set which is composed of the face patterns previously generated and 1,000 random 
patterns as counter-examples. Once the classifier has been trained, it is used to search 
for face-like patterns in the face-less images previously collected. The position and 
scale of each of the patterns extracted from each image is selected at random. In the 
work described here 10 different images were used at each iteration, and from each 
of them a maximum of 250 patterns were selected. After each iteration the extracted 
non-face patterns are added to the training set. The network is trained again using 
the enlarged training set, and the procedure is repeated. See table 3.1. 
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1. Train the network with the face patterns & 1000 random non-face patterns. 
2. Discard the non-face patterns from the training set. 
3. Using the trained network, randomly extract `faces' from a set of 10 non-face images. 
From each image extract 250 patterns and then add them to the training set. 
4. Retrain the network with the new training set. 
5. If no new non-face patterns are found, or the total number of non-face patterns 
extracted is big enough, finish; otherwise to step 3. 
Table 3.1: The bootstrap algorithm. 
36 
Six different training sets were generated using this method: three for the front view 
case and three for the side view case. In each training set the same front and side 
view patterns were used, while the non-face patterns are different in each case; this 
was achieved by first, using different initial parameters before training the classifiers, 
and second, using a different presentation order of the images without faces during 
the bootstrap algorithm. Each classifier evolved differently, although all of then were 
trained to perform the same task. 
For the front view classifiers, the number of different non-face patterns in each train- 
ing set are 10,230, 10,198 and 10,509, while for the side view classifiers 12,730, 13,564, 
and 12,571 non-face patterns were generated for each training set. 
Figure 3.5: Examples of the training sets: (a) Front view face patterns, (b) Front view 
non-face patterns, (c) Side view face patterns, (d) Side view non-face patterns. 
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3.3 The Classifier: CNN Classifier 
The convolutional neural network (CNN) is a multi-layer perceptron that is normally 
used for classification of visual patterns. This architecture was first proposed by LeCun 
et al. (1989), with the purpose of achieving a certain degree of translation and distor- 
tion invariance on two-dimensional pattern recognition problems. This architecture 
and some variations of it have been successfully used for optical character recognition 
(OCR), speech processing, on-line handwriting recognition and face detection among 
others (LeCun et al., 1990; Lang et al., 1990; Guyon et al., 1991; Vaillant et al., 1994, 
respectively). The three main characteristics that define a CNN classifier are: the 
use of retinal connections (receptive fields), weight-sharing and sometimes spatial or 
temporal sub-sampling. 
A receptive field is a concept borrowed from physiological models of the retina of 
vertebrates and is defined by Bruce et al. (1996) as "the area in the retina in which light 
causes a response in a particular nerve cell". In connectionist models, a receptive field 
occurs when a perceptron unit is not fully connected to all the outputs of the previous 
layer units, but only to a small contiguous area of them. There are two benefits which 
are clearly obtained from the use of receptive fields: it is possible for the network to 
take advantage of the two-dimensional structure normally found in natural patterns 
where there is a high local correlation, and the number of parameters to be trained is 
considerably reduced, thus allowing a reduction in the size of the training set without 
causing over-fitting. 
Another important feature of the CNNs is the use of weight-sharing, which was 
originally introduced by Rumelhart et al. (1986) to achieve translation and rotation 
invariance (the T-C problem). Weight sharing occurs when a set of units which have 
retinal connections to the previous layer have the same set of weights (it is assumed 
that the receptive field's shape and size covered by each unit is the same). The effect of 
sharing weights is that different units are performing the same operation over different 
parts of the input, and can be considered as feature detectors, with the main difference 
being that the parameters of the detector are not set a priori, but instead are defined 
during the training process in terms of what is convenient for the minimisation of the 
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error. The use of weight sharing also diminishes the number of parameters to train 
without, decreasing the connectivity between layers. 
The search for features in an image is normally carried out by computing the convo- 
lution of the image with a feature detector. An implementation of this procedure can 
be achieved by using a neural network in which the units in the layer are arranged on a 
grid, each of them covering a particular area of the previous layer and sharing weights. 
The result of the propagation of the input values will produce a "feature map" on the 
output of the units that compose the grid. The only difference from a feature map 
produced by the conventional method is that the feature map is "compressed" due to 
the activation function of the units, and the different thresholding values (biases) used 
in each unit. 
Distribution Layer Receptive Fields Feature Maps 
Figure 3.6: Convolutional classifier. 
Neural Network 
The architecture of the network described in this section is very similar to the one 
used by Rowley et al. (1995), the main difference being the use of weight sharing. In 
their approach (see section 2.2.1) receptive fields are arranged in a grid as a convolu- 
tional neural network, but without sharing weights between units. 
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The network used here is composed of 4 layers: an input or distribution layer, 2 
hidden layers and an output layer. The distribution layer is a grid of 20x20 pixels, 
which receive inputs in the interval [0, 1]. The second layer of the network is composed 
of one or more groups of feature maps, each of them containing three feature maps, 
each of them characterised by the shape of the receptive field used: the first feature 
map has 8 units arranged in a column with a 18 x 6 receptive field, the second one has 7 
units organised as a row with a 6 x 20 receptive field and the last one is composed of 56 
units organised in a 7x8 matrix with a 6x6 receptive field. The shape and size of the 
receptive fields used was designed to match those features that are likely to occur in 
face patterns (e.g. the eyes, mouth and nose with the first two feature maps), or more 
general features (e.g. corners, edges, with the third feature map). The third layer is 
composed of one unit per group of receptive fields, each of them being fully connected 
to a particular feature map. The last layer is a single unit connected to all the units in 
the third layer (see figure 3.6). All the units of the network have a hyperbolic tangent 
activation function. The network was trained to give an output of +1 when a face 
pattern was presented and -1 otherwise. 
The training method used was back-propagation with momentum (Plaut et al., 1986). 
As mentioned in section 3.2.2, six networks were trained, each with a different set of 
non-face patterns. Each network has two sets of feature maps with a total of 7,588 
connections and only 825 free parameters. The weight sharing was achieved during 
training by averaging the weight update values of those shared connections in each 
layer before weight update. 
3.4 The Classifier: Sung Approach 
Another face detection method was implemented mainly for comparison reasons. The 
approach selected was the one proposed by Sung and Poggio (1994), which was reviewed 
in chapter 2. The face and non-face pattern distribution is modelled using a set of 
12 Gaussian clusters. In order to classify a pattern, a two-valued metric is calculated 
between the pattern and each of the model centroids. This set of distances is fed into 
a multi-layer Perceptron trained to classify between a face and a non-face pattern. 
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The same training set used to train the CNN classifier was used for the training of 
the classifier described in this section. Each two-dimensional pattern is transformed 
into a column vector x by first eliminating those elements of the 20x20 matrix that 
are masked, and then re-ordering the pixels into a single column. With this we achieve 
a reduction of the number of dimensions of the vector space needed to represent the 
faces: instead of using a 400 dimensional space for the front or side view pattern we 
only need a 320 or 234 dimensional space respectively. 
Both face and non-face patterns are modelled using sets of k Gaussian clusters; in 
this implementation a value k = 6 was used. Each cluster is composed of n3 vectors and 
determined by two parameters: the sample mean vector A. and the sample covariance 
matrix E3, which are defined by 
n' \ny 
Y13Fx32 F'3- L/(x3_t13)(xja-u3)T j E1...k (3.1) 3 i=1 nj 1 
2=1 
In order to create the cluster a variation of the K-means algorithm is used; the 
main difference is that it uses the normalised Mahalanobis distance instead of the 
standard Euclidean distance. In order to understand the properties of the normalised 
Mahalanobis metric, the standard Mahalanobis distance will be discused first. 
The Mahalanobis distance between a vector x and a cluster centroid described by a 
Gaussian distribution defined in terms of the mean vector p and the covariance matrix 
E is defined as 
D(x, Y, E) = (x - tz)T E 4 (x - It). (3.2) 
The difference between the Euclidean and the Mahalanobis distance is that while with 
the Euclidean distance a set of equidistant points to the center of the cluster centroid 
will form a spherical surface, with the Mahalanobis distance they will form an ellipsoid 
surface whose shape and orientation is determined by the covariance matrix E. The 
Mahalanobis distance can be conceived as a "weighted" Euclidean distance, where the 
orientation of the ellipsoid surface is aligned with major axis of the cluster. In figure 3.7 
we can see a representation of two sets of points equidistant from a Gaussian centroid 
using Euclidean and Mahalanobis metrics: in both cases the distance between the set 
of points on each surface and the centroid is the same (6 units), but it can observed 
how the Mahalanobis distance provides a better description of the data cluster. 
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Euclidean vs. Mahalanobis distance - Eucilean Llewwe 
- MahaI.nWle D'YVp 
In 
0 2 4 6 a 10 12 14 16 
Figure 3.7: Euclidean vs. Mahalanobis distance. 
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The normalised Mahalanobis distance between the vector x and the j-th cluster 
modeled by the Gaussian distribution G(pEj) is defined by 
D(x,Ej,lcj) _ -ln(G(lij,E))) = (Nln2rr+lnIE, I+;T E.7 1 x3) (3.3) 
where N is the dimensionality of the vector x and z = x-p. The difference between the 
Mahalanobis distance and its normalised version is that the latter originates directly 
from the Gaussian probablility that models the cluster, which integrates to unity. 
As it was pointed out by Sung and Poggio (1994), the use of the normalised version of 
the Mahalanobis distance is important for stability reasons when used in a "K-means" 
based algorithm, where distance between a vector and a set of cluster centroid have 
to be calculated. While the Euclidean distance gives absolute values, the standard 
and normalised Mahalanobis distance between a vector and a cluster is relative to the 
variance inherent in the cluster; with the standard Mahalanobis distance, a spatial 
displacement between a vector and a cluster centroid for large clusters with large 
covariance tends to produce smaller distance measures than it would for a smaller 
cluster. Therefore, if we use the standard Mahalanobis distance, we have the risk 
of large clusters increasing their size and eventually engulfing the small clusters. The 
normalised Mahalanobis distance minimises this effect by having a term in the equation 
which is directly proportional to the cluster variance (In IE1), thus minimising the effect 
described above. 
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1. Obtain K=6 cluster centres from the training set using Learning Vector Quantisation 
(LVQ). Assign each pattern in the training set to the nearest cluster centre using 
Euclidean distance, 
2. Initialise the covariance matrices of each cluster to be the identity matrix. 
3. Recalculate the cluster centres as the mean of the patterns assigned to it. 
4. Assign each pattern to the nearest cluster centre using the normalised Mahalanobis 
distance. If there are no changes in the composition of the clusters (no patterns are 
re-assigned) or the number of internal-loop iterations (i.e. steps 3 to 4)have exceeded 
a certain limit go to step 5, otherwise go to step 3. 
5. Recalculate the covariance matrices for all the clusters. 
6. Assign each pattern to the nearest cluster centre using the normalised Mahalanobis 
distance. If there are no changes in the composition of the clusters (no patterns are 
re-assigned) or the number of external-loop iterations (i.e. steps 3 to 6) have exceeded 
a certain limit finish, otherwise go to step 3. 
Table 3.2: The elliptical K-means Algorithm (Sung and Poggio, 1994). 
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A description of the normalised Mahalanobis version of the K-means algorithm is 
given in table 3.2. 
Once the distribution model has been generated, principal component analysis (PCA) 
(Jolliffe, 1986) is applied to each cluster, which involves solving the equation 
EI) = 4 DA (3.4) 
where D and A are respectively the eigenvector and diagonal eigenvalue matrices of 
the covariance matrix E. The eigenvector matrix obtained defines a new orthonormal 
coordinate system where the eigenvectors act as the principal components and the 
corresponding eigenvalues are the variances of the data projected into it (Fukunaga, 
1990). 
Principal component analysis is mainly used to reduce the dimensionality of the data 
by mapping it into a lower dimensional space; for this the set of the M eigenvectors 
with the largest eigenvalues is used to construct a sub-matrix iFM which is used to 
project an N-dimensional vector x into the M-dimensional subspace spanned by 'M 
using the equation yM = 4'Mx, where z = x - p. 
Each pattern is represented by the set of distances between the pattern and each 
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of the twelve clusters. Each distance is composed of two values, the first one being 
the normalised Mahalanobis distance between the pattern and the cluster centroid on 
the subspace spanned by the M. largest eigenvectors, also called "distance in feature 
space" (DIFS), and the second one is the Euclidean distance between the pattern and 
its projection in the subspace, also called "distance from feature space" (DFFS) or 
residual reconstruction error. This two-valued distance metric has been also used for 
object detection (Moghaddam and Pentland, 1995b). The criterion to determine the 
number of effective eigenvectors used in each cluster is to eliminate all those trailing 
eigenvectors such that the sum of the omitted eigenvalues is smaller than the largest 
eigenvalue. In the original paper by Sung and Poggio the number of eigenvectors was 
standardised to 75 for all the clusters used; in the implementation of their algorithm 
described here the criterion just mentioned gave a different value for the two different 
classes of clusters, in the two different views. For the front view classifier, 99 and 
163 eigenvectors were used for the face and non-face clusters respectively and for the 
side view faces 32 and 85 eigenvectors were used for the face and non-face clusters 
respectively. 
The normalised Mahalanobis distance in the M-dimensional subspace (DIFS) is then 
defined by 
D1 2(Mln21r+lnIEMI +XT EM R) 
Z(Mln21r+In IEMI+XT [4M AM DnT.t] R) (3.5) 
2(Mln2lr+1nlEMI+YTA- Y) 
(3.6) 
where AM is the diagonal matrix of the M largest eigenvalues. For the implementation 
the second and third terms of the equation 3.5 are expressed in terms of the Ai 
M M 2 1 
Dl = 2(Mln27r+ElnA,+1: ) (3.7) 
i=1 i=1 , 
- this is more convenient when the matrix EM is near-singular, and speeds up the 
computation (Fukunaga, 1990). 
The distance from feature space (DFFS) is defined as the Euclidean distance between 
the pattern and its projection on the subspace and it is equivalent to the residual 
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reconstruction error, which is defined by 
N 
D2 = 37 yi (3.8) 
t=M+1 
The training set is formed with the combination of the face patterns and the three 
sets of non-face patterns obtained by the procedure described in section 3.2. After 
combining them and eliminating redundancies I obtain for the front view case a training 
set with 17,181 face and 30,845 non-face patterns; in the side view case the training set 
is composed of 9,680 face and 29,944 non-face patterns. Each pattern in the training 
set is transformed into a vectorial representation and the two-value distances to each 
cluster are calculated and saved as a new training set, which is used to train the 
classifier. 
The classifier used is a MLP composed of three layers: the input or distribution layer 
which has 24 units, the hidden layer which has 18 unitsi and the output layer with a 
single unit. Each layer is fully connected to the previous one and all the units have a 
hyperbolic tangent activation function. The network was trained to give an output of 
+1 if the pattern is a face and -1 otherwise. 
3.5 Searching for faces and merging results 
To evaluate the performance of the classifiers we need to implement a procedure to 
locate faces in images. A problem to be solved is that the classifiers were trained to 
detect 20x20 face patterns and although they have a certain degree of scale invariance, 
the images to be scanned have to be transformed in order to achieve detection over 
a wider range of scales. The common approach for this problem is to represent each 
image with an "image pyramid" (Tanimoto and Pavlidis, 1975) which consists of a 
set of scaled down copies of an original image. An image pyramid is defined by two 
parameters: the number of levels of the pyramid l and the scale difference between 
levels S. In the work described in this chapter a Gaussian pyramid (Burt, 1988) 
(where the original image is convolved with a Gaussian filter before scaling it down), 
was used. 
1 Different numbers of hidden units were tried, and the best results were obtained with 18 units. 
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Figure 3.8: An example of an image pyramid, 
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The scale factor used was determined by taking into account the tolerance to scale 
variation of the classifier. As it was explained in subsection 3.2.1, an artificial ±10% 
face-size variation is induced when creating the training set, and we expect that the 
cla.sifier will correctly classify faces within such limits. 
Since the absolute face scale variance is 20% a scale factor of 6/5 was considered to 
be appropriate, but since we consider the original image as being the lowest level in 
the Gaussian pyramid, which needed to be scaled down in order to create the pyramid, 
the inverse of the scale factor mentioned before was used (f = 5/6). 
The number of levels of the pyramid is such that the smallest side of the image on the 
top level is bigger than 20 pixels. The use of this representation guarantees that faces 
at different scales will be represented as a 20x20 pattern in one level of the Gaussian 
pyramid. An example of an image pyramid is shown in figure 3.8. 
The search for faces is an exhaustive process where a 20 x 20 pattern is extracted from 
every position at every level of the Gaussian pyramid and tested using the classifier; 
if the pattern is classified as being a face, the output value of the classifier and the 
position of the detection in the original image (level 0 of the pyramid) and the level of 
the pyramid where it was found are recorded. 
After the search is finished it is normal to find that a true detection in the image 
comprises a set of neighbouring positions with small variations in the face size (level 
on the pyramid). This phenomenon is expected given the variation of the face scale 
and position of the faces that form the training set, and it is an expression of the 
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classifier generalisation capability. On the other hand, false detections tend to appear 
as isolated examples. 
In order to merge redundant detections and to diminish the number of false detec- 
tions a three stage elimination procedure was implemented. In the first stage those 
hypothetical detections with a recorded output value lower than a particular threshold 
are discarded. In the second stage, an iterative procedure is implemented to merge 
redundant detections and to eliminate overlapping. In this stage, the number of times 
a hypothetical detection is merged is recorded in a counter assigned to each detection. 
The last step consists of an elimination of the isolated detections. It is important to 
notice that the elimination procedure is done off-line, after the whole image has been 
scanned. 
The first stage takes advantage of the correlation between the output of the classifier 
and the face-likeness of the analysed pattern, in order to eliminate spurious detections. 
The optimal detection threshold value (r0) varies from network to network, and it has 
to be determined empirically for each of the trained networks. 
In the second stage every pair of detections is tested for redundancy and overlap. 
Two detections are considered to be redundant if they are not more than four pyramid 
levels away from each other, and if the Euclidean distance between them is smaller 
than a predefined threshold rd; the threshold value was defined for the comparison of 
detections on the lowest level of the image pyramid, and it is scaled up to compare 
detections occurring on a higher level (rd(n) = rd(5)-"), where n is the detection's 
pyramid level). In the case where two detections belong to different pyramid levels, the 
threshold rd corresponding to the higher level is used. If the two detections are found 
to be redundant the one with the lowest output value is eliminated, and the counter 
of the other one is incremented. This process is repeated until no more redundancies 
are found. The next step is to test those detections that overlap. It is considered that 
two detections overlap if the ratio between the area of the intersection of two squares 
centred on each detection with side lengths equal to 20(5)-' and the area of the smaller 
square is greater than a threshold ru,. If the two detections overlap the one with the 
lowest output and counter value is eliminated. This process is repeated until no more 
overlappings are found. 
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Level0 Level3 Level. 4 Level5 Level6 
(a) 
x y output level 
51 17 0.361 3 
53 17 0.385 3 
71 91 0.715 5 
71 93 0.726 5 
71 136 0.050 4 
73 91 0.614 5 
73 91 0.792 6 
73 93 0.964 5 
73 96 0.383 5 
73 134 0.128 4 
76 93 0.905 5 
(b) (c) (d) 
47 
Figure 3.9: Example of the merging procedure: (a) Different detections at different levels after 
search procedure is finished. (b) Face detections marked back to level 0. (c) List of detected 
points. (d) A single detection after merging and elimination. At the end of the procedure the 
detections on levels 5 and 6 were merged, and the detections on levels 3 and 4 were eliminated, 
obtaining by this the final detection seen in (d). 
The last step is to eliminate those detections whose associated counter has a value 
smaller that the threshold Tv. Arl example of the merging and elimination procedure 
can be seen in figure 3.9. 
3.6 Experimental Results 
To measure the performance of the classifiers described in this section the test images 
used by Sung and Poggio (1994) and Rowley et al. (1995) were used. The Sung test set 
is composed of 23 images with 155 faces in them and the Rowley test set, which includes 
the Sung test set, is composed of 107 images with 352 faces in them. The images were 
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originally obtained by the authors from the Internet, television broadcasts and scanned 
photographs. The whole set is available from a web site at Carnegie Mellon University 
(see appendix B). 
An exhaustive search for faces was applied to each image, using the different classi- 
fiers. The CNN classifier was tested using the whole set; a total of 83,620,076 windows 
were analysed for each face view. The DFFS-DIFS approach was tested only with the 
Sung test set, analysing 9,665,939 different windows. 
The evaluation is automatically performed using a similar procedure to the one used 
to merge two different detections; the list of detections produced by each network is 
compared with a list of the face positions in the test images (the test list). A real 
detection occurs when it can be merged with a "detection" on the test list; those 
detections that can not be matched against the faces listed in the test list are classified 
as false detections. The faces in the test list were manually classified as being front, 
right side or left side views; this information is used to measure the sensitivity of each 
kind of classifier, to front or side view faces. 
In the case of the CNN classifiers, three networks were trained for each view, each of 
them using a different training set; the same face patterns were used in each case, while 
the corresponding non-face patterns were independently extracted from a different set 
of images without faces. Each network was trained a variable number of times (between 
10 and 12), and the two best trained examples from each view were selected, using the 
generalisation capability of each network as the main criterion. 
The main difference between the CNN approach described in this chapter and the one 
presented by Rowley et al. (1998) is that they use retinal connections without weight- 
sharing while my networks do share weights. For comparison reasons the training 
procedure of the previous paragraph was repeated on a non weight-sharing network 
using the same training sets; the architecture of this network is identical to the one 
described in the section 3.3, the main difference is the number of free parameters to 
train was increased from 825 in the original network to 7,737 in the non-weight sharing 
network. In the case of the DFFS-DIFS classifier the only difference from the Sung 
and Poggio approach is that the training set used was not generated with the classifier 
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Network F1 457 90.14% 1/4483 
Front 419 26 12 92.09% 78.79% 63.16% (18654) 
View Network F2 437 86.19% 1/4907 
400 24 13 8791% 72.73% 68.42% (17042) 
Network S1 419 82.64% 1/2777 
Side 376 26 17 82.64% 78.79% 89.47% (60216) 
View Network 92 393 77.51% 1/3088 
349 28 16 76.70% 84.85% 84.21% (54164) 
Network F3 428 84.42% 1/828 
Front 392 24 12 86.15% 72.73% 63.16% (100965) 
View Network F4 465 91.72% 1/743 
421 30 14 92.53% 90.91% 73.68% (112604) 
Network S3 291 57.40% 1/10105 
Side 253 24 14 55.60% 72.73% 73.68% (16551) 
View Network S4 315 62.13% 1/6820 
281 20 14 61.76% 60.61% 73.68% (24523) 
Front Network FM1 449 88.56% 1/8064 
View 412 25 12 90.55 % 75.76% 63.15% (10369) 
Side Network SM1 256 50.49% 1/31710 
View 229 14 13 50.32% 42.42% 68.42% (5274) 
Front Network 1 462 91.12% 1/87935 
View Rowley et at (1998) (945) 
Table 3.3: Non-merged results: In the first column (Detected faces), the number in the top 
cell is the number of detected faces (out of 507); the three numbers in the lower cells are the 
number of front, left and right side views of faces in the test images that were detected (out 
of 455, 33 and 19 respectively). In the second column the detection rate is given. The third 
column (False alarms rate), gives at the top the ratio of false alarms per analysed window, and 
at the bottom the total number of false alarms. The networks Fl, F2, Si and S2 share weights, 
the networks F3, F4, S3 and S4 do not share weights, and the networks FMl and SM1 are the 
mixture of the networks Fl and F2, and Si and S2 respectively. For comparison the results 
obtained with a similar network by Rowley et al. (1998) are given in the bottom row. 
itself, but instead the one generated with the CNN classifier was used. 
Also the architecture of the CNN described in this chapter differs from the one 
proposed by Rowley et al. (1998) in the shape of the "receptive fields" used, that define 
how the units in the first set of hidden layers are connected to the input layer: while 
the receptive fields networks described here use overlapping vertical and horizontal 
bars and squares, Rowley et al. use overlapping horizontal bars, and non-overlapping 
squares in two sizes. 
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Network F1 422 83.23% 1/15009 
Front = 0.0 , r = 0 0 393 18 11 86.37% 54.54% 57.89% (5571) 
View Network F2 403 79.49% 1/17288 
ro = 0 0 , r = 0 0 376 17 10 82.63% 51.51% 52.63% (4837) 
Network S1 195 38.46% 1/15119 
Side .o = 0 0, r = 0 0 171 18 6 37.58% 54.55% 31.57% (11061) 
View Network S2 163 32.14% 1/16632 
= 0 0, r = 0 0 144 14 5 31.64% 42.42% 26.32% (10055) 
Network F3 343 67.65% 1/8367 
Front = 0 0 , rv = 0 0 
ro 
322 15 6 70.76% 45.45% 31.57% (9993) 
View Network F4 373 73.57% 1/8458 
ro = 0 0, r = 0.0 344 19 10 75.60% 57.57% 52.63% (9887) 
Network S3 133 26.23% 1/30166 
Side = 0.0, rV = 0 0 109 16 8 23.96% 48.48% 42.11% (5544) 
View Network S4 148 32.52% 1/22903 
= 0 0 , r = 0 0 130 11 7 28.57% 33.33% 36.84% (7302) 
Front Networks FMI 416 82 05% 1/21884 
View = 0 0, r. = 0 0 387 19 10 85,05 % 57.58% 52.63% (3821) 
Side Networks SM1 135 26.63% 1/65869 
View ro = 0 0, r, = 0 0 114 11 10 25.05% 33.33% 52.63% (2539) 
Front Network 1 458 90,33% 1/188861 
View Rowley et al. (1998) - - - (440) 
Table 3.4: Merged results: The organisation of this table is analogous to table 3.3. Below 
each network label (column 2), the merging thresholding values ro and r, used are shown. 
For the CNN classifiers, two main experiments were tried: in the first one each 
network was tested on its own, and in the second one the outputs of two weight sharing 
classifiers were combined with a small neural network (3 hidden units, one output unit 
and hyperbolic tangent activation function). The results without merging are shown 
in table 3.3, the results of the same networks after merging are shown in table 3.4. 
For comparison, at the bottom of each table the best results obtained by Rowley et al. 
(1998) are also shown. Their classifier is similar to the one reported here: it has 2 sets 
of hidden units and 2,905 connections, with no weight sharing. 
In table 3.5 the results obtained by our implementation of the DFFS-DIFS classifier 
are shown. The classifier was tested only with the Sung and Poggio test set. At the 
bottom of the table, the results obtained by Sung and Poggio (1998) are presented 
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for comparison. For all the merged results shown, the thresholding values used in 
the merging procedure are ro = 0.0 and r,, = 0.0 which implies that only overlapping 









Not Merged 134 86.45 % 1/624 
Front 125 5 4 89.29% 62.5% 57.14% (15501) 
View Merged 118 76.13 % 1/4380 
= 0 0 , ru = 0 0 114 3 1 81.42 % 37.5% 14.28% (2207) 
Side Not Merged 139 89.68 % 1/57 
view 124 8 7 88.57% 100% 100% (339913) 
Front Multilayer Classifier 119 79.87% 1/1948922 
View Sung and Poggio (1998) (5) 
Table 3.5: Merged and non-merged results for the DFFS-DIFS classifier. The organisation of 
this table is analogous to table 3.3, the main difference being that this classifier was tested 
only with the Sung&Poggio test set which contains a total of 155 faces, where 140 of them are 
classified as front view faces, 8 of them as left side view faces and 7 of them as right side view 
faces. For comparison, the results obtained with a similar network by Sung and Poggio (1998) 
are given in the bottom row. The merged results of the side view classifier are not shown, since 
no meaningful results can be obtained given the poor performance of the classifier (the number 
of false detections is excessive). 
As can be seen in tables 3.3 and 3.5, the detection rates of the different classifiers 
are similar to the results obtained by Rowley et al. and Sung and Poggio, while their 
false detection rate is much higher, especially in the case of the DFFS-DIFS classifier 
and front view non-weight-sharing networks. 
In tables 3.4 and 3.5, where the results of the classifiers after merging are shown, it 
can be seen that the weight-sharing front view classifiers produce the best results; the 
reduction in the face detection rate is relatively small (= 7%) compared with the other 
classifiers, while the false detection rate is importantly reduced. In the case of the 
side view classifiers, there is an abrupt reduction of the detection rate after merging, 
leaving a very low detection rate. This can be explained by the high false alarm rate 
obtained on the side view classifiers, and a low quality of the detection, which mean 
first, that some of the detections reported on the non-merged results were product 
more of chance than an actual correct classification, e.g. the average false alarm rate 
for the non-merged networks S1 and S2 is 1/2932, a large number since that would 
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imply, if we consider the false alarms to be distributed uniformly on the image, a false 
alarm in an image area of 54 px2. 
One of the main advantages of sharing weights is the reduction of free parameters, 
and the improvement of the generalisation capabilities of the network, and given that 
the CNN networks perform much better than the non-weight-sharing networks the 
results suggest that the generalisation was the cause of the poor performance. As 
mentioned in section 3.2, 17,181 front view face patterns and 9,680 side face patterns 
were generated from 614 and 242 portraits respectively, while the face database used 
by Rowley et al. contains 15,750 face patterns which were generated from 1,050 por- 
traits. For this reason I decided to enlarge the face databases: 2,338 and 423 new face 
portraits were added to the front and side view portrait sets respectively; 17,712 front 
view patterns and 17,730 side view patterns were generated from there. The non-face 
patterns were generated again using the bootstrap procedure; six different non-face 
sets were generated, containing 12,932, 12,216 and 12,615 patterns respectively for the 
front view cases and 19,171, 22,815 and 21,938 patterns for the side view cases. 
Using this new training set the different classifiers were trained again and tested 
using the same procedure used with the first training set. The results are shown in 
tables 3.6, 3.7 and 3.8. 
3.7 Discussion 
In this section the results presented in the previous section will be discussed. The 
issues to be discussed are: the comparison of performance between the weight sharing 
and the non-weight-sharing networks, and the general performance of the classifier 
compared with the performance of the results provided by Rowley et al. (1998) and 
Sung and Poggio (1998). 
Since different classifiers were used for front and side view faces, their performance 
is analysed first independently of each other, and then the general performance will be 
considered. 
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CNN Classifier 








Network NF1 390 76.92% 1/17975 
Front 363 16 11 79.78% 48.48% 57.89% (4652) 
View Network NF2 370 72.98% 1/17527 
348 13 9 76.48% 39.39% 47.37% (4771) 
Network NS1 284 56.02% 1/4612 
Side 251 20 13 55.16% 60.61% 68.42% (36263) 
View Network NS2 387 76.33% 1/2334 
344 27 16 75.60% 81.81% 84.21% (71665) 
Network NF3 377 74.36% 1/22352 
Front 358 13 6 78.68% 39.39% 31.57% (3741) 
View Network NF4 392 77.32% 1/19017 
364 20 8 80.00% 60.60% 42.10% (4397) 
Network NS3 315 62.13% 1/6820 
Side 281 20 14 61.76% 60.61% 73.68% (24523) 
View Network N94 215 42 40% 1/10105 
253 24 14 55.6% 75.76% 73.68% (16551) 
Front Network NFM1 350 69.03% 1/88207 
View 329 13 8 72.31 % 39.39% 42.11% (948) 
Side Network NSM1 201 39.65% 1/22982 
View 174 17 10 38.24% 51.51% 52.63% (7277) 
Front Network 1 462 91.12% 1/87935 
View Rowley et al. (1998) - - - - - - (945) 
Table 3.6: Non-merged results of CNN classifiers trained with extended training set: In the 
first column (Detected faces), the number in the top cell is the number of detected faces (out 
of 507); the three numbers in the lower cells are the number of front, left and right side view 
faces in the test images that were detected (out of 455, 33 and 19 respectively). In the second 
column the detection rate is given. The third column (False alarm rate), gives at the top the 
ratio of false alarms per analysed window, and at the bottom the total number of false alarms. 
The networks NF1, NF2, NS1 and NS2 share weights, the networks NF3, NF4, NS3 and NS4 
do not share weights, and the networks NFM1 and NSM1 are the mixture of the networks NF1 
and NF2, and NSl and NS2 respectively. For comparison the results obtained with a similar 
network by Rowley et al. (1998) are given in the bottom row. 
3.7.1 Front View Faces 
The detection rate in tables 3.3-3.8 is given as a percentage of the total number of faces 
in the test set, and with respect to the number of front, left-side and right-side faces. 
As can be seen, the absolute detection rate is very similar to the front view detection 
rate, since front view faces constitutes a majority of the test set (455 out of 507). For 
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CNN Classifier 








Network NF1 368 72.58% 1/37380 
Front T. = 0.0, Tv = 0.0 346 14 8 76.04% 42.42% 42.10% (2237) 
View Network NF2 352 69.42% 1/62217 
To = 0.0 , ,, = 0.0 333 11 8 73.18% 33.33% 42.10% (1344) 
Network NS1 127 25.05% 1/16731 
Side To = 0.0, T. = 0.0 108 10 9 23.74% 30.30% 47.37% (9996) 
View Network NS2 155 30.57% 1/10863 
To = 0.0, Tv = 0.0 141 8 6 31% 24.24% 31.58% (15395) 
Network NF3 356 70.22% 1/44836 
Front To = 0.0, Tv = 0.0 340 12 4 74.72% 36.36% 21.05% (1865) 
View Network NF4 381 75.14% 1/35090 
To = 0.0, Tv = 0.0 354 19 8 77.80% 57.57% 42.10% (1359) 
Network NS3 148 29.19% 1/22903 
Side o = 0.0, Tv = 0.0 130 11 7 28.57% 33.33% 36.84% (7302) 
View Network NS4 133 26.23% 1/30166 
To = 0.0, Tv = 0.0 109 16 8 23.95% 48.48% 42.10% (5544) 
Front Network NFM1 338 66.67 % 1/158973 
View o = 0.0, Tv = 0.0 320 11 7 70.33 % 33.33 % 36.84% (526) 
Side Network NSM1 92 %18.14 1/52279 
View T. = 0.0, Tv = 0.0 74 10 8 16.26% 30.30% 42.11% (3199) 
Front Network 1 458 90.33% 1/188861 
View Rowley et W. (1998) - - - - - - (440) 
Table 3.7: Merged results of classifiers trained with extended training set: The organisation 
of this table is analogous to the table 3.6 with the difference that below each network label 
(column 2), the merging thresholding values ro and rv used are shown. 
this reason it was considered appropriate to refer to the absolute detection rate in the 
following argument in this subsection. 
In the case of front view classifiers, the results obtained with the CNN classifiers 
trained with the first data set show that the performance of the weight-sharing net- 
works (Fl and F2) is much better than the non-weight-sharing networks (F3 and F4). 
Before merging, the detection rate of the sharing and non-weight sharing classifiers is 
similar, while the number of false detections for the non-weight-sharing classifiers is 
approximately six times higher than the weight-sharing classifiers. After merging, the 
number of false detections is considerably reduced, while the detection rate is reduced 
by almost 7% for the weight-sharing classifiers and 18% for the non-weight-sharing 
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DFFS-DIFS Classifier 








Not Merged 131 84.51% 1/9561 
Front 123 4 4 87.86% 50,00% 57.14% (1011) 
View Merged 127 81.93% 1/29650 
0.0 , T = 0.0 119 4 4 76.77% 50.00% 57.14% (326) 
Not Merged 109 70.32% 1/160 
Side 97 7 5 69.29% 87.50% 71.42% (120585) 
View Merged 45 29.03% 1/5184 
+a = o o , : = o.0 41-T3 1 29.28% 37.5% 14.28% (3729) 
Front Multilayer Classifier 119 79.87% 1/1948922 
View Sung and Poggio (1998) - - - - - - (5) 
Table 3.8: Merged and non-merged results of the DFFS-DIFS classifier trained with extended 
training set. The organisation of this table is analogous to the table 3.6, with the difference 
that this classifier was tested only with the Sung&Poggio test set which contains a total of 155 
faces, where 140 of them were classified as front view faces, 8 of them as left side view faces and 
7 of them as right side view faces. For comparison the results obtained with a similar network 
by Sung and Poggio (1998) are given in the bottom row. 
classifiers. 
In the case of the extended training set for the front view classifiers, the difference 
in performance between the two different types of CNN classifiers tested is small, the 
non weight-sharing networks (NF3 and NF4) having a better performance, especially 
in terms of the number of false detections; also, the detection rate reduction caused by 
the merging procedure is on average only 3.95% for the weight-sharing networks (NF1 
and NF2) and 3.16% for the non-weight-sharing networks. 
By comparing the merged results from the classifiers trained with the original and 
extended training sets, it is clear that there is an overall improvement, especially in 
terms of an important diminution of the false detection rate. The improvement is 
more dramatic in the case of the non weight-sharing classifiers, where the average false 
detection rate of the classifiers NF3 and NF4 is almost a fifth of that obtained from 
the classifiers F3 and F4, while the detection rate slightly improved. In the case of 
the weight-sharing networks there is also an improvement in the results where the 
average false detection rate of the networks NFl and NF2 is a third of that obtained 
with the networks Fl and F2, although the general improvement is damped by a 10% 
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diminution of the face detection rate. 
In the case of the Mixture of Networks classifier, in both cases (the networks trained 
with the original and extended data set), the performance improves especially in terms 
of diminution of the false detection rate, while suffering a small diminution of the 
detection rate. 
In general, this justifies the hypothesis that the architecture proposed by Rowley 
et al. can be improved by using the CNN paradigm, adding weight sharing to the 
retinal connections used by the cited authors; which allows us to obtain acceptable 
results with a relatively small data set. 
The results obtained by the DFFS-DIFS classifier are helpful as they allow us to 
compare the two technologies directly, as the same training set was used for each. 
The DFFS-DIFS classifier trained with the original front-view training set has a 
reasonable performance in terms of the detection rate, while performing poorly in 
terms of the false alarm rate. A difference in performance of 10% between the non- 
merged and merged results was obtained, while the number of false face detections 
decrease by a factor of 7. 
With the extended training set, much better results were obtained, with a very 
small difference of the detection rate obtained between the non-merged and merged 
classifiers, and a considerable reduction on the number of false face detections (3 times 
less). 
In general the difference in performance between the CNN classifiers and the DFFS- 
DIFS classifiers is similar in terms of number of detected faces, while the performance 
of the CNN classifiers is much better particularly with the results obtained with the 
original training set. As well as the non-weight-sharing CNN networks, the DFFS- 
DIFS classifier needs a larger training set in order to obtain reasonable results. This 
is understandable, since the method models a 321-dimensional face with 12 Gaussian 
clusters, with the implication that the number of training patterns and the variance of 
the training set should be large enough to allow the correct definition of each cluster. 
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3.7.2 The side view classifiers 
In general terms, the performance of the side view classifiers was considered to be 
inadequate. Before continuing, it is important to note that since the number of faces 
in the test set classified as being either being right-side or left-side face represents only 
slightly more than 10% of the total number of faces, it would be more appropriate to 
discuss the detection rate of the side-view classifiers using the view dependent results 
shown in tables 3.3-3.8 (the three bottom cells of the second column on each row in 
the mentioned tables). 
With both training sets, a very large number of false detections are produced, deem- 
ing meaningless the results obtained after the merging procedure; in the best case, the 
difference in the detection rate produced by the merging procedure is 21% (Network 
NS1, right-side view), but on average is around 30 percent. In the case of the DFFS- 
DIFS classifier the results are unsatisfactory, producing a very large number of false 
detections. 
It should be noted that the percentage of front and side view faces detected are 
similar, and that in terms of the absolute number of faces detected, the side view 
classifier performs better detecting front view faces than side view faces (but worse 
than any of the front view classifiers); after a visual inspection of the detections of 
front view faces by the side view classifier, I found that the side view classifier correctly 
classify slightly off centre front view faces This can be explained as a side effect of the 
more intrusive mask used for the side view classifiers; when presented with an off-centre 
front view face, the mask obscures the background on the side of the face, while the 
half of the front view face when masked resembles a side view face. An example of a 
figure showing front view faces detected by a side view classifier is shown in figure 3.10. 
The poor performance obtained for the side view classifiers is understandable - the 
problem is much more complex than the classification of front view faces, since for small 
changes in face orientation the amount of change of the face configuration is larger for 
the side view patterns than that of the front view patterns, with the consequence that 
there is a larger variance on the training set, and therefore a larger training set is 
necessary to adequately represent the whole class. Also, the side view patterns have 
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only 234 significant elements, a small number compared with the 320 used for the front 
view patterns. 
Figure 3.10: Detection of front view faces by the side view classifier (SM1). 
3.7.3 The merging procedure 
The merging procedure is not perfect; a certain number of correctly detected faces will 
be eliminated, i.e. when a correctly detected face overlaps with a false detection which 
has a larger output, or when the detection area of two real faces overlaps. For example, 
the images (a) and (b) in figure 3.11 show an example of the first case, where one of the 
four detections shown is correct but its corresponding output value is the smallest one; 
since it completely overlaps with the other three detections it is eliminated during the 
merging procedure. Since the merging procedure assumes a strong positive correlation 
between the classifier output and the faceness of the analysed pattern, the number 
of correctly detected faces that are eliminated depends on the classifier generalisation 
capabilities. 
It was noted that in very even areas of the image the histogram equalisation within 
the preprocessing stage has the side effect of increasing the contrast of the pattern, 
which produces a pattern where there was none before. While it is useful to increase 
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Figure 3.11: Face detection examples in images from the Rowley et al. (1998) test set, using 
the front, view weight-sharing classifiers. The image pair (a,b) shows an example of how a 
correct detection is eliminated during the merging procedure. Image pairs (c,d), (e,f) and 
(g,h) are examples of detection before and after the merging procedure with standard merging 
thresholds (T0 = 0.0, r, = 0.0), while image (i) shows the results obtained after applying the 
merging procedure to image (g) with merging thresholds TO = 0.0, T, = 3.0. The detections 
shown in the images (c - i) were obtained with the classifier FM1, while the images (a) and 
(b) show results obtained with the classifier Fl. 
the contrast of images with poor illumination, the spurious patterns thereby created 
can sometimes be confused by the classifier with a face. It would be advisable to use 
the variance of the pattern intensity as a measure of texture, which would indicate how 
likely it is to find a face in that area. 
The image pairs (c,d), (e,f) and (g,h) in figure 3.11 show some examples of different 
images that compose the test set, before and after merging. The merging parameters 
Tp and T, are both equal to zero, with the effect that gone of the false detections 
will be eliminated, only multiple detections will he merged into single non-overlapping 
detections. Most of these false detections can be eliminated by choosing an appropriate 
set of parameters, e.g. the image (i) in the same figure shows how all the false detections 
are eliminated by using a particular set of thresholding values (r0 = 0.0, Tv = 3.0 in 
this case). 
The optimal thresholding values are different for each classifier, given the different 
training conditions and data used for each of them. In order to observe how different 
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thresholding values affect the classifier's response, the receiver operative characteristic 
curve (ROC) was plotted for each classifier; the ROC curve plots the face detection 
rate vs. the number of false detections per analysed window for different thresholding 
values (see figures 3.12- 3.16). 
The ideal point on a ROC curve is that which gives the best compromise between 
detection rate and false alarms and is normally selected as the inflection point of the 
curve. Since the ROC curves used to describe the behaviour of the classifiers depend 
on two thresholding values, we can define the ideal point as the intersection of the 
projection of the curve onto the planes ZY and XY. 
With the ROC curve we can also obtain a qualitative insight into the classifier 
performance, since for a classifier which does not perform well, the merging procedure 
- where the thresholding values are applied - will behave erratically, producing a 
rough curve when evaluated. For example, the side view classifiers tend to have a much 
rougher ROC curve as can be seen on the plot c in figure 3.16, or plot b in figure 3.12. 
3.8 Conclusions 
In this chapter the details for the implementation of face detectors are given. A varia- 
tion on the approach of Rowley et al. (1998) is proposed, which differs from the original 
approach in that weight sharing was used in a neural network with retinal connections, 
obtaining a fully convolutional neural network. It was proved that better generalisa- 
tion is obtained, with the implication that a smaller training set is needed in order to 
achieve similar results. 
In order to detect a larger range of face orientations two different training sets were 
tried, one composed with only front view face patterns and another with side view face 
patterns. While good results were obtained with front view classifier, the detection of 
side view faces proved to be a harder problem; the method should be refined in order 
to obtain better results, by diminishing the variance of the side view training set by 
constraining the range of facial orientations contained in the class, thus dividing the 
problem into a larger set of viewer-centered representations of the face object. 
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Figure 3.12: ROC curve of front view classifiers (original training set). In each figure the 
response of the classifier to variation of the merger parameters is shown. In the figure on the 
left, the X axis corresponds to the number of false detections per analysed window, the Y axis 
corresponds to the value of the accumulated point threshold Tt, used which varies from 0 to 5 in 
0.5 intervals. The Z axis corresponds to the fraction of detected faces. The colour of the graph 
indicates the value used by the output threshold To at each point. The graphs on the right hand 
side show the projection of the graph on the XZ plane: in the top-right graph the projection 
of the curve for three different values of Tt, while varying To is shown, while the bottom-right 
graph shows the projection of the curve for three different values of To while varying Tt,. 
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Figure 3.13: ROC curve of side view classifiers (original training set). In each figure the 
response of the classifier to variation of the merger parameters is shown. In the figure on the 
left, the X axis corresponds to the number of false detections per analysed window, the Y axis 
corresponds to the value of the accumulated point threshold T, used which varies from 0 to 5 in 
0.5 intervals. The Z axis corresponds to the fraction of detected faces. The colour of the graph 
indicates the value used by the output threshold To at each point. The graphs on the right hand 
side show the projection of the graph on the XZ plane: in the top-right graph the projection 
of the curve for three different values of T, while varying To is shown, while the bottom-right 
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Figure 3.14: ROC curve of front view classifiers (extended training set). In each figure the 
response of the classifier to variation of the merger parameters is shown. In the figure on the 
left, the X axis corresponds to the number of false detections per analysed window, the Y axis 
corresponds to the value of the accumulated point threshold T., used which varies from 0 
to 5 in 
0.5 intervals. The Z axis corresponds to the fraction of detected faces. The colour of 
the graph 
indicates the value used by the output threshold To at each point. The graphs on the right 
hand 
side show the projection of the graph on the XZ plane: in the top-right graph the projection 
of the curve for three different values of T11 while varying To is shown, while the bottom-right 
graph shows the projection of the curve for three different values of To while varying TV. 
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Figure 3.15: ROC curve of side view classifiers (extended training set). In each figure the 
response of the classifier to variation of the merger parameters is shown. In the figure on the 
left, the X axis corresponds to the number of false detections per analysed window, the Y axis 
corresponds to the value of the accumulated point threshold Tv used which varies from 0 to 5 in 
0.5 intervals. The Z axis corresponds to the fraction of detected faces. The colour of the graph 
indicates the value used by the output threshold To at each point.The graphs on the right hand 
side show the projection of the graph on the XZ plane: in the top-right graph the projection 
of the curve for three different values of T, while varying To is shown, while the bottom-right 
graph shows the projection of the curve for three different values of To while varying Tv. 
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Figure 3.16: ROC curve of DFFS-DIFS classifiers (original and extended training set). In 
each figure the response of the classifier to variation of the merger parameters is shown. In 
the figure on the left, the X axis corresponds to the number of false detections per analysed 
window, the Y axis corresponds to the value of the accumulated point threshold T, used which 
varies from 0 to 5 in 0.5 intervals. The Z axis corresponds to the fraction of detected faces. 
The colour of the graph indicates the value used by the output threshold To at each point. 
The graphs on the right hand side show the projection of the graph on the XZ plane: in the 
top-right graph the projection of the curve for three different values of T, while varying To is 
shown, while the bottom-right graph shows the projection of the curve for three different values 
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The depth in the scene is the main source of constraints for the simplification of the 
search for faces in a scene; by estimating a depth map of the scene, a rough description 
of the 3-D structure of the world around the robot can be recovered, which helps to 
define not only where one is likely to find a face but also which is the range of relative 
face sizes that might be found in the scene. 
In this chapter a depth estimation procedure is proposed. The method estimates the 
depth from a sequence of images obtained from a camera that is moving in a controlled 
fashion. The procedure is close in spirit to the work of Matthies et al. (1989), while 
adding some features to make it suitable for our necessities: it uses a hierarchical 
multilevel algorithm for combining different depth measurements, which allows us to 
obtain rough but fast depth estimation, increasing the quality of the measurements as 
the times goes by. The procedure is tested with a set of artificial and real images. 
The chapter is organised as follows: in the first section a review of depth estimation 
techniques is given, while the second section describes the theoretical framework for 
the proposed depth estimation procedure. In the third and fourth sections the method 
used to estimate the disparity between different frames is explained, together with 
an uncertainty analysis of the depth estimation procedure. The method used to mix 
different disparity maps is described in the fifth section. Section six deals with the 
practical aspects related to the physical implementation of the algorithm and finally, 
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section seven describes the set of experiments used to test the proposed method, and 
presents the results obtained. 
4.2 A small review of depth estimation techniques 
Automatic depth perception is a field of computational vision which attempts to recover 
the 3D structure of a scene from a set of correlated images. The techniques described in 
this review are called "passive" methods, in the sense that they rely on external energy 
sources in order to extract information from the environment. On the other hand there 
are the so-called "active", or "range finding" methods, which emit a controlled beam 
of energy and then, by measuring its reflection or time-of-flight, are able to obtain 3-D 
information from the environment'. A general review of the different methods used 
for depth estimation can be found in (Jarvis, 1983). 
The study of how biological systems perceive the world through their eyes (visual 
perception) has been the main source of inspiration for the development of algorithms 
for automatic depth perception, therefore it is necessary to describe first the biological 
cues from which depth can be derived by the optical system. 
There are three main biological phenomena that have been used as a basis for the 
development of automatic depth estimation systems. The first two are vergence and ac- 
commodation, known as "physiological" clues - first suggested by Berkeley (1709) - 
and the third is binocular stereopsis. 
Vergence: When both eyes fixate a particular object in the scene, the eyes swivel 
in order to keep the object centred on the retina; the eyes turn inwards while 
fixating a close object and are nearly parallel when they are fixating on the 
horizon. 
Accommodation: Change in shape of, or movement of, the lens in the imaging 
system is used to bring an object in the scene to focus. 
The term active vision not only refers to the sensing technology, as in this case, but also to the 
paradigm where the observer has an active role in the vision process, where by a direct interaction 
with the world or by exploiting the structural characteristics of a sequence of images, the task in 
mind can be solved (see Aloimonos et al. (1988) and Blake and Yuille (1992)). 
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Binocular stereopsis (Stereo Disparity): Animals with partially overlapping vi- 
sual fields (with the two eyes situated in the same plane) perceive depth by 
comparing the images projected onto the retina of each eye which, given the 
interocular separation, observe the same scene from slightly different positions. 
When observing a particular point of the scene, the eyes fixate on it, by swiveling 
in such way that the point is projected at the centre of each eye's retina; the other 
points in the scene (observed points) are projected at different positions on the 
retina of each eye and the difference between those positions is called binocular 
disparity. From the binocular disparity we can estimate the distance between 
the fixation and observed point, also called "relative depth". The absolute depth 
-the distance between the observer and the observed point - can be recovered 
if the distance between the observer and the fixation point is known (which can 
be recovered by triangulation if we know the vergence angle and the interocular 
distance). The disparity is roughly proportional to the relative depth, and in- 
versely proportional to the squared distance between the fixation point and the 
observer. 
Most of the algorithms for depth estimation that have been proposed rely on the 
binocular disparity, although some are based on physiological cues to estimate the 
disparity. For example, Jarvis (1983) discusses the use of auto-focus in order to estimate 
the depth in the scene: the camera lens position that gives the best focus at a particular 
point in the scene is found, and then with the knowledge of the camera parameters 
(focal length, and focal plane to image plane distance), the depth at that position can 
be found. In a similar vein, Pentland (1987) uses the amount of defocus (blur) as the 
main cue to estimate depth: the focus in an optic system depends only on the distance 
between the observed surface and the lens system, so by measuring the gradient of 
defocusing and with the knowledge of the camera parameters, the depth in the scene 
can be recovered. 
There are other cues for depth perception which require higher level processing (e.g. 
the recognition of features such as lines or shapes) and do not require binocular vision. 
These cues, called "pictorial" by Bruce et al. (1996), rely mainly on the perspective 
projection of the 3D scene on the retina. For example, the convergence of parallel lines 
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at the horizon gives an impression of depth; the vertical position of the projection on 
the retina of objects lying on the ground increases with distance (up to the vanishing 
point); an object closer to the observer might occlude another one which is far away. 
4.2.1 Depth from motion 
The approach for face detection described in this chapter relies on the motion of the 
observer to estimate the depth in the scene, for this reason, in the rest of this section 
a more detailed review of depth from motion techniques proposed is given. 
A phenomenon that in principle is equivalent to binocular stereoscopy is motion 
parallax. Motion parallax is defined as the movement of the image of an object over 
the retina; the rate of movement is directly proportional to the velocity of the object 
relative to the eye, and inversely proportional to the distance between the object and 
the eye. While binocular stereoscopy relies on the spatial configuration of the two eyes 
in order to induce the disparity, motion parallax relies on the movement of the observer 
to induce a similar disparity. Binocular disparity and motion parallax represent spatial 
and temporal samplings of the same 3-D information (Bruce et al., 1996). 
In either case, the first step to take in order to estimate depth is to solve the cor- 
respondence problem, which involves matching corresponding elements in a pair of 
images (Marr and Poggio, 1976; Ullman, 1979). The solution of the correspondence 
problem is expressed in terms of a disparity map for binocular stereopsis and with an 
optical flow field, where the time between frames is taken into account, for a moving 
observer. 
Optical flow is defined as the vector field that describes the variation of brightness 
patterns in the retina produced by the relative movement between the observer and 
the environment. It is important to note that, although the optical flow can be ob- 
tained by solving the correspondence problem, it can also be obtained by other means: 
correlation based methods that match small windows between frames (e.g. Anan- 
dan, 1984), gradient intensity based methods, that measure the image velocity from 
spatio-temporal derivatives of the image intensities (e.g. Horn and Schunck, 1981; 
Lucas and Kanade, 1981), or frequency based methods, that use orientation sensitive 
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filters in the Fourier domain to estimate the image velocities, (e.g. Simoncelli and 
Adelson (1991) combine gradient- and frequency-based methods). A thorough survey 
of different techniques used to estimate the optical flow can be found in (Beauchemin 
and Barron, 1995). 
The general problem of motion perception (or structure from motion) involves re- 
covering the motion and the structure of the scene from a sequence of images. The 
approaches used for the solution of this problem can be classified as discrete-time or 
continuous-time methods: discrete-time methods are based on the relative position 
of features being tracked, while continuous-time methods rely on the image velocity 
(optical flow). 
The first step in discrete-time methods is to find the correspondence between frames 
of a number of image features present in all the frames, and then use their positions to 
calculate the essential matrix, which encodes the rotation and translation of the camera 
between frames. After the essential matrix has been found, the translation rotation 
and depth can be recovered from it. A typical example is the eight-point approach 
proposed by Longuet-Higgins (1981). The main disadvantage of this method is that it 
is quite sensitive to noise, although some more robust algorithms have been proposed 
recently. A complete explanation of the algorithms used by this kind of method can 
be found in (Faugeras, 1993; Kanatani, 1993, chapters 7 and 6 respectively). 
Continuous-time methods compute the observer motion from optical flow, which 
involves solving the equation that relates the movement of the observer, expressed 
as a rotation and translation velocity vector [Il, T], and the optical flow'. One of 
the first examples of this kind of approach is given by Koenderink and van Doorn 
(1976) who show that patterns of relative motion within a small region of the flow field 
can be described as the sum of an expansion, a rotation and a deformation. These 
transformations can be used to estimate invariant properties of the motion and surface 
shape. Longuet-Higgins and Prazdny (1980) proposed a method for the determination 
of unrestricted motion of the observer (translation and rotation) with respect to planar 
surfaces from the optical flow. Heeger and Jepson (1992) split the optical flow equation 
into three sets of equations, which allows them to solve first for translation, and then 
2 The full description of this relationship is given in section 4.3. 
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for rotation and finally depth. 
As was pointed out by Adiv (1985), the problem of motion perception is basically 
the same for the discrete and continuous methods, the latter being an approximation 
of the former under the following conditions: 
The ratio between the Z component of the observer's translational speed and 
environment's absolute depth is small (Tz/Z « 1)3. 
The rotation parameters are small. 
The camera field of view is not very large. 
The solution of the general problem of motion perception is a difficult task, given the 
complex relationships between the optical flow and the unrestricted movement of the 
observer; the problem is greatly simplified if the motion of the observer is known. The 
first approaches for depth estimation which take advantage of using a predetermined 
translation movement utilise a forward motion, which produces an expansion of the 
image around the focus of expansion4 (FOE); in those cases the velocity vectors that 
compose the optical flow point radially outwards from the FOE, while their magnitude 
is directly proportional to their distance from the FOE and inversely proportional to the 
depth. For example, Williams (1980) presents an algorithm for depth estimation using 
a forward-controlled camera movement and an explicit model of the scene, in terms of 
surfaces parallel to the image plane or the ground plane. The depth is estimated by 
minimising the difference between an artificial image generated by extrapolating the 
original scene image (given the scene surface model and the known camera translation) 
and the actual image obtained after the motion. In 1983, Buxton and Buxton proposed 
the use of the visual motion of edges in the scene in order to infer depth under forward 
motion. The edges are detected by computing spatio-temporal zero-crossings by using 
a generalisation of the Marr and Hildreth edge detector operator (1980). In the field 
of robot navigation, Perkins and Hayes (1994) implement a real-time depth estimator 
that works in a mobile robot as the basis of a vision-based navigation system. Under 
3 namelly, the inverse of the time to contact. 
4 The focus of expansion can be defined as the point where the translation vector, T, pierces the image 
plane (see appendix A). 
ER   TIMATION 
 l .
),  t i l
 nuous a
  s
•  ee    ' l ti l 
l l /Z <C I 3
• e e .
•    s   
l l ti  i lt the
 t t
 tl i li  r r n. 
irs ti
l ti  is , i  t
4    
s  i l s i a t
rt l s l l t
ia  l ti ti  
a le  t l  
r l l a  ti
s  fer rti t  l ti  t
l e    tra
 t l 
 f
 ti r l 
r l ti  ldret   t t . 
f a es ) l ti
rks e i ti  
 l ers  .
4 n e  l t
i .
CHAPTER 4. DEPTH ESTIMATION 72 
the constraint that the robot moves in a trajectory parallel to the optical axis of the 
camera, they define a radial optical flow field. The optical flow is estimated by tracking 
a set of labelled edges as the robot moves. The main disadvantage of the forward 
motion is that the accuracy of depth estimates diminishes as the distance between the 
image features being tracked and the FOE diminishes, with the result that the depth 
in those areas close to the FOE can not be reliably estimated. On the other hand, if 
the observer moves sideways an even accuracy in the optical flow field is achieved, for 
example, Matthies et al. (1989) propose an on-line incremental method, that uses a 
Kalman filter to reduce the uncertainty of the measurements over time; the camera is 
translated along a trajectory parallel to the image plane in order to induce disparity 
from which the depth is recovered. 
Certain approaches for depth estimation adopt the paradigm of "active vision" in- 
troduced by Aloimonos et al. (1988), in which a purposive strategy is used in order 
to constrain the solution of the problem: the observer is no longer a passive subject, 
instead it becomes an active agent that interacts with the world in order to simplify 
the solution of a particular task. For example, concerning the solution of the problem 
of structure from motion Aloimonos et al. (1988) shows that a closed form solution is 
possible if a binocular observer keeps tracking a point on a moving object (or while the 
observer is moving). Hayes (1989) implemented a real-time, biologically inspired depth 
estimation algorithm based in the work Ballard et al. (1988), where the relative depth 
is estimated from the spatio-temporal derivatives of a sequence of images grabbed while 
the camera is moving in a controlled manner, keeping the camera fixated on the centre 
of the scene. The absolute depth is recovered using the distance to the fixation point, 
which is estimated by triangulation since the vergence angle is known. The image 
spatio-temporal derivatives are calculated using a Datacube MaxVideo, producing a 
full frame depth map 12.5 times a second. Huang and Aloimonos (1991) use an active 
approach to compute the relative depth of a scene from the spatio-temporal deriva- 
tives, for different kinds of translations: along the optical axis, parallel to the scene, 
general translation (without rotation) and the general case (translation and rotation 
of the observer). 
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Figure 4.1: Figure(a) shows the camera mounted in the mobile robot, and how the coordinate 
frame is attached to it. Figure (b) shows the perspective projection of the scene into the image 
plane (the camera is focused at infinity). 
4.3 Depth estimation 
In this section the theoretical framework used for the depth estimation algorithm pro- 
posed in this chapter will be given. The relationship between the movement of the 
observer and the projection of the 3-D scene in the image plane is analysed, and then 
a description of the method used to estimate the disparity between frames is given. 
4.3.1 Camera model 
A pinhole camera model was used to establish the geometric relationship between the 
information in the 3-D scene in front of the camera and its projection in the 2D image 
plane. This relationship is expressed as 
fY 
a- = Z + xo, y = Z + yo 
where (X, Y, Z) are the coordinates of a point P in the 3D space, (x, y) are the co- 
ordinates of the projection into the image plane, (xo, yo) are the coordinates of the 
intersection of the camera Z axis and image plane (optical centre)5 and f is a conver- 
sion factor (analogous to the camera focal length) between meters in the real world and 
pixels in the image plane. A right-handed coordinate system centred at the camera 
viewpoint with the axis Z in the same direction as the camera optical axis was used 
(see figure 4.1). 
5 For simplicity in the rest of this chapter it will be assumed that the optical centre (xo, yo) coincides 
with the origin of the image plane. 
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The pinhole camera model is ideal; when using real cameras a calibration process is 
needed in order to make the measurements obtained with the camera compliant with 
the model and to eliminate possible optical distortions in the image. A full description 
of the calibration process is described in the appendix A. 
4.3.2 Camera Motion and Depth 
The projection into the image plane of a space point P = [X, Y,Z]T moving with a 
translational velocity T = [Ti,TV,Tz]T and an angular velocity fZ = [5z, Sty, Q ]T, de- 
fined with respect to the camera axis frame, is given by (Longuet-Higgins and Prazdny, 
1980): 
Lt.l_ 1 L 0 X 1 T r f 1+ fz) Y 1 zl 







where [u, v]T is the optical flow vector. This equation also expresses the case when the 
point P is static and the camera is moved with translational velocity -T and angular 
velocity -Il (i.e. it is the relative motion of observer and object that induces the 
optical flow). 
From the equation 4.2 it can be seen that the depth in the scene, Z, can only be 
recovered if there is translation. Rotation alone does not convey any depth information; 
for this reason, to induce changes in the image plane from which the depth in the scene 
could be extracted, a translation movement is used. 
Matthies et al. (1989) show that the most effective kind of translation is parallel 
to the image plane; the accuracy of the depth estimation is increased as the distance 
from the image features and the focus of expansion (FOE) increases. When the camera 
moves along the X or Y axis of the camera coordinate system the FOE is set at infinity, 
and a uniform accuracy is obtained for every point in the image. Because the camera 
is mounted on a mobile robot, the only possible translation is parallel to the ground 
plane; the camera is translated by moving the robot along the camera's Y axis. 
Since the camera is only moved horizontally along the camera Y axis the motion 
parameters are IT = (0,Ty, 0)T, n = (0, 0, 0)T}; substituting them into the equation 
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Given that the conditions outlined by Adiv (1985) are fulfilled (see page 71), we can 





where AY is the camera displacement, and Ay is the image disparity. Uncertainties 
due to the estimation of the different variables of the last equation have to be taken 
into account in order to have a faithful model; an analysis of the different sources of 
variation and its representation will be given in section 4.5. 
4.4 Estimation of disparity 
For the estimation of the disparity between two images a correlation-based technique 
called the sum of squared differences (SSD) was used (Anandan, 1984). This tech- 
nique integrates the square differences of the intensity over small windows between 
two images; the result is an error measure of how well the windows compared match. 
Given two images Il and 12, the SSD error at the coordinates (x, y) in the image is 
given by 
e(Ax,Ay;x,y) = f f w(a,Q)(I1(x-Ax+a,y-Dy+0)- 
I2 (x +a, y +0)1' da d/3 (4.4) 
where (Ox, Ay) expresses the difference of the position of the windows, a and Q index 
over the windows used, and w(a, 3) is symmetric, non-negative weighting function. In 
the work presented here the weight function used is defined as w(a, 3) = 1. 
For each pixel in the first image, I,, a window is extracted and compared with the 
adjacent windows in the second image, 12. The set of SSD error measures in the 
vicinity of the position of the window forms what is called the SSD error surface. The 
best match occurs at the minimum point of the error surface; the difference in position 
between the windows with the best match is the estimated disparity Dy. As pointed out 
in section 4.3.2, since the camera movement used to induce the disparity is a translation 
ER   TIMATION 
 l   
 )   e 
 s ti ri  i
 i
ti ti t t
i f l ; l  t f
nt ti  
i ari
ti ti  ri   -
 er  ) na , ). 
fer   i l s t
 l  s 
a \ /  at ,  i
(Aa;,  z, y) = (a,/3)[Ii(x-&x + a,y-Ay  /3)-
2(x   f3)}
2 dfi ( .
A  e   i s, .  ft 
s , / i ,  
 f   (a,/3) 
/i    
t s  /2-   
i    ace. 
  e  i
s t  ri A . s 
ti ,  rit  
CHAPTER. 4. DEPTH ESTTMATTON 
Disparity 
94 a) 1 0.88 2. 




Figure 4.2: Example of SSD matching: The image 11 in the top left shows the areas related to 
the SSD surfaces shown in plots a-c marked with a white square. The images a-c show the plot 
of the SSD surface around the minimum with a solid line, and the parabola fitted to it with 
a dashed line, the search starting point. is marked with a circle, and the parabola's minimum 
with a triangle. The table at the bottom left shows the estimated disparity values for each 
case, with their respective confidence measure. For display purposes the size of the matching 
windows used for this example is 11 x 11, which gives a much smoother output than the 7x7 
and 9x5 windows used for the experiments described at the end of this chapter. 
along the Y axis of the camera coordinate system, we only expect to find disparities 
in the direction of the images scan lines, therefore we obtain a unidimensional SSD 
surface. 
An important property of the SSD technique is that it provides a confidence measure 
of the disparity estimation; incorrect estimates are often obtained for those areas in 
the image that are homogeneous, or that become occluded between frames. Anandan 
(1984) proposes the use of the following confidence measure 
e(zij - 1) - 2e(y) + e(Dj + 1) 
(4.5) 
c(Dy - 1) + 2e(Ay) + e(Dy + 1) 
which gives values in the interval [0, 1] (low and high confidence respectively). The 
numerator in the equation estimates the SSD error surface's second derivative with a 
I x 3 Laplacian operator, which, being centred at the SSD surface's minimum, will pro- 
duce the second derivative of the parabola fitted to the minimum and its two adjacent 
points, and is directly proportional to the curvature of the SSD surface. The denom- 
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inator normalises the expression and makes it inversely proportional to the minimum 
value on the SSD surface. 
In the implementation of the SSD disparity estimator described in this chapter, in a 
similar fashion to Matthies et al. (1989), instead of directly using the minimum of the 
SSD surface as the true estimate of the disparity, a parabola a(Ay)2 + boy + c = 0 
is fitted to the points (emzn(Ay - 1), emin(O), emin(Dy + 1)) and its minimum 
(Ay = -b/2a) is used as a sub-pixel precision estimate of the disparity. 
The confidence measure proposed by Anandan uses the minimum of the SSD error 
surface which is always greater than or equal to zero to estimate the disparity; when 
using the sub-pixel disparity estimation this is not necessarily the case, since the real 
minimum of the parabola could fall below zero. This tends to happens in those image 
areas with a high intensity gradient, where the minimum SSD error is small and the 
two lateral points around the minimum of the SSD surface are uneven. The effect 
of this on the confidence measure is that values larger than one can be obtained; in 
practice it was found that confidence values slightly larger than one are obtained when 
the three points used to characterise the SSD error surface at the position of the best 
match are produced by comparing image areas that represent the same spatial surface 
(where the changes in depth are smooth), while the confidence related to those image 
areas where depth discontinuities are present will produce even larger values (between 
1.5 and 2.0). 
For practical reasons, in order to keep the confidence measure bounded in the inter- 
val [0, 1] a new confidence measure was used. The confidence is estimated using the 
following equation 
e y-1 -2e y +e Dy+1 
e oy-1 +2e Dy +e e(Ay) > 0 ay+1 





Dy)+ee( e(Dy) < 0 - ay+1 
which ensures that only magnitude of the error measure is taken into account when 
estimating the confidence. 
The confidence measure is convenient since it allows us to rank the estimated dispar- 
ities in terms of their reliability, and then eliminate those measures whose confidence 
is below a certain threshold. We also need to express the reliability in more general 
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terms, so that we can obtain an estimate of disparity error that would be expected. 
An analytic expression for the uncertainty of the disparity was given by Matthies 




where an is the variance of uncorrelated Gaussian noise inherent to the camera sensor, 
and a is the quadratic term of the parabola fitted to the minimum of the SSD error 
surface. The shape of the parabola depends directly on the "average roughness" of the 
intensity surface; an area with small intensity changes will produce small differences 
in the error surface, and as a result the parabola fitted at the minimum of the surface 
error will have a wide aperture (a will be a small number), on the other hand if there 
are abrupt intensity changes, the parabola will have a small aperture (a will be a large 
number). 
4.5 Depth uncertainty analysis 
It is important to take into account how the uncertainty of the different variables 
involved in the depth equation propagates into the depth estimation process. The un- 
certainty in the depth estimation depends on the uncertainties of the disparity measure 
aAY, the camera displacement ay and the focal length af; since these parameters are 
uncorrelated the uncertainty of the depth is given by 
2_ 2 1/dZ 2 z dZ \lI 2 z dZ \12 aZ-aAV\d0y) +af(dfJ +CYI y) 
where aZ is the variance of the depth measure. Substituting equation 4.3 into this we 
obtain 
or 
DY \I z DY z 
I/ 
\I 2 f Z - CAY (Dy2 / +of Z 
Y+ 0,2Y 
\ r/ 
In order to understand how much weight should be given to these different sources 
of error it is necessary to analyse them in the context of the physical implementation 
of the algorithm. 
In the case of the uncertainty of the disparity estimation process (apy), it is directly 
proportional to the square of the distance between the camera and the objects situated 
   TIMATION 
  
l i  ri a t i
  rit a^ 
\  
s ti tt   
 t
t  l i es  ll i ference
l l tt  a
r i l





t  ti t  
cr^ ,  O   l cr?;
2 2 2
o\  . ti ti  
i
t     e t 
f   
 .
 i rit ti ti cr2^ , t
t
CHAPTER 4. DEPTH ESTIMATION 79 
in the scene; this means that the quality of the disparity estimation rapidly degenerates 
with the distance to the object. It is also directly proportional to the uncertainty of 
the disparity estimation ad, which is described by equation 4.7, and which heavily 
depends on the local characteristics of the intensity image, such as illumination, and 
image gradient. 
The uncertainty in the focal length (af) has little influence on the accuracy of the 
depth estimation process; if we consider the variance of the focal length - estimated 
in appendix A as 0.0076 px2 - and since the actual displacement of the camera is 
relatively small (in practice, camera displacements of 0.045 m were used), the standard 
error due to variance in focal length is of the order of 4 mm. 
As was explained before, the images are grabbed at regular intervals while steadily 
moving the robot in a direction parallel to the image plane. Variations in the robot 
velocity, or in the timing of the image grabbing process, produce variations between 
the planned camera position for each frame and the actual camera position when the 
image was taken. These variations will induce changes in the estimated depth, but 
since the position of the camera is recorded at the moment each frame is taken and the 
difference in position between frames is used as the measure of the camera displacement, 
the main variation in displacement should be imputed to the robot odometry system, 
which "assigns" a particular position in space to each frame. Odometry has a bad 
reputation when it is used to calculate the position of a robot in navigation tasks, 
because when the robot moves long absolute distances, small errors are accumulated 
producing gross errors; in the case discussed here, the robot is moved only once, for 
a short distance, at relatively low speed. Another possible source of error could be a 
non-perfectly-parallel robot movement with respect to the image plane; such a problem 
could arise through imperfections on the floor surface, non-equal speed on the robot 
wheels or an error on the rotation of the pan-tilt unit controlling the camera position. 
The variations due to errors on the planned robot movement (non-perfectly-parallel 
movement and odometry errors) were considered negligible given the small distance 
used while moving the robot and the low speeds used during the capture process. 
The main source of uncertainty in the depth estimation process is therefore the er- 
ror in the disparity computation: its dependency on the distance to the object has a 
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greater influence than the other two cases. Also, the errors in the focal length and cam- 
era displacement are stable variables which depend on the internal characteristics of 
the hardware used, and their effect can be minimised by selecting appropriate working 
conditions, while the variance of the disparity estimation depends mainly on environ- 
mental conditions such as the degree of texture on the scene surfaces or the scene 
lighting (which affects the amount of Gaussian noise produced by the camera sensor) 
which can not be controlled. For these reasons it was considered safe to approximate 
the variance of the depth map obtained as 
2 2 (fLSYl2 oZ CVd`Dy2l 
4.6 Improving the quality of the depth map 
A particular problem that occurs while estimating the depth in the scene from a se- 
quence of images is occlusion. As was explained before, the disparity is basically 
estimated by comparing two image frames, each of them representing the projection of 
the 3-D scene into the image plane from a different position. Occlusion happens when 
the relative change in position between the camera and an object provokes the latter to 
obstruct a region of the image that would have been visible otherwise. The immediate 
consequence is that some regions in the image that were visible in one frame will not 
be in the other one, thus rendering disparity estimation in those areas impossible. 
The degree of occlusion in an image pair depends on the distance between the camera 
and the objects in the scene, the size of the objects and the camera displacement 
between frames; of these three parameters only the third one is under our control, and 
we can minimise the occluded areas by moving the camera in small steps, with the 
disadvantage that the range of depth that can be estimated is constrained thereby. 
In order to minimise the effects of occlusion, increase the depth range and optimise 
the quality of the depth measurements obtained, a multi-level disparity estimator was 
implemented. The method uses increasingly larger camera displacements to estimate 
a set of disparity maps which are then mixed to form a unique, more reliable disparity 
map. Every disparity map is calculated with respect to a central frame and at each 
level two frames are grabbed, each of them being captured with the camera situated 
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1. Move the camera along the Y axis steadily, and grab a set of frames .F i = O...n -1 
at regular intervals (n is an odd number). Record the camera position at the instant 
each frame was grabbed using the robot odometry. 
2. The disparity is estimated in j = 1..(n - 1)/2 levels. In each level two disparity 
maps estimated between the central frame .T., c = n - (n - 1)/2 and the frames 
Yi, i = c ± j, and then mixed to form a unique disparity D. . 
3. From the second level onwards, the disparity map obtained in the previous level D,_1 
is mixed with the one obtained at the current level. 
4. The confidence map for the final disparity map is calculated and then used to thresh- 
old the disparity map in order to discard unreliable measures. Finally, given the 
known camera displacement and focal length, the depth map is obtained using the 
equation 4.3. 
Table 4.1: The Depth estimation procedure. 
at the same distance from the camera's central position but in opposite directions (see 
figure 4.3). Two disparity maps are estimated at each level and mixed to form a single 
disparity map. In the same fashion, when the disparity maps at each level have been 
mixed, the resulting map is mixed with the map obtained at the previous level. The 
last step is to eliminate those disparity estimations with a low confidence measure 
(below a certain predefined threshold), and to calculate the depth map using equation 
4.3. The mixing procedure is explained in the following subsection. An algorithmic 
description of the process is given in table 4.1. 
4.6.1 Mixing disparity maps 
The objective behind using a mixture of disparity maps is twofold. First, we attempt 
to minimise occlusion, without sacrificing the range of depths that could be estimated, 
and also we try to improve the quality of the disparity estimation. 
On each level two disparity maps are mixed; since they are the product of camera 
translations in different directions it is expected that most of the occlusions that are 
produced by the camera's movement in one direction will not be produced if the camera 
is translated in the opposite direction. Also, by mixing disparity maps due to different 
translations (mixing results between levels), we manage to avoid gross occlusions. 
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Figure 4.3: Diagram of the multilevel depth estimation procedure (two levels used). 
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The other advantage of mixing disparity maps is that the we can obtain a better 
estimate of the disparity, since we have more than one measure for each point in 
the image. The strategy used to combine two disparity maps is by using a weighted 
sum of the different measures, where the weights are chosen by the reliability of each 
measurement. The reliability is expressed in terms of the depth variance 0' 2 , in order 
to avoid the scaling problems that arise when the two disparity maps to be mixed are 
not due to the same translational amount, as happens when the camera movement is 
not quite precise or when the disparity maps to be mixed were produced at different 
levels. 
The depth mixture is defined as 
Z=W1Z1+W2Z2 , W1+W2=1 (4.10) 
where Z is the optimally mixed depth, Z1, Z2 are the two depth measures to be mixed 
and W1, W2 are the respective weights. Since the two depth estimations are indepen- 
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oZ = W12 azi + W2 42 (4.11) 
The depth reliability is optimised by minimising the variance of the mixed depth 
measure; under the constraint Wl + W2 = 1, the weights that minimise the equation 
4.11 are 
0, Z2 2 
1 = Uzi 2 2 2 ° 2 2 
O zi + aZ2 aZl + aZ2 
(4.12) 
By substituting equation 4.12 into equation 4.11 we find that the variance of the 
optimal depth estimate is expressed as 
2 2 azlo.zy 
2 2 
azi + az2 
(4.13) 
Although a depth estimation quality measure can be obtained from the depth vari- 
ance, it is not a straightforward procedure since it is strongly influenced by the distance 
between the objects in the scene and the camera; on the other hand, the disparity 
variance is independent of the 3-D scene structure, allowing us to directly extract a 
confidence measure from it. The use of the Anandan confidence measure, which is de- 
scribed in terms of the disparity variance and the fitting error, is a convenient option 
given its bounded nature which facilitates the task of choosing a threshold value to 
eliminate unreliable measures. 
As explained before, the Anandan confidence measure is defined in terms of the 
parabola fitted to the minimum of the SSD surface. Therefore, we need to find how 
the parabolic parameters from each of the disparity maps to be mixed are propagated 
into the optimal disparity map. It is important to note that although the mixture is 
defined in terms of the depth variance, what is actually mixed is the disparity maps. 
The first step taken in order to mix two disparity maps is to estimate their depths 
(Zl, Z2) and their variances (0,2 2 4Z2) using equations 4.3 and 4.9 respectively. The 
optimal depth and its variance are then calculated using the equations 4.10, 4.12 and 
4.13. The next step is to find for each depth measure the parameters of the parabola 
&Dy2 + boy + c = 0, from which we could reconstruct the optimal depth and variance 
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maps just calculated. For this it is necessary to describe the relationship between the 
parabola parameters and the disparity measures obtained and the optimal depth and 
variance equations. 
The optimal depth variance can be described in terms of their lowest level denomi- 
nators by substituting the disparity variance given by equation 4.7 into depth variance 
equation 4.9, and then the result into equation 4.13: 
f DY2LXY2 
° = z - 2 2vnalAy4AY2+a2Ay4AY2. (4.14) 
In turn we can also express the optimal depth variance in terms of an hypothetical 
optimal quadratic term, camera displacement and image disparity as follows: 
z 4 = 2f20,22 A 44 (4.15) 
y 
if we combine the last two equations we find that the relationship between the free 




AY2 aAk - a1AY2 +a20Y . 2 1 2 
The optimal camera displacement AY has to be the same for the whole map; for 
simplicity the largest camera displacement of the two maps to be mixed is assigned to 
it. The optimal disparity Ay is calculated by substituting the optimal depth 2 into 
equation 4.3. The optimal quadratic term is then expressed as: 
a f4o,2 (a1 p Y i + a2 DY?AY1 > DY2. (4.16) 
The optimal linear term b can be defined in terms the disparity Ay, and the quadratic 
term a, by using the expression that gives the minimum of the parabola Ay = -b/2a. 
b=-2fa r1. (4.17) 
The independent term c depends on the amount of noise present in the images and 
it defines the matching error at the minimum of the parabola 
e(x)=axe+bx+c, x=-2 
While the mixing procedure directly involves the quadratic and linear terms of the 
parabola, it does not affect the matching error, and therefore c; for this reason it was 
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decided to define it in terms of the weighted average of the matching error of the two 
disparities to be mixed (ei(Dyi),e2(42)) The optimal independent term is then 
defined as: 
2 
c = ei(Ayi)Wi + e2(Ay2)W2 + 4& 
where (W1, W2) are the averaging weights defined in equation 4.12. 
(4.18) 
Once the parabolic terms that define the optimal disparity measure have been cal- 
culated, its confidence measure can be estimated by substituting the error values at 
the minimum and adjacent points of the optimal parabola, into equation 4.6. 
4.7 Implementation of the depth estimation procedure 
4.7.1 Physical constraints to the depth estimation procedure 
There are certain parameters that have to be defined for the implementation of the 
depth estimation procedure; it is necessary to define what range of depths is needed 
given the task that we have in mind, and how precise those measurements should 
be. Once the depth range has been defined, we can find, given the camera internal 
parameters, how much disparity has to be induced in order to estimate the depth map 
within the required range, and how much should we move the camera for that purpose. 
The depth in the scene is needed in order to find constraints for the search for 
faces in the scene in front of the camera, therefore we are interested in the range of 
depths where a face might be found. Knowing that a human face has an average size 
of 14.5 + 3 cm(Jurgens et al., 1990), and that the smallest face pattern detected by 
the face classifier described in chapter 3 has a size of 20x20 pixels, we can substitute 
those parameters (the largest face that we might expect to find and the size of the 
window used by the face classifier) into the pinhole camera equation 4.1 and define the 
maximum depth as 
Zmax = 
fYface (477.71 px)(0.175 m) = 4.18 m. 
Yf ace 20 px 
(4.19) 
The minimum depth depends on the maximum face size that could be seen by the 
camera. Given that the image obtained by the camera has a resolution of 640x480 
pixels, the minimum distance between the face and the camera is Zmin -- 0.17m. 
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Now the range of depths has been defined we need to find the minimum necessary 
camera translation to induce the flow in the scene that would allows us to recover the 
depth in the predetermined range. The disparity was calculated using an evenly spaced 
grid of 320x240 points on a 640x480 image. Substituting the minimum disparity of 
Ay = 1 pixel and the maximum distance Zmjn in the projective equation 4.3 we find 
the minimum required translation 
AYnm = 
Zmax zXymin (4.18 m) (1 px) 
cm. f 477.71 px 
Three levels were used for the disparity estimation; in order to achieve a higher accuracy 
while moving the robot a larger translation than required was used. The camera 
was uniformly translated and the images were grabbed at regular intervals such that 
the translational difference between frames was 2.5 cm; with this, the displacements 
between the central frame and the lateral frames were 2.5, 5.0 and 7.5 cm for each level 
respectively. The exact position of the camera is recorded at the moment each image 
is grabbed and is obtained using the robot odometry. An algorithmic description of 
the method was given in table 4.1. 
4.7.2 Moving the Camera 
The camera is mounted on top of a Real World Interface B21 mobile robot; the robot 
has a cylindrical shape, it can either move forwards or backwards, and it can rotate 
around its vertical axis. On the top of the robot, there is a pan-tilt unit with a CCD 
camera attached to it, at approximately 15 cm from the robot rotation axis, and 1.25 
metres from the ground plane. The pan-tilt unit gives two degrees of freedom to the 
camera, rotating around its x-axis and y-axis (see image (a) in figure 4.4). 
It is necessary to move the robot's body in order to change the position of the camera; 
as explained before, it was decided to use a movement direction parallel to the image 
plane (the XY plane in the camera coordinate system). Two movement strategies 
were tested. For the first one a quasi-lateral movement of the camera was achieved 
by rotating the robot body by an angle a while rotating the camera around the X 
axis (panning) by the same angle in the opposite direction; if the angle is small, the 
difference in the camera position along the Z axis is minuscule and can be ignored. 
The B21 robot and camera control units are independent and theoretically it is not 
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possible to coordinate them in order to achieve a smooth continuous movement while 
keeping the camera body perpendicular to the XY plane. For this reason a discrete 
approach was used, where the images are captured with the robot body and camera 
static and set at a particular set of configurations which lies within the ideal robot- 
camera continuous trajectory. The set of configurations are calculated in such way that 
the robot-camera original position corresponds to the central frame, while the rest of 
images are taken at symmetrical positions with respect to the original position, keeping 
the difference in camera displacement with respect to the central position along the Y 
axis as a multiple of AY.,.. 
The second strategy first rotates the robot body 90 degrees in one direction while 
panning the camera 90 degrees in the opposite direction; with this arrangement the 
robot direction of movement is orthogonal to the camera orientation, and by trans- 
lating the robot (forward or backward), a smooth continuous lateral movement of the 
camera is achieved. The images are captured while the robot is translating; the desired 
displacement between frames is achieved by controlling the translational speed and the 
inter-frame capture time (see image (c) in figure 4.4). 
The main advantage of the rotational strategy is that it is not necessary to translate 
the robot, and the depth in the scene can be estimated on the spot, something that is 
particularly useful when the area around the robot is occupied. On the other hand, the 
main disadvantage is that the camera position estimation is not very reliable; although 
using the robot odometry we can have a good estimate of the rotation of the robot 
body, the pan-tilt unit does not have any kind of feedback mechanism that would allow 
us to determine the actual orientation of the camera (during the implementation it was 
noted that the pan-tilt unit has a fair amount of play). 
In the case of the translational movement, the main advantage is the simplicity of the 
approach, and the fact that good estimations of the position of the robot at any time 
can be obtained. The main disadvantage is that it requires a certain amount of space 
around the robot. Results obtained with each approach are analysed and discussed in 
section 4.8. 
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Figure 4.4: Robot motion: a) the B21 robot "Gillespie". Image (b) shows how the robot 
moves in the rotational strategy for camera translation (the rotation angles are exaggerated 
for clarity). Image (c) shows the robot configuration with the translational strategy. 
4.7.3 Image noise quantisation 
The amount of Gaussian white noise present in the images was estimated by obtaining 
some statistics from a set of images captured using the robot's camera. 
Thirty 640x480 images were captured; the scene in front of the camera was static 
and special care was taken to avoid illumination changes in the scene. The pixel-wise 
mean of the images was calculated and then its difference with respect to each image 
was used as a set of samples of the image noise; the sample mean and variance of the 
noise images was then calculated, and from them the niea.n and variance were used to 
characterise the image noise. 
Two cases were considered: in the first case the statistics were obtained from the 
raw images, in the second one the optical distortion correction process described in 
appendix A was applied to each of the images beforehand in order to consider the pos- 
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sible disturbances induced by the imaging process (a bilinear interpolation mapping). 
The variance estimated was 2.64 and 3.40 squared intensity units6 respectively. 
4.8 Experimental results 
Two different experiments were tried. The first experiment uses a sequence of artificial 
images in order to evaluate the performance of the disparity estimator under controlled 
conditions. The second one evaluates the quality of the depth estimator as the distance 
between the objects in the scene and the observer is increased, using real images. 
4.8.1 Depth estimation results on artificial images 
The artificial images are composed by projecting a set of flat geometric figures placed 
into an 3-D scene, into the image plane. Two different kinds of artificial images were 
generated: in the first kind the background as well as the figures are "painted" with 
random dots, while in the second kind a grey-level texture is used. The random-dot 
images can be considered ideal, since they are rich in high spatial frequencies which 
allow us to make very good matches for every part of the image. On the other hand, 
textured images are more similar to real images, where there is a wider variety of 
spatial frequencies. Examples of the artificial images can be seen in figure 4.5, images 
(a) and (d). 
The camera movement is simulated by changing the object positions between frames; 
in order to avoid quantisation errors due to the fact that only discrete object movements 
can be simulated, images with a high horizontal resolution were generated, and then 
smoothed with a Gaussian filter and down-scaled to form a 640x480 image. Finally 
Gaussian noise with a variance similar to the one estimated using the real camera is 
added to each of the images of the sequence. 
Four objects are painted on each frame: a circle, a triangle, an irregular blob and 
a square, and their distance to the camera is respectively 1,2,3 and 4 meters. The 
background is set at infinity and the camera displacement between frames is 1.88 cm. 
e The intensity of a pixel is a given as number between 0 and 255. 
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Figure 4.5: Depth estimation examples with artificial images. Two examples are shown. The 
left column shows the results of the depth estimation procedure using a sequence of seven 
artificial textured images. The right column shows a similar example, using instead random- 
dot images. The top row (images (a) and (d)) shows examples of the central frames of each 
sequence (for clarity in (d), the silhouette of the figures has been super-imposed). The second 
row (images (b) and (e)) shows the estimated depth map for each case, and the third row 
(images (c) and (f)) shows the respective confidence maps. The depth maps shown have 
already been thresholded, eliminating those measurements whose confidence is lower than 0.5 
and setting them to the maximum detectable distance (5 m). 640 x 480 images were used, 
with the focal length set to 477.71 px and Gaussian noise with mean zero and variance 3.4 was 
added to each image. A 7x7 window was used for the disparity estimation. 
Confidence Map 
1.00 - 1.00 





0.14 c 0.14 
 I
 . 
t    f
   
 
f fi   
t ti i
  
l   .  
i t  t  i  . 
t   r   .   
t  i  t  i it  
CHAPTER 4. DEPTH ESTIMATION 91 













lrc a 0.999 m 00M 0 139 x 10-3 M 0 999 m 0.0 2.029 X 10- 
4 lan 0 1 998 m 1 414 X 10- m 1 372 x 10- m 1 889 m 1 914 x 30 9.707 x 10= 5 m 
O 2 999 m 3 462 X 10- m 2 101 X 10- m 2 999 m 3 443 x 10- 13 373 x 10- m 
llare 3 943 m S 890 X 10- m 13 717 X 10- m 3 982 m 6 004 x 10- 18 893 x 10- m 
Table 4.2: Artificial image sequence depth estimation results. The three columns on each 
category show the mean of the estimated depth, the mean of the estimated standard error, and 
the actual standard error of the depth estimation. 
Once the image sequence was generated, the depth and confidence maps were es- 
timated, producing depth, confidence and variance maps. Each figure in the image 
was cropped by hand and, after discarding the background, unreliable measures (those 
whose confidence measure is lower than 0.5) and outliers (by trimming the 2.5 % of 
the measures at the top and bottom of the histogram), the mean depth and depth 
standard error for each figure was computed; the same procedure was used with the 
variance map in order to obtain an approximation of the estimated standard error for 
each figure. The results are shown in table 4.2. 
As was expected, the results obtained from the random-dot sequence are generally 
better than the ones obtained from the textured sequence; for the random-dot sequence 
the depth standard error is (for the three closest figures) smaller than the estimated 
standard error, while for the textured sequence, all the standard errors are larger than 
expected. This can be explained by the fact that, given the uncorrelated nature of the 
random-dot images, perfect matches can be made at every position of the scene, while 
with the textured images it is more likely to obtain mismatches since there is a smaller 
intensity difference between adjacent parts of the image; also the spatial frequencies 
of the random dot images are high and even, which gives the advantage that the size 
of the matching window used to estimate the disparity does not affect the quality of 
the measurement. In the textured sequence there is a wider range of frequencies which 
limits the amount of matching features available, given a fixed-size window. These 
phenomena are made clear in the confidence map shown in figure 4.5 where it can be 
seen that, for the random-dot sequence, the confidence measure of each figure has little 
variance and the figures' boundaries are well defined, while the same can not be said 
about the results obtained from the textured sequence. 
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Figure 4.6: Depth estimation sensitivity on artificial images: Each row shows the estimated 
and actual depth standard error obtained from the random-dot and textured sequences respec- 
tively. The positions along the abscissa on each graph indicate the step within the recursive 
depth estimation procedure: A, C and F correspond to the estimation from a single pair of 
images at each level (no mixing). B, D and G correspond to the mixture of the two symmetric 
maps at each level and E and H to the recursive mixing of the maps produced at the current 
and previous levels. 
Figure 4.6 shows how the estimated and actual depth standard error changes as the 
multilevel process advances. The different steps within the process can be classified in 
three different states, which are shown on each graph: the "single" state corresponds 
to those maps obtained from a single pair of images at each level (e.g. A, C and F); 
the intralevel states, where the results correspond to the mixture of the two symmetric 
maps estimated at each level (e.g. B, D and G), and the interlevel states, where 
disparity maps from different levels are mixed - E corresponds to the mixture of the 
first and second intralevel disparity maps, while H is the final map and corresponds 
to the mixture of E and G. 
The general tendency, as expected, is that the estimated and depth standard er- 
ror diminish as the process advances and most of the improvement is made with the 
intralevel mixing. It should be noted that, as expected, as the camera displacement 
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is increased the estimated and depth standard error diminishes, especially for objects 
that axe not close the camera; a direct consequence of this is that little improvement, in 
terms of minimising the error, is achieved with the intralevel mixing, since the variance 
measures to be mixed tend to be uneven. 
4.8.2 Depth estimation results on real images 
The depth estimation method proposed in this chapter was also tested with real images 
obtained from the laboratory. Four sequences of images were obtained from the scene, 
using the translational and rotational strategies described in section 4.7 and small and 
large camera displacements. Each image is 640x480, and the mapping described in 
appendix A was used to eliminate optical distortion. 
The reason for using camera displacements of different magnitude in each strategy 
is to evaluate how much it affects the performance of the depth estimation process. 
In section 4.7 it was mentioned that the minimum displacement in order to obtain a 
disparity of at least 1 pixel for the maximum distance allowed (c 4.5 m), is approxi- 
mately 1 cm; in order to obtain a steady camera movement, larger displacements than 
strictly needed were used. In the case of the rotational strategy we are restricted by 
the camera position within the robot body, and also smaller movements have to be 
used in order to minimise the camera displacement along the Z axis. 
For the translational trajectory, inter-frame camera displacements of 2.5 and 4 cm 
are used in each case, while for the rotational trajectory, the robot was rotated an 
angle such that the inter-frame camera translations along the Y axis were 3.4 and 4 
cm. Given inaccuracies in the robot and camera control motion, the displacements are 
not perfect, but a good estimation of the camera position was recorded at the instant 
each frame was grabbed. The positions of the camera with respect to the central frame 
position for each sequence are given in table 4.3. 
In the scene were set four different targets, at different distances from the camera. 
All of them are cardboard figures with a pattern printed on them; the first one is at a 
distance of 1.38 m and is located close to the upper-left corner of the scene, the second 
one is at a distance of 2.37 m and is located in the lower-left part of the scene, the third 
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0 073 m 0.037 m 0.019 m 0 000 m -0.027 m -0 045 m -0 073 m 
b) 
'hanslational large (s) 0 110 m 0.064 m 0 028 m 0 000 m -0 036 m -0 063 m -0.100 m 
b) 
small (s) O. m 0.076 m 0 035 m 0 000 m -0 035 m -0 076 m -0 111 m 
Rotational b -0 046 m -1110, -0 004 m 0.000 in -0 -0.019 in -0 098 m 
arge (s) D 119 m 0 08D m 0 039 m 0 000 m -0 041 m -0.081 m -O 121 m 
(y) -0 058 m .0023 m -0 005 m 0000 m -0 005 m -0.022 m -0 066 m 
Table 4.3: Camera displacements with respect to the central frame for the real image se- 
quences. 
target is situated at 3.14 m from the camera and is situated in the middle-right part of 
the scene, and finally the last target, which has a circular shape and is situated roughly 
at the centre of the scene, is 3.97 m away from the camera. These measurements are 
for the translational trajectory sequence; in the case of the rotational trajectory 0.19 
m has to be subtracted from the previous figures, given the difference in the camera 
position with respect to the frontal part of the robot. In the rest of this chapter each 
of the figures in the scene will be referred by their closeness to the camera as "first", 
"second", "third" and "fourth". The central frames of the sequences can be seen in 
the top row of figures 4.7 or 4.8. 
Once the sequence of images were obtained, the related depth, confidence and vari- 
ance maps are calculated using the procedure described in this chapter. As with the 
artificial images, each figure in the image was cropped by hand and, after discarding 
the background, unreliable measures (those whose confidence measure is lower than 
0.5) and outliers (by trimming the 2.5 % of the measures at the top and bottom of the 
histogram), the mean depth and depth standard error for each figure were computed; 
the same procedure was used on the variance map in order to obtain an approximation 
of the estimated standard error of each figure. The results for the small and large 
displacement of the translational trajectory are shown in table 4.4, and the results for 
the rotational trajectory are shown in table 4.5. The depth and variance maps for the 
small and large displacements can be seen in figures 4.7 and 4.8 respectively. 
The first fact to note in both cases (the translational and rotational strategies) is 
that the difference between the estimated and computed standard error is much bigger 
than obtained from the artificial image sequences; this can be explained by the lack of 
homogeneity present in the real images, which allows a wider range of quality of the 
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1.883 m. 0 9 X 10- 171.8 x 10-- m 1 990 in 0 9 x 10- 101 2 x 10- 
I 2496m 18x 10- m. 2292x10- m 2636m 13x10- m 1854x 10- m 
Om$ 3.007 m. 2.7 x 10-- m 91 1 X 10- m. 3 182 2.0 X 10- m. 47 0 x 10` m 
Table 4.4: Real image sequence depth estimation results for the translational trajectory. Two 
categories are shown, corresponding each to small and large camera displacements respectively. 
The three columns in each category show the mean of the estimated depth, the mean of the 
estimated standard error, and the actual standard error of the depth estimation. 
in figures 4.7 and 4.8. 
The difference between the small and large displacement results, in both cases, proves 
that better results can be obtained by using large displacements, in terms of a smaller 
depth variance and marginally in terms of greater accuracy, with the main drawback 
that it is more computationally expensive, since a larger area in the SSD surface has 
to be analysed to find the minimum error. The general trend, as expected, is that the 
depth standard error is directly proportional to the distance between the object and 
the camera, although apparent contradictory results are observed for the fourth object 
which, being the most distant one, should have had a greater standard error than any 
of the other cases. This can be explained by the fact that the fourth object is the one 
with the largest area, and therefore it holds a larger number of features which ensures 
a better matching quality, and it is also the only one with non-regular patterns printed 
on it, which also helps to ensure the uniqueness of the matching process. 
In the same fashion as for the artificial images, the evolution of the estimated and 
real depth standard error, as the depth estimation procedure advances, was performed 
on the real image sequences; also, a similar analysis was applied to the mean of the 
estimated depth, and the percentage of the reliable measures for each figure in the 
scene (see figures 4.9 and 4.10). 
In general, the evolution of the depth standard error tends to be similar to the 
one obtained with the artificial images, except for the third figure, which does not 
quite follow the same pattern. In the case of the depth mean, graphs (a) and (e) 
in both figures show that, as the process estimation advances, the mean depth of 
each scene figure tends to diminish, and that this effect is more accentuated as the 
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Table 4.5: Real image sequence depth estimation results for the rotation trajectory. Two 
categories are shown, corresponding each to small and large camera displacements respectively. 
The three columns in each category show the mean of the estimated depth, the mean of the 
estimated standard error, and the actual standard error of the depth estimation. 
distance between the object and the camera increases. This happens because when 
two independent measurements with similar disparity variance, are mixed, the one that 
is closest to the camera will have a smaller variance, thus biasing the depth mixture 
towards zero (see equation 4.9). 
Finally, graphs (d) and (h) in both figures show how the quality of the estimated 
depth map, in terms of number of reliable measures per figure, increases as the process 
advances. Each plot shows the percentage of the reliable measurements obtained from 
each figure. It is clear how the percentage increases in two levels, first as the single 
maps on each level are mixed, and in a second level, as the interlevel maps are mixed. 
4.9 Conclusion 
In this chapter a depth estimation method was proposed. It uses a multi-level hierar- 
chical method to iteratively obtain a depth map from a set of disparity maps, estimated 
from a sequence of images captured from a moving camera. 
The proposed technique was tested with artificial and real image sequences, and 
reliable depth maps were obtained. Although only an iconic representation of the scene 
structures were obtained, i.e. the surfaces on the scene are not explicitly represented, 
which as a consequence produced uneven depth maps, where the distance between the 
observer and the scene was only accurately estimated on textured surfaces, it proved 
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Figure 4.7: Depth estimation examples with real images (small displacement). Two exam- 
ples are shown. The left column shows the results of the depth estimation procedure for the 
translational movement strategy. The right column shows the results of the depth estimation 
procedure for the rotational movement strategy. The top row (images a and d) shows examples 
of the central frames of each sequence. The second row (images b and e) shows the estimated 
depth map for each case, and the third row (images c and f) shows the respective confidence 
maps. The depth maps shown have already been thresholded, eliminating those measurements 
whose confidence is lower than 0.5 by setting them to the maximum detectable distance (5 m). 
640 x 480 images were used. 
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Figure 4.8: Depth estimation examples with real images (large displacement). Two exam- 
ples are shown. The left column shows the results of the depth estimation procedure for the 
translational movement strategy. The right column shows the results of the depth estimation 
procedure for the rotational movement strategy. The top row (images a and d) shows examples 
of the central frames of each sequence. The second row (images b and e) shows estimated the 
depth map for each case, and the third row (images c and f) shows the respective confidence 
maps. The depth maps shown have already been thresholded, eliminating those measurements 
whose confidence is lower that 0.5 by setting them to the maximum detectable distance (5 m). 
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Figure 4.9: Depth estimation sensitivity on real images, translational case: Each row shows the 
mean estimated depth, the estimated and actual depth standard error, and the percentage of 
reliable measures obtained from a sequence of images, using a translational camera movement. 
The positions along the abscissa on each graph indicated the step within the recursive depth 
estimation procedure: A, C and F correspond to the estimation from a single pair of images 
on each level (no mixing). B, D and G correspond to the mixture of the two symmetric maps 
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Figure 4.10: Depth estimation sensitivity on real images, rotational case: Each row shows the 
mean estimated depth, the estimated and actual depth standard error, and the percentage of 
reliable measures obtained from a sequence of images, using a rotational camera movement. 
The positions along the abscissa on each graph indicated the step within the recursive depth 
estimation procedure: A, C and F correspond to the estimation from a single pair of images 
on each level (no mixing). B, D and G correspond to the mixture of the two symmetric maps 
on each level and E and H to the recursive mixing of the maps produced on the current and 
previous levels. 
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Chapter 5 
Searching for faces: 
Constraints from situatedness 
5.1 Introduction 
In traditional face detection implementations an image exists only as a 2-D grid of 
intensity values, where certain patterns present in the image are classified as being 
faces. Although by experience we know that under normal circumstances human faces 
in an image can only be found attached to persons present in the scene or as pic- 
torial representation of human faces (paintings, photographs or sculptures), most of 
the algorithms rely only on the face classifier for the location process, ignoring the 
wealth of clues - given the structured nature of the information found in natural 
images - that could be used to simplify the task, mainly by guiding the search; in 
the traditional approach the algorithm's behaviour would be the same if the image is 
uncorrelated (noise) or if the information in it is structured, as happens in real images. 
The main difference between the methods for face detection considered earlier and the 
one proposed here is the fact that we consider the observer to have a direct relationship 
with the analysed scene. This relationship is described in two ways: 
A raw 3-D description of the scene inhabited by the observer (depth map). Given 
that we have a monocular observer, the depth map arises from the interaction of 
the observer with the world. 
The relationship between the scene and the observer is explicitly known i.e. 
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the orientation and position of the ground plane is known with respect to the 
observer. In our case the estimation of these parameters is easy, since the observer 
is a camera mounted on top of a mobile robot, which maintains a constant posture 
with respect to the ground plane. 
Once the relationships between the observer and the scene are known, a model of 
the subject and its relationship with the world is used to define a set of constraints for 
the search space. 
This chapter is organised as follows: first a model of the subject (adult human 
beings) is defined, and a formal definition of the search space is given. The next two 
sections describe how we constrain the search space. The next section deals with how 
the search is actually performed. Finally, some experiments are carried out followed 
by a discussion of the proposed approach. 
5.2 Preliminaries 
This section deals with two main issues: how we represent the scene and the search 
space, and which is the most appropriate description of the subject and its relationship 
with the environment. 
5.2.1 Scene representation 
As was explained in chapter 3, in order to achieve scale independence for the face 
detection process, the scene is represented with a Gaussian pyramid, where the lowest 
level represents the original image, and the subsequent levels are scaled-down copies 
of that image. 
Each level in the pyramid is then represented by an image I, which is defined as a 
set of "pixels", each of them characterised by a quadruple (x, y, i, d), where (x, y) are 
the pixel coordinates in the image plane, while (i, d) are measurements of the light 
intensity and depth of the scene "point" which is projected at (x, y) on the image 
plane. The search space is then composed of the union of the pixel sets of each level. 
In order to include the scale information in the definition of the set, we define it as the 
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set S of quintuples (x, y, 1, i, d) where l is the pyramid level. 
Pattern recognition methods for face detection do not deal with face occlusion, and 
it is not expected that a face would be detected if it is partially occluded; because of 
this the search space can be constrained in such way that the patterns that fall outside 
the image boundaries at each pyramid level should not be analysed. Therefore the 
number of positions to analyse on each level is given by (Xi - Psz + 1)(Y, - P,, + 1) 
where (XYi) are the dimensions of the image on level i of the pyramid and Psz is the 
pattern size. 
The number of levels of the pyramid depends on the scaling factor between levels, 
the pattern size and the smallest side of the original image. The image on top of the 
pyramid (the smallest one) should have its smallest side no smaller than the side of 
the pattern we are looking for, in our case the face pattern. The number of levels is 
then given by: 
n = logf P'" + 1, sd = min(Xo, Yo) 
3d 
where f is the scaling factor between levels in the image pyramid. Since the number 
of pyramid levels should be a natural number, in practice the number of levels defined 
above is rounded towards zero. 
The size of the search space depends only on the scaling factor f and the size of the 
original image. The size of the search space is given by 
n-1 
N = E(fiXo-Psz+1)(f'Yo-Ps:+1) 
:=o 
n-1 
= E(Xolof2` - (Psz - 1)f`(Xo +Yo) + (Psz - 1)2). 
i=0 
Since we know that E"oak` = a(1-kn)/(1-k) we can express the previous equation 
as: 
N X0Yo(1 - f2n) (P32 -1)(Xo +Yo)(1 - fn) +n(P8i - 1)2 (5.1) 1-f2 1-f 
As expected, the size of the search space N holds a linear relationship with respect 
to the image size, and it extends in three dimensions, i. e. for a face to be located in the 
image, three parameters have to be found: the (x, y) coordinates in the image plane 
and the scale of the face. 
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5.2.2 Subject Model 
A model of the subject is necessary in order to constrain the search for faces in the 
image plane, for example, the location of a face in the image can be constrained by 
the knowledge of how the observer and the scene and the scene and the subject relate. 
The relationship between the camera (observer) and the world is given in terms of its 
relationship with the ground plane, i.e. the external camera parameters, while the 
relationship between the subject and the world is defined by two basic assumptions: 
The subject will always be found standing/supported on the ground plane. 
The subject orientation is perpendicular to the ground plane. 
The ground is the only reliable medium through which the observer and the subject 
relate, and constraints can be derived from this fact. 
On the other hand, since we know that the relationship between the face scale in the 
image plane and a face in the scene is ruled by the projective equation, a model of the 
size of a human face can be used to constrain the range of scales where a face might 
be found in the scene. 
The subject model then consists of the characterisation of the height and the face 
size of the adult subjects, and it is based on anthropometric data. 
Jurgens et al. (1990) published an international overview of body measurements from 
an ergonomic point of view, based on a compilation of different anthropometric studies 
published worldwide. 
In their study they found that in order to properly represent the wide variation of 
body measurements it is necessary to classify the subjects into large and small types, 
each type composed of different ethnic and gender groups'. 
In order to include the extreme measurements of the world population, each type 
was characterised by the limiting values (the 5th and 95th percentiles) of the extreme 
populations of each type, defining the mean of each type as the midpoint between 
t e.g. the small type is composed of the male and female population from South America, and the 
female population from Southern Europe, Northern Asia, Japan, Africa, India and South-East Asia. 
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these extreme values. The figure 5.1 shows an example of the distribution of the world 
population height for the small and large types. 
Figure 5.1: World population stature model for large and small type showing mean and 
extreme values [Adapted from Jiirgens et al. (1990)]. 
The closest measurements presented in their study that would help us to characterise 
the face size are the head measurements: head length, breadth and circumference. In 
the work presented here, it was decided to use the human head breadth as a good 
approximation to the size of the human face: as was pointed out before, the face 
patterns used to train the classifiers are represented as a 20x20 intensity values grid, 
where external head features, such as hair or ears, are eliminated from the sides of the 
pattern. 
The mean and standard deviation of the small and large type distributions for height 
and head breadth are given in the following table. 





Height 1.50 m. 0.079 m. 1.78 m. 0.079 m. 
Head Breadth 0.135 m. 0.009 m. 0.16 m. 0.006 m. 
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5.3 Constraining the search space 
In this section a definition of the different constraints that can be set upon the search 
space, given a subject model and the explicit relationship between the observer and 
the scene, will be discussed. 
The kind of constraints that we expect to find can be classified into two kinds: 
constraints of scale, which rely on the scene depth, and constraints in location, which 
emerge from the geometric relationship between the observer, subject and the scene. 
5.3.1 Constraints due to scene depth 
Depth in the scene can be recovered by different methods, as explained in the brief 
review given in chapter 4; in our case we chose a kinetic depth algorithm that estimates 
the depth from a sequence of images grabbed while the camera is moved in a controlled 
way. The proposed algorithm works under the assumption that the only source of 
change on the image plane is produced by the camera's movement, therefore we are only 
able to obtain reliable depth information from static scenes. The main consequence of 
this is that we are forced to estimate the depth of the scene under controlled conditions, 
i. e. not allowing anything to move in the scene while capturing the sequence of images. 
This is an important drawback, since we will not be able to estimate the depth in 
real-time. In the approach presented here depth estimation is done off-line, under the 
assumption that there will be no changes in the position of the camera or in the general 
structure of scene. Nevertheless, using a similar approach to the one described in the 
previous chapter it would be possible to estimate the depth in the scene on a real-time 
basis if a binocular system is used. 
The main difference between these two implementations is the availability of the 
depth information; this determines the extent of the constraints imposed on the search 
space due to depth information. Two cases can be then defined: 
The first case is the general approach, where the depth information can be esti- 
mated at a similar rate to the capture rate of grey-level images. The depth map 
can then apply to both the static scene's structure and any moving objects. 
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The second case is a particular case of the general problem, under the constraint 
that the scene has to be static. The depth map is estimated at the beginning of 
the search process and only represents the depth of the static structures of the 
scene. 
The relationship between scale and depth 
Since we are interested in the localisation of faces of individuals present in the scene, 
and given the small variation of human face sizes (± 0.03 m, see page 104), it is clear 
that the range of scale of the face patterns that can be found in the scene depends 
mainly on the distance between the camera and the subject. The distance along the Z 
axis between a face in the scene and the camera, and the size of the projected pattern 
on the camera's image plane, is described by the projective equation 4.1. 
The optimal detection of a face pattern will happen on a single level of the Gaussian 
pyramid, the one that is closest to representing the face as a 20x20 pattern. Since the 
face classifier accepts certain degree of variance in the input pattern, we can say that 
a face in the scene at a particular distance from the scene will only be detectable at a 
restricted set of levels of the image pyramid, or that each level in the image pyramid 
covers a certain depth range in the scene where a human face might be found. 
The relationship between the face scale (expressed in term of pyramid levels) and 
the distance between the camera and the subject can be expressed as a scaled version 
of equation 4.19, which expresses the depth range where a face can be detected on 
each level of the image pyramid. In chapter 4 we were only interested in the maximum 
distance at which a face might be found in a full scale image, while in this case it is 
necessary to describe the range of distances covered by each level. Taking into account 
the variance in the face size, cry, we can define the scale-depth relationship as: 
2 
Z(n) - nF fs 2 2nF2 afe  fn 
Psz 
e Z(n) = f 
P$z 
where it is the pyramid level, fg is the average face size, F is the focal length of the 
camera, f is the Gaussian pyramid scaling factor2. 
' in our case equal to 5/6. 
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Level vs. Depth Range 
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Figure 5.2: Depth range vs. scale: this plot shows the maximum and minimum distance a 
human face might be found on a particular level on the image pyramid. 
In order to consider the extreme cases of the population the range of camera-face 
distances for a particular level can be defined by the interval 
[Zs (n) - 3azs, Z1(n) + 3az1] 
where ZS (n) and Z1(n) are the mean distances at the level n for the small and large 
human type, and azs and Qzl are their respective standard deviations. A plot that 
shows the mean and extreme depth values for different human types and scales is 
shown in figure 5.2. 
It is important to note that there is a certain degree of overlap between the depth 
ranges covered by each pyramid level; this overlap together with the face pattern 
variance inherent to the pattern classifier, helps to explain the multiple detections 
reported in the literature for this kind of classifier. 
Using depth information to constrain the search space: 
the general case 
In the general case the depth map not only gives information about the static struc- 
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Figure 5.3: Constraining the search space using scene depth information: The general case. 
The first two images show the grey-level (a) and the depth (b) information of a scene. Images 
(c), (d) and (e) show the pyramid levels 13, 12 and 11 respectively, where the blacked-out 
areas corresponds to the elements eliminated from the search space. 
immediate consequence of this is that the uncertainty in depth is reduced since we have 
an estimation of how far every object in the scene is from the camera, and also how 
large human faces tend to be; this information is useful for discarding those elements 
of the search space where a face can not be found. 
The search space S can be then constrained by eliminating those elements that are 
outside the level depth interval defined above. The constrained search space Sdg is 
defined as follows: 
Sdg = {p E S I d(p) E [ZS(l(p)) - 3ozs, Zi (1 (p)) + 3crz1]} (5.3) 
where d(p) represents the depth information contained in the quintuple p, and 1(p) is 
the pyramid level of the quintuple p3. An example of how the search space can be 
constrained is shown in figure 5.34. 
3 In order to refer to the component Q of the tuple p, the notation Q(p) is used. 
4 The examples of the general case shown here were obtained by asking the subjects to remain static. 
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As can be seen in figure 5.3, the main effect of constraint using the scene depth is to 
enable us, by narrowing the set of possible scales where a face can be found, to "focus" 
on the surfaces present in the scene. 
Using depth information to constrain the search space: 
the particular case 
In the particular case the depth map is static, it gives a rough representation of the 
different structures present in the scene, and it is estimated from a scene which only 
contains static objects, such as furniture, walls, floor and ceiling. Since the subjects 
will only be visible if they are situated in the space between the scene's structures and 
the observer, we can eliminate those areas of the pyramid where it is unlikely that 
a face will appear (the areas behind the scene's structures); in other words, we are 
making explicit the areas in the image where a face will be occluded. 
The scene depth information can be used now to detect those positions in the image 
pyramid where an occlusion will happen, and eliminate them from the search space. 
The constrained search space Sdp is then defined as follows: 
Sdp = {p E S I d(p) > ZZ(l(p)) + 3vst}. (5.4) 
In the particular case, the areas in the search space that are constrained by the depth 
information are more limited than in the general case since the depth interval where a 
face might be found is open on one side. An example of the constrained search space 
can be seen in figure 5.4. 
5.3.2 Geometrical constraints 
Another other source of constraint is based on the relationship between the scene and 
the people who inhabit it. Two main aspects of this relationship are useful for us and 
can be defined with two main assumptions: 
People in the scene maintain an upright position. 
People in the scene are supported by a surface underneath them. 
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Figure 5.4: Constraining the search space using scene depth information: The particular case. 
The first two images show the grey-level (a) and the depth (b) information of a scene. Images 
(c), (d) and (e) show the pyramid levels 6, 3 and 0 respectively, where the blacked-out areas 
correspond to the elements eliminated from the search space. 
A direct consequence of the first assumption is that the faces to be found in the 
scene also have an upright position, which is a common requirement in face detection 
algorithms; most of the classifiers reviewed in chapter 2 only consider a quite limited 
variation on the face rotation angle. 
The second assumption is useful because it allows us to constrain the range positions 
where a face might be found in the vertical direction, using an anthropometric model 
and horizontal surfaces model of the scene. 
The ground plane 
We model the ground plane as an horizontal flat surface, a reasonable assumption for 
an indoor environment. The surface is expressed by the following equation: 







  by  c  = d, 0
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where n = [a, b, c]T is an orthonormal vector to the surface, which is pointing away 
from the camera, and d is the distance from the surface to the camera viewpoint, where 
the coordinate frame is centred on the camera viewpoint as in figure 4.1. 
Since our representation of the scene is through the two-dimensional image captured 
by the camera, we need to express the previous equation in terms of its projection on 
the image plane. Substituting the projective equation 4.1 into 5.5 we obtain: 
jZ, (ax + by) + cZ = d. (5.6) 
We are interested in finding those areas of the image that correspond to a position 
in the scene that are inside the interval where it is likely to find a face given the 
anthropometric model. For this reason we need to find the correspondence between 
a position in the image plane and its minimum distance to the ground plane at a 
particular distance Z from the camera. 
Under the assumption that the floor is represented by an horizontal surface, the 
minimal distance between a point in the scene and the plane is the length of a vector 
parallel to the orthonormal vector n drawn between the point and the floor; this 
minimal distance is expressed as follows: 
H=d-F(ax+by)-cZ 
Taking into account that we represent a portion of the scene in terms of elements 
of the search space, we can express the same equation as a function of the element p 
of the search space. The distance between a point in the scene, characterised by the 
element p I p E S, and the floor is therefore given by the following equation: 
H(P) = d - mx(p) (ax(p) + by(p)) - cZmx(P) (5.8) 
where Zmx(p) is the maximum range at which a face can be found on the level l(p) of 
the image pyramid (namely Zmx(p) = Zj(l(p)) + 3vza) 
The interval where a face might be found is defined in terms of the anthropometric 
model described before. Taking into account the small and large types, the interval is 
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Figure 5.5: Constraining the search space using geometric information: images (a)-(f) respec- 
tively show the levels 0, 3, 6, 9, 12 and 15 of the image pyramid where the blacked-out areas 
correspond to the elements eliminated from the search space using geometric constraints. 
given by 
[hs - 39h,, hl + 30111 
where hs, hi are the mean height of the small and large human types respectively, and 
0hs, (Till their respective standard deviations. 
Once we have defined the interval, we can constrain the search space by eliminating 
those elements that lie outside the interval. The constrained search space Sh is then 
defined as follows: 
Sh = {p c S I H(p) E [h3 - 39hs, h1 + 3aha]} (5.9) 
The final search space 5,,, is defined then by the intersection of the sets Sd9 and 
Sh, for the general case, and Sd,, and S,1 in the particular case. Examples of the fully 
constrained search space are shown in figures 5.6-5.8. Figures 5.6 and 5.7 are examples 
of the particular case with different camera orientations (a tilt angle of 0 and 20 degrees 
respectively), while figure 5.8 is an example of the general case with a camera tilt angle 
of 10 degrees. 
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Figure 5.6: Constrained search space using both depth and geometric information (particular 
case) : images (a) and (b) show the grey-level and depth information of the scene while images 
(c)-(f) show respectively the levels 0, 3, 6, and 9 of the image pyramid where the blacked-out 
areas corresponds to the elements eliminated from the search space; the camera orientation is 
parallel to the ground plane. 
5.4 The Search 
Our main assumption is that face location is carried out by a situated observer, which 
has a direct relationship with the world, and it is therefore expected that the process 
should have a real-time response. In traditional face detection approaches the search is 
considered to be completed when the whole search space has been tested. For example, 










































Figure 5.7: Constrained search space using both depth and geometric information (particular 
case) : images (a) and (b) show the grey-level and depth information of the scene while images 
(c)-(f) show respectively the levels 0, 3, 6, and 9 of the image pyramid where the blacked-out 
areas corresponds to the elements eliminated from the search space; the camera's tilt angle is 
20° above the ground plane. 
in chapter 3 have an extra stage where multiple detections are merged after the search 
process lia s been finished, which implies that in order to obtain definitive results every 
element of the search space has to be tested. 
While this is not a big problem for off'-line face detection systems, in real-time systems 
it would be advantageous to use a more intelligent kind of process -- one that allows 




























Figure 5.8: Constrained search space using both depth and geometric information (general 
case): images (a) and (b) show the grey -level and depth information of the scene while images 
(c)-(f) show respectively the levels 0, 4, 5, and 8 of the image pyramid where the blacked-out 
areas corresponds to the elements eliminated from the search space; the camera's tilt angle is 
10° above the ground plane. 
partial results while the search is still under way. 
In this section we describe a strategy for performing a guided search. It relies mainly 
on knowledge of the observer-scene-subject relationship and on the way faces in the 
scene tend to generate a cluster of hypothetical detections in the image pyramid, as 
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5.4.1 The search sequence 
In non-situated approaches for face detection the easiest way to implement the search 
for faces in the image pyramid is a sequential approach because, given that the search 
is not considered complete until every element of the search space has been tested, 
the order of the search does not affect the final result. The use of a sequential search 
eliminates the need to explicitly represent the search space as in section 5.2.1, since the 
location and scale of each pattern to be tested are represented implicitly by the indices 
that control the algorithm loops, and the intensity and depth measures are stored in 
the image pyramid. 
In section 5.3.2, the subject's height probability distribution was used to find those 
areas of the image plane at different scales where it is unlikely that there is a face; 
the same model can now be used to direct the search by using such a probability 
distribution to construct an index to control the search, i. e. the positions on the image 
pyramid with the highest probability will be tested first. 
The probability function P(H) used to rate the elements of the search space is defined 
by a bimodal Gaussian distribution depending on the parameters of the small and large 
type height model, and is given by: 
P(H)=K,(e 
Z( )x+e )2 
(5.10) 
where Kp is a normalisation factor to ensure that the area under P(H) is equal to one. 
The probability corresponding to each element is obtained by calculating the area 
under the distribution interval [H(p) - Dh(p), H(p) + Dh(p)1, where 2Dh(p) is the size 






The probability assigned to each element depends solely on the height of the scene 
portion represented by such an element with respect to the ground plane (H(p)), and 
the area of the scene represented by the element (Dh(p)); because of this it is expected 
that there will be some areas of the image that will have equal probability. In our 
case - since the camera baseline is parallel to the ground plane - pixels on any given 
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horizontal line will be equiprobable. This implies that if we use the probability alone 
as the basis of the search index, all the elements belonging to a particular row of an 
image pyramid level will be evaluated sequentially. 
This is not the most convenient way to perform the search, for the following reason: 
elements in the search space that represent the same portion of the scene at different 
scales will have slightly different probabilities assigned to them. The main consequence 
of this is that a whole row of elements at a particular level will be tested before 
proceeding to the next most likely place to find a face, which in turn will be another row. 
Thus, the way in which the search is conducted will be non-homogeneous, analysing 
certain portions of the search space before others for no reason whatsoever. 
In order to obtain a more homogeneous search, an additional random term is added 
to the probability measure. The magnitude of this random term is determined in such 
way that it does not outweigh the probability distribution as the main force driving 
the search. For this reason it was decided to define it as a fraction of the probability 
calculated using a value which is the mean of the large and small population mean 
heights. Therefore the maximum magnitude of the random term R(p) is defined as 
follows: 






where K, is the scaling factor that determines the importance given to the random 
term. 
The rating value 1(p) assigned to the element p of the search space S is then defined 
as follows: 
Z(p) = P(H(p)) + R(p)p (5.13) 
where p is a uniformly distributed random number in the interval [-1,1]. Figure 5.9 
shows the rate values assigned to the search space elements in pyramid level 0. 
Once the rating values corresponding to each element of the search space have been 
calculated, the elements of the search space are sorted in such way that those with the 
largest rating value will be the first to be analysed. The ordered subspace S. is then 
defined as follows: 
So = {pt I i E {1 .. n}, pt E Se, V j E {1... n - 1}, T(pj) > Z(pj}1)} (5.14) 
S. RCHING : 
 l .   ilit  
 
 t  
  iff
 t 
      
 
  l s, 
 
i   l 
 
 ilit   
 
   
H )  
ll s:
n(P)  r p h( ean), m   ̂ ~^ (5.12)
r  li  
X ) 
I(p)  ( ( ))+n(p)p (
i l   —1,1].
r   
 t t
t  rs   0  
0  , |  €  • •• n}, Pl e s, V j € {  • • • n - 1}, I( -  I J+1 (5.14)















.1 ' P 9 l ::1' " . I 
b ' . 
b ) 
Figure 5.9: Example of the rated search map: image (a) shows the rating values used for 
every position of the search space at the pyramid level 0, image (b) shows the zoomed out area 
marked in image (a) (Kr is equal to 0.15). 
where ii is the number of elements in set S. 
Another possible way to generate the search index is by using non-replacement sam- 
pling oil the probability distribution described in equation 5.10: a value is sampled 
from ll time constrained height distribution in order to obtain an hypothetical vertical 
position, while the horizontal and scale values are sampled from two uniform proba- 
bility distributions. The scale and horizontal values have to be checked first against 
the constraints derived from the depth information; if they are within the constraints, 
time corresponding search space element space is estimated, and finally checked with 
respect to the search index in order to ensure a non-replacement sampling. If such a 
search element has not been tested, its position is added to search index. The previous 
procedure is repeated until the search index is complete. 
The irlaiil problem with the non-replacement sampling procedure described above is 
that it is co1111)utatiorlally expensive, since the sampling is done from a set of three 
continuous distributions in order to generate a well defined discrete search index, and 
does not explicitly take into account the constraints derived from depth information; 
every sample has to be discretised and compared first with the depth constraints - 
which are by nature discrete - and with the search index. It should be noted that 
the scheine described in the previous paragraph was successfully used to generate the 
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test images used to test the approach describe in this chapter (see subsection 5.5.1), a 
feasible task giving the small number of faces generated for each image. 
It is important to note that the method used to generate the search index is equivalent 
to a partial non-replacement sampling of those elements of the search space which 
overlap in scale (i.e. overlapping image pyramids rows), while using the distribution 
that describes the subject height as the main source driving the search. Adding a 
random term to the probability value used to sort the search index and then using this 
value to sort the search index is equivalent to classifying the search space on groups 
which overlap in scale and then applying a non-replacement sampling on each group 
to find the order used to test the search space; each group is ordered according to its 
mean probability value. 
The estimation of the rating values and the ordering of elements of the search space 
elements is a computationally expensive process, but it can be calculated off-line and 
it only has to be recomputed in case of translation or rotation of the camera. 
5.4.2 Directing the search with evidence 
One of the features of the pattern classification approaches to face detection is that 
faces in the scene tend to be detected more than once; as mentioned in chapter 3, a 
cluster of detections is normally found in the vicinity of the face. The element p2, is said 
to be in the vicinity of the optimal detection p2 if the Euclidean distance between the 
(x, y) components of the quintuplets pi and p2, is smaller than a threshold rd, and the 
difference between their corresponding scale components (1) is smaller than a threshold 
Tl. 
In order to obtain a single detection per face in the image, a merging procedure is 
used; it determines the best detection (in terms of the classifier output) from each 
cluster as the real detection. As described in chapter 3, the clusters are identified 
by comparing the detections found in the scene with each other and grouping those 
which fulfil the vicinity conditions described above. This merging procedure is nor- 
mally applied once the whole search space has been analysed and, while this is not 
a disadvantage for off-line face detection systems, it is infeasible for an on-line face 
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detection system which is expected to work in real-time. 
Instead of waiting for the whole search space to be tested in order to start looking for 
detection clusters, it is proposed in this section to purposefully look for clusters while 
the search is still under way. For this reason, we divide the search into two modes: the 
first one uses the search index to determine which is the next element to test, while 
the second, which is activated when an element is classified as being a face, looks for 
evidence in the vicinity of the previously detected element to confirm the detection; 
once the elements belonging to the cluster have been analysed, the first mode resumes, 
and the search continues until every element of the set S,, has been tested. 
The size and shape of the cluster around the optimal detection is determined by 
the parameters rd, Tl and the Euclidean metric used to compare the position between 
two elements. In traditional approaches, the use of the Euclidean distance as the 
criterion to group different detections into clusters during the merging procedure is 
not a computationally expensive process, since the number of detections to compare 
tends to be small. Also, the complexity of the merging procedure constitutes only a 
small overhead when compared with the computational effort needed for the search. 
On the other hand, the use of the Euclidean distance for the inverse procedure 
- the determination of the area covered by the cluster at a particular level of the 
image pyramid - was considered to add unnecessary complexity to the search process, 
especially given the importance of the speed of the search process to an on-line face 
detection system. For practical reasons, it was decided to approximate the circular 
area ideally drawn by the use of a Euclidean metric with the square in which that 
circle would be inscribed. 
The subset Sv of the search space composed of those elements which are in the 
vicinity of the optimal detection pt, is defined as follows: 
Sv(pt) = {pv I Pv E SS, x(P,) E X(p,,pv), y(P,) E Y(Pt,Pv), l(Pv) E G(pi)} (5.15) 
where 
X(Pt,Pv) = [x(P2)fl(P4)-`(Pv) _Tdf-t(Pv) x(pa)fl(l.)-`(P') +Td f-l(Pv)I 
Y(pt,Pv) = Ly(Pt)fl(P)-t(P) _Tdf_ t(Pv),y(1Pt)fl(P,)-t(P0) +Tdf-t(Po)1 
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.C(Pa) = [l(p2)-Tlr1(p2)+Ti] 
and f is the scaling factor between pyramid levels, which is used in the definition of the 
intervals X(pa,p) and X(p,,p) to scale the optimal detection position [x(p,),y(pq)] 
and the size of the interval determined by Td. 
Using the search index to control the testing order of the elements in the search 
space S9, as described in the last subsection, guarantees that every element in the 
search space will be tested, and that no element will be tested more than once; when 
we combine the two search strategies (indexed and the evidence-guided search), the 
last statement loses its validity, i.e. an element tested by the indexed search can be 
tested again by the evidence-guided search and vice versa. 
In order to avoid redundancy during the search process, two new components were 
added to each of the quintuplets that compose the search space. The role of these 
elements is to function as binary flags: the first flag (ft), indicates whether the element 
has been already tested, and the second one (fst), which is meaningful only when the 
element has been tested, indicates the outcome of the test. 
Before analysing an element of the search space, either during the indexed search 
mode or the evidence-guided search mode, the flag ft corresponding to the element 
being tested is checked: if the flag is unset, which means that the element has not been 
tested, the algorithm proceeds to extract the pattern, classify it and set the flag ft. If 
the flag is set, the algorithm checks the flag ft to know if the pattern corresponding 
to that element was previously classified as a face; if this is the case, the algorithm 
ignores the flag ft and proceeds to extract and test the corresponding pattern in order 
to obtain the classifier output value. 
If the pattern was classified as belonging to the non-face class the search continues its 
course. On the other hand if the pattern is classified as a face, the path followed depends 
on whether the face pattern was detected during indexed search mode or evidence 
guided search. In the former case the evidence-guided search is triggered, which then 
starts searching for another detection in the vicinity of the element p (i.e. S(p,)). 
In the latter case, the location components of the element p ([I(p), 1(p), 1(p)]) and 
the output of the classifier (On.et) are stored in a temporary list (f). 
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for every P, E So 
begin 
if ft(p,) = 0 or (ft(p,) = 1 and fet(p.) = 1) 
begin 
if ft (P') = 0 
ft(p,)=1. 
Extract and test the pattern corresponding to the pyramid 
position determined by p and store result as Oet. 
if Onet > T. 
begin/ 
fat(p,)=1. 
Find the set of patterns on the vicinity of p, (i.e. S(p,)) 
for every p E S(p,) 
begin 
if ft(po) = 0 or (ft(pv) = 1 and ft(p) = 1) 
begin 
if ft(N) = 0 
MP) = 1. 
Extract and test the pattern corresponding to the pyramid 
position determined by p,,, and store result as Oet- 
if O, > rn 
begin 
ht(p 
v) = 1 




Merge the multiple detections stored in G and calculate the 
associated detection counter of the optimal detection pe 
as N,,. 
if NN > r 
begin 
Find the set of patterns that overlaps with the face 
defined at po. (i.e. Sf(po)). 
for every Pf E Sf 




Table 5.1: The search algorithm. 
123 
In the evidence-guided search case, after every element of the S,,(p,) has been tested, 
the detections stored in G are merged into a single optimal detection po. In a similar 
fashion to the merging procedure described in chapter 3, the number of merged de- 
tection N is used to evaluate the plausibility of the detection being a real face by 
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comparing it with a threshold rv; if the number of merged detections is greater than 
or equal to r a face is said to have been found. 
When we are certain that a face has been found, we can dynamically reduce the size 
of the search space by marking as tested all those elements of the search space that 
would overlap with the face just found; this subset of the search space, which is similar 
to the subspace used for the guided search given in equation 5.15, is defined as follows: 
Sf(po) = {pr I Pr E Ss, x(pr) E X(Po,Pr), y(pf) E Y(P.,Pf), l(pf) E £(xi)} (5.16) 
where 







where P8z is the size of the pattern side. The pseudocode of the search algorithm 
described in this section is given in table 5.1. 
5.5 Experimental results 
The main objective of this section is to compare the performance of the constrained 
search method described in this chapter with an exhaustive method, such as the one 
described in chapter 3. 
The performance of the search method can be described in terms of two main features: 
the first one is the complexity of the task, in terms of the total number of elements 
tested in the search and the minimum number of analysed elements needed to detect all 
the faces in the scene, while the second one involves the general system performance, 
in terms of detected faces and false detections, and how it compares with respect to 
an unconstrained method. 
The algorithm performance was tested by applying it to a set of images with human 
faces on them, at different distances and positions within the scene. In order to obtain 
a greater variety of subjects, in terms of physical measurements and faces, a mixture 
of real images and hand-cropped faces were used to compose 50 test images. 
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5.5.1 The test images 
Ten different image sequences were obtained using the procedure described in chapter 4, 
and their depth and confidence maps were also estimated; the central frame of each 
sequence was used to compose an example figure. For five of the image sequences the 
camera tilt angle is 20 degrees, while for the other five it is 0 degrees; in all cases there 
is no rotation around the Z or X axes. The distances between the camera and the 
different structures in the scene are different for each sequence, and vary from a few 
meters to mostly unobstructed open space. 
Ninety two faces were obtained from public face databases listed in appendix B, and 
are different to the ones used to train the classifiers used. 
The images were composed by pasting the cropped scaled face images into the scene 
image. The procedure to decide the position and scale of the face was determined by 
using the subject model, the observer-scene relationship, and the image depth map to 
situate an hypothetical person in the scene. The procedure acts iteratively in order to 
determine the location and scale of the face in the image; while some of the parameters 
can be set at random (e.g. the horizontal position of the face), the dependencies 
between some of the other parameters is not simple; the face vertical position in the 
image plane depends on the height of the person, their distance from the camera, 
and the orientation of the camera with respect to the ground plane, while the scale 
of the face depends on the distance from the camera and the subject face size. The 
procedure described next solves this problem by setting the subject model first, and 
then computing the plausible regions of the scene where a face belonging to a real 
person could appear. 
First, the horizontal position of an hypothetical person in the image is randomly 
determined. The human type to which such person belongs was determined by picking 
a number from a uniformly distributed random distribution in the interval [0, 1], and 
deciding if the person belong to the large or small class by comparing it with a threshold 
set at 0.5. The stature and face size was determined by a random number picked 
from the corresponding Gaussian distribution used to model the subject; although the 
correlation between human height and face size is not clearly stated in the work of 
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Jiirgens et al. (1990), for simplicity it was decided to use the same human model, 
either large or small, for the definition of the person face size and height. 
The next step is to define the distance from the camera to the subject Z. For this we 
estimate first the range of distances at which it would be possible that the face would 
show in the image. The maximum distance is defined in terms of face scale vs. depth 
relationship expressed in equation 5.2 (given on page 112, &,r = Z1(0) + 3ozz). 
The minimum distance between the subject and the camera depends on two main 
conditions: the person should not be so close to the camera that the face does not 
fit in the image, and the person should not be so close to the camera that the face 
is not projected into the camera sensor. In our case the second condition is the more 
important, since the "height" of the camera mounted on the robot (1.25 m) is lower 
than most of the population considered in the model, with the main consequence that 
if a person gets too close to the camera the face, or a portion of it, will be projected 
above the upper limit of the portion of the image plane sensed by the camera. Because 
of this, we define the minimum distance by solving for Z in equation 5.7 (page 112) 
Z=F d-H ax+by+cF (5.17) 
where x is set to the vertical position of the top row in the image plane (Xo, estimated 
in appendix A), y is equal to the horizontal position already defined, and [a, b, c) depend 
on the camera orientation with respect to the ground planes. The actual distance along 
the Z axis where we will situate the hypothetical subject is obtained as a random 
number picked from the uniform distribution defined over the obtained depth interval. 
The projection of the subject face into the image plane is obtained by solving for x 
in equation 5.7. Once we have obtained the coordinates of the face in the image plane, 
we obtain the distance along the Z axis from the camera to the closest object in the 
scene from the depth map, and we compare it with the position along the Z axis of 
the subject; if the distance to the subject is larger than that of the nearest object, 
i.e. the face will be occluded by that object if set in the real scene, we recalculate the 
camera-subject distance as a random number in the interval defined by the minimum 
In our case the value assigned to y does not matter: b is equal to zero since there are no rotations 
around the X or Z aids of the camera centred coordinate frame. 
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Figure 5.10: Real and ideal depth maps: images (a) shows an example of scene from which 
the depth map was extracted, image (b) shows the computed depth map, while (c) shows the 
artificial ideal depth map. 
distance and the distance to the nearest object, and then we recompute the vertical 
position of the face as before. 
It is important to note that the depth maps obtained are not perfect, since the depth 
can not be estimated on non-textured surfaces as mentioned in the previous chapter. 
For this reason, and in order to obtain plausible test images, the depth maps were 
"fixed", by fitting surfaces to clusters of reliable depth estimation points belonging to 
the same surface, under the least square criterion; the reliable depth measurements 
were selected manually. Once the main surfaces in the scene were estimated, an ideal 
depth map was generated. Examples of the real and ideal depth maps are shown in 
figure 5.10. 
Finally, using the subject face size and the distance from the camera, the face image 
is scaled and pasted into the scene image. The number of faces contained in each 
image varies between two and five. Because it could happen that the faces pasted into 
the image overlap, an overlap check is done before pasting the face into the image, 
(similar to the one used for the merging process described in chapter 3). If the new 
face overlaps with any of the ones already pasted in the image, it is discarded and 
the procedure described before is repeated. Fifty test images containing a total of 182 
faces were generated; some examples of test images are shown in figure 5.11. 
5.5.2 The method 
Three different tests were tried on the set of images, and each one uses the search 
algorithm described in this chapter. For the first test, which is used as a control, every 
element of the search space was tested, and a random value was used to determine the 
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Figure 5.11: Examples of the test images: images (a), (b) were obtained using a camera tilt 
angle of 20 degrees, while in images (c) and (d) the orientation of the camera is parallel to the 
ground plane. 
test order instead of the probability measure derived from the subject model. For the 
second and third tests, the search space is constrained, and the order of the search 
is determined by the probability measure drawn from the subject height model. The 
difference between them is that the second test uses the depth map obtained with the 
procedure described in the previous chapter in order to constrain the search space, 
while the third test uses an ideal map (like the one used to construct the test images) 
for the same purpose. 
In the presentation of the mechanisms used to constrain the search space earlier in 
this chapter, we considered that it was convenient to define the boundaries that con- 
strain the range of human height and face size measurements in terms of the standard 
deviations of the Gaussian distributions used for the subject's model. In general, the 
lower bound for the intervals was equal to three times the standard deviation below 
the mean of the small human type, while the upper bound was equal to three times 
the standard deviation above the mean of the large human type. While three times 
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the standard deviation is a reasonable value since more than 99% of the population 
would be considered, it is nevertheless an arbitrary value; in order to analyse how a 
change in the range of the interval will affect the size of the constrained search space 
and the performance of the classifier, the second and third tests were tried using five 
different spread values: 2, 2.5, 3, 3.5 and 4 times the standard deviation. 
Two of the classifiers used for the experiments of chapter 3 were used for each test: 
the first one is the classifier labeled as FM1, which is composed of the mixture of 
the networks labeled F1 and F2, which were trained with the original training set; 
the second classifier is the one labeled NFM1, which is composed of the mixture of the 
networks labeled NFl and NF2, which were trained with the extended training set. The 
parameters used in the search algorithm were set as follows: The vicinity parameters 
Td and Td were set to 3 pixels and 3 pyramid levels respectively, the classifier output 
threshold To was set to 0 and the merging counter threshold r, was set to 8. 
5.5.3 Results 
The results obtained for the three experiments with different spread values are shown 
in table 5.2, which shows the detection rate, the total number of elements analysed in 
each case, and the false alarm rate with respect to the complete search space (general 
false alarm rate)6 and the restricted search space (particular false alarm rate). 
These results give an indication of how the performance of the system changes with 
respect to the classifier and search parameters used. Next, an analysis of the results is 
given, where the system performance is discussed first in terms of the detection rate, 
and second in terms of the false alarms produced. 
It is important to note important differences between the set of images used for the 
evaluation of the system in this chapter and the set used in chapter 3: while the images 
used in chapter 3 were obtained from different sources, which implies that the quality 
of the image - in terms of illumination conditions, resolution and quantisation values 
used - varies from image to image, the scene images used in this chapter were captured 
under more or less even conditions. Also the face images pasted on the scene images 
6 Equivalent to the search space size of the test A. 
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Classifiers 
FM1 Classifier NFM1 Classifier 
Test Spread [x a] Detected False Detected False 
(Space Size) Faces Alarms Faces Alarms 
2.0 170 265 140 31 
(7,906,227) (93.41%) 167, 400 129, 835 (76.92%) 1, 431, 002 1255, 040 
2.5 173 289 144 42 
(8,985,523) (95.05%) 153, 498 131,092 (79.12%) 1,056,215 1213, 941 
TEST 3.0 176 347 147 53 
B (9,985,674) (96 70%) 127, 842 128,777 (80.77%) 837, 001 188, 409 
3.5 177 380 151 52 
(10,898,410) (97.25%) 116, 740 1 28, 680 (82.97%) 853, 097 209,585 
4.0 177 405 151 53 
(11,751,417) (97.25%) 109, 533 1 29, 016 (82.97%) 837, 001 1 221, 725 
2.0 151 97 112 26 
(4,682,867) (82.97%) 457,330148,277 (61.54%) 1,706,1941180,110 
2.5 152 104 112 36 
(5,256,959) (83.52%) 426,549 150,548 (61.54%) 1,232,251146,027 
TEST 3.0 153 123 112 46 
C (5,722,155) (84.07%) 360,659 1 46, 522 (61.54%) 964, 371 124, 395 
3.5 150 126 110 46 
(6,111,064) (82.42%) 352,072 148,501 (60.44%) 964,3711132,849 
4.0 145 131 112 40 
(6,421,620) (79.67%) 338, 634 149,020 (61.54%) 1, 109, 026 160, 540 
TEST - - 180 2156 156 211 
A (44,361,050) (98.90%) 20, 576 (85.71%) 209, 250 
Table 5.2: Face detection results with the constrained search algorithm: in columns 3 and 5 
the number of detected faces and the detection rate is given, while columns 4 and 6 show the 
number of false alarms and the false alarm rate, which is computed using as a reference the 
size of the unconstrained search space (bottom-left in the corresponding cell), and the size of 
the constrained search space (bottom-right in the cell). The total number of elements analysed 
in each experiment is given at the bottom of each cell in the second column. 
have similar characteristics as the ones used to train the network; the resolution is 
adequate, and they have an even quality. The effect of this is that the results obtained 
will be better than the ones obtained in chapter 3. In fact, as can be seen in table 5.2 
the results for the unconstrained search space (Test A) is excellent in terms of detected 
faces, and very similar in terms of the false alarm rate to the results obtained earlier 
for the same networks (see tables 3.4 and 3.7). 
The most noticeable aspect of the results of experiments B and C is the positive 
correlation between the spread value and the detection rate; the detection performance 
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of the system tends to improve as we relax the subject model. The improvement is 
not just noticeable in terms of the number of detected faces, but also in the quality of 
detections, measured as the number of merged detections corresponding to a detected 
face; after analysing the number of detections merged per face7 it was found that 
predominant behaviour is that as we increase the spread value the number of detections 
per face stays the same or increases its value. This behaviour is more stable in the case 
of the results obtained with the classifier NFMl. 
It is important to note the exceptional case of the test C with the FM1 classifier and 
spread value 4v , whose performance is worse than all the other spread values in the 
same class. The reason for this can be explained in terms of how the constraints on 
the search space change as we change the spread value. 
As the spread value is increased, the constraints due to the observer-scene-subject 
geometrical relationship are relaxed, thus increasing the number of elements to be 
tested in the search space. On the other hand, the effect of an increase of the spread 
value on the constraints due to scene depth depends on the way the depth information 
is used: in the general case, where depth information about the subjects in the scene 
is available, an increase of the spread value implies a relaxation of the constraints, 
while in the particular case, when only depth information about the static structures 
in the scene is available, the constraints imposed on the search space will tighten as 
the spread value is increased. 
The reason for this opposite behaviour lies in the role of depth information in the 
definition of the constraints used in each case. For the general case, depth information 
is used to "focus" the observer attention in the surfaces present on the scene; in this 
case the spread value is a measure of the uncertainty of the depth where a face might 
be found. For the particular case, depth information is used to make explicit the 
occlusions in the scene; an increase in the spread value implies an increase in the depth 
range where a face might be found, and therefore an increase in the likelihood of a face 
being occluded. 
As explained before, test C uses an ideal depth map where the distance between every 
A table with the results is shown in appendix C. 
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scene point projected in the image and the observer is available; because of this the 
constraints derived from depth information will be more tightly enforced than in the 
experiments using the real depth map. The main effect of this in the results obtained 
is that the increasing effect of the depth constraints due to an increase of the spread 
value became evident, provoking a reduction of the detection rate. 
The false alarm rate was on average smaller than the one reported for the same 
classifiers in chapter 3, while the total number of false detections is much smaller by 
at least an order of magnitude; this is a direct consequence of constraining the search 
space, since there are fewer oportunities for the classifier to fail. 
Another important aspect of the search algorithm is how much the task of locating 
faces in the scene is simplified by constraining the search space. As can be seen in 
table 5.2, the total size of the search space for the images that compose the test set is 
reduced, in the case, to approximately a fourth of the complete space size for test B, 
and a seventh for test C. 
While this gives us a good idea of how much the task of analysing a whole image 
is simplified, we also need to evalute how the indexing of the search space by using 
the human height model improves the performance of the system in terms of the time 
needed to locate the faces in the scene. Since the computation of the time varied 
depending on the computer used to execute the experiment, and the processor load 
during the execution, it was decided to use instead the number of analysed search space 
elements as a measure of time. 
During the execution of the different experiments, the number of elements analysed 
until the first and last succesful detections in every image were recorded and for each 
of the three tests tried, the median and the smallest and largest values of this "time" 
needed for detection was computed. The results are shown in table 5.3. 
For the tests B and C, using either the FM1 or NFM1 classifiers, as we increase the 
spread value, we note two main aspects on the results shown in table 5.3: there is 
no correlation between the spread value and the time needed to find the first face in 
the scene, and as the spread value increases, the time needed to find the last face in 
a scene also increases. This can be explained as follows: for the test images used in 
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Classifiers 
FM1 Classifier NFM1 Classifier 
Test Spread Median Median Median Median 
(xo) First Last First Last 
Detection Detetction Detection Detetction 
2.0 2983 50277 6923 77155 
[530, 398141 [2698, 1378851 [631, 114254] [1466, 163910] 
2.5 3350 51845 9072 73614 
[573, 60638] [4732, 161197] [869, 106948] [869, 167964] 
TEST 3.0 2997 71699 7786 82062 
B [374, 854301 [3153, 154674] [724, 1180861 [4837, 180616] 
3.5 2918 66443 6628 84148 
[240, 803601 [1318, 158559] [693, 117638] [4742, 183458] 
4.0 3974 62053 9923 88483 
[564, 89722] [2005, 170946] [342, 189241] [2642, 194842] 
2.0 4010 26243 5167 30051 
[523, 50912] [2611, 111091] [818, 68871] [1825, 120826 ] 
2.5 2722 27078 7058 35669 
[245, 47811] [2872, 118958] (831, 64343] [2575, 121660 ] 
TEST 3.0 2852 30322 7017 30334 
C (503, 67377] [1770, 118959] [891 , 75308] [2257, 135777] 
3.5 3017 24340 5675 33307 
[453, 66905] [2393, 1303591 [722, 79597] [1810, 1457681 
4.0 3005 22077 5357 33895 
[ 670 , 71483 ] [2969, 1177821 [1112, 737521 [1398, 167184]_ 
TEST - - 13005 94549 43329 272892 
A [1321, 77106] [14167, 379527] [1598, 371629] [21228, 834717] 
Table 5.3: Search statistics: The statistics of the number of search space elements that need 
to be tested in order to find the first and the last face in the scene are shown. Each cell contains 
three numbers: the top value is the median of the number of elements needed to find the first 
or last face in the scene over the 50 test images, while the bottom-left and bottom-right values 
are the respective minimum and maximum values. 
the experiments8, an increase in the spread value will increase the size of the search 
space; the effect of this on the time needed to find the first face is negligible, since such 
elements added to the search space will have a low probability, and therefore will be 
the last to be tested. On the other hand this affects the time needed to detect the last 
face in the image, since more elements have to be tested before the last face can be 
detected -which should be located in a low-probability area anyway. 
This is particular to the images used, where the constraints obtained from the geometrical model 
weight more than the ones obtained from the scene structure. 
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The time needed to detect a face is also affected by the classifier used; for the classifier 
FMl, which in general is more sensitive than the classifier NFM1 (meaning that it is 
more likely to classify a non-face as a face), the time needed to find the first face and 
the last face is considerably smaller than the the time needed for the classifier NFM1. 
The quality of depth map also affects the speed of the system; a better quality depth 
map will allows us to constrain more tightly the search space, and therefore reducing 
in general the number of elements that need to be tested. This can be observed by 
comparing the results from tests B and C, where the latter, which has an ideal depth 
map, needs considerably less time to locate the faces in the scene, in particular the 
location of the last face in the scene. 
The comparison between the experiments (tests B and C) with respect to the un- 
constrained experiment (test A), shows an important reduction in the time needed to 
find the faces. 
The proportion of the search time needed to locate the first face for the classifier 
NFM1, compared to the results obtained with test A, is on average less than a fifth 
and less than a seventh for the test B and C respectively, while in the case of the time 
needed to find the last face, for test B the proportion is on average less than a third of 
the search time of test A, and less than an eighth for test C. In the case of the classifier 
FM1, for tests B and C, the average proportion of the search time for the first face 
is slightly less than the fourth compared with the results obtained with test A, while 
the last face average proportion of the search time for test B is aproximately less than 
five eighths and two sevenths for test C. A table that shows the average proportion of 
time saved on each case in terms of the exact search time reduction factor is shown in 
table 5.4 together with search space size reduction ratio. 
FM1 Classifier NFM1 Classifier Space 
First detection Last detection First detection Last detection size 
Test B 4.00 1.56 5.37 3.37 4.48 
Test C 4.16 3.63 7.16 8.36 7.87 
Table 5.4: Reduction factor of the average search time vs. the reduction factor of the search 
space size: the first four columns show the time reduction factor for the first and last detected 
faces of tests B and C with respect to the equivalent detection time of the unconstrained 
example (test A), while the last column shows the average search space size reduction factor 
for the tests B and C with respect to the the size of the unconstrained search space. 
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The reduction in the search time is quite remarkable in all cases and quite similar in 
most cases to the reduction in the size of the search space, which as mentioned earlier, 
is about a fourth of the original space size for the test B and a seventh for the test C. 
In general we can say that for the classifier NFM1 the ratio is more stable, resembling 
more the ratio of the reduction of the search space size, while this is not the case for the 
classifier FMl. This can be explained in terms of the sensitivity of the classifiers, as it 
is more likely that an unconstrained search will find the faces faster using a sensitive 
classifier, than a less sensitive one. The smaller average search time reduction ratio of 
the classifier FMl with respect to the similar reduction ratio of the other classifier can 
be explained by a faster unconstrained detection (the classifier FM1 is still faster that 
the classifier NFM1 in all cases). 
5.6 Conclusions 
In this chapter a framework for situated face detection was presented, which, by ex- 
plicitly stating the geometric relationships between the observer, the scene and the 
subject, which emerge from the fact that the observer is situated in the scene, and by 
using raw structural scene information (the depth map), obtained from the interaction 
between the observer and the world, a set of constraints can be imposed into the search 
space. An algorithm was also proposed to perform a guided search, which allows us to 
obtain definite results before the whole search space has been tested. 
The results show an important reduction in the search space size, which implies a 
faster processing time per image, and an even faster processing time before a subject 
is detected. 
More thorough conclusions will be drawn in the next chapter where final conclusions 
of the work presented in this thesis are given. 
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In this last chapter the final conclusions of this thesis are presented. The partial results 
obtained in the chapters on the individual modules that compose the system framework 
will be reviewed, and their main characteristics, advantages and disadvantages will be 
brought into the context of the general system. 
The chapter is organised as follows: first the thesis is summarised in section 6.1. 
Achievements and contributions are presented in section 6.2, followed by section 6.3, 
where a discussion of the limitations of the proposed framework and ideas for future 
work are given. 
6.1 Thesis summary 
This thesis presents a novel framework for a real-time system for detection and location 
of faces in a scene. In the first chapter, a brief summary of the psychological basis of 
face processing is given together with a discussion of automatic face processing systems, 
and the role of automatic face detection as the very first stage in the process. Also a 
distinction is made between the face detection and face location problems, identifying 
the search problem as the main obstacle for the implementation of a real-time face de- 
tection system. The objective and scope of this thesis is presented with a description of 
how a method for automatic face detection can benefit from environmental constraints 
to simplify the task, and finally how these constraints fit into the artificial intelligence 
paradigm proposed by Brooks (1991) is explained. 
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A review of the approaches for automatic face detection is presented in the second 
chapter, classifying the different proposed approaches as feature-based methods and 
pattern recognition based methods. It was shown why pure feature-based detection 
methods are NP-complete problems, and that the most common way of simplifying the 
problem (labeling), involves solving a pattern recognition method problem. In opposi- 
tion, the location problem, inherent in pattern recognition methods for face detection, 
while being computationally expensive, has a linear complexity, and therefore can be 
solved efficiently. 
The next two chapters are devoted to describing the implementation of the two main 
modules of the framework: a face/non-face pattern classifier and a depth estimation 
module. 
The face classifier is based on an approach proposed by Rowley et al. (1998), a multi- 
layer perceptron with retinal connections. Weight sharing was used, transforming the 
classifier into a fully convolutional neural network. With the idea of increasing the 
range of face orientations that could be detected by the classifier, two similar networks 
were trained using different training sets: the first training set was composed of front 
view face patterns, while side view face patterns were used in the second training 
set. The system was tested on a standard set of test images; the front view face 
classifier succeeded at its goal, and weight-sharing was proved a useful technique to 
increase the generalisation capabilities of the classifier. The classification of side view 
patterns, on the other hand, proved to be a much more complex problem, given the 
large variance induced in the patterns by changes in the face orientation, and failed to 
produce acceptable results. Also, and for comparison reasons a DFFS-DIFS classifier, 
similar to the one proposed by Sung and Poggio (1998) was implemented, and tested. 
A depth estimation module was proposed in order to obtain structural information 
about the scene inhabited by the observer. The module estimates depth from the 
disparity estimated by comparing individual frames from a sequence of images cap- 
tured from a camera moving in a predetermined path. A novel hierarchical method is 
proposed to mix the different disparity maps, allowing us to obtain fast results, while 
increasing the quality of the map as times goes by. 
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Finally, in chapter 5 a geometrical method that describes the relationship between 
the observer, the scene and the subject is used together with scene depth information 
to define a set of constraints on the search space. 
Constraints on the search space can be derived from the scene depth information and, 
based on the availability of this information, two cases were identified: the general case, 
where the depth information can be obtained at a similar rate to the capture rate of 
gray level images, and a particular case where the system works under the premise 
that the scene should be static. For the general case, a bounded scale interval where a 
face might be found is defined, while for the particular case an open interval is defined, 
constraining the maximum distance from the observer at which a face might be found 
in the scene. In the work presented here since the depth information is obtained from 
a moving camera, only the particular case was tested. 
The other source of constraint is based in the observer-scene-subject geometrical 
relationship. For that reason, an anthropometric model of the subject is defined, and by 
combining it with the known position of the observer with respect to the scene (camera 
position and orientation with respect to the ground), and the projective model that 
describes how the scene is projected into the camera's image plane a set of constraints 
on the search space are defined. 
Next a search algorithm, which uses the observer-scene-subject geometrical relation- 
ship to rank the elements of the search space, was also proposed. The ranking of the 
search space allowed us to have an ordered face search, where the places where a face 
is more likely to be found are tested first (using the classifiers described in chapter 3). 
The search algorithm also allowed us to obtain definite location of detected faces before 
the whole search space has been tested, by exploiting the known behaviour of the face 
classifier, namely multiple detection in the vicinity of faces in the image. 
The whole system was tested using sequences of real images mixed with cropped 
front-view face images. An important reduction of the search space size and detection 
time were achieved. 
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6.2 Achievements and contributions 
The framework presented in this thesis depends on a set of modules, whose viability, 
in terms of simplicity of the implementation, and amount of resources needed, was 
considered to be critical for the practical implementation of the approach. Because of 
this, the achievements and contributions of the work presented in this thesis will be 
first listed in terms of the new ideas and improvements to known technologies used in 
the individual modules that compose the framework, and finally the main contribution 
of this thesis will be stated. 
A front view face detector was successfully implemented, and the original tech- 
nology was improved by increasing its generalisation capabilities, managing to 
obtain better results than an un-improved classifier using a smaller training set, 
and in general achieving similar results as those published. 
An extra insight was obtained in the complexity of the detection of complex three 
dimensional objects from their two dimensional representations, in particular the 
necessity of dividing the problem by using a larger number of viewer-centred 
representations, to minimise the pattern variation. 
A method for fast depth estimation was implemented, defining a new method 
suitable for real-time operation. 
The different relationships between an observer and the scene were properly 
determined, allowing us to define a set of constraints on the search space. 
A novel search algorithm, suitable for real-time operation, was proposed and 
tested, obtaining a considerable increase with respect to traditional methods for 
face detection. 
The main contribution is the definition of a new framework that allows us to ex- 
ploit the situatedness of the observer to reduce the complexity of the search in a face 
detection system. It was proved experimentally that an important reduction of the 
computational time needed for the analysis of the image is obtained by applying the 
proposed framework. 
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6.3 Future Work 
Given the many different topics involved in the definition of the framework presented 
in this thesis, there are many problems that should be addressed, or features of the 
framework that can be improved. 
One of the main issues that should be addressed is the implementation of a system 
where constraints from depth information are derived using the general case. That 
would imply, first, a new depth estimation module that would allow us to obtain 
depth information at a similar rate to the one used to capture the images. That can 
be achieved by using two or more cameras in order to eliminate the need of camera 
motion to induce image disparity. The algorithm presented in chapter 4 can be used 
if more than two cameras are used, or if the cameras can be translated. 
A problem that was not solved in this thesis is the implementation of a side view 
classifier. The main identified problem is the large variance induced in the face pattern 
by small changes in face orientation. In order to solve this problem, a subdivision into 
smaller classes in terms of orientation of side view faces is necessary. In order to prop- 
erly normalise and classify side view faces, information about their three dimensional 
orientation would be needed, and since most face databases are composed only of two 
dimensional representations of faces, either a database of three dimensional faces, or 
the use of a method to extract the three dimensional orientation of a face from two 
dimensional images, would be needed. 
A limitation of the approach is the simplicity of the subject model, and the assump- 
tions made about the scene-subject relationship. In the framework presented, only 
the adult population is considered, with the main drawback that small children will 
not be detected by the system. This can be partially solved by relaxing the geomet- 
ric constraints imposed in the search space, by extending the lower boundary of the 
interval towards the ground plane, keeping the geometric constraints only on the top 
of the image. This solution is not satisfactory though, since the whole population 
model is not being used, and during the search procedure, the areas of the scene where 
childrens' faces might be located will be the last to be tested. Also the assumption 
about the subject-scene relationship is quite limited; we assume that all the people 
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found in the scene will be standing, and that the ground is always a flat surface. Cases 
common in indoor environments, like people sitting in chairs, tables, or the floor are 
not considered, as well as common un-eveness of the ground surface, such as ramps or 
stairs. 
One possible solution to this problem would be the definition of a more complex 
model of the scene-subject relationship. Such a model would, for example, estimate 
the geometric constraints and the search ranking index using a more thorough definition 
of what is the ground plane (e.g. the ground plane is any flat or nearly flat surface on 
the image), and a wider variety of relationships between the subject and the ground 
plane would be allowed (e.g. sitting, laying on the ground, laying on one side, etc.). 
This approach to solving the problem can be considered to belong to the traditional 
approach of artificial intelligence, i.e. "good old fashioned artificial intelligence" or 
GOFAI. Such paradigm relies heavily on complex models of the world, and would 
require to some extent an explicit, high level understanding of the world', a complex 
and largely unresolved problem. This is inappropriate for the solution of the face 
detection problem, which is in humans an ability that is very likely to be innate, and 
does not require any kind of reasoning. Also, such a solution to the problem would 
contradict the spirit of the work presented in this thesis, where assumptions about the 
world have been kept to a minimum level. 
A more adequate solution would be to use the simple model proposed in this thesis 
as minimal functional model, and then dynamically improve it by learning the proba- 
bilistic distribution where faces are likely to be found in a particular environment. 
1 e.g. the system should be able to extract surfaces from the depth map, and find those where a 
person could be found sitting or standing. 
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Camera calibration is the process of finding the internal or/and external camera pa- 
rameters; the internal parameters determine the geometric and optical characteristics 
of the camera, while the external parameters determine the orientation and position of 
the camera with reference to a certain coordinate frame. The internal and external pa- 
rameters are independent. In this appendix only the calibration of internal parameters 
will be treated. 
The parameters that define the geometric characteristics of the camera are basically 
the focal length f, the coordinates of the optical centre of the camera (XO, Yo), and 
the image aspect ratios (ks, ky). The relationship that defines the camera model is 
described in the following linear equation: 
r 1 1 X 




where (x, y) is the projection of the scene point P = (X, Y, Z) into the image plane I 
(see figure A.1), and the scale factors (ax, ay) combine the focal length and the image 
aspect ratio (car = kx f , ay = ky f ). We assume that the camera lens system is focused 
at infinity, therefore the focal length represents the actual distance between the image 
plane and the origin (see figure A.1). The focal length units are normally the same 
as the ones used to measure the distances in the 3D space (e.g. meters), therefore 
the image coordinate units (x, y) are also given in those units. The image obtained 
with the camera is a discrete version of the image projected into the camera's sensor, 
represented as a 2-D array of discrete elements called pixels. Since the information that 
gives the pixel density ratio of the image sensor is not always available, and since the 
image measurements are always represented as pixels, it is more convenient to conceive 
the parameter f as a conversion factor whose units are pixels instead of meters; this 
convention will be used in the rest of this appendix. 
The optical characteristics of the camera model are described as the distortion pro- 
duced by the camera's lens (radial and tangential distortion). As it was pointed out in 
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Projection of P into the image plane I. 
Origin of the camera coordinate system. 
Figure A. 1: Perspective projection of the scene. 
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Tsai (1987) for most industrial machine vision applications only the radial distortion 
has to be considered. 
The approach for estimating the internal parameters of the camera used in this work 
is mainly based on the procedure described on Kanatani (1993), described on chapters 
3 and 10. 
A.1 Distortion elimination. 
The first step in the calibration process is the elimination of image distortions produced 
by the camera's lens. For that reason a pair of functions that maps the pixel (x, y) to a 
new position (x', y') is found. In this case the equations are defined as the polynomial 
equations 
m m-t in tm-z 
X' =LLa,,xty, y =E57 b,3x`y, m.=2 (A.2) 
a=o 9=0 a=o 3=0 
where (x, y) and (x', y') are set of corresponding points in the original image and 
the desired image respectively. A number of N coordinates are collected from both 
images, and by substituting them in the equations A.2 a set of N linear equations with 
respect to the coefficients a,,, and b,,j are obtained; by solving them under a least 
squares criterion an approximation of the functions that describe the correct mapping 
is found. 
In our example the original image is a grid of squares taken with the camera perfectly 
perpendicular to it (image a in figure A.2). The corners of the squares were used as 
reference points; in order to extract them a Canny edge detector (1986) was first 
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Figure A.2: Distortion elimination process. 
Distortion elimination process: the image a) shows the original image, b) is the edges 
obtained with the Canny edge detector, c) shows the grid of points that match the 
corners of the squares in b) and d) shows the undistorted image. 
applied to the image (b in figure A.2), lines were then fitted to the sides of each square 
and their intersection was registered as a reference point; 280 uniformly distributed 
reference points were obtained this way (c in figure A.2). Each square measures 1 
cm. per side, and the distance between the camera and the grid is 13.5 cm.; a rough 
estimation of the focal length of the camera was estimated using the squares in the 
centre of the image, where the image distortion is smaller. A regular grid of 280 points 
was generated and centred to match the grid obtained from the image. The points 
were then substituted into the equation A.2. and the set of parameters azj and bzj were 
estimated. 
The next step is to use the equations A.2 to construct a pair of transformation maps 
(M-r M..) that records the correspondence between every pixel int the original image 
I(x, y) and the transformed image I'(x, y). 
I'(.x,y) =I(AIX(a.,y),Ally (x,y)) 
The original size of the images obtained from the camera is 640 x 480 pixels; after 
mapping the image size is 672 x 487. 
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Figure A.3: Homogeneous coordinates for a point and a line in the image plane. 
A.2 Preliminary Concepts. 
A.2.1 Representation of points and images on the image plane. 
150 
Points and lines in the image plane I are represented with homogeneous coordinates, 
which are defined as a triplet of real numbers m = (mi, m2i m3)T, not all of them 
being 0. The relationship between the homogeneous coordinates m of a point P in the 
image plane and its Cartesian coordinates (x, y) is given by: 
mi m2 
X= f- ) y=f m3 (A.3) 
A line on the image plane can be defined by a triplet of real numbers n = (ni, n2, n3)T, 
not all of them being 0; The line represented by n will appear on the image plane at 
the coordinates defined by 
nix + n2y + n3 = 0 (A.4) 
The homogeneous coordinates of the point P on the image plane can be conceived 
as the vector starting from the origin 0 and pointing towards the point P (see a) 
on figure A.3). The homogeneous coordinates of a line L on the image plane can be 
conceived as the vector normal to the plane passing through the origin 0 and inter- 
secting the line L (see b) on figure A.3). Since the relationship between homogeneous 
coordinates and their equivalent Cartesian representation relies only on the orientation 
of the vector, they can be multiplied by an arbitrary non-zero number without losing 
their properties; in order to keep the magnitude of vector in a reasonable range, we 
normalise them by dividing by their norm. In the rest of this appendix we will refer 
to points and lines on the image plane by their normalised vector. According to this 
the point in the image plane with Cartesian coordinates (x, y) will be represented by 
the normalised vector 
m=±H[I i 1] 
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and a line Ax + By + C = 0 in the image plane will be represented by the normalised 
vector 
A 
n=±N[ B ] (A.6) 
C/f 
where f represents the focal length, and N is the normalisation operator defined by 
N[uJ 
hull 
A.2.2 Statistical model of noise 
When an image is captured by the camera, a certain amount of noise has to be taken 
into account in order to estimate the reliability of the measurements (points and lines 
detected in the image plane) used to estimate the internal camera parameters. 
The noise of a image point P whose homogeneous coordinates are defined by the 
vector m is defined as a covariance matrix V[m] with the following properties: 
It is symmetric and positive semi-definite. 
It is singular with the vector m itself: V[m]m = 0 
Its spectral decomposition is defined by 
V [M] = aiuuT + a2vvT + OmmT (A.8) 
where o1, a2 and 0 (Cl > a2 > 0) are the three eigenvalues of V[m] and 
{u, v, m} are the corresponding eigenvectors. 
the RMS of the orthogonal projection of the noise takes its maximum in the 
orientation of the vector u and its minimum in the orientation of the vector v. 
The RMS magnitude of the noise is tr V m = a1 + a2 
The model of the noise assumes that noise occurs at each single image point and it is 
equally likely in all orientations with the same RMS magnitude a (measured in pixels). 
Given this condition the covariance matrix V[m] of the vector m of an image point P 
at a distance r from the image origin is given by 
l VVT (A.9) V[m] 2(1+2/f2)(uuT+1+r2/f2 
where 
2 
k=(0,0,1) T, u=t +f2)mxk, v=±uxm (A.10) r 
We define the RMS error a to be equal to one. 
ENDIX  TI N. 1
  —  
 \] (A.6
/f
/ t  , M l ti  r t r 
u] = JL (A.7)
. . l l is
 i  t 
ti t  l ili t  t  ine
ti  l  para eters.
a   s  
 tri ] 
• s  e i te.
• s t  t : [ ]  
• ts i s 
V[m] ?uuT CT|VVT T (A.
f erf and (a\ ^  ar  t  t  i l  f  
  
• S  is  e t e
t ti n  
S s ^/tr(V[m]) \lo\ .
t
ll l  e 
i tri ] 
   
&\i.-r r-/ j -) •• ±-r'i-/j-'
/ W ( 0 , 0 , 1 ) '   ±^(l  J—)m ,     ( )
f  e o
APPENDIX A. CAMERA CALIBRATION. 152 
A.2.3 Point collinearity and line concurrency. 
The vector m of the intersection point P of two image lines l and 1' whose vectors are 
n and n' respectively, is given by: 
m=H[nxn'] (A.11) 
In the same way, the vector n of the line L that joins the two image points P and P' 
whose vectors are m and m' respectively, is given by: 
n = N[m x m'] (A.12) 
When we have a set of three or more points, we say that they are collinear if there 
is a line passing through all of them; when we have a group of three or more lines, 
we said that they are concurrent if they share they same intersection point. Formally 
we say that a set of points are collinear if the rank of their set of vectors is less than 
three, and a set of lines are concurrent if the rank of their set of vectors is less than 
three. The problem with this definition is that it is very sensitive to noise; more robust 
definitions of collinearity and concurrency are: 
A set of N image points P. with homogeneous coordinates ma, a = 1, .., N, are 
collinear if the smallest eigenvalue of their moment matrix 
N 
M = WMamama 
a=1 
(A.13) 
where WMa are positive constants, is equal to zero; the associated eigenvector n is the 
vector of the line L passing through Pa. A set of N image lines L. with homogeneous 
coordinates na, a= 1, .., N, are concurrent if the smallest eigenvalue of their moment 
matrix 
N 
N = WNanana (A.14) 
a-1 
where WNa are positive constants, is equal to zero; the associated eigenvector m is the 
vector of the point P of the common intersection of the lines La. 
The set of constants WMa and WNa are weights that should be chosen so that 
reliable data are given large weights while unreliable data are given small weights. The 
optimal weights in the maximum likelihood sense for the equations A.13 and A.14 are 
respectively defined by: 
WNa = 
(V[1 
na]m) (A.15) WMa = n (V[ma]n) ) m 
Since the computation of the optimal weights involves the use of the use of the vector 
m or n that we want to compute, the following approximation is used 
WMa trace(V[ma])' WNa trace(V[na]) 
(A.16) 
Once we have defined the optimal estimation of a line formed out of a set collinear 
points, or a point as the intersection of concurrent lines, we need to consider that the 
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noise on each of the points that form the line, or on each of the lines that intersect in 
a point will propagate into the new line or point. We define the covariance matrix of 
the optimal estimation of the intersection point vector m of N concurrent lines by 
UUT vvT 
V [m] _ - + - (A.17) n v 
where {m, u, v} is the system of eigenvectors of the optimal moment matrix N, with 
corresponding eigenvalues (0, au, A, ). In the same fashion, the covariance matrix of 
the optimal estimation of the common line n of N collinear points is defined by 
V[n]=uuT+ vVT v (A.18) 
where {n, u, v} is the system of eigenvectors of the optimal moment matrix M, with 
corresponding eigenvalues (0, a,,, Av). 
A.2.4 Vanishing points. 
A vanishing point of a space line is defined as the limit of the projection of the point 
that moves along the space line; if we situate a space line at the origin of the camera 0, 
the vanishing point of that line is given by the intersection of the line with the image 
plane. From this interpretation it is clear that parallel space lines, when projected on 
the image plane, will intersect at a common vanishing point. 
A.3 Estimation of Optical Centre. 
The optical centre of the camera, or image center is calculated by finding the focus of 
expansion (FOE) of a set of spatial reference points while moving the camera along the 
optical axis. The FOE is defined as the vanishing points of the trajectories of points 
moving on the scene; if we move the camera along the optical axis, the trajectories of 
the reference scene points will be parallel to it and therefore will intersect the image 
plane on the optical centre. 
The procedure for estimating the optical centre will be described next: 
The camera was mounted in a photographic copy stand, which allows us to control 
the distance between the camera and the object to be captured. The camera was 
mounted pointing down with its main axis parallel to the stand post. A grid of 
squares similar to the one used to eliminate the optical distortions was used as a 
reference. An image sequence of eight images were captured, each image taken 
with the camera situated at a different distance from the calibration grid. 
Four corners on the calibration grid were selected as reference points, their coor- 
dinates in the image plane were selected by fitting lines to them, and converted 
to normalised homogeneous coordinates. A tentative optical centre was defined 
as the centre of the image obtained from the frame grabber after mapping. 
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Four lines were fitted to the the four sets of eight collinear points that were 
obtained from the coordinates of each corner on the image sequence, and their 
corresponding covariance matrix calculated, by using the method described in 
section A.2.3 (equations A.13 and A.16). 
The concurrent point of the four lines and its covariance matrix was calculated 
with the method described in section A.2.3 (equations A.14 and A.16). 
The estimated optical centre (Xo, yo)T = (320.61,255.31)T with the covariance matrix 
V(Xo, yo)T equal to 
17.458451e 6 -6.731742e-6 -7.732514e-6 
6.731742e-6 11.096990e-6 -1.345538e-6 
k -7.732514e 6 -1.345538e 6 5.627252e-6 
A.4 Focal length estimation. 
The concept of conjugacy is the one we use to to estimate the focal length. We say the 
two points P and P' with homogeneous coordinates m and m' are conjugate to each 
other if and only if: 
mm =0 (A.19) 
in other words, two points in the image plane are conjugate to each other if their vec- 
tors are mutually orthogonal. We define conjugacy in terms of Cartesian coordinates, 
applying the equation A.3, as follows: Two points in the image plane with Cartesian 
coordinates (a, b) and (a', b') are conjugate to each other if and only if 
aa' + bb' +f2 =0 (A.20) 
From the definition of vanishing point and the concept of conjugacy we can deduce 
the following statement: Two space lines are orthogonal to each other if and only if 
their vanishing points are conjugate to each other on the image plane. 
The procedure to estimate the focal length involves the estimation of the vanishing 
points with homogeneous coordinates m and m' of two orthogonal space lines projected 
into the image plane. Since vanishing points do not necessarily fall in the image, the 
best way of represent them is by using their normalised vectors. Because normalised 
homogeneous coordinates do not provide an explicit expression for the equivalent Carte- 
sian coordinates on the image plane (if we do not know the value of the focal length), 
we can not directly use the equation A.20. Instead we express conjugacy in terms of 
the rate of change of a normalised vector m as the focal length of the system changes. 
From the definition of normalised vector A.5 we obtain the following expression: If m 
is the vector representing an image point with respect to the focal length f, the point 
m' representing the same image point with respect to the focal length f' is given by 
Tal 
m = fN[ m2 ] (A.21) 
(f'/f )m3 
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Figure A.4: Diagram of a rectangle placed on the scene. The intersection of the spatial lines 
[AB, DC , and [HL, BC define the pair of mutually conjugate vanishing points VP and VP'. 
By substituting A.21 into A.20 we obtain the following expression 
2 
mlmi + m2m2 + f 2 m3m3 = 0 (A.22) 
where m and m' are the vectors of the vanishing points of two mutually orthogonal 
space lines, defined with respect to a tentative focal length f, while f is the true focal 
length. From this it follows that the true focal length can be determined with the 
following equation 
mim1 + m2m2 
m3m3 
(A.23) 
The pair of conjugate vanishing points can be found by using the image of a rectangu- 
lar surface placed in the scene (see figure A.4). The vanishing point VP is determined 
as the intersection of the lines passing through the segments AB and DC, and the 
vanishing point VP' is determined as the intersection of the lines passing through the 
segments AD and BC. 
Since the vanishing points VP and VP' with homogeneous coordinates m and m' 
are calculated from a real image, a certain amount of noise described by their respec- 
tive covariance matrices V [m] and V [n'] should be considered. The variance in the 
estimation of the focal length is given by 




)2 (V[m']m) (A.24) 
The reliability of the focal length estimation also depends on the 3-D spatial config- 
uration of the space lines used to determine the vanishing points; the accuracy of the 
estimation is degraded if the vanishing points found are far from the image centre, but 
because they are by definition conjugate to each other, there is a limited number of 
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h) 
4 
c) 'A 1 f) i) 
Figure A.5: Images a)-c) shows the same calibration frame viewed from different positions 
and orientations, images d)-f) shows the result of applying the Canny edge detector to figures 
a)-c), images g)-i) shows the rectangle fitted to the calibration frame in red, and the two pairs 
of lines whose vanishing points are used to estimate the focal length in blue. 
configurations that would allow both of them to be relatively close to the image centre. 
Instead of finding an ideal configuration to determine the focal length, we estimated 
it as the weighted average over N measurements obtained from different images. An 
optimal estimated focal length f is defined by 






where f, a = 1, .., N are the estimates of the focal length from N different images. 
The weights are defined in terms of the variance of the independent focal length 
estimations V [ f a] by 
N 
Wa 
VIM VIM ](-1 
while the variance of the optimal estimate is given by 
N vrfi_,/r_ I 
a=1 V [fa] 
(A.26) 
(A.27) 
From the computed variance of the optimal estimate of the focal length, a confidence 
interval can be computed. The statistic (f - f) Vrf-] where f is the true focal length, 
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a fa V[fa W. 
1 441.3869 0.4515 0.0169 
2 543.2228 3.3584 0.0023 
3 558.4158 0.5050 0.0151 
4 511.6667 0.3233 0.0236 
5 513.9518 0.1868 0.0408 
6 482.6258 0.1022 0.0747 
7 490.9507 0.1191 0.0640 
8 494.9979 0.1527 0.0500 
9 509.5468 0.2796 0.0273 
10 510.6766 0.2941 0.0259 
11 522.5512 0.2005 0.0381 
12 529.6693 0.1451 0.0526 
13 488.2864 0.1453 0.0525 
14 503.0772 0.3142 0.0243 
15 483.1598 1.8686 0.0041 
16 482.5283 0.1780 0.0429 
17 492.0573 0.1562 0.0488 
18 490.4183 0.1835 0.0416 
19 482.8465 0.1774 0.0430 
20 508.3463 0.3910 0.0195 
21 477.6704 0.8332 0.0092 
22 461.4639 0.2794 0.0273 
22 465.0214 0.4203 0.0182 
a f« V f a W. 
24 499.7343 0.9923 0.0077 
25 481.3260 2.2808 0.0033 
26 549.8075 0.7562 0.0101 
27 567.8223 0.5759 0.0133 
28 582.6858 0.7668 0.0100 
29 607.4887 1.0058 0.0076 
30 490.1392 0.1942 0.0393 
31 513.2585 0.2150 0.0355 
32 520.5131 0.3162 0.0241 
33 512.4199 0.2344 0.0326 
34 526.6368 0.4193 0.0182 
35 546.4528 6.1176 0.0012 
36 518.0850 3.3674 0.0023 
37 524.0083 1.8649 0.0041 
38 534.2519 0.9850 0.0077 
39 503.1861 2.1142 0.0036 
40 540.9092 5.4990 0.0014 
41 451.7808 3.9082 0.0020 
42 510.7017 7.8092 0.0010 
43 526.8043 2.8411 0.0027 
44 449.1148 1.3153 0.0058 
45 454.4147 2.5502 0.0030 
46 521.1126 7.3820 0.0010 
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Table A. 1: Focal length estimation from different images: The first column shows the index of 
image used, the second column is the estimated focal length, the third column is the variance 
of the estimated focal length, and the last column shows the associated weight value. 
defined as 
f - Aa V [.f )' 7 + as V U] 
] 
(A.28) 
where A. is the a% point in the standard normal distribution. 
A.4.1 Focal Estimation Procedure. 
The procedure used to estimate the focal length is summarised in the next lines: 
46 images from the calibration frame with different spatial configurations were 
captured, and mapped to eliminate the optical distortion. The calibration frame 
consist of a 0.30x0.40 m. black rectangle drawn in a white flat surface. Some 
examples are shown in images a-c in figure A.S. 
Edges in the image were extracted by using a Canny edge detector (see images 
d-f in figure A.5). 
Lines were fitted to the edges of the rectangle and their variance were estimated 
by using the method described in section A.2.3 (equations A.13, A.15 and A.18). 
Vanishing Points and their respective variances are estimated using the equations 
A.14, A.16 and A.17 (see images g-i in figure A.5). 
The focal length is estimated using the method described in section A.4. 
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The estimated values of the focal length, variance and associated weight obtained 
from each image are shown in table A.1. Using equations A.25 and A.27 the optimal 
estimate of the focal length and its variance were estimated as 
f = 501.6053, V[f] = 0.0076 
then according with equation A.28, the true value of the focal length2, with a 95% 
confidence should be in the interval [501.4341, 501.77651. 
a The focal length is given in pixels. The actual distance between the image plane and the origin can 
be found if we know the pixel/cm. ratio of the image sensor. 
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Face Database URL 
USENIX Faces Database http://facesaver.usenix.org/ 
MIT Face Database ftp://whitechapel.media.mit.edu/pub/ 
images/ 
University of Bern face database ftp://iamftp.unibe.ch/pub/Images/ 
Facelmages/ 
Image Sample from NIST Special file://sequoyah.ncsl.nist.gov/pub/ 
Database 18 MID (Mugshot databases/data/mugshots.tar.Z 
Identification Database) 
DAI face database http://www.dai.ed.ac.uk/daidb/ 
people/homes/arturoe/database/images.html 
CMU and MIT face detection test http://www.ius.cs.cmu.edu/IUS/eyes-usrl7/ 
sets (Tests sets A,C and B respectively har/hart/usrO/har/faces/test/ 
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000 04 04 04 04 04 04 1 04 04 04 04 04 
001 15 20 20 20 13 19 1 20 18 20 18 18 
002 07 12 12 12 12 12 1 13 13 13 13 13 
003 14 13 13 16 16 16 
1 13 16 16 17 16 
TEST 01 I 
004 15 14 14 15 15 12 1 00 00 00 00 00 
005 05 05 05 05 05 05 1 05 05 05 05 05 
006 17 15 15 15 07 05 1 05 05 05 05 05 
TEST 02 I 
007 26 26 25 22 22 23 1 07 07 07 06 04 
008 19 32 31 32 32 32 1 31 32 32 32 26 
009 08 08 08 08 08 08 1 00 00 00 00 00 
010 23 25 22 26 23 23 1 20 20 20 20 16 
011 06 06 06 06 06 06 1 00 00 00 00 00 
012 15 15 15 15 15 15 1 02 02 02 02 02 
TEST 03 I 
013 30 19 20 22 24 24 1 19 20 22 24 24 
014 23 13 16 19 19 13 1 00 00 00 00 00 
TEST 04 I 
015 20 16 16 16 16 16 1 16 16 16 17 17 
016 11 11 11 10 11 11 1 11 11 10 11 11 
017 23 21 21 21 21 21 1 21 23 21 21 23 
018 16 10 16 16 16 16 1 16 16 16 16 16 
TEST 05 I 
019 11 00 00 00 00 00 1 00 00 00 00 00 
020 18 16 16 16 16 16 1 18 18 18 18 18 
021 12 10 10 12 10 12 1 10 10 12 11 10 
TEST 06 I 
022 26 17 20 20 20 20 1 17 20 20 20 21 
023 08 05 05 07 09 05 1 05 07 07 09 09 
























-------------------------------------------------------------- TEST 07 I 
025 17 14 14 17 17 15 1 00 00 00 00 00 
026 17 17 17 17 17 17 1 17 17 17 17 17 
TEST 08 I 
027 14 00 00 01 06 06 1 00 00 00 00 00 
028 04 02 02 02 02 03 1 02 02 02 02 02 
029 09 09 09 09 09 09 1 01 01 01 01 01 
TEST 09 1 
030 23 19 21 23 23 23 1 19 21 23 23 23 
031 06 06 06 06 06 06 1 02 02 02 00 00 
032 37 32 32 37 32 37 1 32 37 37 37 37 
TEST 10 I 
033 20 20 20 20 20 20 1 03 03 03 03 00 
034 17 17 17 17 16 16 1 00 00 00 00 00 
035 09 01 06 06 06 08 1 01 01 01 01 01 
036 15 08 08 08 08 08 1 06 06 06 06 06 
TEST 11 I 
037 06 06 05 05 05 05 1 01 01 01 01 01 
038 33 31 31 29 27 27 1 31 31 31 31 31 
039 17 08 10 15 15 15 1 09 10 15 15 15 
040 22 06 06 12 14 14 1 06 06 12 14 14 
041 13 14 14 14 14 14 1 13 13 13 13 14 
TEST 12 1 
042 08 03 03 03 04 03 1 00 00 00 00 00 
043 09 02 04 07 07 07 1 02 04 07 07 07 
044 12 11 11 11 11 11 1 11 11 11 11 11 
046 09 09 13 13 13 09 1 09 09 09 07 07 
TEST 13 1 
046 18 17 17 19 19 17 1 03 03 03 03 03 
047 12 11 11 11 11 11 1 03 03 03 03 03 
TEST 14 I 
048 26 18 18 11 23 23 1 01 01 OS 01 01 
049 25 21 22 21 21 21 1 05 05 03 01 00 
050 16 16 16 16 16 16 1 16 16 16 16 16 
TEST 15 I 
051 23 22 22 22 24 24 1 22 22 22 24 23 
052 16 13 12 12 12 12 1 04 04 04 04 04 
053 16 12 18 12 16 14 1 12 03 03 03 03 
054 14 13 13 16 13 14 1 16 13 16 16 16 
055 21 15 13 12 13 09 1 13 15 15 15 15 
056 12 11 12 12 11 12 1 12 12 12 11 11 
TEST 16 1 
057 12 04 15 22 22 19 1 00 00 00 00 00 
058 18 00 11 11 11 11 1 00 00 00 00 00 
059 19 19 19 23 19 08 1 12 13 12 12 13 
TEST 17 I 
060 20 20 20 16 14 16 1 00 00 00 00 00 
061 06 06 06 06 06 06 1 06 06 06 06 06 
062 22 22 22 22 22 22 1 22 23 22 22 09 
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NETWORK FM1 
REAL DEPTH MAP I IDEAL DEPTH MAP 
20 26 30 36 40 
1 
20 25 30 35 40 
TEST 18 I -------------------------------------------------------------- 
063 07 02 02 02 02 00 1 02 02 02 02 00 
064 17 17 17 17 17 17 
1 
10 10 10 to 10 
066 14 13 13 13 14 13 1 13 13 13 13 13 
066 18 01 06 09 09 09 
1 01 06 09 09 09 
TEST 19 I 
067 26 15 20 20 20 21 1 15 20 20 20 20 
068 00 00 00 00 00 00 
1 
00 00 00 00 00 
069 12 00 00 00 00 07 1 00 00 00 00 07 
070 20 00 09 19 12 20 1 00 06 06 06 06 
TEST 20 I 
071 17 17 17 17 17 17 1 16 16 16 16 16 
072 24 11 15 17 18 10 1 11 15 17 16 17 
073 18 18 18 18 18 18 1 18 18 18 18 18 
TEST 21 
074 17 06 06 06 06 06 1 03 03 03 03 03 
075 11 10 10 10 10 10 I 00 00 00 00 00 
076 26 19 19 19 19 19 1 00 00 00 00 00 
077 15 12 16 16 14 15 1 00 00 00 00 00 
TEST 22 I 
078 09 00 09 09 09 09 1 00 00 00 00 00 
079 09 09 09 09 09 09 1 09 09 09 09 09 
TEST 23 I 
080 17 19 19 15 13 19 I 19 17 15 15 15 
081 18 09 16 16 16 16 1 09 16 16 16 16 
082 22 16 20 24 24 24 1 16 20 24 24 24 
TEST 24 I 
083 11 13 12 12 12 12 1 00 00 00 00 00 
084 19 10 11 11 11 11 1 10 10 10 10 10 
085 12 13 13 13 13 13 1 03 03 03 03 03 
TEST 25 I 
086 19 21 18 19 21 21 1 18 18 18 18 18 
087 13 16 15 16 16 15 1 13 16 16 11 16 
088 19 19 16 09 16 17 1 19 19 09 19 19 
089 19 18 19 18 19 18 1 15 19 18 19 19 
090 14 16 16 16 16 16 1 16 16 16 16 16 
TEST 26 
091 16 17 18 18 16 16 1 16 16 16 08 08 
092 18 18 18 18 18 18 1 02 02 02 02 02 
093 14 14 14 14 14 14 1 14 14 14 14 14 
094 24 20 22 19 23 25 1 13 13 10 06 06 
TEST 27 I 
095 13 17 17 17 17 17 1 04 04 04 00 00 
096 13 08 10 10 10 13 1 08 10 10 10 11 
097 11 it 11 11 11 11 1 03 03 03 03 00 
098 29 24 24 24 24 24 1 29 29 29 29 25 
099 28 28 20 28 28 20 1 05 05 05 05 03 
TEST 28 I 
100 06 06 07 07 07 07 1 00 00 00 00 00 
101 15 22 15 22 12 15 1 03 03 03 03 03 
102 08 03 03 03 05 05 1 03 03 03 05 05 
103 20 16 16 14 14 14 1 06 06 06 06 06 
104 08 08 08 08 08 08 1 05 05 05 05 05 







APPENDIX C. SUMMARY OF DETECTION RESULTS. 
NETWORK FM1 
REAL DEPTH MAP I IDEAL DEPTH MAP 
20 25 30 35 
1 
40 I 20 25 30 35 40 
-------------------------------------------------------------- 
TEST 29 1 
105 23 25 21 15 23 25 1 13 15 15 13 15 
106 04 03 03 04 04 04 1 01 01 OS 01 01 
107 18 06 06 06 06 06 1 05 05 05 05 05 
108 21 17 21 21 23 17 1 17 17 17 17 17 
TEST 30 
1 
109 08 11 11 11 11 11 1 07 07 07 07 07 
110 25 15 23 21 23 23 1 15 23 21 23 21 
111 33 24 28 29 26 27 1 24 25 29 26 26 
TEST 31 
1 
112 13 06 06 06 06 08 1 06 06 06 06 08 
113 11 11 11 11 10 08 1 04 04 04 04 00 
TEST 32 
1 
114 17 20 20 16 16 16 1 20 18 20 20 20 
115 14 07 08 10 13 13 1 07 08 10 13 13 
116 10 08 10 09 10 10 1 05 05 05 05 05 
TEST 33 1 
117 17 17 16 12 16 16 1 17 17 12 16 17 
118 13 13 13 14 13 13 1 15 14 14 15 14 
119 11 11 11 11 11 13 1 11 11 11 11 12 
120 16 16 16 16 16 16 I 16 16 16 16 16 
TEST 34 1 
121 14 17 16 14 17 17 1 03 03 02 02 02 
122 14 04 10 10 10 13 1 00 00 00 00 00 
123 21 21 21 21 18 21 1 21 21 21 20 21 
124 21 15 16 15 15 15 1 15 15 15 15 15 
TEST 35 I 
125 14 13 13 13 13 13 1 14 14 14 14 13 
126 26 17 15 13 17 12 1 10 10 02 02 02 
TEST 36 1 
127 22 14 14 15 16 16 1 14 14 15 14 16 
128 09 09 09 09 09 09 1 09 09 09 09 09 
129 00 00 00 00 00 00 1 00 00 00 00 00 
130 15 02 06 06 06 11 1 02 06 06 06 11 
TEST 37 1 
131 12 11 11 11 11 11 1 05 05 05 05 05 
132 23 08 14 16 16 20 1 08 14 16 16 20 
TEST 38 1 
133 19 21 19 14 21 15 1 09 09 09 09 09 
134 22 18 20 24 18 24 1 18 20 24 24 24 
135 23 18 10 23 22 18 1 18 18 13 18 18 
136 17 24 24 24 24 23 1 17 17 17 14 10 
TEST 39 1 
137 24 21 24 24 24 21 1 21 24 24 24 26 
138 05 05 05 05 05 05 1 00 00 00 00 00 
139 18 15 18 18 15 16 1 15 18 18 15 16 
140 08 17 17 17 17 17 1 08 09 01 01 01 
141 11 07 11 07 07 07 1 11 07 07 11 07 
TEST 40 1 
142 18 11 11 10 10 14 1 11 11 10 10 10 
143 24 25 26 20 11 26 1 02 02 03 03 04 
























-------------------------------------------------------------- TEST 41 I 
144 11 11 11 12 12 12 1 04 04 04 04 04 
145 11 09 09 08 09 14 1 14 08 08 16 08 
146 08 00 00 00 00 00 1 00 00 00 00 00 
TEST 42 I 
147 07 01 01 01 01 01 1 01 01 01 00 00 
148 10 10 10 10 10 10 1 10 10 10 01 01 
149 18 19 19 19 19 19 1 00 00 00 00 00 
150 08 08 08 08 08 08 1 00 00 00 00 00 
TEST 43 I 
151 16 16 16 17 16 16 1 08 08 08 08 08 
152 26 09 09 09 09 09 1 06 06 06 06 06 
153 11 11 11 11 11 11 1 10 10 11 11 10 
154 10 00 00 03 03 03 1 00 00 00 00 00 
155 07 06 06 06 07 07 1 06 06 06 07 07 
156 15 12 12 08 09 12 1 06 05 05 05 05 
TEST 44 I 
157 16 00 00 07 14 14 1 00 00 06 14 14 
158 15 08 08 11 12 12 1 08 08 11 12 12 
159 11 13 13 11 13 11 1 13 13 11 13 13 
160 17 09 09 09 09 09 1 08 08 08 04 04 
161 12 12 12 12 12 12 1 01 01 01 01 00 
TEST 46 I 
162 15 16 15 15 15 15 1 15 15 15 15 15 
163 16 23 25 22 23 25 1 13 13 13 13 13 
164 18 08 11 11 11 11 1 08 08 08 08 08 
165 12 12 11 11 12 12 1 12 12 12 12 12 
TEST 47 I 
166 13 12 12 13 13 13 1 12 12 13 13 13 
167 23 23 23 23 23 23 1 23 22 23 23 23 
168 17 16 16 16 16 16 1 15 15 15 15 15 
169 18 17 20 20 17 20 1 20 17 20 20 20 
170 05 00 00 00 03 03 1 00 00 00 00 00 
TEST 48 I 
171 08 08 08 08 08 08 1 08 08 08 08 08 
172 16 09 09 08 10 08 1 04 04 04 04 04 
173 20 20 20 17 17 17 1 00 00 00 00 00 
TEST 49 I 
174 21 21 21 21 17 17 1 07 07 07 07 07 
175 18 18 18 18 18 18 1 04 04 04 02 02 
176 13 12 12 12 12 12 1 06 06 06 02 02 
177 24 20 24 20 20 20 1 19 19 19 16 16 
178 20 15 14 15 15 14 1 04 04 04 04 04 
179 24 13 13 13 13 16 1 12 12 12 12 12 
TEST 50 1 
180 07 07 07 07 07 07 1 07 07 07 07 07 
181 21 13 13 09 05 05 1 04 04 04 04 04 





APPENDIX C. SUMMARY OF DETECTION RESULTS. 166 
NETWORK NFMI 
REAL DEPTH MAP I IDEAL DEPTH MAP 
20 25 30 35 40 I 20 25 30 35 40 
-------------------------------------------------------------- 
TEST 00 I 
000 00 00 00 00 00 00 1 00 00 00 00 00 
001 01 01 01 01 01 01 1 01 01 01 01 01 
002 00 00 00 00 00 00 1 00 00 00 00 00 
003 07 07 07 07 07 06 1 07 07 07 07 07 
TEST 01 I 
004 05 05 05 05 05 05 1 00 00 00 00 00 
005 00 00 00 00 00 00 1 00 00 00 00 00 
006 10 07 07 07 02 02 1 02 02 02 02 02 
TEST 02 I 
007 10 10 10 10 10 10 1 07 07 07 04 01 
008 14 14 14 14 14 14 1 14 14 14 14 14 
009 05 05 05 05 05 05 1 00 00 00 00 00 
010 12 12 12 12 12 12 1 12 12 12 12 12 
011 03 03 03 03 03 03 1 00 00 00 00 00 
012 07 07 07 07 07 07 1 00 00 00 00 00 
TEST 03 I 
013 13 11 11 11 13 13 1 01 01 11 13 13 
014 02 02 02 02 02 02 1 00 00 00 00 00 
TEST 04 I 
015 11 09 09 09 11 11 1 09 09 09 09 09 
016 08 08 08 08 08 08 1 08 08 08 08 08 
017 06 08 08 08 08 08 1 08 08 08 08 08 
018 06 06 06 06 06 06 1 06 06 06 06 06 
TEST 05 I 
019 07 00 00 00 00 00 1 00 00 00 00 00 
020 09 07 07 07 07 07 1 09 09 09 09 09 
021 06 06 06 06 06 06 1 06 06 06 06 06 
TEST 06 I 
022 07 07 07 07 07 07 1 07 07 07 07 07 
023 02 00 00 00 02 02 1 00 00 00 02 02 
024 09 09 09 09 09 09 1 09 09 09 09 09 
TEST 07 I 
025 07 06 07 07 07 07 1 00 00 00 00 00 
026 07 07 07 07 07 07 1 07 07 07 07 07 
TEST 08 I 
027 05 00 00 00 03 03 1 00 00 00 00 00 
028 00 00 00 00 00 00 1 00 00 00 00 00 
029 01 01 01 01 01 01 1 00 00 00 00 00 
TEST 09 I 
030 00 00 00 00 02 00 1 02 00 00 00 02 
031 00 00 00 00 00 00 1 00 00 00 00 00 
032 08 08 08 08 08 08 1 08 01 01 01 08 
TEST 10 I 
033 00 00 00 00 00 00 1 00 00 00 00 00 
034 02 02 02 02 02 02 1 00 00 00 00 00 
035 00 00 00 00 00 00 1 00 00 00 00 00 
036 06 05 05 05 05 05 1 01 01 01 01 01 




APPENDIX C. SUMMARY OF DETECTION RESULTS. 167 
REAL DEPTH MAP 
NETWORK NFN1 
I IDEAL DEPTH MAP 
20 25 30 35 40 1 20 25 30 35 40 
-------------------------------------------------------------- 
TEST 11 1 
037 11 12 12 12 12 12 1 00 00 00 00 00 
038 19 19 19 19 19 19 1 19 19 19 19 19 
039 04 02 02 04 04 04 1 02 02 04 04 04 
040 12 06 06 09 12 12 1 06 06 09 12 12 
041 09 08 08 08 09 09 1 08 08 08 08 08 
TEST 12 
1 
042 00 00 00 00 00 00 1 00 00 00 00 00 
043 00 00 00 00 00 00 1 00 00 00 00 00 
044 01 01 01 OS 01 01 1 01 OS 01 01 01 
045 02 02 02 02 02 02 1 02 02 02 02 02 
TEST 13 I 
046 05 05 05 06 05 05 1 00 00 00 00 00 
047 00 00 00 00 00 00 1 00 00 00 00 00 
TEST 14 I 
048 05 04 04 04 06 05 1 00 00 00 00 00 
049 12 13 13 13 13 13 1 02 02 00 00 00 
050 05 05 05 05 05 05 1 05 05 05 05 05 
TEST 15 I 
051 02 02 02 02 02 02 1 02 02 02 02 02 
052 15 11 10 10 10 10 1 05 05 05 05 05 
053 08 07 09 09 08 08 1 04 00 00 00 00 
054 10 10 10 10 10 10 I 10 11 10 11 10 
055 07 05 01 01 01 01 1 04 04 04 04 04 
056 07 07 07 07 07 07 1 07 07 07 07 07 
TEST 16 I 
067 10 02 10 10 08 10 1 00 00 00 00 00 
058 10 00 SO 13 13 13 1 00 00 00 00 00 
059 13 13 13 13 12 13 1 01 12 12 12 12 
TEST 17 I 
060 02 02 02 02 02 02 1 00 00 00 00 00 
061 00 00 00 00 00 00 1 00 00 00 00 00 
062 07 07 07 07 07 07 1 01 01 01 01 01 
TEST 18 I 
063 01 01 01 01 01 01 1 01 OS 01 01 01 
064 01 01 01 01 01 01 1 00 00 00 00 00 
065 02 02 02 02 02 02 1 02 02 02 02 02 
066 09 00 03 06 06 06 1 00 03 06 06 06 
TEST 19 I 
067 03 01 03 03 03 03 1 01 03 03 03 03 
068 00 00 00 00 00 00 1 00 00 00 00 00 
069 00 00 00 00 00 00 1 00 00 00 00 00 
070 07 00 07 07 07 07 1 00 07 07 07 07 
TEST 20 1 
071 11 11 11 11 11 11 1 11 11 11 11 11 
072 03 00 00 02 02 02 1 00 00 02 02 02 
073 06 06 06 06 06 06 1 06 06 06 06 06 
TEST 21 I 
074 11 02 02 02 02 02 1 00 00 00 00 00 
076 03 03 03 03 02 02 1 01 01 01 00 00 
076 11 10 10 10 10 10 1 00 00 00 00 00 
077 01 01 01 01 01 01 1 00 00 00 00 00 











APPENDIX C. SUMMARY OF DETECTION RESULTS. 
REAL DEPTH MAP 
NETWORK NFM1 
I IDEAL DEPTH MAP 
20 25 30 35 40 
1 
1 20 25 30 35 40 
-------------------------------------------------------------- 
TEST 22 1 
078 05 00 05 05 05 05 1 00 00 00 00 00 
079 01 01 01 01 01 01 1 01 01 01 01 01 
TEST 23 1 
080 06 06 06 06 06 06 1 06 06 06 06 06 
081 05 04 05 05 05 05 1 04 05 05 05 05 
082 09 09 09 09 09 09 1 09 09 09 09 09 
TEST 24 I 
083 00 00 00 00 00 00 1 00 00 00 00 00 
084 09 05 05 05 05 05 1 02 02 02 02 02 
085 03 02 02 02 02 02 1 00 00 00 00 00 
TEST 25 I 
086 02 02 02 02 02 02 1 02 02 02 02 02 
087 12 12 10 12 12 12 1 12 12 12 10 12 
088 08 08 08 08 08 08 1 08 08 08 08 08 
089 05 05 05 05 05 05 1 05 05 05 05 05 
090 09 09 09 09 09 09 1 09 09 09 09 09 
TEST 26 I 
091 08 08 08 08 08 08 1 08 08 08 07 07 
092 06 06 06 05 06 06 1 00 00 00 00 00 
093 05 05 05 05 05 05 1 05 05 05 05 05 
094 09 07 09 09 09 09 1 05 05 05 01 01 
TEST 27 1 
095 10 10 10 10 10 10 1 00 00 00 00 00 
096 07 05 05 05 05 06 1 05 05 05 05 07 
097 00 00 00 00 00 00 1 00 00 00 00 00 
098 12 07 07 07 07 07 1 12 12 12 12 12 
099 10 10 10 10 10 10 1 06 06 06 06 04 
TEST 28 I 
100 00 00 00 00 00 00 1 00 00 00 00 00 
101 06 06 06 06 06 06 1 00 00 00 00 00 
102 01 01 01 01 01 01 1 01 01 01 01 01 
103 08 08 08 08 08 08 1 04 04 04 04 04 
104 00 00 00 00 00 00 1 00 00 00 00 00 
TEST 29 I 
105 08 08 08 08 08 08 1 08 08 08 08 08 
106 00 00 00 00 00 00 1 00 00 00 00 00 
107 04 00 00 00 00 00 1 00 00 00 00 00 
108 11 11 11 11 11 11 1 11 11 11 11 11 
TEST 30 I 
109 02 02 02 02 02 02 1 02 02 02 02 02 
110 14 11 14 14 14 14 1 11 14 14 14 12 
111 08 07 07 08 07 07 1 07 07 08 08 07 
TEST 31 I 
112 OS 00 00 00 00 01 1 00 00 00 00 01 
113 00 00 00 00 00 00 1 00 00 00 00 00 
TEST 32 I 
114 09 09 09 08 08 08 1 09 09 09 09 09 
115 08 04 04 04 07 07 1 04 04 04 07 07 
116 08 08 08 08 08 08 1 04 04 04 04 04 




APPENDIX C. SUMMARY OF DETECTION RESULTS. 169 
NETWORK NFM1 
REAL DEPTH MAP IDEAL DEPTH MAP 
20 25 30 35 40 I 20 25 30 35 40 
-------------------------------------------------------------- 
TEST 33 I 
117 09 07 09 09 09 06 1 09 09 09 09 09 
118 05 05 05 05 05 06 1 05 05 05 05 05 
119 01 OS 01 01 01 01 1 01 01 01 01 01 
120 14 14 14 14 14 14 
1 14 14 14 14 14 
TEST 34 
121 03 03 03 03 03 03 1 00 00 00 00 00 
122 08 03 07 07 07 08 1 00 00 00 00 00 
123 06 06 06 06 06 06 1 06 06 06 06 06 
124 18 08 08 08 08 08 1 08 08 08 08 08 
TEST 35 1 
125 03 03 03 03 03 03 1 03 03 03 03 03 
126 12 09 09 08 09 08 1 06 06 01 01 01 
TEST 36 I 
127 05 05 05 05 05 05 1 05 05 05 05 05 
128 00 00 00 00 00 00 1 00 00 00 00 00 
129 00 00 00 00 00 00 1 00 00 00 00 00 
130 01 00 00 00 00 00 1 00 00 00 00 00 
TEST 37 1 
131 03 03 03 03 03 03 1 03 03 03 03 03 
132 20 04 09 11 11 15 1 04 09 11 11 15 
TEST 38 I 
133 07 07 07 07 07 07 1 02 02 02 02 02 
134 08 08 08 08 08 08 1 08 08 08 08 08 
135 04 04 04 04 04 04 1 04 04 04 04 04 
136 10 11 10 11 10 11 1 10 10 10 08 07 
TEST 39 1 
137 06 06 06 06 06 06 1 06 06 06 06 06 
138 01 01 01 01 01 01 1 00 00 00 00 00 
139 04 04 04 04 04 04 1 04 04 04 04 04 
140 05 05 05 05 05 05 1 02 02 00 00 00 
141 00 00 00 00 00 00 1 00 00 00 00 00 
TEST 40 1 
142 06 05 05 05 05 05 1 01 01 01 01 01 
143 OS 01 01 01 01 01 1 00 00 00 00 00 
TEST 41 I 
144 04 04 04 04 04 04 1 02 02 02 02 02 
145 00 00 00 00 00 00 1 00 00 00 00 00 
146 04 00 00 00 00 00 1 00 00 00 00 00 
TEST 42 
147 09 02 02 02 02 02 1 02 02 02 00 00 
148 04 04 04 04 04 04 1 04 04 04 04 04 
149 12 12 12 12 12 12 1 01 01 01 01 01 
150 05 05 05 05 05 05 1 00 00 00 00 00 
TEST 43 I 
151 05 05 05 05 05 05 1 03 03 03 03 03 
152 03 02 02 02 02 02 1 02 02 02 02 02 
153 03 03 03 03 03 03 1 03 03 03 03 03 
154 00 00 00 04 04 04 1 00 00 00 00 00 
155 02 02 02 02 02 02 1 02 02 02 02 02 
156 10 08 08 08 08 08 1 00 00 00 00 00 






APPENDIX C. SUMMARY OF DETECTION RESULTS. 
NETWORK NFM1 
REAL DEPTH MAP I IDEAL DEPTH MAP 
20 25 30 35 40 I 20 25 30 35 40 
-------------------------------------------------------------- 
TEST 44 I 
157 10 00 00 01 06 06 1 00 00 01 06 06 
158 00 00 00 00 00 00 1 00 00 00 00 00 
159 03 03 03 03 03 03 1 03 03 03 03 03 
160 to 05 05 05 05 05 1 03 03 03 01 01 
161 05 05 05 05 05 05 1 00 00 00 00 00 
TEST 46 I 
162 05 05 05 05 05 05 1 05 05 05 05 05 
163 07 07 07 07 07 07 1 02 02 02 02 02 
164 01 01 01 01 01 01 1 01 01 01 01 01 
165 03 03 03 03 03 03 1 03 03 03 03 03 
TEST 47 I 
166 06 06 06 06 06 06 1 06 06 06 06 06 
167 06 06 06 06 06 06 1 06 06 06 06 06 
168 07 07 07 07 07 07 1 07 07 07 07 07 
169 09 09 09 09 09 09 1 09 09 09 09 09 
170 02 00 00 00 02 02 1 00 00 00 00 00 
TEST 48 I 
171 04 04 04 04 04 04 1 04 04 04 04 04 
172 01 01 01 01 01 01 1 01 01 01 01 01 
173 10 10 10 10 10 10 1 00 00 00 00 00 
TEST 49 I 
174 05 05 05 05 05 05 1 00 00 00 00 00 
175 09 12 12 12 12 12 1 03 03 03 02 02 
176 03 00 00 00 00 00 1 01 01 01 00 00 
177 01 01 01 01 01 01 1 01 01 01 01 01 
178 02 00 00 00 00 00 1 00 00 00 00 00 
179 04 02 03 03 03 03 1 03 03 03 03 03 
TEST 50 I 
180 03 03 03 03 03 03 1 03 03 03 03 03 
181 10 05 05 05 00 00 1 00 00 00 00 00 
170 ENDIX . ARY CTION R S TS.
10
D
