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We study site percolation on lattices confined to a semi-infinite strip. For triangular and square
lattices we find that the probability that a cluster touches the three sides of such a system at
the percolation threshold has the continuous limit 1/2 and argue that this limit is universal for
planar systems. This value is also expected to hold for finite systems for any self-matching lattice.
We attribute this result to the asymptotic symmetry of the separation lines between alternating
spanning clusters of occupied and unoccupied sites formed on the original and matching lattice,
respectively.
Introduced as a model of transport through a random
medium [1], percolation has attracted attention as one
of the simplest, purely geometrical models with a phase
transition. In its basic version it is defined on a lat-
tice with either nodes or edges being chosen with some
probability p to be “open” to transport. If one considers
the limit of the system size going to infinity (also known
as the continuous or thermodynamic limit), then below
some critical value pc the probability that the system as
a whole is permeable is 0, whereas for p > pc it is 1.
Several rigorous results have been obtained for perco-
lation so far. The concepts of matching and dual lattices
were applied to predict the exact values of pc for site per-
colation on the triangular lattice and bond percolation on
the square, triangular and honeycomb lattices [2]. A rig-
orous proof that pc = 1/2 for bond percolation on the
square lattice was given in [3]. A mapping was found
between a class of percolation models and correspond-
ing models of statistical physics, most notably the Potts
model [4]. The values of several critical exponents as
well as of crossing probabilities [5] were rigorously estab-
lished for the site percolation on the triangular lattice
[6–8], and are believed to be universal for a wide class
of planar percolation models. Similar universality is be-
lieved to hold also in higher dimensions, an important
ingredient of advanced numerical methods [9–14]. Many
nontrivial properties of critical percolation clusters were
also derived using conformal field theory [15–18].
In numerical simulations of planar percolation rectan-
gular systems are preferred. The crossing probability for
such geometry is defined for p = pc as the probability
that there exists a percolating cluster that spans two op-
posite sides of the rectangle. Pruessner and Moloney [19]
considered also the probability that a cluster spans three
sides of a rectangle: two long and a short one. Using
extensive simulations, they conjectured that this proba-
bility, which we denote as p3, tends to 1/2 as the rect-
angle’s aspect ratio r diverges to infinity, but gave no
justification for this limit. This conjecture raises several
questions. Could such a simple result be exact? If so, to
what extent it is universal? In particular, is it valid only
in the thermodynamic limit or perhaps it is also valid for
some finite lattices?
To answer these questions, we start from numerical
analysis of the system considered in [19]; however, to
get the thermodynamic limit we use extrapolation of
finite-size results rather than rely on simulations of large
systems. We study site percolation on a square lattice
restricted to an elongated rectangle of height H and
length L (lattice units), with L ≫ H . Using the 64-
bit Mersenne-Twister random number generator [20] we
generate a sequence of L columns of height H , keeping in
the computer memory only the last two of them. These
columns have their sites marked as occupied with prob-
ability 0.592 746 050 792 10, the best known value of pc
for the site percolation on the square lattice [21]. The
occupied sites form clusters—we identify them with the
union-find algorithm [10, 22], assuming free boundary
conditions on all system’s edges. While adding columns,
we update some bits of information (specified below) re-
lated to the clusters. Even though eventually we are
interested only in percolating clusters (i.e., those span-
ning the two longer sides), all clusters are monitored, be-
cause it is not known beforehand whether a given clus-
ter will develop into a percolating one. This contrasts
to the method used in [23], where a special cluster label-
ing technique was developed and the information on only
the clusters reaching the last added column was kept in
memory. As soon as L columns have been added, we
store (append) in a disk file the information about those
of the clusters that percolate. This is repeated until a
preset number of percolating clusters has been generated
for given H .
For each percolating cluster i we store four integer pa-
rameters: its mass (i.e., the number of the sites it occu-
pies) m(i) and parameters l0(i), l1(i), and l2(i), as de-
fined in the caption for Fig. 1. We then define the cluster
width w(i) ≡ l2(i) − l0(i) + 1, and the gap between two
consecutive clusters, g(i) ≡ l0(i+ 1)− l2(i)− 1. Clearly,
w(i) ≥ 1, whereas g(i) can be positive, zero or negative.
Their average, in the limit of L→∞, will be denoted as
wH and gH , respectively.
We also define two additional integer parameters:
γ+(i) ≡ l2(i)− l1(i)+1 and γ
−(i) ≡ l1(i)− l2(i−1)−1. If
one cuts vertically the system along any of the columns
contributing to γ+(i), so that this column becomes the
2FIG. 1. An exemplary percolation cluster for H = 7. Pa-
rameters l0 and l2 are defined as the column numbers of its
leftmost and rightmost sites, respectively, and l1 is the small-
est column number such that the cluster between l0 and l1
percolates. The dots mark this minimal percolating cluster.
The dashed line marks a line splitting the system into two.
right-hand-side edge of the system, then cluster i will be
touching at least three sides of the rectangle: top, bottom
and right (Fig. 1). Since only one cluster can touch three
given sides of a rectangle, the intervals defining γ+(i) are
mutually disjoint. Hence, if we neglect the vicinity of the
system’s vertical borders or consider an infinite system
along the horizontal direction, any column contributes
exactly once to either γ+ or γ− for some cluster i. Let
γ±H be the average of γ
±(i) over all percolating clusters i
in the limit of L→∞. Then
p3(H) ≡
γ+H
γ+H + γ
−
H
(1)
is the probability that if in a horizontally infinite strip
of hight H one randomly selects a column and splits the
system into two semi-infinite ones so that this column
becomes the right-hand-side edge of a semi-infinite rect-
angle, this column will contain at least one site belong-
ing to a vertically percolating cluster. For example, if
one cuts the system shown in Fig. 1 along the dashed
vertical line, the cluster that was percolating in the orig-
inal infinite system would still be percolating and this
line would contribute to γ+H and, consequently, to p3. Se-
lecting this line anywhere between l1(i) and l2(i) would
have the same effect. However, if the cutting line was
selected to the left of l1(i), down to l2(i − 1), it would
split the cluster into at least two non-percolating ones
or even miss any percolating cluster, and such cuttings
would contribute to γ−H , or 1− p3(H).
We performed the simulations for systems with 2 ≤
H ≤ 1000 and L/H varying from ≈ 400 for H = 1000
to ≈ 107 for H = 10. The value of H is limited by the
computation time, which is of order ofH2 per percolating
cluster, whereas L is restricted by the available computer
memory per CPU core. The number of clusters generated
in our simulations varied between ≈ 2× 109 for H ≥ 100
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FIG. 2. Convergence of p3 to 1/2 as a function of the system
height, H . The solid line is a fit to (2) for H ≥ 17, and the
dashed line is a guide to the eye with the slope −1. Inset: the
difference between the simulation data and the fit.
and >∼ 5× 10
10 for H < 100.
In Fig. 2 we present a log-log plot of p3(H)− 1/2 as a
function of H . It suggests that p3(H) actually converges
to 1/2, as conjectured in [19], and the convergence is of
power-law type, p3(h) − 1/2 ∝ L
−ω with ω ≈ 1. To
investigate the convergence, we approximate p3 using
p3(H)− 1/2 ≈ a0 + a1H
−1 + . . .+ aMH
−M . (2)
Some authors use a similar formula with an additional
term ∝ L−ω, where ω is a non-integer correction-to-
scaling exponent [12, 13, 24]. However, we found no
evidence that such correction is necessary for p3. Fit-
ting our data to (2) with M = 3 we found that the mini-
mum value of the regression standard error, s =
√
χ2/dof
(the square root of the chi-squared statistic per de-
gree of freedom), is obtained if the fit is performed for
H ≥ Hmin = 17, in which case s ≈ 0.6. We used Hmin
as the lower bound for the fits. In this way we obtained
a0 = 1.4(15) × 10
−6, a1 = 0.3035(2), a2 = −0.499(6),
and a3 = 0.67(6). This is a strong evidence that p3(H)
indeed tends to 1/2 as H → ∞, with the uncertainty
of this limit, 1.5 × 10−6, being two orders of magnitude
smaller than 4× 10−4 reported in [19].
The values of p3 can be readily determined analyt-
ically for H = 1 and 2: p3(1) = pc and p3(2) =
p2c(1 + pc − p
2
c)/(1 − pc + p
2
c). Our numerical result for
p3(2), 0.574 954 8(12), is consistent with this formula,
which indirectly validates our numerical procedure.
Incipient percolating clusters are known to be fractals
with their mass scaling as λdf , where λ is a characteristic
length and df is the fractal dimension, df = 91/48. For
the model considered here, λ ≡ H and so we expect
m˜H ≡ mH/H
2 ∝ H−5/48. This can be used to do an
additional check of correctness of our simulations. We
fitted our data to
m˜H ≈ H
−b(a0 + a1/H + a2/H
2), (3)
3FIG. 3. A distribution of occupied (filled circles) and unoccu-
pied (empty circles) sites on a triangular lattice with H = 6.
Solid lines mark the boundaries between alternating regions
dominated by occupied and unoccupied sites. Parameters l0,
l1, and l2 characterize the percolating cluster marked with
black filled circles, whereas l′0, l
′
1, and l
′
2 refer to the left-
adjacent cluster of unoccupied sites.
obtaining b = 0.1050(4), which agrees with the expected
value 5/48 ≈ 0.1042. The uncertainty of m˜H is signifi-
cantly higher than that found for p3. The fit is rather
poor, with the regression standard error s being of or-
der of 10 (included into the uncertainty estimation).
However, previous attempts to determine df numerically
showed that the convergence of m˜H to the limit H →∞
is slow and the uncertainties reported there were even
larger than ours [25, 26].
Just as we consider clusters of occupied sites, we can
also investigate clusters of unoccupied sites. A finite clus-
ter of one species (occupied or unoccupied) is surrounded
by sites occupied by the other species. Triangular lattice
has a special property that all these surrounding sites
are connected and hence belong to the same cluster. This
property suffices to show that at any configuration, either
occupied or unoccupied sites percolate and to predict the
value of the percolation threshold, pc = 1/2 [2]. More-
over, if we draw a line separating a cluster of occupied
sites from unoccupied ones, all sites on one of its sides
will belong to this cluster, whereas all sites on the other
side will belong to another, single cluster of empty sites
(Fig. 3). Thus, a rectangular system at or near pc is com-
posed of alternating regions dominated by occupied or
unoccupied sites. The border of each such region is deter-
mined by the border of a percolating cluster, which may
surround nonpercolating clusters of the opposite species,
which, in turn, may contain nonpercolating clusters of
the original species and so on. A region dominated by
a percolating cluster of occupied or unoccupied sites will
be called “conductive” or “nonconducting”, respectively.
Let l0, l1, and l2 characterize a cluster of occupied sites
and l′0, l
′
1, and l
′
2 — the preceding cluster of empty sites
(filled black and open magenta circles in Fig. 3, respec-
FIG. 4. Percolation on an infinite (planar) strip generates
alternating regions “dominated” by occupied (dark green) and
unoccupied (light green) regions. We conjecture that at pc for
any periodic lattice 〈l2 − l1〉/〈l
′
2 − l
′
1〉 → 1 as H →∞.
tively). Recall that l1 is the x coordinate of the first
column such that if the cluster is cut vertically right af-
ter column l1, the cluster percolates and touches three
edges of the system. For the triangular lattice, l1 is the
maximum value of the x coordinate of the sites adjacent
to its left-hand side border. This, in turn implies
l1 = l
′
2 + 1, (4)
because l′2 is the largest x coordinate of the empty sites
adjacent to the same border from the other side. Thus,
to determine the values of l′2 and l1, it suffices to con-
sider only the sites adjacent to the line separating the
two clusters. Plugging (4) into the denominator of (1)
yields 〈l2(i) − l1(i) + 1〉 + 〈l
′
2(i) − l
′
1(i − 1) + 1〉, where
〈. . .〉 denotes the average over the clusters (i) in the ther-
modynamic limit. However, the occupied and unoccu-
pied regions must have identical statistical properties at
pc = 1/2, hence the two averages must be equal to each
other. This implies that the site percolation on the tri-
angular lattice is characterized by
p3(H) = 1/2 (5)
for any H . This can be independently verified for H = 1,
as then p3 = pc, and for H = 2, in which case, after some
cluster counting, p3 = (2− pc)p
2
c/(1− pc + p
2
c) = 1/2.
While equation (5) was derived for the triangular lat-
tice, it sheds a new light onto the case of lattices that
are not self-matching, including the square lattice. An
infinite strip on a periodic lattice at (or near) pc can be
divided into altering conductive and nonconducting re-
gions (Fig. 4). Let us for a moment consider the square
lattice. Just as for the triangular lattice, one can define
the line separating two consecutive regions. The occupied
sites on the border of the conductive phase will belong to
the same percolating cluster. The situation in the non-
conducting regions appears to be more complex unless
4one realizes that the unoccupied sites on the square lat-
tice may be considered as “connected” directly if they are
nearest (NN) or next-neighbor neighbors (NNN). Then,
the conductive regions will be controlled by standard
site percolation of occupied sites on the square lattice,
whereas the nonconducting ones—by site percolation of
unoccupied sites on the square lattice with NN and NNN
neighbors. Within this interpretation, (4) will still hold,
but (5) can no longer be taken for granted, as there is
no trivial symmetry between the square NN and NN +
NNN lattices. Our numerical results (Fig. 2) suggest that
for the square lattice Eq. (5) is valid only in the limit of
H →∞:
p3(H)→ 1/2 as H →∞. (6)
Simplicity of this limit suggests some deeper relation
between the conducting and unconducting phases. In-
deed, the square lattices with NN and NN + NNN con-
nections form a pair of mutually matching graphs [2] and
we conjecture that this can ba generalized to other peri-
odic lattices: the nonconducting phase can be understood
as being built on the lattice matching the lattice of the
conductive phase. This is in agreement with the obser-
vation that the percolation thresholds of a lattice and its
matching lattice always sum up to 1 [2].
As the system size goes to infinity, the line separating
the two phases gets more and more complicated, even-
tually forming a fractal [27]. If this line is conformally
invariant in the continuous limit then it can be described
as a stochastic Loewner evolution SLE6 [28, 29]. Va-
lidity of this assumption was shown rigorously for the
triangular lattice [7]. Since the hull of a critical percola-
tion cluster is believed to be conformally invariant irre-
spective of the underlying lattice, we expect SLE6 to be
a universal description of the lines separating occupied
and unoccupied “phases” in the limit of H → ∞. This
limiting line is symmetric in the sense that one cannot
tell which of its sides is taken by a cluster of “occupied”
sites, and which by “unoccupied”. Therefore we expect
that the alternating regions of occupied and unoccupied
“phases” are statistically indistinguishable in the limit of
H → ∞. This, in turn, leads to (6) as a universal prop-
erty of percolation on planar lattices. For systems built
on self-matching lattices this line is symmetric also for
finite system sizes, which implies the stronger condition
(5) to be valid for all self-matching lattices. This symme-
try, however, is broken for finite spanning clusters built
on a lattice that is not self-matching. As can be easily
verified e.g. for the square lattice, the lines separating
different, non-matching phases are asymmetric with re-
spect to the possibility of self-touching (or forming loops
without self-cutting) and touching of two adjacent lines.
This explains why p3(H) 6= 1/2 for such systems.
The nature of p3 is similar to the crossing and wrap-
ping probabilities [5, 15], except that it is a three-leg
quantity, i.e., it describes an event of a cluster touching
three system sides. Moreover, it involves conductive and
nonconducting “phases” (Fig. 4) rather than individual
clusters. While in reality the borders of these phases are
complex fractals, we neither needed this information nor
can infer it from our arguments and actually can treat
the phases as thick, almost classical objects that are po-
tentially less sensitive to finitie-size effects than rarefied
critical percolating clusters. We also found no evidence
that p3 is related to any nonclassical (non-integer) expo-
nent; still, just as the crossing and wrapping probabilities
[9–13], whose values have been derived using advanced
field-theoretical methods, it could be used as a sensitive
tool for localization of pc when p is varied around it.
In summary, we have presented evidence that the prob-
ability p3 that there exists a cluster touching the three
sides of a semi-infinite strip at the percolation threshold
pc has a universal continuous limit: 1/2. The conver-
gence of p3 for the site percolation on the square lattice
at pc is quick and robust, which suggests that it may be
an effective parameter for determining pc and related pa-
rameters numerically also for other planar lattices. We
attribute the value of the limit, 1/2, to the symmetry
of the separation lines between “conductive” and “non-
conducting” phases, which are believed to be universally
described by the SLE6 process.
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