INTRODUCTION
Let X1,X,,. . . be a sequence of independent observations each drawn from an observation space I and each distributed according to a probability density function p(x). There are two possible states of nature Ho and HI with a priori probabilities n0 and nl. Under Ho, p(x) = pO(x), a known density, while under HI, p(x) = PI(X), also a known density. To determine the true state of nature we formulate a sequence of decision rules dl(X1),d2(X1,Xz), . . +, where d, E {H,,H,}. The objective is to minimize the probability of error.
Since each decision may depend upon all previous observations, the amount of data to be stored increases without bound. To bring the problem further into the real world, Hellman and Cover [l] have applied the constraint that the data be summarized by an m-valued statistic TE {1,2,. . . ,m}. The statistic is updated after each observation according to the rule where T, is the statistic value at time n and f is a time-invariant (but possibly randomized) updating function.
The decision at time n,d,, is required to depend on the data only through the value of T,; i.e., d. = dtT4, where d: {1,2,. . . ,m} + {H,,,H,} is a time-invariant function.
The algorithm pair (Ad) may be thought of as an automaton with inputs X. E X, internal state T,, E {I ,2,. . . ,m}, and outputs d(T,) E {H,,H,}. We seek an algorithm that minimizes PN, the probability of error at time N.
For the infinite-sample problem (N = co), Hellman and Cover [l] have found the greatest lower bound to the probability of error Pm*. Define the likelihood ratio I(x) of an observation x in the usual manner, Z(x) = p,(x)/pl(x). Denote the essential supremum on the likelihood ratio by 1.: i.e., l, = sup SA Pd.4 dx JA PI(X) dx ' where the supremum is over all sets A such that Pr {A} z 0. Similarly, denote the essential infimum on the likelihood ratio by II. Define y = 1./l,. As shown in [l], the greatest lower bound on the infinite-time probability of error is
for an m-state algorithm. Although in general no algorithm can achieve Pm*, there exists a sequence of algorithms {dl}E 1 such that the limit of the associated sequence of probabilities of error is Pm*.
To test between Ho and HI, a reasonable automaton might be the following saturable counter. The automaton moves up one state on observations favoring Ho (i.e., I(x) > 1) and moves down one state on observations favoring HI, so long as these moves do not violate the requirement that T, E { 1,2,. . . ,m}. If the move indicated would violate that requirement, then the automaton stays in the same state.
Several intuitively pleasing modifications improve the performanc? of this saturable counter for the infinite-sample problem. First, make transitions only on observations with likelihood ratios close to I. or I,. Thus transitions are made only when strong evidence for Ho or HI is available. However, one must be willing to wait a long time, if necessary, for events with the extreme likelihood ratios.
Second, introduce randomization in transitions out of the end states. Leaving states 1 and m with small probabilities 6 and kd, respectively, causes the automaton to be in the end states a large portion of the time. Decisions made in the end states have the lowest probabilities of error, so that as 6 + 0, with k fixed at its optimal value, the asymptotic probability of error is P,*. It should be noted that as 6 + 0, the time constant of the machine becomes large [2] . Thus a machine that is close to optimal for a large or infinite number of samples is far from optimal for a small number of observations.
PROBLEM STATEMENT
Consider the following symmetric coin-toss problem. The possible experimental outcomes are heads (H) and tails (T). Under Ho, Pr {H} = p and Pr {T} = 1 -p A 4, while under HI, Pr {H} = q and Pr {T} = p. Furthermore, II~ = nl = 4. Without loss of ge+ erality one may assume p > &. Though conceptually simple, the symmetric coin-toss experiment contains the important aspects of the more general problem. Any problem may be readily reduced to a possibly asymmetric coin-toss problem by designating certain outcomes as "pseudoheads" (e.g., {X 1 I, -Ed < I(x)}) and others as "pseudotails" (e.g., {Xl 1, + Ed > Z(x)}). Any other observations induce no change in machine state and may be considered to correspond to the coin landing on its edge, although this event may occur with high probability. Of course this is not an information-preserving transformation, but as seen in [l] it entails no loss for the infinite-sample problem.
We wish to find the algorithm pair (Ad) that minimizes PN for N i co. As a first step, note that the updating rule f may be represented by two m x m stochastic matrices P(H) and P(T), where P,,(H) = Pr {T,, = ,j 1 T,-1 = i, X, = H} and P,,(T) is defined similarly.
The independence of the observations {XJ induces a Markov process on the state space S = {1,2,. . .,rn} under each hypothesis. The state transition matrices under Ho and HI are thus P" = pP(H) + qP(T) P' = qP(H) + pP(T).
Letting pi'(n) = Pr {T,, = i 1 H,}, the probability distribution on the states at time n, under Hj, is On the basis of a study of optimal infinite-time algorithms [l], it was conjectured that for this symmetric coin-toss problem the optimal finite-time automaton would have the following form.
2) The optimal machine is symmetric: p,,(H) = pm-r+l,m-j+l(T).
3) Randomization will be found only in transitions that lead to states with higher probability of error (i.e., states closer to the center of the machine).
4) The randomization factors for transitions from the end states (~dff) andpm,m-1 (T)) will tend monotonically to 0 as N + co.
RESULTS
A search for optimal automata with up to 7 states of memory and up to 222 observations was made using a high-speed digital computer. The results are as follows.
Conjecture 0): Though it was necessary to assume Conjecture 0) true to reduce the number of parameters to be searched, there are preliminary indications that it is true. Additionally, there are strong intuitive grounds that support it.
Conjecture 1): It was found to be true that transitions occur only between adjacent states in the optimal machine.
Conjecture 2): It was found to be false that the optimal machine is symmetric. For m odd, a symmetric machine occupying the middle state provides no information in favor of either hypothesis. However, by introducing asymmetries, the occupation of any state provides evidence in favor of one or the other hypothesis. Though the probability of error in the end states increases, the overall effect is a reduction in PN. For example, consider testing Pr {H} = 0.75 versus Pr {H} = 0.25 (i.e., p = 0.75) with a three-state automaton. The nondeterministic transition factors are graphed in Fig. 1 . Though plz(H) # Pan, as N increases the optimal machine approaches symmetry. For m = 4 the optimal machine is symmetric. It is now conjectured that the optimal machine is symmetric for m even and asymmetric for m odd. The infinite-sample theory guarantees that as N + co the optimal machine tends to a symmetric form. Conjecture 3): Conjecture 3) was found to be true. Randomization is found only on transitions leading to states with a higher probability of error. For example, consider testing H,,: Pr {H} = 0.75 versus HI: Pr {H} = 0.25 with a seven-state machine constrained to be symmetric. The nondeterministic transition factors are graphed in Fig. 2 . Conjecture 4): It is true that the randomization factors plz(H) and P,,,,,-~(T) tend monotonically to 0. It is interesting to note that this randomization factor appears to decrease as l/N (see Figs. 1 and 2) .
Much can be learned about this behavior by considering a symmetric machine with randomization out of the end states only and with PIAH) 4 P ,,,,-,(T) = 8. This is the exact form of the optimal machine for m = 4 and provides an upper bound to PN* for m # 4. Furthermore, we feel that this upper bound is fairly tight and exhibits the correct asymptotic behavior.
Let PN(S) denote the probability of error for such a machine after N observations and let &* denote the value of 6 that minimizes P,(S). Standard methods for finding state-occupation distributions yield the stationary distribution for N = co, #(co), i = 0,l.
The probability of occupying an interior state is proportional to 6. It is easily seen that the probability of error for decisions made in the end states is P,*. Thus, for small 6, o.O1 3 Quite naturally one does better with more memory. The P~,sym(m) curve for any given value of m follows the P,*(co) line for low values of N, diverges from it for larger values of N, and approaches a nonzero limit P,*(m) as N + co. This behavior is easily explained. Any given machine can "remember" all of the observations for low values of N. Here infinite memory offers no advantages. For larger values of N, a finite-state machine necessarily loses some information and thus does not do so well as one with infinite memory. As N -+ co, Pz sym(m) approaches Pm*(m), the infinite-time lower bound on the probability of error, since from [I] we know that for N = co the optimal machine is symmetric.
CONCLUSIONS
Experimentally it has been found to be true that the optimal machine has the conjectured form except for the symmetry requirement. Transitions are only between adjacent states. Randomization is found only in transitions to states with a higher probability of error. As N -+ co, the probability of a transition out of an end state tends monotonically to 0. It was found that PN* and p1 *(H) approach their respective limits (Pm* and 0) as (In N)lN. A more fundamental argument was given for this behavior.
It was felt that further experiments would only tend to confirm the findings presented. It would be more interesting at this point to attempt mathematical proofs of behavior, specifically of the conjectures. It is hoped that these experimental results will aid in this endeavor. Investigation of deterministic machines for continuousprobability distributions is also of interest and is being pursued [3] .
