Biomedical and life sciences literature is unique because of its exponentially increasing volume and interdisciplinary nature. Biomedical literature access is essential for several types of users including biomedical researchers, clinicians, database curators, and bibliometricians. In the past few decades, several online search tools and literature archives, generic as well as biomedicine specifi c, have been developed. We present this chapter in the light of three consecutive steps of literature access: searching for citations, retrieving full text, and viewing the article. The fi rst section presents the current state of practice of biomedical literature access, including an analysis of the search tools most frequently used by the users, including PubMed, Google Scholar, Web of Science, Scopus, and Embase, and a study on biomedical literature archives such as PubMed Central. The next section describes current research and the state-of-the-art systems motivated by the challenges a user faces during query formulation and interpretation of search results. The research solutions are classifi ed into fi ve key areas related to text and data mining, text similarity search, semantic search, query support, relevance ranking, and clustering results. Finally, the last section describes some predicted future trends for improving biomedical literature access, such as searching and reading articles on portable devices, and adoption of the open access policy.
Introduction
Literature search is the task of fi nding relevant information from the literature, e.g., fi nding the most infl uential articles on a topic, fi nding the answer to a specifi c question, or fi nding other (bibliographic or non-bibliographic) information on citations. Literature search is a fundamental step for every biomedical researcher in their scientifi c discovery process. Its roles range from reviewing past works at the beginning of a scientifi c study to the fi nal step of result interpretation and discussion. Literature search is also important for clinicians seeking established and new fi ndings for making important clinical decisions. Furthermore, since current biomedical research is heavily dependent on access to various kinds of online biological databases, literature search is also a key component of transforming knowledge encoded in nature language data, such as journal publications, into structured database records by dedicated database curators. In addition, literature search has other uses such as biomedical citation analysis for academic needs and data collection for biomedical text mining research.
To meet the diverse needs of literature access by the scientifi c community worldwide, a number of Web-based search tools, e.g., PubMed [ 1 ] and Google Scholar [ 2 ] , and online bibliographic archives, e.g., PubMed Central [ 3 ] , have been developed over the last decades. As a result, the literature access process typically includes the following consecutive steps: searching for citations on a search tool, retrieving full text on a bibliographic archive, and reading the article. Despite advances in information technologies, the ease of searching the biomedical literature has not kept pace for two main reasons. First, the size of the biomedical literature is large (dozens of millions) and it continues to grow rapidly (over a million per year), thus making the selection of proper search keywords and reviewing results a daunting task [ 4 , 5 ] . Second, biomedical research is becoming increasingly multidisciplinary. As a result, the information most relevant to an individual researcher may appear in journals that are not usually considered relevant to his or her own research. For example, a 2006 study [ 6 ] found that half of the renal information is published in non-renal journals.
In response to the aforementioned challenges, there has been a recent surge in improving the literature access through the use of advanced information technologies in information retrieval (IR), data mining, and natural language processing (NLP). For instance, recent IR research includes relevance-ranking algorithms aimed at improving retrieval effectiveness. Data mining algorithms can group similar results into clusters, thus providing users with a quick overview of the search results before focusing on individual papers. Text mining and NLP techniques can be used to automatically recognize named entities (e.g., genes) and their relations (e.g., protein-protein interaction) in the biomedical text, thus enabling novel entity-specifi c semantic searches as opposed to the traditional keyword-based searches.
A number of literature search assistants using aforementioned information techniques have been developed over the years, some of which have been shown to be effective in real-world uses. For instance, by comparing words from the title and abstract of each citation, and the indexed MeSH terms using a weighted IR algorithm, related papers can be grouped together into clusters [ 7 ] . When used in most search tools, such a technique is known as "related articles" where users can easily fi nd all papers relevant to a search result through a simple mouse click. The "related articles" application has been frequently used [ 8 ] since its appearance in PubMed. Because of its success in PubMed, this feature has been adopted by many journal websites as well as commercial search tools.
Retrieving full text of bibliographic archives poses another challenge for literature access. While most article abstracts are freely accessible, their full texts are still locked by the publishers: in order to read the full text, one would need either an institutional subscription or pay-per-view. Such an access model is inconvenient to the researchers and the global scholarly community [ 9 ] . In recognition of such a problem, a number of initiatives began to promote open access to the scientifi c literature. For instance, the Budapest Open Access Initiative reaffi rmed in its tenth anniversary in 2012 that its goal is to make open access the default method for distributing new peer-reviewed research in every fi eld and country. Agreed with such initiatives, a number of publishers and journals are adopting the open access paradigm for publishing articles. For instance, two major open access publishers include the BioMed Central (BMC) and Public Library of Science (PLoS). To accelerate open access, the US National Library of Medicine started PubMed Central (PMC), a free digital repository of full-text articles in biomedical and life sciences in early 2000. With a little over 10 years' development, PMC currently contains approximately three million items and continues to grow at least 7 % per year [ 10 ] despite some criticisms from professional societies and commercial publishers [ 11 ] .
This chapter describes all of the abovementioned issues in more depth. It fi rst introduces some existing literature search tools and bibliographic archives, that are commonly used to access the biomedical literature, in three consecutive steps: searching, retrieving, and reading articles. Next, it presents a selection of fi ve key categories of text mining and IR applications that address challenges in searching literature. Finally, there is a discussion on the future trends of biomedical literature access, with a focus on the open access activities in the biomedical domain and recent transition to reading articles on portable devices.
Current Access to Biomedical Literature
Open access availability of biomedical literature has led an increasing number of users to resort to online methods of literature access. Journals and online databases are currently the most frequently accessed resources among biomedical information seekers, followed by books, proceedings, newsletters, technical reports, author web pages, etc. [ 12 , 13 ] . Given the rising quality, volume, and diversity of biomedical literature [ 14 ] , the information seeking trend has advanced to multiple layers of information access. Current framework comprises a search tool that provides unifi ed access to multiple literature archives ; these archives store the full text of articles and offer multiple viewing media to read those articles. Current practice begins with the user crafting a keyword or a faceted (structured) query and submitting on the search tool.
In response, the tool presents a ranked list of citations relevant to the user query. The user has the option to go to a specifi c citation, access the full text on the linked literature archive, and view the article using a particular medium. Figure 1 demonstrates the threestep process of literature access.
A search tool provides a single access point to multiple literature archives. At the core, the tool contains a citation database developed by indexing articles (abstract or full text) from different sources. The tool interface serves two purposes: (1) provides search functionality supporting queries ranging from the standard keyword search to the comprehensive faceted search (e.g., search by author, journal, title, etc.) and (2) presents ranked list of citations relevant to the query, with several options to fi lter and re-sort the results; in addition to bibliographic information, each citation contains a link to retrieve the full text of the article on a literature archive.
PubMed [ 1 ] is the most widely used search tool dedicated to biomedical and life sciences literature. Launched in 1996, PubMed is a publicly available citation database developed and maintained by the US National Library of Medicine. To date, PubMed contains Fig. 1 The three steps of biomedical literature access: ( a ) Searching the literature and reviewing results using a search tool (e.g., PubMed), ( b ) retrieving the full text on a literature archive (e.g., PubMed Central), ( c ) consuming the article on a viewing media (e.g., PubTator) more than 22.9 million citations for biomedical literature belonging to MEDLINE indexed journals, manuscripts deposited in PMC, and the NCBI Bookshelf. PubMed articles are indexed by the controlled vocabulary thesaurus, Medical Subject Headings (MeSH ® ). The search algorithm is based on PubMed's automatic term mapping algorithm [ 15 ] . The PubMed citation database is updated daily. PubMed citations date back to the early 1950s, and approximately half a million also date back to 1809. The PubMed interface offers the keyword search and allows the advanced queries by various fi elds such as author name, publication date, PubMed entering date, editor, grant number, and status of MeSH indexing for MEDLINE citations. A noteworthy feature of PubMed is the related articles algorithm [ 8 ] based on document similarity.
Literature Search Tools
Embase [ 16 ] is a subscription-based biomedical citation database developed by Elsevier in 2000. This search service was developed primarily for biomedical and clinical practice with particular focus on drug discovery and development, drug safety, and pharmacovigilance research. Embase contains 25 million indexed records and indexes full-text articles from 8,306 journals, out of which 7,203 publish English language articles. Embase is often compared with MEDLINE, contains fi ve million records, and covers 2,000 journals not included by MEDLINE. The Embase database is updated every day, and nearly one million records are added per year. Embase has digitally scanned the articles from 1947 to 1973. While the offi cial reported temporal coverage of Embase dates backs to 1947, some articles also date back to 1880s. The records are indexed by Emtree thesaurus for drug and chemical information. This allows for deep indexing of articles and fl exible keyword searching using term mapping [ 17 ] . The search capability is enhanced using auto complete and synonym suggestion features. The results can be fi ltered by drug and disease mentions in the article.
While several other state-of-the-art biomedical specifi c search tools [ 14 , 18 -20 ] have been designed since the inception of PubMed, these are not widely used as yet. Instead, other than PubMed, biomedical information seekers prefer rather generic tools that index articles from several disciplines in addition to biomedical and life sciences. Based on the popularity and discussion in previous studies [ 21 -23 ] , we describe one publicly available (Google Scholar [ 2 ] ) and two subscription-based (Web of Science and Scopus [ 24 , 25 ] ) tools and describe their unique features.
Google Scholar [ 2 ] , launched in 2004, is a Web search engine owned by Google Inc. Google Scholar indexes full-text articles from multiple disciplines from most peer-reviewed online journals of European and American publishers, scholarly books, and other non-peer-reviewed journals. The size and coverage of biomedical articles in Google Scholar are not revealed; theoretically, it consists of all biomedical articles available electronically. In addition to the keyword search, the tool offers searching by various fi elds such as author, publication date, journal, and words occurring in title and body, with different methods of term matching. The results are sorted by relevance as determined by full text of each article, author, journal, and number of citations received.
Web of Science [ 24 ] , developed by Thompson Reuters in 2004, is a citation database that covers over 12,000 top-tier international and regional journals, as per their selection process [ 26 ] , in every area of the natural sciences, social sciences, and arts and humanities. The science citation database of Web of Science, which is likely to contain biomedical specifi c articles, covers more than 8,500 notable journals from 150 disciplines and is updated weekly. The temporal coverage is dates back to 1900. The total number of biomedical citations cannot be approximated. The citations can be searched by various bibliographic fi elds, and the results display the total number of citations, comprehensive backward and forward citation maps, and additional keyword suggestions to improve the query. The result is ranked based on the overlap between the search terms and the terms in the articles. Also, the results can be fi ltered by Web of Science subject areas that are preassigned to journals.
Scopus [ 25 ] , launched in 2004 by Elsevier, is a citation database for peer-reviewed literature from life sciences, health sciences, physical sciences, social sciences, and humanities. Scopus, as of November 2012, includes citations from 19,500 peer-reviewed journals, 400 trade publications, and 360 book series and is updated one to two times weekly. Temporally, citations date back to 1823. Scopus contains more than 18,300 citations from the life, health, and physical science subject areas. The faceted search is comprehensive and includes fi elds such as publication date, document type, subject area, author, title, keywords, and affi liation. For each result citation, the number of incoming citations, Emtree drug terms, and Emtree medical terms are displayed. For a given citation, Scopus also displays the related articles computed based on shared references. The relevance rank of results is calculated based on relative frequency and location of the search terms in the article. Table 1 summarizes various search tools based on some key features. The biomedical coverage and size of the generic search tools, Google Scholar, Web of Science, and Scopus, could not be accurately computed, as they do not provide a breakdown for biomedical and life science-specifi c journals or articles. To get some insight into the coverage, we conducted a small experiment and submitted the query "type 2 diabetes mellitus" on various search tools. The results are shown in Table 2 . Google Scholar returns the highest number of results. This is expected given the crawling nature of the search engine and the liberal inclusion criteria. Embase returns more citations than PubMed. While Web of Science returns the least number of results, it is discussed in higher number (10, 356) of PubMed articles as compared to Scopus and Out of the abovementioned tools, PubMed and Embase stand out in that they are the foremost developments, biomedical specifi c, and the most frequently updated search tools. In addition, their inbuilt search algorithms utilize controlled vocabularies. The other three generic tools differ from PubMed and Embase in that they perform citation analysis and provide indications of scholarly impact of articles; Google Scholar and Scopus provide the number of incoming citations for each article, and Web of Science offers thorough analysis including visual summaries of citation distributions. Also, all tools but PubMed employ a ranking algorithm that computes the relevance score of a given article with respect to search terms, incoming citations, journal, etc.
PubMed, Embase, and Scopus are similar in terms of their use of controlled vocabularies such as MeSH and Emtree in curating the articles. PubMed and Scopus are similar in their employment of the related articles algorithm, though internally quite different from each other. Web of Science is unique in that it has the keyword recommendation feature and a strict criterion for journal selection. The selling point of Embase is that it covers signifi cant number of biomedical articles and journals that are not covered by PubMed. Google Scholar is unique in the comprehensiveness of its ranking algorithm. Another advantage of Google Scholar is that it links to free full-text articles more than the other search tools that might point to a locked journal [ 22 ] . Google Scholar, however, unlike others, does not support bibliography management, such as integration with bibtex, RefWorks, EndNote, and EndNote Web. In sum, currently, there is no one-stop shop available for biomedical literature search as each tool has its own strengths and weaknesses. The choice of tool would thus depend on the subject matter, publication year, and usage context, and a wise search strategy would use multiple tools instead of relying on one [ 21 ] .
A literature search tool is integrated with multiple literature archives where full-text articles can be retrieved for further consumption. As of June 18, 2013, out of the 22.9 million citations in PubMed, 4 million citations are linked to their free full-text archives. Out of the citations linked to free full-text archives, 2.3 million are archived in the PMC [ 3 ] literature archive, and the remaining contain direct links to either journal's website (e.g., Journal of Cell Biology, Oncotarget, Anticancer Research, BMJ Journals) or comprehensive literature archives developed by major publishing companies. PMC [ 3 ] , launched in 2000, is a free digital archive of full-text biomedical and life science articles maintained by the US National Library of Medicine. Currently, the PMC archives approximately 2.7 million articles provided by about 3,700 journals including full participation, NIH portfolio, and selective deposit journals. PMC also contains supplemental items optionally accompanying each article. Another domain-specifi c archive, EBSCO's Cumulative Index to Nursing and Allied Health Literature (CINAHL) Plus with full text [ 28 ] , is a subscription-based full-text literature archive designed for nurses, allied health professionals, researchers, nurse educators, and students. The content dates back to 1937 and includes full text from 768 journals and 275 books from nursing and allied health disciplines. CINAHL is also a widely used search tool among nursing professionals.
Springer's SpringerLink [ 29 ] was launched in 1996 and archives full-text content available from 1996. SpringerLink covers approximately 7.7 million full-text articles from electronic books and journals from all disciplines, out of which 6.4 million could be classifi ed under the categories of biomedical, chemical, life, public health, and medical sciences. Supplementary material is also archived with each article.
ScienceDirect [ 30 ] is a subscription-based literature archive launched by Elsevier in 2000. ScienceDirect contains more than 11 million peer-reviewed journal articles and book chapters from more than 2,500 peer-reviewed journals and more than 11,000 books, including 8,077 journals and book chapters from life and health sciences. ScienceDirect's coverage goes back to 1823. Elsevier, which is also the host of Scopus search tool, has digitalized most of the pre-1996 content. Some additional content such as audio, video, datasets, and supplemental items are also archived. Since its launch, more than 700 million articles have been downloaded from the ScienceDirect website [ 31 ] . Recently,
Full-Text Literature Archives and Viewing Media
Elsevier has integrated its search tool, Scopus, and the literature archive, ScienceDirect, into a new platform, SciVerse.
Wiley online library is a subscription-based full-text archive, developed in 2010 by Wiley-Blackwell publishing company. Wiley online library contains multidisciplinary collection of 4 million full-text articles from 1,500 journals, over 13,000 online books, and hundreds of reference works. The subject areas include chemistry, life sciences, medicine, nursing, dentistry and healthcare, veterinary medicine, physical sciences, and non-biomedical subjects [ 32 ] . The coverage of biomedical subject areas is not known. Table 3 summarizes the above-discussed literature archives by their provider, launch year, temporal coverage, content coverage, and supported viewing media. Similar to the generic search tools, the total number of biomedical articles in the generic archives such as SpringerLink and ScienceDirect could not be precisely computed. SpringerLink does provide a subject-wise breakdown and archives the most number of full-text articles from biomedical and related areas. In PubMed, CINAHL is discussed in the highest number of articles (8, 595) , followed by ScienceDirect (298), SpringerLink (116), and Wiley Online Library (38) . These articles are related to information seeking and retrieval studies focused on biomedical articles. It should be noted that these numbers might not give a complete picture on the coverage of various archives, as there might be other studies published in journals not indexed by PubMed. Each literature archive offers one or more media or formats where the retrieved literature can be consumed (read) by the user. Currently, the aforementioned literature archives offer at least four types of viewing media. The fi rst view is the classic view wherein the article can be viewed on the archive website itself. This view does not have any page breaks and needs to be read by scrolling vertically through a single long page. This is the default HTML format view offered by most literature sources for quick reference. The second viewing media is the PDF format (.pdf extension) wherein the article can be downloaded onto a device. All literature sources archive full text in the PDF format that can be used to read on laptops, desktops, and Kindle and can be printed into a hard copy. PDF format appears exactly as it would appear on a piece of paper; it allows paging, zooming, annotation, and commenting. The third viewing media is the open e-book standard EPUB (.epub extension) offered by PMC and ScienceDirect. This format offers a downloadable fi le that can be displayed on several devices and readers such as Calibre, iBooks, Google Books, and Mobipocket, on various platforms such as Android, Windows, Mac OS X, iOS, Web, and Google Chrome Extensions. Finally, PMC offers a new view, PubReader [ 33 ] , a user-friendly modifi cation to the classic view that emulates the ease of reading the printed version of an article. PubReader was launched by the National Center for Biotechnology Information (NCBI) in 2012 and is coded in CSS and JavaScript. The PubReader display allows an article to be read on a Web browser through laptops, desktops, and tablet computers. PubReader offers ease of navigation and readability by organizing the article into columns and pages to fi t into the target screen. In addition, ScienceDirect also offers mobile applications to be used on iPad, phones, and tablet computers.
Text Mining Solutions to Address Search Challenges
Given the exponential growth and increasing diversity of biomedical literature, the default querying mechanism (keyword or faceted search) would no longer be enough to meet the user needs. There is a need to provide alternative methods of writing queries and interactive support in query formulation [ 34 -36 ] . Existing biomedical search tools have made a few efforts in this direction, such as keyword recommendation feature by Web of Science and fl exible keyword searching by Embase. Even when the user fi nds the right query to input, identifying the few most relevant articles among thousands of citations is not getting any easier. While most search tools employ a ranking algorithm to compute the relevance score of a given article, relevance remains an important topic in IR research [ 37 , 38 ] . Existing tools also provide fi lters to narrow down the results by different fi elds. Their ability to present the results in a summarized manner remains largely unexplored, however.
In response to the shortcomings of the existing tools, the literature describes many alternative or experimental search interfaces. In this section, we discuss advanced NLP and IR techniques, primarily by discussing alternative interfaces implementing methods not yet available in the major literature search tools. We categorize these techniques into fi ve sections: text similarity search, semantic search, query support, relevance ranking, and clustering; the former three primarily address the search challenges, and latter two address the result presentation issues.
It can be diffi cult for users to make their exact information need explicit and then translate it into a query. Several alternative search interfaces have implemented another type of search where the query consists of one or more documents known to be relevant. The relevance of the documents to be retrieved is then calculated based on their similarity to the relevant documents.
eTBLAST is a tool for searching the literature for documents similar to a given passage of text, such as an abstract [ 39 ] . The tool extracts a set of keywords from the text and uses these to gather a subset of the literature. A fi nal similarity score is computed for each document in the set by aligning the sentences in the input passage with the document retrieved. MedlineRanker allows the user to input a set of documents and then fi nds the set of words most discriminative of the documents within the set [ 40 ] . These are then used as features in a classifi er (Naïve Bayes), which is applied to unlabeled documents to return the most relevant results. While effective, this approach requires a suffi ciently large training set, between 100 and 1,000 abstracts.
Recent work by Ortuno et al. [ 41 ] partially alleviates the need for a large training set by allowing the user to enter a single abstract as query. The articles cited by the input article are then used to enrich the input set. This approach signifi cantly improves the quality of the results over using only the input article and also typically returns signifi cantly better results than pseudo relevance feedback. Tbahriti et al. [ 42 ] signifi cantly improved the ability to determine whether two articles were related by classifying each sentence according to its purpose in the argumentative structure of the abstract (Purpose, Methods, Results, Conclusion). They found that the best results were obtained by increasing the weight of Purpose and Conclusion sentences relative to sentences classifi ed as Methods or Results.
MScanner is similar to the other textual similarity tools in that it learns a classifi er (Naïve Bayes) from a set of relevant documents input by the user [ 43 ] . In the case of MScanner, however, the only features are the set of MeSH terms associated with each article and the name of the journal where the article appears, resulting in a very-high-speed retrieval system. Other systems have experimented with using inputs other than text. Caipirini, for example,
Text Similarity Search
allows the user to specify a set of genes that are of interest and a set of genes that are not of interest [ 44 ] . The system locates abstracts mentioning the genes specifi ed, and the system extracts keywords that appear more frequently than chance in these abstracts. These keywords are then used as features for a classifi er (SVM), which provides a score representing the similarity of a text to the abstracts that mention the genes of interest versus the background set. This classifi er is then applied to all of Medline, and the top results are returned.
A large part of the meaning of biomedical texts is captured by the entities they mention and the relationships discussed. This observation can be exploited to support semantic search in both the queries and in the way the results are displayed to the user. Systems supporting semantic search also differ in the types of entities and relationships extracted and the methodology employed.
MedEvi is a semantic search tool intended for fi nding evidence of specifi c relationships [ 45 ] . The tool recognizes ten keywords representing entity types, such as "(gene)" and "(disease)." In addition, the tool orders results by preferring results containing the terms in the same order as they appear in the query and within close proximity. Kleio supports keyword searches of multiple prespecifi ed fi elds [ 46 ] , including both semantic types (including protein, metabolite, disease, organ, acronyms, and natural phenomenon) and article metadata (e.g., author). A specialized tool for specifi cally querying authors is Authority [ 47 ] . Authority uses a clustering approach over article metadata to determine whether ambiguous author names represent the same person or not. When the users query for an author, the system displays the matching author clusters.
MEDIE allows queries to specify any combination of subject, verb, and object [ 48 ] . For example, the query representing "What causes cancer?" would be verb = "cause" and object = "cancer." This query returns a list of text fragments where the verb matches "cause" and its object is "cancer" or any of its hyponyms, such as "leukemia." The results highlight genes and diseases in different colors. PubNet extracts entities and relationships from the articles returned by a standard PubMed query and then visualizes the results as a graph [ 49 ] . Entities supported include genes and proteins, MeSH terms, and authors.
The EBIMed service uses keyword queries as input and provides a listing of the entities most common in documents matching the query [ 50 ] . EBIMed supports a fi xed set of entity types (protein, cellular component, biological process, molecular function, drug, and species) and locates both entities and relationships between two entities. All results are linked to the biological database that defi nes the entity. Quertle locates articles that describe relationships between the entities provided in a query, and results are grouped by the relationship described [ 51 , 52 ] .
Semantic Search
Users may also switch to a keyword search with a single click. Quertle also supports a list of predefi ned query keywords that refer to entity types of varying granularity.
A Web-based text mining application named PubTator [ 53 , 54 ] was recently developed to support manual biocuration [ 55 -58 ] . Because fi nding articles relevant to specifi c biological entities (such as gene/protein) is often the fi rst step in biocuration, PubTator supports entity-specifi c semantic searches based on the use of several competition-winning named entity recognition tools [ 59 -64 ] .
An important aspect of improving the relevance of query results is to help the users translate their information need into a query. While text similarity, as discussed in Subheading 3.1 , is a useful method for reducing this barrier, another method is to directly support the creation and revision of both keyword and faceted queries [ 34 ] .
The iPubMed tool allows searching MEDLINE records to be more interactive through the search -as -you -type paradigm. Query results are dynamically updated after every keypress. iPubMed also supports approximate search, allowing users to dynamically correct spelling errors.
PubMed Assistant is a stand-alone system which includes a visual tool for creating Boolean queries and a query refi nement tool that gathers useful keywords from results marked relevant by the user [ 65 ] . PubMed Assistant also supports integration with a citation manager.
Schardt et al. [ 66 ] demonstrated that search interfaces supporting the PICO system for focusing clinical queries improved the precision of the results. PICO is a framework for supporting evidence-based medicine and is an acronym for P atient problem, I ntervention, C omparison, and O utcome [ 67 , 68 ] . SLIM is a tool emphasizing clinical queries which uses slider bars to quickly customize query results. Modifi able parameters include the age of the article, the journal subset, and both the age group and the study design of the clinical trial reported. askMEDLINE is a system which accepts clinical queries in the form of natural language questions. The system is particularly designed to support users who are not medical experts.
Ranking results in order of their relevance to the query is a wellsupported technique for reducing the workload of the user and is supported in most existing tools for searching the literature except PubMed itself. While straightforward measurements such as TF-IDF are known to work well [ 37 ] , there are still aspects that can be improved.
A common ranking technique in web search is to incorporate a measurement of the importance of the document into the score. The scientifi c record contains many types of bibliometric information
Query Support

Relevance Ranking
that can be used to infer the quality or the importance of an article. The PubFocus system, for example, ranks relevant documents according to an importance score that includes the impact factor of the journal and the volume of citations [ 69 ] .
Bernstam et al. [ 70 ] demonstrated that algorithms that use citation data to determine document importance-including both simple citation counts and PageRank-signifi cantly improve over algorithms that do not use citation data. Unfortunately, however, citation data suffers from "citation lag"-the period of time between when an article is published and when it is cited by another article. Tanaka et al. [ 71 ] partially overcome this limitation by using the data available at publication to learn which articles are likely to eventually be highly cited.
Lin [ 72 ] takes a different approach and instead uses the PubMed related articles tool to create a graph by linking similar document pairs. PageRank is then applied, producing a score for each document where higher scores imply that the document contains more of the content from its neighbors in the graph. Scores are thus independent of any query, but documents with higher scores will naturally be relevant for a wider range of queries.
Yeganova et al. [ 73 ] examined PubMed query logs and found that users frequently enter phrases such as "sudden death syndrome" without the quotes to indicate that the query contains a phrase. While PubMed interprets such queries as the conjunction of the individual terms, the authors demonstrate a qualitative difference between results that contain all terms and results that contain the terms as a phrase. They conclude that it would be benefi cial to attempt to interpret such queries as containing a phrase and in particular suggest that documents containing the terms in close proximity are more relevant than results that merely contain all terms.
The RefMed system employs relevance feedback to explicitly model the relevance of query results [ 74 ] . In relevance feedback, the system returns an initial set of results, allows the user to indicate whether each result is useful, and then uses the input as feedback to improve the next round of results. While relevance has traditionally been considered to be binary, RefMed uses a learning to rank algorithm (rankSVM) to allow the user to specify varying degrees of relevance along a scale.
The MiSearch tool uses an implicit form of relevance feedback to model the relevance of articles to the user [ 75 ] . The system automatically collects relevant documents by recording which documents are opened while browsing. This data is used to create a model of the likelihood that the user will open a document that can be used to rank the results of any query. Features for the model include authors, journal, and PubMed indexing information.
Clustering the results of the user query into topics helps in several ways. First, clustering the results helps to differentiate between the different meanings of ambiguous query terms. Second, in large sets of search results it can help the users focus on the subset of documents that interest them. Third, the clusters themselves can serve as an overview of the topic. This method has been considered in several PubMed derivatives that vary in their method of determining the clustering methodology. Popular variations include MeSH terms, other semantic content (such as UMLS concepts and GO terms), keywords, and document metadata (such as journal, authors, and date).
Anne O'Tate provides additional structure and a summary of the query results by clustering the content of the documents retrieved and also by extracting important words, publication date, authors, and their institutions [ 76 ] . Users are allowed to extend the query by any of the summarized information simply by clicking on it, and any query returning less than 50 results can be expanded to include the articles most closely related.
The McSyBi tool clusters query results both hierarchically and non-hierarchically [ 77 ] . Whereas the non-hierarchical clustering is primarily useful for focusing the query on particular subsets, the hierarchical clustering provides a brief summary of the query results. McSyBi also provides the ability for the user to adjust or reformulate the clustering by introducing a MeSH term, which is interpreted as a new binary feature for each document, depending on whether the document has been assigned the specifi ed MeSH term. Users can also introduce a UMLS Semantic Type, which is considered present if the document is assigned at least one MeSH term with the specifi ed type.
GoPubMed originally used the Gene Ontology (GO) [ 78 ] to organize the search results [ 79 ] . It currently groups search results according to categories "what" (biomedical concepts), "where" (affi liations and journals), "who" (author names), and "when" (date of publication). The "what" category is further subdivided into concepts from Gene Ontology, MeSH, and UniProt. GO terms are located in the abstracts retrieved, even if they do not appear directly, and are highlighted when the abstract is displayed.
XplorMed is a tool for multifactored analysis of query results [ 80 , 81 ] . Results are displayed grouped both by coarse MeSH categories and important words that are shown both in summary and in context. Users may then explore the important words in more depth or display results ranked by inclusion of the important words.
Boyack et al. [ 7 ] sought to determine which clustering approach would produce the most coherent clusters over a large subset of MEDLINE. The analysis considered fi ve analytical techniques: a vector space approach with TF-IDF vectors and cosine similarity, latent semantic analysis, topic modeling, the Poissonbased language model BM25, and PubMed related articles.
Clustering Results
The analysis also considered two data sources, MeSH subject headings and words from titles and abstracts. The article concluded that PubMed related articles created the most coherent clusters, closely followed by BM25, and also concluded that the clusters based on titles and abstracts are signifi cantly better than those based only on MeSH headings. SEACOIN (Search Explore Analyze COnnect INspire) is a system that merges important word analysis with clustering and a graphical visualization to achieve a simple interface suitable for novice users [ 82 ] . The SEACOIN visualization combines a word cloud that allows the user to add additional terms to the query, a multi-level treelike graphic that allows users to see the relative number of documents containing different terms and term combinations, and a table listing the documents returned.
SimMed presents users with clusters of documents ranked by their degree of relevance to the query [ 83 ] . The interface emphasizes the clusters found to provide a summary of the query topic, thereby explicitly supporting exploratory searches. The clusters used are computed off-line, allowing high retrieval performance.
Future Trends to Improve Biomedical Literature Access
In terms of the search tools, in addition to the research directions highlighted in Subheading 3 , we can expect to see more readerfriendly and smart applications based on advanced IR and NLP techniques in order to help readers fi nd and digest articles more effectively and effi ciently. Furthermore, with the use of social media such as blogging and tweeting, new ways of sharing and recommending papers will gain more importance in the future, in addition to the traditional search-based mechanism. For instance, using social media makes it easier to make and share comments on papers, thus providing alternative views with respect to the impact of individual papers. In the future, biomedical literature search could also be personalized. That is, search results are tailored towards the interests of individual researchers based on their own work and/or past searches. In other words, the same query by two different users may return different search results. This is desirable in certain cases. For instance, a bench scientist and medical doctor are likely to search for different information (biological vs. clinical, respectively) even though they both search for the same drug and disease pair. In the general web search domain, personalized search has been shown to be useful [ 84 ] . Therefore, such a feature could also be helpful to users when it comes to the biomedical literature search.
With regard to open-access papers, we believe that its size will continue to grow rapidly over the next 5-10 years. This is evidenced by the increasing number of publishers and journals interested in adopting the open access policy as well as by the ever-growing interests from the scientifi c community. That is, more and more authors are considering open-access journals as their preferred choice for publishing their work. As this happens and together with Web and computer technology advances, we can imagine free access to most research articles anywhere, anytime on any device. Finally, with increased use of portable devices such as smartphones and computer tablets to access the Internet, there are growing needs and interests in searching and reading literature on those devices. Portable devices provide a great deal of benefi ts such as convenience but also present new challenges. First, it is less likely to print out the papers with portable devices-a common way for reading papers. As a result, reading directly on those devices becomes necessary. But compared to desktop or laptop computers, the screen size of portable devices is usually much smaller. As such, readability becomes a real issue on those small-screen devices, especially when it comes to reading papers. This is because unlike reading e-mails or news articles, people do not generally read straight through an article. Instead, they often need to go back and forth when reading a journal article in order to understand and digest its content. Scrolling up and down on a modern computer screen is hard but still viable; this kind of operation becomes almost impossible on small-screen devices. As mentioned in Subheading 2.2 , there has already been work on supporting convenient reading on small-screen devices from new reading apps to reader-friendly Web interfaces. Although these tools already provide better readability than the traditional Web browsers, further improvement is needed in order to make users to read and digest articles comfortably on those devices. We also expect advances in Web technology to help facilitate such a transition.
