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Bei der analytischen Untersuchung der Informationsmatrix im Hinblick auf eine 
optimale parametrische Identifikation linearer elastomechanischer Systeme sind die 
im folgenden mitgeteilten mathematischen Sätze über die Determinante einer Summe 
aus bestimmten Kronecker-Produkten nützlich. 
1. Schätztheoretischer Hintergrund 
Ein durch theoretische Systemanalyse gewonnenes mathematisches Modell eines 
realen Systems kann durch eine experimentelle Systemanalyse (Identifikation) ver-
bessert werden [lJ [2J, wobei sich die Frage nach einer geeigneten Versuchsauslegung 
ergibt. Handelt es sich bei dem System z. B. um ein lineares elastomechanisches 
System, und sind die Bewegungsgleichungen, mit denen sich das dynamische Verhalten 
des Systems (näherungsweise) beschreiben läßt, ihrer allgemeinen Form nach apriori 
bekannt (Struktur des mathematischen Systemmodells), kann die gesamte Infor-
mation, die der Versuch liefert, auf die Schätzung der verbleibenden unbekannten 
Modellparameter verwendet werden [1] [2]. Ist das benutzte Schätzverfahren im Sinne 
der Schätztheorie optimal [3], hängt die Güte der Parameterschätzwerte allein von den 
verwendeten Meßdaten ab, d. h. insbesondere auch von der Art der Systemerregung. 
Zum Auffinden einer optimalen Versuchsauslegung [4], apriori anhand des System-
modells, verwendet man die Informationsmatrix [1], deren Inverse eine untere 
Schranke für die Varianzen und Kovarianzen der (unverzerrten) Parameterschätzwerte 
darstellt (Cramer-Rao-Ungleichung [1] [5]). Welche zulässigen System erregungen 
(oder auch Systemantworten) als optimal für eine Parameterschätzung anzusehen sind, 
wird durch sogenannte Optimalitätskriterien [6] festgelegt. Bei dem oft verwendeten 
Kriterium der D-Optimalität ist diejenige zulässige Systemerregung optimal, für die 
der Wert der Determinante der inversen Informationsmatrix minimal wird ("Minimum 
der verallgemeinerten Varianz" [7J der Parameterschätzwerte ). 
2. Anwendung auf lineare elastomechanische Systeme 
Wird bei einem (zeitinvarianten) linearen elastomechanischen System die Schätzung 
der Parameter (z.B. Elemente der:.rrägheits-, Steifigkeits- oder Dämpfungsmatrix) im 
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Frequenzbereich ausgeführt, dann führen analytische Untersuchungen [8] [9] auf eine 
bestimmte allgemeine Form der Informationsmatrix, deren wesentlicher Kern durch 
eine Summe aus Kronecker-Produkten dargestellt wird, in denen (Produkte von) 
Frequenzgangmatrizen mit (dyadischen Produkten aus den) Antwortvektoren des 
Systemmodells verknüpft sind; summiert wird über die Erregungsfrequenzen. Um 
einen analytischen Ausdruck für die Determinante der Informationsmatrix zu erhalten, 
ist der folgende Satz nützlich: 
Satz: 
Gegeben seien n Vektoren Xk mit X 
Ak E c rnxrn , dann gilt 
[XJ, ... ,xn] und X E cn,n und n Matrizen 
n n 
det ( I XkX~ @Ak) == (det xx+)m TI det Ak. 
k=l k==l 
(+ bedeutet transponiert konjugiert komplex). 
Beweis: 
Bezeichnet In die Einheitsmatrix n-ter Ordnung mit In ==: [ni, ... , nn], läßt sich die 
Summe der n Kronecker-Produkte durch 
n n I XkX~ @Ak == (X @ Im) ( I nknI @Ak) (x+ @ Im) 
k==l k==l 
ausdrücken. Daraus folgt für die Determinante dieser Summe 
n n 
det ( I XkX~ @Ak) == det (xx+ @ Im) n det Ak 
k=l k=l 
und hieraus die Behauptung .• 
Hieraus folgt, daß genau dann 
n 
det ( I Xkx~@Ad4oOist, 
k=l 
wenn für k == l(1)n die Xk eine vollständige Basis im Cn bilden und det Ak * 0 ist. 
Die Anzahl der Erregungsfrequenzen, über die in der Informationsmatrix summiert 
wird, ist i.a. wesentlich größer als die Ordnung der Modellmatrizen. In diesem Fall 
wird die folgende Erweiterung des Satzes wichtig: 
Satz: 
Gegeben seien N Vektoren Yk E cn, N ::::: n, mit Yk :== ak Xi, ak E C, Xi E cn, i == k 
mod(ulo) n, mit X:== [xJ, ... ,xn] und N Matrizen Ak E c mxrn , dann gilt 
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N n [N~k] 
det ( L YkY! ®Ak) = (det xx+)m n det ( L lak+l.nI2 Ak+l.n). 
k=l k=l 1=0 
Beweis: 
Nach Voraussetzung ist 
N N L Ykyt ®Ak = L Xkmodnxt modn ®lakl 2 A k 
k=l k=l 
n [N~k ] 
- L Xkxt ® L lak+l.nI2 Ak+l.n, 
k=l 1=0 
woraus nach dem zuvor bewiesenen Satz die Behauptung folgt. • 
Hieraus ergibt sich die Schlußfolgerung: Für 
N 
det ( L YkY! ® Ak) * 0 
k=l 
85 
ist notwendig, daß für k = l(l)n die Xk eine vollständige Basis im Cn bilden und für 
jedes k = K mit 1=0(1) [N~K] mindestens einer der Ausdrücke laKHnl det AKHn 
* 0 ist; ist darüber hinaus die Summe der Matrizen L Ak+I. n für jedes k = 1 (l)n 
1=0 
positiv definit, ist die Bedingung auch hinreichend, und es gilt 
N 
det ( L Ykyt ®Ak) > O. 
k=l 
Die Erfüllung der hinreichenden Bedingung bedeutet für die Informationsmatrix aus 
[8] [9], daß mit jeder zusätzlichen Erregungsfrequenz sich der Wert ihrer Determinante 
vergrößert und damit die Information bezüglich der Parameterwerte zunimmt [7]. Mit 
Hilfe der oben bewiesenen Sätze kann nun der jeweilige Zuwachs an Informationen 
quantitativ genau erfaßt werden. 
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