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1. INTRODUCTION 
The functional equation 
u(c) = m;ln[c* + zj* -+ Ic(c + an)], u(0) = 0, 
where -cc < c < + CC, u is a real function, a is a nonzero constant, was 
introduced by Bellman [l]. This equation originates from multistage control 
processes of discrete type (see [2]). 
It was shown in [I] that, if u is strictly convex in c, i.e., u” > 0 for all c, 
and if u’(0) = 0 and if u possesses a Taylor series convergent for 1 c j :g c,, > 0 
and if the function z)(c), at which the minimum in Eq. (1) is attained, is 
differentiable, then (1) has a unique solution of the form 
U(C) = 
1 + (1 + 4/a”)li” c2 
2 
for -cc <c < +a. (2) 
The purpose of this paper is to prove the uniqueness of the solution of 
Eq. (l), among others, in the class of functions which are bounded below and 
in the class of Jensen-conves functions. 
We shall show the existence of a maximal and a minimal solution of Eq. (1) 
(in the sense of ordinary differential equations), and we shall determine them 
and give some general inequalities for the solutions. 
2. CHARACTERIZATION OF THE GENERAL SOLUTION 
In this section we shall prove some inequalities that a solution of Eq. (1) 
has to satisfy. 
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Since u(O) = 0, we have that 
for every real v. 
0 < v* + u(av) 
177 
(3) 
On the other hand, since 
u(c) < 8 + v” + u(c + av) (4) 
for every real v, by choosing c + av = 0 we obtain that 
u(c) < c2(1 + a-‘) (5) 
for every real c. Combining (3) and (5) we get that any solution of Eq. (1) 
satisfies the inequality 
- f < u(c) < c*(l + a-*) (6) 
for every real c. From (6) it is easy to deduce the following theorem. 
THEOREM 1. Any solution of Eq. (1) is dz@rentiabZe at c = 0 and u’(0) = 0. 
Now, we shall prove the following. 
PROPOSITION 1. If u is an arbitrary solution of Eq. (1) such that 
mm-,,:,i+oc u(c) exists, then u attains its minimum at c = 0 and only there. 
Proof. Let us suppose the contrary. Then there exists a c,, such that 
mu-,,:,,,, u(c) = u(cs) and cs # 0. But, in this case, 
c,* + min[v2 + u(cO + av)] > co2 + min u(c) = co* + u(co), (7) 21 --m<e<+m 
which is a contradiction. 
This last result remains true for functions which are bounded below. 
PROPOSITION 2. If u is a solution of Eq. (1) that is bounded from below, 
then u(c) > 0 for every c # 0. 
Proof. Let us assume that 
-a< inf u(c) = k < 0 
--aj<e<+ar 
and let c, (n = 1, 2,...) be a sequence such that 
(8) 
(9) li? u(cn) = k. 
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Since u is continuous at c = 0 and u(0) = 0, we can assume without loss of 
generality that there exists a 6 1, 0 such that 
u {CJ n (-6, +6) =- ,. . (10) 
From (9) it follows that, if n is large enough, then 
On the other hand, as 
C, a + min[a” + u(c, f av)] > k + a”, 7. (12) 
we have reached a contradiction. 
Thus, we have U(C) > 0 for every c. As U(O) = 0, min-,,,<+, u(c) exists, 
which implies, according to Proposition 1, that U(C) > 0 for c # 0. 
From Proposition 2 and from inequality (6) it follows that, if u is a solution 
of Eq. (1) that is bounded from below, then it satisfies the inequality 
c” < u(c) < c2(1 + a-“) (13) 
for every real c. 
3. MAxI~TAL S0LuT10~ 
In this section we shall show the existence of the maximal solution of 
Eq. (1) and we shall determine it. 
For that, first we shall need some propositions. Since the proofs of these 
propositions are trivial, we shall omit them. 
PROPOSITION 3. Let u,,-~ and u, be positive numbers. Then 
min 
[ 
c2 + a2 + 
0 
2(c + ae,)2] = (l ;2u"2'~*+-"- c2, (14 
n 731 
where -co < c < CD and a is a nonzero comtant. 
PROPOSITION 4. Let u be an arbitrary solution of Eq. (I), and let u1 and u2 
be arbitrary real functions such that 
for every real c. 
DYNAMIC PROGRAMMING 179 
We assume, moreover, that 
mCin[cz + vu2 + ur(c + fzv)] and m;1,[8 + v2 + u2(c + av)] 
exist for every real c; then 
mjn[c2 + v2 + ua(c + av)] < u(c) < mtm[c2 + vz + ur(c + av)] (15) 
for -00 < c < fc0. 
Let us consider the real function 
f(x) = (1 + a21 x+ 1 
a% + 1 ’ 
It is easy to see that the equation f(x) = x has two solutions: 
x1 = *[l + (1 + 4/a”)‘/“] and .x2 = $[l - (1 + 4ja2)11z]. 
Furthermore, it is easy to see that the sequence 
rr,f(X),f(f(.~)),..., (17) 
tends monotonically to +[l + (1 + 4/a2)lj2] if either 
or 
3[1 - (1 + 4/a2)lj2] < x -C $[l + (1 + 4/~~)11~], 
+[l + (1 + 4/a2)li2] < N. 
Now, we shall prove the existence of the maximal solution. 
THEOREM 2. Let u be an arbitrary solution of Eq. (1). Then 
U(C) < 
1 + (1 + 4/a2)li2 
2 
c2 for--ac,<c<+co. (18) 
Remark 1. Since the function a[1 + (1 + 4/a2)l12] c2 satisfies Eq. (l), 
we may say, according to Theorem 2, that it is a maximal solution. 
Proof. min,[c2 + v2 + (1 + a-“) (c + av)“] exists for - cx) < c < + co, 
and it is f (1 + u-‘) c2. Thus, from inequality (5) and from Proposition 3 we 
obtain that 
u(c) < f( 1 -t a-“) c* 
where f is defined by (16). 
for --oo <c < j-co, (19) 
Repeating the same arguments, we get that 
U(C) <f [f (1 + a-“)] c” for --a < c < +co. (20) 
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Finally, using the fact that the sequence 
1 + ae2, f(l + a-?), f[f(l f +j,..., (21) 
tends strictly decreasingly to *[I + (1 + 4;‘a2)li2], we obtain by successive 
iteration that u satisfies inequality (IS), which proves our theorem, 
4. FUNCTIONS WHICH ARE BOUNDED BELOW 
THEOREM 3. In the ch.s.s of functions zuhich are bounded below, Eq. (I) 
has one and only one solution. 
Proof, Since the function $[I + (1 -t 4/aa)ll*] c2 satisfies Eq. (1) and it 
is bounded below, Eq. (1) has at least one solution from this class. 
Conversely, let us assume that u belongs to this class and it satisfies Eq. (1). 
Then, from (13), we obtain that 
c2 < u(c) for -cc <c < +co. (22) 
Using the same considerations as in the proof of Theorem 2, we obtain 
successively that 
f(l) c2 G u(c) for --co <c < fco, (23) 
and 
fMU>lcP G 44 for--co<c<+cD. (24) 
Finally, using the iterative procedure and using the fact that the sequence 
l,fUhf(f(l%-9 (25) 
tends strictly increasingly to &[l + (1 + 4/a2)lp], we obtain that 
1 + (1 + 4/fz2)l12 
2 
c2 < u(c) for ---Co < C < +a. (26) 
Relations (19) and (26) prove this theorem. 
Remark 2. In Proposition 3 for u, > u,-i > 0 we defined the following 
iteration: 
u n+2 = (1 + a”) u, + cl , u,+~ = a2u, + zkl . (27) 
It is easy to see that for a := 1 and with u,, = ur = 1 we get the well-known 
Fibonacci sequence, so we may say that (27) is a Fibonacci sequence of order 
a with u0 = ur = 1. 
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We have proven that lim(u,/u,-,) = +[l + (1 + 4/~9)~9, which is well 
known for Fibonacci sequences of order 1. 
5. MINIMAL SOLUTION 
It is easy to see that 
u(c) = 
1 - (1 + 4/f+/’ 
2 
C2 for--<<<co (28) 
satisfies Eq. (1). 
We shall prove that (28) is the minimal solution of (1). Indeed, we have the 
following theorem. 
THEOREM 4. If u satisfies Eq. (l), then 
u(c) >, 
1 - (1 + 4/a2)1’2 c:! 
2 
for --co < c < +oo. (29) 
Proqf. We shall show, if there existed a c0 # 0 such that 
u(co) = &12, (30) 
where --CT-~ < A,, < Q[l - (1 + 4/u2)‘12], then there would exist a 
cr # 0 such that 
u(c1) = Q12, (31) 
where A, < -a+. But this last relation is impossible according to (6). 
Indeed, let us assume that for a c0 # 0 (30) holds. Let us choose 
co = c* + uv, where 
Since (4) holds, we see that 
4c*) = 4cou + Aoa2)) -s (1 + a”) A0 + &A 
0t 
1 1 c*2 =f(A,) c*2, (33) 
where f is defined by (16). 
f is increasing in (-u-~, $[l - (1 + ~/cz~)‘/~]), and moreover, if 
-a-” < x < f[l - (1 + 4/~~)l/~], then f(x) < x. 
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We have to distinguish three cases 
(i) j(A,,) < --a-‘). In this case there is nothing to prove. 
(ii) f(A,) = -a-‘). We shall discuss this case later. 
(iii) f(A,) > -a+. In this case we start the same procedure with 
f&J and c* . It is evident that after finite many iterations we shall have that 
f[...f(AJ] < -u-2. 
Iff[...f(A,)] < -&, th en again there is nothing to prove. 
Let us assume that there exists a E f 0 such that 
u(E) = -(u-2) E”. (34) 
Let us choose E positive number in such a way that 
f(-u-2 + c) < -u-2. 
Evidently, 
u(E) < (-a-” + 6) P. 
By choosing E = c1 + uv, where 
a(-a-’ + 6) 
v = - 1 + (-a-2 + c) a2 cl ’ 
we see u(cl) <f(-u-” + l ) crp, which proves our theorem. 
We proved that any solution u of Eq. (1) satisfies the inequality 
1 - (1 + 4/a2P2 9 < u(c) < 1 + (1 + 4/a2)1’2 ca 
2 \ \ 2 
for-cc <c<+ax. 
(35) 
It is easy to see that Eq. (1) has the following two solutions, too. 1 1 + (1 + 2 4/u2)i/” c2 
*(‘) = 1 _ (1 4. 4/u2)r/a c2 
for c > < 0, 
/ 
1 - (1 t- 4/u2)1/” cr 
2 
for c > 0, 
u(c) = 1 + (1 + 4/$)1/2 c2 
2 
for c < 0. 
(36) 
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6. NEW CHARACTERIZATIONS OF THE GENERAL SOLUTION 
Now, we shall prove the following theorem. 
THEOREM 5. If U(C) > hc" for - oc, < C < + a, where 
1 - (1 + 4/a2)1’2 < h < 1 + (1 + 4/a2)1’2 
2 \ 2 ’ 
then 
(37) 
U(C) = 1 + (1 + 4/V2 3 
2 
for --a3 < c < -km. 
Proof. Since min,[zP + A(c + UV)~] exists, we see that from the assump- 
tion u(c) > Ac2 it follows that 
u(c) 3 f(h) c2 for--<c<+c0, 
where .f is defined by (16). Earlier, we remarked that for 
(38) 
*[l - (1 + 4/u”)““] < x < g[ 1 + (1 + 4/u”)‘/7 
the sequence A, f(h), f (f (A)) ,..., tends to $[l + (1 + 4/a2)l/7. Therefore, by 
successive iteration we get the proof of this theorem. 
Theorem 5 implies that Eq. (1) has only two polynomial solutions, (2) and 
(28). 
Next, we shall prove the following proposition. 
PROPOSITION 5. If u satisfies Eq. (1) and ;f 
u(c) = -$[I - (1 + 4/u”)‘/‘] ca forlcl >k>O 
with some k, then 
U(C) = $[l - (1 + 4/u”)‘l”] ca forevery--oo <c < +oo. 
Proof. For every c let us define v by 
a[1 - (1 + 4/u”)‘l”] 
v = - 2 + u2[1 - (1 + 4/u”)‘/“] c* 
Then 
2 
av + c = 2 + u2[1 - (1 + 4/u”)‘/‘] lz* 
Now, if 
c > k 2 + d[ 1 - (1 + 4/u2)‘l’] 
I 2 
= kh, 
(39) 
w 
(41) 
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we see by (39) and (40) that 
u(c) 5: 
1 - (1 -r 4;‘a’)ii” ,) 
2 
_ c-. (42) 
According to (35) in (42) the inequality cannot hold. 
Repeating the same argument n times, we obtain that, if c > KX”, then 
u(c) = 
1 -- (1 + 4;a:!)V ,, 
2 
c-. 
Using the fact that 0 < X < 1, we see that u is defined by (43) for every 
c > 0. Similarly, we see that u is defined by (43) for every c < 0, which 
proves this proposition. 
We proved the following stronger result. 
PROPOSITION 6. If u satisfies Eq. (1) and if u(c) = Q[ 1 - (I + ~/cz~)~/~] c2 
for c 3 K > 0 (resp. c < k < 0), then 
u(c) = 
1 - (1 + 4/aa)1/2 c? 
2 
for c 3 0 (req. c < 0). 
It is easy to prove the following. 
PROPOSITION 7. If u is a solution of Eq. (1) and ;f 
u(c) == h(c) c2 for -CC Cc < faj, 
then for every c # 0 there exists a z’ such that 
A(c + na) < 
X(c) - 1 
1 + fz2 - &l(c) . 
(44 
(45) 
The proof of this proposition is trivial. 
Remark 3. Proposition 7 gives us a new proof of Theorem 5. 
THEOREM 6. If II is solution of Eq. (1) with a positive a and zjc u is bounded 
below for c 3 0 OY if U(C) 3 Xc2 for c >, 0, where X satisjies (37), then 
u(c) = 
1 + (1 + 4/a2)1’” c2 
2 
for c 3 0. 
hoof. We shall prove that if c0 > 0 and a > 0 then 
z,&$Jc,2 + z’? + U(C” + au)] 3 $[l + (1 + 4,‘a”)‘l”] coz. 
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Indeed, 
co2 + a” + u(c,, + av) 3 C; + v* + $[l - (1 + 4/a2)l12] (cs + a~)~, (46) 
and the right-hand side of (46) is at least cs2(1 + u-“) if v < -co/a. From 
that, by repeating the arguments of Propositions 1 and 2, it follows that u can 
not have finite negative infimum in the interval [0, CO). 
On the other hand, since 
mF[vz -+ u(cO + av)] = n&n,n[v2 + u(ca + av)] 3 min[v2 + h(cs + ~2v)~], 
, 0 
we see that we can repeat the argument of the proof of Theorem 5. 
7. JENSEN-CONVEX SOLUTIONS 
A real-valued function f defined on (- 03, + co) is said to be Jensen- 
convex if for all x1 , x2 real numbers the inequality 
f( x1 + x2 2 ) <f@l) yx21 
holds. 
In this section we shall show that Eq. (1) h as a unique solution in the class 
of Jensen-convex functions. 
THEOREM 7. In the class of Jensen-convex functions, (2) is the only solution 
of % (I)* 
Proof. According to Theorem 3, it is enough to show that, if u satisfies 
Eq. (1) and if u is Jensen-convex, then u is nonnegative. 
Let us assume that there exists a c,, f 0 such that u(cr,) < 0. Let us con- 
sider the line which is going through the points (0,O) and (cO , ~(c,,)), and let 
l(c) = [u(c,,)/c,,] c be the equation of this line. Then there exists an E > 0 such 
that 
44 < 
1 - (1 + 4/a2)1/2 c2 
2 
for 0 <c <E if c, > 0 
or 
44 < 
1 - (1 + 4/u2)1P c2 
2 
for --E < c < 0 if c0 < 0. 
Since u is Jensen-convex, we have that 
uco< =-= ( ) 
u(cLJ 
2” ‘2” 
w l cg 
2” ( 1 2” * 
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If n is large enough, then 
but this is a contradiction according to (35). 
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