Modeling a reservoir containing unidirectional natural fractures by an equivalent anisotropic system is one of the most common methods in the realm of fractured reservoir engineering.
Introduction
Horizontal completions, such as horizontal wells or hydraulically fractured wells, have widespread applications in many petroleum reservoirs, particularly in unconventional gas reservoirs with permeabilities less than 0.1 md, to accelerate production. The productivity of horizontal sinks can reach values two to five times higher than that of vertical wells because of a larger reservoir contact area. The improvement may be more pronounced in naturally fractured reservoirs as reported by Beliveau1).
In designing horizontal sinks to be completed in fractured reservoirs, the impact of natural fractures on horizontal-sink productivity must be well understood. The subject of "natural fractures" has been an important research target for many years2), 3) . When fractures are well developed (regularly distributed) to form a fracture network and the fracture system can be treated as a continuum model, a dual permeability or double porosity model4),5) is usually applied in simulation. These methods, however, are not appropriate for discrete fractures that are randomly distributed and not connected to each other.
This study focuses on discrete fracture systems. Review of the literature on discrete fractures reveals that the methodologies may be categorized into two distinct classes: the microscopic approach in which individual fractures are honored and the macroscopic approach in which little attention is paid to individual fractures.
Microscopic studies have been largely through physical experiments, which utilize the analogy between fluid flow through a porous medium and certain physical phenomena, such as the flow of electric current in a conductive body6)-8) or the flow in a Hele-Shaw model7). Although these studies provide remarkable insights into fracture systems, experimental work is limited to particular fracture-patterns that have been investigated and is not always feasible. Recently, a sound mathematical technique, the complex variable boundary element method (CVBEM), has been developed and successfully applied to study detailed flow behavior in the presence of distributed fractures9)-12), Sato and Abbaszadeh9) applied the CVBEM to study the effect of fractures on vertical-well productivity, and Sato extended the method to horizontal-sink problems10) and developed a set of correlations to predict horizontal-sink productivity 12). A much simpler approach is the macroscopic treatment of fractures through theoretical considerations. Although the microscopic approach is more rigorous, the macroscopic approach is more flexible for use in analytical methods or simulation models. When fractures are preferentially aligned in a certain direction, the apparent permeability becomes homogeneous and anisotropic. Previous investigators13)-15) considered certain idealized fracture patterns and derived analytically the corresponding permeability anisotropy.
By considering stochastic fracture systems, Nakashima et al. 16 ) developed a set of correlation equations for anisotropic permeabilities, based on the periodic boundary condition method17). The periodic boundary condition has been adopted by several investigators18), 19 ) and its effectiveness for evaluating anisotropic permeability was confirmed for fracture systems in the absence of sink/source singularities.
The qualitative representation of fracture systems as equivalent anisotropic systems is consistent with the observations that fractured reservoirs often behave like anisotropic media20)-22). Elkins and Skov20) and Beliveau21) utilized pressure transient data and Beliveau et al. 22 ) used displacement data to estimate the anisotropy ratio equivalent to the discrete fracture system. These authors solved inverse problems based on given reservoir responses, and inferred equivalent anisotropic parameters.
However, adequate reservoir responses for analyses are not always available, in particular, in the early stage of development.
In addition, the anisotropic parameters obtained by inverse calculations have not been quantitatively verified against equivalent anisotropic values inferred based on given fracture parameters.
Therefore, the current question is whether an equivalent anisotropic system that is forwardly obtained by the periodic boundary condition method can be used to predict well performances (with sink/source singularities, of course) in the corresponding fracture system. This study primarily investigated this question through horizontal-sink productivity problems.
Unfortunately, no experimental results or comprehensive field reports on the relationships between horizontal-sink productivities and fracture parameters are available, so numerical experiments were conducted and the outcomes analyzed by several approaches.
Problem Definition and Assumptions
This study examined whether an equivalent anisotropic system can be used to predict the horizontal-sink productivity in the presence of discrete fractures. In addition, a correction methodology was developed for use when the actual fracture system cannot be honored and an equivalent anisotropic system must be adopted, such as when developing analytical solutions. 
Method of Solution
For steady-state fluid flow through a homogeneous tour integral, the boundary is divided into discrete boundary elements. This numerical procedure is known as the complex variable boundary element method (CVBEM).
Fracture Systems
Because of the semi-analytical nature of the CVBEM, singularities caused by fractures are readily coupled with the CVBEM by the use of superposition9) and a horizontal sink that may or may not be intersected by fractures is modeled by integrating a source function along the object10),12):
are singular solutions due to the j-th fracture (nf fractures in total) and the horizontal sink, respectively.
Singular behavior observed near the fracture tips can be dealt with by conformal mapping of a fracture (line) onto a circle and applying the method of dipoles. The
To be consistent with the definition of Jh, Eq. (2), the inverse of pressure drawdown phD must be defined by Eq. (1) although the system is governed by the effective (fracture and matrix) permeability rather than by the matrix permeability k.
3.2.
Anisotropic Systems Suppose that an equivalent anisotropic system is obtained for a fracture system. For fluid flow with permeability anisotropy, the following equation holds:
where kx and ky are the permeabilities in the x and y directions, respectively.
A different symbol p is used for pressure to indicate that the solution is based on an isotropic system and may be different from p based on a fracture system.
To convert Eq. (8) to the Laplace equation in its normal form, the following coordinate transformation24) is appropriate: Figure  1 shows the sequence of system transformations: a fracture system, an equivalent anisotropic system, and a transformed isotropic system. In the transtimes the y-axis length, but the area of the transformed system remains the same. Applying Eq. (9) to Eq. (8) yields the steady-state flow equation:
be transformed into an equivalent isotropic system with an effective permeability of k and elongated shape, to which the CVBEM based on Eq. (6) is applicable.
coordinates can be transformed to p by multiplying by sure drawdown phD for anisotropic systems is defined by Eq. (1); a matrix permeability k (rather than an effective permeability k) must be used. In this way, 1/phD can be compared with 1/phD on the common basis of matrix permeability k.
Numerical Experiments
Consider a horizontal sink of completion length L located in the center of a square flow domain of area A. For generality, the length is scaled against the side the domain is maintained at a constant pressure.
Drawdown pressures at the horizontal sink were calculated by the CVBEM for fracture and equivalent anisotropic systems and compared. form distribution U(1.0, 50.0) and then randomly decomposed through Eq. (12) into mafD and nf, the ranges of which are assumed to be (0.0, 0.1) and (1, 500),
Individual fracture images were generated by an unconditional Boolean technique25), which randomly distributes fractures in space with lengths drawn from a met.
As seen in Fig. 2 , which shows sample realizational fractures were aligned parallel to the x-axis. A horizontal sink of length LD drawn from U(0.001, 0.5) was to be completed parallel or perpendicular to those fractures.
Anisotropic Permeability
For a unidirectional fracture system, the permeability perpendicular to the fractures (ky in this study) is not affected by the presence of fractures and is equal to the matrix permeability k. The permeability parallel to the fractures (kx), on the other hand, is affected by the fractures and the permeability equivalent to the fracture system is higher than k, resulting in an anisotropic system.
To evaluate permeability anisotropy, Nakashima et al. 16 ) applied the periodic boundary condition method17) to stochastic fracture systems. The CVBEM was used to calculate permeability anisotropy for 500 fracture outcomes were analyzed by a non-parametric regression algorithm (ACE: Alternating Conditional Expectations, the essence of which is discussed in Section 5.2. 1.), and the correlations for anisotropic permeabilities were obtained.
The anisotropic permeability in the x 25) used in Ref. 16) , no other correlation is available and it is assumed that the equations in Table 1 are applicable to the current data set. This assumption
For the sample fracture realizations (A), (B), and (C) shown in Fig. 2 , kx/k values were estimated as 2.10, 7.75, and 1.64, respectively.
As observed in Ref. 16 ), a larger mafD yields a higher kx/k. Figure 3 is the histogram of equivalent kx/k values (ranging from 0.97 to 11.53) corresponding to the 1000 fracture realizations. Theoretically, kx/k must be larger than unity, indicating that only 8 of the 1000 realizations appear to be misevaluated.
Results and Observations
phD values were calculated by using the CVBEM for the 1000 fracture realizations (Section 4.1.). Figure  4 shows the histograms of 1/phD values and Table 2 lists the summary statistics. As expected, the horizontal sinks completed perpendicular to fractures (Fig. 4 (b)) yielded higher productivities than the parallel completions (Fig. 4 (a) ). According to the measures of central tendency (arithmetic mean and median), perpendicular completions achieved around 30% more productivity over parallel completions ( Table 2 ). The measures of spread (standard deviation and interquartile range, that is, the difference between upper and lower quartiles) and the positive skewness were also larger for perpendicular completions, indicating that perpendicular completions are more sensitive to the influence of fractures. phD values were evaluated through the coordinate Figure 5 shows the histograms of 1/phD values and Table 3 lists the summary statistics. Although qualitative observations are similar to the fracture-system predictions (1/phD), the quantitative characteristics are not exactly the same.
Compared with the fracture-system predictions ( Fig.  4 and Table 2), the anisotropic system ( Fig. 5 and Figure 6 is the crossplot of 1/hD and 1/phD, in which the identical (45-degree) line indicates total correlation between the anisotropic prediction and horizontal-sink productivity.
Most of the data points, however, are above the identical line, indicating that the anisotropic system overestimates the horizontalsink productivity.
The discrepancy is greater for perpendicular completions, as seen from the summary statistics (Tables 2 and 3 ) and the fact that the residual sum of squares (RSS) is larger for perpendicular completions (60.36) than for parallel completions (15.68).
Discussion
The results shown in Section 4.3. clearly show that an equivalent anisotropic system can not always be used to predict the horizontal-sink productivity in the presence of discrete fractures.
Similar observations were reported previously.
Durlofsky et al. 26 ) studied scaleup techniques for finite-difference simulation and found that the pressure field in the vicinity of a well cannot be expected to be linear or slowly varying, which is the basic assumption for estimating upscaled permeabilities.
Sato and Abbaszadeh9) studied vertical-well productivities and concluded that the anisotropic system is consistent with the fracture system for regions away from the well, whereas the pressure behavior around the well is controlled by the exact geometry of fractures and the well. To model the flow behavior in the vicinity of the well, a concept of skin is of practical use. 5.1.
Pseudo-skin Factor To express the degree of near-wellbore damage (or improvement), the skin factor, s, is frequently used24):
to the skin effect.
Although there is no actual damage or improvement, the same concept can be utilized to correct the overestimate provided by anisotropic systems. A pseudo-skin factor, s, is introduced as a transformed isotropic system. Thus, s corrects for the fracture-to-anisotropic conversion and the anisotropic-to-isotropic transformation.
Note that k instead of k is used in order to maintain the physical definition of skin factors as given by Eq. (13). Consequently, s evaluated in this study becomes general and can be used in any independent study. The definition of s follows phD=phD+(k/k)s (15) which states that an additional pressure drop (k/k)s must be added to the anisotropic-system prediction phD to correct for the improper treatment of fracture systems. Figure 7 shows the histogram of s and The ACE algorithm, a non-parametric technique originally proposed by Breiman and Friedman27), does not require functional forms in advance and brings objectivity to data analysis. Its utility has been demonstrated through permeability estimations28), horizontal-sink productivity estimations12), and effective permeability estimations16) (as mentioned in Section 4.2.).
Given a response variable Y and predictor variables Xi, the ACE algorithm tries to find the maximally correlated mean-zero functions g(Y) and fi(Xi), subject to E[g2(Y)]=1. Equivalently, it tries to find the transforto E[g2(Y)]=1. For a given set fi(Xi), the minimization of e2 with respect to g(Y) yields Similarly, for a given g(Y) and a given set of fi(Xi) with
The single-function minimizations Eqs. (16) and (17) are iterated until one complete pass over the predictor variables fails to reduce e2. The two kinds of conditional expectations appeared in Eqs. (16) and (17) are estimated by the scatterplot smoothers27).
Through the iterative procedure to minimize e2, the ACE algorithm provides the regression model:
where Y* is the prediction of Y. As Eq. (18) implies, the ACE algorithm tries to make the relationship of g(Y) to fi(Xi) as linear as possible. The resultant transformations are useful for descriptive purposes and discovering relationships between Y and Xi, as the ACE algorithm makes it easier to examine how each Xi contributes to Y. This feature is utilized in analyzing developed s correlations. Optimal Transformations As the number of predictor variables increases, the accuracy of the correlation is improved, while the versatility decreases. After several attempts, a reasonable compromise can be found with the response variable of log s against the predictor variables of LD, mafD, and nf. Any data set that yields negative s values is excluded from the ACE procedure, the impact of which is not severe as can be seen later. The correlation for log s is thus given as logs=g-1[fL(LD)+fm(mafD)+fn(nf)] (19) Figures 8 and 9 (circular symbols) show the optimal transformations g, fL, fm, and fn obtained through the ACE algorithm for parallel and perpendicular completions, respectively. The response-variable transformation g (Fig. 8 (a) and Fig. 9 (a) ) is positively related to log s; thus, larger values of fL, fm, and fn yield larger values of log s.
The predictor-variable transformation fL(LD) (Fig. 8  (b) and Fig. 9 (b) ) is negatively related to LD, which indicates that log s becomes smaller as LD values increase. s was introduced to correct for the inability of the anisotropic approach to reproduce the near-sink pressure behavior and is not necessary for regions away from the sink. As LD increases, pressure drawdown decreases and the difference in near-sink and far-sink pressure profiles becomes smaller, which is consistent with the negative relationship between LD and log s. The positive curvature for LD values around 0.05, connecting a large slope segment for LD<0.05 and a small slope segment for LD>0.05, implies that when the horizontal sink is short a small change in LD has a pronounced influence on log s.
In contrast, fm(mafD) (Fig. 8 (c) and Fig. 9 (c) ) and fn(nf) (Fig. 8 (d) and Fig. 9 (d) ) have positive relationships with mafD and nf, respectively. This implies that log s becomes larger as the degree of fracture development increases. fm(mafD) has a negative curvature for mafD values around 0.02, beyond which any change in mafD has little influence on log s. fn(nf), on the other hand, is almost linear to nf, so has a continuous influence on log s.
plot. This provides a measure of how strongly each fi est influence on g for both completions, and the impact is more prominent for perpendicular completions than for parallel completions.
To make the correlation portable, the least-curve fit was applied to the transformations and the explicit functional forms sought. Figure 10 compares log s values predicted through the correlations with the true values. Considering that only three parameters are used to generate 1) and LD is the parameter to be optimized in designing a horizontal sink, these three parameters can be considered as the minimal information. Figure 11 is the crossplot of 1/phD with s correction and 1/phD. Unlike the predictions without s correction (Fig. 6) , the cluster is symmetric about the identical line. In addition, RSS is drastically reduced (by 81% for both completions), indicating that the correction compensates for the positive bias in the anisotropicsystem predictions.
Therefore, the suitability of the proposed methodology is verified despite the exclusion of negatives values in developing the correlation and the approximate evaluation of nf. Figure 12 indicates the magnitude of s correction by comparing fracture-system12) and anisotropic-system predictions of 1/phD (equivalently, 1/phD predictions with and without s correction) as a function of LD, where maw is set at 0.05 and of values of 100, 300, and 500 are considered.
Although the difference between the two (that is, the magnitude of s correction) is negligible for nf=100, the difference becomes large for larger values of nf and cannot be disregarded. This is consistent with the fact that fn(nf) has a positive relationship with nf and implies that anisotropic-system predictions without s correction may mislead the horizontal-sink design. For instance, if the design calls for 1/phD of 1 by completing a horizontal sink in a 1000 On the other hand, the anisotropic-system predictions erroneously suggest that the same amount of productivity can be attained by shorter lengths of 395m for parallel completions and 220m for perpendicular completions, which would result in around 10% poorer actual productivity.
This demonstrates the absolute importance of appropriate prediction methods for successful horizontal-sink design.
Conclusions
(1) Numerical experiments with 1000 fracture realizations were conducted to compare horizontal-sink productivities based on naive fracture systems and equivalent anisotropic systems.
(2) Anisotropic systems tend to yield erroneous predictions higher than the actual values. The mean relative errors are 11% and 13% for parallel and perpendicular completions, respectively.
(3) A pseudo-skin factor was introduced to correct the overestimation with anisotropic systems. The mean pseudo-skin factors of 0.366 and 0.258 are required for parallel and perpendicular completions, respectively.
(4) A set of correlation equations was developed for a pseudo-skin factor requiring minimal information (horizontal-sink length, total fracture length, and geometric mean of fracture lengths).
(5) Individual contributions of correlation parameters to the pseudo-skin factor were examined quantitatively, finding that the horizontal-sink length is the most important parameter.
(6) A systematic procedure is proposed to correct the productivity predictions with anisotropic systems and is successfully verified against the predictions with fracture systems.
