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The rates at which a user can generate device-independent quantum random numbers from a Bell-
type experiment depend on the measurements that he performs. By numerically optimising over
these measurements, we present lower bounds on the randomness generation rates for a family of two-
qubit states composed from a mixture of partially entangled states and the completely mixed state.
We also report on the randomness generation rates from a tomographic measurement. Interestingly
in this case, the randomness generation rates are not monotonic functions of entanglement.
I. INTRODUCTION
Quantum mechanics is a probabilistic theory. It does
not assign definite outcomes to certain measurements. A
physicist performing identical measurements on two iden-
tically prepared systems might get different measurement
outcomes. Quantum mechanics postulates that the out-
comes of some measurements are undetermined before
the measurement. This randomness in the measurement
outcomes has been used to generate random numbers.
It might be argued that the randomness in the mea-
surement outcome is not really undetermined before the
measurement. It is perhaps determined by some hid-
den variables that provide a more complete description
of the system, but they are unknown to the physicist.
However, this hidden-variable description of nature was
recently tested in three Bell test experiments and was
found to be incompatible with the observed experimen-
tal data [1–3]. The observed data were consistent with
quantum mechanics. In other words, we see in our exper-
iments that nature behaves randomly, as postulated by
quantum mechanics. This implies that if the experimen-
tal observations obey some relations and on the condition
that the experiment was performed correctly, we can cer-
tify the measurement outcomes were undetermined be-
fore the measurement was performed. That is, their out-
comes generated new random numbers.
The conditions that need to be satisfied are those
for a loophole-free Bell experiment. Remarkably, these
conditions do not include that the physicist know the
mechanisms of the measuring device. This observation
makes the realization of a device-independent (DI) quan-
tum random-number generator (QRNG) possible. In a
DIQRNG, the user is able to certify the creation of new
random numbers despite being ignorant of the device
mechanisms.
In certifying the generation of new random numbers,
the user trusts that quantum mechanics provides a com-
plete description of nature. Based on the statistics of the
∗ cqtsma@gmail.com
measurement outcomes, he can put a bound on the corre-
lations between his measurement outcomes and any other
system that exists outside of his lab1. This bound allows
him to extract new random numbers from the measure-
ment outcomes, that is, random numbers which are not
correlated to any system outside of his lab.
The first proof-of-concept DIQRNG used entangled
photons generated in an atomic ion trap to certify
42 new random numbers over a period of about one
month [4]. More recently, using a more efficient entangle-
ment source, 4350 bits of new randomness were created
at a rate of 0.4 bits/s [5]. Both setups used the Clauser-
Horne-Shimony-Holt (CHSH) value [6] to certify the ran-
domness. The CHSH value is a function of the measure-
ment statistics, and this value sets a lower bound on the
DI randomness that can be certified. It turns out that
using different Bell operators, that is, different functions
of the measurement statistics, will give different equally
valid lower bounds to the DI randomness from the same
measurement statistics. In [7], several previously known
as well as 25 000 randomly generated Bell operators were
tested and shown to certify varying amount of random-
ness from the two-qubit Werner state. These operators
were chosen in an ad hoc manner, and no single operator
was found to be optimal for all the Werner states.
In [8, 9], the complete measurement statistics were
used to obtain a bound on the DI randomness instead of
resorting to a specific Bell operator. This gives the high-
est lower bound on the DI randomness. A by-product
of this process is the optimal Bell operator that would
have given the same bound. This Bell operator gives
the maximum DI randomness for the given measurement
statistics.
In a Bell setup for generating new random numbers,
the physicist has a choice of the measurement operators
to use. By optimizing these operators, he can get a bet-
ter bound on the DI randomness. This is the question
that we address: How much randomness can the physicist
certify by using the optimal measurement operator? Re-
cently, this question was also addressed in [10] for an ex-
1 We assume that the laboratory is secure.
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2perimentally relevant optical Bell experiment setup and
in [11], where the requirement for full device indepen-
dence was relaxed.
II. BACKGROUND
We consider the usual Bell setup for generating DI
random numbers. The user inputs two random and in-
dependent measurement settings, x ∈ {1, . . . ,Mx} and
y ∈ {1, . . . ,My}, and receives two measurement out-
comes, a, b ∈ {−1, 1}. In a DI setup, the user does not
have any knowledge of the measurement device. The
behavior of the apparatus is solely characterized by the
conditional probabilities p(a, b|x, y), which we view as the
components of the vector p. The user will use one mea-
surement setting, (x∗, y∗), to generate his random num-
bers; the other settings are only used to obtain bounds
on the DI randomness.
Following [8, 9], the maximum guessing probability for
an adversary, Eve, who is constrained by quantum me-
chanics and has perfect knowledge of the measurement
apparatus is
G [p] = max
{qab,pab}
∑
ab
qabpab(a, b|x∗, y∗) (1)
such that
∑
ab
qabpab = p (2)
and pab ∈ Q . (3)
The notation p ∈ Q means that the conditional proba-
bilities p can be realized in quantum mechanics. In other
words, there exist a state ρ and some measurement oper-
ators piax and pi
b
y such that p(a, b|x, y) = Tr
{
ρ piax ⊗ piby
}
.
The constraint (2) ensures that the weighted sum of the
particular behaviors pab gives the observed behavior p.
Eve can realize the guessing probability G[p] if the mea-
surement device behaves according to pab with probabil-
ity qab and Eve knows the particular behavior of each
measurement. For each instant of a particular behav-
ior pab, Eve’s guess of the measurement outcome will
be (a, b). If the maximum guessing probability is less
than 1, then the lower bound to the amount of certifiable
DI randomness is quantified by the minimum entropy
Hmin = − log2G.
The optimization problem (1) is a conic linear pro-
gram, and its dual can be formulated as
D [p] = min
f
f · p (4)
such that p′(a, b|x∗, y∗) ≤ f · p′ for a, b ∈ {−1, 1}
and all p′ ∈ Q . (5)
The solution of the dual program coincides with the solu-
tion of the primal program: D[p] = G[p]. The optimiza-
tion variable f corresponds to a Bell expression that gives
rise to a guessing probability of f ·p. The optimal f that
achieves the minimum then corresponds to the optimal
Bell expression that minimizes Eve’s guessing probability
given the behavior p.
In general, the optimization problems (1) and (4) can
be computationally hard to solve. However the con-
straints (2) and (5) can be relaxed [12, 13] to give upper
bounds to the guessing probabilities in a way that the
programs can be cast as a semidefinite program (SDP)
which can be solved efficiently. These relaxations can be
progressively tightened to give bounds that are succes-
sively tighter.
III. RANDOMNESS MAXIMIZATION
While the user of a DIRNG has no access to the work-
ings of the device, the physicist who builds the device
has a choice of the quantum state ρ and the measure-
ment operators pi that he wants to implement in the
operation of the device. The vector pi has components
pi(a, b, x, y) = piax ⊗ piby which are rank-one projectors and
satisfy
Tr
{
piax pi
a′
x
}
= δaa′ for x ∈ {1, . . . ,Mx} and
Tr
{
piby pi
b′
y
}
= δbb′ for y ∈ {1, . . . ,My} .
(6)
For example, if his machine can prepare the pure en-
tangled two-qubit state |ψ〉 = (|00〉 + |11〉)/√2, then
as shown in [14], by designing the measurement opera-
tors to be projectors along (|0〉 cosαax/2 + |1〉 sinαax/2)⊗(|0〉 cosβby/2 + |1〉 sinβby/2) with the angles
α±11 = (0, pi) , α
±1
2 =
(pi
2
,−pi
2
)
,
β±11 =
(
pi
4
,−3pi
4
)
, β±12 =
(
3pi
4
,−pi
4
)
, β±13 = (0, pi) ,
(7)
the device will be able to certify two bits of randomness
with the measurement settings (2, 3). However, if the
measurement operators used were not optimal, the ma-
chine will exhibit a different behavior and may certify
less randomness.
So if the builder can prepare a maximally entangled
two-qubit state and use the optimal measurement oper-
ator, then the device will be able to certify two bits of
randomness, and all is good. However, if the builder is
technologically limited to preparing some other state ρ,
then in general the measurement operators in (7) will not
be optimal anymore. In this case, the builder is then in-
terested in finding the measurement operator he should
implement that would certify the maximum randomness2
given that he is restricted to the state ρ. This is the task
2 If some outcome symbols (a, b) given (x∗, y∗) are more unpre-
dictable than others, then more randomness can potentially be
extracted by post-selecting a subset of the symbols (a, b). Al-
though the post-selection reduce the number of data-points avail-
3that we shall now investigate. More precisely, we want
to find
H [ρ] = max
pi
D [p(pi)] , (8)
where p(pi) = Tr {ρpi} and the vector pi is constrained
by (6). Admittedly, we have not solved this problem.
Instead, we present and implement an iterative algorithm
in Algorithm 1 that converges to a local maximum of
D [p(pi)].
Algorithm 1 Proposed algorithm.
Input: input states ρ, initial positive operator-valued mea-
sure (POVM) pi0, and stopping criteria 
1: Initialize guessing probability g1 = 1 and POVM pi1 = pi0
2: repeat
3: Update pi0 = pi1 and g0 = g1
4: Compute p = p(pi0)
5: Compute D[p] and corresponding f by solving the re-
laxed version of (4)
6: Compute the minimum of g1(pi) = f · p (pi1) and cor-
responding pi1
7: until g0 − g1 ≤ 
Output: pi1
The tolerance  sets the stopping condition for the al-
gorithm. In step 6, we compute the minimum of guess-
ing probability f · p (pi) which corresponds to finding
the measurement settings that maximizes the Bell value
for a given Bell expression f . The guessing probability
f · p (pi) = Tr {ρ f · pi} is a quadratic function of piax and
piby with the quadratic constraints (6). We can use the
Lagrange multiplier method to find the minimum.
While the algorithm might not find the global max-
imum H[ρ], it usually finds measurement settings that
yield more DI randomness than a randomly chosen mea-
surement setting. In our implementation, we use several
initial settings pi0 in an attempt to find the global max-
imum. All SDP calculations were performed using the
CVX package for MATLAB [15, 16].
IV. RESULTS
We apply our algorithm to the family of states
ρ(v, θ) = v |Ψθ〉 〈Ψθ|+ (1− v)1
4
, (9)
where |Ψθ〉 = |00〉 cos θ+|11〉 sin θ and visibility 0 ≤ v ≤ 1
gives the fraction of the state |Ψθ〉. In the noiseless limit
of v = 1, arbitrarily close to two bits of DI randomness
can be attained in the maximally entangled case when
able for randomness extraction, the post-selected data might be
more random, which makes it harder to for Eve to guess cor-
rectly. The net result can be an increase in the final randomness
generation rate [19].
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FIG. 1. Comparison of lower bounds on DI random-
ness for v = 0.99. The green dotted and purple dashed lines
show the DI randomness obtained when constrained by the
Bell operators (11) and (10) with a fixed measurement direc-
tion [8]. Using both operators together gives a higher random-
ness, depicted by the yellow dash-dotted line. Constraining
Eve to the complete behavior gives the most randomness from
the fixed behavior generated from the measurement direction
depicted by the solid orange line [8]. The top line denotes the
randomness bound for an optimized measurement direction.
These curves were obtained with a third-order relaxation of
the SDP hierarchy [12, 13].
θ = pi/4 with Mx = My = 2 measurement settings [17].
Two bits of DI randomness are also achievable when θ is
arbitrarily close to zero with Mx = My = 4 measurement
settings [17].
We first consider the case where Mx = My = 2 and the
visibility is fixed at v = 0.99. In Fig. 1, we compare the
DI randomness from the optimized measurement setting
to a bound obtained using a fixed measurement setting as
reported in [8]. We see a significant improvement in the
certifiable randomness using the optimized measurement
settings. For completeness, we also include the certifiable
randomness constrained using two specific Bell operators
ICHSH = 〈A1B1〉+ 〈A1B2〉+ 〈A2B1〉 − 〈A2B2〉 and
(10)
Iβ = ICHSH + β 〈A1〉 (11)
and also constrained by both operators together [8]
using a fixed measurement setting where β =
2 cos 2θ/
√
1 + sin2 2θ, 〈AxBy〉 =
∑
ab ab p(a, b|x, y), and〈Ax〉 =
∑
a a p(a|x). The DI randomness bounds using
specific operators are always lower than using the com-
plete measurement statistics.
Next, we plot the DI randomness bound as a function
of θ for various visibilities in Fig. 2 for Mx = My = 2. We
also plotted the DI randomness when Mx = My = 4 in
the same figure. In most cases, the improvement obtained
from using four measurement settings is not very signifi-
cant. In Fig. 3, we plot the DI randomness as a function
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FIG. 2. Optimized lower bounds on DI randomness for
various visibilities with two measurement settings for
each side. The black dots have four measurement settings
for each side. These curves were obtained with a second-order
relaxation of the SDP hierarchy.
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FIG. 3. Optimized lower bounds on DI randomness as
a function of nonlocality. Different amount of randomness
from the same amount of CHSH violation with two measure-
ment settings for each side. Black dots have four measure-
ment settings for each side. The lowest dashed line shows the
DI randomness bound obtained from using the CHSH value
alone. These curves were obtained with a second-order relax-
ation of the SDP hierarchy.
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FIG. 4. Optimized lower bounds on DI randomness as
a function of visibility from a mixture of a maximally
entangled state and white noise. The DI randomness
goes to zero when v < 1/
√
2 for two (solid line) and four
(dashed line) measurement settings on each side. The four-
measurement-setting randomness bound that we report here
is slightly higher than the results reported in [18], where there
are two fixed settings for one side and four fixed settings for
the other side. We computed the fixed settings using both the
second- and third-order relaxations of the SDP hierarchy, but
they might turn out to be identical when a tighter constraint
is used. We find no improvement in the tomographic result
(dash-dotted line) compared to the results using a fixed mea-
surement setting reported in [18]. The two-setting and four-
setting curves were obtained using a second-order relaxation
of the SDP hierarchy.
of nonlocality as measured by the CHSH value ICHSH.
Relying on the CHSH value alone gives a much lower DI
randomness, especially when the state has a high visibil-
ity. Even with a maximally entangled two-qubit state,
a CHSH value of 2
√
2 can only certify 1.22845 bits of
randomness.
In Fig. 4, we fix the input state to have θ = pi/4 and
plot the DI randomness as a function of visibility for
Mx = My = 2 and Mx = My = 4. There is only a
slight increase in the DI randomness bound when going
to four measurement settings. The DI randomness in-
creases monotonically with v as one would expect. This
is because from a high-visibility state, one can always in-
troduce noise to get to a state with lower visibility and
attain at least the same DI randomness.
Finally, in the limit when the number of settings be-
comes large, the DI randomness will be upper bounded
by the setup where the user can perform a complete to-
mography [18]. In this case, the constraint (2) is re-
placed by a constraint on the quantum states ρab with∑
ab qabρab = ρ. The constraints that ρab is positive
mean that programs (1) and (4) are already SDPs. We
plot the tomographic randomness rate in Fig. 5. For a
fixed θ, the tomographic randomness rates decrease with
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FIG. 5. Optimized randomness with complete tomog-
raphy. With complete tomography, the randomness genera-
tion rate is not zero even when the two-qubit state is separable
at θ = 0. For a fixed visibility, the randomness rate is not a
monotonic function of θ. It is maximum when θ = 0 and
θ = pi/4.
v. However, the tomographic randomness rates are not
monotonic in θ for a fixed v. For the same v, starting with
a state with small entanglement (low θ) can still yield the
same amount of randomness as a state with large entan-
glement (θ near pi/4). The dip in the randomness rates
when θ = pi/8 is unlikely due to the algorithm being stuck
in a local maximum. We check this numerically by scan-
ning the whole parameter space. For the case of a qubit
pair input that we are considering, the measurement di-
rections that the user uses to generate his tomographic
randomness can be parametrized by the Bloch vector an-
gles α1 and β1. Some typical tomographic randomness
rates are shown in Fig. 6 as a function of the two Bloch
vectors.
In Fig. 4, we plot the randomness from a tomographic
measurement when θ = pi/4 as a function of v. We find
no improvement compared to the results reported in [18].
The measurement used there,
α±11 = (0, pi) and β
±1
1 =
(pi
2
,−pi
2
)
, (12)
indeed attains the maximum randomness we found.
When the visibility is exactly unity, the quantum state
that the user has is a pure state. For this, Eve’s guess-
ing probability can be calculated exactly and then max-
imized over the user’s measurements. The final result
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FIG. 6. Randomness with complete tomography as
a function of measurement angles. Hmin as a func-
tion of the measurement settings for different input states
parametrized by θ from 0 to pi/4 with v = 0.999. The
x axis corresponds to the angle α1 of the Bloch vector
(sinα1, 0, cosα1) of the measurement setting for the first side,
and the y axis corresponds to the angle β1 of the Bloch vec-
tor (sinβ1, 0, cosβ1) of the measurement setting for the second
side. The red asterisk denotes the maximum Hmin value for
each θ.
is
G =
1
4
(1 + sin 2θ) cos2 α , (13)
where α characterizes the measurement direction and is
given by solving
sinα =
− cos 2θ +√cos2 2θ + 4 sin 2θ(1 + sin 2θ)
2 (1 + sin 2θ)
.
(14)
The min-entropy from this guessing probability is plot-
ted as the top line in Fig. 5. We see that two bits of
randomness are achievable only when the state is maxi-
mally entangled or when it is separable.
V. CONCLUSIONS
The amount of randomness generated from a DIQRNG
can be improved by optimizing the measurement set-
ting. However, for the two-qubit state considered, the
additional improvement achieved by using four measure-
ment settings on each side is in most cases not significant.
6There is a disadvantage in having more measurement set-
tings: the experimental setup is more complicated and
more data are needed to characterize the measurements.
This is not justified by the minimal increase in the ran-
domness generation rates.
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