Abstract-Propositional Inference is of special concern to Artificial Intelligence, and it has a direct relationship to automatic reasoning. Given a Knowledge Base Σ and a query Φ, propositional inference is concern to determine if Φ can be logically deduced from Σ, that is, if Σ ├ Φ.
Manuscript received November 27, 2013; revised January 6, 2013. This work is partially supported by National Mexican System of Researchers (SNI) and Conacyt.
Guillermo de Ita Luna, Luis Polanco-Balcazar, and Omar Pé rez-Barrios are with the Computer Science Faculty, Autonomus University of Puebla (FCC-BUAP), Mexico (e-mail: deita@cs.buap.mx, siulpolb@outlook.com, peb.omar@hotmail.com).
Intelligence (AI) applications as planning, expert systems, approximate reasoning, etc. [3] , [5] [6] [7] [8] .
As it has been pointed in [9] [10] [11] , an important problem to explore is the computational complexity of the logical inference, and although the problem could be intractable for formulas in general, a precise determination of the complexity for procedures computing Σ ├ Φ has to be studied for classes of formulas Σ and Φ. And for propositional automatic reasoning, is essential to know under which restrictions for Σ and Φ, Σ ├ Φ could be checked in polynomial time.
We show here that the entail problem can be solved efficiently when Σ is in disjunctive form and Φ is in conjunctive form. This is an important case into automatic reasoning since many knowledge bases are considered to be in disjunctive forms, and then, to work with those classes of KB's allow efficient propositional entailment.
The research presented here continues the line pointed out by Eiter and many others [5] [6] [7] , [9] , [12] , who have analyzed problems arising from deductive inference, such as searching for explanations, approximate reasoning, computing the degree of belief and incremental recompilation of knowledge. These works try to differentiate the classes of propositional formulas where such problems can be solved efficiently from those classes where such problems present an inherent exponential time complexity.
II. PRELIMINARIES
Let X = {x 1 , . . . , x n } be a set of n boolean variables. A literal is either a variable x i or a negated variable ¬x i . As usual, for each x ∈ X, x 0 = ¬x and x 1 = x. We also denote ¬x = ¯x as the negation of x. A clause is a disjunction of different literals, we also consider a clause as a set of literals. For k ∈ IN , a k-clause is a clause consisting of exactly k literals and, a (≤ k)-clause is a clause with at most k literals.
A phrase is a conjunction of literals, and a k-phrase is a phrase with exactly k literals. A variable x ∈ X appears in a clause (or phrase) c if either x or ¬x is an element of c.
A conjunctive form (CF) is a conjunction of clauses, we also consider a CF as a set of clauses, while a Disjunctive Form (DF) is a disjunction of phrases. A k-CF is a CF containing only k-clauses. Similarly, a k-DF is a DF containing only k-phrases.
We say that a CF F is monotone if all of its variables appear with the same sign. A CF F with n variables represents a n-ary boolean function F : {0, 1} n → {0, 1}, although the same boolean function F has many equivalent representations and in particular, a CF as well as a DF is one of the way to represent any boolean function. Given a formula F , let S(F) be the set of all possible assignments defined over its set of variables υ(F).
n . We denote as Sat(F ) to the set of assignments from S(F ) which are models of F. Fals(F) is the set of assignments from S(F ) which falsify F.
For any propositional formula F, S(F) = Sat(F) ∪ Fals(F).
The SAT problem consists of determining if F has (or not) a model. The #SAT problem consists of counting the number of models of F.
If s is a model of F , it is denoted as s ├ F . If an assignment s of υ(F ) is not a model of F then s is a falsifying assignment of F.
A Knowledge Base (KB) Σ is a set of formulae. Given a KB Σ and a propositional formula Φ, we say that Σ entails Φ, denoted by Σ ├ Φ, if Φ is true for every model of Σ, i.e. Sat(Σ)
III. MODEL-CHECKING FOR PROPOSITIONAL INFERENCE
To prove Σ ├ Φ is equivalent to show that Sat(Σ) ⊆ Sat(Φ). We extend the sets υ(Φ) and υ(Σ) in order to build only one set containing all variables appearing in the formulas.
Let X = υ(Σ) ∪ υ(Φ) be the set of variables, and let Lit = X ∪ ¬X be the set of literals appearing in Σ and Φ. We assume an order over the variables of X and that n =| X |, i.e. X = {x 1 , x 2 , . . . , x n }.
Indeed, to prove Σ ├ Φ is equivalent to prove that 
Fals(φ i ).
We exploit the previous relation to design a polynomial procedure to determine if Σ entails Φ. First, we show how to represent each Sat(σ i ), i = 1, . . . , m and each Fals(φ i ), i = 1, . . . , k. 
Thus, v σ represents the set of 2 n−|σ | satisfying assignments of the phrase σ. We call to v σ the satisfying string for the phrase σ. It is common to review a formula in order to reduce its size keeping just the necessary subformulas in F. For example, for a CF it is common to delete all redundant clauses as: tautological clauses and clauses with pure literals. The application of the following rules allow to reduce the size of CF's an DF's.
A. Rule of Pure Literal
Let F be a CF, l ∈ Lit(F ) is a pure literal if l appears in F but ¬l does not appear in F .
If a clause contains a pure literal, that clause can be eliminated from F , keeping the logical value of F . Because if the literal l is set to T rue, the clause containing l is also T rue, and then it can be deleted from F. Similarly, if a formula G is in DF, any phrase containing a pure literal can be falsified by set False to that pure literal and the phrase is also False, then the phrase can be eliminated from G.
Other relevant rules to reduce sizes of CF's and DF's are subsumed clauses and subsumed phrases rules. Thus to prove that Σ ├ Φ, it is equivalent to prove that
B. Subsumed Clause Rule

Sat(Σ)  Fals(Φ) = Ø, and it is equivalent to show that
Then, we have to build the sets of assignments Sat(σ i ) and Fals(φ j ), for each σ i ∈ Σ and for all φ j ∈ Φ. And for this, we take advantages of the succinct form to represent those sets via the strings shown in previous section. In fact, we need just the literals associated with the fixed values appearing in both strings v σ and v φ .
The procedure Inference checks if there exist any σ i ∈ Σ and any φ j ∈ Φ such that Sat(σ i ) ∩ Fals(φ j ) ≠ ∅ and in this case, it outputs False indicating that Σ ├ Φ does not hold. Otherwise, it has proved that Sat(Σ) ∩ Fals(Φ) = ∅, and therefore Σ ├ Φ. Notice that A and B in the procedure Inference represents in fact, a subset of assignments. And the union s = A∪B could be (or not) a valid set of assignments. For example, if there is a literal l such that l ∈ s and ¬l ∈ s then s does not represent a valid subset of assignments. And that last property is checked via the function no_comp_ literals_in(s).
Notice also that the implementation of the union A∪B and the function no_comp_literals_in(s) can be done in efficient way according to the representation of a set. But in general, both operations can be done in linear time complexity on the number of maximum elements on the set, that in this case is of order O(n), n =| X |. 
V. SOUNDNESS, COMPLETENESS AND TIME COMPLEXITY OF THE PROCEDURE Let
C. Time Complexity
Inference involves two for's, one of size | Σ | and the other of size |Φ|, then it performs of order O(|Σ| · |Φ|) operations; union between two sets with n elements at most, and a revision for complementary members on a set.
Both set operations (union and revision of members) are performed in linear time complexity according with the maximum number of elements in the sets, that is n = |X |.
Then, the total time complexity in the worst case is the order O(|Σ| · |Φ| · |X|). Indeed Inference is a linear time deterministic algorithm on the size of its inputs: Σ and Φ, and on the number of variables appearing in both formulas X = υ(Σ) ∪ υ(Φ).
In order to impact the time complexity of Inference procedure, the application of pure literals, subsumed clauses and subsumed phrases rules would be beneficial, because those rules can reduce the real sizes | Σ | and | Φ |. Although, the application of those rules also implies a cost on the time of pre-processing the input formulas: Σ and Φ.
According to the computational representation of the formulas Σ and Φ, both rules can be applied very efficiently. For example, the representation of Σ and Φ using indexes over a fix set of variables X, produces algorithms with a reduced time complexity.
On the other hand, the literal pure rule implies to look for a literal (and its complementary value) on the size of the formulas. Then, literal pure rule can be implemented with a time complexity, in the worst case, of O(|X| · |Σ|) and O(|X| ·|Φ|), when it is applied on Σ and Φ, respectively.
And the subsumed clause rule (subsumed phrase rule) requests that each clause (or phrase) will be compared with the rest of the clauses (phrases) in the formula in order to look for subset of literals. That implies the order of O(|X| · |Σ| 2 ) and O(|X|·|Φ| 2 ) basic operations in the worst case, when they are applied on Σ and Φ, respectively.
In whatever case, those pre-processing procedures have polynomial time cost, and usually they are done off-line, optimizing the time cost of working on-line for deciding if Σ ├ Φ.
VI. CONCLUSIONS
A fundamental problem in deductive propositional reasoning is the entail Problem, i.e. given a KB Σ and a query formula Φ to decide if Σ ├ Φ.
We have shown that the entail problem is solved efficiently when Σ is in disjunctive form and Φ is in conjunctive form. In fact, we show a linear time procedure on the size of its inputs: Σ, Φ and on the number of variables involved in both formulas.
To design an efficient procedure for the entail problem has repercussions in the area of automatic reasoning. Thus, we have presented an important case of efficient propositional entailment. Since many knowledge bases are considered to be in disjunctive forms, our algorithm could provide efficient automatic reasoning schemes.
