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Abstract
The task of finding objects belonging to classes of interest in images has long been a focus
of Computer Vision research. The ability to localize objects is useful in many applications:
from self-driving cars, where it allows the car to detect pedestrians, bicyclists, road signs,
and other vehicles, to security, where intruding persons can be detected. Though a lot of
progress has been made since the conception of the field of Computer Vision more than five
decades ago, as always, there is scope for further improvement. This is especially true in
the case of object detection where a myriad of factors including variation in object instances
through pose and appearance, along with other environmental factors such as the degree of
occlusion, and lighting tend to cause failures.
In this work we focus on improving object detection through the use of more representa-
tive features and better models. We propose new features that are not only more powerful,
but also more robust and capture more information than the currently popular features.
Further, we propose scalable models which can leverage large amounts of training data to
improve performance.
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Chapter 1
INTRODUCTION AND OVERVIEW
Object detection and recognition is one of the most fascinating abilities humans possess from
childhood. Intuitively, object detection is the ability to localize an instance of an object in
any image, and recognition is the ability to tell whether a given object belongs to a particular
class. In most cases, humans are able to detect and tell the identity of the object from just
a simple glance in spite of variations due to pose, appearance, illumination, and occlusion.
Furthermore, humans possess the ability to generalize to new instances of a class that have
never been seen before, such as a new car or chair model. Though such talents come easily
and naturally to humans, over the years this has proven to be very difficult to replicate in
computer systems.
While automatic scene or image understanding, the ability to infer meaningful informa-
tion from imagery, the holy grail of computer vision, is far from attained, significant efforts
have been made in developing systems and algorithms that can detect and recognize generic
objects in different images. For a limited scope of distinct objects in constrained settings,
such as faces [1], car number plates, or handwritten digits [31], the problem of object detec-
tion/recognition has been fairly well solved, with performance on par with that of humans.
However, the problem of finding relevant objects such as humans, or vehicles in an uncon-
strained setting, as shown in Fig.1.1 is still a work in development.
Object detection has many practical applications and is currently being used in many
promising and well publicized technologies that have caught the public imagination includ-
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Figure 1.1: Detecting people and cars on the road.
Images reproduced from [14] and [18] resp.
ing but not limited to self-driving cars 1, and detecting people for purposes of security2.
Recognition and detection are also useful in diagnosis using medical imaging [30], and vari-
ous scientific imaging applications.
One of the earliest attempts at representing and recognizing objects was made by the
ACRONYM model-based vision system [6] in 1979, which provided a means for geometric
modeling of an object with a high level modeling language. The since proposed Recognition-
By-Components (RBC) theory [4] tried to explain object recognition as being based on the
ability to separate objects in geons consisting of 3-dimensional shapes such as cylinders,
cones, etc. The basic and intuitive idea of describing an object as consisting of parts stuck.
Multiple object recognition models have been proposed over the years that model an object
with a flexible constellation of rigid parts [52, 20] and this includes the venerable Deformable
Part Models (DPM) [17]. Other approaches such as the Bag-of-Words model [10] treat the
object as being composed of visual words and often perform recognition without the use of
information about the spatial arrangement of parts.
The development of more powerful models continued side-by-side with the development
1http://googleblog.blogspot.com/2014/05/just-press-go-designing-self-driving.html
2http://blog.dropcam.com/look-whats-next/
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of more powerful image features. It was quickly realized that global features [38, 44] do not
quite work well due clutter, occlusion, and geometric transformations of the involved ob-
jects. Local features such as Scale Invariant Feature Transform (SIFT) [34] and Histogram
of Oriented Gradients (HOG) [11] have remained the more popular features.
The need for object detection given a full image and not just a subwindow as in the case of
recognition, necessitated the development of methods that could propose relevant subwin-
dows to object recognizers. Over the years, popular approaches have included the Sliding
Window approach [50, 40] and Selective Search [45].
Though HOG features are very commonly used including in the DPM, they are known
to have certain potentially major weaknesses. We inspect and discuss the HOG feature and
its derivatives in this thesis and then go on to propose modified versions of the HOG feature
which try to compensate for its shortcomings while being as efficient and compact as possible.
As mentioned previously, the most popular object detector currently is probably the
DPM. The DPM is trained on small and curated datasets such as PASCAL due to the
complexity of learning. The amount of weakly labeled or unlabeled data available has
increased by leaps and bounds in the recent years due to the internet, where people share
and archive photographs. Keyword-based image retrieval services such as Bing, or Google
Image Search are well-known and commonly used. The new found availability and access
to data motivates the development of algorithms and frameworks that can take advantage
of it to create improvements in the state of the art. Through this thesis, we also introduce
scalable and flexible frameworks that can potentially learn from millions of images in times
way smaller than the DPM.
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1.1 Summary of Contributions
In this thesis, we have attempted to improve object detection performance by tackling two
areas:
1. Features for Object Detection: We design new features which try to overcome the
shortcomings of the existing features such as the Histogram of Oriented Gradients
(HOG) [11]. Three new features, Edge-Energy-HOG, Average Gray Scale Value with
HOG, and Gray Scale Histogram with HOG, are proposed. These try to take into
account edge strengths and color of an object for detection. Furthermore, these new
features try to do so with minimal increase in computational overhead.
2. Models for Object Detection: Current object detection systems scale up poorly with
the size of the learning dataset. We propose a framework which can learn in an
iterative fashion and take advantage of large amounts of training data using clustering
and linear classifiers. Such a system is all the more important in the current scenario
where weakly labeled data is available cheaply on the internet.
1.2 Thesis Structure and Outline
The following is an overview of the organization of this thesis:
Chapter 2: In this chapter, we introduce features such as the HOG and its derivatives,
which have been historically popular in the field of object detection. We attempt to give an
overview of their advantages and shortcomings which motivate work to improve upon them.
Chapter 3: In this chapter, we discuss commonly used techniques for object localization
and detection based on the features discussed in Chapter 2. We cover the popular Sliding
Window approach, as well as the relatively new Selective Search in Sections 3.2 and 3.4
respectively. We discuss popular detection models including the DPM and also briefly discuss
new and more complex methods that are currently gaining momentum, such as Convolutional
4
Neural Networks.
Chapter 4: Given the background of Chapters 2 and 3, we attempt to improve the
currently used features as well as models to produce gains in the object detection performance
on the popular PASCAL 2007 VOC dataset [16]. We develop new features that utilize color
and intensity information in images and scalable frameworks which can utilize larger amounts
of training data.
Chapter 5: Finally, we discuss emerging trends and future directions for adapting
current techniques to larger datasets. We discuss life-long learning methods that can leverage
text as well as weakly annotated images available on the internet to learn object concepts
and relationships amongst them with minimal human intervention.
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Chapter 2
FEATURES FOR OBJECT DETECTION
This chapter focuses on the motivation behind and implementation of object detection fea-
tures, mainly the Histogram of Oriented Gradients (HOG) [11], and other derivative features
which attempt to overcome some of the obvious shortcomings of HOG.
Object detection models learned on HOG features were consistently the best for multiple
years, with the Deformable Parts Model (DPM) [18], first introduced in 2007, winning the
“Lifetime Achievement Prize” from the organizers of the PASCAL Visual Object Classes
Challenge in 2010 for creating a detector that has now become a core component of many
classification [18], segmentation [33], person layout, and action classification [43] publica-
tions.
While many other non-HOG based features and object detection models have been pro-
posed over the years, few have come close to convincingly beating HOG, or the HOG based
DPM. The dominance of HOG and DPM seems to have finally come to an end with the
advent of the efficiently trained Convolutional Neural Network (CNN) [23] and features de-
rived from it. However, both HOG and the DPM remain relevant due to their relatively
quicker speed and ease of use (hardware and software) as compared to the state of the art
CNNs, and they form the key areas explored in this thesis.
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2.1 Histogram of Oriented Gradients (HOG)
HOG was developed by Dalal and Triggs [11] while attempting to solve the pedestrian lo-
calization problem. HOG has since proven to be quite effective and constitutes one of the
most popular descriptors in the area of object detection.
HOG tries to capture the shape of an object through the location and orientation of
edges in the image. More specifically, the HOG features are based on normalized local his-
tograms of image edge orientations in a regular grid overlaid on the area of interest. The use
of a histogram for orientation representation has many precursors, including David Lowe’s
Scale-Invariant Feature Transform (SIFT) [34]. The design of the HOG feature makes it
invariant to small translations and rotations and affords a moderate invariance to local light-
ing conditions.
The overall process of computing HOG features is shown in Fig.2.1 below and a brief
explanation of the various steps follows.
Figure 2.1: The pipeline used by Dalal and Triggs in [11] for feature generation and pedestrian detection
Color Normalization:
In this pre-processing step, Gamma (power-law) Equalization is applied to the entire image.
This was probably inspired by the human visual system, which under common illumina-
tion conditions follows an approximate gamma or power function. The original work in
[11] tried Gamma Equalization with several color space representations including grayscale,
RGB, and LAB. These normalizations were not found to have a significant impact on per-
formance, probably due to the normalization of each local gradient histogram later in the
pipeline, and thus are not vital to the properties of HOG.
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Gradient Computation:
The computation of gradients is a vital step in the pipeline as HOG relies on edges for the
description of the shape of the object. Dalal and Triggs [11] have tested many gradient
calculation techniques, including Gaussian smoothing followed by the use of one amongst
various candidate filters such as the Sobel filter ([−1, 2, 1]), 1-D centered ([−1, 0, 1]), uncen-
tered ([−1, 1]), and cubic filters ([1,−8, 0, 8,−1]), as well as diagonal filters. However, the
simplest scheme of no smoothing and the use of the centered [−1, 0, 1] 1-D edge filter was
found to produce the best results. The simple filter also allows for a faster implementation of
the feature extractor. In the case of a grayscale or intensity image, gradients can be directly
computed on the given image. For RGB color images, the gradients are computed in each of
the channels, and for each pixel, the gradient with the maximum magnitude across channels
is chosen as the pixel’s gradient vector.
Spatial and Orientation Binning:
This step is unarguably the most important in the HOG computation pipeline as it is respon-
sible for HOG’s ability to encode the spatial structure of the image as well as its invariance to
small translations and rotations. A regular grid consisting of local spatial regions called cells
(rectangular is the most common choice, but can be circular or other shapes) is overlaid onto
the image or area of interest, and all pixels within a cell contribute to the local histogram of
gradients. Bins of the histogram are regularly spaced over [0◦, 180◦] (“unsigned” gradient),
or [0◦, 360◦] (“signed” gradient). Each pixel within a given cell makes a weighted vote for
an edge orientation histogram channel based on the orientation of the gradient element cen-
tered on it. To reduce aliasing, votes are interpolated bilinearly between the neighboring bin
centers in both orientation and position. This procedure of pooling or accumulating votes
within a cell enables an invariance to small translations and the angular orientation bins
as well as the interpolation enables an invariance to a small degree of rotation. It has now
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become a common practice to use a regular grid of rectangular cells of size 8× 8 pixels, and
a histogram of 18 bins over [0◦, 180◦] for the computation of the HOG feature.
Contrast Normalization:
Local contrast normalization has been found to improve performance for pedestrian detec-
tion as gradient strengths in the image vary over a wide range owing to local variations
in illumination and foreground-background contrast. Histograms of each cell in the grid
are normalized separately, commonly by the L2-norm, v → v/√||v||22 + . While this step
ensures higher performance in the case of pedestrians, it might hamper with the detection
performance of other categories of objects in which different object poses, especially in a
close range to the camera will result in different lighting patterns in the image. For ex-
ample, in a close-up photo of cats or dogs, it is generally observed that the face or the
torso of the animal is more brightly illuminated owing to the proximity to the camera (and
probably the flash) and the shine of the fur. This is empirically shown to be true in Sec.4.1.1.
Fig.2.2 below shows images of some objects and their corresponding HOG features.
The DPM [17] uses a modified version of the HOG obtained by concatenating the result
of normalizing the cell-based feature map consisting of 9 unsigned orientation bins C(i, j)
with four different normalization factors Nδ,γ(i, j) with δ, γ ∈ {−1, 1}, to obtain a descriptor
H(i, j) of length 36:
H(i, j) =

C(i, j)/N−1,−1(i, j)
C(i, j)/N+1,−1(i, j)
C(i, j)/N+1,+1(i, j)
C(i, j)/N−1,+1(i, j)

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where Nδ,γ(i, j) is defined by:
Nδ,γ(i, j) = (||C(i, j)||2 + ||C(i+ δ, j)||2 + ||C(i, j + γ)||2 + ||C(i+ δ, j + γ)||2) 12 (2.1)
Figure 2.2: Visualizations of HOG descriptors of three different objects.
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Drawbacks of the HOG descriptor:
While the HOG descriptor has proven to be effective in a variety of domains including
object detection, it has a few known issues:
• Large dimensionality: Consider a small image of size 96× 80 pixels. Using a 8× 8
pixels cell size, there will be a total of 12× 10 = 120 cells, or equivalently, histograms
in the final HOG representation. Using 18 orientation bins in each histogram, we
end up with a total of 120 × 18 = 2160 values in the final HOG feature. A larger
image of size 224 × 224 pixels will have a total of 14112 values, which is especially
large when compared to the sizes of common vision supervised training datasets (e.g.
PASCAL 2007 [16] has 300-500 examples per object class on average). This necessitates
the use of techniques such as hard-negative mining (discussed in Sec.3.3), which are
time consuming. The authors of DPM [17] experimented with Principal Component
Analysis (PCA) on the computed HOG features to reduce the dimensionality from 36
to 11 per cell, and report comparable performance.
• Lack of color information: HOG does not contain any explicit color information
(not even absolute grayscale color) as it only depends on edges, and is in fact color-
invariant by design. Even the work of [51] which tries to learn paired dictionaries of
edge and color patches reports limited success in reconstructing color images given the
corresponding HOG feature. Color can indeed help in recognizing common objects, for
example, it would be rather strange to find a blue cat or a red sheep. The Color HOG
feature, discussed in Sec.2.2, was later developed to overcome this shortcoming. We
further develop some efficient extensions of HOG that incorporate color information
to produce improved accuracy, and these are discussed in Sec.4.1.2.
• Too simple/Not discriminative enough: While its simplicity is a major reason for
the popularity of HOG, it might just be too simple. HOG does not capture any higher
level image patters such as curves, blobs, or other more complicated structures. Given
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just edges, it might not be possible to learn the presence of complicated discriminative
structures (especially within a region of pooling, like the cell) in the training set.
The appeal and subsequent popularity of HOG, due to its simplicity, was probably a
major reason for the stagnation of the performance of many object detection frame-
works over the last few years.
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2.2 Color HOG
HOG with Color Names (Color HOG) [41] is an attempt to make up for the lack of color
information in HOG by concatenating color descriptors to HOG in a late fusion manner.
Khan et al. [41] evaluated the performance of three different candidate color descriptors:
the Robust Hue Descriptor (HUE) [46], the Opponent Derivative Descriptor (OPP) [46] and
lastly, Color Names [47]. A brief overview of the three descriptors follows:
• Robust Hue Descriptor (HUE): Image patches are represented by a histogram
over hue computed from the corresponding RGB values of each pixel, given by:
hue = arctan
( √
3(R−G)
R +G− 2B
)
(2.2)
To counter instabilities in hue, its impact in the histogram is weighted by the saturation
of the corresponding pixel. The hue descriptor is invariant with respect to lighting
geometry and specularities when assuming white illumination.
• Opponent Derivative Descriptor (OPP): Image patches are represented by a
histogram over the opponent angle
angOx = arctan
(
O1x
O2x
)
(2.3)
where O1x and O2x are the spatial derivatives in the chromatic opponent channels.
The opponent angle is weighted by the chromatic derivative strength
√
O12x +O2
2
x.
The opponent angle is invariant with respect to specularities and diffuse lighting.
• Color Names: Color Names are linguistic color labels which humans assign to colors
in the world. Linguistic studies [3] have concluded that the English language contains
eleven basic color terms: Black, Blue, Brown, Gray, Green, Orange, Pink, Purple,
Red, White, and Yellow. A mapping was learned from the color channel values to a
13
probability distribution over the eleven color names in [47] through the use of Google
Image search, and the resulting probability distribution over color names of a region
is used as its color descriptor. The Color Names descriptor is defined as a vector
containing the probability of a color name given an image region R:
CN = p(cn1|R), p(cn1|R), · · · , p(cn11|R) (2.4)
p(cni|R) = 1
P
∑
x∈R
p(cni|f(x)) (2.5)
where cni is the i-th color name, x are the spatial coordinates of the P pixels in the
region R, f is the LAB representation of the color, and p(cni|f) is the probability of a
color name given a pixel value. Unlike the previous two color descriptors which were
both histograms, which in turn can have variable number of bins, Color Names is of
a fixed length (=11). Color Names is thus compact, and displays a certain degree of
photometric invariance as several shades of a color are mapped to the same color name.
They also provide an added advantage of allowing the description of achromatic colors
such as Black, Gray, and White which are impossible to distinguish from a photometric
invariance perspective.
The authors of [41] compared the discriminative power of the above three color descrip-
tors and arrived at the conclusion that the Color Names is superior to the HUE and the
OPP descriptors in terms of both compactness and discriminative power.
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The final descriptor is the concatenation of the HOG vector of a cell with its Color Names
vector. Thus, for cell Ci, the representation R(Ci) is:
R(Ci) = [HOGi, CNi] (2.6)
Fig.2.3 below shows images of some objects and their corresponding HOG features.
Figure 2.3: Visualizations of Color-HOG descriptors of three different objects. The average color within a cell is used for
purposes of visualizing the Color Names descriptor. (1) Bicycle, in which color probably doesn’t matter for
detection/classification. (2) Cat, in which color matters to a limited degree for detection/classification. (3) Bird, in which
color definitely matters for detection/classification.
While the Color HOG feature does capture the color information, it adds to the already
high dimensionality of HOG by adding 11 values per cell. Motivated by the need for efficiency,
we have tried to develop compact features which take color into account while adding only
1 value per cell in Sec.4.1.2 .
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2.3 Whitened Histogram of Oriented Gradients
(WHOG)
Most of the popular object detection approaches involve the use of HOG features and linear
SVMs, which will be discussed in more detail in Chapter 3. Training linear SVM classifiers
is however difficult given the small number of positive training examples in typical com-
puter vision datasets, which necessitates the use of several rounds of expensive mining for
hard-negative examples. Scaling such a system to detect thousands of categories would be
rather challenging. Motivated by this computational bottleneck, the authors in [24] created
a system that uses a simpler classifier which is much quicker to learn than an SVM, based
on Linear Discriminant Analysis (LDA) [25, 15]. Inspired by the LDA approach, they go
on to further propose a modified version of the HOG, the Whitened Histogram of Oriented
Gradients (WHOG), which is shown to be useful in clustering.
LDA is a generative model for classification. Given a training dataset of positive and
negative examples (x, y), where x is a feature vector and y ∈ {0, 1} is the class label, models
the data x as generated from class-conditional Gaussians:
P (x, y) = P (x|y)P (y) and P (x|y) = N(x;µy,Σ) (2.7)
where the means µy are class-dependent and the covariance matrix Σ is class-independent.
A new example x is classified as positive if P (y = 1|x) > P (y = 0|x), which is equivalent
to a linear classifier with weights given by w = Σ−1(µ1 − µ0). Essentially, LDA computes
the average positive feature µ1, centers it with the average background feature µ0, and then
whitens it with Σ−1 to remove correlations.
There is yet another way of interpreting LDA, shown below, which motivates the devel-
opment of the WHOG features:
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Decision of LDA = wT (x− µ0)
= {Σ−1(µ1 − µ0)}T (x− µ0)
= (µ1 − µ0)T{Σ−1}T (x− µ0)
= (µ1 − µ0)T{ΣT}−1(x− µ0)
= (µ1 − µ0)T{Σ}−1(x− µ0) as Σ = ΣT
= (µ1 − µ0)T{Σ 12 (Σ 12 )T}−1(x− µ0) Cholesky of p.d. matrix
= {Σ− 12 (µ1 − µ0)}T{Σ− 12 (x− µ0)}
= µˆ1
T xˆ
Thus, LDA can be thought of as transforming the original input x into xˆ through the relation
xˆ = {Σ− 12 (x−µ0)}, and then performing classification in the transformed space. Multiplying
gradient features (edges, or HOG) by the inverse of the covariance matrix should remove
correlated feature values, especially across neighboring grid cells.
Two of the key contributions of [24] were the efficient estimation of the correlation matrix
Σ by modeling it with a spatial autocorrelation function [39], and the method for obtain-
ing the two required statistics, the background mean, µ0, and the covariance matrix Σ for
smaller-size windows by marginalizing out corresponding statistics of larger-size windows,
meaning that they had to be learned only for the largest window size under consideration.
Due to the simplicity and computational advantages of LDA, we use it as a linear classifier
in our scalable model proposed later in Sec.4.2.
A few examples of WHOG features are shown in the Fig.2.4 , along with the corresponding
HOG features. Due to removal of correlations especially along curvilinear continuities, the
WHOG visualization is sparser than HOG. Similar to HOG, WHOG lacks color information,
but probably has less redundant information.
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Figure 2.4: Visualizations of WHOG descriptors of three different objects.
top-left: image, top-right: HOG, bottom-left: Positive part of WHOG, bottom-right: Negative part of WHOG
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Chapter 3
MODELS FOR OBJECT DETECTION
In this chapter, we discuss the currently popular models for object recognition, such as the
Deformable Part Models [18], and the newer Convolutional Neural Networks [23]. In order
to be used for object detection in the wild, these models require a way to localize objects, or,
find prospective bounding boxes that might contain the objects of interest. We also discuss
the bounding box proposal methods such as the Sliding Window approach, and Selective
Search [45], associated with the above models. We go on to describe the different methods
as well as their merits and shortcomings.
3.1 Object Localization Techniques
In the most common form of object detection, we are interested in drawing a bounding box
around all the objects of interest in a given image. These objects of interest can be located
at any position and at any scale in the image. Object detection frameworks consist of two
distinct components. First is the classifier, which when given a particular subwindow can
tell whether it contains the object(s) of interest or not. The second component handles the
task of proposing all relevant subwindows of the image that might contain the object(s) of
interest. In its most simple form, the object detection framework operates on a singular
object class, consisting of a binary classifier that can tell whether the object is present in the
proposed subwindow or not. Thus, the task of detecting objects in the image is ultimately
converted into a number of localized yes/no classification tasks.
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Two commonly used techniques for object localization, the Sliding Window Approach,
and Selective Search are discussed below. These techniques are deeply tied with the workings
of the object detection frameworks that will be discussed in the pages to come. The com-
putational costs of the detection models, coupled with that of the two subwindow proposal
techniques determine their usage.
3.2 Sliding Window Detection
The most commonly used approach called the Sliding Window approach is a brute-force
search over all possible rectangular subwindows, located at all possible positions, and of all
different sizes in the image under consideration.
An image of as low resolution as 320 × 240 pixels contains more than one billion rect-
angular subwindows. Moreover, the number of subwindows grows as n4 for images of size
n× n, which makes it computationally very expensive.
A more restrictive form of the Sliding Window approach is to consider subwindows only
of a particular size, such as those with the same spatial dimensions as the learned classifier.
If the learned classifier is linear in the features, as is generally the case (out of reasons of effi-
ciency), the classifier can be represented as a filter with the weights of the classifier. Consider
a linear classifier with weights w learned on the HOG features φ(·). As discussed previously
in Sec.2.1, HOG features have a certain spatial arrangement due to the use of cells. Compu-
tation of wT ·φ(·) for classification can be performed by spatially arranging the weights into a
filter and then convolving the filter with the features of the cells. Thus, the task of proposing
windows and evaluating them with the learned classifier then simplifies to that of convolving
the classifier filter with the image features. The locations of the maximum responses to the
filter are then considered to be candidate positive object detections. While this is more effi-
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cient than the general Sliding Window approach, it still remains a computational bottleneck.
In the field of object localization with bounding boxes, sliding window approaches have
been the method of choice for many years [5, 9, 11, 17] because of their simplicity and ease
of use with linear classifiers. Support Vector Machines are regarded as robust classifiers
because of their maximum-margin separation methodology and are often the first choice
when a linear classifier is to be used. Indeed, Dalal and Triggs [11] use the Sliding Window
Approach with a Linear SVM trained on the HOG feature for their pedestrian detector.
In the case of object detection, the detection template is generally learnt at a fixed scale
[11], or set of scales [17], but, a target object might appear at any scale in the image. The
computationally efficient and thus popular method of finding all such target objects is to
use a feature pyramid constructed from the image pyramid. An image pyramid is a collec-
tion of images varying in size formed by repeatedly downsampling the given image by some
constant factor. Features are extracted from each of these downsampled images and are
collectively referred to as the feature pyramid. Dalal and Triggs [11] convolve the detector
template with the extracted features by sliding the template across the height and width of
the images at all the different scales of the pyramid. Using multiple scales ensures that a
high degree of overlap occurs between the detector template and the subwindow containing
the object, thereby resulting in a confident positive detection.
Some systems use kernel-SVMs [37] or cascades of kernel-SVMs [49], which are more
expressive than linear SVMs due to the expansion of the feature space, and provide better
performance than linear SVMs (given sufficient training data). Such non-linear classifiers
incur overhead during testing as they can no longer be expressed through convolutional
filters, and as a result are not very popular in practice.
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3.3 Deformable Part Models
The Deformable Part Models, or DPM, was introduced in 2008 by Felzenszwalb et al. [17].
The idea that objects can be modeled by parts in a deformable configuration was around
for at least two decades [21]. While these models were appealing from a conceptual point
of view, and provided an elegant framework for representing object categories, it had been
difficult to establish their value in practice. Much simpler models such as rigid templates
[11] and bag-of-words [53] outperformed the early deformable models [26, 28, 40] on difficult
datasets like PASCAL [16]. The primary reason for the bad performance of these deformable
models was the difficulty involved in training these models, which often had too many pa-
rameters to learn from few labeled positive examples. With an increase in the number of
parameters to learn from limited data, the risk of overfitting increases.
The initial version of the DPM [17] achieved a two-fold improvement in average precision
over the best performance in the 2006 PASCAL person detection challenge and also outper-
formed the best results in the 2007 challenge in ten out of twenty categories. Some of the
key contributions of this seminal work were:
Use of multi-resolution templates: The DPM uses HOG features at two different scales:
coarse features for a rigid template covering the entire detection window and finer features
for part templates that can move around with respect to the detection window. The spatial
model for the part locations is equivalent to a star graph where the coarse template serves
as a reference position. The model is learned at a fixed scale and the object is detected by
searching over an image pyramid. Previous detection models such as the Dalal-Triggs model
[11] used features at a single resolution to learn rigid templates for the objects to be detected.
Generalization of SVMs into latent-SVMs, and Hard-Negative Mining: In most
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vision datasets, part locations are typically not provided as supervisory information with
training data, and bounding box locations can be imprecise. The DPM uses SVMs which
treat the part locations, as well as exact location of the object as latent variables.
A common issue in learning classifiers for detection problems is that most of the training
examples are negative. This makes for a very unbalanced training set, and has led to
practice of choosing “hard negative” examples from the very large set of negative examples
for training. Hard negative examples are false positives detected in the training set by
classifiers trained using the unbalanced training set. These hard negatives are collected and
used to re-train the classifier in the next iteration. The DPM uses a method that iteratively
solves subproblems using only hard instances with a theoretical guarantee that it leads to
the exact solution of the training problem defined using the complete training set.
The working of the original DPM [17] is discussed in more detail below.
Features Used: The DPM uses HOG features described in [11] to obtain a dense repre-
sentation of an image. The feature generation step uses non-overlapping rectangular cells of
size 8× 8 pixels.
A HOG pyramid is constructed by computing the HOG features at different scale levels
of the image as shown in Fig.3.1. Features at the top of the pyramid capture histograms of
coarse gradients over fairly large areas of the input image while features at the bottom of
the pyramid capture histograms of finer gradients over small areas.
Root and Part filters: Filters are rectangular templates specifying weights for subwin-
dows of a HOG pyramid. Any subwindow can be represented by a function φ(H, p, w, h)
which takes in a HOG pyramid H, and extracts a feature window of width and height w and
h respectively, with the location of the top left corner at p. A simple model for object de-
23
Figure 3.1: Example of a HOG pyramid derived from an image and the location of root and part templates in different
scales/resolutions of pyramid/feature space. Figure reproduced from [18].
tection is obtained by learning a single filter F per object category, whose dot product with
an example HOG feature window of the same size produces a value greater than a learned
threshold θ, indicating the presence of the object in the proposed window, i.e. report a
positive detection if F ·φ(H, p, w, h) > θ (the subwindow is assumed to be of size compatible
with the filter F ). The part filters are placed one octave below the root filters in the feature
pyramid so that the features for the part filters are computed at twice the resolution of the
features in the root filter level. Using higher resolution features for defining part filters was
found to be essential for obtaining high recognition performance.
The Deformable Part Model with n parts is formally defined by a root filter F0, and a
set of parts (P0, P1, · · · , Pn), with each Pi = (Fi, vi, si, ai, bi), where Fi is a filter for the i-th
part, vi is a two-dimensional vector specifying the center for a box of possible positions for
the i-th part relative to the root position, si gives the size of this box, while ai and bi are
two- dimensional vectors specifying coefficients of a quadratic function measuring a score for
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each possible placement of the i-th part.
When the DPM template consisting of the root and part filters is placed over a region
in the HOG pyramid, the resulting score is given by:
n∑
i=0
Fi · φ(H, pi) +
n∑
i=1
ai · (x˜i, y˜i) + bi · (x˜2i , y˜2i ) (3.1)
where (x˜i, y˜i) = ((xi, yi) − 2(x, y) + vi)/si gives the location of the i-th part relative to the
root location, with x˜i, y˜i ∈ [−1, 1].
The entire scoring function can be expressed as a dot product between the model param-
eters β and a vector ψ(H, z) consisting of the required feature subwindows obtained from
feature pyramid H, and the root subwindow placement z where:
β = (F0, · · · , Fn, a1, b1, · · · , an, bn) (3.2)
ψ(H, z) = (φ(H, p0), · · · , φ(H, pn), x˜i, y˜i, x˜2i , y˜2i , · · · , x˜n, y˜n, x˜2n, y˜2n) (3.3)
Learning with Latent SVMs: The DPM uses a latent SVM formulation for scoring an
example x in the following manner:
fβ(x) = minz∈Z(x) β · ψ(H(x), z) (3.4)
where β is a vector of model parameters and z is a set of latent values.
Given labeled training examplesD = (< xi, yi >, · · · , < xm, ym >), the model parameters
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are learned by optimizing the following objective function:
β∗(D) = argminβ λ||β||2 +
m∑
i=1
max(0, 1− yifβ(xi)) (3.5)
Such latent SVMs are special instances of the general class of energy-based models [32].
Linear SVMs in turn, are special cases of latent SVMs where the latent domains Z(xi) are
restricted to a single domain.
The original DPM [17] described above learned a single root template along with its
associated part templates in order to represent an object. Single templates are often give
poor performance because the diversity in object pose with respect to the camera, as well
as the differences in appearance because of color, shape, size, or other attributes cannot be
captured in a single template. As an example, in the case of a bicycle, we realize that there
are at least two very common poses in which bicycles are seen, from the side, or from the
front. The single model learned for the bicycle class by the original DPM is shown below in
Fig.3.2. A later improved work by the same authors [18] added the idea of mixture models
for different object poses, resulting in a collection of root templates and their associated part
templates. The collection of models learned for the bicycle class is shown below in Fig.3.3.
Example detections made by this collection of models is shown in Fig.3.4
In the case of mixture models, the examples are assigned cluster labels during training
through the use of latent variables. During successive iterations of learning against hard-
negatives, these cluster labels are adjusted to produced refined and coherent clusters. The
DPM model for the mixture of components is an extension of the DPM model for the single
component (described above), and learns a set of parameters which are the concatenation
of parameters for each component and operates on a feature vector which consists of mostly
zeroes, except for the component which it is active for.
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In all of our experiments with new features for the DPM, we used the latest version, 5
(http://www.cs.berkeley.edu/~rbg/latent), which relies on mixture models.
Figure 3.2: Model learned for class bicycle by the original DPM [17].
Reproduced from [17].
Figure 3.3: Mixture Model learned for class bicycle by the improved DPM [18].
Reproduced from [18].
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Figure 3.4: Example detections made by the mixture model DPM [18] on the bicycle class.
Reproduced from [18].
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3.4 Selective Search
Selective Search [45] is a method that combines the strengths of both exhaustive search and
segmentation. Instead of sampling all possible regions indiscriminately, segmentation and
repeated merging of segmented regions is used to generate a smaller number of candidate
windows that are more likely to contain objects.
Selective Search first performs an over-segmentation of the image using a graph-based
image segmentation method [19], as shown in Fig.3.5. It then proceeds to form new and big-
ger regions by merging neighboring regions based on the similarity between them as shown in
Fig.3.6 , outputting a subwindow or candidate object bounding box for each such new region.
Figure 3.5: The image is split into a large number of regions using the segmentation algorithm of [19].
Images reproduced from [45].
It is crucial that both the initial segmentation step as well as the bottom-up merging step
should be able to handle a large number of diverse scenarios. Different regions in an image
may form an object because of the presence of some specific color, or texture, or because
parts of an object are enclosed in different regions, and so on. For example, as shown in
Fig.3.7, a brown cat sitting on a white surface is distinguished because of its color, whereas
a green chameleon sitting on a green leaf is distinguished from the background because of
a different texture. Furthermore, lighting conditions such as shading and the color of the
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Figure 3.6: Smaller regions are repeatedly merged based on certain similarity metrics to generate larger regions, and with it,
candidate bounding boxes.
Images reproduced from [45].
Figure 3.7: Objects are formed by merging of regions due to different reasons: Color in the case of cats, and texture in the
case of the chameleon.
Images reproduced from [45].
light may influence how regions come together to form an object. Therefore, instead of a
single strategy for merging regions which works well in most cases, it is necessary to have a
diverse set of strategies to deal with all cases. Selective Search tries to incorporate diversity
in merging regions to form objects by using the following set of strategies:
• The merging is carried out in different Complementary Color Spaces in order to
account for different scene and lighting conditions. Eight different color spaces are used
viz. (1) RGB, (2) Grayscale/intensity, (3) Lab, (4) HSV, (5) Hue channel from HSV,
(6) Normalized RGB, (7) Opponent Color Spaces from [22], and (8) the rg channels of
normalized RGB plus intensity.
• Four different Complementary Similarity Measures are used for guiding merging
of regions. These include:
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i) Normalized color histogram intersection: One-dimensional color histograms are
obtained for each color channel, and are normalized with the L1 norm. Similarity
between regions ri and rj, with k-dimensional color histograms Ci = {c1,ki } and
Cj = {c1,kj } is then measured using the histogram intersection:
scolor(ri, rj) =
n∑
k=1
min(cki , c
k
j ) (3.6)
ii) Normalized texture histogram intersection: For each region ri, a texture histogram
Ti = {t1,ki } is created by taking gaussian derivatives in eight orientations for each
color channel with 10 bins per orientation. Similarity is once again measured
using histogram intersection:
stexture(ri, rj) =
n∑
k=1
min(tki , t
k
j ) (3.7)
iii) Size similarity: This metric encourages small regions of similar sizes to merge
first. It is computed as follows:
ssize(ri, rj) = 1− size(ri) + size(rj)
size(im)
(3.8)
iv) Fill or fit compatibility: This metric measure how well regions ri and rj fit into
each other. This encourages regions to merge in such a way that holes are avoided
in the merged region. The fill metric is defined as:
sfill(ri, rj) = 1− size(BBij)− size(ri)− size(rj)
size(im)
(3.9)
where BBij is the tight bounding box around regions ri and rj.
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The final similarity measure is given by:
s(ri, rj) = a1scolor(ri, rj) + a2stexture(ri, rj) + a3ssize(ri, rj) + a4sfill(ri, rj) (3.10)
where ai ∈ {0, 1} denotes if the similarity measure is used or not.
• Over-segmentation of input image is performed in order to start with a diverse set
of initial regions. The graph-based segmentation of [19] was found to be the most
computationally efficient and robust method for this task.
Selective Search works very well, finding over 90% of all relevant object bounding boxes
upon proposing around 3500 boxes, with a Mean Average Overlap of nearly 75% with the
ground truth bounding boxes, in a total time of under 4 seconds on the PASCAL 2007 Test
image set. Exhaustive search in the form of Sliding Window on the other hand has to eval-
uate at least a few million bounding boxes, including a lot of useless subwindows that have
nothing of interest in them.
The availability of a method that can propose a few relevant bounding boxes allows for
the use of more powerful and often slower methods for object recognition, and thus object
detection as a whole. The authors of [45] used the bag-of-words [10] coupled with Selective
Search and obtained state-of-the-art results on a subset of PASCAL 2007. Other systems
such as those based on features derived from Convolutional Neural Networks [23] also use Se-
lective Search as the method of choice for generating subwindow proposals. Sliding Window
methods perform efficiently for objects with fixed aspect ratio (e.g., faces, pedestrians). For
more general object detection, a search must be performed over position, scale, and aspect
ratio, which is far too expensive in the Sliding Window approach. Selective Search avoids
this problem by proposing boxes across all the mentioned parameters.
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3.5 Detection with Convolutional Neural Networks
Traditional approaches to object detection use hand-designed features such as SIFT [34], or
HOG [11]. Artificial Neural Networks, on the other hand, try to learn features most relevant
to the task on hand through the means of trying to solve a non-linear optimization problem.
Convolutional Neural Networks (CNNs) [31] are a special type of neural network which are
better adapted for computer vision tasks due to the applicability of certain “tricks” which
are described below.
CNNs are neural networks in which filter weights are shared amongst all units of a feature
map, each unit of which operates on a different part of the input image. The net result is
similar to that of convolving the image with the learned filter. Many such feature maps in
the same layer are used to produce outputs which are then again fed to more feature maps
in the following layers. This, combined with spatial pooling helps in learning hierarchical
and complex features. The system based on linear classifiers that use features derived from
Convolutional Neural Networks (CNN) developed by Girshick et al. [23] has been the first
to convincingly beat HOG with DPM, with a gain of about 20% points in Mean Average
Precision over the 20 classes of PASCAL VOC 2007 dataset.
CNNs were first shown to be trainable by LeCun et al. [31] through stochastic gradient
descent via backpropagation. Though heavily used initially, Neural Networks fell out of fa-
vor due to difficulty in training as compared to the SVMs. CNNs made a comeback due to
the work of Krizhevsky et al. [29] which incorporated multiple improvements including Rec-
tified Linear Units, and Dropout to make training more efficient while boosting performance.
The neural network of [23] consists of 5 convolutional layers (pool1−5) and 2 fully con-
nected layers (fc6,7). A major challenge faced in training neural networks is that labeled
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data is scarce. The authors discriminatively pre-trained the CNN on a large auxiliary dataset
(ILSVRC 2012) with image-level annotations using the open source Caffe CNN library [27].
To adapt the CNN to the new task object detection on the PASCAL VOC 2007 dataset,
stochastic gradient descent (SGD) training of the CNN parameters was continued using only
warped region proposals from VOC.
The complete system developed in [23] consists of the following parts:
1. Region Proposal using Selective Search: In spite of all the advances in computing
power and the switch to the massively parallel GPUs, the extraction of CNN features
remains slow; around 13s for 2000 candidate windows per image. This rules out the
use of the Sliding Window approach of exhaustively checking every subwindow in the
image. Due to such constraints, the system uses Selective Search [45] as a means to
generate good subwindow proposals.
2. CNN Feature Extraction: All proposed subwindows are resized to a fixed size of
227 × 227 pixels as required by the CNN architecture used. Features are computed
by forward propagating the mean-subtracted RGB image through five convolutional
layers and two fully connected layers. The last layer outputs a feature of length 4096.
3. Learning Classifiers: One linear SVM is learnt per class using the CNN features of
length 4096. Using an ensemble system based on clustering of input space or cascades
would definitely improve performance, but was not the main focus of this work.
The features obtained from the CNN seem to transform the RGB features into a sepa-
rable space, as indicated by the results of their detection system. As indicated in the work,
the last two fully connected layers are probably the most important in this framework. The
non-linearity brought in by them provides addition representational power. In order to
visualize the effect of these layers, we tried to plot the 4096-length features in a reduced
2-dimensional space using t-SNE [48]. Some results are shown in Fig. 3.8 below. As can be
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seen, the features seem to get increasingly linearly separable through the layers.
Now that we have features that are more expressive than HOG, the next step is to cre-
ate models that build up on them, or jointly learn other important characteristics such as
deformations and parts. Ouyang et al. have made some initial progress in that direction by
learning fixed parts and deformation costs while handling occlusion [36]. They define a set
of 20 parts for the human body and use a visibility reasoning and detection label estimation
model based on them. While this works for pedestrian detection, this method can not work
with arbitrary object classes due to the human intervention required in deciding parts and
visibility reasoning. The challenge thus remains in learning parts automatically, like the
DPM, possibly jointly with the CNN weights.
Though the future of object detection and recognition seems to be heading in the direction
of CNNs, we do not explore them in much detail in the pages to follow. CNNs, while
producing better results, are very complex to design and fine tune. The choice of the number
of layers, the size of each layer, and multiple other parameters including pooling, padding,
and filter size and strides, along with the substantial time required in training them means
that a large investment in terms of both time and computational power is required. In this
Master’s thesis, we instead choose to focus on improving existing efficient methods such as
the HOG and the DPM through the development of more powerful features and scalable
frameworks for detection and learning. The details of our approach are presented in the
following chapter.
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Figure 3.8: A reduced dimension plot of feature ouputs at different levels of the CNN.
Top-left: features from pool5, Top-right: features from fc6, Bottom: features from fc7
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Chapter 4
CONTRIBUTIONS TO EXISTING WORK
In this chapter, we discuss the methods developed by us over the last year in an attempt
to improve performance of object detection frameworks, with a focus on the PASCAL 2007
dataset.
With the advent of the internet, the amount of weakly labeled data available has ex-
ploded. Services like Google Image Search and Flickr among others support keyword-based
image search and retrieval at large scales. Developing new algorithms and frameworks to
take advantage of the availability of data at this scale seems to be the logical direction to
head in. This form of data is more weakly supervised than the usual bounding box labeled
data. Most retrieved images are expected to contain the keyword object class somewhere in
the image, but labeling can often be misleading or plain wrong. Such conditions necessitate
the development of robust methods that can scale up with the given training data, with an
appropriate trade-off between model complexity and training time complexity. Furthermore,
it might be useful to have a system that learns iteratively and gets better at its task so that
output can be evaluated at different stages of learning and deployed in tasks with different
needs of accuracy and precision.
The following sections explore both the design of scalable frameworks as well as extensions
of features used with minimal increase in computational overhead.
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4.1 Using Appended HOG Features with DPM
In this section, three variants of HOG are proposed which aim to capture information not
contained in the HOG. The aim is to improve the performance of HOG in object detection
while increasing the dimensionality as little as possible.
The designed features are classified into two classes based on the issues of HOG they try
to tackle. The first tries to reduce the possible negative impacts of the contrast normalization
step in HOG, while the second class of features tries to incorporate color information with
minimal increase in dimensionality of the feature.
4.1.1 Reducing effect of contrast normalization
1. Edge-Energy-HOG (E-HOG)
Recall that HOG uses a simple 1-D filter ([-1, 0, 1]) to find edges in the given image. Also
note that depending on the differences in color or intensity in the image, edges in differ-
ent locations and orientations would result in responses of different magnitudes. There is no
thresholding performed nor is a binary edge mask used in this process. Following this step of
edge detection, the procedure to find the HOG feature performs local contrast normalization
by L2 normalizing the edge histogram of each cell of the image, as was discussed in the first
chapter. This erases all information of the intensity or response magnitude of edges within
a given cell. While this may aid in making HOG invariant to local illumination intensity
changes, this might also destroy valuable information relevant to many examples and object
classes. Futhermore, as demonstrated in [51], local contrast normalization often results in
gradients hallucinated in areas which are not informative. Fig.4.1 shows one such example.
The inversion of the HOG features reveals that the dark areas have regions of varying gra-
dient strength which might be misinterpreted to be objects, especially when operating with
low-resolution feature patches, as shown in Fig.4.2.
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Figure 4.1: The image on the right shows the world through the eyes of object detectors trained with HOG.
Images reproduced from [51].
Figure 4.2: An example wrong detection.
Images reproduced from [51].
To create this feature, we append a single value to the existing normalized edge histogram
of each cell (as used in HOG). This value is a function of the sum of the magnitude of re-
sponses of all pixels in their respective cells to the applied edge filter. These values, one per
cell, were further L2 normalized over all of the cells of the image. The process of normalizing
values over the entire image makes this extra feature invariant to global illumination changes.
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A variety of different functions were tested to generate the feature value based on edge
intensities:
• Identity: Just the absolute value of the sum of pixel responses to applied edge filter
• Log: Logarithm of the absolute value of the sum of pixel responses to applied edge
filter
• Square Root: Square root of the absolute value of the sum of pixel responses to
applied edge filter
Fig.4.3 below visualizes the Edge-Energy-HOG feature with the log function. As can be
seen, the feature is stronger (more white) in areas where there are drastic changes in color,
leading to stronger edges.
Adhering to our aim of minimal increase in feature dimensionality, the overhead incurred
is one extra feature value per cell of the HOG descriptor.
4.1.2 Adding color information to HOG
Average Gray Scale Value with HOG (A-HOG)
Similar to the Edge-Energy-HOG described above, the Average Gray Scale Value with HOG,
or AHOG is a low dimensional addition that tries to include color information along with
the HOG. In this descriptor, an extra feature value is added to each cell of the HOG.
In order to compute this feature value, we convert the given input image, if colored to a
grayscale/intensity image. The value for each cell is the average of the grayscale/
intensity pixels within the respective cell. We do not explicitly normalize these values as
grayscale/intensity values are between [0, 255], and further, normalization was found to not
influence results empirically.
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Figure 4.3: Visualizations of Edge-Energy-HOG descriptors of three different objects. The log of the globally normalized
energy within a cell is used for purposes of visualization.
Notice that the Edge-Energy-HOG and AHOG have different characteristics: The Edge-
Energy-HOG is more powerful in cells containing pixels with higher response magnitudes
to edge filters, whereas the AHOG is more powerful in areas which have higher pixel intensity.
Fig. 4.4 below shows a few input images with their AHOG descriptors.
Gray Scale Histogram with HOG (GH-HOG)
This feature too, was proposed in an attempt to overcome the lack of color information in
HOG. Similar to the AHOG feature, the input image, if colored, is converted to grayscale
and then, a histogram is created for each cell with bins over the grayscale intensities of the
pixels within the respective cells. This feature can be thought of as similar in concept to
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Figure 4.4: Visualizations of AVG-HOG descriptors of three different objects.
the Color Names feature previously described, except for that fact that this operates in the
grayscale/itensity domain, instead of the richer domain of colors. A quantization of the space
of gray colors/intensity images is more natural as pixel values vary in a single dimension
from [0−255], unlike colors which can be perceptually grouped into categories with common
names (for example, 11 as used by Color Names).
The number of bins in the gray scale histogram is an input variable and a comparison of
performance with changing number of bins is made in the sections that follow. It is crucial
to have a small number of bins to keep the dimensionality of the modified HOG descriptor
low.
Experiments and Results
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We go on to compare the performance of the various types of features that can be used with
the DPM on the 20 categories of the PASCAL 2007 VOC dataset. In order to create a level
testbed, all the features were tested with the latest release of the DPM code, voc-release5 1.
We adapted the Color HOG code made available online2 by the authors to work with the
latest DPM version (the original version of Color HOG runs with DPM version 4). The best
performance for GH-HOG was observed when the number of bins in the grayscale histogram
was 10. This value was used to obtain results below.
The Table 4.1 on the next page contains the values of the average precision of each fea-
ture type in each of the categories. The last row contains the value of the Mean Average
Precision (MAP) computed across all the categories.
Note: The performance of Color HOG dropped after porting it from DPM version 4 to DPM
version 5. After extensive attempts at debugging, we believe that this might be because of
some of the learning parameter choices of the latest DPM version.
Conclusions
It is interesting to note that Color HOG produces big improvements in categories where ob-
jects are consistently of the same color, such as cow (brown), pottedplant (brown & green),
and tvmonitor (black & white). Average images of clusters of these three PASCAL object
classes are shown in Fig. 4.5. It fails with a substantial margin in the case of objects where
color is not the most defining characteristic, such as bottle, and bus and also in the case
where color is too varied, such as cat. Thus, Color HOG seems to be the best choice only
when we know that color is indeed a defining and unique characteristic of the object class.
The poor performance in certain classes might also be attributed to the lack of sufficient
number of training examples, as Color HOG adds 11 to the dimensionality of the feature of
1http://www.cs.berkeley.edu/~rbg/latent/
2http://www.cat.uab.cat/Research/object-detection/
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HOG Color E-HOG E-HOG A-HOG GH-HOG
HOG (log) (sqrt)
aeroplane 0.3275 0.2822 0.3100 0.3309 0.3195 0.3063
bicycle 0.5683 0.5782 0.5450 0.5964 0.5933 0.5430
bird 0.1161 0.1241 0.1061 0.1051 0.1154 0.1046
boat 0.1672 0.1781 0.1620 0.1633 0.1606 0.1368
bottle 0.2820 0.2484 0.2380 0.2470 0.2745 0.2442
bus 0.5366 0.4763 0.5188 0.5355 0.5188 0.4279
car 0.5378 0.5457 0.5339 0.5380 0.5353 0.5339
cat 0.2274 0.1771 0.2385 0.2520 0.2198 0.1530
chair 0.2189 0.2050 0.2045 0.2047 0.2221 0.1883
cow 0.2395 0.2648 0.2401 0.2527 0.2429 0.2027
diningtable 0.2693 0.2490 0.2789 0.2828 0.2164 0.2383
dog 0.1220 0.1243 0.1413 0.1515 0.1430 0.0520
horse 0.5783 0.5605 0.5655 0.5859 0.5871 0.5594
motorbike 0.4895 0.4754 0.4810 0.4961 0.4757 0.4548
person 0.4359 0.4307 0.4406 0.4246 0.4349 0.4157
pottedplant 0.1439 0.1889 0.1390 0.1510 0.1365 0.1257
sheep 0.2136 0.2317 0.2169 0.2285 0.2348 0.2169
sofa 0.3895 0.3373 0.3373 0.3785 0.3893 0.2543
train 0.4531 0.4438 0.4412 0.4743 0.4654 0.4059
tvmonitor 0.4027 0.4765 0.4108 0.4221 0.4107 0.3866
AVERAGE 0.3360 0.3298 0.3275 0.3411 0.3348 0.2975
Table 4.1: PASCAL VOC 2007 results for the different types of features tested
each image cell.
Edge-Energy HOG with the sqrt function, or E-HOG(sqrt) performs better than stan-
dard HOG in many categories, including a substantial increase of 2.8% in bicycle, 2.5% in
cat, 2.9% in dog categories. This lends credence to our argument that the strength and den-
sity of edges in a given region, or cell of HOG is indeed important and should not be ignored.
It is true that in certain categories such as person (the original category of investigation of
Dalal and Triggs [11]), E-HOG does not perform better than HOG (E-HOG’s performance
is lower by around 1%). This is probably due to the fact that such categories do not have
defining concentrations of edges in specific regions. E-HOG is however better than HOG
overall, with an increase of 0.5% over all categories taken together. The most interesting
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Figure 4.5: Average images of clusters of pottedplant, cow, and tvmonitor classes in PASCAL 2007.
The consistency of color across examples can be seen clearly.
take away here is that the performance gains were achieved by adding just a single feature
value. Also, E-HOG is very competitive with respect to HOG, except in one category, bottle,
where E-HOG is inexplicably worse by a large margin of 3.5%.
E-HOG(log)’s performance echoes that of E-HOG(sqrt), though the performance im-
provements are somewhat muted. E-HOG(identity) was also tested but did not produce any
remarkable improvements and its results are thus not shown in the table above. We believe
that this is probably because the distribution of edge strengths is not exactly uniform, but
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rather biased with a low probability of having very strong edge strengths.
Average Gray Scale Value with HOG, or A-HOG too performs similar to HOG, and is
substantially better than HOG in categories such as bicycle (+2.5%), and sheep (+2.1%).
A-HOG’s overall performance is very slightly worse than HOG overall, with a MAP lower
than that of HOG by 0.1%. So, once again, with the introduction of a single value, we were
able to obtain significant improvements in certain classes.
Gray Scale Histogram with HOG, or GH-HOG did not perform very well with sub-
stantially lower performance in many classes. Changing bin values did not improve the
performance by a significant margin. The bad performance can probably be attributed to
the fact that we did not use bilinear interpolation between the histogram bins, and that
there probably were not enough images to learn a classifier using a feature that was much
higher in dimensionality than HOG. This might also not be a discriminative enough feature,
adding little power to HOG even after the addition of 10 values per cell.
To sum up, we have shown that it is possible to improve the performance of HOG, at least
in a few categories by adding just a single feature value. Contrast or histogram normalization
is probably necessary [11], but does leave out information important to multiple object
classes. It is thus imperative to make up for this loss by adding other features such as
E-HOG proposed here. Color too is important for certain classes and can not be ignored.
Higher dimensional features though more expressive will need many more training examples
in order for classifiers using them to converge and provide better performance.
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4.2 Mixture Models using Clustering and LDA
The Deformable Part Model [17] and its subsequent improved iteration [18] have consistently
been the state-of-the-art object detectors, especially on the popular PASCAL 2007 dataset.
The mixture models, their parts and positions of parts are learnt with the use of latent
variables. The latent variables, while increasing learning power, are also responsible for the
high learning time complexity. In the subsequent efficient implementation freely available
online, these mixtures are learned sequentially, which means that the DPM takes about 6
hours to learn a model from about 300-500 positive training examples. As the number of
training examples are further increased, the required time extends into days which makes
the DPM a rather unsavory candidate for learning with a large number of input images.
The use of an ensemble of linear models or template filters is essential because a single
template cannot capture the variance in poses and appearance of the objects to be detected.
Some obvious reasons include: (1) Different views of an object generally have different aspect
ratios, for example, a bicycle seen from the front has a larger height than width, whereas
when seen from the side, it has a large width than height. Using a template of the corre-
sponding aspect ratio will aid in better detection. (2) A single model also can not capture
an object which has asymmetrical left-right reflections.
The authors of [35] tried to take the idea of an ensemble of models to an extreme and
learnt a linear classifier for each positive image in the training set (Exemplar-SVM). They
were motivated by the fact that some object categories such as chair, and car do not form
coherent visual clusters and treating the positives parametrically results in weak and overly-
general classifiers. But once again, this method does not scale well with large training sets,
especially at the time of testing.
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We wanted to develop a system which consisted of an ensemble of a reasonable number
of models, while having the ability to scale up with the size of the training set. Further,
we did not want to use latent variables in order to speed up the training procedure. Our
approach to learn a set of models is to first cluster the positive images, and then learn a
linear classifier for each cluster. These individually trained classifiers are then combined into
a mixture model for the object class.
Compared to the DPM, our na¨ıve clustering might be suboptimal. Our hope is that
increasing the number of training images and creating smaller clusters, with about 10-40
images per cluster would result in a set of coherent clusters for which a robust classifier can
be learnt. This approach will be faster than the DPM and the Exemplar-SVM in training
and will also be able to scale up with larger training datasets as the classifier for each cluster
can be learnt in a parallel fashion.
Below is a brief description of our experimental protocol:
1. At the outset, it is challenging to decide the optimal number of clusters and thus,
classifiers for each object class. While it is clear that we need more than one model,
learning too many of them goes against the ethos of learning a generalized and compact
model. In our experiments, we try a few different values for the clustering parameters
as noted below. Clustering is performed in two-steps: First by aspect ratio of images,
and then by appearance.
2. Features for clustering: We form clusters using three different types of features: HOG,
WHOG, and just the positive part of WHOG (pWHOG). The inspiration behind using
just the positive part of WHOG was to capture those features which described what
the object looked like, unlike the negative part which described what it did not look
like. Futhermore, WHOG tries to do away with the clutter of HOG features.
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3. Aspect-ratio clustering: We try forming two different number of clusters: 4 and 7.
Clustering was performed using the K-Means algorithm, following which all images
within a cluster were resized to the same size. This size was chosen such that it
contained 80% of images when sorted in ascending order of area.
4. Appearance clustering: We try four different settings in our experiments. We set
the number of clusters such that each cluster contained approximately 10, 20, 30,
and 40 images each. Two different algorithms were tried for clustering, K-Means and
Normalized Cuts (N-Cuts) [42]. N-Cuts has been previously shown to perform better
than K-Means in some specific cases [24], and was thus used. The affinity used for
N-Cuts is the exponential of the cosine of the angle between the two feature vectors.
5. Once the clustering is performed, we learn an LDA classifier for each cluster indepen-
dently. The correlation matrix is learned as an auto-correlation matrix over the entire
dataset as described in [24]. Further, due to optimization tricks developed in the same
publication, the reconstruction of the correlation matrix is fast and we only have to
perform a matrix multiplication to obtain the LDA classifier.
6. We report the best performing choice of input parameters for clustering in our results
table that follows.
Experiments and Results
Table 4.2 shows the comparison of the results obtained on the PASCAL VOC 2007 dataset
for the framework developed above with the DPM. Fig.4.6 shows some clusters obtained in
the best performing mixture model trained for the bicycle class.
Conclusions
The lack of latent variables clearly causes a drop in performance. Further, we also end up
with a lot of bad detectors due to clusters that are incoherent and ill-formed. The authors
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DPM Our Method Parameters (A, n, N, F, C)
aeroplane 0.3275 0.105684 7 , 40 , 10 , pWHOG, NCuts
bicycle 0.5683 0.3513 4 , 10 , 40 , WHOG, KMeans
bird 0.1161 0.0938 7 , 30 , 20 , pWHOG, KMeans
boat 0.1672 0.0937 4 , 10 , 38 , WHOG, NCuts
bottle 0.1672 0.1345 4 , 30 , 19 , pWHOG, NCuts
bus 0.2820 0.3058 7 , 10 , 27 , pWHOG, NCuts
car 0.5366 0.2015 7 , 20 , 80 , WHOG, NCuts
cat 0.2274 0.0990 4 , 10 , 38 , HOG, NCuts
chair 0.2189 0.1064 7 , 40 , 31 , WHOG, NCuts
cow 0.2395 0.1299 4 , 40 , 10 , pWHOG, NCuts
diningtable 0.2693 0.0968 7 , 20 , 14 , WHOG, NCuts
dog 0.1220 0.0972 7 , 10 , 52 , HOG, KMeans
horse 0.5783 0.3016 4 , 10 , 40 , HOG,NCuts
motorbike 0.4895 0.2046 4 , 20 , 20 , HOG,NCuts
person 0.4359 0.3016 7 , 40 , 53 , WHOG, KMeans
pottedplant 0.1439 0.01263 4 , 40 , 16 , WHOG, NCuts
sheep 0.2136 0.1110 4 , 40 , 10 , pWHOG, KMeans
sofa 0.3895 0.1182 7 , 20 , 16 , pWHOG, NCuts
train 0.4531 0.0961 7 , 30 , 13 , WHOG, KMeans
tvmonitor 0.4027 0.2712 4 , 30 , 13 , HOG, NCuts
AVERAGE 0.3360 0.1466
Table 4.2: PASCAL VOC 2007 results for the framework developed. The notation used for the parameters is as follows: A,
number of aspect-ratio clusters; n, average number of images in each cluster; N, total number of clusters obtained; F, feature
used for clustering; C, clustering algorithm used.
of [24] use a cascade classifier with very high dimensional features to achieve performance
comparable to the DPM with HOG, but this goes against our aim of creating a scalable
system. We believe that the following reasons might be responsible for the poor performance
of the developed system:
• Lack of discriminative power of LDA: The LDA detectors were observed to pro-
duce a lot of highly ranked false positives. Compared to filters learnt with SVMs, which
are harder to train, the LDA filters were often observed to have positive activations in
regions outside the object boundary.
• Insufficient number of training examples: Our method is expected to improve as
the number of training images is increased as this will lead to more coherent clusters
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Figure 4.6: Three example clusters of bicycles.
The first row in each cluster contains the average color image and the average HOG image of examples in the cluster.
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owing to sufficient representation of the variance in appearance and pose of the object
class.
• Exploration of parameter space: There is definitely scope for exploring the num-
ber of aspect ratio and appearance clusters that provide the best performance. Our
method of trying to create clusters such that the average number of images per cluster
was a constant is probably not the best idea in retrospect as this leads to a lot of redun-
dant clusters, which when combined might have provided stronger and discriminative
classifiers.
• Lack of calibration: A major drawback of our system was the lack of calibration of
the magnitude of per-cluster classifier outputs with respect to each other. This meant
that badly learnt classifiers which produced false positives with high confidence during
training and validation would continue to do so with impunity during testing, leading
to poor detection performance.
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Chapter 5
FUTURE DIRECTIONS: Life-Long Learning
The abundance of weakly supervised images on the internet which can be retrieved through
services such as Google Image Search and Flickr has created opportunities for moving past
the small and curated datasets such as PASCAL [16], and ImageNet [12]. There is now a
real possibility to learn more than just a few hundred or thousands of categories and sub-
categories, with minimal or no need for dataset annotation or manual intervention. The
ability to extract information beyond image structure from the knowledge available freely
online, through understanding of the image, as well as the associated text is a promising way
to build knowledge bases and accelerate the pace of visually sentient systems. New learning
systems such as NEIL: Never Ending Image Learner [8] and LEVAN: Learning Everything
about Anything [13] are some of the initial attempts in creating such systems and we shall
proceed to discuss them in brief detail because of the promise they hold.
5.1 NEIL: Never Ending Image Learner:
NEIL [8] is an attempt to develop a visual structured knowledge base with minimum human
labeling effort. The NEIL knowledge base consists of labeled examples of Objects (e.g., car,
dog), Scenes (e.g., beach, hill), and Attributes (e.g., red, small), along with relationships
of four types: (1) Object-Object (e.g.: Membership/Heirarchy);(2) Object-Attribute (e.g.,
Color/Shape/Appearance ); (3) Scene-Object (e.g., Car is found in Raceway); (4) Scene-
Attribute (e.g., Alley is/has Narrow).
NEIL is an iterative learner which tries to add new knowledge at each step while using it
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to refine existing knowledge. The main steps in one loop of NEIL are shown in Fig.5.1 and
are also described below :
1. Visual Cluster Discovery: The first step in the semi-supervised algorithm is to
build classifiers for visual categories. Retrieving and using images based on text or
keyword search often fails because of four reasons: (1) Outliers in retrieved images; (2)
Polysemy due to multiple interpretations of search text; (3) Visual Diversity because of
high intra-class variation; (4) Inability to localize object, which is essential for learning
detectors. In order to solve this problem, the authors use a two-step clustering process:
(1) Pruning of obtained images to gather candidate windows: They use the LDA to
learn a detector for each image, and then run all the learned exemplar-LDAs on all the
gathered images. The top K windows which have high scores from multiple detectors
are selected and used in the next step of clustering. (2) Appearance clustering: Instead
of using a high dimensional feature such as HOG or Color HOG, the authors use the
K × K affinity matrix of already computed exemplar-LDA activations; the value (i,
j) is the dot product of the vector of seed exemplar-LDA scores for windows i and j.
A standard affinity propagation algorithm is used for clustering. Noun phrases from
NELL [7] were used to grow NEIL’s vocabulary.
2. Training Detectors: After clustering, an SVM detector is trained for each cluster/sub-
category using three-quarters of the images in the cluster. The remaining quarter is
used as a validation set for calibration.
3. Relationship Discovery: NEIL does not use any information other than that derived
from the collected images. There is no textual parsing performed to derive relation-
ships, nor is other information from the source website of the image used.
NEIL learns three types of Object-Object relationships: (1) Partonomy, (2) Taxon-
omy, and (3) Similarity. A co-detection matrix O0 whose element (i, j) represents the
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Figure 5.1: The outline of NEIL’s approach.
Image reproduced from [8]
probability of simultaneous discovery of object categories i and i is constructed. To
account for detectors that fire everywhere and images that have a lot of detections,
this matrix is further normalized and can be represented as N
−1/2
1 O0N
−1/2
2 where N1
and N2 are out-degree and in-degree matrix and (i, j) element of O0 represents the
average score of top-detections of detector i on images of object category j. Once a
relationship between pair of categories is selected, its characteristics are learnt in terms
of mean and variance of relative locations, relative aspect ratio, relative scores, and
relative size of the detections. This is used to define a compatibility function ψi,j(·)
which evaluates if the detections from category i and j are compatible or not. Object-
Attribute Relationships are learnt is a similar fashion by constructing a normalized
co-detection matrix which is used to find the top object-attribute relationships. For
extracting Scene-Object relationships, object detectors are used on randomly sampled
images of different scene classes. The detections are then used to create the normal-
ized co-presence matrix (similar to above two) where the (i, j) element represents the
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likelihood of detection of instance of object category i and the scene category class j.
Scene-Attribute relationships are learnt by computing a co-classification matrix such
that the element (i, j) of the matrix represents average classification scores of attribute
i on images of scene j. The top entries in this co- classification matrix are used to
extract scene-attribute relationships.
4. Adding New Instances and Retraining of Detectors: Once an initial set of
classifiers/detectors and the set of relationships is learnt, they are used to find new in-
stances of different objects and scene categories. These new instances are then added to
the set of labeled data and new classifiers/detectors are (re-)trained using the updated
set of labeled data. These new classifiers are then used to extract more relationships
which in turn are used to label more data and so on.
In order to avoid semantic drift by using just the detectors learnt, they use the set of
relationships extracted to form a contextual scoring function such that the new labeled
instances satisfy the extracted relationships. A similar contextual similarity function
is used to find new scenes.
At the time of writing this thesis, NEIL’s [2] knowledge base has an ontology of 1385 ob-
ject categories, 1047 scene categories and 87 attributes obtained from more than 2.2 million
downloaded images.
The approach of NEIL is more complex and broader than the one attempted in Sec.4.2
of this thesis. We used K-Means and Normalized Cuts on the HOG features for clustering
images whereas NEIL uses affinity propagation on the matrix of dot products of exemplar-
LDAs of the individual images. We learn linear classifiers using the simple LDA, whereas
NEIL uses the more complex, but powerful SVM. In spite of these differences, the main idea
remains that of forming clusters and learning classifiers for each cluster in order to create a
scalable method that can utilize a lot of training examples. Similar to NEIL, we can discover
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new object examples by using the already trained classifiers and add them to the existing
training set in an iterative manner.
5.2 LEVAN: Learning Everything about Anything:
While NEIL aims at discovering common sense knowledge from web images, LEVAN [13]
focuses on learning exhaustive semantically rich models to capture intra-concept variance.
It is a fully-automated method that, given any concept, discovers an exhaustive vocabu-
lary explaining all its appearance variations (i.e., actions, interactions, attributes, etc.), and
trains full-fledged detection models for it. This project aims to learn not only across depth
but also the breadth of the knowledge available online.
To discover the vocabulary of variance, LEVAN leverages the Google Books Ngrams,
which is not only extensive but also concept-specific. To model the visual variance, LEVAN
tries to run the vocabulary discovery and the model learning steps simultaneously. This
alleviates the need for explicit human annotation of images, thus offering greater flexibility
and scalability.
The steps of LEVAN are described below, and depicted in Fig.5.2:
1. Discovering the Vocabulary of Variance: The dependency gram data from the
Google Books Ngrams English 2012 corpora is used as it contains parts-of-speech
(POS) tagged head→modifier dependencies between pairs of words. Those dependen-
cies tagged as noun, verb, adjective, or adverb are selected for a given concept. This
method also finds a lot of non-visual words such as ‘particular horse’, ‘last horse’ which
add noise to the system.
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The authors use a simple classifier-based pruning method to weed out such words.
The set of images retrieved by the ngram image search is divided into two equal parts.
Further, two sets of background images that do not contain the ngram concept are
created. A classifier is learnt using the first set of positive and negative images, and
its average precision is tested on the second set of positive and negative images. If its
average precision is above a low threshold, typically 0.1, the ngram is passed on to the
next stage. Starting with a set of around 5000 ngrams for a single concept, about 1000
remain after the pruning step.
In order to further reduce the space of ngrams, the system then folds representative
ngrams that span the visual space of a concept by using a graph-based formulation
that can be solved by a greedy approach within a constant approximation of the best
solution. This further reduces the number of ngrams to around 250 superngrams
(folded ngrams).
2. Training Detectors: Even after all the cleaning, the remaining data is noisy. Thus,
only DPM root filters are trained for each component and the noisy ones are subse-
quently pruned. Noisy components are detected by running the component detector
on its own validation set and evaluating its performance.
In contrast to NEIL, LEVAN uses textual information to improve object detection. Un-
like NEIL and our approach in Sec.4.2 which uses clustering followed by linear classifiers,
LEVAN learns a DPM for each ngram in the vocabulary. LEVAN tries to generalize objects
by modeling the inter-class variance across the board whereas the other two approaches
(NEIL and ours) use clustering. It does seem at first glance that building a model for every
variant would result in a bulk of models which might not be quick at test time. Furthermore,
this approach is reminiscent of the approach that learns an SVM for each training example,
the Exemplar-LDA of Malisiewicz et al. [35].
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Figure 5.2: The outline of LEVAN’s approach.
Image reproduced from [8]
An approach such as LEVAN is expected to be useful in NLP for gathering semantic
knowledge for coreference resolution as well as paraphrasing and producing semantic sim-
ilarity scores for textual phrases. It also has obvious applications in fine-grained image
search, object detection, discovery, and segmentation. The ability to model variance to a
large degree, hitherto unexplored is expected to produce gains.
NEIL, LEVAN, and our approach proposed in Sec.4.2 are attempts to move past small
and curated datasets and learn from images available in the wild. In spite of all the differences
in approach and technique, the bigger picture remains the same: Using the large amount of
data available online to learn better object detectors.
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