SUMMARY In this paper we propose an efficient line feature-based 2D object recognition algorithm using a novel entropy correspondence measure (ECM) that encodes the probabilistic similarity between two line feature sets. Since the proposed ECM-based method uses the whole structural information of objects simultaneously for matching, it overcomes the common drawbacks of the conventional techniques that are based on feature to feature correspondence. Moreover, since ECM is endowed with probabilistic attribute, it shows quite robust performance in the noisy environment. In order to enhance the recognition performance and speed, line features are pre-clustered into several groups according to their inclination by an eigen analysis, and then ECM is applied to each corresponding group individually. Experimental results on real images demonstrate that the proposed algorithm has superior performance to those of the conventional algorithms in both the accuracy and the computational efficiency, in the noisy environment.
Introduction
Object recognition has been one of the most challenging subjects in computer vision for several decades. There are two main strategies approaching this problem, one is the appearance-based approach and the other is the featurebased approach. In this paper we investigate a feature-based approach using line segments as the relevant features.
Recognizing an object using the structural information of line features is not an easy problem. Many factors can cause the line features of the target object to be distorted from those of the original reference object. Firstly, when the target object is occluded or cluttered by other objects, it will be only visible partially or the scene will become more complicated. In this case, without knowing which line feature belongs to which object, recognizing an object becomes very difficult task and a partial matching technique is required. Secondly, the object in the image could have undergone a certain 2D geometric transformation or 3D pose variation. The matching algorithm should be able to cope with these kinds of transformations. And lastly, the noise originated from image acquisition or inaccurate low level feature extracting process also can deteriorate the matching performance. Therefore, in order to cope with the noise, the matching algorithm needs to be endowed with stochastically robust attributes as well.
In this paper we propose a novel line feature-based object recognition algorithm using ECM that is robust to all of these variations and could ably overcome the drawbacks of the conventional matching algorithms.
Related Works
Conventionally the object recognition problem using the feature-based approach has been formulated as the attributed relational graph (ARG) matching problem. An object can be represented by an ARG model whose node and edge contains unary attributes of a feature and binary relations between the features of the nodes connected by the edge, respectively. Two ARGs are matched by establishing the correspondences between their nodes using the unary and binary attributes.
ARG model has two inherent advantages when applied to the object recognition problem. First, by using the binary relations between features, 2D geometric invariance of an object can be encoded efficiently. Second, ARG is an appropriate representation for partial matching problem because the substructure of ARG can also be used for matching. Utilizing these advantages, many ARG matching algorithm have been proposed. And among them, the relaxation method [1] - [4] is known to be very effective with its parallel and simple updating rules. In particular, relaxation labeling has the advantage of replacing the NP-complete problem with that of polynomial complexity. However, the result of relaxation method is known to be converging into local optima, so that the performance depends heavily on the initial value. But in general, proper initial conditions are seldom given. And in the case of occlusion and clutter, due to the incorrect labeling for the lost features, relaxation method usually shows poor performance.
The eigenvector-based approaches [5] - [12] also have shown a big potential. The basic idea of these methods is to project the features into a hyperspace constructed by eigenvector decomposition, to provide a vector representation of the relationships among the features. But this method is originally designed for matching ARGs with the same number of nodes, so that it is not appropriate for our purpose because in the presence of occlusion and clutter, the hyperspace is severely distorted. There have been several trials [7] , [11] to apply this method to non-exact graph matchCopyright c 2008 The Institute of Electronics, Information and Communication Engineers ing, but they still leaved much room for improvements.
More recently a stochastic attributed relational graph (SARG) matching algorithm has been proposed for partial graph matching problem [13] . This method consists of two stages. In the first stage, candidate subgraphs are extracted by using the correspondence measure between two ARGs and the logical constraint of structural consistency. In the second stage, lost features are detected by an error detection and voting scheme, and then the stochastic similarity between two subgraphs without lost features is estimated. The SARG matching algorithm is reported to have superior performance to those of the conventional relaxation algorithms for both the accuracy and the computational efficiency.
Algorithms addressed above have their own pros and cons. However, they all share one fundamental drawback that the correspondences between two ARGs' nodes must be established before estimating the overall similarity between them. Note that this node matching based approach causes several inherent problems. First, node matching is basically combinatorial problem, so that it demands high computational cost even for the algorithms with improved polynomial complexity. Second, to make the node matching feasible, each pair of corresponding nodes should have similar attributes. But in general settings, for many reasons this is not always satisfied. For example, when the line segments are used as relevant features, owing to rotation, scale variations or noise, the features are apt to be extracted with distortion or/and fragmentation. Moreover, if the object is occluded, only some parts of the line segments are visible. Then since the nodes assigned to those fragmented or partially extracted line features cannot be matched to the corresponding intact nodes, the information of those unreliable line features may act as misleading evidences.
In this paper, we propose a novel matching algorithm, which is not based on individual node matching strategy but uses the whole nodes information simultaneously by finding the most reliable corresponding nodes pair first and then conduct matching for the remained nodes. For this purpose, we suggest a new correspondence measure named ECM (Entropy Correspondence Measure). And also in order to boost the performance of ECM, a line clustering algorithm is adopted for the preprocessing step.
Experimental results on real images show that the proposed algorithm has superior performance to the conventional relaxation algorithm and SARG matching algorithm in the accuracy, computational efficiency, and the robustness to the noise.
The paper is organized as follows. In Sect. 3, we introduce the ECM as a novel correspondence measure of line features. The overall structure of the proposed algorithm is described in Sect. 4. In Sect. 5, line clustering algorithm is described. Experimental result is presented in Sect. 6. And conclusion is drawn in Sect. 7.
ECM (Entropy Correspondence Measure)
As mentioned earlier, the proposed algorithm uses the information of whole nodes simultaneously for matching by employing a novel correspondence measure, which is introduced in this section.
Entropy is originally a thermodynamics terminology which indicates the randomness of a given system. Shannon [14] brought entropy into information theory, and recently Viola [15] adopted it for the mutual information into computer vision society.
Shannon's entropy H(X) is defined by
where X is a random variable and p(x) is the pdf of X. When p(x) is distributed evenly all over the domain, the entropy gets the biggest value. That's the reason why entropy can be considered as a measure of randomness of a system, and we take advantage of this property to define a novel correspondence measure. Now, consider two Gaussian distributions p(x), q(x) and their sum z(x) = p(x) + q(x) as shown in Fig. 1 . In this case, z(x) is not a probability distribution function because it is not normalized, so that the definition of entropy can not be applied directly to this function. Thus, let us define a pseudo entropy H ( f ) for an arbitrary function f (x) by
Note that this pseudo entropy also exhibits the randomness or the degree of spread of the function f . Now we can calculate the pseudo entropy of z(x), H (z) by (2) . And if we consider the difference value between H (p) + H (q) and H (z), it gets larger as the two distributions p(x) and q(x) get closer. Moreover, if the difference value is plotted according to the distance between the means of p(x) and q(x), the resulting graph looks quite similar to that of Gaussian distribution so that the difference can be considered to be stochastically meaningful value indicating the degree of registration of two distributions. Now based on this observation, a novel correspondence measure ECM is defined by
Where S and M are the probability density functions of features in the input scene and reference model, respectively, and S + M is the summed function of those two. The probability density functions S and M are determined by the nonparametric estimation method that will be explained in Sect. 4. Figure 2 shows an example of how the ECM value varies according to the central distance between two Gaussian distributions.
Proposed Algorithm
In this section, the overall structure of the proposed algorithm is described in detail. There are two steps in the proposed matching algorithm. The first step is to find a pair of candidate basis line features by applying ECM. And in the second step, the correspondences among the rest of the line features are computed based on the basis pair identified in the first step. For this process, the line features are extracted first from both the input scene and the reference model. Suppose that n and m numbers of lines are extracted from the scene and model, respectively. Then, there will be n × m possible pairs of basis in total. Once selecting the bases, the model basis is aligned to that of the scene by proper rotation, translation and scale transformations so that their corresponding end points meet together, respectively. And all the other model line features are transformed according to this basis transform. Then three line feature maps are constructed: Two of them are the line feature images of the scene and transformed model, and the other one is the summation of these two, respectively.
Before applying ECM on these feature maps, the probability density functions of them are needed to be estimated in advance. Assuming Gaussian measurement error, we use a nonparametric estimation method to obtain a probability density function by applying Gaussian kernel to the feature points as follows.
where f (x) is a line feature map, g(x) is the Gaussian kernel, and Z is a normalization factor. An example of the estimated probability density function of a line feature map is shown in Fig. 3 , where Fig. 3 (a) shows the extracted line features and Fig. 3 (b) exhibits the estimated probability distribution of lines with Gaussian error assumption. After applying this method to all of the three feature maps, ECM is calculated with the resultant three probability density functions to estimate the correspondence of the selected basis pairs. A set of finite candidate basis pairs that give high ECM scores is determined among all the possible basis pairs. Note that in this step, the whole structural information is used simultaneously for the reliable matching of basis pairs.
In the second step the correspondences among the rest of the line features are established for each selected basis pair from the first step. ECM can be applied again to detect the existence of corresponding line features at the corresponding location of the scene and the model. Based on the node matching result, the basis pair that gives the largest number of corresponding line features is selected as the final corresponding basis pair, and the feature correspondences with this basis pair are regarded as the final matching.
However, the direct application of the above naïve algorithm to the line feature maps may result in unsatisfactory performance, because the line features that cross each other can mislead the estimation of ECM. Thus, in order to boost the performance, we make a modification in applying ECM for line feature matching by considering the relative orientations of lines. That is before applying ECM, the line features with similar inclinations are clustered together to minimize the negative effects due to the crossing lines. By considering only the lines within the same cluster for estimating ECM, the overall matching performance is enhanced remarkably. The clustering algorithm is explained in Sect. 5.
Line Clustering by Eigen-Analysis
To boost the performance of ECM, a line clustering method is adopted, where lines of similar inclinations are grouped together by means of the spectral analysis [16] .
First, the angles between each line and x-axis are calculated. And using the angle difference between two line features, a proximity matrix L is derived by
where L i j is the (i, j)-th element of L, diff(i, j) is the angle difference between the i-th and the j-th line features, and σ is a scale constant. The proximity matrix is symmetric and nonsingular, so that it can be decomposed into matrices composed of its eigenvectors and eigenvalues as
where λ i , e i is the i-th biggest eigenvalue and the corresponding eigenvector satisfying Le i = λ i e i . Let us denote the i-th row of V by
and the truncation of v i after M (M < N) components as
Then a new proximity matrix L can be defined by
where (·) denotes the inner product. The same procedure is conducted to the new proximity matrix, and this process is repeatedly until the result converges. By this iterative eigen decomposition and truncation procedure, the minor angle difference between lines are eliminated gradually so that lines with similar orientation are clustered. As a result, the proximity matrix components corresponding to similar line features converge to 1, while those of dissimilar ones converge to 0. For the proof of convergence [17] is recommended to be referred. An example for this clustering method is shown in Fig. 4 .
Experimental Result
Experimental results on real images are presented in this section. To demonstrate the accuracy, computational efficiency, and the robustness to noise of the proposed algorithm, the results are compared with those of conventional including Christmas and Kittler's probabilistic relaxation [1], Rosenfeld's relaxation [4] and the SARG matching algorithm [13] . However, according to the result of [13] and our additional experiments, SARG matching algorithm outperforms the others. So, only the results of SARG matching algorithm are addressed and compared in the paper. Ten different objects were used for the object recognition test, and the object images are the corresponding line models are shown in Fig. 5 . For each object, we have taken ten test images with increasing degree of occlusion and clutter, and another ten test images with additional rotation and scale variations. All the experiments are executed on these test image set.
Analysis of the Computational Cost
In this section, the computational cost of the proposed algorithm is analyzed and compared to that of the other algorithms. According to the analysis of [13] , the complexity of SARG matching is O(n 3 m), and that of the relaxation method is O(n 2 m 2 ), where m is the number of line features extracted from a reference model and n is that from an input scene.
While, note that the complexity of the proposed algorithm is O(nm). In the first step of the proposed algorithm, since ECM is estimated for every possible basis pairs and the total number of basis pairs is n × m, the complexity of the first step becomes O(nm). In the second step, with a given basis pair from the first step, matching the rest of the nodes requires at most n × m comparisons, resulting the total complexity to be O(nm).
The computational complexity of the proposed algorithm and the SARG matching algorithm are compared in Table 1 . Being consistent with the previous analysis, the computation time of the proposed algorithm increases linearly in proportion to the number n × m. On the other hand, that of SARG increases exponentially.
Analysis of the Recognition Performance
The recognition performance is analyzed in this section. First, the accuracy of feature correspondence of the proposed algorithm and the SARG matching algorithm are compared. The accuracy rate of feature correspondence is defined as follows.
Accuracy Rate = # of correct matched lines # of matched lines × 100% (10) For each object, the accuracy rate of the feature correspondence is obtained from ten different scene configurations with varying degree of occlusion and clutter. Three test scenes of a drill machine and the matching results by each algorithm are shown in Fig. 6 . And the graphs of the correspondence accuracy for the ten test scenes are shown in Fig. 7 . In Fig. 7 , the upper two graphs represent the correspondence accuracy rate and the lower two graphs represent the number of matched line pairs. As the complexity of the test scene increases, the proposed algorithm outperforms SARG matching algorithm. Similar results had been observed for the rest of the test objects. We noted that in some cases, the correspondence accuracy rate of the proposed algorithm drops suddenly as for the 10-th test image (the most complex test scene) in Fig. 7 . We found that this is due to the wrong selection of the basis pair because of severe occlusion and clutter. However, Fig. 7 The correspondence accuracy rate and the number of matched line pairs for ten Drill machine test scenes. even in this case if other information such as color or texture was combined, much better results could be obtained.
And also we can take advantage of the low computational cost of the proposed algorithm to promote the accuracy rate as well. That is since the proposed algorithm has much less computational complexity than any of the other algorithms, more line features can be used to determine the correspondence in a given time. In Fig. 8 , the improvement of performance according to the increasing number of line features is shown. The number of line features is controlled by the marginal length of the line features. First, line features longer than 30 pixels are used and the result is compared with that of SARG matching algorithm, and then line features longer than 17 pixels and 13 pixels are used to get the improved results. In Fig. 9 , qualitative comparisons between the results of the proposed algorithm and SARG matching algorithm for a toy Snake and a Drill machine models are presented. Figure 9 The results of Drill test image by ECM and SARG methods are depicted in Fig. 9 (g)-(j) , respectively. Comparing with the original line models and noticing the areas indicated by the circles in Fig. 9 (c)-(j) , we can observe that the proposed algorithm produced better matching results than SARG method. We notice that in Fig. 9 (e) and (f), there are many outliers in the result of SARG matching algorithm, while the proposed algorithm produced pretty robust result. And also, the matching results for fragmented line features are shown in the circles of Fig. 9 (i) and (j). Since the proposed algorithm takes the information of fragmented line features into account in the matching process of step one, it matches them successfully in the step two as shown in Fig. 9 (i). Note that this is not feasible in the conventional algorithms that use correspondence measure based on the node to node matching strategy. Lastly, the recognition rates for all the test objects are Table 2 The recognition rates of all the test objects.
summarized in Table 2 . For each test scene, if the resulting feature correspondence accuracy rate is bigger than 80%, then the target object in the scene is regarded to be recognized. The recognition rate of each object is defined by the percentage of the recognized test scenes to the total number of test scenes of the corresponding object. In our experiment, 20 test scenes were used for each object.
Analysis on the Robustness to the Noise
The robustness of the proposed algorithm to the noise is compared to that of SARG algorithm. For this purpose we have chosen two arbitrary scenes of drill machine and toy snake. The scenes from each model are shown in Fig. 10 (a) and (e).
To embed the noise, firstly line features are extracted from the scenes and then the Gaussian noise is added to the end points of each line features. The standard deviation σ of the Gaussian noise was varied from 0 to 5 in pixels. For the measure of robustness to noise, the accuracy rates in (10) are calculated according to the noise variance. For each standard deviation, five noisy line feature images are generated randomly and the accuracy rates of them are calculated, and then the final accuracy rate is obtained by averaging the five accuracy rate values. The results are summarized in Table 3 . From these results, we notice that in general, the performance of ECM algorithm is very robust even for the severely noised scenes where the SARG algorithm exhibits poor performance.
However, for the toy snake image with the standard deviation of 5, the accuracy rate of ECM dropped to 0. It is because none of correct basis line features was found due to severe distortions and highly cluttered background and occluded features. Note that unlike other models, the Snake is composed of many small fragmented line segments. So, for the same amount of disturbance that is applied to the end points of each line segment, this model experiences more severe distortions than the other models with longer lines. This certainly increases the possibility of missing correct basis, and in turn affects the final matching. Extracting and using more longer line features by linking edges or employ- Table 3 The accuracy rates of each algorithm in the noisy environment.
ing curve features will be possible solutions to this problem. If at least one correct line feature among those corresponding to the model line features exists in the test image, ECM would give correct matching results even in highly noisy environment.
Conclusion
In this paper we proposed a novel object recognition algorithm using the structural information of the line features of an object. To overcome the drawbacks of conventional algorithms, a novel correspondence measure ECM was suggested. By adopting ECM, we utilized the whole structural information of a model for matching directly in the probabilistic framework, so that it could cope with variations due to nose and geometric distortions. And also to boost the performance of ECM, a line clustering algorithm using eigenvector analysis has been introduced. The experimental results on real images showed that proposed algorithm outperformed the other algorithms in both the recognition performance and computational efficiency. Moreover, it showed quite robust performance in the noisy environment. Our future works include to improve the performance of the proposed algorithm by integrating other visual features such as color or texture.
