Abstract. In this work we investigate some asymptotic properties of an age-structured LotkaVolterra model, where a specific choice of the functional parameters allows us to formulate it as a delayed problem, for which we prove the existence of a unique coexistence equilibrium and characterize the existence of a periodic solution. We also exhibit a Lyapunov functional that enables us to reduce the attractive set to either the nontrivial equilibrium or to a periodic solution. We then prove the asymptotic stability of the nontrivial equilibrium where, depending on the existence of the periodic trajectory, we make explicit the basin of attraction of the equilibrium. Finally, we prove that these results can be extended to the initial PDE problem.
1. Introduction. Mathematical models describing the relationships between a predator and its prey are, since Lotka [24] and Volterra [44] , still a wide subject of study in population dynamics. Half a century later, Gurtin and Levine considered in [12] a model where the dynamics depend on the age of the interacting species. As introduced by Sharpe and Lotka in [38] and by McKendrick in [30] , structuring individuals according to a continuous age variable leads to the formulation of a linear PDE of transport type. Such models have been extensively studied by many researchers (see e.g. the books of Webb [45] , Iannelli [19] , Magal and Ruan [26] , Inaba [21] ). Concerning the specific case of structured predator-prey models, one can see [34] for references. In this paper, we consider the following age-structured predator-prey system (1.1)
∂ t x(t, a) + ∂ a x(t, a) = −µ(a)x(t, a) − γ(a)y(t)x(t, a), y ′ (t) = αy(t) ∞ 0 γ(a)x(t, a)da − δy(t), x(t, 0) = ∞ 0 β(a)x(t, a)da, x(0, ·) = x 0 (·), y(0) = y 0 , for every t > 0 and a > 0 with (x 0 , y 0 ) ∈ Y := L 1 (R + ) × R where x(t, a) and y(t) respectively denote the density of preys at age a and time t, and the density of predators at time t. Moreover, α ∈ (0, 1) and δ > 0 are constant parameters that respectively denote the assimilation coefficient of ingested preys and the basic mortality rate of the predator. Finally µ, γ and β ∈ L ∞ + (R + ) are nonnegative and age-dependent functions that represent the basic mortality rate, the predation rate and the birth rate of the preys. This model has already been analyzed in [34] by rewriting it as a Cauchy problem and using semigroup theory (see [6] , [45] ). In [34] , we enlightened the existence of two thresholds: where µ 0 , β 0 , γ 0 , τ > 0 are some positive constants. In other words, we suppose the presence of a juvenile class that cannot be hunted. We can easily calculate
µ 0 , and we suppose in the following that
Formal integrations of (1.1) lead to    X ′ (t) = x(t, τ ) − µ 0 X(t) − γ 0 y(t)X(t), Z ′ (t) = x(t, 0) − x(t, τ ) − µ 0 Z(t), y ′ (t) = αγ 0 X(t)y(t) − δy(t), where X(t) = ∞ τ x(t, a)da and Z(t) = τ 0 x(t, a)da are respectively the total quantity of preys older (resp. younger) than τ . Using the boundary condition we get x(t, τ ) = β 0 e −µ0τ X(t − τ ), x(t, 0) = β 0 X(t), for every t ≥ τ . Since we can solve X and y independently of Z, we will only consider the following delayed Lotka-Volterra differential system (1.2) X ′ (t) = β 0 e −µ0τ X(t − τ ) − µ 0 X(t) − γ 0 X(t)y(t), y ′ (t) = αγ 0 X(t)y(t) − δy(t).
Note that the more general case where µ ∈ L ∞ (0, ∞), µ |[τ,∞) ≡ µ 0 , µ 0 > 0 could be easily extended to obtain a similar delay differential system as (1.2) . In the latter model, the delay can be seen as some latency for the prey to reproduce. Concerning Lotka-Volterra equations, delay was first introduced by May [27] in a vegetation-herbivore-carnivore context, to model the time for the vegetation to recover. Thereafter, many authors studied similar delayed models (see some references in the general books of Cushing [5] , Kuang [22] , Arino et al [1] and Smith [40] ). Some of the papers concern the global stability of equilibria (see e.g. [2] , [3] , [14] , [37] , [36] , [31] , [39] ). However, in the papers mentioned above, a carrying capacity is present in the prey equation, meaning that preys grow logistically instead of exponentially. A consequence of this assumption is that, in absence of delay, the nontrivial equilibrium is asymptotically stable for some range of parameters. Adding some delay can then destabilize the equilibrium and make periodic solutions appear from a Hopf bifurcation (see e.g. [47] , [32] and also [7] , [46] when adding some diffusion).
In our case, when the delay is equal to zero, (1.2) becomes the classical ODE Lotka Volterra model, so the coexistence equilibrium is only stable but not asymptotically stable. We show that, contrarily to the other papers, adding some delay in the reproduction term of the preys do not destabilize the coexistence equilibrium but make it become asymptotically stable, under technical assumptions.
The method used to prove this convergence is based on the existence of a Lyapunov function (see [11] or more recently [16] for surveys of such functions in various ecological ODE and reaction-diffusion models). When dealing with global stability of positive equilibria, every suitable Lyapunov functional is defined using the following key function:
The latter has been first used by Goh [9] in a context of a multi-species ODE LotkaVolterra model. Hsu established similar Lyapunov functions in [15] for models with more general functional responses. One may also see [10] for a model of mutualism. For the present model, one shall also use the following Volterra-type Lyapunov functional that incorporates the delay term:
where (X * , y * ) is the nontrivial equilibrium. The latter was first introduced the same year in [18] , [23] , [28] , [29] for epidemiological models (see also [25] , [33] and the references therein for similar functional in structured populations PDE models). Concerning Lotka-Volterra models, a few papers used this functional: [41] , [42] , [43] and [17] .
In contrast to the papers mentioned previously, in our case the attractive sets are not reduced to the equilibrium, but are given by a set of periodic solutions, where the period is exactly equal to the delay. Consequently, one can a priori only state the convergence to either the equilibrium or to an eventual τ -periodic solution. Using properties on the period of the solutions of the classical Lotka-Volterra ODE model, we show that a necessary and sufficient condition to get such periodic solution is the following:
When (1.4) is not satisfied, then the global asymptotic stability of the nontrivial equilibrium is proved for 'positive' initial conditions. In the case where (1.4) holds, we exhibit an attractive set in which the equilibrium is globally asymptotically stable. The paper is structured as follows: in Section 2, we state the framework used in the following and we decompose the space of initial conditions into invariant spaces. In Section 3, we exhibit a Lyapunov function and we prove an asymptotic stability result for the nontrivial equilibrium when (1.4) does not hold. In the case where (1.4) holds, even if the existence of a periodic solution is ensured, we prove that this latter is unattractive and the asymptotic stability of the nontrivial equilibrium in a suitable basin of attraction defined from the Lyapunov function. The two cases are enlightened by numerical simulations. Finally, in Section 4, we deduce asymptotic results for the initial PDE problem (1.1).
Preliminaries.

Framework and definitions. Let the Banach space
and let X + be its nonnegative cone. We study (1.2) with the initial condition
where (φ, y 0 ) ∈ X . The equilibria of (1.2) are given by
We verify that E * exists (in the positive orthant) if and only if R 0 > 1 and the nontrivial equilibrium is unique under this latter condition.
Remark 2.1. Note that the equivalence between the delay differential system (1.2) and the PDE model (1.1) is ensured only if the initial condition (φ, y 0 ) also satisfies (1.1). In the following, we will consider the more general case taking an arbitrary initial condition in X + .
In what follows, we shall use the notations:
One of the goal of this article is to investigate some stability and attractiveness properties of E * . We therefore remind the following definitions:
Definition 2.2. Let S ⊂ X be a subset of X . We say that E * is • (Lyapunov) stable if for every ε > 0, there exists η > 0 such that
• locally attractive in S if there exists η > 0 such that for every z ∈ S satisfying z − E * X ≤ η, then
• locally asymptotically stable in S if E * is stable and locally attractive in S;
• globally attractive in S if for every z ∈ S, (2.1) is satisfied;
• globally asymptotically stable in S if E * is stable and globally attractive in S.
2.2. Partition of X + . Consider the sets
Remark 2.3. We have the inclusions
and we get the partition
(disjoint unions) that is actually
2.3. Invariant sets. The initial-value problem (1.2) can be written as the following abstract Cauchy problem:
where (φ, y 0 ) ∈ X and f : X → R 2 is defined by
and where
We omit the initial condition dependence since there is no misunderstanding so we write X t (θ) instead of X t (θ, z), where z := (φ, y 0 ). We now give an existence and uniqueness result.
Proposition 2.4. For every initial condition z := (φ, y 0 ) ∈ X + , Problem (2.2) has a unique mild solution (X t , y(t)) for every t ≥ 0. Moreover, Problem (2.2) induces a continuous semiflow via:
Proof. The proposition results from the general case [34, Proposition 3.2].
Remark 2.5. Consequently of the latter proposition, the solution remains in the nonnegative cone and there is no explosion in finite time.
Let us now remind some definitions.
Definition 2.7. Let S, T ⊂ X , then in all the following we will say that S is 1. positively invariant if Φ t (S) ⊂ S for t ≥ 0, i.e. for every z ∈ S and every
Remark 2.8. In all the following, we will denote by (X t , y(t)) ∈ X the solution of (2.2) at time t ≥ 0 with initial condition (φ, y 0 ) ∈ X .
We now give some properties about the sets defined in Section 2.2, with first a useful lemma.
Lemma 2.9. Let (φ, y 0 ) ∈ X + be a nonnegative initial condition. If there exists
Proof. By contradiction, suppose that X(t * + τ ) = 0 then Equation (1.2) implies
which contradicts the nonnegativity of X.
Proposition 2.10. 1. The sets S 1 and S 3 are positively invariant.
3. The set ∂S 0 is positively invariant and the equilibrium E 0 is globally attractive in ∂S 0 . 4. The set ∂S 2 is positively invariant. Moreover, if we take the restriction of Φ to the set S 0 ∩ ∂S 2 , then the solution (X, y) of Problem (1.2) goes to (∞, 0) when t → ∞.
Proof.
1. Consider an initial condition (φ, y 0 ) ∈ S 1 . Then X 0 = φ and
Lemma 2.9 implies that X(t) > 0 for every t ∈ [0, τ ]. Repeating this argument, we get
Consequently S 1 is positively invariant. We then easily see that S 3 is positively invariant since y ′ (t) ≥ −δy(t) and
Using Lemma 2.9, we get
Since we have
then we get
where
y(t) < ∞ using Remark 2.5. We then have
and (X 2τ , y(2τ )) ∈ S 1 . With the first point, we can see that S 0 (resp. S 2 ) are (2τ, S 1 ) (resp. (2τ, S 3 ))-positively invariant. 3. Consider an initial condition (φ, y 0 ) ∈ ∂S 0 . We have 
so X is nonincreasing on [0, τ ]. Since X is nonnegative, then
Repeating this argument, we get X(t) = 0 for every t ≥ 0. We readily see that
for every t ≥ 0 and ∂S 0 is positively invariant. Since
and y ′ (t) ≤ −δy(t) for every t ≥ 0, it is then clear that
whence the solution of (1.2) converge to E 0 .
4. We know that ∂S 2 ∩ ∂S 0 = ∂S 0 is positively invariant. Considering an initial condition (φ, y 0 ) ∈ ∂S 2 ∩ S 0 we get y 0 = 0, and
Since S 0 is positively invariant, we get the invariance of ∂S 2 ∩ S 0 and ∂S 2 . Moreover, with the second and third points, we have
We see that (1.2) becomes the delayed Malthusian equation
Such class of equation has been studied in [20, Sections 2.1 and 2.2], where the authors proved that the solution behaves as
where c 0 > 0 and α
Remark 2.11. Consequently to Proposition 2.10, 2), all the asymptotic results proved for initial conditions in S 3 can be extended to S 2 .
Note that the behavior of the solutions when considering an initial condition in ∂S 2 ∩ S 0 or ∂S 0 is clear. By means of Remark 2.3 and the latter proposition, it remains to prove what happens when the initial condition is taken is S 3 .
3. Asymptotic behavior. In this section, we deal with the asymptotic behavior of the solutions.
Lyapunov function.
In order to get the global attractiveness of E * on some subset S ⊂ X , we use Lyapunov functionals. Let
formally defined for (φ, y) ∈ X by
where g is defined by (1.3). One may observe than the function V 1 + V 2 is the one used in the classical Lotka-Volterra ODE model to prove the periodicity of the solutions. Note that the fact that
will play an important role in the next section.
Proof. Note that the condition R 0 > 1 is necessary to define L * since the equilibrium E * only exists in this case. Moreover, the positive invariance of the set S 3 (Proposition 2.10, 1.) proves that V 1 , V 2 and V 3 are well defined when applied to the semiflow Φ.
We remind the definition of a Lyapunov function for the semiflow Φ in the case of infinite dimensional systems (see e.g [22] Definition 5.1, p. 30 or [40] , p. 80).
Proposition 3.3. For every z ∈ S 3 , the positive function
defined by
Proof. Let z := (φ, y 0 ) ∈ S 3 . We can calculate the derivative of L * :
We see that
Consequently we have
We know from (1.2) the following properties about the equilibrium:
Finally we get :
and the nonnegativity of g implies that F z is a nonincreasing function.
One may note that S 3 = X + . Consequently, L * cannot be a Lyapunov function on S 3 , since it is not continuous on X + \ S 3 (the function explodes at the boundary, due to (3.1)). To avoid this problem, we define for every ε > 0, the set
that is a closed subset of X + . We now can give the main result of this section.
Corollary 3.4. For every ε > 0, L * is a Lyapunov function on S ε 3 . Remark 3.5. Note that, to perform the global asymptotic analysis of the extinction equilibrium E 0 , one could use the functional:
formally defined for (φ, y) ∈ X + . Then one can deduce the global stability of E 0 in X + when R 0 < 1. This result was already obtained in [34] Theorem 3.5, without the use of Lyapunov function.
3.2. Attractive set of the solutions. We start with by proving the boundedness of the solutions.
Lemma 3.6. For every z ∈ S 2 , there exists a finite constant C(z) > 0, such that X(t) ≤ C(z) and y(t) ≤ C(z), for every t ≥ 0.
Proof. Let z ∈ S 3 . Consequently to Proposition 3.3, for every t ≥ 0, we have F z (t) ≤ F z (0), where
Since each term of F z is positive and
then there exists a positive constant C(z) > 0 such that
The result in S 2 is deduced by means of Proposition 2.10, 2).
We continue with a persistence result.
Lemma 3.7. For every z ∈ S 3 , there exists ε > 0 such that
Proof. Let z ∈ S 3 . Suppose by contradiction that for every ε > 0 there exists t ≥ 0 such that X(t) < ε or y(t) < ε.
Letting ε go to 0 implies that L * (Φ t (z)) goes to infinity leading to a contradiction with Proposition 3.3.
In all the following, any 'τ -periodic function' will supposed to be not constant. We are now ready to compute the attractive set of the solutions.
Theorem 3.8. For every initial condition z ∈ S 2 , the solution (X, y) converge either to a τ -periodic function or to E * .
Proof. First, consider an initial condition z ∈ S 3 . By Lemma 3.7, there exists ε > 0 such that
We see that (3.3) implies
where Φ X is the first component of Φ. Classical results (see e.g. [13] ) imply that X ∈ C 1 [0, ∞). Therefore we get
From (3.4) and the latter equation, one deduces that when X is not constant, then it is necessarily a τ -periodic function, the same holding for y. Suppose that
Then (1.2) implies that y(t) ≡ y * on R + which leads to c = X * , whence ω(z) = {E * } in this case. Now, suppose that X is a τ -periodic function. Suppose also, by contradiction, that y is not a τ -periodic function. Using (3.5), we get
Consequently to (1.2) we have
which lead to a contradiction since X is a τ -periodic function and the result follows. Now, consider an initial condition z ∈ S 2 . Using Proposition 2.10 2), we know that Φ 2τ (z) ∈ S 3 . We can therefore use the proof above to get the same asymptotic result.
Existence of a τ -periodic solution.
By means of the latter result, the convergence to a τ -periodic function is a possible case. We now give a necessary and sufficient condition to get the existence of such periodic solution.
Theorem 3.9. There exists a τ -periodic solution of (1.2) if and only if
holds. In this case, the solution is unique (in the sense that there is only one τ -periodic orbit) and will be denoted by (p, q) ∈ C 1 (R + , R 
is periodic with some period T . Define the conserved energy E (x0,y0) (through time) of (3.7) by
which depends on the initial condition. Then the period depends on E (x0,y0) and moreover, the function E → T (E) is strictly increasing with
Proof. (Theorem 3.9.) If (X, y) is a τ -periodic solution of (1.2), then it is actually solution of
y(t) − δy(t).
Suppose that τ √ δy * γ 0 2π < 1.
Using Lemma 3.10, for each initial condition, the solution is periodic with some period T . Since the period is strictly increasing, it must satisfy
then to get T = τ , one needs to have E (x0,y0) = 0. Using (3.8), we get
which is equivalent, for (3.9), to
so the solution is actually constant and the first implication is thus proved. Conversely, suppose that (3.6) is satisfied. Using Lemma 3.10, there is a unique energy E * > 0 such that
Moreover, using (3.8), we can see that there is at least one initial condition (
Thus, there is at least one τ -periodic solution of (3.9) (denoted by (p, q)). Besides, every initial condition (x 2 , y 2 ) that satisfies
Consequently, there is a unique τ -periodic solution (p, q) of (3.9). We finally see that (p, q) is also solution of (1.2), which ends the proof.
We can now be more precise about the attractive set of the solutions.
Proposition 3.11. Consider an initial condition z ∈ S 2 . 1. If (3.6) does not hold, then
2. If (3.6) holds then
where S τ ⊂ S 3 is the (periodic) positively invariant subset of S 3 defined by (3.12)
Proof. The result follows from Theorem 3.8 and Theorem 3.9.
Lyapunov stability.
Here we give the behavior of the solutions around the non trivial equilibrium.
Proposition 3.12. The equilibrium E * is Lyapunov stable.
To prove this result, we need to define the following sets 
Since g is nonnegative then
and, since g is zero only at 1, we obtain
By considering η > 0 small enough we get (φ(0), y) − E * R 2 ≤ ρ and (φ(0), y) ∈ B(E * , ρ).
Lemma 3.14. For every η > 0, there exists ρ > 0 such that
Consequently we have .
Proof. (Proposition 3.12.) Let ρ 1 > 0. Using Lemma 3.13, there exists η > 0 such that
and using Lemma 3.14, there exists ρ 2 > 0 such that
where Φ y is the second component of Φ, so that (X(t), y(t)) ∈ B(E * , ρ 1 ), ∀t ≥ 0.
Since (φ, y) ∈ B(E * , ρ 2 ), then we have
Considering ρ 2 > 0 small enough, that satisfies ρ 2 ≤ ρ 1 , leads to
We have finally shown that E * is Lyapunov stable, since for every ρ 1 > 0 there exists
3.5. Asymptotic behavior in absence of periodic solution. In absence of τ -periodic solution, i.e. (3.6) does not hold, the behavior of the solutions is given by the following theorem:
Theorem 3.15. If (3.6) is not satisfied, then E * is globally asymptotically stable in S 2 .
Proof. We know that (3.10) holds for every z ∈ S 2 . Consequently, the global stability of E * (and E * ) in the basin S 2 , when (3.6) does not hold, is just a consequence of Proposition 3.12.
3.6. Asymptotic behavior in presence of a periodic solution. Let us suppose now that there exists a τ -periodic solution, i.e. (3.6) holds. In this case, we already know that
where S τ is defined by (3.12) . We start by proving the global asymptotic stability of E * in a subset of S 2 \ S τ .
Remark 3.16. Using Theorem 3.9, we know that, in this case, there is a unique
It is clear that (p, q) ∈ S τ and that Φ t (p, q) ∈ S τ , ∀t ≥ 0. Moreover the following equivalence holds true, by (3.12):
We then define the (constant) energy for the periodic function by E τ := F (p,q) (0), i.e.
and we deduce that
Proof. Since E * is stable by Proposition 3.12, it remains to prove the attractiveness. We see that
First, let z ∈ L Eτ and define
We know that (3.11) holds. If ω(z) ⊂ S τ , then there would exist a time t * such that
which contradict the fact that F z is nonincreasing. Consequently (3.10) actually holds.
and suppose that ω(z) ⊂ S τ . Then one needs to have
i.e. F z must be constant. Using Equation (3.3), it implies that
As in the proof of Theorem 3.8, either (X(t), y(t)) ≡ (X * , y * ) but then we would have L * (z) = L * (E * ) = 0 that is absurd, or (X, y) is a τ -periodic function, which is also absurd since z ∈ S τ .
Consequently (3.10) holds and the asymptotic stability follows.
We can deduce:
Corollary 3.18. The nontrivial equilibrium E * is locally asymptotically stable.
then, by continuity of L * , we can find a neighborhood of E * , denoted by V E * , such that
Consequently, for every initial condition z ∈ V E * , the solution of (1.2) will converge to E * , whence the local asymptotic stability.
We now focus on the τ -periodic solution by proving its unattractiveness.
Definition 3.19. Let S ⊂ X be a subset of X . We say that (p, q) is weakly orbitally unattractive in S if, for every η > 0, there exists h ∈ [0, τ ] and (φ, y 0 ) ∈ S that satisfies (φ, y 0 ) − (p, q) X ≤ η such that
We need:
Lemma 3.20. One can suppose without loss of generality, that
Proof. There necessarily exists t
so q is decreasing on [0, τ ] and cannot be τ -periodic. Similarly, if
then q would be increasing on [0, τ ]. Let say, without loss of generality, that t * = 0. Now suppose that q(0) = y * .
Since (p, q) is solution of (3.7) with (x 0 , y 0 ) = (X * , y * ), we would get
which is absurd. Consequently q(0) = y * .
We now prove the following:
Proposition 3.21. The τ -periodic function (p, q) is weakly orbitally unattractive in S 2 .
Proof. We know (Proposition 3.3) that for every initial condition (φ, y 0 ) ∈ S 3 , the function F (φ,y0) defined by (3.2) is nonincreasing. We see that the energy for the periodic function, denoted by E τ , is given by (3.14). Let η > 0 be small enough and consider
Then we have decreasing on (0, 1] and increasing on [1, ∞) ). Moreover, we know that (3.11) holds. If we had ω(z) ⊂ S τ then there would exist a time t * > 0 such that
but it would contradict the fact that the function F (p,y0) is nonincreasing. Consequently (3.10) holds and (3.13) is satisfied. We readily see that η > 0 can be taken as small as we want. The weak unattractiveness in S 3 is then obtained with the fact that, if it is true for small η > 0, then it is clearly true for all η > 0.
Remark 3.22. Note that the latter result and Proposition 3.11 induce that one can find some initial conditions, near the periodic solution, such that the solution of (1.2) converge to E * . The question whether the unattractiveness is strong (i.e. true for every initial conditions in S 2 \ S τ ) is an open problem.
3.7. Numerical simulations. In this section, we show some numerical simulations to illustrate the results proven above. We consider µ 0 = 0.5, τ = 3, γ 0 = 0.5, α = 0.7, δ = 2 and we let β 0 vary. If β 0 = 10, then (3.6) does not hold (the value is around 0.89) and consequently to Theorem 3.15, we get the convergence to E * whatever the initial condition taken in S 2 (see Figure 1) . Now, if β 0 = 20, then (3.6) holds (the value is around 1.34). In one hand, Proposition 3.17 implies the convergence to E * in a subset of S 2 (see Figure 2 for two different sets of initial conditions). On the other hand, Proposition 3.21 implies that S τ is weakly orbitally unattractive, and by Remark 3.22 we know that there exists some initial conditions near the periodic solution, the solution of (1.2) converges to E * (see Figure 3 ). All these simulations let us think that when (3.6) holds, the equilibrium E * is globally asymptotically stable in S 2 \ S τ and that the τ -periodic solution is strongly unattractive in S 2 \ S τ . 4. Back to the PDE model. In this section, we return to the initial PDE predator-prey model and we prove an asymptotic stability result for the nontrivial equilibrium E 2 := (x 2 , y 2 ) ∈ Y, where (x 2 , y 2 ) satisfies the following system:
4.1. Attractiveness of E 2 . By analogy with the set S 2 for the delay problem, we define for the PDE case:
We can prove: Theorem 4.1. Suppose that (3.6) does not hold. Under the assumptions made in Section 1 on the parameters, the equilibrium E 2 is globally attractive in Y 2 for (1.1).
Proof. Let (x 0 , y 0 ) ∈ Y 2 and (x, y) be the solution of (1.1). We get
and we also have y(τ ) ≥ y 0 e −δτ > 0.
We can then consider for (1.2) the initial condition z = (φ, y(τ )) ∈ X , where
for every θ ∈ [−τ, 0]. Since φ(0) > 0, we can check by continuity that 0 −τ φ(s)ds > 0 whence z ∈ S 2 . We know, by Theorem 3.15 , that E * is globally asymptotically stable in S 2 (for (1.2) ). Consequently, we get
Let ε > 0, then there exists t * > 0 such that for every t ≥ t * , we have |X(t)− X * | ≤ ε. The positivity of (x, y), obtained in [34, Theorem 2.3] , implies that for t ≥ t * , we have
For every a ≤ t, we thus get
if a ∈ [0, τ ], and
. Since (x 2 , y 2 ) satisfy (4.1), then we see that
Moreover we have
It is then clear that lim
for every a ≥ 0 and the result follows. We know (see [34] , section 2.2) that A generates a positive C 0 -semigroup. We denote by D E2 h the differential of h at E 2 and we remind the following. 
The essential growth bound (or essential type) of {T A (t)} t≥0 is given by
We are ready to give the main result of this section. 
holds, and in this case, the roots are given by
In particular, if (4.2) does not hold, then E 2 is locally asymptotically stable for (1.1).
Before proving the theorem, let us remind a result (see [40] Proposition 4.9) about absolute stability. Consider the equation
Proposition 4.4. Let p, q be two polynomial functions with real coefficients and suppose that:
Then every root λ of (4.4) satisfies ℜ(λ) < 0 for every τ ≥ 0.
Proof. (Theorem 4.3.)
Step 1: We know (see [34, Theorem 3.3] ) that
Consequently, we have
(see [6] , Corollary IV.2.11, p. 258), where σ p denotes the point spectrum. Similarly as in [34, Section 3.2.3], we look for solutions of the form x(t, a) = x(a)e λt , y(t) = ye λt , where the eigenvalue λ ∈ C has to satisfy the system BY = C, with:
(µ(s)+λ+y * γ(s))ds da,
(µ(s)+λ+γ(s)y * )ds da, We see that
Consequently, some computations lead to
, Step 2: Now we check the hypotheses of Proposition 4. Thus the third condition is satisfied. c) We know that |q(iy)| = yβ 0 e −µ0τ
and |p(iy)| = (δy * γ 0 − y 2 ) 2 + (yβ 0 e −µ0τ ) 2 .
Thus for every y ≥ 0, we have |q(iy)| ≤ |p(iy)| and there is equality only when δy * γ 0 = y 2 , which means y = δy * γ 0 .
Consequently the second condition is not totally satisfied but by slightly modifying the system, we can avoid the problem. Following the sketch of proof of Section 3 in [4] , we consider the following characteristic equation, for ε > 0 small enough: (4.6) p(λ) + εp(λ) + q(λ)e −λτ = 0.
Thus the hypotheses of Proposition 4.4 are satisfied for (4.6), hence all roots of (4.6) have negative real part for all ε > 0 small enough. Since the roots of (4.6) continuously depend of ε, then all roots of (4.4) have non positive real part. Let λ = iω, ω > 0. Then λ verifies the equation (4.4) if and only if −ω 2 + iωβ 0 e −µ0τ + δy * γ 0 = iωβ 0 e −µ0τ e −iωτ .
Considering the real and imaginary parts, we get the following system: −ω 2 + δy * γ 0 = ωβ 0 e −µ0τ sin(ωτ ), ωβ 0 e −µ0τ = ωβ 0 e −µ0τ cos(ωτ ). 
