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ABSTRACT 
For an m X n matrix polynomial P, h E C is called an eigenvalue if there exists 
0 + x E 63” such that P(X)r = 0. In this case x is an eigenvector of P corresponding 
to the eigenvalue X. The pair (x, X) is called a root of P. Given a set of matrix 
polynomials Pl,P, ,..., P, of sizes m,Xn,m,Xn ,..., m,Xn and a munic nXn 
polynomial Q, a criterion is derived for the existence of a common root of 
these polynomials. This is done by constructing a specific unobservable subspace 
having its dimension equal to the number of common eigenvalues of these polynomials 
counted with their common multiplicities (these notions are related to the lengths of 
the common maximal X-Jordan chains). In the particular case where Q(t) = tl - A, 
the above subspace is spanned by the Jordan chains which are common to 
A,P,,P, ,... ,P,. 
1. INTRODUCTION 
A time invariant dynamic linear system 
i(t) = Ax(t)+ Bu(t) 
y(t) =Cx(t)+Du(t) 
(1.1) 
is called observable if there exists T > 0 such that, knowing the values of 
y(t) for 0 < t < T, the vector x(O) can be recovered. 
It is well known (see [8]) that the system (1.1) is observable if and only if 
(0) = A( A, C) = n;‘hker(CAk) w h ere A is a square matrix of size n. The 
subspace &!( A, C) is called the unobservable subspace of (C, A) (see [8]), 
since, in general, x(O) can be recovered from the output y(t), 0 < t < T, only 
modulo the subspace A( A, C). 
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A certain unobservable subspace is constructed in order to investigate the 
existence of common roots of two (possibly rectangular) matrix polynomials, 
where one of them is manic. It turns out that this subspace is trivial (i.e. is 
(0)) iff the two polynomials in discussion have no common roots. Moreover. 
the dimension of this subspace equals the number of common eigenvalues of 
these polynomials counted with their common multiplicities (the italicized 
notions are defined in Section 4). This result which appears in Section 4 is 
extended in Theorems 4.4 and 4.5 for any finite number of matrix polynomi- 
als, provided that they all operate on the same space (i.e. have the same 
number of columns) and one of them is manic. 
It is worth mentioning that the subspace constructed via these main 
results is also useful for the construction of a greatest right common divisor 
(see [3] and [4]) of the polynomials defining this subspace. 
An interesting special case of Theorem 4.4 is obtained by taking the 
manic polynomial to be linear, i.e. Q(t) = tZ - A. If A is an n X n matrix 
and P,(t) is an mi x n matrix polynomial for i = 1,2,. . . , 2, then the resulting 
unobservable subspace (Theorem 4.2) is the subspace of C n spanned by all 
common &Torah chains of A, P,, Pz,. . . , P,. 
In [3] and [6] related results are derived by looking at the kernel of a 
suitable resultant matrix or (in the case of two polynomials) at the kernel of a 
certain Bemut matrix (see also [4]). 0 ur construction may be used to define 
an “appropriate” Bezout matrix for several polynomials. 
The above discussion is a generalization of the scalar polynomial case 
which appears in Section 2. These results (concerning the existence and the 
number of common roots of several scalar polynomials) are classical. Yet the 
approach in Section 2 gives the basic ideas used later on for matrix polynomi- 
als. They may be of interest in comparison with the classical methods and, 
again, to define a notion of Bezuout matrix for more than two polynomials. 
Section 3 is mainly technical. The definitions and the results there are 
used in Section 4 to get the main results. 
It seems that a similar approach can yield similar results for a finite set of 
matrix polynomials where one of them is comonic (see [3] for definition). 
2. COMMON ROOTS OF SCALAR POLYNOMIALS 
Denote by A( A, B) the unobservable subspace of (B, A), where A and 
B are complex matrices, A a square matrix of size n, and B an m X n matrix. 
d(A, B) is the maximal A-invariant subspace contained in ker( B). This 
subspace is characterized by 
JH(A, B) = fi ker(BAk) = nfilker(BAk) 
k=O k=l 
(2.1) 
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Clearly, if A and B commute, then &(A, B) = ker( B). 
M(A, B) can be represented as the kernel of one matrix, e.g. 
n-1 
K = C (BAk)*~~k or L= 
k=l 
. 
The following result will be used later on: 
THEOREM 2.1. A( A, B) # (0) if and only if there is an eigenvector of 
A in ker(B). 
A more detailed discussion of the above can be found in [7]. 
Let p (t ) = c; +a kt k be a complex polynomial, let A be a square matrix, 
and assume that A has an eigenvector in the subspace ker( p (A)). Let x be 
this eigenvector and X the corresponding eigenvalue; then Ax = Xx implies 
p(A)x = p(X)r, and since x E ker(p(A)), we have p(X)x =0 and thus 
p(X) = 0. 
On the other hand, suppose A has an eigenvalue X which is also a root of 
p. Then any eigenvector x corresponding to X again satisfies p( A)x = p (X)x, 
and, since X is a root of p, p(A)x = 0. 
This shows that the matrix A has an eigenvalue which is a root of p if 
and only if A has an eigenvector in ker( p( A)). Using Theorem 2.1, this 
happens if and only if M(A, p(A)) # (0); but A and p(A) commute, so 
JZ( A, p(A)) = ker( p( A)). And the following is proved: 
THEOREM 2.2. A has an eigenvalue which is a root of the polynomial p 
if and only if p(A) is a singular matrix. 
Furthermore, the same arguments yield: 
THEOREM 2.3. A given matrix A has an eigenvalue which is a common 
root of the polynomials p,, p,, . . . , p, if and only if 
I01 + k91kerbk(A))a (2.2) 
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Note that this intersection is the kernel of the matrix 
PM 
P,(A) II . . P,(A) (2.3) 
A polynomial q of the form q(t) = t’ +C;l#ktk is called manic. For a 
polynomial of this form, a companion matrix is defined by 
0 1 
0 1 
co = .. I. 0’ (2.4) -b, -b, ... -b,+, -it-, 
The companion matrix C, of q has the following properties: 
(1) If x is an eigenvector of C,, then x is a scalar multiple of 
[l x x2 ... X- ‘1 t where X is a root of q. 
(2) X isarootof qofmultiplicitym ifandonlyif x,,,rl,...,rm-i isa 
Jordan chain of C, corresponding to X, where 
Xk = Lu’k’(h), 
k! 
k=0,1,2 ,..., m-l, (2.5) 
and 
1 
t 
u(t) = t2 . 
t’-l 
Now let q be a manic polynomial. Then, using C, as the matrix A in 
Theorem 1.3, one gets: 
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THEOREM 2.4. The polynomials q, p,, p2,..., pl (4 k mnic) have a 
common root if and only if 
Let us check the subspace ker( p( A)). Being an invariant subspace of A, 
it is spanned by Jordan chains of A, which are contained in ker( p( A)). Let 
x0,x r, . . . , xp be a Jordan chain in ker( p( A)) corresponding to X. Then 
Ax~=XX~+X~-~, j=o,l,...,p (x-1=0). 
This implies 
A”xi = xi, 
A ~j = XXj + Xi-1’ 
A%j = A2Xj +2hXj-l+ “j-2, 
where x, = 0 whenever n < 0. Multiplying each equation by the correspond- 
ing coefficient of p and summing, we get 
j=O,l , . . . , p, where s = deg( p) and again the x ‘s with a negative index are 
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zero. Since p(A)xj=Ofor j=O,l,..., CL, 
p(A>xo = P(+O =O - p(X>=O, 
I++,= P(+, + P’(+o =O =$ p’(X) =o, 
(2.8) 
P(+, = 0 - p”‘(X) = 0. 
Therefore X is a root of p of multiplicity p + 1 at least and (2.7) can be 
rewritten as 
(2.9) 
Using the above, we get: 
THEOREM 2.5. The dimension of ker( p(C,)) equals the number of 
common roots of the polynomials p and q, counting the cammn roots with 
their common multiplicities. 
Proof. As was mentioned above, the subspace .M = ker(p( C,)) is a 
C,-invariant subspace, which is thus spanned by Jordan chains of C,. Let 
x0, x 1,“‘, x, be a Jordan chain in M which corresponds to the eigenvalue X. 
Taking linear combinations of this chain, if necessary, we find that .M 
contains a X-Jordan chain of the form (2.5), implying that X is a root of q 
multiplicity p + 1 at least. From (2.8) we see, taking A to be C,, that 
p(X)=p’(X)= **- = p(‘)(X) = 0, showing that X is a root of p of multiplic- 
ity 1~ + 1 at least. We conclude that X is a common root of p and o with 
common multiplicity n + 1 at least. Now if the common multiplicity of A is 
v + 1, the vectors x0, x1 ,..., x, defined by (2.5) form a h-Jordan chain of C,, 
and inserting them in the equations (2.8) for A = Cq and p = v, we see that 
XkEA=ker(p(C,)) for k=O,l,..., v. This shows that the length of the 
maximal A-Jordan chain of C, in .M is exactly the common multiplicity of X. 
Now the companion matrices of the form C, have in their Jordan basis only 
one X-Jordan chain for each eigenvalue. Therefore, dim( &) is the sum of the 
lengths of the maximal &Jordan chains contained in ./I, summed over the 
various common roots. n 
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Results of the above nature are well known, using the Bezoutian B( p, 9) 
or the resultant R( p, 9) of the polynomials (see [4] for references). In [l] 
Barnett shows that B( p, 9) = Sp(C,), where S is invertible; thus 
ker(B(p,q)) =ker(p(C,)) =J. 
Looking at several polynomials pl, p,, . . . , pl, the subspace 
%J=r(PdCJ) is again C,-invariant, and using the arguments of the last 
proof, it follows that: 
THEOREM 2.6. Let 
N= /l ker(p,(C,)) =ker 
k=l 
. 
Then N # (0) if and only if there is a common root of the polynomials 
93 P,, P,, *. . > pl and dim( .N) is the number of common roots of these 
polynomials counted with their common multiplicities. 
We conclude this section with the following construction. 
Let (9, p,,p,,..., pI} be a given set of polynomials, and suppose that 9 
is manic with degree deg(9) > deg(p,) for k = 1,2,. . . , 1. Looking at the 
common roots of these polynomials, we can assume that deg( 9) > deg( pk) 
for k = 1 2 , , . . . , 1. Since we can replace any polynomial pi by cj = pi - ajq 
where aj is the coefficient of t’ in pi and r = deg(9). The systems 
90) = 0, P&q =o,..., P,(V = 0 (2.10) 
and 
90) = 0, f?,(X) =o,..., im) = 0 (2.11) 
are equivalent in the sense that they have exactly the same set of solutions. 
Assuming now that 9 is a manic polynomial of degree r and p,, p,, . . . , p, 
are polynomials with degrees less than r, we construct a matrix ff of size 
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1 x r having in its row the coefficients of the polynomials p,, p,, , . . , p, i.e. 
c nijtj-l=p,(t), i=1,2 )...) 1. 
j=l 
If C, has an eigenvector in ker(II), then there exists a complex number X 
such that 
C,x=hx and IIx=O, where x = [ I x ~2 . . . jj-11 t. 
But 
c,x = Ax ==a q(X)=0 
and 
P,(h) 
nx= P&v Id . . P,(h) 
Hence, C, have an eigenvector in ker(II) if and only if 
9(X)=p,(X)=p,(X)=*.. =p#)=o. 
THEOREM 2.7. Under the above assumptiuns regarding the degrees of the 
polynomials, A(C,, II) # (0) if and only if 9, p,, p,,. . . , pl have a common 
root. 
Moreover, dim(&(C,, II)) = number of common roots of those polynomi- 
als. 
Proof. A? = A(C,, II) is C,-invariant and therefore is spanned by 
Jordan chains C, of the form (2.5). Let x,,, x1,.. ., xP be such a A-Jordan 
chain. Then 
P’l”‘O) 
l 
nx,=kr . *I :PikW =. Pi”‘O) I > k=0,1,2 )..., p; (2.12) 
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thus X is a common root of multiplicity p + 1 at least. On the other hand, 
given the common multiplicity of A, a Jordan chain constructed by (2.5) of 
this length is contained in .M [as can be seen from (2.12)]. The proof is 
finished using the arguments concluding the previous proof. 
REMARK 2.1 Notice that by the last theorem and Theorem 2.6, 
I 
.L(IT,C,) =ker 
\ 
n 
“C, 
r&-l 1; = ker P&J P&J i I P&J 
thus there exists an invertible matrix S of size rl such that 
P&J I 1: = s P&) P&J 
n 
(2.13) 
(2.14) 
As a matter of fact, (2.14) can be established directly, thus giving an 
additional proof of Theorem 2.7. 
To determine S in (2.14) observe first that the ith row of II is the 
first row of pi(Cq), i = 1,2,. . . , 2. Now note that the first row of p( C,)C,“, 
where p is any polynomial and k=O,l,...,r-1, is the k+lth row of 
p(C,). We use the symbol ek for the unit row vector of length r: ek = 
[O 0 ..- 0 10 *a. 01, where the 1 is placed in the kth position. Then the 
previous statement means 
w(C,)C,k =ek+,~(CqL k=O,l,..., r-l. (2.15) 
This holds because Cq and p( C,) commute; thus 
elp(Cq)C,k = e&+(Ccl) = ek+lp(Cq)y k=O,l,..., r-l. 
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The ith row of llC,k is 
for i = 1 2 3 >..a, I and k=O,l,..., r-1. 
We have seen that every row of 
n 
nc, K= : 
I. lK,-l 
is a row of 
L= p&> I. 
I : 
10 PI cq 
hence S can be taken to be a permutation matrix. The permutation u applied 
by S on the rows of L is defined by 
e((p-l)r+v) = (v-1)1+/&, 
where p = 1,2,. . . , 1 and u = 1,2,. . . , r. 
3. MATRIX POLYNOMIALS 
Let P be the polynomial P(t)=C;.OAktk, where A,,A,,...,A, are 
m x n complex matrices and A, # 0. P is a matrix polynomial of size m X n 
and degree r. If the coefficient matrices are square and A, = I, then P is said 
to be monk. 
A root of P is a pair (r, X), 0 # x EC”, A E C, satisfying P(A)x = 0. For 
a root (x, X) of P, X is called an eigenvalue of P, and x is a corresponding 
eigenvector. With each eigenvalue X of P there is an associated X-Jordan 
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chuin x0,x1,..., x, of Zength v+l provided x,#Oand 
i L(*)(h)xj-k = 0, j=O,l ,.-a, v. 
k=l k! 
(3.1) 
[Clearly, j = 0 implies that (x,, A) is a root of P.] The novelty of these 
definitions lies in the fact that they apply to rectangular matrix polynomials. 
LEMMA 3.1. Let F and G be two matrix polynomials having sizes for 
which the polynomial FG exists. And let yO, y,, . . . , y, be vectors in the space 
on which G operates. Then 
j=O,l ,*a., v (3.2) 
Proof. We have 
‘k’yj-k= f: f 
k=O * 
,;: ( :)F(i)jt)G(~-i)ir)]yj-~ 
t-o 
Now let I= k - i and we get 
j 1 
kg0 z [w)G(t)l (k)~j-k= j~o~Fii’(t)~~~$Gt”(t)Yj-i-~. n 
The following lemma is an immediate consequence of (3.2). 
LEMMA 3.2. Let F and G be as in the preceding lemma. Then: 
(1) If x(),x1,..., xP is a X-Jordan chain of G, then it is also a X-Jordan 
chain of FG. 
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(2) zfY,+.~~~ y, is a A-Jordan chain of FG and G(h) y0 # 0, then the 
vectors xj =C~=o(l/k!)G(k)(X)yj_k, j = O,l,..., v, fm a A-Jordan chain 
ofF. 
Let Q be the monk polynomial of size n, Q(t) = Zt’ + C;$Bktk. The 
companion matrix of Q is the nr x nr matrix 
I 
0 I 
0 0 z 
co= f . * . . * 
0 0 I 
-B, -B, ... -B,-, -B,-, I- 
Using the last lemma, one can deduce the following correspondence 
between Jordan chains of the manic polynomial Q and the Jordan chains 
of CQ. 
LEMMA 3.3. Let xg,xl ,...) x, be a A-Jordan chain of the manic poly- 
nomial Q of degree r. Then zoo, i,, . . , , f, is a A-Jordan chain of Co, where 
zj= i LJc’r(A)Xj~~, 
k=o k! 
j=O,l,..., v, 
and U is the polynomial 
(I = I,, and n is the size of Q). 
(3.3) 
Proof. Denote by L the polynomial 
L(t)=&Cp 
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(I” = I,, is the r-direct sum of I). Then 
and this polynomial has the same Jordan chains as Q. Therefore, given a 
A-Jordan chain of Q, x0, x1,. . . , x,, it is a A-Jordan chain of LU, and by 
Lemma 3.2 produces a A-Jordan chain of L, which is a A-Jordan chain of Co. 
n 
The correspondence holds also in the other direction, namely. 
LEMMA 3.4. Let Q, CQ, and U be as in the previous lemma, and assume 
that 5$, z I,. . . , 2” is a A-lordan chain of CQ. Then x,,, x 1, . . . , x n defined by 
x j = E2,, where E is the n X nr matrix 
E=[Z 0 .-- 01, 
is a A-Jordan chain of Q, and 3i.,, i$. . . , 5, can be reproduced jknn 
Xl, x 2,. . ., x, by (3.3). 
Proof. Writing z0 in the form 
Yo _ Yl z,= . I. I i&-l 
where yi E Q= “, i = 0, 1, . . . , r - 1, then Co”o = AZ0 implies 
Yl= XY,, yg=hy,,..., yr-1= h-2, 
i.e., Jo;, = U(X)y, and 
r-l 
o=Xy,-,+ c fh~k=Q(X)~o> 
k=O 
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i.e., (ya, A) is a root of Q and y, = Eii,, = x0. The lemma has been proved for 
the first vector. Now suppose that the lemma holds for ?,,, zr,. . . , zk and the 
corresponding x0, x1,. . . , xk, k < v. Writing again zk+l in the form 
we get cPfk+r= Xzk+r + gk= X?k+r +C~,o(l/i!)U”‘(A)x,-i, and compo- 
nentwise, 
(3.4) 
Then it easily follows that 
zj+l=xjzo + i +(Aj)ci’x,+l-iP j=O,l ,.,.,r - 2. (3.5) 
i=O” 
Since z. = EZk+ 1 = xk+ I, 
gf,‘(l/i!)U(“(A)x 
this and (3.5) mean that we have zk+r = 
k+ r _ i. The proof is completed by showing that 
x0,x r ,..., xk, xk+r is a A-Jordan chain of Q. 
Keepingthenotation L(t)=tZ-C,,thenforj=O,l,...,k, 
and since ~o,31,...,~k+1 satisfy (3.3) we get by (3.2) that 
j=O,l ,..a, k. 
(3.6) 
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Now, (3.6) together with L(X)U(X)x,=O means that XO,X1,...,Xk, xk+i is 
a A-Jordan chain of L(A)U(h) and hence of Q. n 
A X-Jordan chain is called muximul if there is no longer X-Jordan chain 
starting with the same eigenvector. 
The last lemma established a one-to-one correspondence between the 
maximal A-Jordan chains of a manic polynomial and the maximal A-Jordan 
chains of its companion matrix. This correspondence preserves the eigenvalue 
and the length associated with the A-Jordan chain. 
COROLLARY 3.1. Let Q be an n x n manic polynomial of degree T, and 
let A be an nr X nr matrix. Zf there exists a Jordan basis for A such that every 
maximal X-Jordan chain of A corresponds to a maximal AJordan chain of Q 
with the same length and the same eigenvalue, then A is similar to Co. 
REMAFUC 3.1. The correspondence established by the last two lemmas 
between the Jordan chains of a manic polynomial and the Jordan chains of its 
companion matrix is actually the correspondence between X and 
X 
Xl Li . ’ Xl’-’ 
which appears in [3]. Here, X is a matrix consisting of columns of one 
X-Jordan chain of the polynomial, and .Z is the corresponding Jordan matrix 
(one Jordan block). 
4. COMMON JORDAN CHAINS OF MATRIX POLYNOMIALS 
The vectors x0,x1,..., x, produce a common X-Jordan chain of the 
matrix polynomials P and Q if they consist of a X-Jordan chain of both with 
the same corresponding eigenvalue A. 
Let P be the m X n matrix polynomial Z’(t) = CkcoAktk, and let A be 
an n x n matrix. We denote by P(A) the m X n matrix P(A) =C;,,AkAk. 
THEOREM 4.1. Let P and A be as above. The polynomial P and the 
matrix A have a common eigenvector corresponding to the same eigenvalue if 
and only if A( A, P(A)) f (0). 
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Proof. Suppose that there exists a pair (x, A) such that x + 0, Ax = Xx, 
and P(A)x = 0. Then P(A)x = P(A)x = 0, i.e., x is an eigenvector of A 
which lies in ker(P(A)). Therefore x E &(A, P(A)). On the other hand, if 
A= &(A, P(A)) # {0}, then .M is a nontrivial A-invariant subspace, hence 
containing an eigenvector of A. Let x be that eigenvector, and h the 
corresponding eigenvalue. Then Ax = XX implies P( A)r = P( X )x, but 
P(A)x = 0 [X E kerP(A)], thus P(A)x = 0, i.e., (x, X) is a root of P. n 
Looking at the subspace .M = A( A, P(A)), further information is gained. 
M is A-invariant, and is therefore spanned by Jordan chains of A. Let 
x0, x 1,“‘, x,, be a X-Jordan chain of A contained in & c ker( P( A)). Using 
the argumentation that precedes Theorem 2.5, we get result (2.7) for the 
matrix polynomial P, namely, 
O=P(A)ri=P(h)rj+P’(h)xj_,+~P”(h)*i_,+~P””j-~~. (4.1) 
where j=O,l,..., p and X, = 0 if n is negative. But (4.1) is exactly the 
definition (3.1) of a X-Jordan chain of P having length p + 1, since (4.1) can 
berewrittenasO=P(A)xj=Ci,O(l/k!)P(k)(X)rj_, for j=O,l,...,p. We 
have proved: 
PROPOSITION 4.1. Any Mndan chain of A contained in &(A, P(A)) 
is a A-lordan chain of P. 
REMARK 4.1. The definition of a A-Jordan chain of a matrix polynomial 
does not involve any kind of linear independence. As a matter of fact, the 
elements of the chain (excepting the first) might even be zero vectors. In the 
case of the last theorem, since the chains under discussion are common to the 
polynomial P and the matrix A, they consist of independent vectors. 
REMARK 4.2. The converse of Proposition 4.1 is also true. Namely, any 
common X-Jordan chain of P and A is contained in the subspace 
&(A, P(A)). This follows from the fact that by (4.1), the vectors of such a 
chain are in ker( P( A)), and clearly, they span an A-invariant subspace. 
The last results are easily extended to several polynomials. 
THEOREM 4.2. LetAbeannXnmutrix,andletP,,P,,...,P, bemutrix 
polyrwmiak of sizes m, X n, m2 X n, . . . , m, X n, respectively. Denote x = 
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n:= &( A, Pk( A)). Then: 
(1) JV # (0) if and only if there exists a pair (x, X) which is a common 
root of P,, Pp.. .) P, and satisfws Ax = Xx. 
(2) The subs-pace N is spanned by common Jordan chains of A and 
P,, P2, *. . , P, corresponding to the same eigenvalues. And every common 
Jordan chain of this type is contained in A”. 
REMARK 4.3. Generally P(A) is not a square matrix, and even in the 
square case P(A) and A do not have to commute. Therefore, A, = 
A( A, Pk. A)) = ker( Lk), where 
k = 1,2,..., 1; 
Pk(A)A”-1 1 
thus 
N= f’j A,= ker 
k=l 
To get a result similar to Theorem 2.4 we have to introduce the following 
construction: k&t P be the m X n matrix polynomial P(t) =pkzoAktk. 
Denote by P( t ) the polynomial 
P(t) = i A,tk, 
k-0 
(4.2) 
where A, is the m X nr matrix 
Ak=[Ak 0 ... 0] for k=O,l,..., s. (4.3) 
Now the first theorem of the this section can be applied to the polynomial P 
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and the matrix Co, resulting in: 
THEOREM 4.3. Let Q be a manic polynomial of size n and degree r, and 
let P be-an m X n polynomial. P and Q have common roots if and only if 
4cp WQ)) + (0). 
Proof. By Theorem 4.1, M(C9, a((+)) f (0) is equivalent to the ex- 
istence of a pair ( y, A) such that 
CQY = XY, P(X)y=O, and y#O. (4.4) 
But Cpy = hy if and only if y’= [x” Xx” ... x’-IX”], where Q(A)x = 0 
(clearly y # 0 implies x # 0), and 
F(X) y = P(X)% 
Hence (4.4) is equivalent to Q(X)x = 0, P(A)x = 0, and x # 0. n 
From the last theorem and the first part of Theorem 4.2, we get: 
PROPOSITION 4.2. Let P,, Pz, . . . , P, and Q be matrix polynomials each 
having n column-s; assume in addition that Q is manic. Then the above 
polynomials have a common root if and only if 
In order to get a result like the second part of Theorem 4.2, we first prove 
the following lemma using the notation of the preceding section, and 
especially the connection between the A-Jordan chains 5$, I,,. . . , ly and 
x0, x i, . . . , rV described in Lemmas 3.3 and 3.4. 
LEMMA 4.1. If ZOO’ i,, . . . , 
JW,, p(c,,,, then x0, xl,. . . , 
Zy is a A-Jordan chain of Co contained in 
x, is a A-Jordan chain of both P and Q. 
Proof. By Lemma 3.4, x0, xi ,..., x, is a A-Jordan chain of Q. Now 
using the fact that i,, ii,. . . , 33, is a A-Jordan chain of P (Proposition 4.1) we 
get 
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From (3.2) and (4.5) we get 
which means that 
P( A)U( A). But 
x0, x r, . . . , x y is a X-Jordan chain of the polynomial 
ii(X)U(X) =P(X), 
and the X-Jordan chains of this polynomial are exactly those of P. n 
Thus, having the Jordan chains of Co spanning M(Co, &Co), we take 
the first n components of each vector (n is the size of Q) and get Jordan 
chains of both P and Q. On the other hand, if x0, x1,. . . , xP is a common 
X-Jordan chain of P and Q, then by Lemma 3.3, Z,,, j?r,. . . , ZP is a X-Jordan 
chain of Co, and by (4.5) and (4.6) also of p. 
A X-Jordan set of a given matrix polynomial is defined to be a set of 
X-Jordan chains of this polynomial, corresponding to the same eigenvalue X, 
such that its keigenvectors (the leading vectors in each chain) consist of a 
linearly independent set. 
The length of a X-Jordan set is the sum of the lengths of its X-Jordan 
chains. 
For a general matrix polynomial there might be an infinite X-Jordan 
chain, and therefore the length of a X-Jordan set can be infinity. When the 
polynomial in discussion is monk, the length of every X-Jordan set of it is 
bounded by the product of its size and its degree (see also [3]). 
An extension of a X-Jordan set is another A-Jordan set consisting of the 
same X-Jordan chains or possibly extension of them, and possibly some 
additional X-Jordan chains. 
A A-Jordan set is called maximal if there is no proper extension of it and 
there is no other X-Jordan set having greater length. A maximal A-Jordan set 
is called in [3] a canonical set of Jordan chains. 
Whenever the X-Jordan sets are of bounded length, the maximality of a 
set is characterized by the maximality of its length. 
A complex number X, is a common eigenualue of several given matrix 
polynomials if there exists a nonzero vector x such that (x, h,) is a common 
root of these polynomials. Observe that in this case, these polynomials have in 
common a X,-Jordan chain of length one, at least. 
Let A, be a common eigenvalue of some given polynomials, as above. The 
common multiplicity of X, with respect to these polynomials is the length of 
a maximal common X,-Jordan set of them, 
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Using these notations and the preceding lemma, the following can be 
stated: 
THEOREM 4.4. dim M(Co, p( 0,)) is exactly the sum of the common 
multiplicities of all common eigenvalm of P and Q. Moreover, if 
p,, pp..., P,, and Q are as stated in Proposition 4.2, then the sum of the 
common multiplicities of all common eigenvalues of Q, P,, Pz, . . . , P, equals 
A result like Theorem 2.7 is obtained via the following lemma. 
LEMMA 4.2. Let P and Q be two matrix polynomials having the same 
numb-m of columns, and let R be a third polynomial of appropriute size such 
that P(t) = P(t)+ R(t)Q(t) is meaningful. Then a chain x0, x1,. . . , x, is a 
X-Jordan chain of P and Q if and only if it is a A-Jordan chain of? and Q. 
Proof. Being a &Jordan chain of P a?d Q, by Lemma 3.2, the chain is 
also a Jordan chain of RQ and hencf of P = P + RQ. On the other hand, if 
x is a X-Jordan chain of P and Q, then again it is a Jordan chain 
:;‘;&nd &us of P = ? - RQ. n 
Now let P,, P,,..., P, be matrix polynomials of sizes ml x n, m2 x 
n ,.a’, ml X n respectively, and let Q be a manic polynomial of size n. 
Concerning the common Jordan sets of these polynomials we may assume, 
without loss of generality, that the degree of Q, say r, is greater than the 
degrees of the other-polynomials. For, by the previous lemma, if Pj is of 
degree s 2 r, then P,(t) = P,(t) - t”-‘III;,Q(t) and Q(t) have the same 
common Jordan sets as P. and 
provided IIgS is the toe f/i* 
Q. Also, fj has a lower degree than Pi 
crent matrix of tS in the polynomial Pj. This 
process can go on, if necessary, until the resulting polynomial replacing Pi is 
of degree less than r. Thus, if the starting set of polynomials has some 
elements in it with too high degree, it can be easily replaced by a set of 
polynomials having degrees smaller than r, without any effect on the com- 
mon Jordan chains. 
We assume now the deg( Pi) < r for j = 1,2,. . . ,I, and we construct the 
block matrix II of size (Zf = Imi) x nr with blocks II, . of size m, x n for 
i=1,2,..., 1 and j=1,2,..., r. Here, f’Iij are the toe ifi- crents of the poly- 
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nomials P,, P2,..., P1: 
p,(t) = C nijtj-l, i=1,2 2. >**-> 
j=l 
Using the above notation, we deduce: 
THEOREM 4.5. The dimension of .M(C,, II) is the sum of the commn 
multiplicities of common eigenvalues of P,, Pz, . . . , P,, and Q. 
Proof. Let Z,, Z1 ,..., 
a( Cp, II). Then 
Z, be a A-Jordan chain of Co contained in A = 
xj=Proj(Zj), j=O,l,..., V, 
is a A-Jordan chain of Q, where Proj means taking the first n components of 
the nr-vector (n being the size of Q). 
Since fj E A, IIZj = 0 for j = 6,1,. .., v. But 
zj= i L(k’(h)rivk, 
k=O k! 
j=O,l >...> V, 
and also, 
Pj”‘( A) 
Pz’“‘( A) 
rwk’(h) = . I.1 . P/“;(X) 
Thus, for j = 0, 1,. . . , v. 
xj-k, (4.7) 
and, by (4.7), x1,x2 ,..., xv is a common A-Jordan chain of P,, Pz, . . . , P,. 
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On the other hand, given a common X-Jordan chain of Q, Pi, Pz,. . . , P,, 
say x0, xi, . . . , x,, the chain Za, Zr, . . . , f, generated by (3.3) is a X-Jordan 
chain of CP, which, by (4.7), is contained in ker(II) and therefore in A. 
Again the l-l correspondence between a Co-Jordan basis of &Z and 
maximal common h-Jordan sets of Q, I’,, Pz, . . . , P, is established. m 
REMARK 4.4. In the case where the polynomials P,, Pz,. . . , P, satisfy 
deg(Pi) < deg(Q), i = 1,2 ,..., 1, the subspace A = .&[Co, II) introduced in 
the last theorem is equal to the subspace fl:=,.YZ(Co, P,(C,)). This suggests 
a relationship between the matrices 
where for k = 1,2,. . . ,I 
L,= 
‘k(‘Q) 
h(CQFQ . 
Here, as in the scalar case discussed in Remark 2.1, K and L are of the same 
size. K is of size mnr Xnr, where m=m,+m,+ ..- +m, (mk is the 
number of rows in Pk for k = 1,2,. . . , I). The size of L, is the mp X nr, 
k = 1,2,..., k; hence L is an mnr X nr matrix too. 
Looking at pk(Co), we observe that 
&(CQ) = [Ilk1 0 . . * o] + [rII,, 0 . *. o]cg+ . . * + [lx,, 0 *. . o]c;-’ 
So pk(C ) is the block row of the coefficients of the polynomial Pk, namely 
thekthb k oc row of II. Again the conclusion is that L is a row permutation 
of K. 
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REMARK 4.5. The subspace .M = n~,,A(Co, p,(Co)) generated by the 
maximal common A-Jordan sets of Q, Pi, I’s,. . . , P, can be a helpful tool in 
constructing “the” greatest common right divisor of these polynomials. For a 
relevant discussion see [3], [4], and [6]. 
REMARK 4.6. Let P be an m X n matrix polynomial, and let Q be a 
manic polynomial of size n and degree r. Instead of constructing P as in the 
discussion preceding Theorem 4.3, we define now the polynomial @, the 
rdirect sum of P, i.e. 
Using this notation, $(C,), is the correct generalization of the scalar case, 
since p( C,) is exactly fi( C,), where p Fd q are scalar polynomials, and q is 
manic. It turns out easily that .M(C,, P(C,)) = M(C,, F(Cp)). 
Usually, the above remark is of 20 use from the computational point of 
view, since P(C,) is larger than P(C,).- We conclude by discussing the 
“commutative” case, where the use of P is advantageous. This will also 
clarify the connection between the matrix and the scalar case. 
PROPOSITION 4.3. Let P(t) = CgkEoAktk be an m X n polynomial, and 
kt Q(t) = CixoBktk be a m&c polynomial of size n. If there exist m X m 
matrices DO, D,,. . . , Drwl such thatAiBj=DjAi for i=O,l,...,s and j= 
O,l,..., r-l, then 
Jl=.M(C,,~(C,)) =.L(Cp,~(CQ)) = ker(f(Co)). - 
Proof. Denote by fi and ak the matrices 
I 
* . . 1 * . 0 Z -DO -D, ... -Drml : Ak Ak > Ak= 
210 
Then the above assumption implies that 
a,c, = m, for k=O,l,...,s 
andhence@(CQ)CG=fik@(Cg)fork=O,l,....Thus, 
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and 
~I=~foker(fi*?(C,)) xker(F(Cg)). n 
The author is grateful to P. Lancaster for his encouragement and for 
jkitfid discussions. 
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