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Алгоритм распознавания типа источника радиоизлучения 
с использованием радиальных базисных функций
Предложен алгоритм распознавания типа источника радиоизлучения (ИРИ) с усложненной частот­
но-временной структурой. Алгоритм основан на разбиении классов обучающих данных радиотехниче­
ского контроля на подклассы и использовании их для принятия решения о типе ИРИ. Представлен ре­
зультат тестирования на модельных данных.
Нейронная сеть, радиально-симметричная базисная функция, распознавание типа источника 
радиоизлучения
При анализе и обработке данных радиотехни­
ческого контроля (РТК) методы распознавания 
типа источника радиоизлучения (ИРИ) занимают 
одно из центральных мест [1]—[3]. Алгоритмы 
распознавания [1], [2], реализованные в суще­
ствующих средствах РТК, требуют от оператора 
задания ряда параметров, определяющих количе­
ство типов (классов) ИРИ и форму и размер обла­
стей в пространстве признаков, соответствующих 
отдельным классам.
12
На практике операторы, как правило, не имеют 
априорной информации, необходимой для выбора 
этих параметров. Кроме того, простые математи­
ческие модели, лежащие в основе применяемых 
алгоритмов, не позволяют выделять классы с услож­
ненной частотно-временной структурой (ЧВС), 
наиболее адекватно отражающие реальные данные. 
Указанные недостатки часто приводят к неудо­
влетворительным результатам распознавания.
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Как известно [1], для обработки данных РТК 
наиболее адекватен статистический подход. В со­
ответствии с ним предполагается, что выборочное 
пространство данных есть множество реализаций 
случайной величины, плотность распределения 
(ПР) которой неизвестна. Для оценивания неиз­
вестной ПР целесообразно использовать непара­
метрические оценки [3], [4]. Преимущество алго­
ритмов распознавания, основных на таких оцен­
ках, заключается в том, что они не накладывают 
ограничений на размер и форму областей анализи­
руемых классов в пространстве признаков.
В настоящей статье предложен непараметри­
ческий алгоритм распознавания типа ИРИ с 
усложненной ЧВС.
Постановка задачи и метод ее решения. 
Представим излучение на входе станции РТК в 
виде N -мерной выборки
X  = (  X2, ..., xn N
элементы которой связаны с одним из распозна­
ваемых типов ИРИ ( т - символ транспонирова­
ния). Здесь
xn = (xn1, xn2 , •••, xnk, •••, xnK )
представляет собой K-мерный вектор параметров 
n-го импульса сигнала (дескриптора импульса). 
В пространстве признаков xn представляется 
точкой. Положим, что ИРИ может быстро изме­
нять параметры излучения от импульса к импуль­
су и от пачки к пачке в зависимости от решаемой 
задачи. Плотность распределения p (xn|Rm) для
Rm -го типа ИРИ (класса) неизвестна (m = 1, M ).
В этих условиях для оценивания p  (xn ) целе­
сообразно воспользоваться методом Парзена [4]. 
Согласно этому методу оценка плотности имеет вид
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где K  - размер дескриптора импульса; Nm - чис­
ло выборочных точек в классе Rm; h - параметр 
произвольной четной функции (ядра) Ф (xn ),
принимающий положительные значения, являю­
щийся функцией от числа наблюдений N .
В качестве функции ядра можно выбрать 
гауссоиду.
Структурная схема устройства распознавания 
(классификатора), выполненного в виде нейрон­
ной сети и реализующего метод потенциальных 
функций, представлена на рис. 1.
Классификатор состоит из трех слоев нейро­
нов [3], [5].
Слой 0 - входной. Число нейронов слоя 0 равно 
числу параметров дескриптора импульса K .
Выход k-го нейрона слоя 0 yk = xk, k = 1, K . 
Каждый нейрон этого слоя связан своим вы­
ходом yk со входами всех нейронов слоя 1.
Слой 1 (скрытый) составляют радиальные 
нейроны с гауссовской функцией активации
у/ = e
S ( k -wik)
k=1 2a2k
где w/k - весовой коэффициент связи l-го нейрона
(/ = и ) слоя 1 с k-м нейроном слоя 0; ст/k - по­
рог l-го нейрона слоя 1, соединенного с k-м 
нейроном 0-го слоя; L - число нейронов слоя 1. 
Весовые коэффициенты l-го нейрона слоя 1 обо­
значим в виде вектора
W/ = (w/1, w/k , • ,  w/K ),
а его пороги - как вектор
°/ = ( ст/Ь • , CT/k, • , CT/K) .
Нейроны слоя 2 (выходного) выполняют ли­
нейное преобразование (взвешенное суммирова­
ние) вектора состояния скрытого слоя:
L
ym = S  wm/y/, m =1, M ,
/=1
где wm/ - весовой коэффициент связи m-го нейрона 
слоя 2 с /-м нейроном слоя 1; М  - число нейронов 
выходного слоя.
В соответствии с геометрической интерпре­
тацией задачи распознавания классификатор по­
добной структуры делит K-мерное пространство 
признаков на ряд областей (подклассов), каждая 
из которых содержит точки, принадлежащие
Рис. 1
только одному классу ИРИ. Разделяющие области 
полностью определены L радиально-симметрич­
ными функциями Гаусса (L — число областей, на 
которое необходимо разбить пространство при­
знаков, чтобы разделить M  классов). Граница раз­
дела есть гиперсфера, координаты центра которой
Rl ( l=1, L ) хранятся в классификаторе как веса i-ro 
нейрона промежуточного слоя, а радиус гипер­
сферы — как порог этого нейрона.
Таким образом, задача синтеза классифици­
рующего устройства на базе функций Гаусса за­
ключается в определении по некоторому алго­
ритму числа нейронов и их параметров (весов и 
порогов), а также в настройке весов нейронов вы­
ходного слоя. Число нейронов выходного слоя 
равно числу распознаваемых типов ИРИ.
В качестве примера на рис. 2 показано разби­
ение двумерного пространства признаков на об­
ласти, соответствующие классам R1 и R2  (обо­
значены круглыми и крестовыми маркерами со­
ответственно). Как видно из рисунка, 2 класса 
могут быть разделены при покрытии признакового 
пространства окружностями с переменным диа­




Описание алгоритма. Алгоритм (рис. 3) 
можно описать как последовательность шагов.
1. Модификации весов нейронов скрытого 
слоя. Процедура начинается с подачи на нейроны 
слоя ° первого входного вектора Х1 , вычисления 
выходов нейронов °-го слоя и определения перво­
го нейрона слоя 1 с весами, равными компонен­
там вектора Х1 . Этому нейрону присваивается 
метка области, являющейся полем влияния дан­
ного нейрона. Под полем влияния l-го нейрона 
слоя 1 понимаются все точки многомерного про­
странства признаков, входящие в гиперсферу с 
центром wi и радиусом, равным g i.
Рис. 3
Затем на вход сети подается очередной вход­
ной вектор xn и определяется его принадлеж­
ность к ранее образованным областям Rl :
xn е Rl : IIхn — w l|| <||xn — w >|| < I °l| ,
l, j  = 1, 2, ..., J ,  i Фj ,
где J  — число нейронов (областей), образованных 
на n-м шаге алгоритма; |-| — обозначение меры 
близости двух векторов, в качестве которой ис­
пользуется евклидово расстояние. Если данное 
неравенство выполняется, т. е. входной вектор 
попадает в поле влияния одного из нейронов 
скрытого слоя, производится модификация весов 
данного нейрона. В противном случае формируется 
новый нейрон, веса которого равны компонентам 
входного вектора, а метка соответствует новой 
области многомерного пространства признаков.
Уравнение модификации весов нейрона, в поле 
влияния которого попадает входной вектор, имеет вид
/- ч /- ч х j - w j (n )
W j (n +1) = w j (n) + —--- ---- ,
J J N j  +1
где N  j  - число входных векторов, попавших в
поле влияния j -го нейрона.
2. Установка порогов нейронов скрытого 
слоя. Полагаем, что дисперсии элементов вектора 
параметров входного импульса для разных режи­
мов излучения ИРИ различаются незначительно. 
В этом случае пороги нейронов слоя 1 могут быть 
установлены одинаковыми в виде константы
C  =
А
S  ст2, 
k =1
где стk - среднеквадратическое отклонение k-го 
параметра входного импульса.
3. Модификации весов нейронов выходного 
слоя. Полагаем, что известны априорные вероят­
ности распределения подклассов ИРИ. В этом 
случае веса нейронов слоя 2 могут быть опреде­
лены по правилу: i-й нейрон слоя 2 соединяется с 
единичным весом только с нейронами скрытого 
слоя, относящимися к i-му типу ИРИ; со всеми 
остальными нейронами скрытого слоя данный 
нейрон имеет нулевое соединение. Иными словами, 
выходной нейрон просто складывает отклики нейро­
нов скрытого слоя, принадлежащих к i-му типу 
ИРИ. При таком подходе выходное значение класси­
фикатора можно интерпретировать как условную 
по типам ИРИ оценку ПР входных данных.
4. Принятие решения о типе ИРИ. На вход 
классификатора поступает выборка X. По каждо­
му импульсу он предсказывает тип ИРИ. Данное 
решение выражено в виде отклика активного
нейрона выходного слоя ym, m = 1, M . Отклики 
накапливаются по времени в блоке принятия ре­
шений согласно принятым решениям о принад­
лежности к классам (ИРИ).
Блок принятия решений представляет собой 
временную память, состоящую из M  элементов 
(по числу распознаваемых типов ИРИ), с воз­
можностью накапливать выходы классификатора.
При инициализации вектор S решений о ти­
пах ИРИ устанавливается равным нулю. Выходы 
активных нейронов у = ( ,  У2 , • ,  Ум ) класси­
фикатора накапливаются согласно формуле
S = S + у.
Тип ИРИ определяется после обработки по­
следнего импульса группы по формуле
m = argmax\Sm :m = 1, M j.
m
Результаты экспериментальных исследований.
Предложенный алгоритм программно реализован 
в среде MATLAB. Для работы алгоритма необхо­
димо задать значения порогов ст/k.
Для оценки сравнительной эффективности раз­
работанного метода проведено 2 эксперимента по 
распознаванию контрольной выборки из 21 ИРИ с 
усложненной ЧВС, принадлежащих десяти классам 
(типам ИРИ). Первый эксперимент проведен на 
простой модели, описывающей каждый класс в ви­
де области с одним центром, второй - на предло­
женной модели на базе радиальных базисных 
функций. В первом эксперименте получено 20 % 
правильных ответов, во втором - около 70 %.
Рис. 4 иллюстрирует результаты распознава­
ния во втором эксперименте в пространстве трех 
признаков - частота, длительность импульса и 
период их повторения. Излучения, отнесенные к 
каждому типу ИРИ, обозначены маркерами от­
дельного вида.
Результат эксперимента показывает возмож­
ность увеличения качества распознавания с ис­
пользованием описанного алгоритма.
Представленный в настоящей статье алгоритм 
распознавания типа ИРИ с ЧВС не требует апри­
орных знаний относительно параметрической 
структуры радиотехнических сигналов, обес­
печивая при этом высокое качество результатов. 
При проведении распознавания от оператора тре­
буется задать пороги ст/k, а при обнаружении 
сигнала ранее неизвестного ИРИ - присвоить ему 
условный номер класса и подкласса. Использование 
классификатора с радиальными базисными функ­
циями описанной архитектуры наиболее эффек­
тивно в случае, когда предъявляются жесткие 
требования к вероятности ложных классификаций. 
Выполнение этого требования достигается увели­
чением числа подклассов и изменением порогов.
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Source Type Recognition Algorithm of Radio Emission using Radial Basis Functions
Abstract. This paper deals with the radio source type detection algorithm with a complicated time-frequency struc­
ture. The algorithm is based on splitting training data classes into sub-classes, and using them fo r making a decision about 
the type of radio source. Result of testing on simulated data is presented.
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