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. 1. INTRODUCTION 
Let u
1
,u2 , ••• be a sequence of independent uniform (0,1) random 
variables. For n=1,2, •.. , u1 < u2 < ••• < U denote the ordered :n - :n - - n:n 
u1 ,u2 , ..• ,Un. Let u0 =O and U 1 =1. Uniform spacings are defined :n n+ :n 
by 
(1. 1) D. = U. - U. l , Jn J:U J- :n j=1,2, ••• ,n+1. 
Let g:(0,00)+:JR be a fixed nonlinear measurable function and define 
statistics T by 
n 
( 1 • 2) T 
n 
n+1 
= E g((n+1)D. ), 
j =1 Jn 
n=1,2, .••• 
Statistics of this form can be used for testing uniformity. 
There has been considerable interest into the asymptotic 
distribution theory for statistics of type (1.2). An excellent 
survey of first order limit theory for statistics of the form 
(1.2) was given by Pyke (1972). We also refer to the paper of 
Koziol (1980). According to Pyke (1972) a study of the rate of 
convergence for sums of functions of uniform spacings is of interest. 
We will use the following well-known characterization, which 
has been applied by Le Cam (1958) in order to prove first order 
limit theorems. Let Y.,j=1,2, ••. be independent exponential random 
J 
variables with expectation 1. Let, for n=1,2, .•• , 
n+1 
(1. 3) w = E g(Y.) 
n j =1 J 
and 
,. 
n+1 
( 1.4) s = E (Y.-1), 
n j =1 J 
2 
then 
(1.5) L(T) = L(W Js =O), 
n n n 
i.e. T has the same distribution as a sum of independent random 
n 
variables given another sum of independent random variables. 
With the aid of (1.5) Does and Klaassen (1983, 1984) proved 
Berry-Esse~n bounds of the order n-½ for the normal approximation 
for statistics based on uniform spacings under natural moment 
assumptions. In Does and Helmers (1982) Edgeworth expansions were 
established for statistics of the form (1.2) under a natural moment 
assumption and an integrability condition. In the present paper it 
is shown that the latter integrability condition can be replaced 
by a much weaker and more natural Cramer type condition. This 
condition holds under an easily verifiable and mild assumption on 
the function g. 
2. AN EDGEWORTH EXPANSION 
Let Y be an exponential random variable with expectation 1 
and let g be a fixed real-valued measurable function defined on 
JR+. Introduce, whenever well-defined, a function g by 
(2. 1) y > o, 
where 
(2.2) µ = Eg(Y) , cr2 = Var g (Y) 
and 
,. 
(2. 3) T = Cov(g(Y),Y). 
Note that cr2 > T 2 iff g is nonlinear. 
We shall establish an asymptotic expansion with uniform 
remainder o(n- 1) for the distribution function 
(2.4) ( 
2 2 -½ \ Fn(x) = P (n(cr -T )) (Tn-(n+1)µ) < x}' 
Let p denote the characteristic function of (Y-1,g(Y)), i.e. 
(2.5) p(s,t) = Eeis(Y-1)+itg(Y), 2 (s,t)EJR . 
xE1R. 
Let~ and~ denote the distribution function and density of the 
standard normal distribution and let 11- II denote the Euclidian norm 
in JR.2 , i.e. II (s,t) II = (s 2+t2)½, for (s,t)EJR.2 . 
THEOREM 2. 1. Let g: [O ,00)-+JR be a measurable function and let F 
n 
be as in (2.4) (cf. (1.2), (2.2) and (2.3)). If the assumptions 
(2.6) 
and 
(2. 7) lim sup IP(s,t)I < 1 
11 <s, t) 11-+oo 
are satisfied, then 
(2.8) limn sup IF (x) - F (x)I = 0, 
n-+oo xEJR n n 
where 
3 
4 
F (x) 
·n 
I -½ 1 2 
= ¢(x) - ¢(x) ln (6 K3 (x -1) + a) 
(2. 9) -1 1 3 1 2 5 3 + n (24 K4 (x -3x) + 72 K3 (x -10x +15x) 
1 1 3 } + 8 (-4aK3+b)x + 6 aK3x) 
with 
(2.10) 
a = -½Eg(Y) (Y-1) 2 , 
The assumptions of Theorem 2.1 seem to be natural ones. Condition 
(2.6) is obviously necessary for the expansion (2.9) to be well-defined. 
In Remark 3.1 it is indicated that condition (2.7) is an appropriate 
version of Cramer's condition for this case. 
Does and Helmers (1982) use the integrability condition 
00 00 
(2. 11) J J jp(s,t)jPds dt < oo, for some p > 1, 
-oo -oo 
instead of (2. 7) to validate the expansion (2. 9). An assumption 
equivalent to (2.11) is that there exists an integer k _such that 
the k-th convolution of (Y-1, g(Y)) has a bounded density (cf. 
Bhattacharya and Rao (1976), Theorem 19.1). According to the Riemann-
Lebesgue lemma (cf. Theorem 4.1 in Bhattacharya and Rao (1976)) this 
implies that jp(s,t)lk + 0 as ll(s,t)JI + 00 , which is much stronger than 
(2.7). Integrability conditions like (2.11) are commonly encountered 
in problems of establishing asymptotic expansions for conditional 
distributions (see e.g. Michel (1979)). 
if we standardize the statistic T (cf. (1.2)) exactly then it 
n 
should be possible to verify that under the assumptions of Theorem 
2 .. 1 relation (2.8) holds, with F replaced by the distribution function 
n 
of (T -ET )(VarT )-½ and F by the right-hand side of (2.9) with a=b=O. 
n n n n 
One may prove this by a refinement of Lemma 3.4 from Does and Klaassen 
(1984). 
We note that, although we have proved our results for a fixed 
function git seems to be possible to generalize Theorem 2.1 to functions 
g. ; i.e. functions depending on the j-th spacing and sample size n. 
JU 
A Berry-Esseen theorem for this more general case was proved in Does and 
Klaassen (1983). 
If g is linear then T is degenerate and condition (2.7) can not 
n 
hold. A sufficient condition for (2.7) is given in our second theorem. 
5 
THEOREM 2.2. Let g:[O ,00)+:IR be a measurable function and Zet (c,d) c: (0,00 ) 
be a bounded open interval on which g is absolutely continuous with a 
bounded and almost everywhere continuous derivative g'. If g' is not 
essentially constant on (c,d) then (2.7) holds. 
In Section 3 of Pyke (1965) some examples of functions g are 
r 2 given. These functions are related to f 1(x)=x, r > 0, r T- 1, f 2 (x)=(x-1), 
f 3(x)=lx-1 I, f 4 (x)=logx and f 5 (x)=x-
1
. Except for the function f 5 , which 
does not satisfy (2.6) and moreover yields a nonnormal limit distribution, 
all these functions are clearly included in Theorem 2.2. 
In Does, Helmers and Klaassen (1984) it is shown that for the 
well-known Greenwood statistic (f 1 with r=2 or f 2) a related Cornish-
Fisher expansion provides a reasonable approximation to the percentage 
points. 
3. PROOF OF THEOREM 2.1 
The proof of Theorem 2.1 depends heavily on the techniques of Does 
.and Klaassen (1984) and the computations in Does and Helmers (1982). 
Without loss of generality we may replace g by g (cf. (2.1)), because 
this does nog affect F and the assumptions of the theorem. In other words 
2n 
we assume that µ=O, cr =1 and T=O (cf. (2.2) and (2.3)). Let \i denote the 
characteristic function of n-½T ; i.e. 
n 
6 
00 
(3.1) xn(t) = I eitxdFn(x), 
-oo 
with F as in (2.4). By Esseen's smoothing lemma (see e.g. Feller (1971), 
n 
Lemma XVI 3.2) it suffices to prove that 
(3.2) I 
ltl~nlogn 
where X is the Fourier-Stieltjes transform of F (cf. (2.9)); i.e. 
n n 
(3.3) 
Since 
00 
-00 
a . K3 . 3 b 2 
+ - it - - it - - t l l 8n 
n 2 6n 2 
n+1 
~ n-\n+1)Ejg((n+1)D1n) I = n½ J jg(y) 1(1 
0 
~1 00 
< n½ J jg(y)jexp{- y + }.?i} dy ~ e2n½ f lg(y)je-ydy, 
0 0 
for any t, it is easily verified that 
(3. 4) 
According to Lemma 3.1 of Does and Klaassen (1984) we can 
choose a regular version of the conditional distribution of n-½W 
n 
given n-½S =x (cf. (1.3) - (1.5)), such that for this version 
n 
(3.5) X (t) = Ee 
n 
= 0). 
Let~ be the characteristic function of (n-½S n-½W )· 
n n' n ' 
1.. e. 
(3.6) 
with pas 1.n (2.5). 
With the aid of Plancherel'$ identity (see e.g. Theorem 4.1 
of Bhattacharya and Rao (1976)) we check that for all t (cf. Does and 
Klaassen (1984), formulas (3.15) and (3.16)) 
co co 
f I~ (s,t)lds = r IP(sn-½, tn-½)ln+lds n J 
-co -co 
(3. 7) 
co co 
< n½ r jp(s,tn-½)j 2ds 2TTn½ J = f -2y e dy = TTn ½. 
co 0 
Leth be the density of n-½S . In view of Lemma 3.1 of Does 
n n 
and Klaassen (1984), (3.5) and (3.7), Fourier inversion of 
(3 .8) ~ (s,t) 
n 
yields 
co 
(3. 9)" \i(t) = (2TTh (0)) 1f ~ (s,t)ds. 
n n 
-co 
7 
8 
The theory of asymptotic expansions for the density of a sum 
· of independent ·and identically distributed random variables (see e.g. 
Feller (1971), Theorem XVI 2.2) implies 
(3. 10) h (0) = 1 (1 --7-) + O(n-312). 
n (2TT)½ 12n 
With the definition (cf. Does and Helmers (1982), formula (3.5)) 
iJj (s,t) 
n 
(3.11) 
e-½(s
2
+t
2){1 1 3 3 2 2 = - ---r (Eg (Y)t + 3Eg (Y)(Y-1)t s 
6n 2 
3 3 ~2 2 2 2 + 4Eg (Y)(Y-1)t s + 6{Eg (Y)(Y-1) -1}t s 
+ 4Eg(Y)(Y-1) 3ts 3 + 6s4) 
__ l_ (Eg3 (Y)t3 + 3Eg2 (Y)(Y-1)t 2s 
72n 
~ 2 2 32 1 2 2} + 3Eg(Y)(Y-1) ts +2s) - 2n (t +s) 
and (3.10) we find after some computations (cf. (3.3)) 
00 
(3.12) x (t) 
n 
= (2TTh (0))-lJ $ (s,t)ds 
n n 
-oo 
uniformly int. 
Because of condition (2.7) an argument like 1n (3.7) shows that 
for any o and t 
(3. 13) 
1s exponentially small. Hence, in view of (3.2), (3.4), (3.9) - (3.13) it 
suffices to show that for some o > 0 
9 
(3.14) I ltl-11 I {iµn(s,t) I -1 - $n(s,t)}ds dt = o(n ). 
n-
2Sltl 2nlogn lsl 2on½ 
Application of Theorem 9.12 of Bhattacharya and Rao (1976) (with V=I, s=4, 
k=2 and a=(0,0)) yields 
(3.15) Jr ltl-
1 r I I J iµ (s,t) - $ (s,t) ds n n 
1::ltl~n½ lsl 2on½ 
-1 dt = o(n ) , 
for some E > 0 and o > 0. By the same theorem (with a= (0,1)) we obtain 
(3. 16) I 
-1 [iµ (s,u) - $ (s,u)]du ds dt = o(n ). 
n n 
Moreover, the classical theory of Edgeworth expansions for sums of 
independent and identically distributed random variables yields 
(3. 17) J l ff {iµn(s,O) I -3/2 - $n(s,0)}ds dt = O(n logn). 
n-
2
2 Jtl 21 ls!son½ 
Combining (3.14) - (3.17) we see that it remains to show that 
(3.18) J 
En½::ltl::nlogn 
J {liµn(:,t) I + 
lsl2on½ 
-1 dt = o(n ). 
But this is easily seen to be a simple consequence of formula (3.11) 
and condition (2.7) (cf. the argument leading to (3.13)). This completes 
the proof of Theorem 2. 1 • D 
IO 
REMARK 3.1. As in the classical proof of Edgeworth expansions for sums 
of independent and identically distributed random variables one needs a 
condition to guarantee that for all£> 0 
(3 .20) I 
£n½Sltl:nlogn 
-1 
o(n ) . 
In view of (3.9), (3.10), (3.6) and an argument like (3.13), condition 
(3.20) is implied by and presumably almost equivalent to 
(3. 21) r J 
£n½:ltl:nlogn 
The natural Cramer type condition to ensure this reads as follows: 
(3.22) sup sup IP(s,t)I < 1, 
It I_:£ sE:lR 
for any£> 0. 
This is easily checked to be equivalent to condition (2.7). 
4. PROOF OF THEOREM 2.2 
(4. 1) 
and 
(4.2) 
Let {s ,t} be a sequence with 
m m 
II <s , t ) 11 = 00 m m 
lim IP(s ,t )I = 
~ m m 
lim sup I p ( s , t) I • 
II <s ,t) 11~ 
Without loss of generality we assume that t is nonnegative and that 
m 
there exists an A E [0,00 ] with 
(4.3) lim 
~ 
I -1 st l = A. mm 
Suppose A= 00 By partial integration we obtain 
(4.4) 
d 
J exp{itg(y)+(is-1)y}dyi 
C 
= jis-1j-1 l[exp{itg(y)+(is-1)y}]i=c 
d 
J itg'(y)exp{itg(y)+(is-1)y}dyl 
C 
d 
< (1+s 2)-½{e-c+e-d+]tl I jg'(y) le-ydy}. 
C 
Since g' is bounded, (4.4) yields 
d 
(4.5) lim jp(s ,t )I < 1 - Jr e-ydy < 1, 
~ ID ID 
C 
which establishes (2.7) in case A= 00 • 
If A is finite a more refined analysis is needed. By adding a 
linear function tog if necessary, we may and shall assume that g' 
is positive and bounded on the interval (c,d). This implies 
(4.6) sup 
c<y<d 
g'(y) { inf g'(y)}-1 < oo 
c<y<d 
Let a> 0 be fixed. Since g- 1 is well-defined on (g(c),g(d)), the 
substitution y=g- 1(g(z)-at- 1) yields for sufficiently large t 
11 
12 
(4. 7) 
-1 -1 g (g(d)-at ) 
-r 
J 
C 
exp{itg(y)+(is-1)y}dy 
d 
= I exp{itg(z)+(is-1)z-ia+(is-1)[g-1(g(z)-at-1)-z]} 
g- 1 (g(c)+at - 1) 
-1 -1 -1 
.g'(z)[g'(g (g(z)-at ))] dz 
d 
J exp{itg(z)+(is-1)z-ia}exp{-iaA/g'(z)}dz 
-1 -1 g (g(c)+at ) 
+ ( exp{itg(z)+(is-1)z-ia}[exp{is(g-1(g(z)-at- 1)-z)} 
-1 -1 g (g(c)+at ) 
- exp{-iaA/g'(z)}]dz 
d 
+ I exp{itg(z)+(is-1)z-ia}exp{is(g-1(g(z)-at-1)-z)} 
g- 1 (g(c)+at - 1) 
-1 -1 
.[exp{z-g (g(z)-at )}-1]dz 
d 
+ I exp{itg(z)+(is-1)z-ia}exp{(is-1)(g-1(g(z)-at-1)-z)} 
-1 -1 g (g(c)+at ) 
[ g, (z) -1 ld • 1 1 z. 
g'(g- (g(z)-at- )) J 
When in (4.7) the argument (s,t) is replaced by (s ,t) satisfying (4.1) 
m m 
- (4.3), then dominated convergence implies, in view of the assumptions of 
the theorem and (4.6), that the last three integrals in the right-hand 
13 
side of (4.7) converge to zero as m + 00 • Hence we have 
d 
(4.8) lim J exp{itmg(y)+(ism-1)y}[1~exp{-ia(1+A/g'(y))}]dy=O 
nr+oo 
C 
Since (4.8) also holds for a 2 0 we obtain for every density f on JR 
oo d 
(4.9) 
!: JI exp{itmg(y)+(ism-1)y}[1-exp{-ia(1+A/g'(y))}]dy 
-oo C 
.f(a)da = 0. 
Because g' is not essentially constant on (c,d) this implies 
(4.10) 
d 
lim J exp{itmg(y)+(ism-1)y}dyl 
nr+oo 
C 
d 00 
< r 
- J I J exp{-i(1+A/g'(y))a}f(a)dale-ydy 
C -00 
d d 
= 
r 1~f(1+A/g'(y))1e-ydy < J e-ydy, J 
C C 
where ~f denotes the characteristic function off. Consequently we 
have 
(4.11) 
which in view of (4.2) establishes (2.7) in case A< 00 • D 
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