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Abstract-The Chinese postman problem was first proposed by the Chinese mathematician Meigu 
Guan. It says that a postman picks up mails at the post office, delivers it along a set of streets, 
and returns to the post office. In practice, apart from the requirement of traveling all streets, we 
consider the street direction, number of postmen, and the capacity of postman, etc. But in the 
present environment of “time is money”, consideration of a time window constraint is necessary. In 
this paper, we investigate a Chinese postman problem with time window constraint such that this 
problem can simulate the real situations. 
Finally, when time constraints are not certain, we employ the concept of fuzzy set theory to cope 
with a directed DCPP with fuzzy time windows. @ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-Chinese postman problem, Crisp and fuzzy time window constraints. 
1. INTRODUCTION 
Many practical routing problems involve finding paths or cycles that traverse a set of arcs in 
a graph. In general, we call such problems arc routing problems (ARPs). The aim of solving 
such problems is to determine a least-cost traversal of a specified arc subset of a graph, with or 
without constraints. Routing is a decision-making process that plays an important role in most 
manufacturing and service industries. Billions of dollars are spent each year by governments and 
private enterprise on these operations. Enormous money is also wasted because of poor planning. 
Such problems have long been attended by mathematicians and operations researchers. One of 
the most well-known problems is the Konigsberg (now called Kaliningrad) bridge problem which 
is to determine whether there exits a closed path that traverses exactly once each of seven bridges 
on the Pregel river in Konigsberg. The answer that Euler proved is “no”. 
Another well-known and closely related problem is the so-call Chinese postman problem (CPP). 
The problem was first proposed by the Chinese mathematician Meigu Guan in 1962. It says that 
a postman picks up mails at the post office, delivers it along a set of streets, and returns to the 
post office. Since he must cover over every street at least once, the CPP is referring to investigate 
how to cover every street and return to the post office under the least cost. In practice, apart from 
the requirement of traveling all streets, we consider the street direction, number of postmen, and 
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the capacity of postman, etc. Typical classification of CPP is by street direction, which divides 
a CPP into three cases: 
(1) undirected CPP, 
(2) directed CPP, and 
(3) mixed CPP. 
Although the first two conditions can be found exact solution efficiently, the mixed CPP has been 
shown to be NP-hard. 
In the past, most of researches devoted to whether the problem is directed and the service is 
capacitated. As for the researches on the practical condition of time-constraints are in a minority. 
But in present environment of “‘time is money”, the consideration is necessary. Therefore, in this 
study, we shall construct a directed CPP model and incorporate the time-constraint into this 
model and employ the concept of fuzzy set theory such that we can cope with a directed DCPP 
when time constraints are not certain. Finally, we shall draw some conclusions and discussions. 
2. LITERATURE REVIEW 
Before going into literature review, we first define some concepts of graph theory and state the 
problem with which we are concerned. 
2.1. Notations and Definitions 
DEFINITION 2.1. (See [I].) A graph G = (V, E, A) is constructed by vertices (V), edges (E), and 
arcs (A), where V = {vi 1 i = 1,2,. . .,n}, E = {ek = (vi,vj) 1 (ui,wj) = (wj,wi),Vvi,q E V and 
k = 1,2,. . .) ml}, and A = {ale = (vi,vj) 1 (vi,vj) # (~~,zl~),Vv~,z)j E V and k = 1,2,. . . ,mz} 
with [El = ml; IAl = m2 of I . 1 being the cardinali@ Therefore, an edge is an undirected arc 
and an arc is a directed edge. 
DEFINITION 2.2. (See 121.) Two or more edges joining the same pair of vertices are called multiple 
edges, and an edge joining a vertex to itself is called a loop. A graph with no loops or multiple 
edges is called a simple graph. 
DEFINITION 2.3. (See [2].) Let u and v be vertices of a graph G. A u - v walk in G is an 
alternating sequence of vertices and edges of G, beginning with u and ending with v, such that 
every edge joins the vertices immediately preceding it and following it. A u - v trail in a graph 
is a u - v walk which does not repeat any edge. A u - v path is a u - v walk (or u - v trail) 
which does not repeat any vertex. 
DEFINITION 2.4. (See 121.) A graph G is connected if there is a path in G between any given 
pair of vertices, and disconnected otherwise. It is strongly connected if there is a path in G from 
a vertex to any other. 
DEFINITION 2.5. (See [I].) A cy c e is a path whose initial vertex and terminal vertex axe identical. 1 
DEFINITION 2.6. (See [2].) F or a vertex vi E V, the degree of vi is the number of edges connected 
to Vi, and is denoted by deg(vi). The vertex vi is called an even vertex if deg(vi) is even. 
Otherwise, the vertex vi is called an odd vertex. A vertex is said to satisfy the even-degree 
condition if it is even. If every vertex satisfies the even-degree condition, then the graph is called 
even. 
DEFINITION 2.7. (See [3].) A connected graph G is Eulerian if there is a closed trail which 
includes every edge of G; such a trail is called an Eulerian trail. We call any cycle in a graph 
that crosses each edge exactly once an Euler tour. 
DEFINITION 2.8. (See 131.) A graph is called symmetric if for each vertex the number of incoming 
arcs is equal to the number of outgoing arcs. 
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DEFINITION 2.9. (See (41.) F or a set A’ c X, a characteristic (membership) function of X is a 




and is denoted by XA : X + (0, 1) with A = {x 1 x E X}. 
DEFINITION 2.10. (See 141.) Let X be an universal set. A fuzzy set A in X is a set of ordered 
pairs A = {(x,/.LA(x)) 1 x E X}. pi(x) is the membership function or degree of truth of 2 in A 
which maps X to the membership space M denoted by PA : X 4 M with x 4 PA(X). 
DEFINITION 2.11. (See [41.) If I” is a normal fuzzy set on R and I, is a closed interval for each 
0 5 CY 5 1, then i is a &zy numbers. 
2.2. The Chinese Postman Problem 
The Chinese postman problem (CPP) is a problem which is to find the shortest traveling 
distance for a postman who picks up mails at the post office, delivers it along a set of streets, and 
returns to the post office. Of course, he must travel over every street at least once. According to 
the characters of the roads, we can divide the Chinese postman problems into three subproblems: 
(1) undirected CPP (UCPP), 
(2) directed CPP (DCPP), 
(3) mixed CPP (MCPP). 
Since UCPP is a special case of DCPP when symmetric condition is satisfied and MCPP is a 
combination of UCPP and DCPP, therefore, in this study, we shall focus on the issues of DCPP. 
According to Definition 2.4, a DCPP has a solution of DCPP only if it is defined on a strongly 
connected graph of which each edges is oriented. In other words, there must be a directed path 
between every pair of vertices. 
Once the graph satisfies the strong connected condition, DCPP can be formulated as follows [5]. 
DCPP. 
Minimize c Cijxij, 
(i,j)EA 
s.t. C Xij = C Xji, 
(i,j)EA WEA 
X, 2 1 and integer for all (i, j) E A. 
Vi E V, 
Therefore, based on a strongly connected graph, the mathematical formulation of a DCPP can 
be rewritten into a UCPP of which Xi?. 1 1 is replaced by Xij + Xji = l,V(i, j) E A. 
It can be noted that the constraint matrix is totally unimodular, so the solution of integer 
programming is the same as that of linear programming in which the integral condition is relaxed. 
This facilitates to speed up solution procedure especially for large-scale networks. 
From Definition 2.7, we know that before solving a Chinese postman problem we must trans- 
form the graph into Eulerian. So the existing algorithms for such a DCPP also contains two 
stages. First, determine a minimum cost augmentation of the graph G, that is, a least-cost set 
of arcs that will make the graph Eulerian. In this part, determining a minimum cost Eulerian 
graph can be achieved by solving a minimum cost flow problem where the flow on each arc has 
to be at least 1 [4]. A least-cost Eulerian graph can be constructed by solving a transportation 
problem [2,4,6]. Edmonds and Johnson [3], Orloff [7], and Beltrami and Bodin [2] have shown 
how a least-cost Eulerian graph can be constructed by solving a transportation problem. 
After a minimum-cost Eulerian graph is obtained, the second stage is to find the Eulerian cycle 
which can be done by the van Aardenne-Ehrenfest and de Bruijn Algorithm [l]. 
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2.3. Time-Constrained Traveling Salesman Problem (TCTSP) 
A traveling salesman problem (TSP) considers a salesman who is required to visit a number 
of cities, The question is which route should he take if he has to start at his home city, visit 
each city exactly once, and then return home with the shortest distance. Recall that a postman 
is required to deliver mail along a set of streets and must travel over every street at least once. 
Therefore, these two problems have the same objective: traveling the shortest distance. However, 
the salesman spends time in cities, but the postman travels on streets. 
The time-constrained TSP (TCTSP) is a special case of the traveling salesman problem. It 
requires that the visit to each city must be made within a specified time window. That is, if 
ti is the time that the salesman visits city i, then Zi 5 ti 5 ui, where li and ui are lower and 
upper bounds of a specified time window. Since TCTSP problem has long been explored, so we 
consider the resolution idea of this problem to develop the time-constrained Chinese postman 
problem (TCCPP). 
Given a complete, symmetric graph with nonnegative distance matrix, I&j], a TCTSP is for- 
mulated by first considering ti, i = 1,2,. . . , n an accumulated time variable that the salesman 
visits city i and that time is a scalar transformation of distance so that time and distance may 
be used interchangeably. Since the salesman must return to City 1 within certain time period at 
the end of the tour, the formulation includes an additional variable, tn+l, to determine the time 
at which the tour is completed. By assuming that the triangle inequality holds for the distance 
measure, the TCTSP model can be stated as follows [5]. 
TCTSP. 
where 
Minimize tn+l - tl, 
s.t. ti - tl L dli, i = 2,3, . . . , 72, 
]ti - tj] 2 d,, i = 3,4, . . . (72, 2lj<i, 
t n+l - ti 2 dil, i=2,3 ,..., n, 
ti 1 07 i= 1,2 ,..., n+l, 
1. ct. < ui, 2_ E- i=2,3 ,..., 72, 
dij = the shortest time require to travel from city i to city j; 
li = the lower bound on the time window for the salesman to visit city i. By assumption all 
li 2 0; 
Ui = the upper bound on the time window for the salesman to visit city i, ui 2 li, for all i. 
The model contains n + 1 variables, 2n - 2 linear constraints, ((n - 1) x (n - 2))/2 absolute 
value constraints, and n - 1 time window constraints. Since the existence of the absolute-valued 
constraints, the solution of the model is complicated. These constraints are both nondifferentiable 
and nonconvex. However, solution can be obtained by a branch and bound procedure. 
2.4. Discussion and Conclusions 
In this section, we review the existing researches related to Chinese postman problems and 
time-constrained traveling salesman problems. It can be noted that although time constrained 
traveling problems are important and realistic and practice, because of their complication or both 
modeling and solution, few studies have been found in literature. Therefore, in the next section, 
we devote to construct a CPP model with time-window constraint. 
3. A MODEL FOR THE TIME-CONSTRAINED CPP 
Since the DCPP model in Section 2.2 only provides a network structure but does not presents 
how to travel such that the minimum travel time can be obtained. In order to incorporate time 
Chinese Postman Problems 379 
window constraint, we need to trace such tour and formulate it explicitly into the DCPP model. 
Therefore, in this section, we shall reformulate a DCPP model and then consider time-window 
constraint. 
3.1. Mathematical Model of DCPP 
DCPP is a problem that a postman picks up mails at the post office, delivers it along a set of 
streets, and returns to the post office on a directed graph. Of course, the postman must traverse 
every street in the graph at least once. Therefore, the solution of finding the shortest traveling 
tour for the postman will pave the way when time-window constraint is incorporated. 
3.1.1. Construction of a DCPP model 
Before we construct the DCPP model, we assume that the directed graph has n vertices and 
the postman starts to deliver mails from vertex 1 and return to vertex 1 when the work is 
finished. Let G = (V, A) be a directed graph, where V = {vi 1 i = 1,2,. . , n} is a vertex set, 
A = {ah = (wi,vj) 1 (q,q) # (wj,~li),Vwi,vj E V and h = 1,2,...,m} is an arc set. Let T,” be 
the time that the postman visits vertex i at kth iteration, then T: means the postman’s starting 
time at vertex 1 and TIK+l, K > 1 is the completion time of the tour when K is large enough. - 
Dij is the distan:e from vertex i to vertex j, and that time is a scalar transformation of distance 
so that time and distance can be used interchangeably. In addition, we assume that the triangle 
inequality holds for the distance measure. X2$ is a O-l variable for which if at kth iteration the 
postman traverses from vertex i to vertex j, X$ = 1; otherwise X& = 0. Therefore, K should 
be given under the condition of K 2 max(i,j,{CI, X:}. 
According to the notations above, the objective function can be written as follows: 
minimize Tf+l - Ti . (1) 
It means that total time for the postman to finish the tour must be minimized. Since there 
exists distance from a vertex to another vertex, and the time and distance is interchangeable, 
thus at the kth iteration, the postman traverses from vertex 1 to another vertex i must satisfy 
the following inequalities: 
TF - T; > DliXti, V(l,i)cA, k=1,2 ,..., K. (2) 
With the same token, the elapsed time from any other vertices to vertex 1 at kth must satisfy 
Tk+’ - TF 2 Di,Xfl, 1 V(i,l)cA, k=1,2 ,..., K. (3) 
For any intermediate vertices, constraint (4) below is required to ensure the consecutive of time. 
Tjk - T$ 2 DijXzkj, v(i,j)~A, k=1,2 ,..., K. (4) 
Furthermore, there are also two conditions to be satisfied: one is that all vertices must be 
symmetric as described in (5); and the other one is that each arc must be passed at least once 
as shown in (6) 
1 x; = c x$ V~EV, Vk=l,2 ,..., K, 
(i,j)EA (j,i)EA 
XX; 2 1, v(i,j)~A, k=1,2 ,..., K. (6) 
k 
Finally, there is a O-l integer variable constraint to denote whether the postman will pass arc 
i - j at the kth route as 
X6 E {O,l), v(i,j)~A, k-1,2 ,..., K. (7) 
Therefore, the mathematical model of DCPP can be summarized as follows. 




T 1  k+l _ T 1 ,  
- Tf > DI,xL 
T1 k+l , T: > Di,X~l , 
T~ - T: >_ DijX~, 
Z, Z, 
V(1,i) E A, 
V (i, 1) e A, 
V(i , j)  E A, i , j  ~ 1, 
v i e y ,  
k = 1 , 2 , . . . , K ,  
k = 1 , 2 , . . . , K ,  
k = 1 , 2 , . . . , K ,  
Vk = 1 , 2 , . . . , K ,  
(i,j)EA (j,i)EA 
~-~X k _> 1, V(i , j )  E A, k = 1 , 2 , . . . , K ,  
k 
X k E {0, 1}, V(i,y) E A, k = 1,2 . . . .  , g .  
Model I is a mixed linear programming problem (MLP), with (m + n)K + n constraints and 
(m + n)K variables, where K > max(i,j){~-~-k X~ } is the given indicator for the maximal crossing 
time between arc (i,j) of the network. In practice, because we do not know what the value of K 
beforehand, therefore, we must give a sufficiently large number of K before the computation 
starts, which is unefficient. Therefore, in the following, we shall investigate the properties of K 
and propose a model to find its optimal value. 
3.1.2. Analys is  of  var iable  K 
From the previous section, we know that before solving Model I, we must give a sufficiently large 
number of K. However, if the number of K is given too large, for the additional H iterations, the 
postman did not work and simply stayed at the origin to make the total traverse time minimum. 
Therefore, the large number of K does not affect the result of the model but may cause additional 
computation time. 
Let variable aij be the added pseudo-arc from vertex i to vertex j .  For every vertex the number 
of incoming arcs and the number of outgoing arcs should be equal. Thus, equation (8) should be 
held for every vertex 
Z ( l + a i j ) - -  ~ ( l + a j i ) ,  V i E V .  (8) 
(i,j)eA (j,i)EA 
Since the number of all added pseudo-arcs should be minimal, we have an objective function 
minimize ~ aij. (9) 
(i,j)EA 
Therefore, we can find the minimum number of K by the following model with K = 1 + 
maximum {aij } such that the computing time of Model I can be reduced. 
MODEL K .  
Minimize ~ aij, 
(i,j)6A 
s.t. Z ( l + a i j ) =  Z ( l + a j i ) ,  V i E V ,  
(i,j)eA (j,i)EA 
aij, aji E N. 
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Figure 1. Example of the directed network [S]. 
3.1.3. Example for the DCPP model 
Adopting a network with five vertices and seven arcs of given travel time as shown in Figure 1, 
see [8], in this section, we shall show how the developed model works. 
There are (5 + 7)K + 7 constraints and (5 + 7)K variables in Model I. To determine the 
most economic K, we apply Model K to obtain the solution as (ais, oi5, ~23, ~~34, a35r a41, u54) = 
(l,O, l,O, 0,2,1). Therefore, the number of K is equal to K = 1 + ~41 = 3. Then from Figure 1 
we know that 012 = 2, 023 = 1, 034 = 3, 035 = 5, 015 = 4, 054 = 6, and D4i = 5. By using 
LINDO, the results of DCPP model of Figure 1 is shown below: 
(x&,x,2,, x&, x;;, x:5, xf5, $3, x;3,x$?, x,l5> x~5~x~5~ xkl, xi4, X:bl xt4, x&, x:d, x:1, 
x&,x&) = (l,l,O,O,~,~,~,~,~,~,~,~,~,~,~,~,~,1,1,1,~~, 
and its total traverse time is 45. The route chart is shown in Figure 2. 
k = 1: ----+; k= 2: __...,; k= 3: __-_-.+ 
Figure 2. DCPP resolution. 
3.2. Time-Constrained DCPP 
Due to the common requirement on the precedence relation of the activities, we are now ready 
to develop a model which incorporates timewindow constraints. 
3.2.1. Construction of time-constrained DCPP model 
Baaed on Model I, let us assume that first, if a postman must traverse an arc more than once, 
then the postman will deliver the mail when he traverses the arc at the first time, and for the rest 
of necessary traverses he simply passes through the arc. Therefore, for the time window CPP, the 
postman has to arrive vertex i between time interval [li, Q] to deliver the mails. Therefore, we 
have the time constraints as li 5 T) 5 ‘zli with li 2 0. Second, there is no waiting time once the 
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postman starts the mail delivering. Then the mathematical model of time-constrained DCPP is 
shown as follows. 
MODEL II. 
Minimize ,;+I _ Tr 11 
s.t. T; - Tt 1 DIiX,“i, 
T;+l -T! 2 Di,Xfl, 
Tj” - T/ 2 DijX,$, 
c x; = c xj”i, 
(WEA WEA 
c x; 2 1, 
k 
v(l,i)~A, k=1,2 ,..,, K, 
v(i,l)~A, k=1,2 ,..., K, 
v(i,j)~A, k=1,2 ,..., K, 
vi E v, Vk = 1,2 ,..., K, 
V(i,j)cA, k=1,2 ,..., K, 
i E v \ {l}, 
V(i,j)eA, k=1,2 ,..., K. 
Model II is also a mixed linear programming problem (MLP), with (m + n)K + m + n - 1 
constraints and (m + n)K variables, where K can be obtained from Model K. 
3.2.2. Existence of the solution 
In Model II, if the upper bound ui is large enough and li is sufficiently small, then Model II is 
the same as Model I, and the solution of the model will exist. However, when time constraints 
are effective, Model II may not have solutions. Let us focus on this issue in the following. 
For any vertex vi, we can always find the earliest time and the latest time when the postman 
arrives at vertex vi the first time by relaxing time window constraints as Model I. In Figure 3, 
we show the time interval which contains the earliest time, eari, and the latest time, lati, of 
vertex vi when the postman arrived at vertex vi the first time. However, if an interval [ai, bi] is 
arbitrarily specified such that bi is smaller than the earliest time, eari, that the postman visits 
at vertex wi the first time as shown in Figure 3, then we cannot find the solution of Model II. 
On the other hand, if bi is greater than or equal to eari, then because of optimality condition 
and time constraint, the objection value of Models I and II will be the same, but the order of the 
traversing nodes are different. 
Furthermore, if ai is greater than lati of the last time the postman visits node i, then waiting 
time arises, which contradicts our assumption. Thus, we have the following lemma. 





if ai --+ -co and bi -+ co, then the solution of Model I is the same as that of Model II; 
if bi < eari, where eari is the first time the postman visits node i of Model I, then Model II 
has no solution; 
if bi 1 eari or ai < lati, then the objectives values of Models I and II are the same but 
the traverse routes are different; 
if ai > lati, the latest time the postman visits node i, then waiting time arises and there 
is no solution. 
Thus, the reasonable time constraint interval of vertex ui should contain the earliest time eari 
or the latest time lati. So that the postman can arrive at vertex vi at the first time; otherwise 
there is no solution for Model II. Therefore, to ensure the existence of the solution, Model III 
below is proposed. 
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r I f 1 
1 l ? 
ai bi iari lati 
Figure 3. Time constraint interval of vertex Vi 
MODEL III. 
Minimize {T;+’ - T;,yil,~iu} , 
s.t. Ti” - To 2 DliX~i, V(l,i) E A, k = 1,2, . . . , K, 
T”+l - Tf 1 DilXFI, 1 V (i, 1) E A, k=1,2 ,..., K, 
Tt -T,” 2 DijX$, V(i,j) E A, k = 1,2, . . . , K, 
c x; = c x;j, vi E v, Vk=1,2 ,..., K, 
(i,j)EA (AGEA 
c x; 2 1, V(i,.?) E A, k=1,2 ,..., K, 
k 
h - Yil I T,! I ‘W + Yiu, iEV\{l), 
x; E {O,l), V’6.d E 4 k=1,2 ,..., K, 
where yil and yiU are the calibration value with respective to the lower bound and the upper 
bound such that the optimal solution would exist in the time constraint interval [li - yir, ui + yIU] 
and such calibration values should not be too far from the original given intervals. If all of 
the output value of yi[ and yiu are zero, then it means that the solution exist under the time 
constraint interval [li, ui] of vertex i, and the time constraint interval is given reasonably for route 
planning. 
4. FUZZY TIME-CONSTRAINED DCPP 
In this section, we extended the time-constrained DCPP to fuzzy environment. Simplifying 
the complexity of real world system in mathematical modeling has been the main approach in 
science and engineering. However, real world situations are often so imprecise and uncertain that 
conventional approaches cannot cope with. Therefore, fuzzy set theory is adopted for such kind 
of situations. 
There are two cases to be considered in fuzzy time constrained DCPP. The first case is when 
the arrival time at vertex i may be around li and Ui. Then a fu.~.zy relation is used to describe 
the degrees of possibility. The second case is when the upper bound and the lower bound of time 
constraints are uncertain. Then the fuzzy numbers will be needed for describing such case. 
4.1. Time Constraints as Fuzzy Relation 
In this section, we consider the time constraints of “approximately between li and ui” as fuzzy N N 
relations presented by li 5 T: 5 ui. Then the membership function of such fuzzy relation can 
be defined below. 
if t < lj,, 
if lk 5 t 5 ui, 
if t 2 u;, 
where t is the time variable with t E R and CY > 0, p > 0 with respect to left and right spreads. 
Thus, Li((li - t)/cr) is monotonically increasing function and Ri((t - ui)/fl) is monotonically 
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l t 
4 ui 
Figure 4. Membership function of li 2 Ti 2 ui. 
decreasing function. Let a = /3 = y of which y is the maximum tolerance of the decision maker, 
then the membership function is symmetric and is described in Figure 4 where t is the time 
variable and [Zi, u;] is the given time constraint interval of vertex i. 
To maximize the satisfactory level cr by Li((li - t)/cr) 1 (Y and &((t - ~)/p) 2 cr, the model 
can be described as follows. 
MODEL IV. 
Minimize {T;+’ - Tf, -a} , 
s.t. T! - Tf >_ DliXfiy 
Tk+’ - Ti” 1 DilXi”,, 1 
Tf-TF >_ DijXs, 
c x$. = c x$ 
(GSA WW 
c x; 2 1, 
k 
x; E {0,1), 
V&i) E A, k=1,2 ,..., K, 
V(i,l) E A, k= 1,2 ,...) K, 
V(i,j) E A, i,j # 1, k=1,2 ,...) K, 
vi E v, Vk=1,2 ,..., K, 
V(i,j) E A, k= 1,2 ,..., K, 
V(i,j) E A, k=1,2 ,..., K, 
k= 1,2 ,..., K, 
k= 1,2 ,..., K, 
By solving Model IV, we can obtain the value of CY, and then the a-cut of li 5 Ti 5 ui can be 
described in Figure 5. Thus, under the condition of a, the minimum total traverse time will exist 
when the time constraint interval of vertex i is [Zli, rui], of which the time constraint interval can 
‘Ii lj % ‘Ui 
Figure 5. a-cut of li 2 T; 2 w. 
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be described as Zli 2 Ti 5 rUi. Therefore, under the condition of satisfactory value cy, Model III 
in Section 3.2.2 can be applied to find the minimum total traverse time. 
4.2. Time Constraints as Fuzzy Numbers 
Denote upper and lower bounds of time constraints of vertex i as Gi and li, then their mem- 
bership functions can be defined as follows: 
if t 5 li, 1, if t 5 ui, 
’ &ii(t) = 
if t 2 li, if t 2 ui, 
where t is the time variable with t E R and (Y > 0, p > 0 with respect to left and right 
spreads. Thus, Lli ((li - t)/ ) Q is monotonically nondecreasing functions; and Q ((t - ui)//3) is 
monotonically nonincreasing functions. In the following, let Q = p = y and a symmetric fuzzy 
number with spread y is considered as the maximum tolerance of the decision maker. With the 
same token, we also define the membership function of the upper bound. Then the graphs of 
membership functions of fuzzy numbers Gi and li are shown in Figure 6 and the fuzzy time window 
constrained DCPP can be formulated as Model V, of which not only the minimum traverses time 
is seeking for; but also the maximum degree of satisfaction, Q, is desired such that the membership 
value of lower bound and upper bound are greater than CY, that is, pi,(t) 2 (I and pGi (t) 2 a. 
Therefore, the model can be summarized as the following. 
MODEL V. 
Minimize {Tf+l - T;, -a}, 
s.t. T,” - Tf 1 DliX&, 
T”+’ -T! 2 DilX& 1 
Tj” -T/ 2 DijX$y 
c xi = c x$ 
(i,j)EA (j,iW 
cxtj 2 1, 
k 
V&i) E A, k = I,2 ,.,., K, 
V (i, 1) E A, k=1,2 ,..., K, 
V((i,j) E A, i,j # 1, k= 1,2 ,..., K, 
vi E v, ‘dk=1,2 ,..., K, 
v (4j) E A, k = 1,2, . . . , K, 
v(i,j) E A, k=1,2 ,..., K, 
k=1,2 ,..., K, 
k=1,2 ,..., K, 
where pii (t) and ~6; (t) are functions of time variables t with Rl,((t - li)/p) = 1, if t 2 li ad 
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Figure 7. cr-cut of lower and upper bound fuzzy number. 
Therefore, this leads to the similar results obtained from Section 4.1 where with cx degree of 
satisfaction, we would expect the postman arrives node i between 11; and rui as be described by 
11, 5 T: 5 rui. 
4.3. Discussion 
From Model II, we can’solve a crisp time-constrained DCPP. And from Models IV and V, 
we can solve a fuzzy time-constrained DCPP under the optimal satisfactory level of CL From 
the process of study, we discover that if the time constraints given in Model II are reasonable 
then the objective values of Models I and II will be equal, but the routes may be different. 
However, if time interval is given too early to allow the postman to arrive or too late such that 
the postman has to wait, then the result of Model III will provide information on how to do the 
minimum calibration on such time window constraint such that the planned route can be feasible. 
Furthermore, when the interval is fuzzily given either by fuzzy relation of Model IV or by fuzzy 
numbers of Model V, through finding optimal level of satisfaction, cr, these two models can be 
transformed into Model II of crisp time intervals. 
5. SUMMARY AND CONCLUSIONS 
Since the time-constrained factor is dependent on the continuity of time, not only the number 
of traverses along each arc should be considered, but also the sequence of these traverses should be 
coded; therefore, we proposed a time-constrained CPP by an index k for such sequence. However, 
a close form of a model requires that the range of each parameter be well defined. Therefore, 
based on the even-degree properties of a DCPP, we have developed a model to find the optimal 
value of K so that searching of redundant routes will be avoided. 
The second issue in time-constrained CPP is to determine the bounds of the time intervals. 
As we have shown in Section 3, if an arbitrary time interval is given, there can be no solution. If 
such a case happens, we proposed a model to perform minimum calibration on such an interval 
to obtain at least one solution. 
Finally, if the time constraints are not precisely known, we incorporate the concept of fuzzy 
intervals and fuzzy numbers such that the model can be adaptive to decision makers. 
In this study, we focused on a DCPP model and then we extended this problem to both crisp 
and fuzzy time-constrained environment. Although the proposed models can provide various 
choices for decision maker, the complexity of these models remains an issue. We note that 
ant colonies (AC) is a general purposed heuristic that has been proposed by Dorigo [l]. AC 
has achieved widespread success in solving different optimization problems such as traveling 
salesman, quadratic assignment, vehicle routing, job-shop scheduling, and telecommunication 
routing. Therefore, further studies would be suggested to apply ant colony algorithms in solving 
such problems so that the applicability of these models could be increased. 
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