Introduction
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Multi-component image segmentation represents a great 27 challenge in many imagery applications in medicine, remote 28 sensing, astronomy, non-destructive control, etc. Indeed, 29 today's new systems and new sensor technologies allow 30 acquisition of spatially resolved high-dimensional data with 31 a huge quantity of information. The segmentation of high-32 dimensional multi-component (i.e., multi-wavelength, multi-33 modal, multi-variate) images remains a difficult task and 34 is more complicated when observations are corrupted with 35 noise. Segmentation algorithms learn data structure to gather 36 pixels according to a given measure, under some smoothness 37 constraints. They require sufficient observations to correctly 38 estimate model parameters. For multi-component images the 39 required number of samples grows quickly along with the 40 dimension (i.e., number of components) so that the segmen-41 tation accuracy decreases rapidly in practice. This is the curse 42 of dimensionality (Hughes phenomenon) [1] which consists 43 of an important loss of parameter estimation accuracy as 44 dimensionality grows. To address this problem, one may 45 carry out a space dimensionality reduction as a preprocess-46 ing step [2] . Fortunately, high-dimensional observations can 47 often be described in a significantly smaller dimension than 48 the original due to redundancy and correlation between com-49 ponents. Thus, many approaches were proposed in the past 50 decade, all of them seek a mapping onto a reduced dimen-51 sional space by maximizing various criteria [3] [4] [5] . Data with 52 complex structures require non-linear mapping [6] , and 53 several works have been proposed to develop non-linear 54 models. One attractive way is to use a collection of locally lin-55 ear models, so that each observation is modeled using either 56 a single local model [7] or a mixture of all local models 57 [6, 8, 9] . In the first case, observations are hardly partitioned 58 into clusters (i.e., classes), each one spanned by a local linear 59 In the past decade, Hidden Markov models have proved to be 92 robust and efficient image analysis methods for many detec- most of Markov models are non-causal) with high compu-104 tation cost [10] , even for one-dimensional image. As a con-105 sequence, the exact inference is not computable and has to 106 be iteratively approximated, which might turn prohibitively 107 expensive. Although some multi-grid strategies to decrease 108 the computation time have been proposed in the past decade 109 [11] [12] [13] [14] , the processing of high-dimensional data remains 110 problematic. One way to circumvent this problem is to resort 111 to a Markov model on a chain [15] or a quadtree where 112 in-scale causality allows non-iterative inference [16, 17] as 113 in the case of hidden Markov chains [15] .
114
A Hidden Markov quad-Tree (HMT) is an acyclic graph 115 G = (S, L) with a set of nodes S and a set of edges L. 116 S is partitioned into "scales", i.e.; S = S 0 ∪ S 1 . . . ∪ S R , 117 such that S R = {r } is the root, S n involves 4 R−n nodes, 118 and S 0 is the finest scale formed by the leaves. Each node 119 s, except the root r , has a unique predecessor, its "parent" 120 s − . Each node s, expect the "leaves", has four "children" 121 s + = {u ∈ S : u − = s}. We note also s ++ all the descen-122 dent of s.
123
Let the hidden process 1 X which assigns to each node 124 s ∈ S a hidden state X s chosen from the label set = 125 {ω 1 , . . . , ω K } of the K classes. X is assumed Markovian in 126 scale, i.e., :
Moreover, X s , s ∈ S n , is independent from all X u , u ∈ S n+1 , 129 given its parent and the inter-scale transition probability can 130 be factorized in the following way [16] :
The hidden process X is called Markov tree because it verifies 133 [16] :
The multi-component observations Y are introduced at the 136 scale S 0 so that each D-dimensional pixel y s is linked to the 137 hidden state X s (Fig. 1) . The HMT assumes y s independent 138 from all the quad-Tree given its hidden state, which is for-139 mulated as follows :
Thus the probability of Y conditionally to X is expressed as 142 the following product: 
152
From the assumptions above, the joint distribution P(x, y)
153
can easily factorized as follows :
155
The HMT parameters are :
156
• x the a priori parameters regrouping : 
166
The EM algorithm used for the estimation of the a pri-
167
ori parameters x , leads to an iterative procedure with the 168 followings updates [16] : the two passes of Algorithm 1 using the current parameters.
174
These parameters are initialized as mentioned in Algorithm 2.
175
When converged, i.e., the difference between successive 176 updates is small enough or the maximum of number of 177 iteration is reached, the Marginal a Posteriori Mode crite-178 rion (MPM) is used to obtain the segmentation map :
The estimation of likelihood parameters y in the case of 181 regularized MPPCA is presented in the next section. The PPCA is a statistical modeling of the well-known PCA, 186 introduced by Tipping and Bishop [18] . It is based on a latent 187 variable model which links each D × 1 observed vector y s 188 to q × 1 latent vector t s , q < D, as follows:
where A is a D × q matrix, µ the observed data mean and
191
is an isotropic Gaussian noise, i.e., N (0, σ 2 I ), I being the 192 D × D identity matrix.
193
Thus, the probability distribution of y s given t s is :
Choosing Gaussian prior for t s , i.e., :
the marginal distribution of y s is: [6] . Bayes rule gives 200 the a posteriori probability of t s [6] :
where M = σ 2 I − A t A is a q × q matrix.
203
The maximization of the data log-likelihood L = s∈S 0 204 ln{ p(y s )} gives the following parameter estimators [6] :
where λ j are the eigenvalues of the data covariance matrix 209 =
, q is a diagonal matrix of the 211 q largest eigenvalues, U q the matrix of the corresponding 212 eigenvectors, and R is an arbitrary orthogonal rotation matrix. 213 The sum • Evaluation of the partial posterior marginals at the bottom of the quadtree :
where P(x s = ω i ) is recursively evaluated through a top-down pass, given the prior probability P(x r = ω i ) = π i as follows :
• Upward pass :
end for end for where a i j = P(x t = ω j /x t − = ω i ) is the parent/child transition probability and Z is a normalizing factor such that ω i P(x s = ω i /y s ++ ) = 1. Note that at the top of quadtree we obtain P(x r = ω i /y) • Downward pass :
end for end for account the data topology during the segmentation step will 239 be of great importance.
Mixture of Probabilistic Principal Component
) = K i=1 i P(y s /x s = w i )(15)
240
The a posteriori responsibility of the component i for gen-241 erating the vector y s is given by :
The EM algorithm is used to iteratively estimate the mixture 244 parameters [6] :
andÂ i etσ 2 i are given, in the same way of Eq. 14, by eigen 248 decomposition of the a posteriori responsibility-weighted 249 covariance matrix:
The MPPCA is a powerful well-formulated tool to capture x :
• Perform a two passes on the quadtree (Algorithm 1) using { 
272
The matrix C i is obtained in analog manner to Eq. 14 by 273 eigen-decomposition of the weighted covariance matrix
275 As a consequence, when the original images are multi-304 spectral ones, the eigen vectors of the PPCA associated 305 with a given class, are eigen spectra which represent a 306 signature of this class. This is very useful when the clas-307 ses correspond to physical structures like astronomical 308 objects, lands or water.
309
Experiments
310
Synthetic images
311
To test our approach, we generated three sets of three 312 256 × 256 correlated images each, with constant correlation 313 ratio ρ = 0.8. Each image contains two Gaussian classes 314 representing a geometric shape and background as detailed 315 in Table 1 . Thus, we obtain 9 images to segment (Fig. 2, 316  top) . The segmentation maps with four classes using the 317 than 98% of the pixels are correctly classified.
324
We also observe that the contours of the rectangle form are 325 very good exhibited in the segmentation map (Fig. 2, bottom   326 right). This is due to the well-known bloc effect drawback of we found that the use of the HMT is a good compromise.
333
If for a specific application the performance decreases, the a 334 priori may be changed by a more appropriate one like Hidden 335 Markov Chain or MRF.
336
Remote sensing images
337
We also applied our algorithm on two sets of real remote sens- shapes to obtain different signatures at the output.
409
We perform a 5 classes classification using the proposed 
