ABSTRACT
INTRODUCTION
The computational biology revolution has produced many large databases of genomic information, including the Gene Ontology (GO) (GO Consortium, 2000, http://www. geneontology.org). This explosion of information has substantially changed the processes which biological researchers use in such tasks as drug discovery, now increasingly involving the dedication of substantial resources to navigating these databases.
We can identify gene list categorization as one of the new tasks required of computational biologists. Following a gene expression experiment involving high-throughput microarrays or Affymetrix gene chips, a biomedical researcher * To whom correspondence should be addressed.
is confronted with a list of a few hundred to a thousand genes, from which the researcher will need to extract useful information on the types of biological processes affected in the experiment. Of these, some have their function described in published papers; others have additionally been annotated into specialized databases of proteins with known function; and still others may not be known at all.
The GO is one such database, a large, standardized knowledge structure consisting of three branches: Molecular Function (MF), Biological Process (BP) and Cellular Component (CC). Each branch is organized as a taxonomy of nodes representing different categories of genomic characteristics, connected by either is-a (subsumptive) or has-part (compositional) links. Once a gene is characterized sufficiently, it can be attached to the appropriate node, as shown in Figure 1 (GO Consortium, 2000) .
The categorization task arises from our researcher wanting to take the names of these genes and gain an understanding of their overall function by examining their distribution through the GO: are they localized, grouped in distinct areas or spread uniformly? Manual approaches and existing software are inadequate to answer this question over hundreds of proteins and more than 16 000 GO nodes, and thus an algorithmic approach is necessary.
While modern bio-ontologies take many forms, an adequate overall description is of a taxonomically organized data object over which automated inference and reasoning (e.g. using description logics) is performed. Leading research in ontologies tends to focus on logical properties, inference and search. Our view is that their nature as hierarchical, taxonomic categorizations of biological objects is what has made existing bio-ontologies successful, and that they are thus first best seen as specially structured databases. It is thus important that appropriate mathematical and combinatorial techniques be brought to bear on their representation, measurement and manipulation.
The Gene Ontology Categorizer (GOC) applies novel research in the discrete mathematics of finite partially ordered sets (posets) for semantic hierarchies (C.A. Joslyn, submitted for publication; Joslyn and Mniszewski, 2004) to GO analysis. Specifically, we represent the GO as a poset ontology, then use pseudo-distances between comparable nodes to develop scoring functions that rank-order the GO nodes with respect to a query. Finally, we cluster 1 the resulting rank-ordered list to produce a ranked list of appropriate summarizing nodes within the GO, which act as functional hypotheses about the characteristics of the genes expressed.
While GO analysis is an increasingly important area, existing techniques suffer from some weaknesses. Many researchers consider the GO simply as a list of categories, ignoring any structural relationships among the categories (Zeeberg et al., 2003) . Even those researchers with a treatment closest in spirit to ours (Lee et al., 2003 (Lee et al., , 2004 consider the GO primarily as a tree, or even cast it as a graph for determining distances between nodes. And while methods which emphasize external statistical information and validation (Lord et al., 2003; Zeeberg et al., 2003) are welcome and necessary, it is always necessary to proceed from a proper combinatorial perspective. GOC has been developed over the past year (Joslyn et al., 2003a,b) by researchers at the Los Alamos National Laboratory (LANL) and Procter & Gamble Corp. (P&G) , and is currently in use by staff scientists at P&G. In addition, extensions of GOC to handle textually based queries have 1 Noting that we are not using the term 'cluster' here in the same sense as used in other clustering applications in data mining, for example k-means.
been used by LANL in its submission for the BioCreative challenge (http://www.mitre.org/public/biocreative) for automated annotation (Verspoor et al., 2004) .
METHODOLOGY
A finite partially ordered set (poset) (Schröder, 2003 ) is a mathematical structure P = P , ≤ , where P is a finite set and ≤ ⊆ P 2 is a reflexive, anti-symmetric, transitive binary relation on P . Posets are the most general combinatorial objects decomposable into levels, in our case, of semantic specificity. While more specific than directed graphs or networks (every poset is a digraph with no cycles), they are more general than trees or lattices (every tree and lattice is a poset), in that collections of nodes can have multiple parents.
The GO is a pair of directed acyclic graphs (DAGs), one for the is-a and has-part links. Every DAG determines a unique poset, which is evident in Figure 1 , so that P GO is the set of nodes such as 'DNA unwinding' and 'DNA replication', and the ordering ≤ in 'DNA repair ≤ DNA metabolism' represents that DNA repair is a kind of DNA metabolism. Thus the GO, cast as a pair of posets P is = P GO , ≤ is and P has = P GO , ≤ has for the two kinds of relations, is a large, taxonomically organized semantic hierarchy. Throughout the paper below we actually consider the two kinds of links to be equivalent, and thus model the GO as the poset P GO = P GO , ≤ GO , where ≤ GO = ≤ is ∪ ≤ has . We now introduce concepts from poset theory (Schröder, 2003) , and a simple example. Two nodes p 1 , p 2 ∈ P are comparable, denoted p 1 ∼ p 2 , if either p 1 ≤ p 2 or p 2 ≤ p 1 ; a chain C ⊆ P is a collection of comparable nodes; and the height H(P) is the size of the largest chain. Similarly, two nodes p 1 , p 2 ∈ P are non-comparable if p 1 ∼ p 2 , an antichain is a collection of non-comparable nodes, and the width W(P) is the size of the largest anti-chain.
Given two comparable nodes p 1 ≤ p 2 , the set of all nodes 'between' them is the interval [p 1 , p 2 ] = {p : p 1 ≤ p ≤ p 2 }, which is equivalent to the set of all chains between p 1 and p 2 , denoted C(p 1 , p 2 ). The vector of chain lengths h(p 1 , p 2 ) = |C(p 1 , p 2 )| is the collection of the lengths of all these chains, and finally the minimal and maximum chain lengths between p 1 and p 2 are h
An example of a poset on a set of nodes P = {1, A, B, . . . , K} is shown in Figure 2 . We have that B and J are noncomparable, while A ≤ B are comparable, and the interval
Note how a poset is not a tree: both Figures 1 and 2 show nodes with more than one parent. Note also the inherently two-dimensional structure displayed by division into levels: while nodes can be re-drawn left to right (width) as convenient, vertically it is crucial that higher nodes be placed above lower ones (height).
The GO, modeled as P GO , has measurable poset properties, as shown in Table 1 and Figure 3 (GO for September 2003). The height parameter shows that the GO is properly seen as a structure divided into levels, 15 for BP and 13 for MF and CC. It branches out quickly and broadly, with twice as many nodes (10.6K) being 'terminal' leaves compared with interior nodes (only 5.4K). Calculating the width of a poset is still a daunting task algorithmically, so the width parameter is only a lower bound estimate. Thus, the structure is at least three orders of magnitude wider than it is high. Figure 3 shows the distribution (on a log scale) of the number of parents and children per node. Note that a few nodes have hundreds of children, and a substantial quantity have at least two parents, some as many as four or five.
We can then define a POSet Ontology (POSO) as O = P, X, F , where X is a finite, non-empty set of labels, and F : X → 2 P is an annotation function mapping each label x ∈ X to a collection of nodes F (x) ⊆ P . In Figure 2 , we have X = {a, b, . . . , j }, and e.g. F (b) = {A, E, F }. In GOC, we have O GO = P GO , X GO , F GO , where the gene products X GO and annotations F GO are provided by the GO's native XML file supplemented by translators provided by the GOA project (http://www.ebi.ac.uk/GOA). Current annotation files include Affymetrix, enzymes, yeast, and UniProt SWISS-PROT and TrEMBL.
We can now pose the categorization problem in the context of the example in Figure 2 : given a particular set of genes of interest cast as a query, say Y = {c, e, i} ⊆ X, what node(s) in P best summarize that set? One answer is C, since it 'covers' all three genes, and does so in the most specific way. The node 1 also covers the genes, but would not be favored since its in a more general category. But it can also be argued that H is a good answer, since, while it only covers c and e, it does so more specifically than C does. Along with Lee et al. (2003) , we note that this interplay between 'coverage' and 'specificity' is central to this class of methodologies.
We now need the concept of a pseudo-distance as a function δ : P 2 → R, where
; and a normalized distance asδ = δ/H(P). Current pseudo-distances implemented in GOC include: the minimum path length δ m = h * ; the maximum path length δ x = h * ; the average of extreme path lengths 
and the average of all path lengths
Other pseudo-distances are in exploration. Given a pseudo-distance and a set of nodes of interest Y ⊆ X, we then want to develop a scoring function S Y (p) that returns the weighted rank of a node p ∈ P based on requested nodes Y . We actually use two kinds of scores, an unnormalized score S Y : P → R + which returns an 'absolute' number, and a normalized scoreŜ Y : P → [0, 1] which returns a 'relative' number.
We allow the user to choose the relative value placed on coverage versus specificity by introducing a parameter s ∈ {. . . , −1, 0, 1, 2, 3, . . .}, where low s emphasizes coverages, and high s emphasizes specificity. The scoring function can use either the unnormalized distance δ, or the normalized δ. Letting r = 2 s , we have the four scoring functions shown in Table 2 .
We then want to find collections of scored nodes that break into groups by identifying non-comparable nodes within the ranked list as 'cluster heads'. The resulting clusters are at different depths in P, and while headed by noncomparable nodes, their contents can overlap. Cluster heads which are non-comparable to all others of lower rank are called Table 3 . GOC output for the example in Figure 2 for query Y = {c, e, i} 'primary', and those above some previously identified cluster head 'secondary'. Output for the example in Figure 2 is shown in Table 3 , for query Y = {c, e, i}, specificity values s = −1, 1 and 3, doubly normalized scoreŜ and pseudo-distance δ m . Cluster heads are marked with +, and secondaries with −. Desirable results are for low specificity, C preferred and primary, with 1 as a secondary; for high specificity, H and J preferred (J specifically covers i), with C as a secondary.
GOC was implemented for Linux in Java j2sdk1.4.0 using the OpenJGraph classes (http://openjgraph.sourceforge.net), an open source Java library (LGPL) used to create and manipulate graphs. We created a class UBPoset to support algorithms for scoring and distances, which implements a Floyd-Warshall algorithm for calculating all shortest paths, and is O (N 3 ) . We also use this algorithm to calculate all the maximum chain lengths, the number of chains and sum of chain lengths.
EXPERT VALIDATION
We enlisted an experienced molecular immunologist who had no prior knowledge of the GOC to assess its utility and accuracy. Not consulting the GO, he constructed two nonoverlapping lists of genes widely known to be involved in particular functions: KT 1 a list of 242 genes involved in immune processes; and KT 4 a list of 147 genes involved in cell-cell/cell-matrix interactions.
KT 1, KT 4 and KT 1 ∪ KT 4 provided three queries for GOC into the BP branch of the GO using δ m , s = 7 and scoring functionS. For each returned GOC cluster, the expert assessed the utility (did the cluster terms provide a useful description of a specific biological process?) from 1 = low to 5 = high; and the expectation (was the identified biological process expected for the genes in the query?) from 1 = high to 5 = low. Thus higher scores are better. The expert was also asked to identify any expected biological processes that were not represented in the clusters.
The results are shown in Table 4 , where U is the assessed utility; depthδ(1, p) is the relative distance of the cluster head p from the top of the GO 1; rank is the rank of the cluster for each query; genes is the number of genes in the cluster; and exp is the assessed expectation. The results are shown first ordered by rank in KT 1, with the corresponding rank (if any) within KT 4 and KT 1 ∪ KT also shown.
About one-third of the clusters in each set contain at least 10% of the genes in the query, and are thus the major descriptors of the gene list, recalling that within a query, a gene may be a member of more than one cluster. These larger clusters tended to have higher expectation scores, while some of the smaller clusters surprised the expert, and likely represent knowledge developed about the genes in areas of biology outside immunology, and thus provide new insights for the expert's home field.
Utility here is weakly correlated with depth, in that clusters that are 'high' in the GO (e.g. GO:0008150 'biological_process', depth 0.06) tend to be too general to allow the user to learn much. More useful clusters include GO:0007031 'peroxisome organization and biogenesis' (depth 0.39) or GO:0007606 'chemosensory perception' (depth 0.33).
Users can 'drill down' into clusters to generate subclusters. Partial results for the top six subclusters of the top scoring clusters for KT 1 (GO:0006955 'immune response') and KT 4 (GO:0007155 'cell adhesion') are shown in Table 5 . The resulting subclusters are both more specific and more useful.
GOC found considerable overlap in the clusters for KT 1 and KT 4, which is consistent with the importance of genes involved in cell-cell/cell-matrix interactions to general immune processes. It is also consistent with the increasingly popular notion that one gene can participate in many different biological processes. Combining the two gene lists neither generated any 'new' clusters nor lost any of the clusters identified by the separate queries.
Finally, we considered the biological processes which the expert expected to find, but were missing from the cluster solutions, e.g. 'mucosal immunity', 'dendritic cell activation' and 'regulatory Th3 T-cells'. Upon inspection of the GO and its annotations, it was found that these missing clusters are due to incomplete coverage of the GO in these areas of biology, and the annotation of some genes only at levels that are too 'high' in the GO to be informative to the biologist.
Researchers at P&G are finding GOC to be useful in interpreting large-scale gene expression datasets, and its utility is expected to increase as the GO's annotation increases. As a reviewer noted, immunology is a notoriously difficult area for gene annotation efforts, and the GO is not especially well developed there. Thus GOCs success in this test is even more noteworthy.
FORMAL VALIDATION
We seek a more formal approach to complement our expert validation. To accomplish this, we need an independent source of annotations of collections of GO nodes (corresponding to our lists of target genes) to other 'summarizing' GO nodes. This is available through the InterPro project,which catalogs assignments of protein families, domains and functional sites to GO IDs. As an example, the family 'phosphofructokinase' is InterPro ID IPR000023, and is annotated to GO:0006096 = 'glycolysis', GO:0003872 = '6-phosphofructokinase activity', and GO:0005945 = '6-phosphofructokinase complex'. It also maps to 175 proteins. Thus our validation task is to make these 175 proteins a GOC query, and see how well our cluster heads match against the set of GO IDs {GO:0006096, GO:0003872, GO:0005945}.
Regrettably these validation data are not ideal: InterPro GO nodes are determined by hand curation, based on the curator's biological knowledge and the description of the family or domain, but also by examining the GO nodes of the constituent proteins. Thus there is some inherent bias and circularity in this task. However, we were not aware of any other dataset that is available, and furthermore, we can at least validate our ability to capture the cognitive processes of the InterPro curators.
For a given query Y , let GOC return the nodes T ⊆ P , while the 'correct' answers are a different set U ⊆ P . If T = U , then GOC did as well as it could. Otherwise, quantifying GOC's degree of success is not simple. In our example in Figure 2 , let us say that GOC returns the answers T = {I , E, J }, and that the correct answers are U = {C, E, K}. So E is a 'hit', and then we want to compare each GOC node {I , J } against the nodes {C, K}: J is a 'child' of both C and K, and while I is also a child of C, I is only distantly related to K. In addition, GOC does not return a simple set of answers T , but rather a ranked list of indefinite length, and so it would be desirable to account for this rank ordering, in that a hit on a high-ranked node is more 'valuable' than a hit on a lower-ranked node. Mathematically, comparing T and U in the context of the poset P can be described as a matching problem of measuring the overlap or lack thereof of the two sub-posets of P induced by T and U . To date, we have not been able to identify an obvious solution to this problem in the mathematical literature, and instead are beginning to address it ourselves . Here, we use some simple methods which lead in the right direction, and which we believe adequate to measure GOC's success. Let R = {r} be the set of InterPro IDs, each annotated to GO nodes U(r) and proteins Y (r). InterPro mapped each ID r to an average |U(r)| = 2.34 GO nodes, and |Y (r)| = 162 proteins, per InterPro ID. In our run, there were 4866 InterPro IDs with GO annotations, with 11 370 mappings to GO nodes and 787 760 mappings to proteins in total. Of these proteins, we were able to locate 778 494, or >99% with GO annotations.
For each InterPro ID r, we ran GOC on the annotated proteins Y (r) with scoreŜ and distance δ m to convergence for increasing specificity s, which valued on average s = 7.65 over all the runs. For each r, let T (r) = t 1 , t 2 , . . . , t i , . . . , t n be the list of the top n GO nodes identified by GOC as cluster heads, in rank order, when run on the proteins Y (r). We capped n at 25, although for some r, GOC returned fewer clusters than that, yielding an average ofn = 22.7 GOC clusters per InterPro ID. Our run time was ∼4 days on a dual-processor Dell Precision 530.
For a particular InterPro ID r, let U(r) = {u 1 , u 2 , . . . , u j , . . . , u m } be the set of m GO nodes which InterPro has annotated to r. The first thing we are interested in is what portion of U(r) we find among our top 25 cluster heads T (r). In fact, over all the runs, we find 11 269 of the 11 370 InterPro GO IDs, or >99%, directly in this way. Another 93 are 'near misses', in the sense that GOC finds a node which is comparable. Finally, eight are not found by GOC (Table 6) .
Beyond saying that we find on an average 2.34 InterPro nodes U(r) somewhere in our 25 GOC nodes, we would like to know where in the rank-ordered list one will find them: the nearer at the top of our list they appear, the better our scoring algorithm. One important quantity is the minimum rank of our direct hits. If this is 1, that means that the GOC's top cluster head t 1 was also one of those listed by InterPro: t 1 ∈ U(r). If it is 2, that means that the GOC's top choice t 1 was not listed by InterPro, our second choice was t 1 ∈ U(r), t 2 ∈ U(r). Similarly, the maximum rank of our direct hits can also be defined. In general, we wish both quantities to be low, and in fact, the minimum rank of directs hits averaged 1.22 with SD 0.69 over all the GOC runs; and the maximum rank averaged 2.01 with SD 1.56. Hence, GOC found virtually all the GO nodes annotated to InterPro IDs, and very high in its rankings. But each r is left with an average 22.70 − 2.01 = 20.69 GOC nodes t i remaining, which should be 'near' some InterPro GO node u j . This sense of distance in a poset is what we are working to define (C.A.Joslyn, submitted for publication; Joslyn and Mniszewski, 2004) . For now, considering two nodes p, p ∈ P , then the status of p relative to p can be
• p is direct hit on p: p = p.
• p is in the nuclear family of p: p is a child (immediate successor), parent (immediate ancestor) or sibling (child of a parent or parent of a child) of p.
• p is in the extended family of p: p is a grandparent (parent of a parent), grandchild (child of a child), cousin (grandchild of a grandparent or grandparent of a grandchild) aunt/uncle (child of a grandparent) or a niece/nephew (grandchild or a parent) of p.
• p is comparable to p: p ∼ p .
• p is non-comparable to p: p ∼ p .
These relations are summarized in Table 6 . For example, 17.1K GOC nodes, or 15.5% of the total, are in the extended family of at least one InterPro GO node, at average minimum rank 3.12 and maximum rank 3.95. Note that just being comparable or non-comparable does not necessarily mean 'close' or 'far': siblings are non-comparable, but are very close, while comparable nodes can be separated by a large 'vertical' distance. Also, the numbers in the first column are not additive: both the immediate and extended families include both comparable and non-comparable nodes.
CONCLUSIONS AND FURTHER WORK
We have demonstrated that the GOC methodology provides a valid and useful approach to categorization in the GO, and are confident that it will prove to be a solid basis for development of further methods and in other poset-based ontologies. Future work includes
• Methodological development in combinatorial approaches to data analysis, including distances between noncomparable nodes, interval-valued measures of 'level' in posets, algorithms for poset width calculation and poset matching (C.A. Joslyn, submitted for publication; Joslyn and Mniszewski, 2004 ).
• Expansion to other ontologies such as the EC http://www.biochem.ucl.ac.uk/bsm/enzymes and MeSH http://www.nlm.nih.gov/mesh/meshhome.html.
• Continuation of our work in textual approaches, mapping back and forth from semantic relations among GO nodes to those among its lexical components (Verspoor et al., , 2004 ).
• Interaction with quantitative methods, including distances in the GO from external statistics (Lord et al., 2003) , and weightings of the GO to account for different amounts of 'sparseness' in coverage of biological domains.
