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Abstract
 
-
 
In this paper we present a technique to extract features from a document image which can 
be used in machine learning algorithms in order to recognize characters from document image. The 
proposed method takes the scanned image of the handwritten
 
character from paper document as 
input and processes that input through several stages to extract effective features. The object in the 
converted binary image is segmented from the background and resized in a global resolution. 
Morphological thinning operation is applied on the resized object and then the technique scanned 
the object in order to search for features there. In this approach the feature values are estimated by 
calculating the frequency of existence of some predefined shapes in a character object. All of these 
frequencies are considered as estimated feature values which are then stored in a vector. Every 
element in that vector is considered as a single feature value or an attribute for the corresponding 
image. Now these feature vectors for individual character objects can be used to train a suitable 
machine learning algorithms in order to classify a test object. The k-nearest neighbor classifier is 
used for simulation in this paper to classify the handwritten character into the recognized classes of 
characters. The proposed technique takes less time to compute, has less complexity and increases 
the performance of classifiers in matching the handwritten characters with the machine readable 
form.
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Abstract - In this paper we present a technique to extract 
features from a document image which can be used in 
machine learning algorithms in order to recognize characters 
from document image. The proposed method takes the 
scanned image of the handwritten character from paper 
document as input and processes that input through several 
stages to extract effective features. The object in the converted 
binary image is segmented from the background and resized 
in a global resolution. Morphological thinning operation is 
applied on the resized object and then the technique scanned 
the object in order to search for features there. In this 
approach the feature values are estimated by calculating the 
frequency of existence of some predefined shapes in a 
character object. All of these frequencies are considered as 
estimated feature values which are then stored in a vector. 
Every element in that vector is considered as a single feature 
value or an attribute for the corresponding image. Now these 
feature vectors for individual character objects can be used to 
train a suitable machine learning algorithms in order to classify 
a test object. The k-nearest neighbor classifier is used for 
simulation in this paper to classify the handwritten character 
into the recognized classes of characters. The proposed 
technique takes less time to compute, has less complexity and 
increases the performance of classifiers in matching the 
handwritten characters with the machine readable form. 
Keywords : character recognition, morphological 
thinning operation, feature vectors, classifiers. 
  
  
 
  
  
         
 
     
 
  
     
 
 
been proposed for recognizing the handwritten 
characters such as, HDCRGF [1], IHDCRFDHMM [2], 
HCRNN [3], EFHSNNHCR [4], and PABPNN [5] which 
can recognize the character in image by classifying 
them, but they take so much time and the methods are 
too complex and difficult to implement as well. 
Recently SMHCR[6] has been proposed where 
a simplified technique is developed to recognize 
character from digital image. In that approach, the 
character object is segmented from the background and 
morphological thinning operation [7][8] is applied. After 
that the segmented image containing character object is 
partitioned into several cells. Feature value is estimated 
from each cell by calculating the proportion of the 
number of 0 and 255 intensity pixels. The estimated 
values for each cells are then stored in a vector and the 
vector is considered as a feature vector for that image.  
 
Figure 1
 
: 
 
(a) shows the extraction of character object 
from image and (b) is the extracted image, (c) is the 
result of morphological thinning operation on resized 
image, (d) shows the concept of partitioning the thinned 
image in same sized cells and (e) shows an example of 
calculating estimated value for a cell C where nw= 5 
and nb= 11, so Pi = 5/11 = 0.454
 
 
K-nearest neighbor (KNN) [9] classifier is used 
here and the feature vectors are used to train the 
classifier. After training, the classifier is able to classify a 
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ptical character recognition (OCR) has become 
an important field of research in the current 
growing period of technology. Automatic 
recognition of printed and handwritten information 
present on documents like cheques, envelopes, forms, 
and other manuscripts has a variety of practical and 
commercial applications in banks, post offices, libraries, 
and publishing houses. Basically OCR is a mechanism 
to convert machine printed or handwritten document file 
into editable text format [1]. The process of handwriting 
recognition involves extraction of some defined 
characteristics called features to classify an unknown 
handwritten character into one of the known classes. A 
typical handwriting recognition system consists of  some
steps, as like- preprocessing, segmentation, feature
extraction, and classification [2]. Many methods have
O
 
new test object into a recognized character. Fig. 1 
shows the steps of SMHCR[6]. 
In SMHCR [6], the features are calculated from 
the proportion of 0 and 255 intensity pixels in a certain 
cell which is not efficient in all cases. Here the feature 
values are dependent on counting of pixels, rather than 
the shape of the object; though the shape is an 
important factor for recognizing a character. In this 
paper, a modified technique is proposed where shape 
of a character object is taken into account in order to 
estimate a feature value. The techniques searches for 
different shapes of joint in a character object and 
calculate the frequencies of their occurrence. The joint-
shapes are pre-defined and their frequencies are 
considered as estimated feature values to be used in a 
suitable classifier. 
II.   Proposed Technique 
Let X is the input character image with size m × 
n. Generally, documents are prepared by writing or 
typing on white paper. So, in this paper, we consider the 
background to be white and the foreground character 
objects to be black. X is converted into a binary image. 
So the background pixels will be the intensity of 1 and 
the foreground object pixels will be the intensity of 0. As 
mentioned earlier, the proposed technique seeks for 
predefined joint-shape occurrences. 
Different kinds of joint-shapes are seen in 
character objects as indicated in Fig. 2 as an example. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The concept of joint-shape detection can be 
illustrated with the example given in Fig.2. A
 
character 
object is thinned and our technique searches for the 
four different predefined joint-shapes which are J1, J2, J3, 
J4. As we can see J1
 
occurred for 2 times, J2
 
occurred for 
1 times, J3
 
occurred for 1 times and J4
 
occurred for 2 
times. In this example, we will consider these 
frequencies to estimate feature values where- 
Frequency (J1) = F1 = 2 
Frequency (J2) = F2 = 1 
Frequency (J3) = F3 = 1 
Frequency (J4) = F4 = 2 
Now let’s consider a vector FX = [F1, F2, F3, F4] 
          = [2, 1, 1, 2] 
So, this FX will be the feature vector for the 
image X. In practical case number of joint-shape 
template is more (J1, J2, J3, J4 ……. Jn) and in 
consequence feature vector contains more element 
such as F = [F1, F2, F3, F4,….,Fn] when number of 
joint-shape template, i = n. We can produce a 
histogram from the frequencies contained in a vector. 
Fig. 3 shows an example of histogram obtained by 
processing an image containing the character “A” where 
i = 24. 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 In order to train a classifier,
 
more images are 
processed to obtain feature vector and these vectors 
are passed into classifier to define individual classes. 
For an example, if we train classifier for the class “A” 
with 11 feature vectors from 11 objects, we get the 
following graph.
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Figure 4 : (b) Shows Feature-vector histograms 
obtained from several training objects in (a)
An Approach to Extract Features from Document Image for Character Recognition
Figure 3 : (b) Shows the histogram of the feature 
vector obtained from (a) Image
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Figure 2 : (a) Shows a resized & thinned object (b) 
Indicates different joint-shapes Ji detected on the object 
which are numbered as J1, J2, J3, J4. and (c) Shows the 
template of joint-shapes J1, J2, J3, J4
(from left to right)
 
  
 
III. 
  
Simulation
 
The proposed technique has been simulated 
using Matlab programming language. In our simulation, 
we have used 24 templates of joint-shapes. Fig. 5 
shows the several templates.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The joint-shapes are used as window and they 
slide through the image to find out any match. In every 
matching the frequency values are incremented by 1.
 
Several character images are used to extract 
feature vectors and k-nn classifiers is used and is 
trained to determine the class of a testing object.
 
Fig.6 
shows some of the training images and feature vector 
histograms for several training classes are shown in 
Fig.7.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7
 
: 
 
Histograms of features vectors for several 
             
character classes (for simplicity only A to H are shown)
 
 
 
 
 
 
 Figure 6
 
: 
 
Example of some training image 
objects
 
 
 
Figure 5
 
: 
 
Several joint-shape templates
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Total 650 number of sample images with 
different handwritten characters collected from different 
people has been tested using the proposed method 
and the result shows that the proposed method 
performs successfully to recognize handwritten 
An Approach to Extract Features from Document Image for Character Recognition
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 characters from document images and its average 
accuracy rate is 97.21%. The rate of success
 
in 
recognizing sample images for different individual 
characters are shown in Fig 6
 
and a comparison 
between the proposed technique and SMHCR
 
[6]
 
is 
also presented.
 
 
 
 
 
Figure 8
 
: 
 
Shows the accuracy rate of k-nn classifier 
in recognizing character using the proposed feature 
extraction method
 
 
 
 
(a)
 
 
 
 
 
 
 
 
 
 
 
Figure 9
 
: 
 
(a) Shows the number of feature element 
vs. running time graph and (b) Shows the number of 
feature element vs. accuracy rate graph
 
 
Fig. 9 shows some scenario related to feature 
vector’s size.
 
We can see that if we increase the number 
of elements in feature vector (i), the classifier needs 
more time to be trained (a) and as well as we will get 
more accuracy rate also (b).
 
IV.   Future Plan
 
The proposed technique can be improved to 
make it more
 
efficient. Predefined joint-shape templates 
can be selected carefully so that unused templates can 
be removed which will reduce time complexity. More 
powerful machine learning algorithms can be used in 
here in order to improve the recognition rate. Integration 
of this feature extraction method into the neural network 
is also a future plan
 
of this work.
 
V.    Conclusion
 
In this paper a method in presented to extract 
features from a document image. The features are
 
extracted by seeking the occurrence of some joint-
shapes in thinned object. The frequencies of occurrence 
are stored as feature elements in a vector. The feature 
vectors can be used through the classifiers in order to 
recognize a character object. The proposed feature 
extraction technique
 
is less complex, easy to implement
 
and integrate while recognizing the characters from 
document scanned image accurately.
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