Local well-posedness of the nonlinear Schr\"odinger equations on the
  sphere for data in modulation spaces by Takaoka, Hideo
ar
X
iv
:1
50
2.
04
28
3v
1 
 [m
ath
.A
P]
  1
5 F
eb
 20
15
Local well-posedness of the nonlinear Schro¨dinger
equations on the sphere for data in modulation
spaces
Hideo Takaoka
∗
Abstract
In this paper we discuss a priori estimates derived from the energy
method to the initial value problem for the cubic nonlinear Schro¨dinger
on the sphere S2. Exploring suitable a priori estimates, we prove the
existence of solution for data whose regularity is s = 1/4.
1 Introduction
In this paper we consider the initial value problem for the cubic nonlinear
Schro¨dinger equation on the surface:{
i∂tu+∆u = |u|2,
u(x, 0) = u0(x),
(1.1)
where the unknown function u = u(x, t) is a complex valued function on (t, x) ∈
R × S2, and ∆ denotes the Laplacian on the surface of the unit sphere S2
in R3. The equation (1.1) is defocusing. However the result in this paper is
independent on whether the equation is focusing or defocussing.
In the case of the whole space case R2, local well-posedness in Hs(R2) for
s ≥ 0 was obtained by Y. Tsutsumi in [16] and T. Cazenave, F. Weissler in
[10]. It is important to note that the critical regularity for the scaling argument
is s = 0. On the other hand, for the periodic boundary problem, local well-
posedness for data in Hs(T2), s > 0 was established by J. Bourgain [2]. In [2],
he used the Xs,b argument along with the Strichartz estimate which controls
the Lpt,x norm of the linear solution in term of the H
s initial data (see also [17]),
where this estimate is sharp in the sense that the estimate with s ≤ 0 fails. For
further references, see for instance [4], [15] and references therein.
Among other cases, for the case of two dimensional sphere S2, the initial value
problem (1.1) is known to be locally well-posed in the Sobolev spaces Hs(S2)
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for s > 1/4. This was shown by N. Burq, P. Ge´rard and N. Tzvetkov [8]1, where
they proved the bilinear Strichartz estimates without loss of derivatives. On the
other hand, in [7], they also proved that the flow map is not uniformly continuous
in Hs(S2) for 0 ≤ s < 1/4, although the standard scaling argument concerning
the initial value problem (1.1) on the real line case suggests local well-posedness
for s ≥ 0. Further analysis on such instability of solutions was obtained by
V. Banica in [11]. It is worth noticing that these instability phenomena arise
to be illustrate by considering the following weighted homogeneous spherical
harmonic polynomials
ψk(x1, x2, x3) = k
1/4−s(x1 + ix2)
k, (x1, x2, x3) ∈ S2, k ∈ N, (1.2)
as initial data. Notice that these weighted homogeneous spherical harmonic
polynomials give a concrete counterexample to the restriction estimate obtained
by C. D. Sogge [13].
It is natural to ask for the well-posedness result at the regularity s = 1/4. In
the present paper, we consider some problems at the regularity s = 1/4.
We first recall the spherical harmonics on the sphere S2.
Notation 1.1. We define A . B by A ≤ cB for some absolute constant c > 0.
Similarly, we define A ∼ B if and only if A . B . A. We set 〈a〉 = (1+ |a|2)1/2
for a ∈ R.
We summarize the properties of eigenvalues and eigenfunctions of the Lapla-
cian ∆ on S2. Let Y mk (k ∈ N ∪ {0}, m ∈ Z, − k ≤ m ≤ k) be complex
valued spherical harmonics of degree k and order m. Then Y mk are eigenfunc-
tions corresponding to eigenvalues −µ2k, where µk =
√
k(k + 1). For a fixed k,
we denote by Hk the (2k + 1)-dimensional space spanned by the functions Y mk
with −k ≤ m ≤ k. We denote by Pk the orthogonal projection on eigenspace
Hk2.
Let s ≥ 0. Denote by Hs = Hs(S2) the Sobolev space associated to (I−∆)s/2
equipped with norm
‖u‖Hs =
(
∞∑
k=0
〈µk〉2s‖Pku‖2L2
)1/2
.
Denote by Bs = Bs(S2) the Besov type modulation space equipped with norm
‖u‖Bs =
∞∑
k=0
〈µk〉s‖Pku‖L2.
Remark 1.1. (i) We only consider the case when s = 1/4, since the argument
in this paper will provide the proof in the case s > 1/4.
1In [8], the same problem on a compact Riemann manifold has been discussed.
2The space L2(S2) is the Hilbert sum
⊕
∞
k=0
Hk, namely, for every function f ∈ L
2(S2),
there is a unique Fourier decomposition f =
∑
∞
k=0
fk for fk ∈ Hk.
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(ii) The definition of reasonable Besov space is Bsp,q equipped with norm
‖u‖Bsp,q =
∥∥∥∥∥∥∥2js
∥∥∥∥∥∥
∑
2j−1≤k<2j
Pku
∥∥∥∥∥∥
Lp(S2)
∥∥∥∥∥∥∥
ℓqj
(see [1]). There is the embedding inclusion relation between Bs and Bsp,q,
namely
Bs →֒ Bs2,1 →֒ Hs →֒ Bs2,∞.
From this point of view, the space Bs is a restricted space of the Besov
space.
(iii) When s = 1/4, the no-weighted homogeneous spherical harmonic func-
tions ψ˜k(x1, x2, x3) = (x1 + ix2)
k, (x1, x2, x3) ∈ S2 satisfies ψ˜k = ckY kk
for some constant ck and
Pkψ˜k = ψ˜k, ψ˜k ∈ B1/4,
‖ψ˜k‖B1/4 = ‖ψ˜k‖B1/4
2,1
= ‖ψ˜k‖H1/4 = ‖ψ˜k‖B1/4
2,∞
∼ 1.
The main result of this paper is local well-posedness of (1.1) in B1/4. More
precisely, we show the following theorem.
Theorem 1.1. For every r > 0, there exist T = T (r) > 0 and a function
space X
1/4
T such that given u0 ∈ {φ ∈ B1/4 | ‖φ‖B1/4 < r} there exists a
unique solution u of (1.1) with initial data u0 satisfying u ∈ C([0, T ];B1/4) ∩
X
1/4
T . Moreover the solution map {φ ∈ B1/4 | ‖φ‖B1/4 < r} ∋ u0 7→ u ∈
C([0, T ];B1/4) ∩X1/4T is Lipschitz continuous.
Remark 1.2. (i) The time of existence T obtained in Theorem 1.1 depends on
the value of ‖u0‖B1/4 . For sequence of initial data ψ˜k (k ∈ N), Theorem 1.1
guarantees that there exists the sequence of solutions uk and its existence
time Tk. We can say that by Theorem 1.1 the lifespan has the lower
estimate lim infk→∞ Tk ≥ c for some constant c > 0.
(ii) The result in Theorem 1.1 is essentially of the some kind of conditionally
local-in-time well-posedness in B1/4. Our proof relies on the a priori es-
timates of solutions. The same sprit in carrying out the proof also works
for the unconditionally well-posedness in Hs with s > 3/4. However, in
this paper we do not discuss at all such a problem.
The well-posedness result for (1.1) is still unclear. But it is interesting to
consider the cubic nonlinear Schro¨dinger equation without gauge invariance. If
data are homogeneous spherical harmonic functions, then one can obtain the
local well-posedness for data in the Sobolev space Hshom for s = 1/4, where
Hshom = H
s ∩ span{ψk | k ≥ 0}.
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Theorem 1.2. The initial value problem associated with the cubic nonlinear
Schro¨dinger equation
i∂tu+∆u = u
3, (1.3)
is locally well-posed in H
1/4
hom. Namely, for every r > 0, there exist b > 1/2, T =
T (r) > 0 and a function space X
1/4,b
T such that given u0 ∈ {φ ∈ H1/4hom |
‖φ‖
H
1/4
hom
< r} there exists a unique solution u of (1.3) with initial data u0
satisfying u ∈ C([0, T ];H1/4hom)∩X1/4,bT . Moreover the solution map {φ ∈ H1/4hom |
‖φ‖
H
1/4
hom
< r} ∋ u0 7→ u ∈ C([0, T ];H1/4hom) ∩X1/4,bT is Lipschitz continuous.
Remark 1.3. If uj are smooth in span{ψk | k ≥ 0} for j = 1, 2, 3, then the
product
∏3
j=1 uj is within span{ψk | k ≥ 0}. This algebraic property allows
us to establish the existence of an appropriate class of local solution u(t) ∈
C([0, T ];Hshom) of (1.3).
This paper is organized as follows. In section 2, we present the useful function
spaces and recall the several estimates for the harmonic projection operators. In
section 3, we take the direct estimate for the norm of ‖u(t)‖XsT along with the
energy method under resonance and has several other properties. Multilinear
estimates provide us the several type of a priori estimates. In section 4, we carry
out the local well-posedness result described in Theorem 1.1. In section 5, we
give the proof of Theorem 1.2.
Acknowledgements. I thank Nikolay Tzvetkov for discussion and for pointing
out the reference [9].
2 Definition of function spaces and linear esti-
mates
We start out by defining the function spaces.
Definition 2.1. Let s ≥ 0 and T > 0. We define the function space XsT as the
completion of C∞0 (R× S2) under the norm:
‖u‖XsT =
∞∑
k=0
〈µk〉s sup
0≤t≤T
‖Pku(t)‖L2(S2).
We also define the function spaces introduced by Bourgain in [2] and Burq-
Ge´rard-Tzvetkov in [9].
Definition 2.2. For s ≥ 0 and b ∈ R, letXs,b be the completion ofC∞0 (R;Hs(S2))
for the norm
‖f‖Xs,b =
(
∞∑
k=0
‖〈τ + µ2k〉b〈µk〉sP̂ku(τ)‖2L2(R×S2)
)1/2
.
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Observe that if b > 1/2,Xs,b →֒ C(R;Hs) by usual Sobolev embedding theorem.
For T > 0, we define the restriction function space
Xs,bT = {f ||t|≤T | f ∈ Xs,b}.
The following extension of the Lp estimates due to Sogge [13] established by
Burq, Ge´rard and Tzvetkov [9] will be a crucial ingredient in our proof.
Theorem 2.1 (Burq, Ge´rard and Tzvetkov). There exist C > 0 such that, for
all k1, k2 ∈ N ∪ {0}, for all functions f, g on S2,
‖Pk1fPk2g‖L2(S2) ≤ Cmin{〈k1〉, 〈k2〉}1/4‖f‖L2(S2)‖g‖L2(S2).
Also we shall use the following Lp estimates established by Sogge [13, Theorem
4.2].
Theorem 2.2 (Sogge). There exist C > 0 such that, for all k ∈ N ∪ {0}, for
all f on S2,
‖Pku‖Lp(S2) ≤ C〈k〉αp‖u‖L2(S2),
where,
(i) if 2 ≤ p ≤ 6, αp = (p− 2)/4p,
(ii) if 6 ≤ p ≤ ∞, αp = 2(1/4− 1/p).
3 Nonlinear energy estimates under resonance
properties
To show the local well-posedness in B1/4, we use the a priori estimates for
solution of (1.1). This can be established as follows.
Theorem 3.1. Let u be a smooth solution of (1.1) on t ∈ [0, T ]. Then for all
0 < δ < 1, we have
‖u‖
X
1/4
T
. ‖u0‖B1/4 +
(√
T
δ
+ δ1/4
)
‖u‖2
X
1/4
T
+
√
T‖u‖3
X
1/4
T
.
To construct above estimate, first consider a smooth solution u of (1.1) with
smooth initial data u0. We put vk = e
−it∆Pku = e
itµ2kPku, where we suppressed
the t, x dependence and wrote vkj = vkj (t, x) for notational simplicity.
Since from the fact that eit∆ is unitary group in L2, we have ‖vk‖L2 =
‖Pku‖L2 . Then vk satisfies the equivalent formula to (1.1):
∂tvk = −iPk
∑
k1,k2,k3
eiφ(k,k1,k2,k3)tvk1vk2vk3 , (3.1)
where the phase function φ(k, k1, k2, k3) is defined by
φ(k, k1, k2, k3) = µ
2
k − µ2k1 + µ2k2 − µ2k3 .
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Additionally we may assume that k . max{k1, k2, k3}. Otherwise, the right-
hand side of (3.1) is zero, since the vk1vk2vk3 is the polynomial on degree at
most k1 + k2 + k3, and it is orthogonal to the polynomial function of degree k.
Then it formally satisfies the identity
d
dt
‖Pku(t)‖2L2 = 2Re
∫
S2
vk∂tvk dx
= 2Im
∫
S2
vk(t)
∑
k1,k2,k3
eiφ(k,k1,k2,k3)tvk1vk2vk3 dx. (3.2)
Let us drop the complex number i and simply use c. We decompose (3.2) into
a sum of two terms that the resonant contribution (k1, k2, k3) ∈ σk and that the
non-resonant contribution (k1, k2, k3) 6∈ σk, where
σk =
{
(k1, k2, k3) ∈ (N ∪ {0})3 : |µk −
√
µ2k1 − µ2k2 + µ2k3 | ≤ 1 or µk ≤ 1/δ
}
.(3.3)
From the contribution of σk, we know that
if |k − k′| > 2 and min{µk, µk′} > 2/δ, then σk ∩ σk′ = ∅, (3.4)
and
if (k1, k2, k3) 6∈ σk, then φ(k, k1, k2, k3) 6= 0. (3.5)
Using (3.2), one has after integration in the time interval [0, t] that
‖Pku(t)‖2B1/4 − ‖Pku0‖2B1/4
= c
∫ t
0
∫
S2
〈µk〉 12 vk
∑
(k1,k2,k3)∈σk
eiφ(k,k1,k2,k3)t
′
vk1vk2vk3 dxdt
′
+c
∫ t
0
∫
S2
〈µk〉 12 vk
∑
(k1,k2,k3) 6∈σk
eiφ(k,k1,k2,k3)t
′
vk1vk2vk3 dxdt
′
= I1 + I2.
Contribution of (k1, k2, k3) ∈ σk. It is enough to consider the case where k1
is the maximal modulation of kj (j = 1, 2, 3). By two applications of Theorem
2.1, we obtain
|I1| .
∫ t
0
∑
(k1,k2,k3)∈σk
〈µk〉 14 〈µk1〉
1
4 ‖vkvk2‖L2‖vk1vk3‖L2 dt′
.
∫ t
0
‖vk‖B1/4
∑
(k1,k2,k3)∈σk
3∏
j=1
‖vkj‖B1/4 dt′.
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Contribution of (k1, k2, k3) 6∈ σk. Since φ(k, k1, k2, k3) 6= 0 by (3.5), we write
after integration by parts that
I2 = c
∫
S2
〈µk〉 12 eiφ(k,k1,k2,k3)t′
φ(k, k1, k2, k3)
vk
∑
(k1,k2,k3) 6∈σk
vk1vk2vk3
t
′=t
t′=0
+c
∫ t
0
∫
S2
〈µk〉 12 eiφ(k,k1,k2,k3)t′
φ(k, k1, k2, k3)
∂t
vk ∑
(k1,k2,k3) 6∈σk
vk1vk2vk3
 dt′
= I21 + I22.
We consider the contribution of I21 first. Note that from the non-resonance
relation (3.3), we have
|φ(k, k1, k2, k3)| &
〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉
and 〈µk〉 & 1/δ within the domain of summation. Then, using Theorem 2.1, we
have that the contribution of I21 is bounded by
|I21| . δ1−ε‖Pku(t)‖B1/4
∑
(k1,k2,k3) 6∈σk
∏3
j=1 ‖Pkju(t)‖B1/4〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε
+δ1−ε‖Pku0‖B1/4
∑
(k1,k2,k3) 6∈σk
∏3
j=1 ‖Pkju0‖B1/4〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε
.
Secondly, we consider the contribution of I22. According to the symmetry,
we divide the proof into two cases: the time derivative falls on the factor that
vk and that vk1 .
When the time derivative falls on the factor vk, ∂tvk satisfies the equation
(3.1). Apply Theorem 2.1 as above, then the contribution of this case to I22 is
bounded by
c
∫ t
0
‖Pk(|u|2u)‖B1/4
∑
(k1,k2,k3) 6∈σk
∏3
j=1 ‖Pkju‖B1/4〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉
dt′
.
∫ t
0
‖Pk(|u|2u)‖L2
〈µk〉 34−ε
dt′ sup
0≤t′≤t
∑
(k1,k2,k3) 6∈σk
∏3
j=1 ‖Pkju‖B1/4〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε
.
On the other hand, when the time derivative falls on the factor vk1 , we divide
two cases that µk & µk1 and that µk ≪ µk1 .
We consider the contribution of µk & µk1 . By evaluating the weight 〈µk〉−1/4
by 〈µk1〉−1/4 in the expression above, the same arguments as in the previous
case lead to∣∣∣∣∫
S2
PkuPk1(|u|2u)Pk2uPk3u
〈µk〉 dx
∣∣∣∣ . ‖Pku‖B1/4‖Pk1(|u|2u)‖L2‖Pk2u‖B1/4‖Pk3u‖B1/4〈µk〉ε〈µk1 〉 34−ε .
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Next we consider the contribution of µk ≪ µk1 . Applying Theorem 2.1 as
above, one has that∣∣∣∣∣∣
∫
S2
PkuPk1(|u|2u)Pk2uPk3u〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉
dx
∣∣∣∣∣∣ . ‖Pku‖B1/4‖Pk1(|u|
2u)‖L2‖Pk2u‖B1/4‖Pk3u‖B1/4〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉 34
.
We put together all the estimates above. Taking the square root (which is
concave) and using Cauchy-Schwarz inequality, we obtain the estimate
‖u‖
X
1/4
T
. ‖u0‖B1/4
+
(
∞∑
k=0
‖Pku‖Lt([0,T ];B1/4)
)1/2∫ T
0
∑
k≥0
(k1,k2,k3)∈σk
3∏
j=1
‖Pkju(t′)‖B1/4 dt′

1/2
+δ1/2−ε
(
∞∑
k=0
‖Pku‖
Lt([0,T ];B
1
4 )
) 1
2
 ∑
k≥0
(k1,k2,k3) 6∈σk
∏3
j=0 ‖Pkju‖L∞t ([0,T ];B1/4)〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε

1
2
+
(∫ T
0
∞∑
k=0
‖Pk(|u|2u)‖L2
〈µk〉 34−ε
dt′
) 1
2
 ∑
k≥0
(k1,k2,k3) 6∈σk
∏3
j=1 ‖Pkju‖Lt([0,T ];B 14 )〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε

1
2
+
(
∞∑
k=0
‖Pku‖
L∞t ([0,T ];B
1
4 )
) 1
2
×
×
∫ T
0
∑
k&k1≥0
(k1,k2,k3) 6∈σk
‖Pk1(|u|2u)‖L2‖Pk2u‖B 14 ‖Pk3u‖B 14〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε〈µk1〉 34−ε
dt′

1
2
+
(
∞∑
k=0
‖Pku‖
L∞t ([0,T ];B
1
4 )
) 1
2
×
×
∫ T
0
∑
k1≫k≥0
(k1,k2,k3) 6∈σk
‖Pk1(|u|2u)‖L2‖Pk2u‖B 14 ‖Pk3u‖B 14〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉 34
dt′

1
2
,
at least. Since
∑∞
k=0 ‖Pku‖Lt([0,T ];B1/4) = ‖u‖X1/4T , it is sufficient to estimate
the following five terms, Ji, i = 1, · · · , 5:
J1 =
∫ T
0
∑
k≥0
(k1,k2,k3)∈σk
3∏
j=1
‖Pkju(t′)‖B1/4 dt′,
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J2 =
∑
k≥0
(k1,k2,k3) 6∈σk
∏3
j=1 ‖Pkju‖L∞t ([0,T ];B1/4)〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε
,
J3 =
∫ T
0
∞∑
k=0
‖Pk(|u|2u)‖L2
〈µk〉 34−ε
dt′,
J4 =
∫ T
0
∑
k&k1≥0
(k1,k2,k3) 6∈σk
‖Pk1(|u|2u)‖L2‖Pk2u‖B 14 ‖Pk3u‖B 14〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε〈µk1〉 34−ε
dt′,
J5 =
∫ T
0
∑
k1≫k≥0
(k1,k2,k3) 6∈σk
‖Pk1(|u|2u)‖L2‖Pk2u‖B 14 ‖Pk3u‖B 14〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉 34
dt′.
Subsequently, we estimate Ji for each separately.
Estimate of J1. For µk > 1/δ, the each support σk is disjoint by (3.4).
Therefore J2 is bounded by
J1 .
T
δ
∑
k1,k2,k3
3∏
j=1
‖Pkju‖L∞t ([0,T ];B 14 ) .
T
δ
‖u‖3
X
1
4
T
.
Estimate of J2. Due to
〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉−1
〈µk〉−ε ∈ ℓ1k, we have
that J2 is bounded by
J2 .
∑
k1,k2,k3
3∏
j=1
‖Pkju‖L∞t ([0,T ];B 14 ) . ‖u‖
3
X
1
4
T
.
Estimate of J3. Cauchy-Schwarz inequality provides J3 . ‖u‖3Lt([0,T ],L6x).
Then we have that
J3 . T
∥∥∥∥∥
∞∑
k=0
Pku
∥∥∥∥∥
3
L∞t ([0,T ];L
6)
.
(
∞∑
k=0
‖Pku‖L∞t ([0,T ];L6)
)3
.
Now we use Sobolev inequality in Theorem 2.2 to obtain
J3 . T
(
∞∑
k=0
〈µk〉 16 ‖Pku‖L∞t ([0,T ];L2)
)3
. T ‖u‖3
X
1
6
T
.
Estimate of J4. It suffices to show that
sup
0≤t≤T
∑
k&k1≥0
(k1,k2,k3) 6∈σk
‖Pk1(|u|2u)‖L2‖Pk2u‖B 14 ‖Pk3u‖B 14〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉
〈µk〉ε〈µk1〉 34−ε
. ‖u‖5
X
1
4
T
.
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The sum Σk is uniformly bounded due to
〈
µk −
√
µ2k1 − µ2k2 + µ2k3
〉−1
〈µk〉−ε ∈
ℓ1k. Now we apply same argument as in the previous proof for J3. Therefore
J4 . T ‖u‖5
X
1
4
T
.
Estimate of J5. A simple calculation shows that J5 is bounded by
J5 . T sup
0≤t≤T
∑
k1,k2,k3
‖Pk1(|u|2u)‖L2‖Pk2u‖B 14 ‖Pk3u‖B 14〈
µ2k1 − µ2k2 + µ2k3
〉 3
8
−ε
.
Now by Cauchy-Schwarz inequality with the fact 〈µ2k1 +µ2k2 +µ2k3〉−3/8+ε ∈ ℓ2k1 ,
we see that
J5 . T ‖u‖3Lt([0,T ];L6).
From the previous step in the proof for J3, we have that
J5 . T ‖u‖5
X
1
4
T
.
This completes the proof of Theorem 3.1.
Repeating a similar computation on the difference of two solutions, we have
the following theorem.
Theorem 3.2. Let u and v be two smooth solutions of (1.1) on t ∈ [0, T ] with
initial data u0 and v0, respectively. Then for all 0 < δ < 1, we have
‖u− v‖
X
1
4
T
. ‖u0 − v0‖
B
1
4
+
(√
T
δ
+ δ1/4
)
M‖u− v‖
X
1
4
T
+
√
TM2‖u− v‖
X
1
4
T
.
where M = max
{
‖u‖
X
1/4
T
, ‖v‖
X
1/4
T
}
.
4 Proof of Theorem 1.1
Now we explain how to use Theorems 3.1 and 3.2 to establish local solutions.
Let u0,n be a sequence in H
∞(S2) such that u0,n → u0 in B1/4 as n → ∞.
For u(x, 0) = u0,n(x) in (1.1), we have global smooth solutions of (1.1) which
we denote by un.
Let T > 0 be a positive constant with T < 1 to be determined later. First
we use the continuity argument to show that un satisfies the a priori estimate
obtained in Theorem 3.1 on the time interval [0, T ] independent of n. Namely,
we have
‖un‖X1/4T ≤ C‖u0,n‖B1/4 + C
(√
T
δ
+ δ1/4
)
‖un‖2X1/4T + C
√
T‖un‖3X1/4T .
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We choose R > 0 so large that ‖u0‖B1/4 ≤ R, ‖u0,n‖B1/4 ≤ R for all n. Since
‖un‖X1/4t is continuous in t, there exist small δ > 0 and a time interval [0, T
′]
such that ‖un‖X1/4
T ′
≤ 2CR. Then we have by Theorem 3.1
‖un‖X1/4
T ′
≤ C‖u0,n‖B1/4 + C
(√
T ′
δ
+ δ1/4
)
‖un‖2X1/4
T ′
+ C
√
T ′‖un‖3X1/4
T ′
≤ CR + CR
2
=
3
2
CR.
Therefore we can choose T < 1 so small that
‖un‖X1/4T ≤ 2R
where T depends only on C and R.
Moreover, we repeat a similar argument on difference of two solutions. The-
orem 3.2 yields
‖un − um‖X1/4T ≤ C
′‖u0,n − u0,m‖B1/4
for some C′ > 0. Hence by the Ascoli-Arzel’a compactness theorem we construct
convergent sequences {un(k)} ⊂ {un} by taking subsequences. Thus we obtain
a solution u of (1.1) satisfying
u ∈ X1/4T ⊂ L∞([0, T ];B1/4), ‖u‖X1/4T ≤ 2R,
lim
k→∞
‖un(k) − u‖X1/4T = 0.
We now present the proof of uniqueness of solution to (1.1). Let u and v be
two solutions of (1.1) in X
1/4
T with the same initial data u0. We evaluate the
X
1/4
T norm of u − v in the same way as above by using Theorem 3.2. If we
choose δ > 0, T ′ > 0 small, then
‖u− v‖
X
1/4
T ′
≤ η‖u− v‖
X
1/4
T ′
for some 0 < η < 1, which shows u = v on [0, T ′]. By repeating this procedure,
we obtain u = v on [0, T ].
Moreover repeating the proof of Theorem 3.1 with the functional
‖Pku(t1)− Pku(t2)‖2L2 =
∫ t1
t2
d
dt′
‖Pku(t′)− Pku(t2)‖2L2 dt′,
we obtain that
‖u(t2)− u(t1)‖B1/4 ≤ C
(√
t1 − t2
δ
+ δ1/4
)
‖u‖2
X
1/4
T
+ C
√
t1 − t2‖u‖3X1/4T
whenever 0 ≤ t2 ≤ t1 ≤ T and 0 < δ < 1. Thus if t1 → t2 and δ → 0, that
u(t2)→ u(t1) in B1/4. Hence u ∈ C([0, T ];B1/4).
The continuous dependence of solution on initial data is proven in the same
way as in the proof of existence of solution.
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5 Proof of Theorem 1.2
In this section, we will solve the integral equation
u(t) = eit∆u0 − i
∫ t
0
ei(t−t
′)∆u3(t′) dt′, u0 ∈ H1/4hom,
in C([0, T ];H
1/4
hom) ∩X1/4,bT for appropriate b > 1/2.
Remark 5.1. A similar argument as in [9] provides us the local well-posedness
result of the Cauchy problem (1.3) with no change to their proof. More precisely,
if u0 ∈ Hs with s > 1/4, there exists a unique solution u(t) ∈ Hs for local in
time. As it was remarked in Remark 1.3, it is easy to see that we can have the
local result in the homogeneous space Hshom for s > 1/4.
We summarize the properties of the space Xs,b.
Lemma 5.1. Let s ≥ 0, 1/2 < b < b′ < 1 and 0 < T < 1. There exists c > 0
such that
‖θT (t)eit∆u0‖Xs,b ≤ cT 1/2−b‖u0‖Hs ,
∥∥∥∥θ(t)∫ t
0
ei(t−t
′)∆f(t′) dt′
∥∥∥∥
Xs,b
≤ c‖f‖Xs,b−1,
‖θTf‖Xs,b ≤ cT 1/2−b‖f‖Xs,b,
and
‖θT f‖Xs,b−1 ≤ cT b
′−b‖f‖Xs,b′−1 ,
where θ ∈ C∞0 (R), 0 ≤ θ ≤ 1, θ = 1 near 0, suppθ ⊂ [−1, 1], and θT (t) =
θ(T−1t).
The proof of Lemma 5.1 is given by Bourgain in [2], and Burq-Ge´rard-
Tzvetkov in [9].
We need to have an estimate that takes the nonlinearity u3 in Xs,b−1. We
comment on the bilinear Strichartz estimate constructed in [9], and prove The-
orem 1.2.
Lemma 5.2. Let b > 3/8 and fj ∈ X1/4,b be homogeneous spherical functions
of the form
fj(t, x) =
∑
k≥0
aj,k(t) sin
k θeikφ, (5.1)
for j = 1, 2, where θ, φ are spherical coordinates x = (sin θ cosφ, sin θ sinφ, cos θ), 0 ≤
θ < π, 0 ≤ φ < 2π. Then the following bilinear estimate holds:
‖f1f2‖L2t,x . ‖f1‖X0,b‖f2‖X1/4,b .
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For the proof of Lemma 5.2, we will need some elementary inequalities.
Lemma 5.3. Let 0 < α ≤ β such that α+ β > 1 and ε > 0. Then∫ ∞
−∞
dt
〈t− a〉α〈t− β〉β .
1
〈α− β〉γ ,
where
γ =

α+ β − 1, if β < 1,
α− ε, if β = 1,
α, if β > 1.
For the proof of Lemma 5.3, see [12] for instance.
Proof of Lemma 5.2. The proof follows the same general outline as arguments
by Bourgain [2] and C. E. Kenig, G. Ponce and L. Vega [12].
By the Parseval identity in time variable, we have
‖f1f2‖L2t,x =
∥∥∥∥∥∥
∫
R
∑
k1,k2≥0
â1,k1(τ − τ1)â2,k2(τ1) sink1+k2+1/2 θei(k1+k2)φ dτ1
∥∥∥∥∥∥
L2τ,θ,φ
.
Using the similar computation to [2], we have that ‖f1f2‖2L2 is equal to∑
k1,k′1,k2,k
′
2
∫
R3
∫ 2π
0
∫ π
0
â1,k1(τ − τ1)â2,k2(τ1)â1,k′1(τ − τ ′1)â2,k′2(τ ′1)
× sink1+k′1+k2+k′2+1 θei(k1+k2−k′1−k′2)φ dτ1dτ ′1dτdθdφ.
It is easy to see that∫ 2π
0
ei(k1+k2−k
′
1
−k′
2
)φ dφ = 2πδ(k1 + k2 − k′1 − k′2),
and ∫ π
0
sink1+k
′
1
+k2+k
′
2
+1 θ dθ ∼ 1√
k1 + k′1 + k2 + k
′
2 + 1
.
We write m = k1 + k2 = k
′
1 + k
′
2 and so we can conclude that
‖f1f2‖2L2 .
∑
m
1√
2m+ 1
∫
R
(∑
k1
∫
R
|â1,k1(τ − τ1) ̂a2,m−k1(τ1)| dτ1
)2
dτ.
Using Cauchy-Schwarz, the inner integral can be estimated as follows:∑
k1
∫
R
|â1,k1(τ − τ1) ̂a2,m−k1(τ1)| dτ1
. M
(∑
k1
∫
R
|â1,k1(τ − τ1)|2〈τ − τ1 − µ2k1〉2b| ̂a2,m−k1(τ1)|2〈τ1 − µ2m−k1〉2b dτ1
)1/2
,
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where
M = sup
τ∈R,m≥0
(∑
k1
∫
R
〈τ − τ1 − µ2k1〉−2b〈τ1 − µ2m−k1〉−2b dτ1
)1/2
.
A simple computation by Lemma 5.3 yields
M2 . sup
τ,m
∑
k1
〈τ − µ2k1 − µ2m−k1〉−4b+1.
For each τ and m, we obtain the two roots k1 = α±(τ,m) of the quadratic
equation with respect to k1:
τ − µ2k1 − µ2m−k1 = 0.
Then we decompose the sum of
∑
k1
into two cases:
• |k1 − α+(τ,m)| < 1 or |k1 − α−(τ,m)| < 1,
• |k1 − α±(τ,m)| ≥ 1.
Therefore we conclude that
M2 . 1 + sup
τ,m
∑
|k1−α±(τ,m)|≥1
〈k1 − α+(τ,m)〉−4b+1〈k1 − α−(τ,m)〉−4b+1 . 1,
since by b > 3/8.
Then it follows that ‖f1f2‖2L2 is bounded by
c
∑
m,k1
1√
2m+ 1
∫
R2
|â1,k1(τ − τ1)|2〈τ − τ1 − µ2k1〉2b| ̂a2,m−k1(τ1)|2〈τ1 − µ2m−k1〉2b dτ1dτ
.
∑
k1
∫
R
|â1,k1(τ1)〈τ1 − µ2k1〉b|2
〈µk1〉1/4
dτ1
∑
k2
∫
R
|â2,k2(τ2)〈τ2 − µ2k2〉b|2 dτ2
= c‖f1‖2X0,b‖f2‖2X1/4,b ,
which completes the proof.
Lemma 5.2 is equivalent to proving the following result.
Lemma 5.4. Let fj ∈ X1/4,1/2+ (1 ≤ j ≤ 3) be of form in (5.1). Then for all
b′ < 5/8, b > 3/8, the trilinear estimate∥∥∥∥∥∥
3∏
j=1
fj
∥∥∥∥∥∥
X1/4,b′−1
.
3∏
j=1
‖fj‖X1/4,b (5.2)
holds.
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Proof. First notice that by Remark 1.3 the product function
∏3
j=1 fj preserves
of form in (5.1). Indeed, one has that there exist ak(t) (k ≥ 0) such that
3∏
j=1
fj(t, x) =
∑
k≥0
ak(t) sin
k θeikφ.
Using duality technique, orthogonality argument, Leibniz rule for fractional
derivatives and symmetry argument, it suffices to show that∣∣∣∣∣∣
∫
R×S2
f4(t, x)
3∏
j=1
fj(t, x) dtdx
∣∣∣∣∣∣ . ‖f1‖X1/4,b‖f2‖X1/4,b‖f3‖X0,b‖f4‖X0,1−b′ ,(5.3)
for any f4 ∈ X0,1−b′ of form
f4(t, x) =
∑
k≥0
a4,k(t) sin
k θeikφ.
By two applications of Lemma 5.2, we have that the left-hand side of (5.3) is
bounded by
‖f1f3‖L2t,x‖f2f4‖L2t,x . ‖f1‖X1/4,b‖f3‖X0,b‖f2‖X1/4,b‖f4‖X0,1−b′ ,
provided b > 3/8 and b′ < 5/8. Thus lemma follows.
Proof of Theorem 1.2. For positive constants T and r, we define
E(T, r) =
{
u ∈ C0(R;H1/4hom) ∩Xs,b | ‖θTu‖X1/4,b ≤ rT 1/2−b
}
.
We shall show that for appropriate values of T > 0 and b > 1/2, the following
map u → Φ(u) defines a contraction map on E(T, r) for appropriate values of
T and r:
Φ(u)(t) = eit∆u0 − i
∫ t
0
ei(t−t
′)∆[θT (θTu
3)](t′) dt′. (5.4)
Using Lemmas 5.1 and 5.4 combined with the integral formula in (5.4), we
obtain
‖θTΦ(u)‖X1/4,b ≤ cT 1/2−b‖u‖H1/4 + cT 1/2−b‖θT (θTu)3‖X1/4,b−1
≤ cT 1/2−b‖u0‖H1/4 + cT b
′−b+1/2−b‖(θTu)3‖X1/4,b′−1
≤ cT 1/2−b‖u0‖H1/4 + cT b
′−b+1/2−b‖θTu‖3X1/4,b
≤ cT 1/2−b‖u0‖H1/4 + cT b
′−b+3(1/2−b)r3
for 1/2 < b < b′ < 5/8. Set r = 2c‖u0‖H1/4 . Choosing T > 0 small and
b′ − b+ 3(1/2− b) > 0 such that T b′−b+2(1/2−b)r2 ≤ 1/2, we have that
‖θTΦ(u)‖X1/4,b ≤ rT 1/2−b.
15
A similar argument to above shows that
‖θTΦ(u1)− θTΦ(u2)‖X1/4,b ≤
1
2
‖θTu1 − θTu2‖X1/4,b .
Notice that Xs,b →֒ C(R;Hs) when b > 1/2. Therefore, a standard iteration
argument shows that we obtain a unique solution u of (1.3) satisfying
θTu ∈ ([0, T ];Hshom) ∩X1/4,b, ‖θTu‖X1/4,b ≤ rT 1/2−b.
This proves Theorem 1.2
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