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Abstract
The availability of an unprecedented amount of large-scale data sets has allowed to
discover complex features in many real-world networks. This boosted the attention
on complex networks in different disciplines: Mathematics, Medicine, Biology, So-
cial Sciences, Computer Sciences and Physics. Recently, a lot of attention has been
devoted to the study of dynamical processes occurring on complex networks.
In this work we focused on the general framework of Reaction-Diffusion models on
complex topologies. Using this approach we discussed two different problems.
The first one is based on the evaluation of the importance or centrality of nodes. In
heterogeneous networks not all the nodes are the same. To sort out the differences
is a relevant problem in data retrieval, biology and in general infrastructure man-
agement. The relative importance of units is not just a local feature. The centrality
of a node is in fact related to the importance of the nodes that are connected to it
and so on. Therefore we have a diffusion process, the diffusion of importance, which
is encoded in the spectral properties of several kinds of matrices. Spectral centrality
measures are accordingly defined and new results and the interpretations of these
measures on directed, undirected and real networks are presented.
The second problem discussed within the same framework is the epidemic spreading
in homogeneous and heterogeneous networks. This is an extremely relevant problem
for our society as demonstrated by the last H1N1 pandemic in 2009. Complex net-
works analysis is crucial to get enough insight on the epidemic processes to suggest
efficient interventions policies and make forecasts. We introduced the general theory
of epidemic spreading on networks. We presented new single population models in
order to deal with the effects of social disruption due to the epidemic diffusion it-
self. We discussed the framework of metapopulation network models in which each
population is considered as a node of a network. The populations are coupled by
diffusion of individuals. Markovian diffusion is first considered and all the known
results are reproduced and derived. A more realistic protocol considering origin-
destination matrices is introduced and analytically solved.
In the last chapter we show how these models can be used in order to build a realist
data driven model, GLEaM, which is a powerful tool to make global epidemic fore-
casts. The use of this model during the recent H1N1 pandemic is described and all
the new methods and results obtained are discussed in detail.
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Introduction and Motivations
More is different.
P.W. Anderson
In the last years we have witnessed an intense research activity on complex systems.
However a universally accepted definition of them is still missing. So, what is a complex
system? It is important first to stress that complex does not mean something merely
complicated. Though computer, cars, houses and airplanes are made of a huge number
of elements designed to have and perform different tasks, they are really merely compli-
cated, since they are engineered systems put in place according to a precise blueprint. On
the contrary complex systems are emergent phenomena: they are the spontaneous out-
come of the interactions among the system constitutive units. They are self-organizing
systems, there is not blueprint or global supervision. Their behavior cannot be described
from simple extrapolations of the properties of their constitutive units. The study of
each subpart of the system in isolation does not allow an understanding of the whole
system or of its dynamics. Another important feature of complex systems is the presence
of structures whose fluctuations are extended and repeated at all possible scales. Critical
phenomena (1) where macroscopic rearrangements across the entire system are gener-
ated by the combined action of infinitesimal localized interactions, or fractal objects (2)
in which we see the same level of complications independently of the resolution used to
look at the system, as shown in Figure (1), are just few examples of this feature.
Many complex systems admit an abstract mathematical representation as a graph in
which nodes or vertices are the units/elements of the system and links or edges repre-
sent a relation or interaction among those elements. If, after this abstraction has been
made, the complex features are still present (3) we will refer to these complex systems
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Figure 1: In this figure we show the famous representation of the Mandelbrot set zn+1 =
z2n + c. Created by Wolfgang Beyer with the program Ultra Fractal 3.
as complex networks. This level of abstraction applies to a huge number of systems
across different scientific fields, from social interactions among individuals to biological
interactions between proteins. The mathematical framework is based on Graph Theory
(4; 5), one of the fundamental parts of discrete mathematics founded by Euler in 1736
with the famous solution of the Ko¨nigsberg bridges problem.
In the last decade the availability of an unprecedented amount of data, due to the in-
crease of computer power and communication networks, allowed a shift from the analysis
of small graphs and the properties of single nodes or edges to the consideration of large-
scale statistical properties of graphs. This change of perspective/scale is very important
and we can compare it to the shift from the atomic scale and molecular physics to the
physics of matter. Large complex networks arise in a vast number of natural and artificial
systems: the brain, ecosystems, social systems (facebook, twitter, emails), transporta-
tion networks, power grids, the internet, the World Wide Web etc.. Millions or even
billions of nodes can now be mapped. We know that such dramatic changes of scale
require a change of the analytic/theoretical approaches and cause a new phenomenol-
ogy to emerge. The present case is not an exception. More is different (6), the same
elements assembled in large number can cause different macroscopic and dynamical be-
2
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haviors, and holistic approaches have to be used. It has been proved in a huge number of
cases that large-scale networks are characterized by complex topologies and a very het-
erogeneous structure. In particular the heterogeneity is shown in connectivity patterns
that are statistically characterized by heavy-tailed distributions and large fluctuations.
This means that many networks show a small but significant number of nodes, called
hubs, usually more connected with respect to the average. Social networks frequently
contain a few central individuals with many acquaintances, in the WWW there are just
a few very popular websites with a huge number of links, in proteins there are just a
few metabolites that take part in big fraction of all metabolic processes, there are just
few airports with a huge number of connecting flights etc.. In these networks there is no
characteristic scale: this is why they are often called scale-free networks. Another impor-
tant feature of many networks is the so called small-world effect: the average distance
between pairs of nodes is very small and typically increases only with the logarithm, or
more slowly, of the number of vertices in the networks. This is completely different from
what happens in regular lattices. This feature is well known in the sociological context
as the six degrees of separation after the pioneering works of Milgram in 1967 (7). The
study showed that a small number of acquaintances, six on average, is enough to create
a connection between any two people chosen at random in the United States. Another
important feature of many complex networks is the tendency to form groups of densely
interconnected elements. Formally this is expressed by a high clustering coefficient.
Many efforts were done in order to model these peculiar properties. The simplest model
has been proposed in the seminal works of Erdo¨s and Re´nyi in the 60s (8; 9; 10). They
used the simplest assumption, very far from reality: each pair of nodes is connected with
a given probability p. Their model leads to homogeneous random networks. They show
the small-world effect but have a very small clustering coefficient and a Poissonian con-
nectivity distribution. In 1998 another important paper introduced a new mechanism
that can provide both a small-world effect and a high clustering coefficient (11) and
helped to understand the deep meaning of these two properties. However an important
feature was still missing, since it is possible to prove that even in this case the connec-
tivity is not skewed. In 1999 was published one of the most cited papers of the last
decade in which Baraba´si and Albert (12) proposed a growth model with a heavy-tailed
connectivity distribution, high clustering and small-world effect. They considered that
in many real networks new edges are not connected randomly, but they tend to connect
3
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to vertices which already have a large number of connections: preferential attachment.
After their model many others have been proposed as variations of this mechanism and
helped to understand the topology of networks.
The progress in the understanding the structure of complex networks generated a lot
of attention to the implications that such topologies have on dynamical processes oc-
curring on top of them. In this work we will focus on a class of these processes: the
Reaction-Diffusion ones. Any phenomenon in which local quantities obey physical re-
action diffusion equations can be modeled in this framework. Any processes in which
particles that diffuse are subject to various reactions determined by the nature of the
specific problem. It is a general class that allows us to ask several important questions.
How can we asses the importance of different nodes or retrieve data on large information
structures? The navigation and exploration of complex networks are clearly affected
by the underlying connectivity. The heterogeneity of these systems implies, as we said
before, that not all the nodes are the same. Not all the information in the website is
relevant for us during a research on the WWW. Before Google revolution the search
engines were not efficient. Their searching criteria did not take into account the role of
the complex features of the network. If we had inserted in one the search engines the
word in Yahoo! we would not have found its site as the first result of the research. In
the 1998 Page and Brin (13) understood that the importance or relevance of a page is
determined by the whole network. We can imagine that the importance of a page spreads
to its neighbors and so on. An easy and efficient way to determine the importance of a
node is the probability that a random walker surfing the network will visit that page.
This process is a random walk, an old friend of physicist, more generally it can be seen
as diffusion process on a complex network. Page and Brin used this idea to build the
PageRank, an extraordinary simple measure to assess the importance of webpages. This
represented the winning feature of the search engine Google and a revolution in the way
we access information on the world wide web.
How pathogens spread in populations? The spread of the Black Death, the epidemic
plague (14), in the 14th century was mainly a spatial diffusion phenomenon. Accurate
historical studies have shown that the disease propagation followed a simple pattern
that can be described with good precision using classical continuous differential equa-
tions with a diffusive term. As shown during the SARS epidemic (15) or the recent
H1N1 (16) the spread of such infectious diseases in modern populations is mainly due
4
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Figure 2: In this figure we show the multiscale mobility network of short-range connections
(commuting) and long-range connections (flights). Figure courtesy of Bruno Goncalves.
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to commercial air travels. It is not anymore a simple diffusive phenomenon, the spatial
structure of modern transportation networks must be considered. The mobility of people
is characterized by different time scales. People commute everyday to go to work trav-
eling small distances, on the other hand people travel thousand of miles using airplanes
within a country or between countries. We have short-range and long-range connections
that can be integrated in the same multiscale network as shown in Figure (2). This
multiscale network is a techno-social system (17) with large-scale infrastructures whose
dynamics and evolution are defined and driven by human behavior. It exhibits a dy-
namic self-organization and it is statistically very heterogeneous: it is a complex system.
The understanding of such structure is crucial in any attempt to study a spreading of
an infectious disease. People react, meeting each other in the bus, during the classes, in
the workplaces and people diffuse, going to work, to classes, to holidays. We have inter-
actions within a city and among cities through movements of individuals. Convenient
models to describe these spatially structured interacting subpopulations are metapopu-
lation models (18; 19; 20; 21). These models are used in many disciplines: population
ecology, genetics and adaptive evolution, whenever the spatial structure of population
plays a key role in the evolution of the system. Metapopulation models are based on the
assumption that the system is characterized by highly fragmented structures in which
population is localized in relatively isolated subpopulations connected by some flow of
migration. Our society can be described within this paradigm. We have cities con-
nected through individual mobility world-wide. This appealing possibility boosted the
basic and theoretical research on these models. Subpopulations are thus being replaced
by nodes populated by a certain number of particles, and, on the basis of empirical
evidence, heterogeneous connectivity patterns and different diffusion mechanisms have
been considered. Surprising analytical result have been found (22; 23) that allow us to
understand the role of the complex structure on important quantities such the global
invasion threshold for the infection of a macroscopic number of nodes/subpopulations
and of its relation to the diffusion rate of individuals. Then the question is: have we
enough knowledge of the mobility patterns in our society, of human behavior and of the
dynamical processes on complex topology to model the global spreading of a infectious
disease with sufficient precision and accuracy to make reliable forecasts?
The key point is the accurate knowledge of the mobility patterns. Somehow these data
can be obtained but they refer to stationary states of social behavior on the physical
6
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infrastructures. In the case of a catastrophic events, for example an extremely lethal
pandemic, people may change their habits, they can decide to stay home, not to travel,
not to go to work. Thus we can aspect that the techno-social system can be driven out
of equilibrium. This is quite easy to imagine, but extremely hard to model. How can
we model and consider the adaptive behavior of individuals or social disruption during
a global outbreak?
All these challenging, difficult and intriguing questions motivate this work. Evaluat-
ing the importance of a webpage or modeling the spreading of an infectious disease are
completely different problems that can be attacked within one general approach well
grounded in Physics, namely that of Reaction-Diffusion processes. We present a walk,
not random, into the complexity and in the holistic Physics perspective. In particular
Chapter 1 is dedicated to the introduction of basic concepts of graph theory, real-world
networks and basic models of them. In Chapter 2 the general framework of dynamical
processes on complex networks is introduced, with particular focus on random walk and
epidemic spreading. The effect of heterogeneity on the dynamics is considered and stud-
ied in detail. Chapter 3 is devoted to the application of diffusion processes in finding
the importance of nodes in complex networks. Spectral centrality measures are formally
introduced and studied in different models and real networks. The importance and role
of diffusion is discussed and some new general results and interpretations are presented.
In Chapter 4 we focus on one of these measure, the PageRank, proposing a new inter-
pretation for this quantity in the form of several well known problems in physics, from
the charge-distribution in an inhomogeneous medium to the wave-localization phenom-
ena in quantum-physics. In this theoretical discussion a new method to compute the
PageRank is proposed and discussed. In Chapter 5 behavioral changes and social dis-
ruption in a single population are considered. New models are formally presented and
studied in order to solve one of the big issues in epidemiology. We cannot claim to have
found the solution but the effects of different scenarios are presented and analyzed one
by one. In Chapter 6 metapopulations models are introduced, general theory and results
are presented and derived in details. New results considering more complicated diffusion
processes with origin-destination are considered and analytically solved. In Chapter 7 a
realistic model for the global spreading of infectious disease, GLEaM (21), is presented
and its application to the recent H1N1 pandemic is fully discussed. In particular: a new
method for the determination of crucial parameters of the disease based on Monte Carlo
7
Introduction and Motivations
likelihood analysis, an estimation of the initial number of cases in Mexico and a model
of the demand of antibiotics resources are proposed and discussed in detail.
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1Networks and Graphs
Elegance is not a dispensable luxury but a quality
that decides between success and failure.
E. Dijkstra.
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Networks are the basic ingredient of this work. In this Chapter we introduce the principal
concepts of networks and graph theory. We define different type of networks and the
basic measures for the characterization of them: degree, shortest path length, clustering
coefficient, betweenness and all their statistical properties. We describe some real-world
network and the classical models that have been proposed to model them.
1.1 Basic definitions in graph theory
Any system that can be abstractly imagined as a graph ( a collection of vertices joined
together by edges) is a network (24; 25). Such general definition applies to a wide spec-
trum of systems.
Networks and Graphs
The mathematical description of these abstract objects is formalized in a vast mathe-
matical field: Graph Theory. The first scientist to introduce the notion of graph was
Leonard Euler in the famous work Solutio problematis ad geometriam situs pertinentis
in 1736, where he solved the Ko¨nigsberg bridges problem. Since this paper the field is
constantly growing. For a deeper analysis of the subject we invite the reader to some
classical books (4; 5; 26; 27; 28; 29; 30).
Undirected graphs
In an undirected graph, G(V,E), V is a non-empty countable set of vertices/nodes and E
is a non-empty countable set of unordered pairs of different vertices called edges/links.
The edges (i, j) represent a connection between i → j and j → i. The two vertices
are called adjacent, connected, neighbors or nearest neighbors. The number of nodes,
N , is the cardinality of V . The number of links, m, is the cardinality of E. The two
parameters N and m are not independent. The maximum value of m is bounded by N :
mmax =
(
N
2
)
=
N(N − 1)
2
, (1.1)
that represent all possible pairs of vertices joined by edges. A graph in which m = mmax
is called complete.
A particular case of undirected graphs are trees. They are hierarchical graphs without
cycles 1. If each node has exactly one parent is easy to show that:
N = m+ 1. (1.2)
Direct graphs
In a directed graph or digraph, D(V,E), the set of edges E is ordered. The connection
(i, j) between i and j implies just i → j. The reverse connection is not necessarily
present.
1A cycle is a closed path that visits each node, apart from the end-vertices, only one
10
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Weighted graphs
We can imagine to assign to nodes and links more properties. An example of such
generalization is provided by weighted graphs. In this case the new degree of freedom
is given by the intensity of the connections. Examples such as the frequency of social
interactions (31), the traffic of data in internet routers (32), the air traffic (33) are just
few instance in which the simple topology is not enough to characterize the system: it
is crucial to take into account that some edges are more important than others. In this
case for each connection (i, j) we have to assign its weight wij .
Bipartite graphs
An undirected graph is called bipartite if it is characterized by two independent sets V1
and V2 of different type of nodes. Formally we define these graphs as G = (V1 + V2, E).
Every connection is made between the two different set. Then for each link (i, j) we will
have i ∈ V1 e j ∈ V2 or vice versa.
Subgraphs
A graph G′ = (V ′, E′) is called subgraph of G = (V,E) if V ′ ⊂ V and E′ ⊂ E. A clique
is a complete subgraph of size n < N .
Adjacency matrix
A graph is defined by its adjacency matrix A, defined such that
aij =
{
1 if i→ j
0 if i 6→ j (1.3)
If it is not explicitly specified there are not self-loops, then for ∀ i, aii = 0. For
undirected graphs the adjacency matrix is symmetric: aij = aji. For directed graphs in
general we have aij 6= aji. For weighted graphs each element of the matrix will be a real
number, the weight, indicated as awij .
Path, distance and diameter
Pi0,in is a path in the graph G = (V,E). It connects the node i0 to the node in and it is
defined by n+1 nodes Vp = {i0, i1, ..., in} and n links Ep = {(i0, i1), (i1, i2), ..., (in−1, in)}.
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The length of the path is n. In the special case in which i0 = in we have a cycle. The
path that minimize the length is called geodetic, distance or shortest path.
For two given nodes i e j the distance lij = ls between them is the path with the
minimum number of links between them. Let us consider Pij as a generic path between
i and j, using the adjacency matrix we can write:
ls = min
∑
k,l∈Pij
akl = min
∑
k,l∈Pij ,akl 6=0
1
akl
. (1.4)
These definitions can be generalized easily for direct and weighted graph.
The diameter D of a graph is the maximal distance among all the pairs of nodes.
Dimension
The dimension of a graph is the average of the (1.4) considering all the pairs: 〈ls〉. It
is possible that different pairs of nodes have the same ls. We can define the probability
Pl(ls) to find two nodes characterized by a distance ls. Considering this probability we
can write:
〈ls〉 = l =
∑
l
lsPl(ls) ≡ 2
N(N − 1)
∑
i<j
lij . (1.5)
In the general case is not necessary to have a path between all the pairs of nodes. If it
is the case, the distance between to nodes that have not a path among them is not well
defined. For this reason in the (1.5) are considered just all the connected pairs. There
is an alternative definition of average geodetic distance:
l−1 =
2
N(N − 1)
∑
i<j
l−1ij . (1.6)
In this definition all the pairs are considered. If there is not a path between two nodes
the lij is set to infinity.
Components
The component C of a graph is a connected subgraph. Two components C1 = (V1, E1)
and C2 = (V2, E2) are disconnected if there is not a path Pi,j such that i ∈ V1 and
j ∈ V2. The adjacency matrix of a network with more than one component can be
always written in block diagonal form. The non-zero elements of the matrix are confined
to square blocks along the diagonal of the matrix with all other elements equal to zero.
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It is important to stress that in general to produce this form the node labels must be
chosen correctly. The choice of labels is completely arbitrary, and has no effect on the
structure of the graph itself. In such graphs it is possible to find a set of labels that will
produce a matrix in block diagonal form. Some graphs are characterized by the presence
of a giant component (GC) defined as a component whose size scale with the number of
nodes, and diverges in the limit N → ∞. The presence of a giant component implies
then that a macroscopic fraction of the graph is connected.
In the case of direct graph the structure of components is more complex since the presence
of a path between i and j does not imply the presence of a path between j and i. We can
define components for a directed network as the strongly connected components, that
are defined as the maximal subset of vertices such that there is a directed path in both
directions between every pair in the subset. Every vertex in such component must belong
to at least one cycle. Acyclic directed graph have no strongly connected components with
more than one node. The component structure of a directed network can be decomposed
into a giant weakly connected component, generally indicated (GWCC), that correspond
to the giant component of the same graph in which the links are considered as undirected
and a set of smaller disconnected components. The (GWCC) is composed of several
parts, the giant strongly connected component (GSCC), formed considering the subset
of nodes that have a directed path joining any pair of them, the giant in-component
(GIN) formed by the nodes form which it is possible to reach the (GSCC) through a
direct path, the giant out-component (GOUT) formed by the nodes that can be reached
from the (GSCC) through a directed path and the tendrils containing nodes that cannot
be reach or be reached by nodes into the (GSCC). Examples of those are the tube that
connect the (GIN) and (GOUT) without pass through the (GSCC).
Clustering coefficient
The clustering coefficient Ci is defined as the fraction of pairs connected to a node that
have a connection among them too. Let us consider a vertex i connected with three other
nodes. Let us imagine that two of them are connected each other. In this case Ci = 1/3
because just 1 pair among 3 is actually connected. For a complete graph the clustering
coefficient has is maximum value Ci = 1 for ∀ i ∈ G. We can think this quantity as
the fraction of links in the graph on respect to the maximum number between any i, j, k.
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Using the adjacency matrix and the (1.1) we have:
Ci =
2
ki(ki − 1)
∑
j,k
aijaikajk (1.7)
The generalization of the clustering coefficient for directed graph is not easy. It is possible
the definition of two coefficients for in and out degree.
1.2 Centrality measures
The adjacency matrix entirely define the structure of the graph. We can introduce a
variety of measures able to capture features of the topology. One of the most crucial
variety of measures are devoted to find which are the most important or central vertices
in a network. These measures are called centrality measures. The most commonly used
are the degree, closeness and betweenness centrality. Another very important centrality
measures will be analyze in details in the Chapter 3.
Degree
The number of links connected to a generic node is called degree or connectivity. It is
the easiest centrality measure and it is typically indicated as k. Considering the (1.3) it
is easy to understand:
ki =
∑
j=1,n
aij . (1.8)
For directed graphs instead we have to split this quantity in in-degree (incoming links)
and out-degree (outgoing links)
kini =
∑
j=1,n
aTij , (1.9)
kouti =
∑
j=1,n
aij . (1.10)
For a weighted graph we define the weighted degree: kwi as:
kwi =
∑
j=1,n
awij . (1.11)
Usually this quantity is call strength. It has be proven that for different real network,
strength and degree are related (34):
kwi ∝ kηi . (1.12)
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Closeness centrality
The closeness centrality is defined as the average distance of a vertex to all the others:
gi =
1∑
j 6=i lij
. (1.13)
Of course, the nodes with a small shortest path distance to the other nodes have a large
closeness centrality.
Betweenness centrality
The previous measures consider nodes which are topologically better connected to the
rest of the graph. Another class of nodes are vertices that are crucial for connecting
different regions of the network. In order to measure quantitatively the role of such
nodes the concept of betweenness centrality has been introduced (35). Formally the
betweenness of a vertex i is defined as the fraction of geodetic paths among any pair of
vertices that pass through i:
b(i) =
∑
j,l=1,n
i 6=j 6=l
Djl(i)
Djl
, (1.14)
where Djl is the total number of geodetic from j to l and Djl(i) is the number of
geodetic from j to l that goes through i. Unfortunately the calculation of this measure
is computationally very consuming, order O(N2E) that is prohibitive for large networks.
Efficient algorithms has been proposed, for example in the Ref. (36) the complexity is
reduced to an order O(NE) for unweighted networks.
1.3 Statistical properties
A statical characterization is needed for the study of the properties of the graph as a
whole. In this section we will introduce statistical distribution of the quantities previ-
ously defined.
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Degree distribution
The degree distribution P (k) of a undirected graph is the probability to find a node with
degree k. The average degree 〈k〉 is:
〈k〉 =
∑
k
kP (k) ≡ 2E
N
. (1.15)
A graph is called sparse if the average degree is very small on respect to the number of
nodes: 〈k〉  N . In the case of directed graph we have two distributions P (kin) for the
in-degree and P (kout) for the out-degree. It is easy to understand that:
〈kin〉 =
∑
kin
kinP (kin) = 〈kout〉 =
∑
kout
koutP (kout) ≡ 〈k〉2 . (1.16)
As we will discuss in details in the next sections for a wide range of degree distributions
we have strong fluctuations on respect to the average value. It is important the study
of the moments of the degree distribution:1
〈kn〉 =
∑
k
knP (k). (1.17)
The moment of order two is also knows as the variance of the distribution. It plays an
important role in dynamical process on network as we will see in the Chapter 2.
Joint probability
The probability P (k, k′) that a random link will connect two nodes of degree k and k′ is
called joint probability. The conditional probability P (k|k′) define the probability that
given a node of degree k it will be connected with a node of degree k′. The probability
to pick up randomly a node of degree k is P (k). In the case we will extract a link the
probability that we will find node of degree k is proportional to kP (k) and we will call
it P end(k). More precisely:
P end(k) =
kP (k)∑
k kP (k)
=
kP (k)
〈k〉 . (1.18)
1The moment of order n of a generic distribution g(x) is defined as : 〈xn〉 = Px xng(x) ∆x→0→R
dxxng(x)
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We can now find the joint probability P (k, k′). This will be proportional to the num-
ber of links Ek,k′ between the vertex of degree k and k′. Considering the opportune
normalization we will have:
P (k, k′) =
Ek,k′∑
k,k′ Ek,k′
=
Ek,k′
〈k〉n . (1.19)
It is clear how: ∑
k′
P (k, k′) = P end(k) =
kP (k)
〈k〉 . (1.20)
Now since P (A|B) = P (AB)P (B) we will obtain:
P end(k′)P (k|k′) = P (k, k′), (1.21)
from which considering the (1.19) we will get:
P (k|k′) = P (k, k
′)
P end(k′)
=
〈k〉P (k, k′)
k′P (k′)
=
Ek,k′
nk′k′
. (1.22)
The probability must be normalized:∑
k
P (k|k′) = 1. (1.23)
The number of links from a vertex of degree k through a vertex of degree k′ is equivalent
in an undirected graph to the number of links from a vertex of degree k′ through a vertex
of degree k. This argument can be encoded in the so called detailed balance equation
(37):
k′P (k|k′)P (k′) = kP (k′|k)P (k). (1.24)
Correlation function
Many real networks such as the network of scientific collaboration show a correlation
between the degree of a node and the degree of its neighbors i.e. nodes with high degree
are preferentially connected with high degree nodes. This kind of correlation is called
assortative mixing. In other cases the opposite situation has been found i.e. high degree
nodes connected preferentially with low degree nodes. This kind of correlation is called
disassortative mixing (38). Formally these correlations are measured considering the
average degree of the nearest neighbors of a generic node i, knn,i:
knn(k) =
1
Nk
∑
i
knn,iδki,k, (1.25)
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where the sum runs over all nodes and Nk is the total number of nodes of degree k.
Considering P (k′|k) we can rewrite the (1.25) as:
knn(k) =
∑
k′
k′P (k′|k). (1.26)
In the case in which there is not correlation we will have:
d(knn)
dk
= 0. (1.27)
In the case in which knn(k) is an increasing function of k we will have an assortative
mixing : vertices with high degree are more luckily connected with high degree nodes.
In the case in which knn(k) is a decreasing function of k we will have a disassortative
mixing : vertices with high degree are more luckily connected with low degree nodes.
We can define an assortativity measure: the coefficient r. Considering the correlation
function:
〈kk′〉 − 〈k〉〈k′〉 =
∑
k,k′
kk′
(
P (k, k′)− P (k)P (k′)) . (1.28)
Normalizing this with the variance:
r =
1
σ2
∑
k,k′
kk′
(
P (k, k′)− P (k)P (k′)) . (1.29)
In the case in which P (k, k′) = P (k)P (k′) no correlation will be present and r = 0.
Instead if r > 0 we will have an assortative mixing and if r < 0 disassortative mixing.
We can generalized these concepts for weighted graphs. For these cases the correlation
usually studied is the average 〈awij〉 with the product kikj . In same cases we have:
〈awij〉 ∝ (kikj)θ. (1.30)
For air transportation network as shown in (33) we will have θ = 0.5± 0.1. Considering
the (1.12) we can find the relation between the exponent θ and η:
kwi ∝ kηi ' 〈awij〉ki ' ki(kikj)θ, (1.31)
that reads: η = 1 + θ.
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Betweenness distribution
Using the (1.14) we can define the betweenness distribution Pb(b). This gives the prob-
ability that a node has betweenness b. We can evaluate the nth moments of the distri-
bution:
〈bn〉 =
∑
b
bnPb(b) ≡ 1
N
∑
i
bni . (1.32)
Distance distribution
In the literature there are two principal definitions of distance distribution:
• the probability distribution to find two nodes at distance l, Pl(l)
• the average number of nodes characterized by a distance smaller or equal to l:
M(l) = N
∑l
l′=0 Pl(l
′). For l = 0 we get the starting node so M(0) = 1. For l = 1
we have all the neighbors so that M(1) = k + 1. This number is dramatically
different for different type of networks. The study of this quantity is then crucial
to understand the structure of the considered graph.
1.4 Real networks
In this section we will give to the reader a quick overview of networks in real world. We
will focus in particular on social, technological and biological networks.
1.4.1 Social networks
Social Networks represent the individuals as nodes and the social interactions among
them (friendship, sexual relations, belonging to the same group of work) as links. This
kind of networks has been studied since 1934 in the works of Moreno (39) and are ex-
tremely important not just for social sciences but even for a wide variety of processes
from the spreading of infectious diseases to the emergence of consensus and knowledge
diffusion. The historical problem related to these networks was the difficulty to get reli-
able information of a sufficient large number of people. Fortunately the recent explosion
of online social interactions has made available data sets of unprecedented size. E-mail
exchanges (40; 41), habits and shared interest inferred from web visits and professional
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communities such as collaboration networks of film actors (11; 12; 42) or company direc-
tors networks (43) or co-authorship among scientist (44; 45; 46) are classical examples
of these type of networks.
1.4.2 Technological networks
Technological networks are human-built networks design to accomplish the distribution
of some resource: water, electricity, gas etc.. A classical examples are: the networks
of power grids both high or low voltage (11; 47), the networks of inter-urban streets
(48), internet (32; 49; 50) and the airport networks (33; 51). This last system can be
represented as a weighted graph where nodes are the airports, links the air connections
and weights the flow of passengers. For more details we invite the reader to the Chapter
7 were a complete description of such network is presented. Another important techno-
logical network often classified as an information networks is the WolrdWideWeb. It is
the most famous virtual network were nodes are web pages and links are the hyper-links
(direct links) between them. The Web growth is extremely rapid and unregulated has
led to a huge complex network. The structure of it is very difficult to study and for
many years experiments has been done in order to get information about it (52; 53).
1.4.3 Biological networks
Biological networks completely pervade the biological world. From microscopic realm
of biological chemistry, genetics, proteomics and large scale food webs. An important
example are protein interaction networks (PIN) of various organisms where nodes repre-
sent proteins and edges connecting pairs of interacting proteins (54; 55). Three different
scales of process are usually considered. The microscopic scale such PIN networks in
which the main point is to understand the biological significance of the topology of this
networks (56). At a larger scale biological networks can describe interactions between
animals and even humans (57). At the very larger scale we find the networks describing
the food web of entire ecosystems (58).
1.4.4 Small-World phenomenon
If we consider a regular lattice the average shortest path length < l > follow the well
known scaling < l >∼ N1/2. The small-world property refers to networks in which < l >
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scales logarithmically or slowly with the number of vertices. In many cases we have not
data on the same network at different sizes then the small-world properties refers to the
behavior of the quantity M(l) defined as the average number of nodes within a distance
less or equal to l from any given node (for more details we invite the reader to the
section 1.3). For regular lattice this quantity increase as a power law with the distance
l in small-world networks this quantity follows an exponential or faster increase. The
really interesting fact is that this property is typical of many real networks more than
just a mathematical obscure particular case. Also known as six degrees of separation
phenomenon the small-world effect has become famous in the sociological context by
Milgram in the 1967 (7). In his experiment he show how with on average six number
of acquaintances is possible to connect any two people chosen at random in the United
States. The same property has been found in a wide variety of networks in particular in
technological networks.
1.4.5 Heterogeneity and heavy tails
Networks can generally divided into two class according to functional from of the sta-
tistical distributions of degree, betweenness and weighted quantities: homogeneous and
heterogeneous. In the first class we have a fast decay of these quantities such Gaussian
or Poisson distributions. In the second class instead we face with heavy-tailed distri-
butions. What this means or imply? Let us consider for example the WWW, some
page such Google become extremely popular and are linked by a huge number of other
pages while in general most pages are almost unknown. The same thing happen in
the airport networks: millions of person flight through Fiumicino in Rome but just few
passenger flight through Olbia. These kind of networks are then characterized by hubs:
node with a connectivity orders of magnitude lager then the average values. It turns
out that many real-world networks has this kind of degree distribution (12). Heavy tails
can be approximated by power-law decay P (k) ∼ k−α. That means that vertices with a
degree much more higher than the average are found with a no zero probability, so there
is not a characteristic scale like in the cases homogeneous networks with a bell-shaped
distributions and fast decaying tails. Let us consider explicitly the average degree:
< k >=
∫
dkkP (k). (1.33)
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If we consider a power law distribution with 2 < α ≤ 3 the average is well defined and
finite. If we consider higher moments like for example the typical second order moment:
< k2 >=
∫
dkk2P (k). (1.34)
we will realize that in the asymptotic limit of k → ∞ the second moment is divergent:
so fluctuations are unbounded and depend on the system size. This is due to the absence
of any intrinsic scale, we observe then a scale-free network. If we consider k−α and we
consider a rescaling with some constant k → λk the distribution will be λ−αk−α so the
shape is the same at any scale we consider. This is an important properties of such
distribution that is called self-similarity.
One possible argument against the presence of these feature in real networks could be
that heavy-tail truncation is the natural effect of the upper limit of the distributions.
This is a generally true consideration, but if the fluctuations are orders of magnitude
(three or more) than expected values we can consider the presence of a scale-free behavior
not just due to the finite size of the system.
1.5 Graph models
After the brief description of some real networks and their properties in this section we
will introduce basic graph models that have been proposed to describe them.
1.5.1 Erdo¨s-Re´nyi (ER) model
One important topic on graph theory has been the study of random graph. The main
contribution are due to Paul Erdo¨s and Alfre´d Re´nyi (8; 9; 10). In their first work
they defined a random graph of N vertices and m links selected random among the
N(N − 1)/2. There are in total Cnn(n−1)/2 graph. They can appear with the same
probability and they form the ensemble of graph characterized by this rule. An equivalent
definition of random graph is given by the binomial model. Starting from N vertices
for each pair of nodes a link is formed with probability p. The number of links is then
a random variable with average value m = pN(N − 1)/2. Analytically quite often
the asymptotic limit N → ∞ is studied. According to Erdo¨s and Re´nyi any graph
is characterized by some properties Q in the case in which the probability that this
properties will appear goes to the unity for N → ∞. For different properties a critical
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probability pc(N) exist. In the case in which p(N) grows slowly of pc(N) the properties
Q will not be shown and vice versa. We can write then:
lim
n→∞Pn,p(n)(Q) =
{
0 if p(n)pc(n) → 0
1 if p(n)pc(n) →∞
. (1.35)
Degree distribution
In a random graph characterized by a probability of connection p the degree ki follows
the binomial distribution:
P (ki = k) = CkN−1p
k(1− p)N−1−k, (1.36)
because the probability to be connected with k nodes is pk, the probability to have not
any other connections is (1 − p)N−1−k and there are CkN−1 possibles ways to select k
vertices. The expectation value of the number of nodes of degree k, Xk, is:
E(Xk) = NP (ki = k) = λk. (1.37)
The distribution of Xk in the limit for N →∞ will be the Poisson distribution:
P (Xk = r) = eλk
λrk
r!
. (1.38)
For big values of r the (1.38) goes rapidly to zero. A characteristic scale is then defined
for Xk = nP (ki = k) with standard deviation σk =
√
λk.
Diameter
Random graph are characterized by very small diameter. They are typical small-world
graphs. It is easy to show that the diameter l is proportional to ln(n)/ln(〈k〉) (59). An
important feature of many real world networks is then reproduced by this model.
Clustering coefficient
Random graph are characterized by very small clustering coefficient. Given a node i the
probability that two of its neighbors are connected is equal to the probability that any
other two nodes will be connected then :
Crand = p =
〈k〉
N
. (1.39)
This implies that the ratio Crand/〈k〉 goes like N−1.
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1.5.2 Watts-Strogatz (WS) model
As shown in the previous section, real networks are characterized by the small-word
effect (on contrary to regular lattice and like random graphs) and relativity big values of
clustering coefficient (on contrary to random graph and like regular lattices). Just from
this simple observation we can conclude that real networks are not neither regular lattice
or random graphs. The famous WS model (11) has been the first attempt to interpolate
between these to limits. The model goes like that: given N nodes in a ring each node is
connected to k/2 to the left and k/2 nodes to the right. The starting network is a sparse
but connected graph provide that n  k  ln(n)  1. Let us consider now p a rewire
probability. Every link in the starting network is reassign random with probability p.
With this process pNk/2 links will be change on average. Node that before were far
away each other are now closer, thanks to the present of these short cuts before not
allow by construction. For p = 0 we have a complete regular ring. For p = 1 a random
graph. For any other value of p we will have a situation between this to limit. It is
extremely interesting to study the behavior of the dimension of the graph and of the
clustering coefficient as a function of p. In the two limit cases:
1. l(0) ' n2k ≥ 1, C(0) ' 34 ,
2. l(1) ' ln(n)ln(k) , C(1) ' kn .
Interestedly enough as shown in Figure (1.1) as p increase the distance get reduced a
lot. Instead the average clustering is almost constant. The two quantity change with
a complete different slope with p. There are then regions in which we see a small-
world effect and a value of clustering bigger than the random case. This kind of graph
reproduce an important feature observed in many real network.
Degree distribution
In this model for p = 0 every node has the same degree:
P (k′) = δ(k′ − k). (1.40)
for p > 0 the game is a bit more complicate. As shown in Ref. (60) the degree ki can be
written as ki = k/2 + ci where ci can be divided in two part c1i ≤ k/2 considering that
with probability 1 − p links are not changed and c2i = ci − c1i considering that if a link
24
Networks and Graphs
Figure 1.1: Average dimension of the graph l and average clustering coefficient for different
values of p. N = 103 nodes and k = 5.
is rewired it is assigned to a node i with probability1/n. The distribution for c1i and c
2
i
are then:
P1(c1i ) = C
c1i
k/2(1− p)c
1
i pk/2−c
1
i , (1.41)
and:
P2(c2i ) = C
c2i
pnk/2
(
1
n
)c1i (
1− 1
n
)pnk/2−c1i
' (pk/2)
c2i
c2i !
e−pk/2, (1.42)
that holds in the limit for large N . Combining the (1.42) with the (1.41) we get:
P (k′) =
f(k,k′)∑
n=0
Cnk/2(1− p)npk/2−n
(pk/2)k
′−k/2−n
(k′ − k/2− n)!e
−pk/2, (1.43)
for k′ ≥ k/2, where f(k′, k) = min(k′ − k/2, k/2). The shape of this distribution is
similar to the distribution of a random graph. It is peaked for 〈k′〉 = k and has an
exponential decay for big values of k′. The topology is then quite homogeneous.
This model is very important because describe a mechanism able to create a small-
world with a high clustering coefficient. The degree distribution is instead far from the
heavy-tailed distribution observed in real networks.
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1.5.3 Baraba´si-Albert (BA) model
In this model, one of the most cited work in the literature in the last 10 years (61), gives
a simple and reasonable mechanism able to produce scale-free graphs with small-world
phenomena and high clustering on respect to a random graph.
The nodes here are progressively added. We have a growth of the network. In the
previous models links were drown randomly. In this case we have different rules. If we
think for example to the WWW the assumption that web pages are connected random
appears to be completely out of reason. It is instead more reasonable to think that new
pages will be connected to popular older pages. These changes are the basic of the BA
model. The graph is build following these rules:
1. we start from a small number of core nodes n0, at each time step a new vertex is
added to the graph and it will be linked with m < n0 other nodes already present
2. the probability pi that the new node will be connected to the node i is function of
the degree ki: preferential attachment
pi(ki) =
ki∑
j kj
. (1.44)
Numerical simulation shows that the degree distribution of such networks will be:
P (k) ' k−γBA with γBA = 3. (1.45)
So, a scale-free distribution of degree.
There are different methods to evaluate analytically the degree distribution: the con-
tinuum theory, (12), master-equation approach, (62), rate-equation approach, (63). We
will consider just the first approach here. The probability that at each time step the
node i will increase its degree is pi(ki). Let us now consider ki as our real and continuous
variable:
∂ki
∂t
= mpi(ki) = m
ki∑n−1
j=1 kj
. (1.46)
Considering that
∑
j kj = 2mt−m we get:
∂ki
∂t
=
ki
2t
. (1.47)
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The solution of this is
ki(t) = m
(
t
ti
)β
with β =
1
2
. (1.48)
The equation (1.48) requires that the degree of each node follow a power law with
exponent β. We can now write down the probability that a node will have a degree ki(t)
smaller of some k
P [ki(t) < k] = P
(
ti >
m1/βt
k1/β
)
. (1.49)
Since we are adding nodes at regular rate:
P (ti) =
1
n0 + t
. (1.50)
Using the (1.50) in the (1.49) we get:
P
(
ti >
m1/βt
k1/β
)
= 1− m
1/βt
k1/β(t+ n0)
. (1.51)
We can write the distribution P (k) using
P (k) =
∂P [ki(t) < k]
∂k
=
2m1/βt
n0 + t
1
k1/β+1
, (1.52)
for t→∞
P (k) ∼ 2m1/βk−γ con γ = 1
β
+ 1 = 3, (1.53)
that is in perfect agreement with numerical simulations.
Diameter
It is easy to show how the diameter of a BA graph is smaller of the relative measure of a
random graph. The scale-free distribution is then characterized by a small-world effect.
The diameter of a BA graph is
l ∼ lnn
ln ln(n)
, (1.54)
as shown in (64)
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Degree correlations
As shows in Ref. (65) in the BA model we have degree-degree correlations. Let us
consider all the pairs of degree k and l linked each other. Without lack of generality let
us assume that the node with degree k was added after the other one. Then we have
k < l by construction (1.48). Let us consider the case m = 1. And let us define Nkl(t)
as the number of pairs of linked nodes of degree k and l. We have:
dNkl
dt
=
(k − 1)Nk−1,l − kNkl∑
k kN(k)
+
(l − 1)Nk,l−1 − lNkl∑
k kN(k)
+ (l − 1)Nl−1δk1. (1.55)
We can rewrite the (1.55) as a recursive relation function of time imposing
∑
k kn(k)→ 2t
and Nkl(t)→ tnkl:
nkl =
4(l − 1)
k(k + 1)(k + l)(k + l + 1)(k + l + 2)
+
12(l − 1)
k(k + l − 1)(k + l)(k + l + 1)(k + l + 2) . (1.56)
In general we can not factorize nkl = nknl as in a random graph. Just in the case in
which 1 k  l we can do it getting:
nkl ' k−2l−2, (1.57)
that is different on respect of uncorrelated that give us nkl = k−3l−3. This shows as the
dynamical process that give us a scale-free topology correlations are introduced.
Clustering coefficient
No analytical result for the clustering coefficient has been found so far. It is easy to
evaluate this coefficient numerically though. On respect to the random case for which
Crand = 〈k〉/n the BA graph shows a different behavior: C ∼ n−0.7. In particular as
show in Figure (1.2) in the BA the clustering coefficient is always higher.
1.5.4 Dorogovtsev-Mendes-Samukhin (DMS) model
In this model, (62), we have a preferential attachment criterion. In particular the prob-
ability that a new node i will be connected to a node j is
pi(kj , a) =
a+ kj∑i−1
l=1(a+ kl)
. (1.58)
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Figure 1.2: Average clustering coefficient as a function of the network size for BA model
and ER model. f(x) = n−0.7
It depends just on the positive constant a and on kj . It is easy to prove how the degree
distribution of the emergent graph is a scale free distribution with exponent γ = 2 + a.
This model is just a generalization of the BA model that is found as a limit for a = 1.
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In the next Chapters we will discuss about several different dynamical processes on
complex networks. In particular we will be speaking about a class of these: Reaction-
Diffusion processes. These are used to model a huge variety of phenomena in which local
quantities obey physical reaction diffusion equations. Within the same general frame-
work here introduced, we will describe the diffusion and localization of the importance
of webpages and the spreading of infectious diseases. We will provide a general and
abbreviated description of the theory that will be used in the remain parts of this work.
Dynamical Processes on Complex Networks
We invite the interested readers to classical textbooks for a more formal treatment of
the subject (24; 66; 67; 68; 69; 70).
2.1 The master equation
Let us consider a network with N nodes. For each node i let us introduce a variable
σi characterizing its dynamical state i.e. the evolution of particular attribute of that
node. For each node we can enumerate all possible states σi = 1, 2, . . . , κ, the knowledge
of these state variables for all the vertices in the network defines the microstate of the
whole system. For each time step t the system will be in some configuration generally
described by set σ(t) = (σ1(t), σ2(t), . . . , σN (t)). The dynamical evolution is defined by
the dynamics of the configurations σ(t) in the phase space. Let us considered σa and σb
two different configurations of the system. The dynamical process is described by the
transition σa → σb. Large-scale systems have large number of variables and a stochastic
nature. In general is not possible to follow the microscopic dynamics of it. For this
reason it is important to focus on the probability P (σ, t) of finding the system at time t
in a given configuration σ and study its evolution through the master equation. In the
continuous time approximation in a completely general fashion we can write:
∂tP (σ, t) =
∑
σ′
[
P (σ′, t)W (σ′ → σ)− P (σ, t)W (σ → σ′)] , (2.1)
where the terms W (σ′ → σ) represent the transition rates (hence they are unit [time]−1)
from one configuration to the other, the microscopic rules of the evolution are there
encoded. In this general representation we have two terms only: one for the gain and
one for the loss contributions for the probability distribution due to the transition from
one state to the other. These rates are in general function of all configurations. It is
quite common to consider cases in which the change of state of a node i is determined
only by local interactions with its nearest neighbors. In this case we can write:
W (σ′ → σ) =
∏
i
ω(σ′i → σi|σj), (2.2)
where the j are taken just in the set V(i) of neighbors of i. The role of the network
is now clear. Its structure enters the dynamics since the transition rate for any node
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depends on its neighborhood structure and then on network’s topology.
Assuming to be able to solve the (2.1) is possible the calculation of the expectation
values of all quantities of interest in the system. Considering a physical quantity A we
have:
< A(t) >=
∑
σ
A(σ)P (σ, t). (2.3)
The average here is made considering all the states of the system, then it is called phase
space average. In general these averages are function of time. A particular interesting
case is the asymptotic limit:
lim
t→∞P (σ, t) = P∞(σ). (2.4)
This limit is just a mathematical concept. In real-world analysis, we are interested to
the stationary state of the system that is reach when, after a typical transient time, the
average over the stationary distribution is representative of the system.
2.1.1 Equilibrium and non-equilibrium systems
An isolated system maximizes its entropy and reaches a uniform stationary equilibrium
distribution Peq(σ) with the same probability of being in any of the fixed energy accessible
configurations. Isolated systems are characterized by the fact that average over the time
evolution of any quantity of interest is the same as the average over the stationary
equilibrium distribution. These are the entropy maximization axiom and the ergodic
hypothesis. Real system are never isolated. They are always coupled with the external
environment, that we can consider as a heat bath that fix the equilibrium temperature of
the system. In this case the stationary distribution is no longer uniform but characterized
by the Boltzmann-Gibss distribution:
Peq(σ) =
1
Z
e−H(σ/kBT ). (2.5)
Where T is the temperature, kB is the Boltzman factor, H(σ) is the Hamiltonian of the
system (that gives the energy associated to each configuration of the system) and Z the
partition function:
Z =
∑
σ
e−H(σ)/kBT , (2.6)
that gives the correct normalization factor. The (2.5), in case of equilibrium physical
systems, may be obtained just by knowing the system Hamiltonian.
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The equilibrium state is characterized by the detailed balance condition on the master
equation: the net probability current between pairs of configurations is zero when P =
Peq
Peq(σ)W (σ → σ′) = Peq(σ′)W (σ′ → σ). (2.7)
This is a strong condition that implies that each pairs of terms in the master equation
has a null contribution. This is not true in the case of systems out of equilibrium, where
currents between microstates do not balance. This is due to the fact that systems could
be not isolated and are subject to external currents or driving forces such as addition of
energy and particles or the presence of dissipation and therefore out of equilibrium. Many
of these systems are characterized by the presence of absorbing state, configurations
that can only be reached but not left. In this case we always have a non-zero probability
current for some some configurations so that the temporal evolution cannot be described
by an equilibrium distribution.
2.1.2 Approximate solutions of the master equation
As we already said, even for simple dynamical processes a complete solution of the master
equation can be rarely derived. There are standard approximation schemes that we will
present in this section that are used to find proxy of the general solution.
The first thing to do is to consider appropriate projections focusing our interest on
specific quantities. For example we can consider the average number of nodes in the
state x at time t:
< Nx(t) >≡ Nx(t) =
∑
σ,i
δσi,xP (σ, t). (2.8)
This is general not enough for a good representation of the system. A further approx-
imation scheme is the homogeneous assumption or mean-field theory. In this approach
the system is considered homogeneous and the correlations between microstate variables
are neglected. The interactions felt by any element in the system are the same, and
they can be thought as an average interaction due to the full system. In other words the
probability for a given i to be in the state σi = x is a px independent of i. So, neglecting
the correlations we can write the probability of any configuration as a factorization of
single node probabilities:
P (σ) =
∏
i
pσi . (2.9)
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Using these consideration we can write
∂tNx(t) = Fx(N1, N2, . . . , Nκ). (2.10)
The explicit form of the function Fx is related on the specific interactions among nodes,
transition rates and number of allowed states.
2.1.3 A+B → 2B process, mean-field approach
Let us consider as example a fundamental process in which each node can be only in two
states σi = {A,B}. Let us fix the dynamical rule of the process:
A+B → 2B, (2.11)
in words A can be converted in B just interacting with another B and the process is
irreversible and occurs with rate β. The transition rates are then:
ω(A→ A|σj = A) = ω(B → B|σj = A) = ω(B → B|σj = B) = 1, (2.12)
and
ω(A→ B|σj = B) = β. (2.13)
To define deterministic equations we use the quantities:
NA(t) =
∑
σ,i
δσi,AP (σ, t), NB(t) =
∑
σ,i
δσi,BP (σ, t). (2.14)
We can now write for B:
∂tNB(t) =
∑
σ,i
δσi,B∂tP (σ, t) (2.15)
=
∑
i,σ′,σ
[
δσi,B
∏
k
ω(σ′k → σk|σ′j)P (σ′, t)− δσi,B
∏
k
ω(σk → σ′k|σ′j)P (σ, t)
]
,
that after a bit of algebra reads:
∂tNB(t) =
∑
i,σ′
[
ω(σ′i → σi = B|σ′j)P (σ′, t)
]−NB(t). (2.16)
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It is time to introduce the mean-field approximation stating that the probability for each
node to be in the state A or B is pA = NA/N and PB = NB/N . Even more neglecting
correlation we can write:∑
σ′
ω(σ′i → σi = B|σ′j)P (σ′, t) = (2.17)
=
∑
σ′j
[ω(σ′i = A→ σi = B|σ′j)P (σ′, t)pA
∏
j∈V(i)
pσ′j +
+ ω(σ′i = B → σi = B|σ′j)P (σ′, t)pB
∏
j∈V(i)
pσ′j ],
where the sum is run just on the nearest neighbors is of j. We can simplify more
considering that ω(σ′i = B → σi = B|σ′j) = 1 independently of the configuration of j
and that ω(σ′i = A → σi = B|σ′j) = β if at least one of the k neighbors of i is in the
state B. This happen with probability 1− (1− pB)k. Using this and assuming that the
k is the same for all the nodes we get:
∂tNB(t) =
∑
i
[
βpA(1− (1− pB)k) + pB
]
−NB(t), (2.18)
or
∂tNB(t) = βNA
[
1−
(
1− NB
N
)k]
, (2.19)
that in the limit NB/N  1 yields the dynamical equation:
∂tNB(t) = βk
NANB
N
. (2.20)
The equation for A is given by the conservation rule NA = N − NB. The expression
(2.20) is the mean-field solution for the basic reaction process A+B → 2B that is part
of a wide range of epidemic spreading phenomena that we will discuss in detail in the
following sections.
2.1.4 Diffusion processes and random walk
One of the most important dynamical processes are the diffusion processes. The applica-
tion that we will discuss in details in this work are related to exploration and information
retrieval form the vertices of a network, and modeling infectious diseases.
The simplest strategy to explore a network is to choose randomly a starting node, follow
randomly one of its connections and iterate this process until a satisfactory knowledge of
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the network is found: this is a random walk. Let us consider W walkers in a undirected
network with N nodes and degree distribution P (k). We can define for each node an
occupation number Wi that gives us the number of walker present at each time step. Of
course
W =
∑
i
Wi. (2.21)
The diffusion of these walkers is characterized by the topology of the network but even
by the transition rates that define how each walker diffuses along the edges. The simplest
hypothesis that we can do is to assume that the movement at the time step t does not
depends on all the history of each walker but just on the state at the time step t − 1:
Markovian processes. The transition rate then be can be written as:
dij =
r
ki
, (2.22)
where ki is the degree of i. Each link connected to i has the same probability to be
selected and we will have a total rate of escape:
r =
∑
j→i
dij . (2.23)
As we will see in other sections for a statistical characterization of networks it is conve-
nient to group the nodes in degree classes. We are assuming then a statistical equivalence
of nodes with the same degree. This is a classic approach in many dynamical process such
as epidemics and opinion dynamics. In this case we can consider the average number of
walkers in nodes within the degree k:
Wk =
1
Nk
∑
i|ki=k
Wi, (2.24)
where Nk is the number of nodes with degree k. Using again mean-field dynamical
equation for the variation in time of Wk(t) we can write:
∂tWk(t) = −rWk(t) + k
∑
k′
P (k′|k) r
k′
Wk′(t). (2.25)
The first term on the right side considers the escape rate r. The second term takes into
account the walkers diffusing in from all neighbors. This term is proportional to the
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number of nodes in the neighbors k times the average number of walkers coming from
each neighbor. In case of uncorrelated networks we can write:
P (k′|k) = k′ P (k
′)
< k >
, (2.26)
then we have:
∂tWk(t) = −rWk(t) + k
< k >
∑
k′
P (k′)rWk′(t). (2.27)
The stationary condition ∂tWk(t) = 0 does not depend upon the diffusion rate r that
fixes the time scale at which the equilibrium is reached and has the solution
Wk =
k
< k >
W
N
, (2.28)
where W/N =
∑
k′ P (k
′)Wk′(t) is the average number of walkers per node that is con-
stant. We can now define the probability to find a single diffusing walker in a node of
degree k, pk = Wk/W obtaining:
pk =
k
< k >
1
N
. (2.29)
The stationary visiting probability of a random walker in an uncorrelated network with
arbitrary degree distribution is proportional to the degree.
Another classical measure for a diffusion process is the return probability p0(t). This
gives the probability that a walker returns to its starting point after t steps. As shown
in details in the Ref. (24) this quantity is related to the spectral density ot the modified
Laplacian operator associated with this process:
Lij = δij − xij
kj
. (2.30)
In particular we have:
p0(t) =
∫ ∞
0
dλe−λtρ(λ). (2.31)
Interestingly the behavior in the long time limit is related to the behavior of the spectral
density for λ→ 0. For D-dimensional lattice we have (71):
p0(t) ∼ t−D/2. (2.32)
For a ER graph (72):
p0(t) ∼ eat1/3 , (2.33)
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where a is a constant related on the specific network. For a WS graph (73):
p0(t)− p0(∞) ∼
{
t−D/2 if t t1
e−(t/t1)1/3 if t1  t
(2.34)
where p0(∞) = 1/N and the t1 ∼ 1/p2. In the first regime, the diffusion is the same
as on D-dimensional lattice, but after time order t1 the walkers will start to feel the
effect on the shortcuts typical of the graph. This regime is characterized by the behavior
observed in a ER graph.
A recent work based on uncorrelated random scale-free networks with minimum degree
m equal to one or two (74) shows that:
p0(t) ∼ tηe−bt1/3 , (2.35)
that is different from the WS case. η and b are constants related to the specific network.
Another important quantity is the average time to visit or to return to a node. This is
inversely proportional to its degree (75). This is another case in which the importance
of hubs and scale-free topology have an huge impact on the dynamics. It is possible
a generalization of all the quantity here introduced for directed networks and weighted
networks. For the details we invite the reader to the Chapters 4 and 7.
2.2 Epidemic spreading on complex networks
Using the general framework of dynamical processes on complex networks that we have
introduced we will study another application of those concepts: basic epidemic models.
The simplest class assumes that the population is divided into different compartments
depending on the stage of the disease (76; 77) such as susceptible S, those who can
contract the infection, infectious I, those who have already contracted the infection and
recovered R, those who have recovered from the disease. Additional stages of the disease
can be introduced depending on the type of the disease. Examples of these extensions
will be shown in details in the Chapters 5 and 7. Let us consider a population of N
individuals and let us define the number of individuals in the class [m] at the time t as
X [m](t). Assuming a conservation of the number of people
N =
∑
m
X [m](t). (2.36)
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The transitions between different compartments depends on the specific disease that we
are modeling. The rate at which susceptible contract the infection (force of infection)
has generally two possible form (78):
• frequency dependent or mass action transmission (equivalent to a homogeneous or
mean-field approximation)
• density dependent or pseudo mass action.
The first kind reflects the situation where the number of contacts is independent of the
population size but just on the fraction of infectious individuals in the population. The
second kind instead assumes that as the population size increase so does the contact rate.
These kind of processes are anyway binary interactions among individuals, so processes
that we already introduced:
A+B → 2B. (2.37)
Considering mass action transmission the variation of X [m] due to this process is given
by
∑
h,g ν
m
h,gah,gX
[h]X [g]N−1, where νmg,h = [−1, 0, 1] and ah,g is the transition rate of the
process.
Typically another kind of process is considered: a spontaneous transition of one individ-
ual from one compartment [m] to another one [h]. Processes of this kind can be used to
model spontaneous recovery of infected individuals and usually described as:
B → A. (2.38)
The variation in the number of individuals X [m] is simply given by
∑
h ν
m
h ahX
[h] where
νmh = [−1, 0, 1] and ah is the transition rate. We can now write the general deterministic
reaction rate equations for the quantity X [m] summing the two contribution presented:
∂tX
[m] =
∑
h,g
νmh,gah,gX
[h]X [g]N−1 +
∑
h
νmh ahX
[h]. (2.39)
Within this framework we can easily derive the dynamical equations for three basic mod-
els: SI, SIS and SIR.
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2.2.1 SI model in homogeneous networks
In this model every node can only exist in two discrete states, susceptible or infected. The
probability that a susceptible acquires the infection form any given neighbor in a time
interval dt is βdt where β is the pathogen spreading rate. In this model individuals that
enter in the I state remain permanently infectious. The I(t) or i(t) = I(t)/N can just
increase over time. Every infected node attempts to infect a connected susceptible vertex
with probability βdt. The probability of getting infected having n infected neighbors is
1 − (1 − βdt)n. Considering on average k contacts for each individuals and assuming
βdt 1 we can write:
1− (1− βdt)ki ' βkidt. (2.40)
The evolution of the SI using the general (2.39) reads as:
dti(t) = β < k > i(t)[1− i(t)], (2.41)
that is exactly what we got in the (2.20). Of course 1− i(t) = s(t).
2.2.2 SIS model in homogeneous networks
In this model individual exist in two class only as in the previous model. The disease
transmission is described as in the SI model but infected individuals may recover and
come back in the susceptible class again due to a spontaneous transition with probability
µdt, where µ is the recovery rate. Using the general (2.39) for this processes we have:
dti(t) = −µi(t) + β < k > i(t)[1− i(t)]. (2.42)
The cycle susceptible → infected → susceptible can lead to an endemic state with a
stationary and constant number of infected individuals.
2.2.3 SIR model in homogeneous networks
In this model the infected individuals recover with rate µ and enter a new compart-
ments R of removed individuals (79). Using the general equation (2.39) for our three
compartments we get:
dts(t) = −β < k > i(t)[1− r(t)− i(t)], (2.43)
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for S,
dti(t) = −µi(t) + β < k > i(t)[1− r(t)− i(t)], (2.44)
for I,
dtr(t) = µi(t), (2.45)
for R. In this model as in the SIS model we have a time scale µ−1 governing the
self-recovery of individuals. There are two competing processes: the infection and the
recovery. If µ−1  β−1 the recovery of individuals is much faster and the system decay
into a healthy state. Instead if µ−1  β−1 the spreading time scale is much smaller than
the recovery time scale. The recovery will occur in a later stage on respect to the early
dynamics of the epidemic outbreak.
2.3 Epidemic threshold
All the models we defined so far can be easily solved at the early stage of the epidemics
when we can assume that the number of infected individuals is very small fraction of the
whole population. We can solve the differential equations in the limit i(t) << 1 with a
linear approximation neglecting all the terms order O(i2). The equation of infected for
the SI model reads as:
dti(t) ∼ β < k > i(t), (2.46)
with solution
i(t) ∼ i0eβ<k>t, (2.47)
where i0 is the initial density of infected individuals. It is clear, since in the exponential
all the factors are positive, the epidemic always propagates in the population infecting
all the individuals. For this basic model an exact complete solution is easily obtain:
i(t) =
1
1 + i0(e
t
τ − 1)
i0e
t
τ , (2.48)
that recovers the (2.47) for t τ and gives i→ 1 for t τ and where τ = (β < k >)−1.
Using the same linear approximation we can find an expression for the SIS and SIR
model:
dti(t) ∼ µi(t) + β < k > i(t). (2.49)
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The solution of this differential equation is:
i(t) ∼ i0e tτ , (2.50)
where we set:
τ−1 = β < k > −µ. (2.51)
In this case the argument of the exponential is not always positive. If
β <
µ
< k >
, (2.52)
we get a negative term. In this case we have an exponential decay of the fraction
of infected individuals. The epidemic outbreak will not affect a finite portion of the
population and will dies out in a finite time. We have then an epidemic threshold :
τ−1 = µ(R0 − 1) > 0, (2.53)
where R0 = β < k > /µ is the basic reproductive rate in the SIS and SIR model. The
spreading will occur provided R0 > 1. To be more precise the stochastic fluctuations
may lead to the extinction of the epidemics even if the system is above the threshold.
As shown in Ref. (80) the extinction probability of a epidemic starting with i0 infected
individuals is:
P ext =
1
Ri00
. (2.54)
The concept of epidemic threshold is very general and a key property of all epidemics
models. The expression may be different for different models but still present.
We can defined in general three different stages of the epidemic evolution: pre-outbreak,
exponential growth and final. The first stage is dominated by stochastic effects due
to the small number of infected individuals. This stage cannot be described by the
deterministic continuous equations that we derived in the homogeneous approximation.
A full stochastic analysis would be required. The epidemics may or not disappear just
due to stochastic effects. If the epidemic survives to the first stage and the fraction of
infected individuals is enough to make stochastic effect negligible but small enough on
respect to the whole population we enter in the exponential stage. The final stage is
model dependent. In general we can say that the decrease of susceptible slow down the
growth of infected individuals and the exponential stage is not possible any longer. In
the SI the number of infected will keep increasing at lower rate until the total population
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is infected. In the SIS model the fraction of infected will enter in a stationary state fixed
by the dynamical balance between spreading and recovery rate. In the SIR model the
number of infected will decrease and the disease will die out due to the increase of the
recovered individuals.
2.4 Epidemics in heterogeneous networks
As we said in the Chapter 1 many real social and technological networks of epidemi-
ological relevance (mobility networks, the web of sexual contacts and internet) are far
to be homogeneous. The hypothesis that each individual in the system has the same
number of connections k '< k > (that we used in the previous sections) is not a good
approximation. The fluctuations play a main role in determining the epidemic properties
and the spreading may be favored in heterogeneous networks (21; 32; 76; 81).
Even in this case we will consider a degree block approximation: all nodes with the same
degree are statistically equivalent. The quantity we will study are:
ik =
Ik
Nk
, sk
Sk
Nk
. (2.55)
The global averages are given by:
i =
∑
k
P (k)ik , s =
∑
k
P (k)sk. (2.56)
2.4.1 The SI model
In this case we know that the system will be totally infected independently of the spread-
ing rate, but it is very interesting to see the effect of topological fluctuations on the
spreading velocity. Considering the class of degree k and defining θk(t) the density of
infected neighbors of vertices of degree k the evolution equations read:
dtik(t) = β[1− ik(t)]kθk(t). (2.57)
In the homogeneous assumption the last term was equal to the density of infected nodes.
In a heterogeneous network it is in general a very complicated term that takes into into
account the different degree classes and their connections. The simplest case we can
analyzed is a network with no degree correlations:
θk(t) = θ(t) =
∑
k′(k
′ − 1)P (k′)ik′(t)
< k >
. (2.58)
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Using this in the (2.57) we have:
dtik(t) = βkθ(t), (2.59)
multiplying both sides of this expression for
∑
k(k−1)P (k) and summing over k we get:
dtθ(t) = βθ(t)
(
< k2 >
< k >
− 1
)
. (2.60)
We can solve this two coupled equations fixing ik(t = 0) = i0 getting:
ik(t) = i0
[
1 +
k(< k > −1)
< k2 > − < k >(e
t/τ − 1)
]
, (2.61)
with
τ =
< k >
β(< k2 > − < k >) . (2.62)
It is clear that the fraction of infected individuals increases exponentially. This processes
is fast for high degree nodes. The growth time scale is measured by the heterogeneity
ratio < k2 > / < k >. For scale free networks with exponent 2 < α ≤ 3 in the limit
N →∞ we have an unbounded second moment, then in uncorrelated scale-free networks
we would have a virtually instantaneous rise of the epidemic size. The reason for that is
quite intuitive. Once the disease has reached the hubs it can spread rapidly among the
network. Multiplying both sides for P (k) and summing over all k we get:
i(t) = i0
[
1 +
< k >2 − < k >
< k2 > − < k >(e
t/τ − 1)
]
. (2.63)
In the case of presence of non trivial correlations we have the general expression (82):
θk =
∑
k′
ik′
k′ − 1
k′
P (k′|k). (2.64)
Neglecting terms of order O(i2) we get for ik(t):
dtik(t) =
∑
k′
βk
k′ − 1
k′
P (k′|k)ik′(t) ≡
∑
k′
Ck,k′ik′(t), (2.65)
a linear system of differential equation given by the matrix C = Ck,k′ . The solution
will be a linear combination of exponential functions of the forms eΛit where Λi are
eigenvalues of the matrix C. We can approximate
i(t) ∼ eΛmt, (2.66)
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using the largest eigenvalue Λm. Using the Frobenius theorem the largest eigenvalue for
correlated networks is bounded form below (83):
Λ2m ≥ min
k
∑
k′,l
(k′ − 1)(l − 1)P (l|k)P (k′|l), (2.67)
that we can rewrite as:
Λ2m ≥ min
k
∑
l
(l − 1)P (l|k)(knn(l)− 1). (2.68)
For scale-free networks with exponent 2 < α ≤ 3 in the limit of infinite size knn is
divergent which implies that the largest eigenvalues is unbounded too.
2.4.2 The SIS and SIR model
A generalization for these two model is quite easy:
dtik(t) = βksk(t)θk(t)− µik(t), (2.69)
where sk(t) = 1− ik(t) for the SIS model and sk(t) = 1− rk(t)− ik(t) for the SIR model.
Again considering the linear approximation and uncorrelated networks we get the time
scale τ :
τ =
< k >
β < k2 > −(µ+ β) < k >. (2.70)
We have here a threshold. In order to ensure an epidemic outbreak the condition τ > 0
must be satisfy:
β
µ
≥ < k >
< k2 > − < k >. (2.71)
For scale-free networks with exponent 2 < α ≤ 3 in limit of infinite size the second
moment diverges, so we have a null epidemic threshold. In real cases the threshold is
not zero, but really small. This is an important result that confirm how heterogeneous
networks behave in a completely different way from homogeneous networks. Scale-free
networks are then an ideal topology for the spreading of infectious diseases. Fortunately
the prevalence for small spreading rates is very small and as we will see the heterogeneity
could be an advantage in vaccination strategies of great effectiveness.
2.4.3 t→∞ limit
We studied the early time regime so far. The other limit t→∞ is also very interesting.
For the SI model this limit is trivial, we know in fact how i(t→∞) = 1. For the other
two models the situation is very different.
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SIS model
Let us consider the case of a generalized random graph with no degree correlations. We
already said that in this case the function θk = θ is independent from k. In the limit
dtik(t) = 0 from the (2.69) we get:
ik =
βkθ
µ+ kβθ
. (2.72)
Using this into (2.58) we get a self consisted equation:
θ =
1
< k >
∑
k
(k − 1)P (k) βkθ
µ+ kβθ
. (2.73)
We can explicitly calculate the epidemic threshold from this equation as shown in Ref.
(81) just considering that the condition is given by the value of β and µ for which it is
possible to obtain a non-zero solution θ∗. Using geometrical considerations (24) we get:
dθ
(
1
< k >
∑
k
(k − 1)P (k) βkθ
µ+ kβθ
)
|θ=0 = β < k
2 >
µ < k >
≥ 1, (2.74)
then an epidemic threshold condition that recovers the results obtained form the linear
approximation:
β
µ
=
< k >
< k2 >
. (2.75)
Let us focus our attention on random uncorrelated scale-free networks defined by:
P (k) = (α− 1)mα−1k−α, (2.76)
where m is the minimum degree of any vertex. It is trivial to evaluate the moments of
this distribution and using (2.75) we get:
β
µ
=
{ α−3
m(α−2) if α > 3
0 if α ≤ 3 (2.77)
To get the density of infected individuals in the stationary states we have to solve ex-
plicitly the self consistent equation for θ in the limit of β/µ approaching the epidemic
threshold (81). The results are different for different value of the exponent α. For
2 < α < 3 we get:
i∞ ∼
(
β
µ
) 1
3−α
, (2.78)
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it is worth to notice that exponent is larger than 1, this implies that for small β/µ the
number of infected individuals is growing very slowly. There is a wide region of spreading
rates in which i∞  1. There is no an epidemic threshold as was aspected. For α = 3
we have:
i∞ ∼ e−
µ
mβ , (2.79)
we have, even in this case, an absence of epidemic threshold and for a wide range of
spreading rates in which i∞  1. For 3 < α < 4 we have:
i∞ ∼
(
β
µ
− α− 3
m(α− 2)
) 1
α−3
, (2.80)
a power law behavior is observed associated with a non-zero threshold. This threshold
is approached without any sign of the singular behavior usually associated to a critical
point. For α > 4 we have:
i∞ ∼ β
µ
− α− 3
m(α− 2) , (2.81)
that is the usual epidemic threshold we found for homogeneous networks.
SIR model
As we said in the SIR model i∞ = 0. The epidemics dies due to the depletion of
the susceptible individuals that after recovering move into the removed compartment.
Another interesting quantity is provided by the total number of individuals affected by
the infection: r∞ = limt→∞ r(t). Let consider the system of differential equation for
the SIR model. Let us focus in the early time in the case in which ik(0) = i0 ' 0 and
sk(0) ' 1. We can integrate directly the equation getting:
sk(t) = e−βkφ(t), rk(t) = µ
∫ t
0
dτik(τ), (2.82)
where we used
φ(t) =
∫ t
0
dτθ(τ) =
1
< k > µ
∑
k
(k − 1)P (k)rk(t). (2.83)
Taking the derivate of both members of this we get:
dtφ(t) =
1
< k > µ
∑
k
(k − 1)P (k)[1− rk(t)− sk(t)] (2.84)
= 1− 1
< k >
− µφ(t)− 1
< k >
∑
k
(k − 1)P (k)e−βkφ(t).
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This equation can not be generally solved, but we can get information on the infinite
time limit. Due to the conservation of the number of individuals in the system:
1 = sk(∞) + rk(∞), (2.85)
so we have:
r∞ =
∑
k
P (k)(1− eβkφ∞). (2.86)
In the infinite time limit dtφ = 0 then:
µφ∞ = 1− 1
< k >
− 1
< k >
∑
k
(k − 1)P (k)e−βkφ∞ . (2.87)
The value φ∞ = 0 is a trivial solution. The non trivial solution is related to r∞ > 0 and
exist only if:
dφ∞
(
1− 1
< k >
− 1
< k >
∑
k
(k − 1)P (k)e−βkφ∞
)
|φ∞=0 ≥ µ, (2.88)
that is equivalent to:
β
< k >
∑
k
k(k − 1)P (k) ≥ µ. (2.89)
This defines the well known epidemic threshold condition:
β
µ
>
< k >
< k2 > − < k >. (2.90)
Expressions of r∞ are not easy to be found, in some case such as heavy-tailed networks
of finite size and small values of β/µ we have r∞ ∼ (β/µ)1/(3−α) for 2 < α < 3 and
r∞ ∼ e−µ/mβ for α = 3 (84; 85).
2.4.4 Immunization
From the previous sections we saw how many real networks of epidemic relevance are
heterogeneous and that in these networks the epidemic threshold are extremely small.
This is a worrying scenario. However it is possible to take advantage of the heterogeneity
developing new defensive strategies extremely effective. In this section we will give an
brief overview of the principle method and results.
A possible way of immunize people is the uniform distribution. These method is com-
pletely inefficient in heterogeneous networks because it gives that same importance to
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vertices with a very small degree and to vertices with a large connectivity. The introduc-
tion of a fraction g of immune individuals chosen at random is equivalent to a rescaling
of the effective spreading rate:
β → β(1− g), (2.91)
the rate at which new infected individuals appear is depressed by a factor proportional
to the probability that they are not immunized. For uncorrelated networks we have:
β
µ
(1− gc) = < k >
< k2 >
, (2.92)
where gc is the immunization threshold. In the case of heavy-tailed networks with a
diverging second moment in the thermodynamic limit only a complete immunization of
the networks ensures an infection-free stationary state. This strategy is not effective.
Scale-free network are strongly affected by targeted damage. If a few of the most con-
nected nodes are removed the network suffers a huge reduction of its ability to carry
informations (24). This can be extremely helpful in case of the spreading of infectious
diseases. A targeted immunizations in which we progressively make immune the hubs
will be very effective since the principal actors in the spreading will be blocked. Let us
consider, following Ref. (86), that a fraction g of the individuals with the highest degree
have been immunized. This is an introduction of an upper cut-off kc(g) function of g
such that all nodes with degree k > kc(g) are immune. Immunization of nodes means
that the infection can not propagate along all the edges emanating from these nodes.
The elimination of nodes and links for the spreading purpose yields a new topology with
moments < k >g and < k2 >g can be evaluated as a function of the density of immu-
nized individuals (86). The protection of the network will be achieved when the effective
network on which the epidemic spreads satisfies:
< k >gc
< k2 >gc
≥ β
µ
, (2.93)
that gives the immunization threshold
< k >gc
< k2 >gc
=
β
µ
. (2.94)
For uncorrelated scale-free network with exponent α = 3 it is possible to perform the
explicit calculation (86) getting:
gc ∼ e−2
µ
mβ , (2.95)
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where m is the minimum degree of the network. This result shows clearly that targeted
immunization is extremely convenient, with a critical immunization threshold that is
exponentially small in a wide range of spreading rates.
2.5 Single population and homogeneous mixing
As we discussed in the previous sections the heterogeneities plays a crucial role in the
spread of epidemic diseases. For some type of diseases, such for example the flu, the
process of contagion does not require a personal contact as in the case of HIV or other
sexually transmitted diseases. It is possible to get the flu just staying in the same
classroom, bus or office; during all our normal activities. We can imagine than within
a community each susceptible individual can meet an infected one with a probability
proportional to the ratio of infected individuals. This is the homogeneous mixing ap-
proximation that can be used in absence of detailed data of the connectivity patterns
to model diseases in which the contagion process does not involve personal face to face
interactions.
In this section we discuss this approximation that will used extensively in Chapter 5, 6
and 7.
Let us imagine to have a population of N individuals. Let us consider a disease that can
be modeled with the homogeneous mixing assumption.
2.5.1 SI model
In this model we have just two possible compartments: S and I. At any time t each
susceptible individual with probability IN can get in touch with an infected one. The
probably the a susceptible acquires the infection from each interaction in a time interval
dt is βdt, where β defines the pathogen spreading rate of the disease. Of course any
different disease is characterized by a different β. At every time step the average number
of interaction between S and I is S IN . then the total number S that becomes infected
is βdtS IN . Then the number of S individual after dt is:
S(t+ dt) = S(t)− βS I
N
dt, (2.96)
and for I
I(t+ dt) = I(t) + βI
S
N
dt. (2.97)
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We can make the limit for dt → 01 and get a system of partial non linear differential
equation:
∂tS = −βS I
N
, (2.98)
∂tI = βI
S
N
. (2.99)
We can solve the equation using the initial conditions:
S(t0) = S0, (2.100)
I(t0) = I0,
N = I0 + S0 = I(t) + S(t).
Using the last condition in the equation for I considering N = 1 or S and I as the
density ratio/density of individuals we get:
∂tI = β(1− I)I, (2.101)
then ∫ I
I0
dI ′
I ′(1− I ′) = β
∫ t
t0
dt, (2.102)
that we can intrate easily getting:
I(t) =
1
1 + ab e
−βt , (2.103)
and of course:
S(t) = 1− I(t), (2.104)
where a = I−10 − 1and b = e−βt0 . It is clear from the equation (2.103) that for t→∞:
S∞ = 0; I∞ = 1. (2.105)
Basically just with one seed (one infect individual) all the population become infected.
That because the unique possible interaction is:
S + I → 2I, (2.106)
1The limit for infinitesimally small time of interaction is just a mathematical modelization of the
process. Of course the is a finite time scale for the interaction
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Figure 2.1: SI model’s curves (median) for µ = 0.1 and R0 = 3 and 1000 realizations.
and it will be active as long as the number of S will reach 0. In Figure (2.1) we show a
typical example of SI’s curves I and S. We used a population of N = 106 with 1 seed
(I0 = 1). It is clear that the two profiles are totally reciprocal, since the rate of decrease
of one (S) is equal to the rate of increase of the other I. The profile presented are
the median of 1000 realizations. Since we modeled the simulation through a stochastic
dynamic we need a sufficient number of simulations to reduce the effect of fluctuations.
2.5.2 SIS model
This model is a more realist one, used to model the disease characterized by the absence
of immunity. People are susceptible, they become sick and eventually that can get the
disease again. There is not immunity. In this model we have two type of interactions:
S + I → 2I, (2.107)
interaction of susceptible with infected and
I → S, (2.108)
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after the disease the infected individuals come back in the susceptible compartment.
This transition is spontaneous and characterized by the type of disease. For example if
people on average stay sick for 3 days we can define a probability of transition of µ = 1/3
because we need on average 3 time interval. Following the same arguments illustrated
before we can write down the equation (for the densities):
∂tS = −βSI + µI, (2.109)
∂tI = βIS − µI. (2.110)
In the first rate equation we have that the first term gives the average number of S that
becomes sick instead the second one gives the average number of I that recovered in the
S compartment. Vice versa for I. It is important write the equation for I in a slightly
different way:
∂tI = (βS − µ)I, (2.111)
in the early time S ∼ 1 then we can write:
∂tI = (β − µ)I. (2.112)
It is clear then the behavior in early time is just function of the parameters. In fact if:
β − µ > 0 or β
µ
> 1, (2.113)
we have a progressive increase of the number of infected individuals and then an outbreak.
Indeed if
β − µ < 0 or β
µ
< 1, (2.114)
we have a progressive decrease of infected individuals till I = 0 then the disease will not
spread in all the population. The ratio β/µ is the reproductive number:
R0 =
β
µ
. (2.115)
For this easy model we can calculate the analytical solution easly:
I(t) =
β − µ
β + ae−(β−µ)t
, (2.116)
where a = (β−µI0 − β)e(β−µ)t0 . It is easy to see that we have two different equilibria
solution for I:
I∞ = 0, if R0 < 1, (2.117)
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Figure 2.2: SIS model’s curves (median) for µ = 0.1 and R0 = 3 and 1000 realizations.
and
I∞ = 1− 1
R0
; if R0 > 1. (2.118)
It is important to stress out that for R0 > 1 in this model the number of infected people
reach an equilibrium value different from zero. In Figure (2.2) we show a typical example
of SIS’s curves I and S. We used a population of N = 106 with 1 seed (I0 = 1). The
profiles presented are the median of 1000 realizations. Since we modeled the simulation
through a stochastic dynamic we need a sufficient number of simulations to reduce the
effect of fluctuations. From the figure it is clear how the profiles reach a stationary state
with both values different from zero just after 100 time steps.
2.5.3 SIR model
In this model after the disease individual get recovered (compartment R) and they are
immune from the disease. The transitions are then:
S + I → 2I, (2.119)
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interaction of susceptible with infected and
I → R, (2.120)
we can write down the equation (for the densities):
∂tS = −βSI, (2.121)
∂tI = βIS − µI, (2.122)
∂tR = µI. (2.123)
The equation for I is the same wrote for the SIS model. Then the early time approxi-
mation and the value of R0 is the same in both model:
R0 =
β
µ
. (2.124)
There is not a general analytical solution of the equations, but we can get some interesting
information from the equation.
We can consider the variation of I on respect to S:
∂SI = −1 + 1
R0S
, (2.125)
that we can integrate:
I − I0 = S0 − S + 1
R0
ln
S
S0
, (2.126)
or
I = 1− S + 1
R0
ln
S
S0
. (2.127)
Now a stationary point on I is reach when:
∂tI = 0 = (βS − µ)I = 0, (2.128)
this equation has two solution:
I = 0, S =
1
R0
. (2.129)
Taking the second derivative of I in the stationary point we get
∂2t I = βI∂tS. (2.130)
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It is easy to show that ∂tS < 0 then in the SIR model the stationary point can be related
to I = 0 or a maxima and in this point the value of S is characterized by the inverse of
R0. Now using the (2.127) we can get the value of I at the peak time:
Ipeak = 1− 1
R0
− 1
R0
lnR0S0 = 1− 1
R0
(1 + lnR0S0). (2.131)
Considering instead S and R we can write:
∂RS = −R0S, (2.132)
integrating this and considering Rt0 = 0 we get:
S = S0e−R0R. (2.133)
Since in general 0 ≤ R∞ ≤ 1 we have that after the disease a finite non zero fraction
of the population is still susceptible. In Figure (2.3) we show a typical example of SIS’s
curves I and S. We used a population of N = 106 with 1 seed (I0 = 1). The profiles
presented are the median of 1000 realizations. Since we modeled the simulation through
a stochastic dynamic we need a sufficient number of simulations to reduce the effect of
fluctuations. From the figures it is clear that even thought the number of infected people
at the peak time is the order of 2105 more the 90 % of the population get sick. We can
see this just looking at the curve of the recovered people, that is the integral of the
infected one during the time. In figure (2.4) we show two different profiles the number
of infected people for two different values of R0 nominally R0 = 1.5, 3. It is clear that
the two realization are totally different. Big values of R0, as we show in the early time
analysis, bring a faster increase then an higher and earlier peak, as show in figure.
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Figure 2.3: SIR model’s curves (median) for µ = 0.1 and R0 = 3 and 1000 realizations.
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3Spectral Centrality Measures
Whether you can observe a thing or not depends
on the theory which you use. It is the theory
which decides what can be observed.
A. Einstein
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In this Chapter will describe the first application of the general concepts introduced
in the Chapter 2. We will described spectral centrality measures. These are usually as-
sociated to diffusion processes taking place on graphs: diffusion of importance/centrality
among nodes of the networks. Not all the connections have the same importance. Not
all neighbors are equivalent. In many cases the importance of a node is increased by
having connections with other vertices that are themselves important. These measures
take into account not just local quantity, the whole topology is considered and explored
by the spread of importance among all the nodes.
We will introduce and review four centrality measures: PageRank (13), eigenvector
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centrality (87) and the hub/authority scores introduced by Kleinberg for his HITS al-
gorithm (88). These measures are usually adopted on directed graphs, we will discuss
extensions to the undirected case, where applicable.
3.1 PageRank
PageRank (PR) is the prestige measure used by Google to rank Web pages. It is supposed
to simulate the behavior of a user browsing the Web. Most of the times, the user visits
pages just by surfing, i.e. by clicking on hyperlinks of the page he is on; otherwise,
the user will jump to another page by typing its URL on the browser, or going to a
bookmark, etc.. On a graph, this process can be modelled by a simple combination of
a random walk with occasional jumps towards randomly selected nodes. This can be
described by the simple set of implicit relations
p(i) =
q
n
+ (1− q)
∑
j:j→i
p(j)
kout(j)
. i = 1, 2, . . . , n (3.1)
Here, n is the number of nodes of the graph, p(i) is the PR-value of node i, kout(j) the
outdegree of node j and the sum runs over the nodes pointing towards i. The damping
factor q is a probability, that weighs the mixture between random walk and random
jump. On practical applications it is usually set to small values (typically 0.15). For any
q > 0 the process reaches stationarity, as a walker has a finite (no matter how small)
probability to escape from a dangling end, whenever it lands there. When q = 0, the
process may not be stationary and PR is ill defined. When q = 1, instead, the jumping
process dominates and all nodes have the same PR-value 1/n. PR goes beyond indegree:
in order to have a large PR-value for a node it is important to have many neighbors
pointing at a node, i.e. large indegree, but it is also important that the neighbors have
large PR-values. So, if two nodes have equal indegree, the node with more “important”
neighbors will have larger PR.
Solving the set of equations (3.1) is equivalent to solving the eigenvalue problem for
the transition matrix M, whose element Mij is given by the following expression:
Mij =
q
n
+ (1− q) 1
kout(j)
Aji. (3.2)
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PR is just the principal eigenvector of M, and is usually determined with the power
method, i.e. by repeatedly multiplying the matrix M by an arbitrary vector until all
the entries of the resulting vector are stable. This is also the procedure we adopted to
compute the eigenvectors corresponding to all centrality measures we studied.
The literature on PR is very large, because of its huge impact on Web search. In
one of the first theoretical studies (89), the dependence of PR on the damping factor
was investigated. In general, the attention has been mostly focused on the graph of
the World Wide Web, where Web pages are nodes and the hyperlinks their connections.
Comparatively little has been done to study the measure on more general classes of
networks. A recent mean field study (90) has shown that the average PR value of nodes
with the same indegree is a linear function of indegree in the absence of degree-degree
correlations. In another study, some analytical results were found on PR distributions
on special classes of graphs (91). In Section 3.4 we shall briefly resume the results of (91)
and build up on them.
3.2 Eigenvector centrality
The eigenvector centrality (EV), that we briefly introduced in the Chapter 1, is also
based on the principle that the importance of a node depends on the importance of its
neighbors. In this case the relationship is more straightforward than for PR: the prestige
xi of node i is just proportional to the sum of the prestiges of the neighboring nodes
pointing to it
λxi =
∑
j:j→i
xj =
∑
j
Ajixj = (Atx)i. (3.3)
From equation (3.3) we see that xi is just the i-component of the eigenvector of the
transpose of the adjacency matrix with eigenvalue λ. We notice that the trivial eigen-
vector with all components equal to zero is always a solution of equation (3.3). The true
EV is then associated to the existence of non-trivial solutions of the eigenvalue problem
of equation (3.3). From equation (3.3) we see that nodes with indegree zero also have
zero centrality: in general, nodes pointed at by nodes with zero centrality also have zero
centrality and this effect will propagate to other nodes, so that in many cases EV would
not give any information about a big number of nodes. To avoid this, it is useful to make
61
Spectral Centrality Measures
the following modification: to each node we assign a prestige , which is independent of
its relationships with the other nodes. Equation (3.3) is then modified as follows:
xi = α(Atx)i + . (3.4)
The role of the parameter  reminds that of the damping factor q in PR. The parameter
α weighs the relative importance of the contribution of the peers versus that of the
node itself. The new measure is called α-centrality (αEV) (87) and is the one we shall
investigate in this paper. We remark that, in contrast to PR, here the solutions do not
have a natural interpretation in terms of probability, so the sum of the α-centralities
need not be 1. However we shall normalize the final values by dividing them by their
sum, so to make them add up to 1, for practical purposes.
3.3 HITS scores
Google’s PR was not the first prestige measure for Web pages based on the Web’s graph
representation. Shortly before the seminal paper by Brin and Page, Jon Kleinberg (88)
had proposed another solution to the problem of ranking Web sites based on their im-
portance for the users. This solution was the HITS algorithm, which distinguishes two
types of Web pages: hubs and authorities. Let us suppose that a user submits a query
through a search engine. If a page is very relevant for this query, one can reasonably
expect that it will be pointed at by many other pages. However, the simple indegree
would not allow to discriminate the relevant pages from other pages with similar (large)
indegree. An important difference is that pages pointing to a relevant page are likely
to point as well to other relevant pages, so to create a sort of bipartite structure where
relevant pages (authorities) are cited by special pages/indices (hubs). Such bipartite
structures allow to identify the relevant pages for the user query. Therefore one assigns
two scores to a page i of the Web: the hub score xi and the authority score yi. Pages with
high authority scores are pointed at by pages with high hub scores. In turn, a good hub
points at (very) authoritative pages. This mutually reinforcing mechanism is described
by the coupled relations
λyi =
∑
j:j→i
xj =
∑
j
Ajixj = (Atx)i, (3.5)
µxi =
∑
j:i→j
yj =
∑
j
Aijyj = (Ay)i, (3.6)
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which can be rewritten in the form of simple eigenvalue equations for both x and y by
substitution
λµxi = (AAtx)i. (3.7)
λµyi = (AtAy)i, (3.8)
From Eqs. (3.7) and (3.8) we see that the hub and authority scores are just eigenvectors
of the matrices AAt and AtA. We stress that both AAt and AtA are symmetric, whether
A is symmetric or not. The scores x and y correspond to the principal eigenvectors of
these matrices.
3.4 New Results
In this section we have resumed some recent results on PageRank distributions on par-
ticular types of tree-like graphs. On those graphs, the distribution of PageRank in the
limit q → 0 decays as a power law with exponent 2. The same is true for α-centrality,
because its defining equation is formally equivalent to the equation for PageRank in
the limit q → 0. These results on centrality distributions are likely to be true for an
extended class of graphs, where there is a flow from the outermost nodes (leaves) to a
sink. We have also seen that, on any graph, in the limit q → 1, the reduced PageRank
of a node, i.e. the contribution of the random walk process to the measure, is simply
proportional to the indegree of the node, if the nodes have (about) the same outdegree.
We have studied for the first time the extension of PageRank to the case of undirected
networks, finding that the reduced PageRank of a node is proportional to its degree, for
large degrees, for any graph and value of q. We proposed a simple explanation of this
effect based on the Central Limit Theorem, and verified numerically in several cases that
the argument holds. Similarly, the reduced α-centrality of a node is also proportional
to its degree, for large degrees, on any graph. With the same type of argument it is
possible to show that the authority score of a node is proportional to its indegree, for
large indegrees, when the outdegrees of all nodes are (approximately) the same. In the
next sections we will explain all the details of these results.
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PageRank
In (91) the two main limits of the PR measure, corresponding to q → 0 and q → 1, were
investigated. Analytical results can be derived for special graphs, such as graphs grown
with popular mechanisms, like preferential attachment (92). For our proofs we shall
focus on the model by Dorogovtsev, Mendes and Samukhin (DMS) (62), which generates
graphs with power-law degree distributions with any exponent larger than 2. As we
disscused in Chapter 1 the exponent of the degree distribution of this generalization of
the BA model is γ = 2 + a/m, where a is a positive constant and m is the number of
links set from each new node added to the graph and the preexisting ones.
The limit q → 0
We assume that q is very small. To the first order in q, and remembering that each node
has outdegree 1 by construction, equation (3.1) takes the following form
p(i) ∼ q
n
+
∑
j:j→i
p(j) i = 1, 2, . . . , n (3.9)
which looks particularly simple, though not generally solvable. From equation (3.9) we
see that the PR of a node equals a constant plus the PR of its in-neighbors. This recipe
enables to calculate PR recursively on simple trees, as shown in Figure 4.2, where we
focus on a subgraph of a tree. Node A is the root of the subgraph as every walk starting
on any of the nodes will reach A at some stage. We call any node with this property
a predecessor of A. The PR value of any node of the graph is determined only by its
predecessors. In the case illustrated, the calculation is particularly simple: we start from
the leaves of the subgraph (empty circles) whose PR is just q/n because they have no
incoming links, and move towards A. For each node, we apply the relation (3.9). The
final values are reported next to the nodes. From this example we can deduce a number
of general properties:
• all PR values are multiples of the elementary unit q/n;
• PR increases if one moves from a node to another by following a link;
• the PR of each node i, in units of q/n, equals the number of its predecessors.
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Figure 3.1: Subgraph of a tree. The PR-values of all nodes shown can be simply calculated.
Since PR takes only discrete values, in the following we shall measure it in units of q/n.
We thus indicate the distribution with PPR(l), with l = 1, 2, ..., n.
In a dynamic process like network growth, it is crucial to see what happens to the
PR values/distribution when a new node comes into the picture. This is shown in Figure
3.2, where a new node N is added to the network of Figure 4.2. We see that only the
nodes encountered along the path from N to A, including A, are affected, while the
others retain their PR values. In particular the presence of the node N determines an
increase by q/n in the PR values of the affected nodes.
Now we are ready to build a master equation for the PR distribution PPR(l) on a
DMS graph. At time n, the graph has n nodes and n−1 links (the root does not generate
links); the PR distribution is PPRn(l). If we add node n + 1 we get a new distribution
PPR
n+1(l). As we have seen above, the new node will contribute an additional q/n to
the PR of the nodes in the path from n+1 to the root of the graph. We need to compute
the balance between the nodes passing from PR l − 1 to l and those passing from l to
l+ 1. The probability Πni that the PR of node i, initially equal to l, will be changed by
the new node equals the probability that the link set by the new node gets attached to
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Figure 3.2: If a new node N gets attached to any node of the subgraph, it adds an equal
contribution q/n to the PR of all nodes in a path from N to the root.
one of the predecessors of i (including i) and equals
Πni =
∑
j=>i
a+ kj∑n
t=1(a+ kt)
=
∑
j=>i
a+ kj
(a+ 1)n− 1 , (3.10)
where j => i means that j is a predecessor of i. None of the predecessors of i, other
than i can reach PR l+ 1 because of the new node, as their initial values are necessarily
smaller than l. The number of predecessors of i (including i) is l and the total number
of adjacent links to the predecessors is l − 1 (one for each predecessor, except i). So,
Πni =
∑
j=>i
a+ kj
(a+ 1)n− 1 =
(a+ 1)l − 1
(a+ 1)n− 1 . (3.11)
The number of nodes with PR l that are affected by the presence of the new node and
its link is then
Πn(l) = nPnPR(l)Π
n
i =
(a+ 1)l − 1
(a+ 1)− 1/nP
n
PR(l). (3.12)
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and the master equation reads
(n+ 1)Pn+1PR (l)− nPnPR(l) = Πn(l − 1)−Πn(l). (3.13)
quation (3.13) holds for l > 1. For l = 1 a modification is necessary, as there cannot be
nodes with zero PR, so the term Πn(0) is not defined. However, since the new node has
no incoming links, the number of nodes with PR 1 increases by 1 because of the new
node, so we can write
(n+ 1)Pn+1PR (1)− nPnPR(1) = 1−Πn(1). (3.14)
The stationarity condition of Eqs. (3.13) and (3.14), in the limit of large n leads to the
relations
PPR(l) =
{
(a+1)l−a−2
(a+1)l+a PPR(l − 1), if l > 1;
a+1
2a+1 , if l = 1.
(3.15)
which has the solution
PPR(l) =
a(a+ 1)
[(a+ 1)l + a][(a+ 1)l − 1] ∼
1
l2
, for l 1. (3.16)
We see that the PR distribution in the limit q → 0 on a DMS tree is a power law with
exponent 2, for any value of the parameter a, including the limit case a → ∞, when
the indegree distribution becomes exponential. This result is confirmed by numerical
simulations (Figure 4.3), which also show that the hypothesis of the tree is not necessary,
as long as each node has the same outdegree m.
In (91) the same result was found for other models of network growth, like Baraba´si-
Albert preferential attachment (92) and the Copying Model (93). It is possible that
this property holds for general graphs where the flows converge towards a central root
(sink). Indeed, our finding agrees with the more general result on the size distribution of
supercritical trees (94). Moreover, numerical studies have shown that the same behavior
holds for the graph of Internet, when one considers the distribution of the size of the
basin connected to a given point (95). Indeed, our calculation follows the same procedure
usually adopted for the calculation of the area of basins in river networks.
The limit q → 1
The case q = 1 is well defined, but trivial, as all nodes end up having the same PR-value
1/n. We ask how this limit is reached. If q ∼ 1, the contribution to PR given by the
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Figure 3.3: PR distribution for small q on a DMS graph with 106 nodes, m = 1 and a = 1.
In this case the indegree distribution is a power law with exponent γ = 3.
in-neighbors of a node is very small compared to the constant term, which is close to
1/n. In order to study the behavior of this term, we define the reduced PageRank pr(i)
of a node i as
pr(i) = p(i)− q
n
i = 1, 2, . . . , n. (3.17)
We assume that all nodes have the same outdegree m. In this case, to leading order in
the infinitesimal 1− q equation (3.1) can be rewritten as
pr(i) =
q(1− q)
mn
kin(i), i = 1, 2, . . . , n. (3.18)
where kin(i) is the indegree of i. We conclude that on any graph, the reduced PR of a
node in the limit q → 1 is proportional to the indegree of the node, if all nodes have the
same outdegree. This result has been derived independently in (96). As a consequence
of equation (3.18), the distribution of the reduced PR for q → 1 has the same trend as
that of indegree, which can be easily verified numerically (Figure 4.4).
Extension to undirected graphs
PR can be easily extended to undirected graphs as well. The corresponding equation
reads
p(i) =
q
n
+ (1− q)
∑
j:j↔i
p(j)
kj
. i = 1, 2, . . . , n (3.19)
where now kj is the degree of node j. For the purposes of a random walk, undirected
links can be crossed in both directions, so a pure random walk now always reaches
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Figure 3.4: Reduced PR distribution for q ∼ 1 on a DMS graph with 106 nodes, m = 1
and a = 1. The curve matches the indegree distribution.
stationarity due to the absence of dangling ends. In fact, the stationary probability of
a random walk on a node of any undirected graph is simply proportional to the degree
of the node (4). However, in equation (3.19) we have still the contribution of random
jumping, and it turns out that the mixed process is still hard to solve. We are not aware
of a general solution in this case. In the limit q → 0 PR is now well behaved, and its
distribution coincides with the degree distribution of the graph. In Figure 3.5 we show
the distributions of reduced PR for different values of q on a DMS graph with a power
law degree distribution and exponent γ = 3. The reduced PR expresses the contribution
to PR given by the random walk. We see that the curves follow the decay of the degree
distribution for any value of q. We have computed the reduced PR distribution on many
other graphs and in all cases we found that they follow the same trend as the degree
distribution. For example, in Figure 3.6 we show the comparison between reduced PR
and degree for a sample of the Web link graph. Here the nodes are Web pages of
the domain .gov and two pages are connected if there is a hyperlink from one to the
other. There are 794, 184 nodes and 6, 460, 903 links. The graph is directed but PR
was calculated by neglecting the directedness of the links. As we can see, the decay of
the distributions of reduced PR resembles that of the degree distribution. The graph at
hand is not simple like the DMS networks, as it presents a large number of loops and
community structure. Therefore the result is likely to be general. We can show this with
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a simple argument. The general equation for reduced PR on undirected graphs is:
pr(i) =
(1− q)q
n
∑
j:j↔i
1
kj
+ (1− q)
∑
j:j↔i
pr(j)
kj
, (3.20)
that we can solve formally by successive iteration, obtaining the general form
pr(i) =
q
n
∑
s
(1− q)s
∑
i1
1
ki1
∑
i2
1
ki2
...
∑
is
1
kis
=
q
n
∑
s
(1− q)s
∏
i1↔i2...↔is
1
kis
,
(3.21)
where is indicates the neighbors of the s-shell of the node i; so, i1 indicates the nearest
neighbors of i, i2 the next-to-nearest neighbors, and so on. The last sum in the first
line of equation (3.21) is, for a given node is−1, a sum over its neighbors is. This
sum, that we call Tis , contains kis terms, kis being the degree of node is. The sum
Tis can be approximated as the product kis〈1/k〉NN , where 〈1/k〉NN is the expected
value of the average of 1/k over the neighbors of a node of the network. In general,
Tis = kis〈1/k〉NN + ηis , where ηis is a random variable with mean zero. In this way, it
is easy to see from equation (3.21) that, for any value of s, the product of sums reduces
to ki〈1/k〉NN plus the sum of many random variables like ηis . Due to the Central Limit
Theorem, the latter sum, if it includes a large number of terms, yields a very small value
with large probability. We can then conclude that, for ki sufficiently large, each term
of the series in equation (3.21) is proportional to ki with good approximation, therefore
pr(i) is also proportional to ki, for any value of the damping factor q. We have verified
numerically that this assertion is true for many graphs and degree distributions, without
finding exceptions.
Eigenvector centrality
The defining equation (3.4) is formally analogous to equation (3.9). The only difference
is that the eigenvalue α is not 1 as for PR. However, the results of Section 3.4 hold as
well when the outdegree m is greater than 1 (as long as it is the same for all nodes), and
in this case the sum of equation (3.9) would include a multiplicative factor 1/m, which
makes it identical to equation (3.4). We then deduce that all results found for PR in
the limit q → 0 hold for αEV. Here the results are more general, because we did not
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Figure 3.5: Reduced PR on undirected graphs. Variability of reduced PR distribution
with q on a DMS graph with 106 nodes, m = 3 and a = 3. The degree distribution has a
power law tail with exponent γ = 3.
need to make any approximation to get to equation (3.4) as we instead needed to derive
equation (3.9). In particular, it is not necessary that  be very small and the nodes need
not have the same outdegree, although this is the case for the graphs we considered.
We conclude that the distribution of αEV on DMS graphs has a power law tail with
exponent 2 (Figure 3.7). The same holds for graphs built using preferential attachment
and the Copying Model, just as it happens for PR in the limit q → 0.
Extension to undirected graphs
On undirected graphs, equation (3.4) becomes
xi = α(Ax)i + , (3.22)
since At = A. So, the αEV of a node is proportional to the sum of the αEV of its
neighbors, modulo an additive constant . As we have done for PR, we define the
reduced α-centrality as
xri = xi − . (3.23)
So, we can rewrite equation (3.23) as
xri = α(Ax
r)i + kiα, (3.24)
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Figure 3.6: Reduced PR on undirected graphs. Variability of reduced PR distribution
with q on the domain .gov of the World Wide Web. The degree distribution has a tail
which follows fairly well a power law with exponent 2.1. To better show the agreement we
have shifted the curves such that the tails overlap.
where ki is again the degree of node i. We can apply a similar argument as in Section 3.4.
The sum over the ki neighbors of i can be approximated as ki〈xr〉, where 〈xr〉 is the
average of the reduced αEV over the whole graph. The approximation is the more valid,
the larger the number ki of summands. In this way, from equation (3.24) we see that the
reduced αEV of a node is proportional to its degree, if the latter is large enough. This
result is independent of the specific graph we consider, and we have verified it numerically
for many types of networks. In Figure 3.8 we show the distribution of reduced αEV for
different choices of the parameter /α for the sample of the Web graph we analyzed in
Figure 3.6. The curves closely follow the decay of the degree distribution.
HITS scores
The meaning of the eigenvalue equations (3.7) and (3.8) is quite simple. The hub score of
a node is the sum of the hub scores of the in-neighbors of the out-neighbors of the node.
The authority score of a node is the sum of the authority scores of the out-neighbors of
the in-neighbors of the node (Figure 3.9). Let us suppose that the nodes have the same
outdegree m. The authority score of a node i is given by the sum of mkin(i) terms, where
kin(i) is the indegree of i. In fact, node i has kin(i) in-neighbors, each of them having
m out-neighbors. If kin(i) is large, the number of summands is very large, and can be
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Figure 3.7: Distribution of αEV on a directed DMS graph with 106 nodes, m = 1 and
a = 1. The dashed line indicates the predicted slope.
approximated by the average value of the authority score over the whole graph, times
mkin(i). This approximation is the more valid, the larger m and kin(i). We conclude
that on a directed graph with constant outdegree the distribution of the authority scores
will have the same tail as the indegree distribution. This is clearly illustrated in Figure
3.10. For the hub scores it is not possible to make predictions; the sum that delivers
the hub score of a node cannot be approximated through other graph variables in most
cases.
The extension of the HITS scores to the case of undirected graphs is not interesting.
In this case At = A, so AtA = AAt = A2 and the hub and authority scores are identical.
Moreover, they coincide with EV, as the matrices A and A2 have the same eigenvectors.
3.5 Rankings
In the previous sections we have investigated the distributions of spectral centrality
measures and their similarities. As we have mentioned centrality measures are used
to rank nodes. In this section we shall compare the rankings obtained with different
centrality measures. In order to compare two rankings we adopt Kendall’s τ (97), a
widely used index in this type of analysis. Kendall’s τ ranges from 1 (perfect correlation)
to −1 (perfect anticorrelation). In Table 3.1 we show the cross-comparisons between all
centrality measures we discuss in this work, for a DMS directed graph. For completeness
we have included the outdegree as well. As we can see, PR, αEV and the authority scores
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Figure 3.8: Reduced αEV on undirected graphs. Variability of reduced αEV distribution
with /α on the domain .gov of the World Wide Web. The degree distribution has a tail
which follows fairly well a power law with exponent 2.1. To better show the agreement we
have shifted the curves such that the tails overlap.
are well correlated with indegree and with each other, whereas the other coefficients are
small or negative; αEV has a strong correlation with outdegree as well.
DMS graphs have a fairly regular structure; we have seen that in this case the behav-
ior of centrality measures is quite regular, and that there are simple relations between
their distributions, which may be determined by simple relations between a measure and
indegree at the level of the single node. Therefore, we cannot deduce general conclusions
from Table 3.1 and we repeated the analysis for two real world networks: a network of
political blogs and the subset of the Web link graph corresponding to the URLs of the
domain .gov, that we have studied in the previous sections.
The first network is a citation network consisting of 1490 blogs; 758 are democratic
and 732 republican. It was first studied by Adamic and Glance (98), who focused on the
community structure of the graph, which matches that determined by the two political
areas. The correlations now are rather weak. The small coefficients indicate that the
rankings differ considerably with the measure chosen. To have an idea, in Table 3.3 we
show the Top Ten blogs in the rankings obtained with all centrality measures. We see
that there are clear differences between the listings.
The results are basically the same for the Web graph. Table 3.4 reports the Kendall’s
τ between the rankings. The values are of the same magnitude as for the network of
the blogs. The Top Ten listings for the Web are shown in Table 3.5 and appear again
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Measures τ
PR-αEV 0.8192
PR-AUTH 0.5774
PR-HUBS 0.1213
PR-IN 0.6444
PR-OUT -0.3012
αEV-AUTH 0.5788
αEV-IN 0.6487
αEV-HUBS 0.1220
αEV-OUT 0.5788
AUTH-IN 0.5458
AUTH-HUBS 0.1076
AUTH-OUT -0.2611
HUBS-IN 0.1142
HUBS-OUT -0.2126
IN-OUT -0.2507
Table 3.1: Kendall’s τ for each pair of centrality measures computed for a DMS directed
graph, with n = 106, m = 3 and a = 3.
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Measures τ
PR-αEV 0.09
PR-AUTH 0.14
PR-HUBS 0.04
PR-IN 0.14
PR-OUT 0.02
αEV-AUTH 0.12
αEV-IN 0.07
αEV-HUBS 0.08
αEV-OUT 0.01
AUTH-IN 0.12
AUTH-HUBS 0.07
AUTH-OUT 0.01
HUBS-IN 0.02
HUBS-OUT 0.07
IN-OUT 0.07
Table 3.2: Kendall’s τ for each pairs of centrality measures for the network of political
blogs studied by Adamic and Glance.
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Figure 3.9: The authority score of the node in the center is proportional to the sum of
the authority scores of the out-neighbors (blue squares) of the in-neighbors (red circles) of
the node.
considerably different from each other.
There are often strong relations between our centrality measured and (in)degree:
some relations hold on particular graphs and/or limits, others are more general. These
findings imply that the measures are often strongly correlated with each other. We have
indeed seen that the rankings of nodes according to the centrality measures we have
considered are quite close to each other for indegree, PageRank, Eigenvector centrality
and authority score on graphs built with the prescription of Dorogovtsev, Mendes and
Samukhin. We have shown that these graphs have special properties, and that some
measures may be correlated to each other. Instead, on real graphs, like the networks
of political blogs and the sample of the Web graph we have considered, the structure is
less regular and the measures are far less correlated to each other, as confirmed by the
small values of the Kendall’s τ for each pair of centrality measures. This means that, for
practical purposes, and in spite of their similarities, spectral centrality measures look at
nodes from different perspectives, and allow to diversify their roles within the network,
obtaining in this way more information about the importance of nodes.
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Figure 3.10: Distribution of the authority scores versus indegree distribution. (Left) DMS
graph with 105 nodes, m = 10 and a = 1. (Right) DMS graph with 105 nodes, m = 50 and
a = 1.
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4◦ stagefour.typepad.com/commonprejudice, D atrios.blogspot.com, D madkane.com/notable.html, D
5◦ bodyandsoul.typepad.com , D drudgereport.com, R cayankee.blogs.com, R
6◦ corrente.blogspot.com, D powerlineblog.com, R liberaloasis.com, D
7◦ aurelientt.blogspot.com, D blogsforbush.com, R lashawnbarber.com, D
8◦ tbogg.blogspot.com, D washingtonmonthly.com, D gevkaffeegal.typepad.com/thealliance, R
9◦ newleftblogs.blogspot.com, D michellemalkin.com, R presidentboxer.blogspot.com, R
10◦ atrios.blogspot.com, D truthlaidbear.com, R corrente.blogspot.com, D
Table 3.3: Top Ten of the network of political blogs according to PR, αEV, authorities,
hubs, indegree and outdegree. D democratic, R, republican.
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Spectral Centrality Measures
Measures τ
PR-αEV 0.189
PR-AUTH 0.079
PR-HUBS 0.060
PR-IN 0.155
PR-OUT 0.090
αEV-AUTH 0.081
αEV-IN 0.147
αEV-HUBS 0.074
αEV-OUT 0.086
AUTH-IN 0.046
AUTH-HUBS 0.109
AUTH-OUT 0.072
HUBS-IN 0.003
HUBS-OUT 0.056
IN-OUT 0.081
Table 3.4: Kendall’s τ for each pairs of centrality measures for the domain .gov of the
Web.
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Spectral Centrality Measures
Rank PR αEV
1◦ www.usgs.gov polar.wwb.noaa.gov/waves/main int.js
2◦ www.nws.noaa.gov polar.wwb.noaa.gov/waves/welcome.html
3◦ www.naca.larc.nasa.gov/readme.html polar.wwb.noaa.gov/waves/main table.html
4◦ www.usda.gov polar.wwb.noaa.gov/waves/products.html
5◦ www.nws.noaa.gov/disclaimer.html polar.wwb.noaa.gov/waves/main int.html
6◦ www.ar.inel.gov/home.htm www.nws.noaa.gov/disclaimer1.html
7◦ www.4woman.gov/search/search.cfm www.nws.noaa.gov
8◦ www.nws.noaa.gov/feedback.shtml polar.wwb.noaa.gov/waves/references.htm
9◦ www.access.wa.gov polar.wwb.noaa.gov/waves/validation.htm
10◦ www.usinfo.state.gov/products/pdq/pdq.htm polar.wwb.noaa.gov/waves/valid wna.html
Rank Auth In
1◦ www.srh.noaa.gov/oun/cgi-bin/wxclick.pl?county=oklahoma www.usgs.gov
2◦ www.srh.noaa.gov/oun/cgi-bin/wxclick.pl?county=cleveland www.cdc.gov
3◦ www.srh.noaa.gov/oun/cgi-bin/wxclick.pl?county=kiowa www.usda.gov
4◦ www.nws.noaa.gov www.doi.gov
5◦ www.srh.noaa.gov/oun/cgi-bin/wxclick.pl?county=logan www.nws.noaa.gov
6◦ www.srh.noaa.gov/oun/cgi-bin/wxclick.pl?county=payne www.usgs.gov/disclaimer.html
7◦ www.srh.noaa.gov/oun/cgi-bin/wxclick.pl?county=knox www.usda.gov/news/privacy.htm
8◦ weather.noaa.gov www.abag.ca.gov
9◦ weather.noaa.gov/weather/ok cc us.html www.ars.usda.gov/nodisc.html
10◦ www.crh.noaa.gov/ddc www.ars.usda.gov/comm.htm
Table 3.5: Top ten of the web domain .gov according to PR, αEV, authorities and
indegree.
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4PageRank Localization
Physics is like sex: sure, it may give some practical
results, but that’s not why we do it.
R.Feynman
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In this Chapter, we focus on a spectral centrality measure particularly important for
the applications to information technology: the PageRank (PR) pi of the vertex i. In
particular, we propose a new interpretation for this quantity that can in principle change
the way in which this quantity is computed and analyzed in its dynamical evolution.
We propose that computing the PR can be recast in the form of several well known
problems in physics, from the charge-distribution in an inhomogeneous medium to the
wave-localization phenomena in quantum-physics, at the cost of replacing the continuous
space by a discretized and oriented graph (99).
As we discussed in the Chapter 3 PR is defined as the stationary distribution of a
discrete-time, finite-state Markov chain given by a random walk on the graph(100). In
other words the PR of a vertex can be defined as the time spent by a random surfer on
PageRank Localization
it. The PR is defined as:
p(i) =
1− α
n
+ α
∑
j:j→i
p(j)
kout(j)
i = 1, 2, . . . , n (4.1)
Or introducing the vector p can be seen as the solution of the equation
p =
[
α
(
(KO)−1AT
)
+ (1− α)E]p (4.2)
where E is a matrix whose elements are 1/N , α is the damping factor weights the two
contributions (in this Chapter we are using a complementary notation on respect to the
definition used in the Chapter 3. In particular q = 1 − α ) and the correct stochastic
matrix of the process is given by
[
α
(
(KO)−1AT
)
+ (1− α)E].
4.1 Novel formalization
Here we write equation (4.1) in different way in order to get some more physical insight.
The first algebraic passage is to introduce, in the strongly connected component (SCC)
of the graph, the variable ψi = pi/kOi and then to add and subtract the term αψik
I
i /k
O
i
to equation (4.1). In this way we obtain
ψi =
α
kOi
∑
j→i
ψj − kIi ψi
+ α kIi
kOi
ψi +
1− α
kOi
1
N
, (4.3)
and after some rearrangements
−
∑
j→i
ψj − kIi ψi
+ [kOi − αkIi
α
ψi
]
=
1− α
α
1
N
. (4.4)
We can now spot in (4.4) the two distinct terms in square brackets. As discussed below,
the first one can be put in relation with a discretized graph operator, while the second
one can be considered as a potential function V such that equation (4.4) can be rewritten
as [−∇2D + V]ψ = F (4.5)
Here, F is a vector with constant entries Fi = (1 − α)/αN , the components of V are
given by (k0i − αkIi )/α and the operator ∇2Dψi =
∑
j→i ψj − kIi ψi can be defined as the
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discretized Laplacian on an oriented graph. Indeed, the discretized Laplacian operator
(acting on a test vector φi) on a regular lattice is given by
(
[∇2]φ)i ≡ ∑
<j,i>
φj − kφi (4.6)
where the sum runs on all the k neighbors j of site i. The Laplacian of φ in a point is
given by the sum of the values on all the neighbors minus k times (where k is the degree
or connectivity of the lattice) the value in the site considered.
The operator ∇2D in equation (4.5) is the directed counterpart of the discretized
Laplacian (hence its subscript ”D”). In the case of the WWW and, more in general, for
any directed graph, the edges can be travelled only in one direction. This means that
the lattice is not “reciprocal”, where with reciprocity we intend the property in a graph
to reach vertex B starting from A, if A can be reached from B (see also Ref.(101)). In
particular, if for every edge in a graph from i to j there is also the symmetric edge j
to i, the reciprocity is 100%. More generally the reciprocity is given by the fraction of
symmetric edges in the graph.
4.2 Directed laplacian and localization
To our knowledge the properties of the Laplacian on these directed lattices have never
been considered before. The operator∇2 and its directed counterpart∇2D will, in general,
be very different; however we expect this to be dependent on the reciprocity. We tested
the solution of the Laplace equation∇2ψ = 0 against the correspondent directed Laplace
equation ∇2Dψ = 0 in a series of lattices (both regular as the simple cube and some
realizations of Baraba´si-Albert network) starting from a completely reciprocal case and
deleting randomly some of the connections. Generally, provided that the proportion of
reciprocal links is above the percolation threshold for the lattice considered(102), the
statistical behavior of the directed Laplacian is the same of the non-directed one (See
Figure 4.1).
In the particular case in which the network is reciprocal (V = 0) no trapping states are
present and we can therefore consider α = 1 (89). Equation (4.5) becomes then a Laplace
equation whose solution, ψ, is given by a constant function. We find that in this case
the PR is proportional to the degree of the page(91). This limit case in which a constant
distribution of V gives a trivial distribution of ψ suggest that the term with V in (4.5)
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<
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Figure 4.1: Plot of ψ, obeying the equation ∇2ψ = 0 (complete reciprocal lattice and
complete reciprocal Baraba´si-Albert graph) and ∇2Dψ = 0 (all the other curves) in a 2-d
simple cube lattice and in a Baraba´si-Albert network. In the simple cubic case the upper
and lower layer are kept at the fixed value of ψ = 0 and ψ = 1 respectively. The average
value increases from 0 to 1, even when the reciprocity in the links between pairs of nodes
is broken up to 30% of the completely reciprocal case. In the inset the plot of the same
quantity for a Baraba´si-Albert model where the same boundary conditions of ψ = 1 and
ψ = 0 are applied to the leaves and to the core of the structure respectively. Here four shells
are considered starting from a node in the core and the behavior is the same even for a 20%
removal of reciprocal links
can be considered similar to that of a potential, and we can expect that the PR will be
localized around the minima of such a potential. To test this hypothesis we considered
a snapshot of the real WWW, collected by Dipartimento di Scienze dell’Informazione
(DSI), Univ. degli Studi di Milano and consisting of the 786.049 pages of the .eu domain
connected by 18.120.539 edges (103). In Figure 4.2 we show a 3D representation of the
potential and the corresponding value of PR visualized as follows: given one reference
node (the node with the highest PR value in this case) that is put in the center of a
conventional (x, y) plane, we arrange in circular shells the first, second, third... n-th
neighbors. For each cell the neighbors are settled as equispaced points in a circle and
the corresponding Potential and PR are given in the z axis. The resulting 3D plots are
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Figure 4.2: (Color online) 3D plot of potential V and the corresponding PR measured
along concentric shells around the vertex with the highest value of PR.
given in Figure 4.2, and the highest PR value node is such that the potential display a
pronounced minimum, and correspondingly the PR is localized. In Figure 4.3 we show
the PR after averaging over shell nodes as linear plot.
Within this framework, the higher scores of the PR will be localized in the potential
wells, and correspondingly nodes associated to peaks of the potential (“repulsive”regions)
will display a low PR, as shown in Figure 4.4. This clarifies the role of the potential, in
the real WWW there is no complete reciprocity and the difference between outdegree
and indegree of a page plays the role of a topological disorder. It is important to stress
that, since the Web has not a simple topology, the fact that a page is a minimum or
a maximum of the potential is only evident when plotting the values at the nearest
neighbors in the network. By exploiting topological information in the potential V, one
is able to gain information about the PR spatial distribution. In particular by using
the value of the potential as a rule of thumb to determine PR value we are able to spot
in the above data 61 among the top 100 values of PR. To improve this result (without
considering the general solution for ψ), one would have to take into account gradients
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Figure 4.3: (Color online) Shell average potential (red, left scale, dashed line) and shell
PR P (blue, right scale, continuous line) as obtained in the presence of an hub, i.e. a site
with large in-degree, small out-degree and therefore very low potential. These quantities are
computed over concentric shells of neighbors. The shell average is obtained by averaging
over nodes on the same shell.
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Figure 4.4: (Color online) As in the above figure, both the shell average potential (red, left
scale, dashed line) the and PR P (blue, right scale, continuous line) in the presence of the
maximum of the potential, produced by a node with small in-degree and large out-degree.
and expansions around the local V minima. Equation (4.5) can then be interpreted in
various ways, from a Poisson equation in a disordered medium to an inhomogeneous
Helmholtz equation(104). We decided to exploit the similarity with a time independent
Schro¨dinger equation (with the addition of a constant term on the r.h.s.) because, in
our opinion, this clarifies in a particularly clear way the role of the potential V. In this
perspective, the r.h.s. of (4.5) plays the rule of a stochastic source as often encountered,
e.g., in the c-number representation of quantum field-theories (105).
4.3 Alternative method to evaluate the PageRank
This interpretation suggests a relatively simple way to compute the whole distribution
of the PR. In principle once the matrices of the Laplacian operator and the potential
operator are known, the ψ (and henceforth the set of PR values) could be computed
by inverting these operators. This simple operation is unfeasible when the size of the
matrix is of the order of tens of billions of pages as in the WWW. Here we adopt a
different approach based on a matrix expansion that can be also extended to study the
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time evolution. The idea is to rewrite the above equation by using the common Taylor
expansion, while starting from the equation (4.5):
ψ =
(
I−V−1∇2D
)−1 V−1F. (4.7)
We now expand the expression in brackets by writing
(
I−V−1∇2D
)−1 = ∞∑
n=0
(
V−1∇2D
)n (4.8)
provided all the eigenvalues λh of
(
V−1∇2D
)
have |λh| < 1.
This allows to invert only the diagonal matrix V (that can be done easily by taking the
inverse of the elements on the diagonal). The expression above can be rewritten as
ψ =
(
kO − αAT )−1 F′ = (I− αB)−1 (kO)−1 F′ (4.9)
where F′ = αF, kO is a matrix whose elements are all zero apart on the diagonal where
they are given by the outdegree of vertices, AT is the transpose of the adjacent matrix
and B =
(
kO
)−1 AT .
Equation (4.9) closely resembles the original equation for PR, with the important caveat
that we are now working with a wave function ψ. In this case, the expansion:
(I− αB)−1 =
∞∑
n=0
(αB)n (4.10)
converges and we can calculate with the desired precision ψ and so the associated PR.
The results of this matrix expansion are in good agreement with the solution obtained
by traditional methods. One can increase as desired the order of the expansion with a
computational cost that increases only linearly with the order.
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5Behavioral Changes
It’s not that I’m afraid to die, I just don’t
want to be there when it happens.
W. Allen
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Human behavior has long been recognized as one of the key points in understanding
epidemic spreading (106), leading to a concerted effort to include social complexity in
epidemiological models. Age structure (107), air line travel (108; 109) and commuting
are now incorporated in all realistic models (21). However, much remains to be done.
The recent H1N1 pandemic has demonstrated the feasibility and reliability of epidemic
forecasting in real time (16; 110), but it has also brought to light the limitations under-
lying the state of the art of epidemic models (17). In particular, it has become clear that
societal reactions can have an important impact on epidemic spreading (111). These
reactions can be classified into different classes. In the first, changes are imposed by
authorities through the closure of schools, churches, public offices and bans of public
gatherings (112; 113). In the second, individuals decide to modify their behavior due
to concern about a disease, by avoiding social contacts with infected individuals and
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crowded spaces, reducing traveling or preventing children from attending school. In
both cases we will have a modification of the spreading process due to the reduction of
contacts in the population. In general, the result of these measures is very important.
A reduction of the epidemic outbreak and a delay of the epidemic peaks are possible
outcome. For these reasons social distancing policies are crucial measures during serious
epidemic spreading.
Many studies have been done in order to evaluate the impact and role of organized public
health measures in real epidemics (112; 114; 115). Instead just a few, recent, attempts
have considered spontaneous social distancing phenomena. In some approaches individ-
ual behaviors were modeled by introducing different contact rates (normal or altered)
in response to the state of disease (116; 117), in others new compartments representing
individual states or levels of self-imposed isolation were proposed (118) while in others
the spreading of awareness was coupled with the disease (119). However, there is no
consensus on how spontaneous social distancing is related to the perceived current state
of the epidemic. The definition of a general model is still an open issue.
In this study we propose a general framework to model the spreading of awareness
and social distancing in a single population. We modify the classical SIR model (79)
by introducing a new compartment, SF , that represents susceptible people aware of an
infectious disease. These people decide to reduce their number of contacts as a way
of trying to reduce the likelihood of becoming infected. We modeled the spread of
epidemic awareness within the population considering different mechanisms. We related
the awareness to the state of the epidemic at a given time, to the number of scared
people (through “fear contagion” (120)) and to the information that spreads by the
media (121). In this Chapter we present a complete survey of these different processes,
their implementation and the analysis of their main features.
5.1 Fear of the sick
The first model we considered, is a generalization of the SIR model, on a single pop-
ulation, that includes a new compartment of susceptibles: SF 1. Individuals in this
compartment are more careful about their contacts, thus reducing the contagion rate
1 where F is taken to refer to fear
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β → rββ with (0 ≤ rβ < 1). Normal susceptible people reach the SF compartment (be-
come feared) after interacting with infected people in compartment I. In this case, fear
is generated by the presence of infected persons in the community. This process can
be considered as a parallel contagion process. By analogy we defined the reproductive
number for the fear as:
RF =
βF
µF
. (5.1)
People can recover from fear and return into the susceptible compartment by interacting
with recovered people, R, and other susceptibles, S, with a constant rate µF . People
stop being afraid after seeing that not many people are affected by the disease and that
the ones that were infected are now recovered. The full epidemic model is then described
by the following set of equations:
dtS(t) = −βS(t)I(t)
N
− βFS(t)I(t)
N
+ µFSF (t)
[
S(t) +R(t)
N
]
,
dtS
F (t) = −rββSF (t)I(t)
N
+ βFS(t)
I(t)
N
− µFSF (t)
[
S(t) +R(t)
N
]
,
dtI(t) = −µI(t) + βS(t)I(t)
N
+ rββSF (t)
I(t)
N
,
dtR(t) = µI(t).
It is important to stress that we considered a process in which:
∑
i
dtXi(t) = 0 for ∀ t and Xi ∈
[
S, SF , I, R
]
, (5.2)
meaning that the total number of individuals in the population does not change. In
diseases like flu, the time scale of the spreading is very small on respect to the average
life time of a person. This allowed us to ignore birth or death processes. The dynamics
take place with a fix number of individuals. The flows between compartments balance
each others. For each negative term there is another one, equal, but with a positive
sign. To explain the equations we can just consider negative terms. In particular: in the
first equation in the (5.2) the first term takes into account individuals in the susceptible
compartment S that interacting with infected individual become sick:
S + I
β−→ 2I. (5.3)
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The second term takes into account individuals in the susceptible compartment S that
interacting with infected individuals become scared by disease:
S + I
βF−−→ SF + I. (5.4)
The first term of the second equation takes into account individuals in the compartment
SF that interacting with infected individuals get sick:
SF + I
rββ−−→ 2I. (5.5)
This happen with a rate rββ < β because, as we said, people aware of the disease reduce
their contacts. The last term in the second equation takes into account people in the
compartment SF that interacting with healthy individuals, S, and recovered ones, R,
stop to be aware and move back in the compartment S:
SF + S
µF−−→ 2S, (5.6)
and
SF +R
µF−−→ S +R. (5.7)
The first term in the third equation takes into account the spontaneous recovery of sick
individuals:
I
µ−→ R. (5.8)
When the disease spreads much faster than public awareness, the model reduces to the
classical SIR, with basic reproductive number, R0 = β/µ. In this limit, the early time
of the compartment SF is given by (assuming SFt=0 ≡ 0):
SF (t) ∼ βF
µ(R0 − 1) + µF
(
eµ(R0−1)t − e−µF t
)
. (5.9)
It is clear a transition between two regimes. For
µ(R0 − 1) > µF , (5.10)
the rate of increase of the fear is governed by R0, otherwise fear dies out: the rate of fear
production it is not enough to sustain it. However, when panic spreads faster than the
disease,
(
RF  RSIR0
)
everyone quickly becomes scared and our model reduces to an
SIR model with a reduced reproductive rate RF0 = rββ/µ, dominated by the character-
istics of the SF compartment. We explored numerically the intermediate regime between
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these two limits. For small values of RF the presence of fear does not significantly affect
the timing of the disease, as showed in Figure (5.1). It simply produces a mild reduction
on epidemic size. Around the 20% for rβ = 0 and RF = 5 (see Figure (5.2)).
Increasing the value of RF results in two different scenarios:
1. rββ/µ > 1 the reduction of epidemic size is bounded to the value of an SIR model
with β → βrβ;
2. rββ/µ < 1 fear completely stops the progression of the disease.
After the end of the epidemic, the system enters in the so called disease-free equilibrium.
In the phase space this is describe by:
(S∞, SF∞, I∞, R∞) = (1−R∞, 0, 0, R∞). (5.11)
From the equations above, it is easy to show that fear disappears exponentially:
SF (t) ∼ e−µF t. (5.12)
There is not possibility of an endemic state of fear. Fear can only be produced by the
presence of infected people, as soon the infection dies, scared people can recover from fear
by interacting with all the susceptible and recovered becoming susceptible themselves.
5.2 Self-reinforcing fear
Until now we have not considered the possibility that one might enter in the compartment
SF simply by interacting with people already in this compartment, fear generating fear.
Mathematically, this process is modeled by treating fear as a thought contagion process:
people become scared by interacting with scared people:
S + SF
βFα−−→ 2SF . (5.13)
A new parameter, α ≥ 0, is necessary to distinguish between infection due to contacts
with infected and feared people. Assuming that people who contact infected people are
more likely to be aware of the disease than people who interact with feared individuals,
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Figure 5.2: Epidemic size R∞ for different values of µF , rβ and RF = 5
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Figure 5.3: Median of I(t) profiles for µF = 0.5, rβ = 0.42, α = 0.05, R0 = 2, µ = 0.4
and RF = 1.2
we can set: 0 < α < 1. The equations that describe our model are then:
dtS(t) = −βS(t)I(t)
N
− βFS(t)
[
I(t) + αSF (t)
N
]
+ µFSF (t)
[
S(t) +R(t)
N
]
,
dtS
F (t) = −rββSF (t)I(t)
N
+ βFS(t)
[
I(t) + αSF (t)
N
]
− µFSF (t)
[
S(t) +R(t)
N
]
,
dtI(t) = −µI(t) + βS(t)I(t)
N
+ rββSF (t)
I(t)
N
,
dtR(t) = µI(t).
As before, if we assume that the disease spreads faster than the awareness the reproduc-
tive ratio is R0 = RSIR0 . The early time evolution of the S
F compartment is given by:
SF (t) ∼ βF
µ(R0 − 1)− µF (RF − 1)
(
eµ(R0−1)t − eµF (RF−1)t
)
, (5.14)
where we defined
RF = αβF /µF . (5.15)
If µ(R0 − 1) > µF (RF − 1) the rate of increase of fear is dominated by the epidemic,
otherwise, it is dominated by its own thought contagion process.
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Figure 5.4: Phase space of parameters R0 × RF × rβ in which we get two peaks for
α = 0.05. In the simulations we explored the region 1 < R0 ≤ 10, 0.1 < RF < 20 and
0 ≤ rβ < 1
The new interaction, although intuitively simple, significantly complicates the dy-
namics of the model. In particular, for some parameter values, we observed two epidemic
peaks as shown in Figure (5.3). This non-trivial behavior can be easily understood. Fear
self reinforces until it severely depletes the reservoir of susceptibles, causing a decline in
new cases. As a result, people are lured in to a false sense of security and return to their
normal behavior (recover from fear) causing a second epidemic peak that can even be
larger than the first one. Some authors believe that a similar process occurred during
1918 pandemic resulting in multiple epidemic peaks (114).
A better understanding of the conditions in which this is possible is of obvious prac-
tical importance. In Figure (5.4) we show the, numerically found, region of parameter
space that results in two epidemic peaks for a fixed value of α. It is clear how this region
is reduced and shifted toward regions of larger RF and smaller R0 as rβ increases. This
effect is due to the reduction on the protection that scared individuals experiece as rβ
increases. In the limit rβ ≡ 1 the model is indistinguishable from an SIR model that
does not allows a second peak.
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After the end of the epidemic, the system enters in the disease-free equilibrium. It
is easy to prove that:
SFI=0(t) =
γ
RF − 1 + Θe−γµF t , (5.16)
where we defined
γ = RF (1−R∞)− 1, (5.17)
and Θ is a constant function of the parameters of the model. Interestingly, there are two
possible disease-free equilibria :
γ ≤ 0→ (S∞, SF∞, I∞, R∞) = (1−R∞, 0, 0, R∞), (5.18)
where fear dies along with the disease, and:
γ > 0→ (S∞, SF∞, I∞, R∞) = (
R∞
RF − 1 , 1−
RFR∞
RF − 1 , 0, R∞), (5.19)
where fear and changes of behavior persist even after the end of the epidemic. RF > 1 is
a necessary but not sufficient condition to have an endemic state of fear, while RF ≤ 1
is sufficient to avoid an endemic state of fear. Unfortunately, the parameter γ is an
implicit function of the whole dynamics through the epidemic size R∞. The presence of
and endemic state, a societal memory, of fear is a quite interesting feature of the model.
It indicates that an event localized in time is capable of permanently modifying society
with interesting consequences. In the case of a second epidemic, the presence of part of
the population already in the compartment SF reduces the value of R0:
R0 =
β
µ
[
rβ +
R1(1− rβRF )
RF − 1
]
, (5.20)
and consequently the severity of second epidemic. We can write
R0 < R
SIR
0 = (1−R1)
β
µ
, (5.21)
where R1 is the population already immune from the first pandemic. To prove the last
inequality we have to show that
rβ +
R1(1− rβRF )
RF − 1 < 1−R1, (5.22)
that means
R1(1− rβRF )
RF − 1 < 1−R1 − rβ. (5.23)
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Figure 5.5: Reduction of the epidemic size as a function of RF for different values of rβ ,
R0 = 2, µ = 0.4, µF = 0.5 and α = 0.05
The functions in the first and second member are monotonic functions of rβ and of
course for rβ = 1 they have the same value −R1. To prove our preposition we have just
to confront the slope of the function an show that
R1RF
RF − 1 < 1, (5.24)
that means
R1 < 1− 1
RF
. (5.25)
The last inequality is always true, provided our assumption γ > 0. This is an important
result. It is clear how an endemic state of fear in the population reduces the impact of
a second outbreak.
Epidemic reduction and phase transition
Even in this model, the presence of fear results in a reduction on the epidemic size
as showed in Figure (5.5). In this case the self-reinforcing mechanism create a more
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complicate phase space that allows first order phase transitions for a wide range of rβ.
In particular this range is characterized by small values (0 ≤ rβ ≤ 0.5 in the case shown
in the Figure), when the protection of feared people is relatively large. The transition to
fear due to infected people is progressively suppressed and the SSF interaction becomes
increasingly important until the critical point in which the fear spreads fast enough to
eradicate the disease, due to the depletion of susceptibles. Intriguingly, as shown in
Figure (5.6), the critical value of RF corresponds to the first value characterized by
γ > 0. The phase transition is clearly related to the presence of an endemic state
of fear. The extremely rich phase space of the model can be divided in two totally
different regions. For set of parameter below the critical point no endemic state of
fear is allowed and there is a mild reduction on the epidemic size. Above the critical
point we have a huge drop on the epidemic size and an endemic state of fear. In this
region of the phase space the transition into fear is the leading order and the reduction
provided by the state of awareness is enough to sustain a permanent state of fear. This
is important for two reasons: we have a strong reduction in the cumulative number
of infected individuals and in the case of a new epidemic the memory of the system
reduces the spreading of the disease shifting the reproductive number towards smallest
values. These are very interesting properties of the model due to the self reinforcing
mechanism that clearly create non trivial behaviors in the dynamics. We have tried
different analytical approaches to get more insight into the phase transition. This is still
an open issue that will be matter of next intensive studies.
5.3 Mass-media effect
The final fear inducing process we considered is the diffusion of awareness through mass-
media. To increase ratings, mass-media widely advertises the progress of the epidemic
making even people that have never contacted a diseased or a scared person be aware
of the disease. In this formulation, the rate of the transition to fear can be thought
to be related to the absolute value of infectious people, instead of the fraction of total
population. The coupling between S and I, can be written as:
βFS(t)
I(t)
N
→ βFS(1− e−αI(t)), (5.26)
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Figure 5.6: SF /N and R/N for rβ = 0, R0 = 1.5, µ = 0.4, µF = 0.5 and α = 0.05
where 0 < α ≤ 1. For small values of α we have the pseduo mass action interaction of
the first order in α:
βFS(1− e−αI(t)) = βFS(t)
[
αI(t) + O(α2)
]
, (5.27)
and the equations of the model become:
dtS(t) = −βS(t)I(t)
N
− βFS(t)
[
1− e−αI(t)
]
+ µFSF (t)
[
S(t) +R(t)
N
]
,
dtS
F (t) = −rββSF (t)I(t)
N
+ βFS(t)
[
1 + eαI(t)
]
− µFSF (t)
[
S(t) +R(t)
N
]
,
dtI(t) = −µI(t) + βS(t)I(t)
N
+ rββSF (t)
I(t)
N
,
dtR(t) = µI(t).
Assuming that the epidemic spreads faster than epidemic awareness the reproductive
number R0 is the same as in previous models: R0 = β/µ. In the limit RF → ∞ it
is easy to understand that R0 → R0rβ. Awareness, magnified by mass media, spreads
instantaneously and all susceptibles immediately move to the SF compartment. The
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Figure 5.7: Median and 95 % reference range of I(t) for rβ = 0.1, R0 = 2, µ = 0.4,
µF = 0.1, α = 10−5 and RF = 4.2
early time evolution of SF , is now much more complex:
SF (t) ∼ βF e−µF t
∫ (
1− e−αI0eµ(R0−1)t
)
eµF tdt. (5.28)
This expression is integrable in two regimes, small α or if µ(R0 − 1) = µF . In the first
case:
SF (t) ∼ βFαI0
µ(R0 − 1) + µF
[
eµ(R0−1)t − e−µF t
]
. (5.29)
As in the first model, if µ(R0 − 1) > µF the awareness spreads or dies off along side the
epidemic. In the second case the early time behavior reads:
SF (t) ∼ βF
µF
(
1− e−µF t)+ βF I0
αµF
e−µF t
(
e−αe
µF t − e−α
)
. (5.30)
Interestingly, even the phase space of this model is much more richer than the first one
proposed. We can obtain two peaks in the I profiles, as shown in Figure (5.7), but the
disease free equilibrium does not allows an endemic state of fear. The transition to fear
is based just on the presence of infected individuals. As soon the epidemic dies out the
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in-flow to the SF compartment stops, while the out-flow continues to allow people to
recovered from fear. When the media coverage vanishes, so does the fear it spreads.
Even in this model the effect of the fear brings a reduction of the epidemic size. The
reduction is function of α and of all the parameters. As α increase the transitions into
fear becomes faster. Fear people are more protect from the disease and the epidemic size
decrease. Keeping fix α and increasing RF the epidemic size is reduced as well, at least
before the stationary state. The asymptotic value of R∞ as a function of RF depends on
the product rββ/µ. If this product is bigger than 1, Figure (5.8), the asymptotic value is
the epidemic size of an SIR model with β′ = βrβ. If instead the product is smaller the 1,
Figure (5.9), the asymptotic value is zero: the scale time of the spreading of awareness
is infinitively faster than the disease one. This process can be thought as an SIR with
an reproductive number smaller that 1.
The modeling of social distancing during an epidemic outbreak is still a big issue
in epidemiology. In this Chapter we introduced a general framework with different
mechanism considering the spread of awareness of a disease as another contagion process.
Three mechanism were proposed:
• in the first, basic, model the social disruption is just related to the fraction of
infected individuals in the population. As a contagion process people enter in the
compartment of feared people interacting with infected individual with a rate βF .
While in this compartment they reduce their contacts, gaining a reduction on the
probability to get sick. People can recover from this state of awareness meeting
susceptible or recovered individuals with rate µF . For a wide range of parameters
the epidemic size is reduced. This effect is merely due to the reduction of the
contacts.
• In the second model we added the possibility that susceptible people get into the
SF compartment after an interaction with people already feared. This apparently
simple interaction allows a self-reinforcement of fear. We discovered that the phase
space of this model is much more rich than the first one. We found a range of
parameters with two peaks in the incidence curve and others in which is present
a disease free equilibrium with an endemic state of fear, related to a first order
phase transition. These features are extremely interesting and show a non trivial
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Figure 5.8: Reduction of the epidemic size as a function of RF for different values of α,
R0 = 2, µ = 0.4, µF = 0.5 and rβ = 0.6
phase space. The presence of endemic state or memory in the system is important
characteristic that in the case of a second epidemic spreading reduces the value
of the reproductive number. At this stage the study of these properties has been
just phenomenological. The identification of a most clear region in which these
phenomena are present is an open issue, material for future work.
• In the last model we introduced a mass-media spreading effect. We modeled the
spread of awareness considering just the absolute number of infected individuals.
An exponential coupling was proposed. We found that even in this model the
phase space is much more rich than in the first one. A region of parameters with
two peaks in the incidence curve is present as well as a reduction on the epidemic
size. Instead in this case due to the absence of any self-reinforcing term an endemic
state of fear is not allowed.
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6Metapopulation Models
In science one tries to tell people, in such a way
as to be understood by everyone, something
that no one ever knew before.
But in the case of poetry,
it’s the exact opposite.
P. Dirac
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In the Chapters 2 and 5 we studied systems in which each node of the network
correspond to a single individual or a single population with a homogeneous mixing
approximation. Recently the effect of heterogeneous connectivity patterns has been
studied in the case in which each node of the system may be occupied by any number
of particles and the links allow for the displacement of particles form one node to the
other. In a epidemic framework, particles represent people moving between different
locations, such cities or urban areas and the reaction processes between individuals
present in the same location are governed by infection dynamics. These models are
called metapopulations epidemic models and are based on the detailed knowledge of the
spatial structure of the environment and of transportation infrastructures, movement
Metapopulation Models
Figure 6.1: Representation of a metapopulation model. Each node of the system contains
a population of individuals who are characterized with respect to their stage of the disease.
In this case we are considering Susceptible, Infected and Recovered indicated in different
color in the picture. Individuals can diffuse from a subpopulation/node to another on the
network of connections among subpopulations. Figure courtesy of prof. A. Vespignani.
patterns and traffic networks (18; 19; 20; 21; 122; 123; 124).
Individuals within each subpopulation are divided into classes denoting their state with
respect to the modeled disease (76). These subpopulations are connected with a certain
topology, are coupled, and individuals in the same location may get into contact changing
their state according to the infection dynamics. The coupling among subpopulations is
the result of the movement of individuals from one subpopulation to the other. A sketch
of the metapopulation approach is shown in Figure (6.1). Each node i is connected to
other ki nodes according to its degree resulting in a network with degree distribution
P (k) and distribution moments 〈kα〉 = ∑k kαP (k).
A key point is to evaluate the force of infection generated by the infectious individuals
in subpopulation j on the individuals in subpopulation i (19; 20; 125; 126; 127; 128).
Realistic descriptions are provided by explicit mechanistic approaches, in which detailed
rate of traveling/commuting obtained from data, or from empirical fit to gravity law
models, are included (21; 129).
A typical assumption is to set the diffusion process as Markovian. As we described in
Chapter 2 this implies that the movements of individuals have no memory. Individuals
are not labeled according to their original subpopulation, so they move without having
106
Metapopulation Models
memory of their origin. At each time step the movement of individuals is given according
to a matrix dij that give us the probability that an individual in the subpopulation i
will travel to the subpopulation j. Let us define wij the traffic among subpopulations.
We define:
dij ∼ wij
Ni
. (6.1)
These probabilities in realistic models are obtained from real data (16; 21; 130; 131; 132;
133; 134; 135; 136).
Let us consider again a representation of the quantities using a degree block approach.
So the average number of individuals in node of degree k will be:
Nk =
1
Vk
∑
i|ki=k
Ni, (6.2)
where Vk is the number of nodes with degree k. Let us consider the diffusion rate
between a subpopulation of degree k and k′ as dkk′ . The rate at which individuals leave
a subpopulation with degree k is:
pk =
∑
k′
P (k′|k)dkk′ . (6.3)
Using a typical mean-field dynamical equation we can write the variation in time of the
subpopulations in each degree block:
∂tNk(t) = −pkNk(t) + k
∑
k′
P (k′|k)dk′kNk′(t), (6.4)
where the first term take into account that a fraction pk of individuals moves out of the
node, and the second term is proportional to the degree k times the average number of
particles coming from each neighbors. As usual this term depends on the rate of diffusion
between degree’s classes dkk′ , on the number of individuals present in each neighbors
subpopulations and, on the conditional probability to find a link among degree’s classes.
Assuming uncorrelated networks we have:
∂tNk(t) = −pkNk(t) + k〈k〉
∑
k′
k′P (k′)dk′kNk′(t). (6.5)
We can solve this set of differential equation defining the type of diffusion processes.
As we will discuss in details in Chapter 7 a relevant networks in the field of epidemic
is given by the airline transportation network. In this system for each direct flight
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connection between airports i and j a weight wij is assigned, which corresponds to the
number of available seats or passengers in that route. The traffic shows a probability
distribution P (w) varying over six orders of magnitude, so a heavy-tail behavior. As
shown in Ref. (33) is possible to describe the average of weight along the connections
between subpopulations with degree k and k′ as function of their degree:
< wkk′ >= w0(kk′)θ, (6.6)
where w0 and θ depend on the specific system. For the world-wide air transportation
network we have θ = 0.5. An important quantity related to this is the total average
traffic per unit time of the subpopulation with degree k:
Tk =
∑
k′
w0(kk′)θ = Ak(1+θ), (6.7)
where A depends on the system we are considering. A realistic process can considers the
movement of individuals to be proportional to the traffic intensity along a given edge.
In this case we can consider a heterogeneous diffusion rate:
dkk′ = p
w0(kk′)θ
Tk
, (6.8)
where we set pk = p ∀k. The diffusion rate is constant in each subpopulation but the
individuals move on each connection proportionally to the the traffic on the connection.
Using this into the (6.5) we get:
∂tNk(t) = −pNk(t) + pk(1+θ) w0
A〈k〉
∑
k′
P (k′)Nk′(t). (6.9)
The stationary solution ∂tNk(t) = 0 does not depend upon the diffusion rate p, that just
set the time scale at which the equilibrium is reached, has the solution:
Nk = k(1+θ)
w0
A〈k〉N¯ , (6.10)
where N¯ =
∑
k P (k)Nk(t) represent the average subpopulations size. Using A =<
k1+θ > w0/ < k > for uncorrelated networks we get:
Nk =
k(1+θ)
〈k(1+θ)〉N¯ . (6.11)
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In the stationary limit the population of each node scales with the node degree. If we
fix θ = 0 we recover the homogeneous diffusion case in which dkk′ = dk = p/k and:
Nk =
k
〈k〉N¯ , (6.12)
the subpopulation is this case is fixed from the topological fluctuations. It is clear now
the role of θ that takes into account traffic fluctuations.
We can now relax the condition that we used in the previous case pk = p ∀k. We can
consider that the diffusion rate is general inversely proportional to the population size
and proportional to the total flow among the node. An important empirical evidence
shows that in large-scale transportation we have:
∂tNi =
∑
j
(wji − wij) = 0, (6.13)
so the matrix of weights can be considered as symmetric. Fixing the diffusion rate as
pk = Tk/Nk we have
dkk′ =
w0(kk′)θ
Nk
, (6.14)
then:
∂tNk(t) = −Tk + k(1+θ)w0 〈k
1+θ〉
〈k〉 . (6.15)
For uncorrelated networks we know that Tk = k(1+θ)w0〈k1+θ〉/〈k〉 so we recover by
definition ∂tNk(t) = 0. This is an important result. In the previous subsection each
individual has the same diffusion rate p and as effect of that the subpopulation reached
a fix size after a transient. In this case instead a population dependent diffusion process
does not fix the subpopulation size which can be given as a free parameter of the model.
6.1 Epidemic spreading and the invasion threshold
Our goal is to explore the epidemic behavior in metapopulations models. To start we need
to explicitly consider a disease dynamics inside each subpopulation. We will consider
a standard compartmentalization described in Chapter 2. A crucial quantity for the
spreading in the single population is the reproductive number R0. Only if R0 > 1 any
epidemic will spread across a non-zero fraction of the population. At the metapopulation
level, the epidemic behavior on the global scale, is related also to the diffusion process
of individuals. The effects due to finite size of subpopulations and the stochastic nature
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of the diffusion might have a crucial role. It is important then to consider the discrete
nature of individuals. Each subpopulation may or may not transmit the infection to
another subpopulation it is in contact with. This depends on the occurrence that at
least one infected individual will travel to a non-infected subpopulation. The spreading
process across subpopulations is then related to the diffusion rate of individuals and the
total number of individuals who will experience the infection (137; 138). For R0 < 1
the disease has not hope to spread among the subpopulations. For R0 > 1 the disease
may or not spread into the subpopulations. For a SIS model, in which the number of
infected individuals reached a stationary state, the epidemic will eventually spread to
different populations, since locally endemic. In a SIR model instead, the global spreading
is strongly related not just on the local outbreak but even on the diffusion rate that has
to be big enough to allow infected people to travel into different subpopulations before
recover. In this case the simply reproductive number is not enough to describe the global
threshold. A new predictor is introduced R∗. It is called global invasion threshold. In
the next sections we will evaluate this quantity for homogeneous and heterogeneous
metapopulation networks.
As a general framework let us consider a metapopulation system in which a seed (infected
individual) is introduced in a subpopulation of degree k and size Nk. Let us consider
the case in which R0 > 1. As we said in Chapter 2 there is probability of extinction of
the epidemic equal to:
P ext =
1
R0
. (6.16)
In general the epidemic will affect a finite fraction of the population with non-zero
probability. In case of a global outbreak we can consider the number of infected people
during the evolution of the epidemic equal to αNk, where α is function of the specific
disease model and parameters used. Considering a SIR model each infected individual
will stays in the infectious state on average a time µ−1. During this time it can travel
into the neighboring subpopulation of degree k′ with rate dkk′ . As a first approximation
we can evaluate the average number on new seeds coming from a subpopulations k into
a connected subpopulations k′ using:
λkk′ = dkk′
αNk
µ
. (6.17)
Let us define D0k as the number of diseased subpopulation of degree k at generation 0.
Those are experiencing an outbreak at the beginning of the spreading. Each of those
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Figure 6.2: Representation of the invasion dynamics at the level of the subpopulations.
In a metapopulation approach the system is considered in a coarse grained perspective as
a network where each node represents a subpopulation which can be infected ( diseased)
if it is reached by the virus carried by infected individuals diffusing on the system. Figure
courtesy of prof. A. Vespignani.
subpopulation during the course of the epidemics can infected another one defining the
set D1k and so on. This process is shown in Figure (6.2). We have a branching process
where the nth generation of infected subpopulations of degree k will be denoted as Dnk
(137; 139; 140). In the early time we can assume, with good approximation, that the
number of subpopulations already affected by an outbreak is small. We can study then
the evolution of the diseased subpopulations using a tree-like approximation relating Dnk
with just Dn−1k .
6.1.1 Global invasion threshold in homogeneous metapopulation net-
works
Let us consider a particular case in which the metapopulation system is a homogeneous
random graph. Each subpopulation has the same degree k = k¯ and population N¯ .
Dropping the subscript index k we have:
Dn = Dn−1(k¯ − 1)
[
1−
(
1
R0
)λk¯k¯](
1− D
n−1
V
)
. (6.18)
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In this equation we are assuming that each infected subpopulation of the (n−1)th gener-
ation will seed with infected individuals a number of other subpopulations depending on
the number of neighbors (minus the one which originally transmitted the disease ) k¯−1,
times the probability that the subpopulation is not already diseased (1 − Dn−1)/V ,
and the probability that the new seeded subpopulation will experience an outbreak(
1−R−λk¯k¯0
)
(80). We can consider now the simplest case of homogeneous diffusion of
individuals dk¯ = p/k¯ that yields:
λk¯k¯ = pN¯
α
µ
1
k¯
. (6.19)
In order to get an explicit result we will consider R0 → 1 so that:[
1−
(
1
R0
)λk¯k¯]
' λk¯k¯(R0 − 1). (6.20)
Dn−1/V  1 is a further possible approximation. Using this:
Dn = pN¯αµ−1
k¯ − 1
k¯
(R0 − 1)Dn−1. (6.21)
We will have an outbreak only if the quantity:
R∗ = pN¯αµ−1
k¯ − 1
k¯
(R0 − 1) > 1. (6.22)
This is the global invasion threshold. It is possible to get the diffusion rate of individuals
for the global spread of the epidemic in the metapopulation system:
pN¯ ≥ k¯
k¯ − 1
µ
α
(R0 − 1)−1. (6.23)
This threshold tell us that there is a minimum diffusion rate to ensure that on average
each subpopulation can seed more that one neighboring subpopulation. Following Ref.
(14) is possible to approximate the constant α for an SIR model in the case of R0 close
to 1:
α ' 2µ
β
(1− µ
β
) =
2(R0 − 1)
R20
. (6.24)
Using this in the previous equation we can write:
pN¯ ≥ k¯
k¯ − 1
µR20
2(R0 − 1)2 . (6.25)
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It is easy to see that for R0 very close to the unity in the single population, the diffusion
rate needed to get a global outbreak has to be very large. It is important to stress that
all these expression for R∗ are valid in the limit R0 ∼ 1. The expansion presented are no
longer valid for larger value of R0. In that case they can be obtained only in the form
of complicated implicit expressions.
6.1.2 Global invasion threshold in heterogeneous metapopulation net-
works
In the case of heterogeneous metapopulation networks we have to consider explicitly
the degree and population heterogeneities. A population of degree k′ can seed k′ − 1
subpopulations, we have to consider the conditional probability that a subpopulation
of degree k′ will be connected to a subpopulation of degree k. Using the previous
approximations R0 − 1 1 and (1−Dn−1k /Vk) ' 1 we get:
Dnk =
∑
k′
Dn−1k′ (k
′ − 1)λk′k(R0 − 1)P (k|k′)
(
1− D
n−1
k
Vk
)
. (6.26)
We can simplify the expression assuming that degree correlations can be neglected:
Dnk =
kP (k)
〈k〉 (R0 − 1)
∑
k′
Dn−1k′ (k
′ − 1)λk′k. (6.27)
At this point the next step is to specify the form of λk′k. Let us start with a heterogeneous
diffusion rate (6.8) and the stationary value for each subpopulation (6.11). We have:
λk′k =
p〈k〉
〈k(1+θ)〉
α
µ
(k)θ
k′
Nk′ =
p〈k〉
〈k(1+θ)〉2
α
µ
(kk′)θN¯ . (6.28)
Using this in the (6.26) we get:
Dnk = (R0 − 1)
k1+θP (k)
〈k1+θ〉2
pN¯α
µ
∑
k′
Dn−1k′ k
′θ(k′ − 1). (6.29)
We can define Θn =
∑
k′ D
n
k′k
′θ(k′ − 1) and obtain a iterative form:
Θn = (R0 − 1)〈k
2+2θ〉 − 〈k1+2θ〉
〈k1+θ〉2
pN¯α
µ
Θn−1. (6.30)
We will have an increase of infected diseased subpopulation if:
R∗ = (R0 − 1)〈k
2+2θ〉 − 〈k1+2θ〉
〈k1+θ〉2
pN¯α
µ
> 1. (6.31)
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It is interesting to notice that this expression differs from the homogeneous one for a
factor related to the topology of the network. For heavy-tailed distribution of degree
this term is vanishing in the limit of infinite size. The heterogeneity even in this case
is favoring the global spread by lowering the global invasion threshold as we saw in the
Chapter 2 in the case of contact pattern heterogeneity.
Let us consider now a more realistic case in which the diffusion rate is set to be propor-
tional to the ratio between traveling people and population size:
pk =
Tk
Nk
. (6.32)
We have shown that in this case we have stationary populations sizes independent on
the diffusion process. We can set:
λkk′ = w0(kk′)θαµ−1. (6.33)
Using the approximations used in the previous cases we get:
Dnk = (R0 − 1)
k1+θP (k)
〈k〉
w0α
µ
∑
k′
Dn−1k′ k
′θ(k′ − 1). (6.34)
Considering as before the auxiliary function θ we can write:
Θn = (R0 − 1)〈k
2+2θ〉 − 〈k1+2θ〉
〈k〉
w0α
µ
Θn−1, (6.35)
from which we obtain the global invasion condition:
R∗ = (R0 − 1)〈k
2+2θ〉 − 〈k1+2θ〉
〈k〉
w0α
µ
> 1. (6.36)
The mobility threshold reads as:
w0 ≥ 〈k〉〈k2+2θ〉 − 〈k1+2θ〉
µR20
2(R0 − 1)2 , (6.37)
also in this case the mobility threshold is extremely lowered by the topological fluctu-
ations of the network. As shown in Ref. (33) using real data and this last expression
an epidemic carried by air travelers would reach global portion if the average number of
travelers per day would be larger than:
wreal0 ∼ 3× 10−3. (6.38)
The average traffic on a given connection has a minimum corresponding to ∼ 10−2.
Our air transportation networks is almost one order of magnitude above threshold, and
how we experienced recently during the pandemic of influenza H1N1 and will discuss in
details in the Chapter 7, really vulnerable.
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6.1.3 Epidemic behavior above the invasion threshold
In this section will imagine a system above the invasion threshold. With a finite prob-
ability the epidemics will affect a macroscopic fraction of subpopulations. In this limit
we can study the the epidemic spreading using deterministic equations. Following Ref.
(23) we will describe the disease dynamics of an SIR model in each subpopulation as a
reaction process. As we did in Chapter 2 we will use a mass-action transmission rate.
The probability that a susceptible has a contact with an infectious individual is equal to
the density of infected within the subpopulation:
λj = βΓj = β
IjSj
Nj
, (6.39)
where Γj is usually called interaction kernel. Instead to consider just the number diseased
subpopulations here we consider the degree block variables for I and S:
Ik =
1
Vk
∑
Ij ; Sk =
1
Vk
∑
Sj . (6.40)
We can write analogously the reaction kernel for each degree block as:
Γk = Sk
Ik
Nk
. (6.41)
At the end of the reaction-diffusion process between t and t+ ∆t we have the following
master equation:
∂tIk = −pkIk + (1− pk) [−µIk + βΓk] + k
∑
k′
P (k′|k)dk′k [(1− µ)Ik′ + βΓk′ ] . (6.42)
The negative terms on the right side are due to the diffusion in other subpopulations
(pkIk) and to the infected individuals that do not diffuse away but recovered ((1−pk)µIk).
The positive term are due to susceptible individuals that do not diffuse but in contact
with infected get sick ((1 − pk)βΓk) plus a term that take into account the infected
individuals that from the neighbor come in but do not recovered and the new generated
one. Considering the uncorrelated case we have:
∂tIk = −pkIk + (1− pk) [−µIk + βΓk] + k〈k〉
∑
k′
k′P (k′)dk′k [(1− µ)Ik′ + βΓk′ ] . (6.43)
At the early stage of the epidemics, as we discussed in Chapter 2, we can neglect all the
term order of O(I2) so that the kernel transition can be written as:
Γk =
(Nk − Ik −Rk)Ik
Nk
' Ik. (6.44)
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Using this in the (6.43) we have:
∂tIk = −pkIk + (1− pk)(β − µ)Ik + k〈k〉
∑
k′
k′P (k′)dk′k [(1− µ+ β)Ik′ ] . (6.45)
In order to get explicit solutions we have to consider specific diffusion processes already
introduced in the previous sections.
Let us first consider the case of traffic dependent mobility rates and a uniform p as in
the (6.8). By considering I¯ =
∑
k′ P (k
′)Ik′ , it is easy to show:
∂tIk = −pIk + (1− p)(β − µ)Ik + p k
(1+θ)
〈k(1+θ)〉
[
(1− µ+ β)I¯] , (6.46)
averaging both terms over P (k) we obtain:
∂t
∑
k
P (k)Ik = ∂tI¯ = (β − µ)I¯ , (6.47)
that has the simple solution:
I¯ = I¯(0)e(β−µ)t. (6.48)
I¯(0) is the initial number of infected individuals in the metapopulation. We have an
increase of the number of infected individuals if β > µ. We recover the epidemic threshold
for the SIR model R0 = β/µ > 1. At the deterministic level the global threshold is
equivalent to the condition for each single population. It is possible to solve the early
time for all subpopulations for a given degree block using the solution for I¯ in the (6.46):
Ik(t) = A
k1+θ
〈k1+θ〉e
(β−µ)t + Cke[(1−p)(β−µ)−p]t, (6.49)
where A and Ck are fixed by the initial conditions. If the seeds are distributed only in
the k0−block so that Ik(0) = δk,k0 I¯(0)/P (k0) we have:
A = I¯(0) and Ck = I¯(0)
(
δk,k0
P (k0)
− k
1+θ
〈k1+θ〉
)
. (6.50)
If the seeds are homogeneously distributed instead:
A = I¯(0) and Ck = I¯(0)
(
1− k
1+θ
〈k1+θ〉
)
. (6.51)
We can now consider the case in which a population dependent diffusion rate is used:
pk = Tk/Nk. Considering Tk = k1+θw0〈k1+θ〉/〈k〉 we obtain:
∂tIk = −pkIk + (1− pk)(β − µ)Ik + k
1+θ
〈k1+θ〉(1 + β − µ)Ω, (6.52)
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where we defined Ω =
∑
k P (k)pkIk. Following what we did before we can take the
average of both terms:
∂tI¯ = (β − µ)I¯ , (6.53)
so that:
I¯ = I¯(0)e(β−µ)t. (6.54)
Even in this case we recover the threshold R0 = β/µ > 1. The deterministic equations
consider the reaction-diffusion processes in a mean-field fashion. The concept of invasion
threshold can not emerge out of this approach. What is then the validity of the equations
that we just derived? They can be used to study the evolution across the degree classes
above the threshold.
6.2 Global invasion threshold in metapopulation networks
with origin-destination diffusion
In the previous sections, we presented the general framework of metapopulations models.
We considered homogeneous and heterogeneous metapopulations networks and different
mechanism of diffusion among the different patches. We showed how the diffusion mech-
anism and their rates are crucial in the definition of the global invasion threshold. In
the analyzed cases the approximations we made allowed us to evaluate all the interesting
quantities and to have a clear understanding of the processes. The approximation re-
lated to the diffusion protocols we used so far are far away from reality. In the previous
model individuals are considered as particles without home or destination during their
travels. In the next sections we will use a more realistic diffusion protocol considering
that individuals, at least on average, do not move randomly among cities. They have
an origin and a destination. We will consider the same general framework and, in order
to capture the physics of the problem, the betweenness centrality that we introduced in
the Chapter 1. We will show how to solve the equations evaluating the invasion global
threshold in two limits.
Let us consider now a diffusion process in which each individual in a node i travels with
a probability p in random node j. Each individual will come back after reached the
destination. The shortest path is selected among all the possible paths. The number
of individuals that will be route in a node is proportional to the number of shortest
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path among any other pair of nodes that pass through it. In these type of processes the
betweenness centrality is then the natural candidate to give us the role or centrality of
each node. As showed in Chapter 1 this quantity is defined as:
b(i) =
∑
j,l=1,n
i 6=j 6=l
Djl(i)
Djl
, (6.55)
where Djl is the total number of shortest paths from j to l and Djl(i) is the number of
shortest paths from j to l that goes through i.
Let us consider that an individual of a subpopulation of degree k get some infectious
disease characterized by a reproductive number R0 > 1. Let us define, even in this case,
D0k as the number of diseased subpopulation of degree k at generation 0. In the early
stage, the number of diseased subpopulations is small. We can study the evolution of this
number using a tree-like approximation relating Dnk with D
n−1
k . The average number of
infected individuals in the class of degree k during the evolution of the epidemic is αNk.
α depends on the specific disease. Each infected individual stays in the infectious state
for an average time µ−1. Then the number of infected people circulating in the network
after n− 1 generations is:
ωn−1 =
pα
µ
∑
k′
Dn−1k′ Nk′ . (6.56)
The number of infected individual that will pass through a node of class k will be a
fraction of (6.56) proportional to the betweenness:
γn−1k =
bk
btot
ωn−1, (6.57)
where btot is the sum of all the betweenness of the nodes. For the nth generation we
have:
Dnk = Vk
(
1− D
n−1
k
Vk
)[
1−R−γn−10
]
, (6.58)
where the first term on the right is the probability that the subpopulation is not al-
ready seeded by infected individuals and the last is the probability that the new seeded
subpopulation will experience an outbreak. In the early time and for R0 ∼ 1 we can
approximate the expression considering:
Dn−1k
Vk
<< 1, (6.59)
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and
1−R−γn−10 ∼ (R0 − 1)γn−1, (6.60)
obtaining:
Dnk = (R0 − 1)Vkγn−1 = (R0 − 1)
pα
µ
Vk
bk
btot
∑
k′
Dn−1k′ Nk′ . (6.61)
Considering at the equilibrium:
Nk =
k
< k >
N¯, (6.62)
where N¯ =
∑
k P (k)Nk is the average subpopulation size, we get:
Dnk = (R0 − 1)
pα
µ
N¯Vk
bk
btot
1
< k >
∑
k′
Dn−1k′ k
′. (6.63)
Let us define now Θn =
∑
kD
n
kk, then we have:
Θn = (R0 − 1)pα
µ
N¯
Θn−1
< k >
∑
k
Vkk
bk
btot
. (6.64)
The last term needs some more work:∑
k
Vkk
bk
btot
=
V
∑
k P (k)kbk
V
∑
k′ P (k′)bk′
. (6.65)
Considering now bk ∼ kη:
Θn = (R0 − 1)pα
µ
N¯
1
< k >
< k1+η >
< kη >
Θn−1. (6.66)
We finally get the global invasion threshold:
R∗ = (R0 − 1)pα
µ
N¯
1
< k >
< k1+η >
< kη >
. (6.67)
We can write the threshold condition on the mobility rate:
pN¯ ≥ < k
η >
< k1+η >
< k > µ
α
(R0 − 1)−1. (6.68)
These last two expression are the crucial quantities, that give us the condition for a global
outbreak. It is important to remind that in metapopulations networks the condition
R0 > 1 for each subpopulation is not enough to judge if a finite number of subpopulations
will be affected by the disease. The diffusion process must be considered, and it defines
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the form and value of the invasion threshold. These arguments are valid just in the case
in which:
µ−1  l¯v−1, (6.69)
where l¯ is the average distance between nodes and v is the speed of individuals that is
fix in our case at 1 node per time step. We can get an expression in the other limit too:
µ−1  l¯v−1, (6.70)
in this case each individual will be infectious for a small time window good enough
to infect just the nearest neighbors. In this case the spreading can be thought as a
Markovian process and the expression for the global invasion threshold will be:
R∗ =
pα
µ
(R0 − 1)N¯ < k
2 > − < k >
< k >2
, (6.71)
and the mobility rate reads:
pN¯ ≥ µ
α(R0 − 1)
< k >2
< k2 > − < k >, (6.72)
as in the (6.31).
We can evaluate the ratio of the two different thresholds. Let us call R∗1 the (6.67) and
R∗2 the (6.71):
R∗1
R∗2
=
µ2
µ1
< k1+η >< k >
< kη > (< k2 > − < k >) , (6.73)
where we have to consider the case in which µ−11  µ−12 . Setting the values η = 1.1, µ1 =
0.01, µ2 = 0.5, considering a scale-free network with exponent α = −2.1 ofN = 106 nodes
with a kmax ∼
√
N = 103:
R∗1
R∗2
= 65.488. (6.74)
This is an intuitive result. If a process with a small µ−1 is below the global invasion
threshold (i.e. R∗2 = 0.1) the same process with a bigger µ−1 can be above threshold
(i.e. R∗1 = 6.5) and it will originate a global outbreak.
6.2.1 Comparison with numerical results
To compare the analytical insights with the numerical results we choose as substrate
an uncorrelated scale free network generated according to the configuration model with
γ = 2.7 and N = 104 (constrained to kmax <
√
N ). First of all we tested the assumption
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made in equation (6.62), in which the number of individuals Nk at nodes of degree k,
at the equilibrium, is proportional to k. To do so, we started the simulation with an
equal population in each node (namely N = 106 and Ni = 102), wait until the traffic
equilibrium has been reached, and finally we collected the values of Ni. Figure (6.3)
shows the values of Nk as function of degree k, justifying, at least for higher degrees, our
assumption. In order to calculate the critical mobility rate pc we used equation (6.68).
Thus, we need to know the specific value of η in the chosen network and fix a value for
R0. To obtain an estimate for η we computed the value of the betweenness b(i) for each
node i and coarse grain by degree classes k. Note that to evaluate b(i) of each node
we decided to make a run of the simulation and register the number of individuals that
pass through a link over a very long period of time, as in this way the values of b(i) are
more precise and near to the actual dynamics (alternatively, one could assume that the
algorithmic betweenness coincides with the topological betweenness and calculate the
latter directly from the topology. However, this will result in more noise). Figure (6.4)
shows bk as function of the degree classes and the fit for η gives a value of η ∼ 1.53. We
calculated the mean degree of the network k = 3.8 and then the ηth moment of the degree
distribution obtaining < kη >= 11.3 and finally the (1 + η)th moment < k1+η >= 252,
we also decided to fix R0 = 2 and the value of N¯ = 100, and substituting α in (6.68):
pc =
1
N¯
< kη >
< k1+η >
R20
2(R0 − 1)2 < k > µ =
1
100
11.3
252
× 2× 3.8× 0.04 = 0.0001363 (6.75)
In Figure (6.5) we show the comparison between the numerical curve and the analytical
prediction. It seems that mean-filed nicely agrees with simulation results.
All the results presented in this Chapter can be considered as propaedeutic for the
next one in which a more realistic data-driven large-scale model will be introduced.
Here we have studied the general framework of metapopulations epidemic models. We
described the analytical details in terms of degree block variables. In this approaches
every node with the same degree is assumed to be equivalent. We showed how the system
is characterized by two different epidemic thresholds defined at different scales. A local
one which depends on the disease parameters values only and it determinate outbreak
within the local subpopulation. A global one, called global invasion threshold, that
depends on the disease parameters (the local threshold) and on the diffusion rates of the
individuals. This threshold is crucial in the process and defines the range of parameters
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Figure 6.3: Nk as a function of the degree classes k and the best fitting curve, leading to
a linear scaling.
in which a finite fraction of the subpopulations will experience an outbreak. We showed
how changes in coupling between patches have critical implication for disease extinction.
Homogeneous and Heterogeneous connectivity patterns have been studied. We showed
how complex features has a crucial role in the dynamics of the processes, in the value and
form of the global invasion threshold. In the last part of this Chapter we discussed a more
realistic protocol of diffusion. We considered the fact that people do not move randomly
in their trips. Origin-destination diffusion has been considered. We used betweenness
centrality as a natural measure to encode the diffusion of individuals in the network
considering pairs of nodes: origin and destination. We solved analytically the model in
two limit finding very good agreement with the numerical simulations. Despite all the
analytical and numerical success presented so far, many problems are still an open issue.
For example the study of the behavior of metapopulation models with a complex internal
structure in each node, or other more realistic diffusion process considering other more
complicated non-Markovian processes. These are future challenge that will be considered
in future works.
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Figure 6.4: bk as a function of the degree classes k and the best fitting curve, leading to a
value of η ' 1.53.
Figure 6.5: Fraction of recovered individuals in the null models as function of the mobility
rate p
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7GLEaM
Physicists bring a special balance between mathematical rigor,
computational approaches and intuition for the problem.
We are artists of the approximation.
A.Vespignani
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Here we present the detailed definition and data description of the Global Epi-
demic and Mobility (GLEaM) model (21). This computational model uses a structured
metapopulation scheme integrating the stochastic modeling of the disease dynamics, high
resolution census data and human mobility patterns at the gobal scale. We used this
model during the H1N1 2009 pandemic to provide, at the global scale, epidemic forecast
at different resolution of time. We will describe first the model and then we will present
how we use it to model the recent pandemic.
GLEaM is a data-driven epidemic model. Many others have been proposed with an
agent-based or metapopulation approach but just a few are able to consider spatio-
temporal behaviour of disease at the global scale. Agent-based models are stochastic,
spatially explicit, discrete time models where each agent represent a single individuals.
The network of contacts is based on realistic model of the sociodemographic structure of
GLEaM
the population. These models are very accurate in the description of the spread of a dis-
ease, but they are based in high quality data, that world wide are not availble. Another
limitation of these approach is the computational power that is needed. The combina-
tion of these two limitations have rescricted the application of agent-based models to
single or few countries such the US (141; 142; 143), the UK (141), Italy (144), Thailand
(145) and the entire Europe (146). Metapopulations models as we saw in Chapter 6
are based on a simple homogenous assumption inside each subpopulation. The accuracy
and realism of these model relie in the ability to capture the distribution of population
and the travel flows of individuals from one population to another. These approachs are
then a trade off between the high realism of agent-based and computational scalability
of the algorithm implementation and the relatively small amount of input data needed
to feed the model that allows analysis at the worldwide scale.
7.1 The model
GLEaM integrates three diffent layers. The first one is a data layer based on high
resolution population data. The second one refers to human mobility defined by the
transportation and commuting networks characterizing the interactions and exchanges
of individuals across subpopulations. This result in a world-wide multiscale mobility
network spanning several orders of magnitude in intensity and spatio-temporal scales.
The third layer is the epidemic dynamic model that defines the evolution of the infec-
tious disease inside each subpopulations. In the next sections we will provide a detailed
description of all these components.
7.1.1 Global population and subpopulations definition
The population dataset was obtained from the Web sites of the “Gridded Population of
the World” and the “Global Urban-Rural Mapping” projects (147; 148), which are run
by the Socioeconomic Data and Application Center (SEDAC) of Columbia University.
The surface of the world is divided into a grid of cells that can have different resolution
levels. Each of these cells has assigned an estimated population value.
Out of the possible resolutions, we have opted for cells of 15 × 15 minutes of arc to
constitute the basis of our model. This corresponds to an area of each cell approximately
equivalent to a rectangle of 25×25 km along the Equator. The dataset comprises 823 680
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Figure 7.1: Population database and Voronoi tessellation around main tranportation hubs.
The world surface is represented in a grid-like partition where each cell - corresponding to
a population values - is assigned to the closest airport. Geographical census areas emerge
that constitute the sub-populations of the meta-population model.
cells, of which 250 206 are populated. Since the coordinates of each cell center and those
of the World Airport Network (WAN) airports are known, the distance between the cells
and the airports can be calculated. We have performed a Voronoi-like tessellation (149)
of the Earth surface assigning each cell to the closest airport that satisfies the following
two conditions:
• Each cell is assigned to the closest airport within the same country,
• the distance between the airport and the cell cannot be longer than 200 km.
This cutoff naturally emerges from the distribution of distances between cells and closest
airports, and it is introduced to avoid that in barely populated areas such as Siberia we
can generate geographical census areas thousands of kilometer wide but with almost no
population. It also corresponds to a reasonable upper cutoff for the ground traveling
distance expected to be covered to reach an airport before traveling by plane.
Before proceeding with the tessellation, we need to take into account that some urban
areas include more than one airport. For instance, London has up to six airport, Paris has
two, and New York City has three. Our aim is to build a metapopulation model whose
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subpopulations correspond to the geographical census areas obtained from tessellation.
Inside these geographical census areas a homogeneous mixing is assumed. The groups of
airports that serve the same urban area need therefore to be aggregated since the mixing
within the given urban area is expected to be high and cannot be represented in terms
of separated subpopulations for each of the airports serving the same city. We have
searched for groups of airports located close to each other and we manually processed
the identified groups of airports to select those belonging to the same urban area. The
airports of the same group are then aggregated in a single “super-hub”. An example with
the final result of the Voronoi tessellation procedure with cells and airports can be seen
in Figure (7.1). The geographical census areas become thus the basic subpopulations of
our metapopulation model. Their connections will determine the geographical spreading
of an hypothetical epidemic. The air transportation is already integrated in the model,
but a further step must be taken in order to also include ground transportation in a
realistic way.
7.1.2 World airport network
The World Airport Network (WAN) is composed of 3362 commercial airports indexed
by the International Air Transport Association (IATA) that are located in 220 different
countries. The database contains the number of available seats per year for each direct
connection between two of these airports. The coverage of the dataset is estimated
to be 99% of the global commercial traffic. The WAN can be seen as a weighted graph
comprising 16 846 edges whose weight, ωj`, represents the passenger flow between airports
j and `. The network shows a high degree of heterogeneity both in the number of
destinations per airport and in the number of passengers per connection (33; 124; 150;
151).
7.1.3 Commuting networks
Our commuting databases have been collected from the Offices of Statistics of 28 coun-
tries in the 5 populated continents. The full dataset comprehends more than 78 000
administrative regions and over five million commuting flow connections between them
(21). The definition of administrative unit and the granularity level at which the com-
muting data are provided enormously vary from country to country. For example, most
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Table 7.1: Commuting networks in each continent. Number of countries (Nc), number of
administrative units (V ) and inter-links between them (E) are summarized.
Continent Nc V E
Europe 17 65880 4490650
North America 2 6986 182255
Latin America 4 1858 63678
Asia 3 2732 323815
Oceania 2 746 30679
Total 28 78202 5091077
European countries adhere to a practice that ranks administrative divisions in terms
of geocoding for statistical purposes, the so called Nomenclature of Territorial Units
for Statistics (NUTS). Most countries in the European Union are partitioned into three
NUTS levels which usually range from states to provinces. The commuting data at this
level of resolution is therefore strongly coarse-grained. In order to have a higher geo-
graphical resolution of the commuting datasets that could match the resolution scale of
our geographical census areas, we looked for smaller local administrative units (LAU)
in Europe. The US or Canada report commuting at the level of counties. However,
even within a single country the actual extension, shape, and population of the admin-
istrative divisions are usually a consequence of historical reasons and can be strongly
heterogeneous.
Such heterogeneity renders the efforts to define a universal law describing commuting
flows likely to fail. The mobility behavior might indeed result different across countries
simply due to the country specific partition of the population into administrative bound-
aries. In order to overcome this problem, and in particular to define a data/driven short
range commuting for GLEaM, we used the geographical census areas obtained from the
Voronoi tessellation as the elementary units to define the centers of gravity for the pro-
cess of commuting. This allows to deal with self-similar units across the world with
respect to mobility as emerged from a tessellation around main hubs of mobility and
not country specific administrative boundaries. We have therefore mapped the different
levels of commuting data into the geographical census areas formed by the Voronoi-like
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Figure 7.2: The world surface is represented in a grid-like partition where each cell
– corresponding to a population value – is assigned to the closest airport. Geographical
census areas emerge that constitute the subpopulations of the metapopulation model. The
demographic layer is coupled with two mobility layers, the short range commuting layer and
the long range air travel layer.
tessellation procedure described above. The mapped commuting flows can be seen as a
second transport network connecting subpopulations that are geographically close. This
second network can be overlayed to the WAN in a multi-scale fashion to simulate real-
istic scenarios for disease spreading. The network exhibits important variability in the
number of commuters on each connection as well as in the total number of commuters
per geographical census area. Being the census areas relatively homogeneous and self-
similar allows us to estimate a gravity law that successfully reproduce the commuting
data obtained across different continents, and provide us with estimations for the possi-
ble commuting levels in the countries for which such data is not available as in Ref. (21).
In Figure (7.2) we present a skecth of these different layers, as they look in Europe.
7.1.4 Epidemic dynamic model
Each geographical census area corresponds to a subpopulation in the metapopulation
model, inside which we consider a Susceptible-Latent-Infectious-Recovered (SLIR) com-
partmental scheme, typical of influenza-like illnesses (ILIs), where each individual has
a discrete disease state assigned at each moment in time. In Figure (7.3), a diagram
of the compartmental structure with transitions between compartments is shown. The
contagion process, i.e. generation of new infections, is the only transition mechanism
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Figure 7.3: Compartmental structure of our epidemic model within each subpopulation.
which is altered by short-range mobility, whereas all the other transitions between com-
partments are spontaneous and remain unaffected by the commuting. The rate at which
a susceptible individual in subpopulation j acquires the infection, the so called force of
infection λj , is determined by interactions with infectious persons either in the home
subpopulation j or in its neighboring subpopulations on the commuting network.
Given the force of infection λj in subpopulation j, each person in the susceptible
compartment (Sj) contracts the infection with probability λj∆t and enters the latent
compartment (Lj), where ∆t is the time interval considered. Latent individuals exit the
compartment with probability ε∆t, and transit to asymptomatic infectious compart-
ment (Iaj ) with probability pa or, with the complementary probability 1 − pa, become
symptomatic infectious. Infectious persons with symptoms are further divided between
those who can travel (Itj), probability pt, and those who are travel-restricted (I
nt
j ) with
probability 1− pt. All the infectious persons permanently recover with probability µ∆t,
entering the recovered compartment (Rj) in the next time step. All transitions and
corresponding rates are summarized in Table (7.2) and in Figure (7.3). In each sub-
population the variation of the number of individuals in each compartment [m] can be
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Table 7.2: Transitions between compartments and their rates.
Transition Type Rate
Sj → Lj Contagion λj
Lj → Iaj Spontaneous εpa
Lj → Itj ” ε(1− pa)pt
Lj → Intj ” ε(1− pa)(1− pt)
Iaj → Rj ” µ
Itj → Rj ” µ
Intj → Rj ” µ
written at any given time step as:
X
[m]
j (t+ ∆t)−X [m]j (t) = ∆X [m]j + Ωj([m]), (7.1)
where the term ∆X [m]j represents the change due to the compartment transitions induced
by the disease dynamics and the transport operator Ωj([m]) represents the variations
due to the traveling and mobility of individuals. The latter operator takes into account
the long-range airline mobility and define the minimal time scale of integration to 1 day.
The mobility due to the commuting flows is taken into account by defining effective force
of infections by using a time scale separation approximations as detailed in the following
sections.
7.1.5 Stochastic and discrete integration of the disease dynamics
In each subpopulation j, we define an operator acting on a compartment [m] to account
for all the transitions out of the compartment in the time interval ∆t. Each element
Dj([m], [n]) of this operator is a random variable extracted from a multinomial distribu-
tion and determines the number of transitions from compartment [m] to [n] occurring
in ∆t. The change ∆X [m]j of a compartment [m] in this time interval is given by a sum
over all random variables {Dj([m], [n])} as follows:
∆X [m]j =
∑
[n]
{−Dj([m], [n]) +Dj([n], [m])} . (7.2)
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As a concrete example let us consider the evolution of the latent compartment. There
are three possible transitions from the compartment: transitions to the asymptomatic in-
fectious, the symptomatic traveling and the non-traveling infectious compartments. The
elements of the operator acting on Lj are extracted from the multinomial distribution:
PrMultin(Lj(t), pLj→Iaj , pLj→Itj , pL→Intj ), (7.3)
determined by the transition probabilities
pLj→Iaj = εpa∆t,
pLj→Itj = ε(1− pa)pt∆t, (7.4)
pL→Intj = ε(1− pa)(1− pt)∆t,
and by the number of individuals in the compartment Lj(t) (its size). All these transi-
tions cause a reduction in the size of the compartment. The increase in the compartment
population is due to the transitions from susceptibles into latents. This is also a random
number extracted from a binomial distribution:
PrBin(Sj(t), pSj→Lj ), (7.5)
given by the chance of contagion
pSj→Lj = λj∆t, (7.6)
with a number of attempts given by the number of susceptibles Sj(t). After extracting
these numbers from the appropriate multinomial distributions, we can calculate the
change ∆Lj(t) as:
∆Lj(t) = Lj(t+ 1)− Lj(t) = −
[
Dj(L, Ia) +Dj(L, It) +Dj(L, Int)
]
+Dj(S,L). (7.7)
7.1.6 The integration of the transport operator
The transport operator is defined by the airline transportation data and sets the inte-
gration time scale to 1 day. The number of individuals in the compartment [m] traveling
from the subpopulation j to the subpopulation ` is an integer random variable, in that
each of the Xj potential travelers has a probability pj` = wj`/Nj to go from j to `. In
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each subpopulation j the numbers of individuals ξj` traveling on each connection j → `
at time t define a set of stochastic variables which follows the multinomial distribution:
P ({ξj`}) =
X
[m]
j !
(X [m]j −
∑
` ξj`)!
∏
` ξj`!
(1−
∑
`
pj`)
(X
[m]
j −
P
` ξj`)
∏
`
p
ξj`
j` , (7.8)
where (1−∑` pj`) is the probability of not traveling, and (X [m]j −∑` ξj`) identifies the
number of non traveling individuals of the compartment [m]. We use standard numerical
subroutines to generate random numbers of travelers following these distributions. The
transport operator in each subpopulation j is therefore written as:
Ωj([m]) =
∑
`
(ξ`j(X
[m]
` )− ξj`(X [m]j )), (7.9)
where the mean and variance of the stochastic variables are 〈ξj`(X [m]j )〉 = pj`X [m]j and
Var(ξj`(X
[m]
j )) = pj`(1 − pj`)X [m]j . Direct flights as well as connecting flights up to
two-legs flights can be considered. It is worth remarking that on average the airline
network flows are balanced so that the subpopulation Nj are constant in time, e.g.∑
[m] Ωj([m]) = 0.
7.1.7 Time-scale separation and the integration of the commuting flows
The Global Epidemic and Mobility (GLEaM) modeler combines the infection dynamics
with long- and short-range human mobility. Each of these dynamical processes operates
at a different time scale. For ILI there are two important intrinsic time scales, given by
the latency period ε−1 and the duration of infectiousness µ−1, both larger than 1 day.
The long-range mobility given by the airline network has a time scale of the order of
1 day, while the commuting takes place in a time scale of approx. τ−1 ∼ 1/3 day. The
explicit implementation of the commuting in the model thus requires a time interval
shorter than the minimal time of airline transportation. To overcome this problem, we
use a time-scale separation technique, in which the short-time dynamics is integrated
into an effective force of infection in each subpopulation.
We start by considering the temporal evolution of subpopulations linked only by com-
muting flows and evaluate the relaxation time to an equilibrium configuration. Consider
the subpopulation j coupled by commuting to other n subpopulations. The commuting
rate between the subpopulation j and each of its neighbors i will be given by σji. The
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return rate of commuting individuals is set to be τ . Following the work of Sattenspiel
and Dietz (152), we can divide the individuals original from the subpopulation j, Nj ,
between Njj(t) who are from j are located in j at time t and those, Nji(t), that are from
j are located in a neighboring subpopulation i at time t. Note that by consistency:
Nj = Njj(t) +
∑
i
Nji(t). (7.10)
The rate equations for the subpopulation size evolution are then:
∂tNjj = −
∑
i σjiNjj(t) + τ
∑
iNji(t),
∂tNji = σjiNjj(t)− τNji(t).
(7.11)
By using condition (7.10), we can derive the closed expression
∂tNjj + (τ + σj)Njj(t) = Njτ, (7.12)
where σj denotes the total commuting rate of population j, σj =
∑
i σji. Njj(t) can be
expressed as:
Njj(t) = e−(τ+σj)t
(
Cjj +Njτ
∫ t
0
e(τ+σj)sds
)
, (7.13)
where the constant Cjj is determined from the initial conditions, Njj(0). The solution
for Njj(t) is then:
Njj(t) =
Nj
(1 + σj/τ)
+
(
Njj(0)− Nj(1 + σj/τ)
)
e−τ(1+σj/τ)t. (7.14)
We can similarly solve the differential equation for the time evolution of Nji(t):
Nji(t) =
Njσji/τ
(1 + σj/τ)
− σij
σj
(
Njj(0)− Nj(1 + σj/τ)
)
e−τ(1+σj/τ)t
+
[
Nji(0)− Njσji/τ(1 + σj/τ) +
σij
σj
(
Njj(0)− Nj(1 + σj/τ)
)]
e−τt. (7.15)
The relaxation to equilibrium of Njj and Nji is thus controlled by the characteristic
time [τ (1 + σj/τ)]−1 in the exponentials. Such term is dominated by 1/τ if the relation
τ  σj holds. In our case, σj =
∑
i ωji/Nj , that equals the daily total rate of commuting
for the population j. Such rate is always smaller than one since only a fraction of the
local population is commuting, and it is typically much smaller than τ ' 3− 10 day−1.
Therefore the relaxation characteristic time can be safely approximated by 1/τ . This
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time is considerably smaller than the typical time for the air connections of one day and
hence our approximation of considering the subpopulations Njj(t) and Nji(t) as relaxed
to their equilibrium values:
Njj =
Nj
1 + σj/τ
and Nji =
Njσji/τ
1 + σj/τ
, (7.16)
is reasonable. This approximation, originally introduced by Keeling and Rohani (153),
allows us to consider each subpopulation j as having an effective number of individuals
Nji in contact with the individuals of the neighboring subpopulation i. In practice,
this is similar to separate the commuting time scale from the other time scales in the
problem (disease dynamics, traveling dynamics, etc.). While the approximation holds
exactly only in the limit τ →∞, it is good enough as long as τ−1 is much smaller than
the typical transition rates of the disease dynamics. In the case of ILIs, the typical time
scale separation between τ and the compartments transition rates is close to one order
of magnitude or even larger. The equations (7.17) can be then generalized in the time
scale separation regime to all compartments [m] obtaining the general expression:
X
[m]
jj =
X
[m]
j
(1 + σj/τ)
and X [m]ji =
X
[m]
j
(1 + σj/τ)
σji/τ, (7.17)
where σj =
∑
i∈υ(j) σji denotes the total commuting rate of j. Whereas X
[m]
jj = X
[m]
j
and X [m]ji = 0 for all the other compartments which are restricted from traveling. These
expressions will be used to obtain the effective force of infection taking into account the
interactions generated by the commuting flows.
7.1.8 Effective force of infection
The force of infection λj that a susceptible population of a subpopulation j sees can be
decomposed into two terms: λjj and λji. The component λjj refers to the part of the
force of infection whose origin is local in j. While λji indicates the force of infection
acting on susceptibles of j during their commuting travels to a neighboring subpopulation
i. The effective force of infection can be estimated by summing these two terms weighted
by the probabilities of finding a susceptible from j in the different locations, Sjj/Sj and
Sji/Sj , respectively. Using the time-scale separation approximation that establishes the
equilibrium populations in equation (7.17), we can write:
λj =
λjj
1 + σj/τ
+
∑
i
λjiσji/τ
1 + σj/τ
. (7.18)
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We will focus now on the calculation of each term of the previous expression. The force
of infection occurring in a subpopulation j is due to the local infectious persons staying
at j or to infectious individuals from a neighboring subpopulation i visiting j and so we
can write:
λjj =
βj
N∗j
[
Intjj + I
t
jj + rβI
a
jj +
∑
i
(
Intij + I
t
ij + rβI
a
ij
)]
, (7.19)
where βj is introduced to account for the seasonality in the infection transmission rate (if
the seasonality is not considered, it is a constant), and N∗j stands for the total effective
population in the subpopulation j. By definition, Intjj = I
nt
j and I
nt
ji = 0 for j 6= i. If we
use the equilibrium values of the other infectious compartments (see equation (7.17)) we
obtain:
λjj =
βj
N∗j
[
Intj +
Itj + rβI
a
j
1 + σj/τ
+
∑
i
Iti + rβI
a
i
1 + σi/τ
σij/τ
]
. (7.20)
The derivation of λji follows from a similar argument yielding:
λji =
βi
N∗i
Intii + Itii + rβIaii + ∑
`∈υ(i)
(
Int`i + I
t
`i + rβI
a
`i
) , (7.21)
where υ(i) represents the set of neighbors of i, and therefore the terms under the sum
are due to the visits of infectious individuals from the subpopulations `, neighbors of i,
to i. By plugging the equilibrium values of the compartment into the above expression,
we obtain:
λji =
βi
N∗i
Inti + Iti + rβIai1 + σi/τ + ∑
`∈υ(i)
It` + rβI
a
`
1 + σ`/τ
σ`i/τ
 . (7.22)
Finally, in order to have an explicit form of the force of infection we need to evaluate the
effective population size N∗j in each subpopulation j, i.e., the actual number of people
actually staying at the location j. The effective population is N∗j = Njj +
∑
iNij , that
in the time-scale separation approximation reads:
N∗j = I
nt
j +
Nj − Intj
1 + σj/τ
+
∑
i
Ni − Inti
1 + σi/τ
σij/τ. (7.23)
Note that in these equations all the terms with compartments have an implicit time
dependence. By inserting λjj and λji into equation (7.18), it can be seen that the ex-
pression for the force of infection includes terms of zeroth, first and second order on the
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Figure 7.4: Schematic representation of the subdivision of the population in each geo-
graphical census area. The population in each geographical census area is divided into par-
tial populations Nxy, where x represents the subpopulation of residence and y represents the
subpopulation of the actual location at time t. Three subpopulations are shown – i, j, ` – to
represent the various contributions to the force of infection (see equation (7.18))
commuting ratios (i.e., σij/τ). These three term types have a straightforward interpreta-
tion: The zeroth order terms represent the usual force of infection of the compartmental
model with a single subpopulation. The first order terms account for the effective con-
tribution generated by neighboring subpopulations with two different sources: Either
susceptible individuals of subpopulation j having contacts with infectious individuals
of neighboring subpopulations i, or infectious individuals of subpopulations i visiting
subpopulation j. The second order terms correspond to an effective force of infection
generated by the contacts of susceptible individuals of subpopulation j meeting infectious
individuals of subpopulation ` (neighbors of i) when both are visiting subpopulation i
(see Figure (7.4)). This last term is very small in comparison with the zeroth and first
order terms, typically around two order of magnitudes smaller, and in general can be
neglected.
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Algorithm 1 Generic GLEaM program flow.
Parse model file
Load data input files:
population database
commuting
flight networks
foreach timestep t:
do
Flight connections (See Alg. 2)
Infect (See Alg. 3)
Aggregate results for each detail level.
done
Generate final output
7.1.9 Seasonality modeling
To model seasonal variations we follow the approach of Cooper et al (154) and scale the
basic reproduction ratio R0 by a seasonal function, si (t),
si (t) =
[(
1− Rmin
Rmax
)
sin
(
2pi
365
(t− tmax,i) + pi2
)
+ 1 +
Rmin
Rmax
]
1
2
, (7.24)
where i stands for the North or South hemispheres. This function is identically equal to
1.0 in the tropical regions. tmax,i is the time corresponding to the maximum seasonal
effect, Jan 15 in the North and six months later in the South. Seasonality has a dual
effect, it increases the value of R0 up to Rmax = αmaxR0 with αmax ≡ 1.1 (134) and
reduces it down to Rmin = αminR0.
7.1.10 Algorithms, the simulator and its implementation
The GLEaM is a intricate model. Its implementation is not trivial. Here we will discuss
step by step the implementation. The coding is done in a modular way, each module
is build to performs a single function. In Algorithm (1) we report the general program
flow of a GLEaM typical run.
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Algorithm 2 Long distance mobility.
foreach city i:
do
foreach neighbor j ∈ v (i):
do
Calculate traffic:
ω˜ij = ωij [α+ η (1− α)]
Traveling probability:
pij =
ω˜ij
Ni
done
distribute travelers among neighbors
updated population matrix
end
Flights: long distance travel
As we said in the previous sections, our basic time scale is a day. At the start of the time
step we use the flight network for the diffusion of people. The travel is considered as
instantaneous, no transitions are possible on route. Travelers arrives at destination at the
beginning of the day, so they have a full day chance of interact with others individuals.
The probability of traveling are not fixed. We apply noise to α the occupancy rate of
flights with a stochastic random variable η uniformly distributed in the interval [−1, 1].
The details are represented in the Algorithm (2).
Compartment transitions
The GLEaM is able to consider any compartmental model for the epidemic dynamics.
The model definition is in fact one part of the input files and it is processed to generate
a directed multigraph, where each node is a compartment and each edge a transition.
The edges contain as attribute all the information necessary to calculate the transition
probabilities, and are directly used as argument of a multinomial function in order to
calculate the number of individuals leaving one compartment for another. The type
of transitions are the same analyzed in the Chapter 2: interaction A + B → 2B or
spontaneous A → B. As we described in the previous section the commuting between
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Algorithm 3 Compartment transitions.
foreach city i:
do
calculate effective populations due to commuting
foreach initial compartment x:
do
Update transition probability to compart. y using equation (7.20) and
equation (7.22).
For seasonal transitions, scale transition rate by s (t) (equation (7.24))
done
Move population between compartments using a multinomial
done
closest basins is encoded in the effective size of populations. As show in Algorithm (3)
for each basin the first step is to evaluate the effect of commuting in terms of effective
population. After this step the transitions between compartments are evaluated.
Post-processing
The GLEaM is a stochastic model. All the processes described are steps of a single
run, we usually use order of 103 runs. In each of those the number of information that
are written in a file are arbitrary decided dependently of the necessity. The amount of
data could be then huge, size of compartments for each time step, number of transitions
etc.. These informations could be at different resolution: census area, country, region,
continent, hemisphere, globe. For this reason, the final step after each simulated day is
a partial aggregation of the results in order to accelerate the post-process analysis and
to reduce the amount of data wrote in each run. The post-processes take these partial
aggregate output and generate the analysis, figures and eventually animation that are
needed.
The full simulation process is schematically shown in Figure (7.5)
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Epidemic
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Figure 7.5: Full illustration of the procedure used for the GLEaM simulation engine. The
left column represents input databases and the right column the data structures that are
generated. Program flow occurs along the center. The three steps in the center box are
repeated for each simulated day.
142
GLEaM
7.2 H1N1 pandemic
Here we present an estimate of the reproduction number R0 of the H1N1 epidemic
based on knowledge of human mobility patterns. We use the GLEaM (21; 155) for the
worldwide evolution of the pandemic and perform a maximum likelihood analysis of the
parameters against the actual chronology of newly infected countries. The method is
computationally intensive as it involves a Monte Carlo generation of the distribution
of arrival time of the infection in each country based on the analysis of 106 worldwide
simulations of the pandemic evolution with the GLEaM model. We found the best es-
timate R0 = 1.75 (95% confidence interval (CI) 1.64 to 1.88) for the basic reproductive
number. Correlation analysis allows the selection of the most probable seasonal behavior
based on the observed pattern, leading to the identification of plausible scenarios for the
unfolding of the pandemic and the estimate of pandemic activity peaks in the different
hemispheres. We provide estimates for the number of hospitalizations and the attack
rate for the next wave as well as an extensive sensitivity analysis on the disease parame-
ter values. We also studied the effect of systematic therapeutic use of antiviral drugs on
the epidemic timeline and an estimation of the initial number of cases in Mexico. The
analysis showed the potential for an early epidemic peak occurring in October 2009 in
the Northern hemisphere, as confirmed later by the data from the surveillance, unfortu-
nately before the large-scale vaccination campaigns was carried out. The baseline results
refer to a worst-case scenario in which additional mitigation policies are not considered.
7.2.1 Background and the Epidemic Timeline
Beginning April, 2009, the world experienced its latest global pandemic outbreak orig-
inated in Mexico. It spreads quickly to many countries in months and on June 11th,
2009, the World Health Organization has officially raised the phase of pandemic alert to
level 6. As of July 19th, 2009, 137,232 cases of the new H1N1 influenza strain have been
officially confirmed in 142 different countries, and during the summer of 2009, the pan-
demic unfolding in the Southern hemisphere was under scrutiny to gain insights about
the next winter wave in the North. A major challenge was given by the need to estimate
the virus transmission potential and to assess its dependence on seasonality aspects in
order to use numerical models capable to project the spatio-temporal pattern of the
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pandemic.
Estimating the transmission potential of a newly emerging virus is crucial when plan-
ning for adequate public health interventions to mitigate its spread and impact, and to
forecast the expected epidemic scenarios through sophisticate computational approaches
(141; 142; 151; 156). With the recent outbreak of the new influenza A(H1N1) strain hav-
ing reached pandemic proportions, the investigation of the influenza situation worldwide
might provide the key to the understanding of the transmissibility observed in different
regions and to the characterization of possible seasonal behavior. During the early phase
of an outbreak, this task is hampered by inaccuracies and incompleteness of available
information. Reporting is constrained by the difficulties in confirming large numbers
of cases through specific tests and serological analysis. The cocirculation of multiple
strains, the presence of asymptomatic cases that go undetected, the impossibility to
monitor mild cases that do not seek health care and the possible delays in diagnosis and
reporting, all worsen the situation. Early modeling approaches and statistical analysis
show that the number of confirmed cases by the Mexican authorities during the early
phase was underestimated by a factor ranging from one order of magnitude (157) to
almost three (113). The Centers for Disease Control (CDC) in the US estimate a 5%
to 10% case detection, similar to other countries facing large outbreaks, with expected
heterogeneities due to different surveillance systems. Even within the same country, the
setup of enhanced monitoring led to improved notification with respect to the earlier
phase of the pandemic, later relaxed as reporting requirements changed (158).
By contrast, the effort put in place by the World Health Organization (WHO) and health
protection agencies worldwide provided an unprecedented amount of data and, at last,
the possibility of following in real time the pandemic chronology on the global scale.
In particular, the border controls and the enhanced surveillance aimed at detecting the
first cases reaching uninfected countries appear to provide more reliable and timely in-
formation with respect to the raw count of cases as local transmission occurs, and this
data has already been used for early assessment of the number of cases in Mexico (157).
Moreover, data on international passenger flows from Mexico was found to display a
strong correlation with confirmed H1N1 importations from Mexico (159).
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Figure 7.6: Illustration of the model’s initialization and the results for the activity peaks
in three geographical areas. (a) Intensity of the commuting between US and Mexico at the
border of the two countries. (b) The 12 countries infected from Mexico used in the Monte
Carlo likelihood analysis. The color scale of the arrows from red to yellow indicates the
time ordering of the epidemic invasion. Panels (c), (d) and (e) show the daily incidence in
Lower South America, South Pacific and North America/Western Europe, respectively. The
shaded area indicates the 95% confidence interval (CI) of the peak time in the corresponding
geographical region. The median incidence profiles of selected countries are shown for the
two values defining the best-fit seasonality scaling factor interval.
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7.2.2 Long-term Predictions: model and parameters
We used the classic influenza-like illness compartmentalization in which each individual
is classified by a discrete state such as susceptible, latent, infectious symptomatic, infec-
tious asymptomatic or permanently recovered/removed (76; 160). The model therefore
assumes that the latent period is equivalent to the incubation period and that no sec-
ondary transmissions occur during the incubation period (see Figure (7.3) for a detailed
description of the compartmentalization). As we said all transitions are modeled through
binomial and multinomial processes to preserve the discrete and stochastic nature of the
processes. Asymptomatic individuals are considered as a fraction pa = 33% of the in-
fectious individuals (161) generated in the model and assumed to infect with a relative
infectiousness of rβ = 50% (157; 160; 162). Change in traveling behavior after the onset
of symptoms is modeled with the probability 1− pt, set to 50%, that individuals would
stop traveling when ill (160). The spreading rate of the disease is ultimately governed by
the basic reproduction number R0. Once the disease parameters and initial conditions
based on available data are defined, GLEaM allows the generation of stochastic realiza-
tions of the worldwide unfolding of the epidemic, with mobility processes entirely based
on real data. The model generates in silico epidemics for which we can gather infor-
mation such as prevalence, morbidity, number of secondary cases, number of imported
cases and other quantities for each subpopulation and with a time resolution of 1 day.
While global models are generally used to produce scenarios in which the basic disease
parameters are defined from the outset, here we use the model to provide a maximum
likelihood estimate of the transmission potential by finding the set of disease parameters
that best fit the data on the arrival time of cases in different countries worldwide. The
projections for the winter season in the northern hemisphere are also assuming that there
will be no mutation of the virus with respect to the spring/summer of 2009. Further-
more, while at the moment of our analysis the novel H1N1 influenza was accounting for
75% of the influenza cases worldwide, the model did not consider the cocirculation of
different influenza strains and cannot provide information on cocirculation data.
The initial conditions of the epidemic are defined by setting the onset of the outbreak
near La Gloria in Mexico on 18 February 2009, as reported by official sources (163) and
analogously to other works (157). We tested different localizations of the first cases in
census areas close to La Gloria without observing relevant variations with respect to the
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observed results. We also performed sensitivity analysis on the starting date by selecting
a seeding date anticipated or delayed by 1 week with respect to the date available in
official reports (163). The arrival time of infected individuals in the countries seeded
by Mexico is clearly a combination of the number of cases present in the originating
country (Mexico) and the mobility network, both within Mexico and connecting Mex-
ico with countries abroad. For this reason we integrated into our model the data on
Mexico-US border commuting (see Figure (7.6)-a), which could be relevant in defining
the importation of cases in the US, along with Mexican internal commuting patterns
that are responsible for the diffusion of the disease from rural areas as La Gloria to
transportation hubs such as Mexico City. In addition, we used a time-dependent modi-
fication of the reproductive number in Mexico as in (113) to model the control measures
implemented in the country starting 24 April and ending 10 May, as those might affect
the spread to other countries. In order to ascertain the effect of seasonality on the ob-
served pattern, we explored different seasonality schemes. The seasonality is modeled
by a standard forcing that rescales the value of the basic reproductive number into a
seasonally rescaled reproductive number, R(t), depending on time. The seasonal rescal-
ing is time and location dependent by means of a scaling multiplicative factor generated
by a sinusoidal function with a total period of 12 months oscillating in the range αmin
to αmax, with αmax = 1.1 days (sensitivity analysis in the range 1.0 to 1.1) and αmin
a free parameter to be estimated (154). The rescaling function is in opposition in the
Northern and Southern hemispheres. No rescaling is assumed in the Tropics. The value
of R0 reported in the tables and the definition of the baseline is the reference value in
the Tropics. In each subpopulation the R(t) relative to the corresponding geographical
location and time of the year is used in the simulations.
We have defined a Monte Carlo likelihood analysis for the assessment of the seasonal
transmission potential of the new A(H1N1) influenza based on the analysis of the chronol-
ogy of case detection in affected countries at the early stage of the epidemic. This method
allows the use of data coming from the border controls and the enhanced surveillance
aimed at detecting the first cases reaching uninfected countries. This data is, in princi-
ple, more reliable than the raw count of cases provided by countries during the evolution
of the epidemic. The procedure provided the necessary input to the large-scale computa-
tional model for the analysis of the unfolding of the pandemic. The seasonal transmission
potential of the H1N1 strain is assessed in a two-step process that first estimates the
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reproductive number in the Tropics region, where seasonality is assumed not to occur,
by focusing on the early international seeding by Mexico, and then estimates the degree
of seasonal dumping factor by examining a longer time period of international spread
to allow for seasonal changes. The estimation of the reproductive number is performed
through a maximum likelihood analysis of the model fitting the data of the early chronol-
ogy of the H1N1 epidemic. Given a set of values of the disease parameters, we produced
2 · 103 stochastic realizations of the pandemic evolution worldwide for each R0 value.
Our model explicitly takes into account the class of symptomatic and asymptomatic
individuals and allows the tracking of the importation of each symptomatic individual
and of the onset of symptoms of exposed individuals transitioning to the symptomatic
class, as observables of the simulations. This allows us to obtain numerically with a
Monte Carlo procedure the probability distribution Pi(ti) of the importation of the first
infected individual or the first occurrence of the onset of symptoms for an individual in
each country i at time ti. Asymptomatic individuals do not contribute to the definition
of ti. With the aim of working with conditional independent variables we restrict the
likelihood analysis to 12 countries seeded from Mexico (see Figure (7.6)-b) and for which
it is possible to know with good confidence the onset of symptoms and/or the arrival
date of the first detected case (see Table (7.3)). This allows us to define a likelihood
function:
L =
∏
i
Pi(t∗i ), (7.25)
where t∗i is the empirical arrival time from the H1N1 chronological history in each of the
selected countries. Maximizing this function, after fixing the values of the epidemiological
and seasonality parameters (, µ, αmin), we obtain an estimation of the basic reproduc-
tive number. This methodology assumes the prompt detection of symptomatic cases at
the very beginning of the outbreak in a given country, and for this reason we have also
provided a sensitivity analysis accounting for a late/missed detection of symptomatic
individuals as reported in the next section. The transmission potential is estimated as
the value of R0 that maximizes the likelihood function L, for a given set of values of the
disease parameters. In Table (7.5) we report the reference values assumed for some of the
model parameters and the range explored with the sensitivity analysis. So far there are
no precise clinical estimates of the basic model parameters  and µ defining the inverse
average exposed and infectious time durations (164; 165; 166). The generation interval
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Gt (167; 168) used in the literature is based on the early estimate of (157) and values
obtained for previous pandemic and seasonal influenza (151; 160; 161; 162; 169; 170),
with most studies focusing on values ranging from 2 to 4 days (157; 171; 172; 173). We
have therefore assumed a short exposed period value −1 = 1.1 as indicated by early
estimates (157) and compatible with recent studies on seasonal influenza (161; 174) and
performed a sensitivity analysis for values as large as −1 = 2.5 days. The maximum
likelihood procedure is performed by systematically exploring different values of the gen-
eration time aimed at providing a best estimate and confidence interval for Gt, along
with the estimation of the maximum likelihood value of R0.
The major problem in the case of projections on an extended time horizon is the sea-
sonality effect that in the long run is crucial in determining the peak of the epidemic. In
order to quantify the degree of seasonality observed in the current epidemic, we estimate
the minimum seasonality scaling factor αmin of the sinusoidal forcing by extending the
chronology under study and analyzing the whole data set composed of the arrival dates
of the first infected case in the 93 countries affected by the outbreak as of 18 June. We
studied the correlation between the simulated arrival time by country and its correspond-
ing empirical value, by measuring the regression coefficient between the two datasets.
Given the extended time frame under observation, the arrival times considered in this
case are expected to provide a signature of the presence of seasonality. They included the
seeding of new countries from outbreaks taking place in regions where seasonal effects
might occur, as for example in the US or in the UK. For the simulated arrival times we
have considered the median and 95% confidence interval (CI) emerging from the 2 · 103
stochastic runs. The regression coefficient is found to be sensitive to variations in the
seasonality scaling factor, allowing discrimination of the αmin value that best fits the
real epidemic. The full exploration of the phase space of epidemic parameters and sea-
sonality scenarios required data from 106 simulations; the equivalent of 2 million minutes
of PowerPC 970 2.5 GHz CPU time.
7.2.3 Results
Table (7.5) reports the results of the maximum likelihood procedure and of the correla-
tion analysis on the arrival times for the estimation of αmin. In the following we con-
sider as the baseline case the set of parameters defined by the best estimates: Gt = 3.6
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Country Onset of symptoms Flight arrival Confirmed on
United States March 28 (175) – April 21 (175)
Canada April 11 (176) April 8 (177) April 23 (178)
El Salvador – April 19 (179) May 3 (180)
United Kingdom April 24 (181) April 21 (182) April 27 (178)
Spain April 25 (183) April 22 (184) April 27 (178)
Cuba – April 25 (185) May 13 (178)
Costa Rica April 25 (186) April 25 (186) May 2 (178)
Netherlands – April 27 (187) April 30 (187)
Germany April 28 (188) – April 29 (178)
France – – May 1 (189)
Guatemala May 1 (190) – May 5 (191)
Colombia – – May 3 (192)
Table 7.3: The day of onset of symptoms, flight arrival and day of official confirmation of
the first confirmed case in 12 countries seeded by Mexico are reported.
days, µ−1 = 2.5 days, R0 = 1.75. The best estimates for Gt and R0 are higher than
those obtained in early findings but close to subsequent analysis on local outbreaks
(171; 172; 173). The R0 we report is the reference value for Mexico and the tropical
region, whereas in each country we have to consider the R(t) due to the seasonality
rescaling depending on the time of the year, as shown in Table (7.6). This might explain
the lower values found in some early analysis in the US. The transmission potential
emerging from our analysis is close to estimates for previous pandemics (131; 193). In
supplementary informations of the paper (16) we provide supplementary tables for the
full sensitivity analysis concerning the assumptions used in the model. Results show that
larger values of the generation interval provide increasing estimates for R0. Fixing the
latency period to −1 = 1.1 days and varying the mean infectious period in the plausible
range 1.1 to 4.0 days yields corresponding maximum likelihood estimates for R0 in the
range 1.4 to 2.1. Variations in the latency period from −1 = 1.1 to −1 = 2.5 days
provide corresponding best estimates for R0 in the range 1.9 to 2.3, if we assume an
infectious period of 3 days. We tested variations of the compartmental model parame-
ters pa, and pt up to 20% and explored the range rβ = 20% to 80%, and sensitivity on
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the value of the maximum seasonality scaling factor αmax in the range 1.0 to 1.1. The
obtained estimates lie within the confidence intervals of the best estimate values.
The empirical arrival time data used for the likelihood analysis are necessarily an over-
estimation of the actual date of the importation of cases as cases could go undetected.
If we assume a shift of 7 days earlier for all arrival times available from official reports,
the resulting maximum likelihood is increasing the best estimate for R0 to 1.87 (95% CI
1.73 to 2.01), as expected since earlier case importation necessitates a larger growth rate
of the epidemic. The official timeline used here therefore provides, all other parameters
being equal, a lower estimate of the transmission potential. We have also explored the
use of a subset of the 12 countries, always generating results within the confidence in-
terval of the best estimate.
The best estimates reported in Table (7.5) do not show any observable dependence on
the assumption about the seasonality scenario. The analysis is restricted to the first
countries seeded from Mexico to preserve the conditional independence of the variables
and it is natural to see the lack of any seasonal signature since these countries receive
the disease from a single country , mostly found in the tropical region where no seasonal
effects are expected.
In order to find the minimum seasonality scaling factor αmin that best fits the empirical
data, we performed a statistical correlation analysis of the arrival time of the infection
in the 93 countries infected as of 18 June. By considering a larger number of countries
and a longer period for the unfolding of the epidemic worldwide as seasons change, the
correlation analysis for the baseline scenario provides clear statistical indications for a
minimum rescaling factor in the interval 0.6 < αmin < 0.7. In the full range of epidemic
parameters explored, the correlation analysis yields values for αmin in the range 0.4 to
0.9. This evidence for a mild seasonality rescaling is consistent with the activity observed
in the months of June and July in Europe and the US where the epidemic progression
has not stopped and the number of cases keeps increasing considerably (see also Table
(7.6) for the corresponding values of R(t) in those regions during summer months).
This analysis allows us to provide a comparison with the epidemic activity observed and
an early assessment of the future unfolding of the epidemics. For each set of parameters
the model generates quantities of interest such as the profile of the epidemic behavior
in each subpopulation or the number of imported cases. Each simulation generates a
stochastic realization of the process and the curves are the statistical aggregate of at least
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2 · 103 realizations. In the following we report the median profiles and where indicated
the 95% CI. Results are in good agreement with the reported temporal evolution of the
epidemic and highlight a progressive decrease of the monitoring activity caused by the
increasing number of cases, as expected (158). The same information is also available
for each single subpopulation defined in the model. We have therefore tested the model
results in four territories of Australia. Interestingly, the model is able to recover the dif-
ferent timing observed in the four territories. In Figure (7.6)-c-d we report the predicted
baseline case profiles for countries in the Southern hemisphere. It is possible to observe
in the figure that in this case, the effect of seasonality is not discriminating between
different waves, as the short time interval from the start of the outbreak to the winter
season in the Southern hemisphere does not allow a large variation in the rescaling of
the transmissibility during these months. Therefore we predict a first wave that occurs
between August and September in phase with the seasonal influenza pattern, and inde-
pendently of the seasonality parameter αmin. The situation is expected to be different
in the Northern hemisphere where different seasonality parameters might progressively
shift the peak of the epidemic activity in the winter months. Figure (7.6)-e reports the
predicted daily incidence profiles for the Northern hemisphere and the 95% CI for the
activity peaks of the pandemic with the best-fit seasonality scenario (that is, the range
0.6 < αmin < 0.7). Table (7.7) reports the same information for different continental
areas. The general evidence clearly points to the occurrence of an autumn/winter wave
in the Northern hemisphere strikingly earlier than expected, with peak times ranging
from early October to the middle of November. The peak estimate for each geographical
area is obtained from the epidemic profile summing up all subpopulations belonging to
the region. The activity peak estimate for each single country can be noticeably different
from the overall estimate of the corresponding geographical region as more populated
areas may dominate the estimate for a given area. For instance Chile has a pandemic
activity peak in the interval 1 July - 6 August, one month earlier than the average peak
estimate for the Lower South America geographical area it belongs to. It is extremely
important to remark that in the whole phase space of parameters explored the peak time
for the epidemic activity in the Northern hemisphere lies in the range late September to
late November, thus suggesting that the early seasonal peak is a genuine feature induced
by the epidemic data available.
In Table (7.8) we report the new number of cases at the activity peak and the epidemic
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size as of 15 October for a selected number of countries. As shown by the results in
the table, in Figure (7.7), and in more details in another our paper (110), the massive
vaccination campaign was negligible as it was expected in case of an early peak scenario
predicted by our simulations, because most of the vaccine doses were not deployed before
November 2009 (see Table (7.4) for details). The timing of the epidemic activity is a key
aspect in the public health decision making. Our results were submitted for publication
in late July 2009. How good were they? This is an important questions to address, that
define the accurancy and validity of our model. We compared the simulated epidemic
timeline with the epidemiological data reported by the surveillance systems of several
countries worldwide. In Figure (7.7) shows the peak times of the simulated pandemic
runs, on a weekly basis, and the incidence peak weeks reported by the national surveil-
lance systems during the 2009 − 2010 Winter season, for 46 countries in the Northern
Hemisphere. To take into account the uncertainty related to the surveillance reporting
systems, we displayed the observed peak weeks as a color gradient, whose limits corre-
spond to the time interval where an incidence higher than 80% of the maximum incidence
was observed. In the Northern Hemisphere, most of the countries experienced a single
major pandemic wave during autumn. The predominant strain of the 2009− 2010 win-
ter season in all countries was the 2009 A(H1N1) pandemic strain, accounting for more
than 90% of all the influenza virus specimens analyzed worldwide (194). The influenza
activity peaked, during the October - December period, that is much earlier than the
usual timing of seasonal influenza, generally peaking between January and March. The
epidemic wave peaked first in North America, at the end of October, and later in Eu-
rope with a wide range of peak weeks, from late October in Iceland to late December in
Serbia. The observed peak weeks are in good agreement with the model results, as they
all lie within the 95% reference range of the simulations.
In order to assess the amount of pressure on the healthcare infrastructure, in Table
(7.9) we provide the expected number of hospitalizations at the epidemic peak according
to different hospitalization rate estimates. The assessment of the hospitalization rate is
very difficult as it depends on the ratio between the number of hospitalizations and the
actual number of infected people. As discussed previously, the number of confirmed cases
released by official agencies is always a crude underestimate of the actual number of in-
fected people. We consider three different methods along the lines of those developed for
the analysis of fatalities due to the new virus (195). The first assumes the average value
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Country Mass vaccination starting date Final population coverage
China September 14th, 2009 6%
Hungary October 1st, 2009 30%
United States October 5th, 2009 27%
Canada October 12th, 2009 45%
Italy October 12th, 2009 1.5%
Japan October 19th, 2009 17%
Israel October 19th, 2009 9%
France October 20th, 2009 9%
Sweden October 21st, 2009 60%
United Kingdom October 26th, 2009 8%
Germany October 26th, 2009 8%
Portugal October 26th, 2009 3%
Finland October 26th, 2009 50%
Austria October 26th, 2009 3.3%
Ireland October 31st, 2009 17%
Denmark November 2nd, 2009 6%
Turkey November 2nd, 2009 3%
Iceland November 2nd, 2009 40%
Belgium November 2nd, 2009 7.5%
Slovenia November 2nd, 2009 5%
Netherlands November 9th, 2009 25%
Switzerland November 15th, 2009 15%
Spain November 16th, 2009 4.5%
Greece November 16th, 2009 3%
Tunisia November 16th, 2009 2.6%
Czech Republic November 23rd, 2009 0.6%
Norway December 1st, 2009 45%
Table 7.4: Mass vaccinations in Northern Hemisphere countries during the 2009 - 2010
Winter season.
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Jun Jul Aug Sep Oct Nov Dec Jan FebMayApr
2009 2010
30 32 34 36 38 40 42 44 46 48 50 52 2 4 6 8 1020 22 24 26 2812 14 16 18
Surveillance: [0.8 - 1]*peak incidence
0.8 0.85 0.9 10.95
No Vaccines Scenario RR α = 0.6 - 0.7
No Vaccines Scenario RR α = 0.65 
Vaccines Scenario RR α = 0.6−0.7
Vaccines Scenario RR α = 0.65 
USA 5
Canada 5
Belgium1
Germany 2
Italy 1
Spain 1
Bulgaria 2
Czech Republic 1
Denmark1
Greece 1
Finland 4
Iceland 1
Lithuania 1
Netherlands 1
Norway1
Poland1
Portugal 1
Slovakia 1
Sweden 1
France 1
Austria 2
Slovenia 1
Ireland 1
Hungary 1
Estonia 1
Latvia 1
Switzerland 1
1
Albania 2
Romania 1
Turkey 1
Ukraine 2
Serbia 1
Croatia 1
Moldova
United Kingdom 1
Japan 6
Mainland China 5
South Korea 5
Russian Federation 2
Mongolia 1
Uzbekistan 1
Kyrgyzstan 2
Georgia 1
Morocco 1
Oman 3
Israel 1
1 ILI incidence
2 ARI incidence
3 # ILI cases
4 # H1N1 confirmed cases
5 ILI consultation rate
6 ILI patients per sentinel
North America
Europe
Asia
Middle East -North Africa
Figure 7.7: Comparison between real data and simulations with and without vaccinations
and different values of αmin in 46 countries.
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of hospitalization observed during the regular seasonal influenza season. The second is
a multiplier method in which the hospitalization rate is obtained as the ratio between
the WHO number of confirmed hospitalizations and the cases confirmed by the WHO
multiplied by a factor 10 to 30 to account for underreporting. The third method is given
by the ratio of the total number of confirmed hospitalizations and the total number of
confirmed cases. This number is surely a gross overestimation of the hospitalization rate
(195; 196). It has to be noted that hospitalizations are often related to existing health
conditions, age and other risk factors. This implies that hospitalizations will likely not
affect the population homogenously, a factor that we cannot consider in our model.
The number of hospitalized at peak times in the selected countries range between 2
and 40 per 100.000 persons, for a hospitalization rate typical of seasonal influenza and
for an assumed 1% rate, respectively, yielding a quantitative indication of the potential
burden that the health care systems will likely face at the peak of the epidemic activ-
ity in the next few months. It is worth noting that the present analysis considers a
worst-case scenario in which no effective containment measures are introduced. This is
surely not the case in that pandemic plans and mitigation strategies are considered at
the national and international level. Guidelines aimed at increasing social distancing
and the isolation of cases will be crucial in trying to mitigate and delay the spread in
the community, thus reducing the overwhelming requests on the hospital systems. Most
importantly, the mass vaccination of a large fraction of the population would strongly
alter the presented picture. By contrast, any mass vaccination started before the middle
of October as shown in Table (7.4). As we said the early activity peak of the pandemic
in October/November reduced a lot the effectiveness of vaccination program that took
place too late with respect to the pandemic wave in the Northern hemisphere. In this
case it is natural to imagine the use of other mitigation strategies aimed at delaying the
activity peak so that the maximum benefit can be gained with the vaccination program.
As an example, we studied the implementation of systematic antiviral (AV) treatment
and its effect in delaying the activity peak (145; 160; 162; 169; 197; 198; 199; 200).
The resulting effects are clearly country specific in that each country will experience a
different timing for the epidemic peak (with a local transmissibility increasing in value as
we approach the winter months) and will count on antiviral stockpiles of different sizes.
Here we consider the implementation of the AV treatment in all countries in the world
that have drugs stockpiles available (source data from (201; 202) and national agencies),
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Best
Parameter Estimate 95% CI Description
R0 1.75 1.64 to 1.88 Basic reproduction number
Gt 3.6 2.2 to 5.1 Mean generation time (days)
µ−1 2.5 1.1 to 4.0 Mean infectious period (days)
αmin 0.65 0.6 to 0.7 Winter minimal seasonality rescaling
Assumed Best Sensitivity analysis
values Estimate range Description
−1 1.1 1.1 to 2.5 Mean exposed period (days)
αmax 1.1 1.0 to 1.1 Summer maximum seasonality rescaling
Table 7.5: Best Estimates of the epidemiological parameters. Estimates from the Monte
Carlo likelihood analyses for various values of the parameter space explored. The confidence
interval is determined by the likelihood procedure.
until the exhaustion of their stockpiles (151). We have modeled this mitigation policy
with a conservative therapeutic successful use of drugs for 30% of symptomatic infec-
tious individuals. The efficacy of the AV is accounted in the model by a 62% reduction
in the transmissibility of the disease of an infected person under AV treatment when
AV drugs are administered in a timely fashion (160; 162). We assume that the drugs
are administered within 1 day of the onset of symptoms. We also consider that the AV
treatment reduces the infectious period by 1 day (160; 162). In Figure (7.8) we show
the delay obtained with the implementation of the AV treatment protocol in a subset of
countries with available stockpiles. As an example, we also show the incidence profiles
for the cases of Spain and Germany, where it is possible to achieve a delay of about 4
weeks with the use of 5 million and 10 million courses of AV, respectively. The results
of this mitigation might be extremely valuable in providing the necessary time for the
implementation of the mass vaccination program.
7.2.4 Estimating the initial number of cases in Mexico
By using GLEaM it is possible to provide a model estimate of the number of imported
cases arriving from Mexico to a set of selected countries. The estimated 99% reference
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Figure 7.8: Delay effect induced by the use of antiviral drugs for treatment with 30% case
detection and drug administration. (a) Peak times of the epidemic activity in the worst-case
scenario (black) and in the scenario where antiviral treatment is considered (red), for a set
of countries in the Northern hemisphere. The intervals correspond to the 95% confidence
interval (CI)of the peak time for the two values defining the best-fit seasonality scaling factor
interval. (b,c) Incidence profiles for Spain and Germany in the worst-case scenario (black)
and in the scenario where antiviral treatment is considered (red). Results are shown for
αmin = 0.6 only, for the sake of visualization. A delay of about 4 weeks results from the
implemented mitigation
Month R(t) in Northern hemisphere
May 1.19 to 1.49
June 1.07 to 1.33
July 1.05 to 1.24
August 1.07 to 1.33
September 1.19 to 1.49
Table 7.6: Seasonality time-dependent reproduction number in the Northern hemisphere.
The values of R(t) for the Northern hemisphere correspond to the rescaling of the maximum
likelihood value of R0 in Mexico and in the Tropical regions (R0 = 1.75) and the best
values for the seasonality rescaling factor, 0.6 < αmin < 0.7. The parameter αmin indicates
the minimum value of the seasonal rescaling of R0 induced by the sinusoidal forcing in the
Northern hemisphere (154).
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Region Estimated activity peak time
North America 25 September to 9 November
Western Europe 14 October to 21 November
Lower South America 30 July to 6 September
South Pacific 28 July to 17 September
Table 7.7: Peak times. The table reports the 95% confidence interval (CI) for the pan-
demic activity peak time for geographical areas in the Northern and Southern hemispheres
estimated for the best-fit seasonality scaling interval, 0.6 < αmin < 0.7, and for the maxi-
mum likelihood value of R0 found for the baseline parameters, R0 = 1.75. The confidence
interval is obtained from the set of numerical observations of the peak time in a given region
obtained from the 2 · 103 stochastic runs of the model. In all cases we obtain activity peak
time intervals close to those reported for the baseline scenario.
New daily Epidemic Size
New daily cases cases at the at 15 October
at the peak time peak time (% of population)
Country Peak Time (thousands) (% of population) αmin0.6 αmin0.7
United States 24 Sep to 9 Nov 2,983 to 3,302 1.06 to 1.17 4.99 to 7.38 23.76 to 29.96
Canada 4 Oct to 14 Nov 331 to 373 1.04 to 1.17 2.28 to 4.56 16.90 to 27.41
United Kingdom 9 Oct to 18 Nov 723 to 813 1.21 to 1.36 1.77 to 4.45 11.11 to 27.29
France 12 Oct to 21 Nov 725 to 792 1.26 to 1.38 1.83 to 3.87 10.86 to 26.40
Germany 11 Oct to 20 Nov 1,162 to 1,291 1.43 to 1.59 1.02 to 2.41 8.57 to 26.25
Italy 17 Oct to 23 Nov 793 to 867 1.39 to 1.52 0.93 to 2.20 6.71 to 22.13
Spain 8 Oct to 19 Nov 492 to 536 1.23 to 1.34 2.39 to 3.70 13.26 to 27.95
China 8 Nov to 11 Dec 14,077 to 16,207 1.16 to 1.34 0.65 to 5.34 1.51 to 9.49
Japan 13 Oct to 16 Nov 1,539 to 1,822 1.21 to 1.43 1.47 to 4.86 5.84 to 24.65
Table 7.8: Peak times of the epidemic activity, daily new number of cases predicted at
peak time and % of the population, and epidemic size on 15 October are shown. Intervals
refer to the 95% confidence interval (CI). After 1 year from the start of the epidemic the
percentage of total population infected is close to 45% with small differences of the order of
5% across different countries.
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Seasonal influenza Multiplier method WHO confirmed cases
HR:0.08% HR:0.3% HR:1% HR:10%
USA 2.21 8.28 27.58 275.84
Canada 2.18 8.17 27.22 272.23
UK 2.52 9.45 31.52 315.15
France 2.61 9.79 32.64 326.40
Germany 2.98 11.17 37.22 372.18
Italy 72.87 10.76 35.87 358.67
Spain 2.54 9.54 31.81 318.12
China 2.48 9.32 31.05 310.50
Japan 2.59 9.70 32.32 323.19
Table 7.9: Number of hospitalizations per 100,000 persons at the activity peak in several
countries. The estimates are obtained by considering three methods. The first assumes the
average hospitalization rate (HR) observed during the seasonal influenza season. The second
is a simple multiplier method in which the HR is obtained as the ratio between the World
Health organization (WHO) number of confirmed hospitalizations and the cases confirmed
by the WHO multiplied by a factor 10 to 30 to account for underreporting. The third
method is simply the ratio of the total number of confirmed hospitalizations and the total
number of confirmed cases.
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range is shown in Table (7.10). The dates and target countries are chosen to facilitate
the comparison with the numbers found in the literature (203; 204; 205; 206). The num-
bers shown in the Table refer to the importation of infected/exposed individual traveling
from Mexico in one of the listed countries as of the date of May the 8th. Only 2/3 of
the exposed travelers are then considered in the cumulative number of cases as only this
fraction will eventually develop symptoms, according to the model assumptions. The
numbers of imported cases to each country are typically small, and as such prone to large
stochastic fluctuations. However the surveillance values are all within the 99% reference
ranges of the 2 · 103 realizations of our model. We provided in Ref. (16) a full sensitivity
analysis of the results but we observe very small variations with respect to the presented
results in the range of parameters explored. This is because any Maximum Likelihood
Estimate (MLE) for R0 and generation interval tend to optimize the growth rate with
respect to the epidemic timeline thus producing very similar results in the early spread-
ing of the epidemic. We have also considered that in the US the travel history is known
only for 50% of the confirmed cases. The simple extrapolation that provides a twofold
estimate of imported cases (in brackets in Table (7.10)) is however still compatible with
the reference range of our stochastic simulations.
Table (7.11) shows GLEaM predictions for the size of the epidemic in Mexico on April
30th and compare the results with the estimations of Refs. (157) and (203). We provide
the 95% reference range over 2103 realizations. The obtained range includes the lower
bound estimate of Ref. (203). Our median value for the number of asymptomatic cases
is 734.000 that is again compatible with the range of values reported in Ref.(203). While
the estimates presented in Refs. (157) and (203) are based on a homogeneous mixing
approach within the entire Mexico, the approach used here is a spatially structured
model that just in Mexico counts 65 different census areas. These census areas are not
equally connected internationally and between them. The number of cases relevant for
the international spread of infected individuals are mostly in census areas close to inter-
national transportation hubs. Poorly connected regions of Mexico on the other hand,
while experiencing a considerable number of cases, would contribute only marginally to
the International spread of cases. This observation readily explains why single popula-
tion calculations that match the detection of imported cases with the local prevalence
are necessarily underestimating the latter quantity.
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Number imported cases
(May 8th) USA UK France Germany Brazil
Simulation Results 0 - 534 0 - 44 0 - 62 0 - 55 0 - 45
Surveillance data 85 (170) 17 11 9 3
Table 7.10: Cumulative number of imported cases from Mexico shown as the 99% reference
range over 2·103 realizations on May 8 for a few countries. The simulations are obtained with
the best estimate parameters of the baseline case of Ref. (16) and R0=1.75 [95%CI 1.64 to
1.88]. The number of imported infected individuals and of independent clusters correspond
to the data given in Ref. (203) for US, and UK and the values in (205) for France, in (204)
for Germany and in (206) for Brazil. No data was available to assess the possible presence
of clusters in Germany and France. In the USA we report in parentheses the revised number
considering the rate of unknown travel history in confirmed cases.
While GLEaM takes into account a higher level of geographical organization than previ-
ous approaches, its estimates still contain a number of assumptions and approximations.
The contagion within each census area is approximated by means of a homogeneous
mixing process. Once a person arrives at a census area by plane, he/she comes inte-
grated into the local population. This implies that, as in (203), the travelers and the
local population are equally exposed to the disease. Finally, the model considers each
individual as independent and the possibility of cluster cases is not considered. Despite
these shortcomings and other necessary uncertainties, GLEaM predictions might provide
additional information for a better understanding of the early evolution of the present
pandemic. Despite the different approximations used here and in Ref.(203), both ap-
proaches are providing support to the possibility of a reporting ratio of infected cases
in Mexico as low as 1 in 100, in agreement with prior estimates (113). This finding is
important when evaluating the massive amount of data which are now being collected in
a large number of countries around the world. We can easily imagine that the reporting
rate as well as any estimate of the cumulative attack rate in most of the countries could
be easily underestimated by orders of magnitude.
7.2.5 Modeling the critical care demand and antibiotics resources
We model the administration of vaccines through a dynamic vaccination campaign with
a uniform daily rate rv of distribution to the population in countries where doses are
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Number of symptomatic cases
in Mexico (Apr. the 30th)
Simulation Results [121,000 - 1,394,000]
Lower bound range of Ref. (203) 113,000-375,000
Estimate of Ref. (157) 2,000 - 280,000
Mexican official report (207) (confirmed cases) 3,350
Table 7.11: Predictions of GLEaM for the size of the epidemic in Mexico on April 30
in thousands of cases and comparison with other approaches and with empirical data. The
simulations are obtained with the best estimate parameters of the baseline case of Ref. (16)
and show the 95% reference range over 2103 stochastic realizations. The results are compared
with the lower bound estimate range in (203), the estimate provided in Ref. (157) and the
number of confirmed cases given by official reports. The interval provided for Ref.(157)
is obtained by merging the results reported in the paper under different assumptions and
including the 95% CI.
available, till their exhaustion. We explore two values for the daily distributions rate,
rv = 0.1% consistent with the current availability of doses and distribution in several
countries, and rv = 1% based on the distribution policies planned during Summer 2009
on the timing of vaccine development and testing (110). We assume the administration
of a single dose of vaccine, providing protection with a delay of 2 weeks. A full descrip-
tion of the vaccination implementation and sensitivity analysis is reported in Ref. (110).
Following the estimates of the severity of H1N1 pandemic, we assume a complication
rate of 15% of clinical cases (208), a hospitalization rate of 0.5% of clinical cases (209),
and an ICU admission rate of 15% of hospitalized patients (210). We model influenza-
related pneumonia as a complication associated to influenza infection, considering two
main types of pneumonia: primary viral pneumonia and secondary bacterial pneumonia.
While bacterial coinfection was shown to be the predominant cause of death in previous
influenza pandemics (211), its presence in the severe cases analyzed since the start of
the outbreak range from almost no evidence in the early reviews (212; 213; 214), to
about 10% (215), 33% or larger proportions (216; 217) of the cases presenting influenza-
associated complications. These fluctuations in the role of bacterial pneumonia might
be due to the difficulty of testing for specific bacterial diagnosis, or to the use of antibi-
otics prior to routine clinical tests. Given the uncertainty on the cause of pneumonia
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at this stage of the epidemic evolution, we assume a proportion of bacterial pneumo-
nia in cases showing complications in the range of α = 33 − 50%, with a sensitivity
exploring a 10% proportion. Under pandemic conditions, it is assumed that very small
differences will be implemented in the management and treatment of the patients with
either types of pneumonia, as the diagnosis of influenza-associated complications will
be mostly based on clinical findings and most prescribing will be empirical, based on
both antibacterial therapy and antiviral medications (218). Multiple subsequent stages
of pneumonia course are modeled according to the CURB-65 classification score (219)
as reported in Table (7.12), and different progressions are assumed to take into account
both viral and bacterial pneumonia (see Figure (7.9)). It is also worth remarking that
the model does not consider social structure in the subpopulations, therefore the effect
of prioritized distribution of vaccines to individuals belonging to risk groups in reducing
the number of hospitalizations and deaths is not considered here. These assumptions
represent a necessary trade-off for the computational efficiency of the model that allows
to perform parameter estimations fitting the worldwide pattern of the pandemic (16),
explore several scenarios under different conditions, and perform sensitivity analysis on
the assumptions. Once the disease parameters and initial conditions are defined, GLEaM
generates in-silico epidemics for which we can gather information such as incidence and
prevalence of all stages considered in the compartmentalization, for each subpopulation
in the world and with a time resolution of one day. All results shown in the following
sections are obtained from the statistics based on at least 2 · 103 stochastic runs of the
model.
Based on the available knowledge of complication, hospitalization and ICU rates, and
the relative proportion of bacterial vs. viral pneumonia, the simulation results allow the
measure of the predicted need of beds in intensive care units, and provide estimates of
the corresponding courses of antibiotics needed. Figure (7.10) shows the time evolution
of the predicted prevalence of ICU occupancy for a given set of countries. In the base-
line case, when no intervention is implemented, the ICU prevalence peak ranges between
approximately 5 and 7 ICU beds per 105 people. These values are well below the na-
tional average capacity of some countries, such as e.g. the United States with a total
of about 20 ICU beds per 105 (220) and Germany with an average of approximately
28 ICU beds per 105 (221). The predicted need is slightly lowered if a 0.1% dynamic
vaccination is considered, and would be reduced to values in the range of 3.6 to 4.8 ICU
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beds per 100,000 if we assume rv = 1%, below the national average number of ICU beds
of many European countries (222). While the predicted ICU beds needs are averaged
at the country level to conform with the capacity data, it is however important to note
that the impact and the potential occurrence of critical situations strongly depends on
the geographic distribution of the critical care resources, with areas that might have ac-
cess to a larger number of intensive care units than others (see for example Ref. (223)).
Moreover, a direct comparison between the simulated demand and critical care availabil-
ity is made difficult by the lack of a standard definition for intensive care unit beds, and
the large variations observed in both numbers of beds and volume of admission between
countries in North America and Western Europe (222).
The results shown in Figure (7.10) are based on an average ICU length of staying equal
to LICU = 7 days. Since there is a large variation in this parameter, with cohort studies
showing median duration of 7 days and interquartile range up to approximately 2 weeks
(217), we also explored the effect of considering longer lengths of staying, LICU = 10
and LICU = 14 days. The longer bed occupancy would inevitably lead to an increase in
the need of ICU beds at peak, in the range of approximately 9 to 12 per 100,000 persons
in the case of 14 days of average ICU duration (see Table (7.12)).
Table (7.14) reports the number of antibiotics courses needed daily at the peak of the
requests, and the total size predicted to be used at the end of the pandemic wave, based
on the empirical guidelines of the British Thoracic Society (219; 224) and broken down
by the stage of severity of pneumonia. A single course of antibiotics is defined as the
combination of antimicrobial drugs considered in the treatment regimen for the sug-
gested duration (see Table (7.12)). In the case of non severe pneumonia, the predicted
need for antibiotics at peak usage is in the range of [150− 230] courses per 100,000 with
variations depending on the country under study, under the assumption that no inter-
vention is considered. The total size of antibiotics courses predicted to be used in the
current Fall 2009 pandemic is in the range of [6, 337 − 7, 149] per 100,000, which needs
to be compared with the available stockpiles of antibiotics courses to cover high-risk
groups. Many countries however do not possess nation-wide antibiotic supplies, and the
estimates contained in Table (7.14) can therefore be considered as guidelines to assess
the expected needs during the remaining evolution of the pandemic wave with respect
to the present usage pattern and available resources.
Along with anecdotal reports indicating ICUs being overwhelmed by the sudden surge
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of H1N1 cases with severe complications (224), studies on the Winter experience in the
Southern Hemisphere during the H1N1 pandemic wave confirm a substantial impact on
ICUs, with the maximum number of ICU beds occupied by region in Australia and New
Zealand ranging between 0.63 and 1.1 per 100,000 inhabitants (217). These values are
smaller than the ICU demands predicted for the Fall wave in the Northern Hemisphere.
It is important to note, however, that the used model does not take into account the
population structure (age dependent attack rates), risk groups and prior immunity thus
likely overestimating the global attack rate of the pandemic. Furthermore we do not
include in the model mitigation factors (e.g. social distancing, targeted school closures,
etc.) that might have contributed to the reduction of the overall burden on the critical
care facilities in the Southern Hemisphere; a similar reduction on burden could also be
seen in the Northern Hemisphere.
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Severity of complications Assessment Recommended ac-
tion/compart.
Average duration
non-severe pneumonia CURB-65=0-2 home treatment or
supervised outpatient
treatmen
3.5 days (212)
severe pneumonia
CURB-65=3
or presence of
bilateral lung in-
filtrates on chest
x ray
hospital ward 1.5 days to ICU admis-
sion (hospital ward 1), 5
days to recovery (hospi-
tal ward 2) (215)
CURB-65=4-5 or
bilateral chest x
ray changes
ICU 7, 10, 14 days (215; 217)
Table 7.12: Severity assessment, recommended action, and estimated durations assumed
in the model. We refer to CURB-65 score as the method used to determine the management
of influenza-related complications in patients admitted to hospital (219). CURB-65 score
is calculated by assigning one point for each of the following: Confusion (mental test score
of ≤ 8, or new disorientation in person, place or time),Urea > 7 mmol/l, Respiratory rate
≥ 30/min, Blood pressure (SBP< 90 mmHg or DBP≤ 60 mmHg), Age ≥ 65 years. Three
subsequent stages are defined to model complications, based on the recommended action.
Patients with bilateral lung infiltrates on chest radiography consistent with viral pneumonia
are assumed to be managed as severe pneumonia, regardless of CURB-65 score (219). The
preferred empirical antibiotic regimens for treatment of patients in each stage are based on
the guidelines issued by the British Thoracic Society (219; 224). Patients in home treatment
and hospital ward are assumed to take co-amoxiclav 625 mg tds PO or doxycycline 200 mg
stat and 100 mg od PO for 7 days, and patients in ICU are assumed to take co-amoxiclav 1.2
g tds IV or cefuroxime 1.5 g tds IV or cefotaxime 1g tds IV plus Macrolide (erythromycin
500 mg qds IV or clarithromycin 500 mg bd IV) for 10 days. All patients at all stages of
severity of complications are also expected to receive antivirals, with a dosage of 2 tablets
per day.
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Figure 7.9: Diagram flow of the transmission model. A susceptible individual interacting
with an infectious person may contract the illness and enter the latent compartment where
he is infected but not yet infectious. At the end of the latency period, each latent individual
becomes infectious entering the symptomatic compartment with probability (1− pa) or be-
coming asymptomatic with probability pa. Asymptomatic individuals infect with a reduced
transmission rate. A fraction (1 − pt) of the symptomatic individuals would stop traveling
when ill. A full description of the parameter values is reported in Ref. (21). If vaccines are
available, a fraction equal to rv of the susceptible population enters the susceptible vacci-
nated compartment each day. A similar progression to the baseline compartmentalization
is considered if infection occurs (see Ref. (110)). The model assumes that infectious indi-
viduals might develop complications with a rapid progression to severe conditions requiring
hospitalization or ICU admission (i.e. second and third stage of the complications tree, re-
spectively), or home treatment (i.e. first stage) with pneumonia symptoms appearing during
the early convalescent period of the influenza infection (219). The compartments ’hospital
ward 1’ and ’hospital ward 2’ refer to different lengths of staying of the patient in the hospital
ward (see Table (7.12)), depending on subsequent worsening of symptoms or direct recovery,
respectively. Progressions from one stage to the others is modeled according to the average
length of staying in each compartment as obtained from clinical studies (215; 217) (see also
Table (7.12)) and based on the available estimates of complication, hospitalization and ICU
admission rates (208; 209; 210). 168
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Figure 7.10: Time evolution of the ICU occupancy in a set of countries. ICU occupancy
measures the predicted need of ICU beds per 100,000 persons. Results for the United States,
France, Germany, and Spain are shown. The three profiles per each country refer to the
predicted ICU occupancy in the baseline case when no intervention is implemented, and in
case dynamic vaccination campaigns with distribution rates rv = 0.1% and rv = 1% are
considered. Solid curves correspond to the median profiles and the shaded areas to the
95% reference range obtained from 2,000 stochastic simulations. The average ICU length of
staying is assumed equal to 7 days (217).
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ICU occupancy at peak (per 100,000)
Country Baseline Vaccination campaigns
0.1% 1%
7 days 10 days 14 days 7 days 10 days 14 days 7 days 10 days 14 days
US [5.0-5.6] [6.8-7.5] [8.7-9.7] 5.0-5.5] [6.7-7.3] [8.6-9.4] [4.5-4.6] [5.9-6.2] [7.6-7.9]
UK [5.7-6.5] [7.6-8.6] [9.9-11.0] [5.5-6.2] [7.4-8.2] [9.6-10.5] [3.9-4.6] [5.2-6.1] [6.7-7.7]
Canada [5.0-5.7] [6.7-7.6] [8.7-9.9] [4.8-5.5] [6.5-7.3] [8.5-9.5] [3.8-4.4] [5.1-5.8] [6.5-7.3]
France [5.9-6.6] [7.9-8.7] [10.2-11.2] [5.7-6.2] [7.6-8.3] [9.8-10.6] [3.6-4.4] [4.9-5.9] [6.3-7.4]
Italy [6.5-7.1] [8.6-9.4] [11.0-12.0] [6.2-6.7] [8.2-8.9] [10.5-11.3] [3.6-4.5] [4.8-5.9] [6.1-7.4]
Spain [5.8-6.4] [7.8-8.6] [10.0-11.0] [5.6-6.1] [7.5-8.2] [9.6-10.5] [3.8-4.5] [5.1-5.9] [6.5-7.5]
Germany [6.6-7.3] [8.8-9.7] [11.2-12.2] [6.4-7.0] [8.5-9.2] [10.8-11.6] [4.0-4.8] [5.4-6.4] [6.8-8.0]
Table 7.13: Predicted need of ICU beds in the baseline case scenario and in the case of
vaccination campaigns. The 95% reference range (RR) of the daily number of occupied ICU
beds per 100,000 is reported at its peak for several countries in the Northern Hemisphere.
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Antibiotic usage – baseline
Country Daily administered AB
courses at peak (per
100,000)
Total administered AB courses at the
end of pandemic wave (per 100,000)
Pneumonia
stage I
Pneumonia
stage II
Pneumonia
stage III
Pneumonia
stage I
Pneumonia
stage II
Pneumonia
stage III
US [152-171] [4.4-4.9] [0.8-0.9] [6,196-6,455] [183-191] [31.7-33.0]
UK [176-197] [5.1-5.8] [0.9-1.1] [6,529-6,845] [193-203] [33.3-35.1]
Canada [150-170] [4.4-5.0] [0.8-1.0] [6,508-6,755] [192-200] [33.0-34.8]
France [184-201] [5.3-5.9] [1.0-1.1] [6,611-6,906] [195-204] [33.7-35.4]
Italy [202-221] [5.8-6.4] [1.1-1.2] [6,758-6,981] [200-206] [34.4-35.8]
Spain [178-195] [5.2-5.7] [0.9-1.1] [6,584-6,815] [194-202] [33.4-35.1]
Germany [208-230] [5.9-6.6] [1.1-1.2] [6,739-6,990] [199-207] [34.4-35.8]
Antibiotic usage – vaccination with rv = 0.1%
Daily administered AB courses at
peak (per 100,000)
Total administered AB courses at the
end of pandemic wave (per 100,000)
Pneumonia
stage I
Pneumonia
stage II
Pneumonia
stage III
Pneumonia
stage I
Pneumonia
stage II
Pneumonia
stage III
US [151-166] [4.4-4.8] [0.8-0.9] [6,005-6,220] [177-184] [30.7-31.9]
UK [170-186] [4.9-5.4] [0.9-1.0] [6,297-6,540] [186-193] [32.1-33.6]
Canada [147-164] [4.3-4.9] [0.8-0.9] [6,278-6,457] [185-191] [31.8-33.3]
France [176-188] [5.1-5.5] [0.9-1.0] [6,357-6,585] [188-195] [32.3-33.8]
Italy [191-206] [5.5-6.0] [1.0-1.1] [6,481-6,633] [191-196] [32.9-34.1]
Spain [171-185] [5.0-5.4] [0.9-1.0] [6,335-6,511] [187-193] [32.1-33.6]
Germany [200-216] [5.7-6.2] [1.0-1.2] [6,476-6,654] [191-197] [33.0-34.2]
Antibiotic usage – vaccination with rv = 1%
Daily administered AB courses at
peak (per 100,000)
Total administered AB courses at the
end of pandemic wave (per 100,000)
Pneumonia
stage I
Pneumonia
stage II
Pneumonia
stage III
Pneumonia
stage I
Pneumonia
stage II
Pneumonia
stage III
US [140-144] [4.0-4.1] [0.7-0.8] [4,801-4,862] [142-144] [24.5-25.0]
UK [120-140] [3.5-4.1] [0.6-0.8] [4,452-4,762] [131-141] [22.7-24.5]
Canada [121-133] [3.5-3.9] [0.6-0.8] [4,517-4,732] [133-140] [22.9-24.4]
France [110-136] [3.2-4.0] [0.6-0.7] [4,390-4,682] [130-139] [22.4-24.0]
Italy [110-136] [3.2-4.0] [0.6-0.7] [4,230-4,539] [125-134] [21.5-23.3]
Spain [116-137] [3.4-4.0] [0.6-0.8] [4,429-4,652] [131-137] [22.5-24.0]
Germany [126-150] [3.6-4.3] [0.7-0.8] [4,311-4,655] [127-138] [22.0-23.9]
Table 7.14: Predicted usage pattern of antibiotics in the baseline case scenario and in the
case of vaccination campaigns. The 95% RR of the daily number of administered antibiotics
courses per 100,000 at its peak is reported, along with the total amount predicted to be
administered by the end of the pandemic wave. Results are shown for several countries in the
Northern Hemisphere, broken down for different stages of influenza-associated complications.
Pneumonia stages I, II and III corresponds to home-treatment (or supervised outpatient
treatment), hospital wards and ICU, respectively (see Figure (7.9) and Table (7.12)).
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172
8Conclusion
Dissertations are not finished;
they are abandoned.
F. Brooks
In this work we presented the framework of Reaction-Diffusion models on complex
network topologies. Within this general approach different problems such as the impor-
tance of nodes in the WWW or the spreading of infectious diseases can be analyzed and
discussed. We proposed a theoretical modelization of these processes giving new results
and interpretations based on it. A description of the analytical treatment of each process
has been given, as well as a detailed discussion of the numerical procedures which have
been used.
In the first part of this thesis we tackle the problem of how to evaluate the importance
of nodes in complex networks. One of the main feature of these systems is the absence of
a characteristic scale in many topological properties. Not all the nodes are the same, to
sort out their differences has become a relevant problem in different fields ranging from
biology to data retrieval. We discuss this problem as a diffusive process in which the
importance of a node is passed from one node to the other nodes that are linked to it. In
this way one is able to take into account in a very efficient way the entire topology of a
complex network and not just local, possibly misleading, quantities. We have studied the
most important centrality measures based on properties of graph matrices: PageRank,
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Eigenvector centrality, and the hub and authority scores of HITS. All these measures
deduce the importance of a node in a self-consistent way from the importance of its
nearest neighbors and, in the case of the HITS scores, of its next-to-nearest neighbors.
Resuming some recent results on PageRank distributions on particular types of tree-like
graphs we studied for the first time the extension of PageRank to the case of undirected
networks, finding that the reduced PageRank of a node is proportional to its degree,
for large degrees, for any graph and value of damping factor q. Similarly, the reduced
α-centrality of a node is also proportional to its degree, for large degrees, on any graph.
Within the same type of argument it is possible to show that the authority score of a
node is proportional to its indegree, for large indegrees, when the outdegrees of all nodes
are (approximately) the same. There are often strong relations between our centrality
measured and (in)degree: some relations apply only to particular graphs and/or limits,
others are more general. Our new findings imply that the measures are often strongly
correlated with each other. We have indeed seen that the rankings of nodes according
to the centrality measures we have considered are quite close to each other for indegree,
PageRank, Eigenvector centrality and authority score on graphs built with the prescrip-
tion of Dorogovtsev, Mendes and Samukhin. We have shown that these graphs have
special properties, and that some measures may be correlated to each other. Instead,
on real graphs, like the networks of political blogs and the sample of the Web graph we
have considered, the structure is less regular and the measures are far less correlated to
each other, as confirmed by the small values of the Kendall’s τ for each pair of centrality
measures. This means that, in spite of their similarities, spectral centrality measures
look at nodes from different perspectives, thus giving different, and complementary, in-
formation about their importance. Also the scores computed from spectral centrality
measures can complement the information about node’s centrality derived from more
traditional measures like node betweenness. This is especially important for directed
graphs, where a variety of insights in interpreting network theory, for examples locating
“repulsive” regions in a Web and relating hub formation to Anderson-like localizations,
allowed us to define a new method to evaluate PageRank in a fast way.
The second part of this thesis has been devoted to the study of the spreading of in-
fectious diseases. We presented a new theoretical approach, within a single population,
to model behavioral changes that might be experienced during a severe outbreak. This
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is still an open issue in epidemiology. We proposed a new model, fear model, to describe
different mechanisms that people might use to react during a deadly epidemic disease.
This part has been mainly a theoretical effort and it contains a detailed description of
all the thrilling features such as: second peaks in the incidence curves and first order
phase transitions related to endemic state of altered behaviors. The presence of a phase
space in which two peaks are allowed is a very important feature not present in the basic
epidemic models. In the historical data of the Spanish Flu of 1918 is clear how in many
American cities two peaks has been experienced. Recently the presence of two peaks has
been correlated to behavioral changes due by the severity of the epidemic. The endemic
state of fear associated to a first order phase transition is an extremely important prop-
erty of the model that clearly shows nontrivial dynamics in its phase space. We proved
how it reduces the impact of a second epidemic on the populations.
Following this line of argument a general framework of metapopulation models has been
introduced. In these models populations are nodes of a network. They represent cities
with a local population connected with other cities through mobility of individuals. This
multi-scale approaches explicitly include demographic and mobility heterogeneities. De-
tailed calculations of the global epidemic threshold which determines the invasion dy-
namics of the subpopulations are reported and the threshold critical dependence on the
disease parameters and on the diffusion rates of the individuals is shown. We have also
discussed the implications for disease extinction in the coupling between subpopulations.
After the description of the basic results we introduced a new model in order to take
into the account more realistic diffusion protocols. We analytically calculated, in two
opposite limits, the global invasion threshold in the case of origin-destination diffusion
processes. Our result turn out to be in very good agreement with the numerical simula-
tions and opened a variety of future applications and generalizations.
In the third and last part of this work we moved further on with the introduction
of a discrete stochastic epidemic computational model based on a metapopulation ap-
proach, the Global Epidemic and Mobility model, GLEaM. It is a data-driven model, in
which the whole globe is partitioned in geographical census areas connected in a network
of interactions by real data about human travel fluxes corresponding to transportation
infrastructures and mobility patterns. To build this realistic model we have used the
previously described advances in metapopulations theory. We applied GLEaM in the
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recent pandemic. In particular we have defined a Monte Carlo likelihood analysis for the
assessment of the seasonal transmission potential of the new A(H1N1) influenza. The
analysis is based on the chronology of case detection in affected countries at the early
stage of the epidemic. This method allowed the use of data coming from the border con-
trols and the enhanced surveillance aimed at detecting the first cases reaching uninfected
countries. This data is, in principle, more reliable than the raw count of cases provided
by countries during the evolution of the epidemic and provided the necessary input to
our large-scale computational model for the analysis of the future unfolding of the pan-
demic. Intriguingly our analysis showed the potential for an early activity peak that
strongly emphasized the need for detailed planning for additional intervention measures,
such as social distancing and antiviral drugs use, to delay the epidemic activity peak and
thus increase the effectiveness of the subsequent vaccination effort. Our forecast have
been proven, several months later, to be really accurate all-over the world. The observed
peaks were in good agreement with the result coming out from our model: within the
95% reference range of the simulations. By using GLEaM it was possible to provide a
model estimate of the number of imported cases arriving from Mexico to a set of selected
countries. The dates and target countries were chosen to facilitate the comparison with
the numbers found in the literature. We considered the importation of infected/exposed
individual traveling from Mexico in one of the listed countries as of the date of May
the 8th 2009. For each country the numbers of imported cases are typically small, and
as such prone to large stochastic fluctuations. However the surveillance values are all
within the 99% reference ranges of the 2 · 103 realizations of our model.
We have also considered that in the US the travel history is known only for 50% of the
confirmed cases. The simple extrapolation that provides a twofold estimate of imported
cases is however still compatible with the reference range of our stochastic simulations.
While GLEaM takes into account a higher level of geographical organization than previ-
ous approaches, its estimates still contain a number of assumptions and approximations.
The contagion within each census area is approximated by means of a homogeneous mix-
ing process. Once a person arrives at a census area by plane, he/she comes integrated
into the local population. This implies that the travelers and the local population are
equally exposed to the disease. The model considers each individual as independent and
the possibility of cluster cases is not considered. Despite the use of different approx-
imations, our and other different approaches provided support to the possibility of a
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reporting ratio of infected cases in Mexico as low as 1 in 100, in agreement with prior
estimates. This finding is important when evaluating the massive amount of data which
are now being collected in a large number of countries around the world. We can easily
imagine that the reporting rate as well as any estimate of the cumulative attack rate in
most of the countries could be easily underestimated by orders of magnitude. We closed
this work presenting a model for the critical care demand and antibiotics resources dur-
ing the pandemic. We found, as was confirmed later, that even in the worst case scenario
when no interventions are implemented the demand would be well below the national
average capacity of most of the countries.
This work has been conceived to be a path into dynamical processes on complex
topologies. Different subjects have been studied within the same holistic approach. Dif-
ferent techniques from several fields of Physics have been used. We analyzed problems
that can be framed in computer sciences, social sciences and epidemiology facing them
with random walk theory, localization and critical phenomena, multiscale analysis and
ab intio models that are all well grounded in Physics. The used of these approaches
turn out to be relevant and decisive to get a deep understanding on the processes ana-
lyzed. From very simple and abstract diffusion phenomena we moved into more realistic,
coupled and multiscale dynamics. This shift has been progressive. All the pieces have
been added one by one. Using the theory of random walk and localization phenomena
we analyzed centrality diffusion of nodes and PageRank localization. Social disruption
due to epidemic spreading has been studied from a theoretical point of view, consider-
ing realistic mechanisms that might induce individuals into a population to change their
behaviors. The coupling terms we proposed create a nontrivial phase space in which crit-
ical phenomena can be observed. We shifted then our attention to multiscale systems in
which populations are coupled due to the diffusion of individuals. We first introduced
the general theory of metapopulation models on networks considering Markovian diffu-
sion process showing and analyzing their critical behaviors. Then we moved into more
realist protocols of diffusion considering origin and destination matrices. Using all these
ingredients and multiscale analysis we proposed an ab initio, data driven and structured
model for realistic forecasts of epidemic spreading in a world wide scale.
In all these processes the role of complexity in the diffusion has been point out and, when
possible, analytically motivated. To consider complex features of networks is necessary
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to understand the dynamics occurring on top of them.
Physics played a crucial role in the whole thesis giving us the tools to tackle and solve
all the topics analyzed. It has been the necessary glue in this multidisciplinary work
and hopefully showed how it can bring light not just in the mystery of the universe but
even in problems that affect our daily life either during online searches or helping policy
makers to provide for efficient plans of vaccination during the spreading of a infectious
disease.
When Physics speaks, we must listen.
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