We study invariant measures of continuous contact model in small dimensional spaces (d = 1, 2). Under general conditions we prove that in the critical regime this system has the one-parameter set of invariant measures parametrized by the spatial density of particles. Also for broad class of initial states we prove the convergence to one of these invariant measures.
Introduction
In this paper we consider the continuous contact model in a critical regime (when there is a balance between birth and death) in small dimensions d = 1, 2, and prove the existence of the corresponding invariant measures. The case of dimensions d ≥ 3 was studied in our previous works, where the existence of stationary regime in the contact model [2] and in the marked contact model with a compact spin space [5] was proved.
If the dispersal kernel a(x − y) has "not enough" heavy tail, then the contact model has no invariant measures in low dimensions (d = 1, 2). Physical arguments for this (hypothetical) fact are connected with the instability of the spectrum of Schrodinger operator at low dimensions. As R. Peierls discovered in 1929 at low dimensions (d = 1, 2 contrary to d = 3) an arbitrary small potential well leads to the emerging of the bound state. For the non local Schrodinger operators corresponding to the contact model this behavior was also established in [4, Th 9] . It means that for d = 1, 2 and "enough" light tails of the dispersal kernel even small defect in the critical mortality level leads to the exponential growth of the population. In contrast with light tails heavy tails of dispersal kernels appears to make the critical regime more stable.
For the critical contact model with light tails in low dimensions the typical configuration for t → ∞ has the following structure: there is a collection of "over-populated cities" separated by large empty planes. The pair correlation function grows unlimitedly as t → ∞ and so the distribution of the corresponding random field has no limit, see Remark 3 in Section 5.
In this work we formulate conditions on dispersal kernels guaranteeing the existence of correlations functions of the corresponding stationary measures of the model in the critical regime. We also specify relations between solutions of the Cauchy problem and these stationary regimes.
Main results.
Spatial contact model is a special case of birth-and-death processes in the continuum, see e.g. [2, 6] . The phase space of such processes is the space Γ = Γ(R d ) of locally finite configurations in R d . The spatial contact model is given by a heuristic generator defined on proper class of functions F : Γ → R as follows:
a(x − y)(F (γ ∪ y) − F (γ))dy, (1) where dx is the Lebesgue measure on R d , b(y, γ) = x∈γ a(x − y) are birth rates of the contact model, and m(x, γ) ≡ 1 are death (mortality) rates.
We assume that a(u) ≥ 0 is a function on R d satisfying the following conditions: 1) critical regime condition:
2) regularity condition:
3) heavy tail condition:
Notice that conditions 1)-2) imply that a(u) andâ(p) are bounded continuous functions that tend to 0 at infinity, and it follows from condition a(u) ≥ 0 that |â(p)| < 1 for all p = 0. Condition 3) is crucial to guarantee the convergence of the integral in (24).
Let us remind basic notations and constructions to derive time evolution equations on correlation functions of the considered model. Let B(R d ) be the family of all Borel sets in R d , and
Together with the configuration space Γ(R d ) of all locally finite subsets of R d we consider the space of finite configurations
0 is the space of n-point configurations:
The space Γ 0 (R d ) is equipped by the Lebesgue-Poisson measure exp(dx) = 1 + dx + dx⊗dx 2! + . . .. We denote the set of bounded measurable functions with bounded support by B bs (Γ 0 ), and the set of cylinder functions on Γ by F cyl (Γ). Each F ∈ F cyl (Γ) is characterized by the following relation:
The notation B bs (Γ 0 ) is used for the set of bounded measurable functions with bounded support, i.e. G ∈ B bs (Γ 0 ), if G is a bounded measurable function on Γ 0 , and there exists Λ ∈ B b (R d ) and
where Γ (n) Λ = {η ⊂ Λ : |η| = n} is the space of n-point configurations from Λ.
Next we define a mapping from B bs (Γ 0 ) into F cyl (Γ) as follows:
where the summation is taken over all finite subconfigurations η ∈ Γ 0 of the infinite configuration γ ∈ Γ, see i.g. [2] for details. Let us remark that this mapping is linear, positivity preserving and injective. It is called Ktransform.
In the same way as in [2] we conclude that the operatorL = K −1 LK (the image of L under the K-transform) on functions G ∈ B bs (Γ 0 ) has the following form:
The derivation of the formula (8) is the same as in [2] .
Denote by M 1 f m (Γ) the set of all probability measures µ which have finite local moments of all orders, i.e.
is locally absolutely continuous with respect to the Poisson measure (associated with the measure dx), then there exists the corresponding system of the correlation functions k (n) µ of the measure µ, see e.g. [10, Chapter 4] . The set of correlation functions k µ of the measure µ is defined as
where , is the canonical duality between the functions and densities of measures on the space Γ 0 (M).
The formal generator of evolution of correlation functions is defined as
where the operatorL = K −1 LK is defined by (8) . The equations for the correlation functions have the following recurrent form: ∂k
Here f (n) are functions on R dn defined for n ≥ 2 as
and
Consider the operatorL * n as an operator on the space
where L ∞ inv consists of bounded translation invariant functions ϕ(w 1 , . . . , w n ) of n variables:
We assume that the initial (for t = 0) data {k (n) (t = 0; x 1 , . . . , x n ) ∈ X n , n = 1, 2 . . .} has the following form:
and for any n ≥ 2
where
with r
In particular, it follows from the above conditions that both r (n) ij and its Fourier transformr (n) ij are bounded continuous functions vanishing at infinity, i.e.
Notice that the similar estimates for correlation functions were obtained for low density gases in [1] . Invariant measures with finite moments of the contact process are described in terms of the correlation functions k (n) on R dn as positive solutions of the following system:
whereL * n , f (n) are defined as in (12) - (13). We prove the existence of the solution k (n) ∈ X n , n ≥ 1 of the system (19), such that k (n) have a specified asymptotics when |x i − x j | → ∞ for all i = j, and prove that the solutions of the Cauchy problem (11) -(15) converge to the solutions of the system (19) of stationary (time-independent) equations. Then for any positive constant ̺ > 0 there exists a unique probability measure µ ̺ such that its system of correlation functions {k
when |x i − x j | → ∞ for all i = j, and satisfies the following estimate
for some positive constants C, D. Moreover, the first correlation function k
the Cauchy problem (11) -(15)
converges to the solution k 
3 The proof of Theorem 1. Stationary problem.
In this section we prove the first part of Theorem 1 using the induction in n.
For n = 1 in (19) we have
Since we are looking for a translation invariant solution, then it follows from condition (2) that we can get
Notice that ̺ can be interpreted as the spatial density of particles.
To solve the equation (19) for the case n = 2 we need the following lemma.
Lemma 1. Conditions (3) -(5) imply that
Proof. Using the same reasoning as in [9, §10.5] (Lemma 10.18) we conclude from (4) -(5) that for all 0 < α < 2 and for d = 1, 2:
with a constant c 1 . In addition,â(p) ∈ C(R d ), |â(p)| < 1 for all p = 0, and a(p) → 0 for |p| → ∞. Thus |1 −â(p)| is separated from 0 for |p| > ǫ for any ǫ > 0. This implies that |p|≤1 |â(p)| dp
The convergence of the integral in (24) follows now from (26) and regularity condition (3) at infinity.
with
Thus, the operatorL *
, where
and analogously
Using translation invariant property we have:
After the Fourier transform we can rewrite (27) - (30) as
Therefore,k
where A is an arbitrary constant, and we will explain later how to choose A in the general case. Using Lemma 1 we get thatk (2) (p) has an integrable singularity ∼ |p| −α at p = 0. Thus there exist infinitely many translation invariant functions
Now let us turn to the general case. If for any n > 1 we succeed to solve equation (19) and express k (n) through f (n) , then knowing the expression of f (n) through k (n−1) via (12), we get the solution of the full system (19). So we have to invert the operatorL * n , and it is sufficient for us to do it on the class of translation invariant functions. The precise statement will be presented later for
Proposition
The operatorL * n acts in X n aŝ
(36) In the Fourier variables the operatorL * n acts as a multiplication operator by the function
To invertL * n let us notice that if ϕ(w 1 , . . . , w n ) is a translation invariant function then its Fourier transform has a form
On the subspace of the "momentum space" (p 1 , . . . , p n ) specified by the equation p 1 + . . . + p n = 0 the function
has an integrable singularity at p = 0.
Next we will construct a solution of the system (19) -(13) satisfying (20) and meeting the estimate
where K n = DC n (n!) 2 , D, C are constants. As follows from (12) the function f (n) is the sum of functions of the form
Below we invert the operatorL * n on the set of functions of the form (38), see (50) below.
We put
where f is a function of the form (38), then
We suppose by induction that
Using the monotonicity of the operator e tL * n we get from (33), (35) and (41) that
Using formula (36), the Fourier transform and the Fubini theorem we finally obtain from (3) and (42) the upper bound on v
Since the function f (n) (12) is the sum of n(n − 1) similar terms we see that k (n) (x 1 , . . . , x n ) given by
is bounded by Cn 2 K n−1 for some C > 0. Thus we get the recurrence inequality
and by induction it follows that
Thus
Moreover, using the positivity of f (x 1 , . . . , x n ) (see (38)), inequality (42), the Fourier transform and the Fubini theorem as above, we get from (39)
2 −â(p) −â(−p) dp.
Integrability of the function
, see (24), implies by the LebesgueRiemann lemma that the function v (n) i,j defined by (39) satisfies the following condition: v
Consequently, we conclude that
estimate (46) and condition (48). Finally, the general solution k (n) (x 1 , . . . , x n ) of the system (19) has the form
where A n are constants. If we are looking for the set of correlation functions k
for all i = j, then we put A n = ̺ n and
It is clear that the last term in (50) vanishes under the action ofL * n , and (49) holds because we have (47). Denote this solution by k (n) ̺ . In this case instead of (44) we have the recurrence
which yields the following estimate
Thus we proved the existence of solution {k
̺ } of the system (19) corresponding to the stationary problem. To be certain that this system of correlation function correspond to a probability measure µ ̺ on the configuration space Γ, we will prove in the next section that {k (n) ̺ } can be constructed as the limit when t → ∞ of the system of correlation functions {k (n) (t)} associated with the solution of the Cauchy problem (11) with corresponding initial data (14) -(17). 4 The proof of Theorem 1. The Cauchy problem.
In this section we find the solution of the Cauchy problem (11), (14) - (17) and prove the relation (22) using the method of mathematical induction. By the Duhamel formula we have
where f (n) (s) is expressed through k (n−1) (s) via (12). We have
are expressed in terms of k (n−1) ̺ by (12), and we used that the equationL * n k
ds.
We will prove now that both terms in (54) converge to 0 in the norm of X n , and we will use the induction method for the second term in (54). For the first term using inversion formula (50) and (18) we have
We consider terms e tL * n v (n) and e tL * n r (n) (0) in (55) separately. Since
To prove that e 
|â(p)| 2 −â(p) −â(−p) dp.
Here the presence of δ-function corresponds to the shift invariance. Since the function
is integrable in the momentum space andâ(p)+â(−p) < 2 for p = 0, then the functioñ
.
by the Lebesgue theorem tends to 0 in L 1 norm (in "momentum" variables p) when t → ∞. Consequently its inverse Fourier transform tends to 0 in X n norm (i.e. in sup-norm) when t → ∞. Thus we proved that the first term in (54) tends to 0 in sup-norm when t → ∞.
The second term e tL * n r (n) (0) in (55) is considered analogously, if instead of
we take
We consider now the second term in (54) and prove that
in sup-norm when t → ∞ using induction assumption that
As the first step of induction we have
Next the induction assumption (58) implies that
with some positive constant depending only on n. Really, the operatorL * n is bounded and the function a(x−y) is bounded, hence the norm of the solution k (n) of the problem (11) (with any bounded for l ≤ n initial data) is evidently bounded on any compact time interval [0, τ ]. On the other hand, for any ε > 0 there exists τ such that for all t > τ the norm k (n−1) (t) − k (n−1) ̺ < ε by (58). Thus the bound (60) is proved.
From (58) and (12) it follows that
To estimate the integral (57) we rewrite it as a sum
Let us estimate the second integral in (62) using the monotonicity of the semigroup e sL * n :
Then using the same reasoning as above we conclude that it will be sufficient to estimate for any pair i = j the following integral
Since the integral
converges, then the integral (64) tends to 0 when τ → ∞. Consequently we can take τ in such a way that (64) is less than ε, and then (63) is less than C n ε for some C n and any t > τ . Finally let us estimate the first integral in (62) for a given τ :
From (61) it follows that we can choose t 0 > τ such that for t > t 0 the following estimate holds
Consequently the norm of (66) is less than ε. Finally, for t > t 0 the integral in (57) is less than (C n + 1)ε in sup-norm and convergence (57) as well as (22) is proved.
Thus we proved the strong convergence (22), and the proof of the second part of Theorem 1 is completed.
The final step of the proof of the first part of Theorem 1 is to show that the system of correlation function {k (n) ̺ } correspond to a probability measure µ ̺ on the configuration space Γ. We will use here the following Proposition summarizing results of two papers [7] and [8] of A. Lenard.
Proposition 2. (see [7] , [8] ) If the system of correlation functions {k For the convenience of the reader we formulate these conditions now. Lenard positivity. KG ≥ 0 for any G ∈ B bs (Γ 0 ) implies
Moment growth. For any bounded set Λ ⊂ R d and j ≥ 0
where m
In our case it follows from (52) that (m
Thus condition (68) of the uniqueness holds. To obtain the Lenard positivity condition (67) we use that {k (n) ̺ } was constructed as the limit when t → ∞ of the system of correlation functions {k (n) (t)} associated with the solutions of the Cauchy problem (11) with corresponding initial data (14) -(17):
Using results from [6] and [2] (Proposition 4.4 and Corollary 4.1) we can conclude that for any t > 0 the solution {k (n) (t)} of the Cauchy problem (11), (14)-(17) satisfies condition (67) of Lenard positivity, see Appendix for the detailed proof of this important statement. Consequently, the limit system of correlation functions k 
So the variance of N(V ) equals to
Theorem 1 implies the correlation decay
when |x 1 − x 2 | → ∞. Consequently both terms in (71) tend to 0 when |V | → ∞, and the direct application of the Chebyshev inequality gives the convergence of
to ̺ in probability.
Remark 2. Note that we can include a possibility for jumps for particles. The analogous model has been considered earlier in [3] . More precisely, let us consider the following new generator L + L J , where L was defined by (1) and
Then in Lemma 1 it will appear in the denominator
instead of 1 −â(p), and we have integrability (24) for any a(u) if the jump kernel J has heavy tails. The interpretation of this effect is the following: if individuals of a population have possibility to choose between breeding and emigration far from their homeland, then in the critical regime the density of clusters is decaying enough to give regular pair correlation. Then k (2) (t, 0) → ∞ as t → ∞.
Proof. Using (12) we have for any t ≥ 0:
Since the operator L * n annihilate constants, then we get from (53) Consequently in the case d = 1, 2 we again obtain (72). Remark 3 is proved.
The growth (in n) of correlation functions shows a presence of strong clustering in the system. For dispersion kernels with short range these clusters become so dense that the pair correlation function is infinite in the critical regime.
6 Appendix.
We provide here the explicit explanation why the correlation functions k (n) (t) constructed in Section 4 are Lenard positive, i.e. satisfy (67). The contact Markov process for a kernel a(x) with a compact support was constructed in [6] . Hence the time shift µ t of any probability measure µ 0 supported on configurations γ ∈ Γ with moderate growth, see [6] , is defined. If the measure µ 0 belongs to the space of probability measures with correlation functions k (n) which are essentially bounded for any n, then the measure µ t has finite moments of the number of particles in any bounded regions Λ ⊂ R d , see [2] , Appendix. Then from the construction of the contact Markov process γ(t) in [6] it follows that the random function f (γ(t)) − t 0 (Lf )(γ(s)) ds (74)
