We introduce a method based on Kolmogorov complexity to prove lower bounds on communication complexity. The intuition behind our technique is close to information theoretic methods.
Messages are sent according to a shared communication protocol. The cost of the protocol is measured by the sum of messages' length (in the worst case). The communication complexity of the function f is the cost of the best protocol that computes f . We denote it D(f ). Since we are only interested in the communication between the players, we assume that they have unlimited computational power.
This model has many variations, and of all possible ones, we will consider the following ones:
• One-way communication: In this model, Alice sends a single message to Bob. We denote the one-way communication complexity D A→B (f ).
• Simultaneous messages: In this model, Alice and Bob each send a single message to a referee, who outputs f (x, y). We denote the simultaneous messages communication complexity D A||B (f ).
• Communication complexity of relations: The problem Alice and Bob are solving is relational. Let R ⊆ X × Y × Z . Alice receives x ∈ X and Bob y ∈ Y . Bob has to output any z such that (x, y, z) ∈ R.
One important notion is the transcript of the protocol on input (x, y). This is the concatenation of the messages sent by Alice and Bob when they receive inputs x and y. We assume for simplicity that the protocol has the property that the length of the messages in each round depends only on the round, and the length of the inputs. We may always pad the messages so that this holds. For one-way communication, the transcript is just the message sent by Alice to Bob.
A monochromatic rectangle for f is a set R = S × T with S ⊆ X and T ⊆ Y such that there exists b ∈ {0, 1} and for all (x, y) ∈ R, f (x, y) = b. A classical result in communication complexity states that a deterministic protocol partitions the set of inputs into monochromatic rectangles, each rectangle corresponding to a transcript of the protocol and therefore to an identical output [16] .
We will also consider approximately monochromatic rectangles. Let µ be a probability distribution over X × Y and ε > 0. A rectangle is called (µ, ε)-monochromatic for f if there exists b ∈ {0, 1} such that µ({(x, y) ∈ R|f (x, y) = b}) ≥ (1 − ε)µ(R).
More importantly, we will be interested in the probabilistic version of communication complexity. In this model, Alice and Bob can toss coins. The output of the protocol is now probabilistic, and we restrict ourselves to protocols that make few errors. Definition 1. Let 0<ε<1. A probabilistic communication protocol P is ε-correct if for all (x, y) ∈ X × Y , Prob(P (x, y) ̸ = f (x, y)) < ε, where P (x, y) is the output of P on input (x, y) and the probability is taken over the randomness of P . The randomized communication complexity is the cost of the best probabilistic ε-correct protocol that computes f , and is denoted by R ε (f ). Usually, we will need to consider the randomness used in communication protocols explicitly. More precisely, we will assume that before the execution of the protocol, each player receives a random string r A and r B from sets R A , R B ⊆ {0, 1}
* . If the randomness is shared, then R A = R B and r A = r B . We denote by R pub ε (f ) the randomized communication complexity with shared randomness. We also consider the distributional model. In this model, protocols are deterministic, but they can make errors on some inputs.
Definition 2. Let 0<ε<1 and µ be a distribution over the inputs
We denote by D µ ε (f ) the cost of the best distributional (µ, ε)-correct protocol that errs on at most a fraction ε of the inputs (according to µ). The distributional communication complexity
Since the protocols we consider are deterministic, they partition the set of inputs into rectangles. However, the protocols are not zero-error, and the rectangles in the partition are not necessarily monochromatic for f .
We will consider the special case where µ ranges over rectangular (or product) distributions. These are distributions µ over X × Y such that µ = µ 1 ⊗ µ 2 where µ 1 is a distribution over X and µ 2 a distribution over Y . In this special case, we denote the communication complexity by
In the general case, Yao's minmax theorem states that distributional communication complexity is equivalent to randomized communication complexity with shared randomness. The proof of the minmax theorem rests essentially on the duality of linear programming.
Theorem 3 ([27]). For any function f
: X × Y → {0, 1} and ε > 0 D ε (f ) = R pub ε (f ).
Kolmogorov complexity
We first recall the basic definitions of Kolmogorov complexity. We give the definition of prefix free complexity, as we will not use plain complexity [20] .
Definition 4.
A set of strings is called prefix free if no string in the set is a prefix of another.
Definition 5. Let ϕ be a universal Turing machine whose domain P is prefix free. The prefix free Kolmogorov complexity of a string x given a string σ with respect to ϕ is K ϕ (x|σ ) = min{|p| : p ∈ P and ϕ(p, σ ) = x}.
If θ is the empty string, we just write K ϕ (x) for K ϕ (x|θ ). Also, we will consider the Kolmogorov complexity of pairs of strings. In this case, we use K ϕ (x, y|σ ) for K ϕ (<x, y>|σ ), where <x, y> is an unambiguous encoding of (x, y). Finally, in the rest of the paper, we fix a universal Turing machine ϕ whose domain P is a prefix free set, and write K instead of K ϕ .
In order to minimize the impact of small additive constants, we will assume that ϕ can be provided with a specific program to run. This program is given in the string σ . If σ contains a program then ϕ runs it using p and the remainder of σ as inputs; otherwise, it runs p on σ .
We now recall some properties that we use extensively in the rest of the paper. The proofs of these properties can be found in the textbook of Li and Vitányi [20] . In the first proposition, we use the following basic program to compute any x ∈ X : give the index of x in X . In this proposition and in the rest of the paper, we use log for the binary logarithm.
Proposition 6.
There exists a string ρ 1 such that for any finite set X , string σ , and x ∈ X , K (x|σ , X , ρ 1 ) ≤ log |X|.
The string ρ 1 encodes the program that takes inputs X , σ and i and returns the ith element of X . The next proposition shows that this coding is almost optimal. 
Proof. On the right-hand side, we consider the following program to compute x. First compute y and then use y to compute x. It is certainly at least as long as the shortest program that computes x (the left-hand side). The string ρ 2 encodes the program that works as follows:
• run a program p 1 given as input, • use the output and some additional information σ as inputs of a program p 2 , also given as input, • output the output of p 2 .
In the rest of the paper, we will omit these additional program strings to make the reading clearer. Nevertheless, it is important to notice that this coding trick does not change the proofs. In particular, it does not prevent finding incompressible elements, as in Proposition 7.
Corollary 9.
Let X and Y be two finite sets. For x ∈ X and y ∈ Y and for all string σ , if K (x, y|σ ) ≥ log |X| + log |Y | then we have both K (x|y, σ ) ≥ log |X| and K (y|x, σ ) ≥ log |Y |.
Strings x, y verifying the premise of the above corollary are said to be independent Kolmogorov-incompressible strings. We will need the following proposition to analyze the asymptotic behavior of some components of our proofs. [16] ). Let n ∈ N and ε ∈]0, 1[.
Proposition 10 (See
where
, the entropy of a random variable following a Bernoulli distribution with parameter ε.
Given a distribution on strings, they can be coded using the Shannon-Fano code. The next proposition shows how this translates to Kolmogorov complexity. Proposition 12 shows that this coding is also essentially optimal. The proofs of these propositions can be found in [20] .
Proposition 11. Fix a finite set X and a probability distribution µ over X . Then for all string σ and x ∈ X such that µ(x) ̸ = 0,
).
Proposition 12.
Fix a finite set X and a probability distribution µ over X . For all string σ , there exists x ∈ X such that µ(x) ̸ = 0 and K (x|σ ) ≥ log(
A lower bound method

Main theorem in the deterministic case
In this section, we give a general lower bound on deterministic communication complexity. The lower bound is in terms of Kolmogorov complexity. More precisely, it uses mutual information [20] between an input of the problem and the transcript of the communication protocol. The mutual information between x and y is K (x) − K (x|y), which can be interpreted as how much information about x is gained when y is given, compared to when it is not given.
Theorem 13.
Fix f : X × Y → {0, 1} and P an optimal deterministic protocol for f . Denote by T (x, y) the transcript of P on input (x, y). For all strings σ ,
Moreover, using Proposition 6:
Combining both, we get
The first application of Theorem 13 is the rectangle size lower bound.
Proof. Fix an optimal deterministic protocol P . Using Proposition 12, fix (x
and R the monochromatic rectangle for f it corresponds to.
. Knowing the transcript on (x * , y * ), we know which rectangle it is in. Thus, we can code (x * , y * ) with a Shannon-Fano code using the probability distribution µ ′ . This code uses at most log(
Finally, using Theorem 13, we have
As a second application, we prove that Theorem 13 generalizes the corruption lower bound [5] . The corruption bound is a lower bound on distributional complexity. Nevertheless, since the protocols we are considering are deterministic, Theorem 13 suffices to handle this setting.
Definition 15. For a function
.
Proof. Fix a (µ, ε)-correct protocol P for f , and according to Proposition 12, let (x * , y * ) be a pair of inputs such that
Recall that P induces a partition R of the input into rectangles [16] .
which contradicts the correctness of the protocol. Suppose that (x * , y * ) ∈ E. One can encode (x * , y * ) by giving an index in E. Using the probability distribution induced by µ on E and a Shannon-Fano code as defined in Proposition 11, we get:
which contradicts the assumption on (x * , y * ).
by giving its index in R, using the probability distribution induced by µ on R and the Shannon-Fano code, from Proposition 11. Therefore, 2ε) ), as claimed.
The randomized case: a Kolmogorov alternative to Yao's minmax principle
In the following lemma, we show how to derive a deterministic protocol from a randomized one, with the same complexity and performance in terms of errors. Recall that in the communication complexity model, Alice and Bob have full computational power. In particular, the players can choose an incompressible string in advance (which is in general not computable), and simulate a randomized protocol P using this string for randomness.
We denote by P r A ,r B the deterministic protocol obtained by executing a randomized protocol P with fixed random strings (r A , r B ). This protocol certainly makes errors for some inputs, but the next lemma shows that using incompressible strings, the distribution of errors in the resulting protocol has good properties. The existence of a Kolmogorov random string with these good properties is proved using the pigeonhole principle. 
Proof. LetR denote the set of bad random strings, defined byR = {(r A , r B ) : µ(Err r A ,r B (S)) > 2εµ(S)}. We will prove that
. This is sufficient to conclude that (r * A , r * B ) / ∈R; otherwise, one could compute it by giving an index inR, which contradicts the assumption K (r *
On the other hand:
Combining the two inequalities, we have:
This proof is (not surprisingly) very similar to the proof of the upper bound in Yao's minmax theorem. What we gain by using the Kolmogorov alternative is that we do not require distributional complexity. In distributional complexity, we have to analyze the behavior of deterministic protocols with respect to a distribution µ over the inputs. In our case, by choosing a single random string, and an independent Kolmogorov random hard instance, we analyze a deterministic algorithm acting on a single input. The hard instance can be chosen as incompressible with respect to some hard distribution by applying the optimality of the Shannon-Fano code (Proposition 12), but we are free to choose it in any other way.
By definition, a randomized protocol is a distribution over deterministic protocols. Moreover, the cost of a randomized protocol is the cost of the most expensive protocol in the support of this distribution. We can now state the randomized version of Theorem 13. 
Proof. Fix r A and r B in protocol P . By definition, , y, r A , r B ) ). As in Theorem 13, combining both, we get y|T (x, y, r A , r B ) , σ ).
Applications
The hidden matching problem
In this section, we study the communication complexity of the hidden matching problem. This relation was introduced to show a gap between randomized and quantum communication complexity [1] . The following theorem is the randomized lower bound for the hidden matching problem.
Definition 19.
For n even, the hidden matching problem HM n (x, M) is defined as follows:
• Alice receives a string x ∈ {0, 1} n .
• Bob receives a matching M on n vertices.
• Bob outputs a triple (i, j, b) such that x i ⊕ x j = b and (i, j) ∈ M.
Theorem 20 ([1]). For one-way randomized communication complexity:
Proof. Fix an ε-correct protocol P for HM n . Let M be a set of n pairwise disjoint matchings. For example E(M, x) . G having n edges, it has a cycle free subgraph with at least √ n edges, since it has at least √ n non-isolated vertices and it suffices to take a spanning forest over these vertices. Therefore, running P on x * and each M ∈ M yields at least √ n independent equations. But to conclude, we have to prove that M ′ also yields at least 
Let H be the graph generated by E(M ′ , x * ). We can conclude that H / ∈ B, otherwise one could describe H by giving its index in B, which contradicts the incompressibility assumption.
Notice that since the protocol is one-way, the transcript only depends on Alice's input and randomness. Let T (x, r A ) be the transcript of protocol P The program uses log
input bits to correct the errors. By Proposition 10, for any δ > 0 and n sufficiently large, this is less than (1 + δ) √ nH 2 (2ε). We also need n − c √ n bits to solve the whole system. This implies
Finally, using Theorem 18, we get:
VC dimension and shatter coefficients lower bounds
In this section, we consider a general lower bound on one-way communication complexity. This lower bound was previously proved using combinatorial techniques [15] and later re-proved and extended using information theory techniques [2] . Our proof uses only elementary counting arguments. 
. Therefore, we just have to prove the second point. Fix an optimal ε-correct randomized one-way protocol P for f . Let S = U × V be a witness for 
Notice that |U| = SC (l, M f ) and this concludes the proof.
From the Kolmogorov based proof, we may derive a purely combinatorial proof. In this proof, we use Yao's minmax theorem to reduce the problem to the deterministic case.
Proof (Counting Version). Let S = U × V be a witness for SC (l, M f ). By definition, S has SC (l, M f ) rows and l columns. Let µ be the uniform distribution on S: 
′ to its transcript according to protocol P and the set of errors made by P . We claim that γ is injective, which implies that |U ′ | ≤ 2
. Applying log on both sides, and using Proposition 10, we get that for any δ > 0 and l sufficiently large,
Notice that |U| = SC (l, M f ) and this concludes the proof. It only remains to prove that γ is injective. Fix x 1 and x 2 in U ′ and suppose γ (x 1 ) = γ (x 2 ) = (σ , E). Using σ , we can simulate P for each input y ∈ V . Now, flip the result for all y ∈ E. As E is the set of errors made by P , we get a row of the matrix M f | S . As all rows of M f | S are different, we conclude x 1 = x 2 .
One-way versus simultaneous messages
In this section, we consider multiparty number in hand communication complexity. In this model, n players have to compute an n-variable function. A simultaneous message protocol works as follows: every player receives an input and sends a message to a referee who has to output the value of the function. Fix f :
denotes the simultaneous communication complexity of f .
The next result compares this model to the complexity of one-way protocols. For f : X 1 × · · · × X k → {0, 1}, we consider two-player protocols in which one player receives one variable, say x i ∈ X i , and the other one receives all the other variables.
The communication complexity for such protocols is denoted by D X i →X −i (f ). Of course, these protocols can be deterministic, randomized or distributional. Here, we compare the distributional versions of simultaneous and one-way communication, restricted to rectangular distributions. We improve the previous bound [2] on the error probability, from
Proof. The proof is by induction on the number of players. We start with the two-player case. Let X 1 = X and X 2 = Y , and fix a product distribution µ = µ 1 ⊗ µ 2 over X × Y , and two one-way protocols P 1 and P 2 . In the first protocol, Alice sends a single message to Bob, and conversely in the second protocol. The messages sent by players in these protocols are denoted m 1 (x) and m 2 (y) for inputs x ∈ X and y ∈ Y . These messages correspond to sets S ∈ X and T ∈ Y ; S is the set of inputs on which the message m A (x) is sent and T on which the message is m B (y). The following diagram shows how we decompose the rectangle R = S × T . For the protocol P i , denote P i (x, m) the output of P i on input x and message m.
The simultaneous protocol works as follows: Alice sends m A (x) and Bob m B (y) to the referee. These messages correspond to a rectangular set of inputs R = S × T . The referee simulates the one-way protocols for every input in R, and answers 0 if µ(R A=0,B=0 ) > µ(R A=1,B=1 ) and 1 otherwise. The complexity of this protocol is at most the sum of the costs of P 1 and P 2 , so we only have to analyze the errors of the simultaneous protocol. Suppose without loss of generality that the referee outputs 0 on R.
• For inputs in R A=0,B=0 , P 1 and P 2 output the same answer. If the simultaneous protocol makes an error for some input, then both P 1 and P 2 were wrong.
• In R A=0,B=1 and R A=1,B=0 , P 1 and P 2 output different answers, such that for each input, exactly one protocol makes an error.
• In R A=1,B=1 , both P 1 and P 2 output the answer 1. As the simultaneous protocol outputs the value 0, it can make an error where neither of the one-way protocols did.
Except in the last set, if the simultaneous protocol is wrong for some input, then at least one of the one-way protocols was already making an error. The last set is the only one in which new errors appear. Therefore, to conclude in the two-player case, it is sufficient to prove that µ(R A=1,B=1 ) is at most the average of µ(R A=0,B=1 ) and µ(R A=1,B=0 ).
Let µ ′ be the measure induced by µ on R. As µ ′ is also rectangular, let µ
The left-hand side is the measure of R A=1,B=1 , whereas the right-hand side is the average of measures of R A=1,B=0 and R A=0,B=1 . Summing over all rectangles, this proves that the total measure of errors created in the simultaneous protocol is at most the average of errors made by the one-way protocols, which concludes the proof. We now prove our claim.
By definition of the simultaneous protocol, we have α 1 α 2 ≤ (1 − α 1 )(1 − α 2 ). We can suppose without loss of generality that α 1 ≤ (1 − α 1 ) (otherwise α 2 ≤ (1 − α 2 )). We may now examine two cases:
Summing both results, we get 2α
•
Now let n > 2 be the number of players. Fix n one-way protocols P i and a product distribution µ = µ 1 ⊗ . . . ⊗ µ n .
Remember that in the one-way protocol P i , one player receives an input x i and the second all other inputs. We denote the second player's input by x −i . We extend all notations introduced in the two-player case.
The simultaneous protocol works like in the two-player case: each player sends to the referee the message he would have sent in the one-way protocol. We now describe the rule for the referee. otherwise. We now analyze the errors made by this protocol.
Suppose without loss of generality that the referee outputs 0 for all inputs in R. Then, as in the two-player case, all the new errors created in the simultaneous protocol are in
Using our notations, it is sufficient to prove that:
The left-hand side is precisely the measure of ∏ i S i 1 , whereas the right-hand side is the sum of the measures of all sets of inputs for which at least one protocol outputs 0, except the set of inputs for which all protocol outputs 0. Following this idea, notice that
The simultaneous protocol is defined such that
When not specified, products range from 1 to n. There are again two cases:
Then using (1) and multiplying by α n .
Using this together with induction hypothesis: 
Conclusion
Our proofs share a similar framework. We start by giving a general lower bound based on Kolmogorov mutual information between the inputs and the transcript of the protocol. Then, we use incompressibility to identify hard inputs. Finally, in an alternative to Yao's minmax theorem, we use incompressibility again to fix the randomness in the protocols. We illustrate our method with two applications, providing new proofs which we believe are simpler, in that they only use elementary techniques. For the VC dimension and shatter coefficient lower bound, we also go one step further and provide a fully combinatorial proof, removing Kolmogorov complexity altogether.
The first application we give is the hidden matching problem. In a recent work [11] , it has been proved that the gap holds for a partial function. The lower bound is based on Fourier analysis, and uses Yao's minmax theorem. Trying to give a combinatorial proof of this lower bound seems to be an interesting problem, as we believe it would give better understanding of the general case, and possibly lead to a separation for total functions.
We also compared one-way and simultaneous communication complexity in the distributional case, for product distributions. The result is known to be false in general. But for reasonable classes of functions, these models may still be equivalent, in particular, [2] suggest that it could hold in the special case of symmetric functions, thought they consider it to be a ''considerably difficult'' problem. We hope our approach might help to analyze this case for symmetric or other natural classes of functions.
Let v 0 = #{v : deg H (v) = 0}. We prove an upper bound on Ev 0 . Let X i verify the previous claim. . Notice that for all x such that 0 < x < 2, e −x < 1 − α 1 x. Therefore , we have for low degree vertices: Letting c = (
One can verify that c > 1. It was noticed that v 0 is a sum of independent indicator random variables, such that k H is also a sum of independent random variables. Therefore, we can apply Chernov bounds directly to derive:
