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1. EINLEITUNG 
Es sei R ein normierter Vektorraum i.iber dem K&per der reellen oder 
komplexen Zahlen und V eine nichtleere Teilmenge von R. Ein Element 
q, aus V heiDt eine beste Approximation oder eine MinimallGsung fiir ein 
Element f aus R beziiglich V, wenn jedes Element D aus V der Ungleichung 
Ilf - v0 11 < IIf - u 11 geniigt. Ausgangspunkt unserer Untersuchungen 
bilden die beiden Verallgemeinerungen des Kolmogoroffschen Kriteriums 
aus der Theorie der linearen Tschebyscheff-Approximation komplexwertiger 
Funktionen. Urn diese Verallgemeinerungen zu formulieren, beniitigen wir 
zungchst einige Definitionen. 
Jedem Element f aus R ordnen wir die Menge 
& : = {L E R* : II L I/ < 1 A L(f) = l]fll} 
zu, die wir die Menge der Abweichungsfunktionale von f nennen. Diese 
Menge ist konvex und o(R*, R)-kompakt. Folglich hat sie Extremalpunkte. 
Die Menge dieser Extremalpunkte bezeichnen wir mit 4 . 
Jedem Element u, aus V ordnen wir die Menge der Elemente g aus R zu, 
fiir die gilt: Fiir jede Umgebung U von g und fiir alle E > 0 existiert eine 
reelle Zahl 17 mit 0 < 7 < E und ein Element g’ aus U mit u,, + Tg’ aus V. 
Diese Menge ist ein nichtleerer abgeschlossener Kegel mit dem Scheitel 0. 
Wir bezeichnen diese Menge mit R[v,, ; V]. 
Nun lauten die beiden Verallgemeinerungen des Kolmogoroffschen 
Kriteriums: 
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GLOBALES KOLMOGOROFFSCHES KRITERIUM. Gilt fiir alle v aus V die 
Ungleichung 
min Re L(u - q,) < 0, 
=Qt-Uo 
so ist v,, eine Minimalliisung fiir f beziiglich V. 
LOKALES KOLMOGOROFFSCHES KRITERIUM. Ist q, eine Minimalliisung fir 
das Element f beziiglich V, so gilt $2 alle h aus R[v, ; V] die Ungleichung 
Einen Beweis dieser Kriterien findet man bei Brosowski [lo]. Im Falle der 
Approximation durch Elemente aus einer konvexen Menge sind beide 
Kriterien notwendige und hinreichende Bedingungen fur eine Minimallosung. 
Jedoch sind im allgemeinen die obigen Kriterien nicht umkehrbar. Wir 
nennen daher eine nichtleere Teilmenge V eines normierten Vektorraumes 
eine Kolmogoroff-Menge 1. Art, wenn jede beste Approximation beziiglich 
Vdem globalen Kriterium geniigt, und eine Kolmogoroff-Menge 2. Art, wenn 
das lokale Kriterium stets eine hinreichende Bedingung ftir eine beste 
Approximation ist. 
In der vorliegenden Arbeit geben wir notwendige und hinreichende Be- 
dingungen dafiir an, da13 eine Teilmenge V eines normierten Vektorraumes 
eine Kolmogoroff-Menge 1. Art oder 2. Art ist. 
Verschiedene Spezialfalle des lokalen Kolmogoroffschen Kriteriums 
wurden schon friiher von verschiedenen Autoren angegeben, so z.B. von 
Meinardus und Schwedt [24] im Falle der Tschebyscheff-Approximation 
reell- oder komplexwertiger Funktionen, von B. Brosowski [12] im Falle der 
Tschebyscheff-Approximation von Funktionen mit Werten in einem Prae- 
Hilbert-Raum, von Arold [l] im Falle der L,-Approximation. In seiner hier 
genannten allgemeinen Form wurde das lokale Kriterium erstmals von 
Brosowski [8] angegeben. In dieser Arbeit wurde such gezeigt, da13 jede 
Kolmogoroff-Menge 2. Art eine Kolmogoroff-Menge 1. Art ist. Ferner wurde 
in dieser Arbeit die Frage nach der Charakterisierung der Kolmogoroff- 
Mengen 2. Art aufgeworfen. W. Krabs [22] nennt im Falle der Tschebyscheff- 
Approximation reeller Funktionen eine Charakterisierung der Kolmogoroff- 
Mengen 2. Art, allerdings unter den zusatzlichen Annahmen, da13 die Menge 
V FrCchet-differenzierbar von einem Parameter abhiingt und da13 V eine 
Kolmogoroff-Menge l.Art ist. In der vorliegenden Arbeit geben wir eine 
allgemeine Charakterisierung der Kolmogoroffschen Mengen 2. Art (diese 
Charakterisierung wurde unabhangig such von Hoffmann [20] gefunden) und 
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zeigen als Anwendung, da13 verschiedene fiir die Anwendungen wichtige 
Funktionenfamilien eine Kolmogoroff-Menge 2. Art bilden. 
Das globale Kolmogoroff-Kriterium wurde im Falle eines normierten 
Vektorraumes fur die Approximation durch Elemente aus einem linearen 
Teilraum von Singer [28] angegeben. Jedoch ist der Singersche Beweis fur die 
Hinlanglichkeit dieses Kriteriums such fur beliebige Teilmengen V gi.iltig. 
B. Brosowski [93 charakterisierte im Falle des normierten Vektorraumes 
C[Q, H] die Kolmogoroff-Mengen 1. Art durch die von ihm eingefuhrten 
regularen Funktionenmengen. Ferner wurde von B. Brosowski [8, lo] in 
beliebigen normierten Vektorraumen das folgende Kriterium angegeben: 
SATZ 1. Eine Teilmenge V eines normierten Vektorraumes R ist genau 
dann eine KolmogorofS-Menge 1. Art, wenn V eine ol-Sonne ist. 
Dabei heiBt eine Teilmenge V eine ol-Sonne, wenn fir jedes Element f in 
R jede Minimallijsung u0 fur f beztiglich V such eine Minimallosung fur 
v0 + h * (f - vO) mit X > 1 ist. Man benutzt in diesem Satz zur Charak- 
terisierung der Kolmogoroff-Mengen 1. Art eine andere approximations- 
theoretische Eigenschaft der Menge V. Weitere derartige approximations- 
theoretische Charakterisierungen der Kolmogoroff-Mengen 1 .Art mit Hilfe 
einer Fixpunkteigenschaft der metrischen Projektion wurden von B. 
Brosowski [7, 13, 141 und von Brosowski, Hoffmann, Schafer und Weber 
[18, 191 angegeben. Im Gegensatz dazu benutzt man im Falle C[Q, H] bei 
der Charakterisierung der Kolmogoroff-Mengen 1. Art durch die regularen 
Mengen nur Eigenschaften der Menge V, ohne auf ein Approximations- 
problem Bezug zu nehmen. Man hat also in diesem Fall eine geometrische 
Charakterisierung der Kolmogoroff-Mengen 1. Art. Es erhebt sich die Frage 
nach einer Verallgemeinerung des Regularitatsbegriffs auf normierte Vektor- 
raume. Von verschiedenen Autoren sind bisher Regularitatsbegriffe (vgl. 
Breckner und Kolumban [2, 31 und Brosowski [8, lo]) fur den Fall eines 
normierten Vektorraumes angegeben worden. Jedoch sind diese keine 
Verallgemeinerung des von Brosowski [9, 121 im Falle des Raumes C[Q, H] 
angegebenen Regularitatsbegriffs, wie Brosowski und Weber [17] gezeigt 
haben. In der vorliegenden Arbeit geben wir eine neue Definition des Be- 
griffs der regularen Menge in einem normierten Vektorraum und zeigen, dab 
eine Teilmenge eines normierten Vektorraumes genau dann regular ist, wenn 
sie eine Kolmogoroff-Menge 1. Art ist. Mit diesem Nachweis ist klar, dal3 im 
Falle C[Q, H] die beiden Regularitatsbegriffe iibereinstimmen. Jedoch kann 
man sie nicht elementar auseinander ableiten, wie der in Abschnitt 5 gegebene 
Beweis zeigt. Eine wichtige Rolle bei der Untersuchung von Eindeutigkeits- 
fragen spielt der Satz iiber den Durchschnitt von Extremalsignaturen (vgl. 
Brosowski [4, 5, 10, 1 I]). Wir ftihren im letzten Abschnitt Extremalsignaturen 
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ein und beweisen, daD der “Durchschnittssatz” such fi.ir die Kolmogoroff- 
Mengen 1. Art giiltig ist. Als Anwendung ergibt sich ein hinreichendes 
Eindeutigkeitskriterium fiir Kolmogoroff-Mengen 1. Art, das im Falle der 
Tschebyscheff-Approximation im Raume C[Q, H] such notwendig ist. 
Ferner zeigen wir, da13 sich ein Ergebnis von I. Singer [27] aus der Theorie 
der linearen Approximationen auf die Approximation durch Elemente aus 
Kolmogoroff-Mengen 1. Art verallgemeinern l%l3t. 
2. CHARAKTERISIERUNG DER KOLMOGOROFF-MENGEN 2. ART 
Es gilt der folgende 
SATZ 2. Eine Teilmenge V eines normierten Vektorraumes R ist genau 
dann eine Kolmogorof-Menge 2. Art, wenn fiir jedes Element f aus R und v0 
aus V die folgende Bedingung (S) erytillt ist : 
(S) Gilt fiir ein v aus V die Ungleichung Re L(v - vJ > 0 fiir jedes L 
aus $ , so gibt es ein h aus si[v, , . V] in der Art, daJ Re L(h) > 0 fiir jedes L 
aus gf gilt. 
Beweis. Notwendigkeit. Gegeben sei f aus R und v,, aus V mit 
Re L(v - vO) > 0 fi.ir jedes L aus $ . Da jede Kolmogoroff-Menge 2. Art 
eine l.Art ist (vgl. Brosowski [8]), ist v,, keine Minimalliisung fiir f + v. 
beziiglich V. Da fiir Kolmogoroff-Mengen 2. Art das lokale Kolmogoroff- 
Kriterium hinreichend ist, gibt es ein h aus s[v, ; V] mit Re L(h) > 0 fiir 
jedes L aus $ . 
Hinliinglichkeit. Gegeben sei ein Element v,, aus V und ein Element f aus 
R mit der Eigenschaft 
min Re L(h) < 0 
-&f-v, 
fiir jedes h aus 53[v, ; v]. Dann folgt mit Hilfe der Bedingung (S) die Un- 
gleichung 
min Re L(v 2 v,,) < 0 
LE&f--UO 
fiir jedes v aus V. Wegen der HinlZnglichkeit des globalen Kolmogoroff- 
Kriteriums ist v,, eine MinimallGsung ftir f beziiglich V. Folglich ist V eine 
Kolmogoroff-Menge 2. Art. 
Wir geben einige Beispiele fi,ir Kolmogoroff-Mengen 2. Art. 
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BEISPIEL 1 (Konvexe Mengen). Da fiir jede konvexe Menge die Inklusion 
v c uo + WV, ; VI 
fur alle u. aus V gilt, ist bereits das Element z, - u. aus Ji[v, ; I’]. Folglich ist 
die Bedingung (S) aus Satz 2 erfiillt. Wir haben somit 
SATZ 3. Jede konvexe Menge ist eine Kolmogorof-Menge 2. Art. 
Das folgende Beispiel zeigt, da13 nicht jede Kolmogoroff-Menge 2. Art 
konvex ist. 
BEISPIEL 2 (Verallgemeinerte rationale Funktionen im Raum C[Q]). Es 
bezeichne C[Q] den normierten Vektorraum der auf dem kompakten Haus- 
dorff-Raum Q stetigen reellwertigen Funktionen versehen mit der 
Tschebyscheff-Norm. Fur jedes Elementfaus C[Q] besteht die Menge G$ aus 
den sogenannten Punktfunktionalen E . L, , wobei sich E und x aus der 
Beziehung 
E * L(f) = E .fW = llfll, I E I = 1, 
bestimmen. Mit den Bezeichungen 
M,+ := ix E Q : f(x) = Il.flll 
und 
Mf- := (x E Q : -f(x) = Ilfll} 
lautet im Falle C[Q] die Bedingung (S): 
(ST) Zst v(x) - uo(x) > 0 fiir jedes x aus M,+ und ist v(x) - vo(x) < 0 
fir jedes x aus M,-, so gibt es ein h aus R[v, ; V] in der Art, da@ h(x) > 0 fiir 
jedes x aus M,+ und h(x) < 0 fiir jedes x aus M; gilt. 
Es seien U und W lineare Teilraume von C[Q]. Mit diesen definieren wir 
die Menge 
c E C[Q] : (u, w) E U x W und V w(x) > 01, 
XEQ 
von der wir voraussetzen, daD sie nicht leer ist. Zu beliebigen Elementen uo/wo 
aus V, u aus U, w aus W, zu jedem 6 > 0 und zu jedem E > 0 gibt es ein 
ho > 0, fur das gilt 
!I U --w UO t uo + xou uo .-- wo wo2 wo + xow wo )I1 < 6, &J + hou wr + how EV 
und 
A, < E. 
640/3/4-3 
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Folglich gilt die Inklusion 
I 
24 
--w 
wo 
- -+ E C[Q] : (u, w) E U x WI C 53 [2 ; V]. 
wo 
Es seien u/w und uo/wo aus V gegeben mit 
4-4 uow > () --- 
44 we(x) 
fur x aus i%ff+ 
und 
u(x) uo(x) < 0 --- 
w(x) wow 
fur x aus Mf- 
fur ein f aus C[Q]. Wegen w(x) > 0 und we(x) > 0 fur x aus Q folgen die 
Ungleichungen 
u(x) -- 
wow 
w(x) * ~ uow > 0 
wo2w 
fur x aus Mf+ 
und 
44 __ - w(x) * -
wow 
uow < 0 
wo2w 
fur x aus Mf-. 
Da u/w0 - w * (uo/wo2) aus R[uo/wo ; V] ist, folgt mit Hilfe von (ST), da13 V 
eine Kolmogoroff-Menge 2. Art ist. Im Falle dim W > 1 ist diese Menge 
nicht konvex. 
Im Beweis zu Satz 2 hatten wir benutzt, da13 jede Kolmogoroff-Menge 
2. Art such eine 1. Art ist. Das folgende Beispiel zeigt, da13 die Umkehrung 
im allgemeinen icht gilt. 
BEISPIEL 3. Gegeben sei die (x, y)-Ebene E, versehen mit der Norm 
Ferner sei 
11(x, r>ll := max(l x I , I Y I>. 
V:={(X,y)EE2:y =x3}. 
Fur das Element (0,O) ist 
N(O,O); VI =G,Y)EE~:Y =Ol 
Man iiberlegt sich leicht, da13 fur die Elemente f := (0, 1) und v. := (0, 0) 
die lokale Kolmogoroff-Bedingung erfiillt ist und dal3 2ro keine beste Approxi- 
mation fur f beztiglich V ist. 
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Da es andererseits zu jedem f aus E, genau eine Minimalliisung fur f 
beztiglich I’ gibt, ist I’ eine Kolmogoroff-Menge 1 .Art. 
Besonders wichtig fur die Anwendungen ist der folgende Spezialfall. Es 
sei P eine offene Teilmenge eines normierten Vektorraumes E und v : P + R 
eine Frechet-differenzierbare Abbildung. Wir setzen 
wobei v, das Bild von a bezeichnet, und definieren fur jedes a,, aus P den 
in R enthaltenen linearen Teilraum 
g,, := {v;,(b) E R : b E E}, 
wobei ~2, die Frtchetsche Ableitung von v an der Stelle a, bezeichnet. Es gilt 
die Inklusion !GaO C R[v,~ ; V], vgl. Lobry [23] oder Brosowski [lo]. Daher 
gilt: 1st vI”0 eine Minimallosung ftirfbeztiglich V, so gilt fur jedes Element h 
aus !9!ao die Ungleichung 
min Re L(h) < 0. 
LEBl,-U 
% 
Es erhebt sich die Frage, unter welchen Bedingungen diese Bedingung 
hinreichend fur eine Minimalliisung ist. Eine Antwort gibt der 
SATZ 4. Gegeben sei eine nichtleere Teilmenge V eines normierten Vektor- 
raumes R, die Frtchet-differenzierbar von einem Parameter abhiingt. Dann 
gilt: Die Bedingung (1) ist genau dann hinreichendfiir eine beste Approxima- 
tion, wenn fiir jedes Element f aus R undfiir jedes Element v,~ aus V die folgende 
Bedingung (S,) erftillt ist. 
(S,) Gilt fiir v aus V die Ungleichung Re L(v - v,,) > 0 fiir jedes L aus 
4 , so gibt es ein h aus QaO in der Art, daJ’ Re L(h) > 0 ftir jedes L aus cd, 
gilt. 
Der Beweis verlauft analog zu dem von Satz 2. 
3. KOLMOGOROFF-MENGEN 2. ART IM RAUME C[Q,H] 
Es sei nun C[Q, H] der normierte Vektorraum der auf dem kompakten 
Hausdorff-Raum Q definierten stetigen Abbildungen in den Prae-Hilbert- 
Raum H versehen mit der Tschebyscheff-Norm, die bekanntlich durch 
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definiert ist. Nach Singer [29] haben die Extremalfunktionale der Einheits- 
kugel im Dualraum von C[Q, H] die Form 
L E,Z : g + (62 d-4), 
wobei E aus H mit /I E IIH = 1 und x aus Q fest vorgegeben ist. Fur jedes 
Elementfaus C[Q, H] setzen wir 
Mf := ix E Q : lIf(~h = Ilfll>. 
Es gilt der 
KATZ 5. Es sei V eine nichtleere Teilmenge des Raumes C[Q, H], Dann 
sind die folgenden Aussagen iiquivalent: 
(K2) V ist eine Kolmogoroff-Menge 2. Art. 
(S) Fiir alIe f aus C[Q, H] und alle vO aus V gilt: Geniigt ein v aus V der 
Ungleichung 
fur jeden Punkt x aus iIIf , so gibt es ein h aus A[v, ; v] in der Art, daj? 
Re(fW h(x)) > 0 
fur jedes x aus AI, gilt. 
(S’) Fiir alle f aus C[Q, H] und fiir alle v,, aus V gilt: Geniigt ein v aus V 
der Ungleichung 
W f(x), ~(4 - v&N > 0 
fur alle x aus einer abgeschlossenen Teilmenge A von Q, so gibt es ein h aus 
NV, ; V] in der Art, dab’ 
Re( f (4, h(x)) > 0 
fur jedes x aus A gilt. 
Beweis. Die Iiquivalenz “(K2) o (S)” folgt aus Satz 2, die Implikation 
“(S’) 2 (S)” ist trivial. Zum Nachweis der Implikation “(S) + (S’)” seien 
eine abgeschlossene Teilmenge A von Q und Elemente v, v,, aus V und f aus 
R gegeben mit 
Re(f(4 v(x) - v&N > 0 
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fiir jedes x aus A. Nun definieren wir eine Abbildung g aus C[Q, H] durch 
I a .f (4 g(x) := Ilf(x>llH fur x E {x E Q : I/f (x)IIH 3 a} f(x) fib x E {x E Q : II f (x)llH < a>, 
wobei 
a := &$ II f (x)ilH > 0 ist. 
Nach dem Lemma von Urysohn gibt es eine auf Q stetige reelle Funktion m 
mit 
m(x) := 1; 
fur x E {x E Q : Re(g(x), v(x) - q,(x)) < 0) 
fur XEA 
und 0 < m(x) < 1 fur jedes x aus Q. Fur jedes x aus AI,., gilt dann die 
Abschatzung 
Re(mb) . g(x), 44 - 44) > 0. 
Nach der vorausgesetzten Bedingung (S) gibt es dann ein h aus JI[v, ; V] mit 
WmW . g(x), h(x)) > 0 
fur jedes x aus M,., . Da M,., die Menge A enthalt und da 
4-4 . g(x) = a .f (x)/II f @)llH 
fur x aus A gilt, folgt such 
fiir jedes x aus A, was zu beweisen war. 
Die Bedingung (1) lautet im Falle des Raumes C[Q, H]: Fiir alle b aus 
E gilt die Ungleichung 
m&~ Wf (x), 4,(b, x)) < 0. 
f 
Es gilt hier entsprechend zu Satz 5 der folgende 
(2) 
SATZ 6. Es sei V eine nichtleere Teilmenge von C[Q, H], die FrPchet- 
dljferenzierbar von einem Parameter abhiingt, der in einer offenen Menge P 
eines normierten Raumes E variiert. Dann sind die folgenden Aussagen Gquiva- 
lent: 
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(K3) Fiir alle f aus C[Q, H] ist die Bedingung (2) hinreichend fiir eine 
Minimall6sung. 
(Sr) Fiir alle f aus C[Q, H] und alle a aus P gilt: Geniigt ein v aus V der 
Ungleichung 
Ret f(x), 44 - v,(x)) > 0 
fiir alle x aus M, , so gibt es ein b aus E in der Art, dab’ 
W f(x), va’@, 4) > 0 
fur alle x aus M, gilt. 
(Sr’) Fiir alle f aus C[Q, H] undfiir alle a aus P gilt: Geniigt ein v aus V 
der Ungleichung 
W f(x), W - v,(4) > 0 
fiir alle x aus einer abgeschlossenen Teilmenge A von Q, so gibt es ein b aus E 
in der Art, daJ 
Re(f(x), v,‘@, 4) > 0 
fiir alle x aus A gilt. 
Satz 6 beweist man genau wie Satz 5. Die Aquivalenz “(K3) o (SF’)” wurde 
von W. Krabs [22] im Falle H = R, allerdings unter den zusatzlichen Be- 
dingungen dim !i& < co und V eine Kolmogoroff-Menge 1. Art bewiesen. 
Wir zeigen nun, daB die folgenden fiir die Anwendungen wichtige Funk- 
tionenklassen Kolmogoroff-Mengen 2. Art sind. Es sei V eine nichtleere 
Teilmenge von C[a, b], die Frtchet-differenzierbar von einem Parameter 
abhangt. Jedem Element v aus V sei eine natiirliche Zahl n(v) > 1 so zu- 
geordnet, daD die beiden folgenden Bedingungen erfiillt sind: 
Fiir alle v, v, aus V hat jede Diferenz v - v,, mit v + vO hiichstens 
n(v,,) - 1 Nullstellen in Q (globale Haarsche Bedingung). 
Fiir alle v,, aus Vgilt dim !i& = n(vo) und L?,,O geniigt der Haarschen Bedingung 
(lokale Haarsche Bedingung). 
SATZ 7. Eine Teilmenge V von C[a, b], die der globalen und lokalen 
Haarschen Bedingung geniigt, ist eine Kolmogorofl-Menge 2. Art. 
Beweis. Wir zeigen, daB die Bedingung (Sk) von Satz 6 erfiillt ist, die in 
diesem Fall lautet: 
Fiir alle v, vO aus V undfur jede abgeschlossene Teilmenge A von [a, b] mit 
v(x) - v&q # 0 
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existiert ein h aus !i& mit 
(v(x) - 64) * N-9 > 0 
fiir alle x aus A. 
Es sei eine abgeschlossene Teilmenge A von [a, b] und v, v0 aus V mit 
v(x) - v,,(x) # 0 fur x aus A gegeben. Dann hat die Differenz v - v0 wegen 
der vorausgesetzten globalen Haarschen Bedingung hiichstens k < n(v,,) - 1 
Nullstellen im Interval1 [a, b], in denen die Differenz v - v,, ihr Vorzeichen 
wechselt. Da J.& der Haarschen Bedingung geniigt, gibt es eine Funktion h 
in fLo , die genau in diesen Punkten das Vorzeichen wechselt (vgl. Werner 
[30]). Dann hat die Funktion h oder -h die verlangten Eigenschaften. 
Nach Satz 6 und nach Karlin und Studden [21] sind die folgenden im 
allgemeinen ichtlinearen Mengen Kolmogoroff-Mengen 2. Art. 
v(x, a) := f a,ey@ 
V=l 
a “,A,E K (4 
v(x, a) := +J a,e’5-t”*, 
V=l 
a, , t, E R (b) 
v(x,a) := f---C- 
“=I x + t, ’ 
a,, t, E II%, t, > 0, x > 0. 
4. REGULI~RE MENGEN IN NORMIERTEN VEKTORR~UMEN 
Wir bezeichnen mit S, die Einheitskugel eines normierten Vektorraumes, 
also die Menge 
S, := If E R : Ilf II < 11, 
und mit Ep A die Menge der Extremalpunkte einer Teilmenge A eines 
linearen Raumes. Die durch die o(R*, R)-Topologie in EpS,, induzierte 
Topologie bezeichnen wir mit u&R*, R)- oder such kurz mit a,,-Topologie. 
Grundlegend fiir die weiteren Untersuchungen ist die folgende 
DEFINITION 1. (1) Eine nichtleere Teilmenge V von R hei& regular im 
Punkte v0 aus V, wenn ftir jedes Element f aus R\ I’, fiir jedes Element v aus V, 
fiir jede reelle Zahl h > 0 und fur jede &VW0 enthaltende a,,-abgeschlossene 
Teilmenge A C EpS,, mit Re L(v - vO) > 0 fur L aus A ein Element v,, aus 
Y existiert mit 
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(Rl) ReL(v, -q,) >ReL(f-v,,) --If-q,IIftirLausA; 
WI II VA - 00 II < A. 
(2) Eine Teilmenge V von R hei& regular, wenn V in jedem Punkt aus 
V regular ist. 
Wir beweisen zunachst das folgende 
LEMMA 1 (Variationslemma). Es sei V eine Teilmenge eines normierten 
Vektorraumes R, die in v0 aus V reguliir ist. Ferner sei ein Element f aus R 
gegeben. Gibt es ein Element v aus V mit Re L(v - q,) > 0 fiir L aus c& , so 
enthtilt fiir jede positive reelle Zahl X die Menge 
ein Element v,, mit 
IIf-vnll <IIf-voll. 
Beweis. Es geniigt die Behauptung fur alle hinreichend kleinen positiven 
h zu beweisen. Sei 
a : = .E&; Re L(v - vO). 
0 
Die Menge 
N:= {LEZ;-,, : Re L(v - vO) = a} 
ist konvex und u(R*, R)-kompakt, besitzt also nach dem Satz von Krein- 
Milman mindestens einen Extremalpunkt. Dieser ist dann such Extremal- 
punkt von &+,, , liegt also in gfpv, . Mithin ist 
Die Menge 
U:= LEE~S~*:R~L(~-~,,)>; 
i 
ist eine an,-offene Teilmenge von Ep S,, und enthalt &f-u0 . Es gilt die 
Ungleichung 
E” := SUP 
L6EpSR*\U 
Re Uf- 4 < llf- ~~11. 
Wir beweisen diese Ungleichung indirekt und nehmen E* = ilf - v0 /I an. 
Dann gibt es Funktionale L, , L, ,..., Lk: , . . aus Ep S,,\ U mit der Eigenschaft 
&t Re Ldf- vo> = IV- v. II. 
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Da S,, eine o(R*, R)-kompakte Menge ist, hat die Folge L, , Lz . . . . . LIc ,... 
einen u(R*, R)-Haufungspunkt L, in S,, fur den 
ReLdf- uo> = llf- 4 
und somit 
-w”- %I) = llf- d 
gilt. Folglich ist L, aus Z;++ und somit Re L,(u - q,) 3 a. Da andererseits 
Re L,(u - vo) < 42 fur k = 1, 2,..., gilt, erhalten wir einen Widerspruch. 
Fur jedes Funktional L aus der a,,-abgeschlossenen Menge 
i?:= LtEpS,*:ReL(c--,,)>;I I 
gilt die Abschatzung Re L(v - 0,) 2 a/2. Da V im Punkte a0 regular ist, 
gibt es zu jeder positiven reellen Zahl X ein Element v,, aus V, das den Be- 
dingungen 
ReL(~,--v,)>ReL(f--u,)-llf--u,/I (3) 
fiir L aus i7 und 
II 0.4 - % II < h 
geniigt. Es sei nun h so gewahlt, daf3 
O<h<llf-uoll --* 
gilt. Fiir jedes Funktional L aus U gilt wegen der Ungleichung (3) die Ab- 
schatzung 
Re L(f- u,J = Re L(f-u,)- Re L(v, - vo) < ~lf--v,~~. 
Fiir jedes Funktional L aus Ep S,,\U gilt wegen 0 < X -=c llf - u0 II - E* 
die Abschatzung 
Re L(f- vA) = Re L(f- q,) - Re L(uA - q,) 
< E* + II u,t - uo II ,( E* + A -c llf- v,, II . 
Folglich gilt fur alle X mit 0 < h < IIf - q, /I - E* die Ungleichung 
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fur L aus Ep S,, . Mit Hilfe des Satzes von Krein-Milman beweist man dann 
such 
ReL(f- 04 < llf- voI/ 
fur alle L aus S,,. Da S,, eine o(R*, R)-kompakte Menge ist folgt 
Ilf- VA II < Ilf- uo II * 
Aus dem Variationslemma ergibt sich die 
Folgerung. Jedes lokale Minimum des Funktionals Q(v) : = Ilf - v II 
auf einer Kolmogoroff-Menge 1. Art ist ein globales Minimum. 
Ein Element v. aus einer nichtleeren Teilmenge V eines normierten Vektor- 
raumes R heil3t ein solarer Punkt von V, wenn fur jedes Elementfaus R gilt: 
1st v. eine beste Approximation fiir f beziiglich V, so ist v. such eine beste 
Approximation fur v. + h . (f - vo) fur jede nichtnegative reelle Zahl h. 
Nach Brosowski [lo] gilt das folgende 
LEMMA 2. Ein Element v. aus V ist genau dann ein solarer Punkt von V, 
wenn ftir alle f aus R gilt: Ist v. eine beste Approximation ftir f beziiglich V, so 
geniigt jedes Element v aus V der Ungleichung 
min Re L(v - vo) < 0. 
=&f--V0 
Wir beweisen un den 
SATZ 8. Eine Teilmenge V eines normierten Vektorraumes R ist genau dann 
im Punkte v. aus V regular, wenn v. ein solarer Punkt von V ist. 
Beweis. (a) Sei V in v. regular. Nach Lemma 2 haben wir zu zeigen: 1st 
v. eine Minimalliisung fur f beztiglich V, so gilt 
min Re L(v - vo) < 0 
-*f-a, 
ftir alle v aus V. Gibt es ein Element v aus V mit Re L(v - vO) > 0 fur alle 
L aus $+, so gibt es nach Lemma 1 ein Element vh aus V mit 
llf-%I1 <IIf--voll. 
(b) Sei v. ein solarer Punkt von V. Gegeben sei ein Element f aus R\ V, 
ein Element v aus V, eine positive reelle Zahl h und eine &f-v enthaltende 0 
a,,-abgeschlossene Teilmenge A von Ep S,, , so dal3 
Re L(v - vo) > 0 (4) 
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fiir alle L aus A gilt. Wir haben zu zeigen, daB es ein Us aus V mit den Eigen- 
schaften (RI) und (R2) gibt. Da A die Menge &f-V0 enthalt, ist wegen (4) v,, 
keine Minimallosung fur f beziiglich V. Da I+, ein solarer Punkt von V ist, ist 
q, such keine Minimallosung fur 
f,:=fJo+CL.(f--0) 
beziiglich V fur alle p > 0. Es gibt daher ein w, aus V mit 
llf, - w&i II< IIf, - uo II = P . llf- 00 II . 
Sei nun 
0 < P < min ( 1, 
h 
2 . Ilf- u. 1) 1 . 
Dann ist 
II w, - uo II d IIL - w, II + ILL - 00 II -=c 2cL . Ilf- 00 II < x (5) 
und 
IV- w, II G llf-f, II + IIf, - w&I I < IV- Qo II * (6) 
Wegen (5) erfi.illt Us . * = w, die Bedingung (R2) und wegen (6) gilt 
Re L(f - vo) - Re L( w, - no) = Re -W - ~3 < IIS - no II 
fur alle L mit /j L I/ < 1. Daraus folgt speziell fur L aus A (da fur diese L 
stets 11 L j\ < 1 gilt) die Ungleichung 
Re L(w, - vo) > Re L(f- vo) - [If- v. II . 
Aus dem vorstehenden Satz folgt der 
SATZ 9. Es sei V eine nichtleere Teilmenge eines normierten Vektor- 
raumes R. Die folgenden Aussagen sind iiquivalent: 
(A) V ist eine a-Sonne. 
(B) V ist eine Kolmogorof)Menge 1. Art. 
(C) V ist reguliir. 
Wir geben das Beispiel 
BEISPIEL 4. Es sei V eine Teilmenge von R, die sternfijrmig beziiglich v. 
aus V ist. Dann ist V regular in u. . 
Zum Nachweis sei ein Element v # u. aus V und eine beliebige Teilmenge 
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A von Ep S,, mit Re L(v - vO) > 0 fur L aus A gegeben. Fur h > 0 setzen 
wir 
v, := ( l -,,v”,,,, 1 “O+ II v -c” vo II . v 
mit 0 < ,u < min(lIv - v. 11 , h). Das Element V~ ist aus V. Wir erhalten 
Re Lb - vo> = I, v ” v. ,, *ReL(u-z~~) >O >ReL(f-vo) -llf-voil 
und 
II 0, - 00 II = I/ v ” v. ,/ * II v - vo II < A. 
Aus diesem Beispiel ergibt sich der 
SATZ 10. Jeder lineare Teilraum und jede konvexe Menge eines normierten 
Vektorraumes R ist reguliir. 
5. CHARAKTERISIERUNG DER REGULAREN MENGEN IM RAUME C[Q,H] 
Die Approximation im Raume C[Q, H] ist von Brosowski [9, 121 aus- 
ftihrlich studiert worden. Von ihm werden gewisse Teilmengen von C[Q, H] 
regular genannt gemSiB der folgenden Definition (Zur Unterscheidung nennen 
wir die von Brosowski im Raume C[Q, H] eingefiihrten regularen Mengen 
C-regular und die oben eingeftihrten regularen Teilmengen in normierten 
Vektorraumen R-regular). 
DEFINITION 2. (1) Eine nichtleere Teilmenge V von C[Q, H] heiBt C- 
regular im Punkte a0 aus V, wenn fur jedes,faus C[Q, H] fur jedes v aus V mit 
ReMx) - vo(x), 44 - vo(x)) > 0 
fur x aus II~-,~ und fur jede positive reelle Zahl h ein Element v,, aus V 
existiert mit den folgenden Eigenschaften 
(W 2 R&f(x) - ~~(4, v,dx) - ~~(4) > II v,dx) - vo(x)ll$ 
fiir x aus M,.+O ; 
WI II VA - vo II < A. 
(2) Eine nichtleere Teilmenge V von C[Q, H] heil3t C-regular, wenn sie 
in jedem ihrer Punkte C-regular ist. 
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Da C[Q, H] ein spezieller normierter Vektorraum ist, kann man auf 
Teilmengen V von C[Q, H] such den Begriff R-regulgr anwenden. Sowohl 
fur R-regulare Mengen als such fiir C-regulare Mengen gilt: 
Eine Menge V ist genau dann regular, wenn eine Minimalliisung u,, fur f 
beziiglich V stets dem globalen Kolmogoroffschen Kriterium geniigt. Damit 
ist klar, da13 fur Mengen aus C[Q, H] die beiden Regularitatsbegriffe aquiva- 
lent sind. Im folgenden Satz zeigen wir nun die Aquivalenz der beiden 
Regularit%tsbegriffe direkt. 
SATZ 11. Jede R-reguliire Teilmenge von C[Q, H] ist C-regukir und 
umgekehrt. 
Beweis. (a) Es sei I’ aus C[Q, H] R-regular in v0 aus V. Gegeben sei ein 
f aus C[Q, H], ein v aus V mit 
Re(fW - vdx), 44 - v&N > 0 
fur x aus M,-,O und eine positive reelle Zahl h. Dann ist Re L,(v - vJ > 0 
fur alle Funktionale L, aus C[Q, H] von der Gestalt 
f(x) - vo(4 
Lz(g) := i I/ f(x) - VO(X)~~~ 9 g(4) 
mit x aus M,-, . Diese Funktionale bilden gerade die Menge && . Es ist 
also Re L(v - z!I,,) > 0 fur alle L aus &f-V . Da fur die Approximation 
beztiglich R-regularer Mengen das global: Kolmogoroff-Kriterium not- 
wendig ist, kann a0 keine Minimallijsung fur f beziiglich V sein. Da ferner 
wegen der R-Regularitgt jedes lokale Minimum des Funktionals 
G(v) := 11 f - v 11 auf V ein globales Minimum ist, ist v,, such keine Mini- 
malliisung fur f beziiglich 
Es gibt also ein v,, aus I’ mit I/f - v, II < 1) f - v,, 11 Fur alle x aus MfPWO 
gilt dann 
IIf(4 - ~A(X)llH < IIf - Gmf = I.lf - %I I * 
Daraus folgt 
0 < llfc4 - ~o(x)llL - IlfW - %Wif 
= (f(x) - VoW,f(X) - vow - (f(x) - VA(X>~f(X) - VA(X)) 
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ftir alle x aus M,-,0 . Da wegen Us aus V,+ such 11 U~ - a0 I/ < h gilt, sind damit 
die Bedingungen (Rl) und (R2) der C-Regularitat im Punkte ZIP gezeigt. Da 
v,, beliebig in V gewahlt war, ist V also C-regular. 
(b) Sei nun V in a0 C-regular. Gegeben sei ein Element f aus C[Q, H], 
ein Element v aus V und eine &f-V0 enthaltende aa,-abgeschlossene Menge A 
mit 
Re L(u - q,) > 0 
fur L aus A und eine positive reelle Zahl h. Wir haben zu zeigen, da13 ein 
Element V~ in Vexistiert, das den Bedingungen (Rl) und (R2) der R-Regulari- 
tHt gentigt. 
Die Funktionale aus 4-,,, haben die Gestalt 
mit x aus M,-, o . Aus Re L(u - vO) > 0 fur L aus A folgt dann 
i 
f(x) - uo(x) 
Re IIfW - fhWIH ’ u(x) - HOW) > 0 
fiir alle x aus Mfwf10 , was gleichbedeutend ist mit 
W f(x) - uoCG 44 - ~~(4) > 0 
fur alle x aus M,+ . (F tir d as weitere benutzen wir eine Beweisidee von 
Brosowski [12].) 
Wegen der Kompaktheit der Menge M,-,0 gibt es eine reelle Zahl a in der 
Art, da13 fur jeden Punkt x aus M,+,O die Ungleichung 
RUG4 - ~~(4 u(x) - vo(x)) 2 a > 0 
gilt. Die Menge 
U := 1x E Q : Re(f(x) - q,(x), u(x) - q,(x)) > ;\ 
ist wegen der Stetigkeit der Abbildungen f - v0 und v - v0 offen und enthalt 
die Menge M,++ . Fur jeden Punkt x aus Q\ U gilt die Abschatzung 
II f(x) - V&)llH < IV - f-Jo II* 
Da Q\U abgeschlossen und folglich kompakt ist, folgt 
E* := ,ya$ IIfW - ~o(% < If- uo Il. 
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Fur jeden Punkt x aus D gilt die Abschatzung 
Mftx) - u,(x), 44 - ~~(4) 3 : > 0. 
Es gibt daher eine reelle Zahl c in der Art, dal3 
Ilfb) - uo(xh t c > 0 
fur alle x aus V gilt. Fi.ir jedes x aus Q setzen wir 
f(x) - vow 
g(x) := 
f 
c * IIf - a4llx 
fur x E {x E Q : I/f(x) - u,(x)llH 3 c} 
f(x) - uo(x) fur x E {x E Q : IIf - u,(x)llH 6 c}. 
Damit ist g eine stetige Abbildung von Q in H. Nach dem Lemma von 
Urysohn gibt es eine auf Q stetige reelle Funktion m mit den Eigenschaften 
I 0 m(x) := 1 fur x E (x E Q : Re(g(x), v(x) - u,,(x)) < 0} fur XE u 
und 0 < m(x) < 1 fur jedes x aus Q. Nun setzen wir h := m * g. Dann gilt 
fur jeden Punkt x aus Mh die Abschatzung 
Re(h(x), v(x) - q,(x)) > 0. 
1st namlich x aus Mh , so ist 
m(x) . II sC% = II &)IIH = II h II > 0 
und somit m(x) > 0 und Re(g(x), u(x) - vO(x)) > 0. Aus den letzten beiden 
Ungleichungen folgt die behauptete Ungleichung. 
Wegen der vorausgesetzten C-Regularitat gibt es zu dem Element u aus V, 
zu dem Element h aus C[Q, H] und zu jeder reellen Zahl p > 0 ein Element 
21, , das den Bedingungen 
2 WVx), u,(x) - uoW) > II Q(X) - ~dx>ll~ 
fiir x aus Mh und 
II 0, - uo II -=L EL (7) 
gentigt. Wegen Mh 3 B und /If(x) - vo(x)llH 3 c fur x aus T7 folgt weiter 
2 Mf(x) - cowl ~~(4 - uoW > II u,(x) - u,(x)ll& 
fiir x aus f-j. 
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Es sei nun TV eine reelle Zahl, die der Bedingung 0 < p < Ilf - q, jl - E* 
genngt. Dann gilt fur jeden Punkt x aus U die Beziehung 
= IIfW - HOW - (%(X) - ~owlg 
< IIf- u. II2 - 2 Re(f(x> - v,(x), u&4 - dx>) + II ~,W - uo<N~, 
aus der mit der oben bewiesenen Ungleichung 
die Abschgtzung 
life4 - %(G& < llf- 00 II2 
folgt. Ftir jeden Punkt x aus Q\U gilt wegen 0 < X < Ilf - v. // - E* die 
Abschatzung 
IIs - %cQlH = IIfG4 - uow - h(x> - ~,(~))IIR 
G II f(x) - loll + II %W - ~O(X)llH 
<E*+Il.f---oil-E*=llf--v,II. 
Folglich gilt ftir alle p mit 0 < p < Ilf - z)~ 11 - E* die Ungleichung 
llf - vu II < llf - uo II 3 
die gleichbedeutend mit der Ungleichung 
ReUf- vu) < Ilf- ~11 
fiir alle L aus C[Q, HI* mit I/ L j/ = 1 ist und somit such fur alle L aus A 
giiltig ist. 
WSihlen wir p mit 0 <: p < X, so geniigt dieses v, wegen der vorstehenden 
Betrachtung der Bedingung (RI) und wegen der Ungleichung (7) der Be- ~ 
dingung (R2) der R-Regularitat. Folglich ist V R-regular im Punkte u. . Da 
u. beliebig in V gewahlt war, ist V daher R-regular. 
6. BEWEIS DES DURCHSCHNITTSSATZES FUR KOLMOGOROFF-MENGEN 1. ART 
Wir verallgemeinern den von Rivlin und Shapiro [26] eingefiihrten Be- 
griff der Extremalsignatur auf normierte Vektorraume. 
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DEFINITION 3. (1) Eine nichtleere u .,-abgeschlossene Teilmenge A von 
Ep S,* heiDt eine Signatur, wenn es ein vom Nullelement verschiedenes 
Element f aus R gibt mit 4 3 A. 
(2) Eine Teilmenge A C R* heiDt extremal ftir das Element q, aus V 
beziiglich einer Teilmenge V von R, wenn jedes Element u aus V der Un- 
gleichung 
?$-I Re L(v - vO) < 0 
geniigt. 
Mit Hilfe dieser Definition la& sich das globale Kolmogoroff-Kriterium 
folgendermagen formulieren: 
Wenn die Signatur G”,-,+ extremal ist fur ZJ,, beztiglich V, dann ist q, Mini- 
mallijsung fur f beziiglich V. 
Wir beweisen un den 
SATZ 12. Gegeben sei eine Kolmogoroff-Menge 1. Art V eines normierten 
Vektorraumes R, ein Element f aus R und eine Teilmenge T von V. Dann gilt: 
Die Teilmenge T von V ist genau dann eine Menge von Minimalliisungen fiir 
das Element f aus R, wenn der Durchschnitt 
A := n &f-V 
VET 
extremal fiir alle v aus T ist. 
Beweis. Hinliinglichkeit. Sei v0 beliebig aus T. Da A extremal fiir v,, ist, 
ist such G-u0 extremal ftir v,, . Folglich ist v,, eine Minimallbsung fiirfbeziig- 
lich V. 
Notwendigkeit. Wir beweisen die Notwendigkeit in mehreren Schritten. 
Zunachst zeigen wir durch vollstandige Induktion nach n die folgende 
Aussage: 
(1) Fur alle f aus R gilt: Sind v1 ,..., v, Minimallosungen fiir f beziiglich V, 
dann gibt es zu jedem v aus V ein L aus 
fiir alle v = I,..., n. 
Re L(v - v,) < 0 
Aus (1) folgt dann unmittelbar, daf3 r extremal ist fiir jedes der Elemente 
01 >‘.., v, beziiglich V. 
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Da V eine Kolmogoroff-Menge 1. Art ist, ist fur jedes Element f aus R und 
ftir jede Minimalli5sung a ftir f die Menge .2$-, extremal fur a beztiglich V. 
Die Behauptung (1) gilt also fur n = 1. 
Nun zeigen wir, daD die Behauptung (1) fur n + 1 gilt, wenn sie fur it 
giiltig ist. Es seien 
V 1, 212 ,..-, V n+1 E v 
Minimallosungen ftir f beziiglich V und v ein beliebiges Element aus V. Wir 
haben dann zu zeigen, darj es ein Funktional L aus R gibt mit den folgenden 
Eigenschaften: 
wobei wir 
IIU = 1; (8) 
w- - V”) = w-i n v = 1, 2,..., Iz + 1; (9) 
Re L(v - VJ < 0, v = 1, 2 )...) n + 1, (10) 
gesetzt haben. Es sei bemerkt, da13 es im Falle der Ungleichungen (10) 
geniigt nur die Ungleichung fi.ir v = 1 zu beweisen. Die tibrigen Ungleichun- 
gen folgen mit Hilfe von (9) aus der ftir v = 1. 
Nun definieren wir fiir jede nichtnegative reelle Zahl X das Element 
fn :=f+A-(f-%+1) 
und die Menge 
S, := {g E R : 11-h - g II < (1 + A) . E(fi V)>. 
Nun gilt ftir alle g aus S, die Ungleichung 
llfn-~ll~llfh-fll+Ilf-~ll~~~Ilf-~rs+~II+~~f;~~ 
= (1 + a * wi v. 
Folglich gilt die Inklusion S, C S,, ftir alle X > 0. 
Da eine Kolmogoroffsche Menge 1. Art nach Satz 1 eine c+Sonne ist, ist 
ZJ,+~ such eine Minimallosung ftirfh beztiglich V, wobei 
llfn - &x+1 /I = (1 + A) * Ilf - un+1 II = (1 + Jv * -w-i n 
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gilt. Nun gilt fur v = 1,2,..., n die Abschatzung 
llh - uv II G IK -fll + Ilf- 0” II = h . Ilf - oni II + w-i VI 
= (1 + A) . -m v>. 
Folglich sind such ul, vZ ,..., v, Minimallosungen fi.ir fn beziiglich V. Nach 
Induktionsvoraussetzung ibt es fiir die Elemente v1 , v2 ,..., v, und fiir das 
Element fA zu dem Element v aus Vein Funktional L aus R mit den folgenden 
Eigenschaften: 
IILII = 1; @*) 
mi - 5) = (1 + 4 . -q-i v, v = 1, 2,..., n; (9*) 
Re L(v - VJ < 0, v = 1, 2,.. ., n. (lo*) 
Wir zeigen nun, da13 fur h > 0 dieses Funktional L den Bedingungen (8), 
(9) und (10) geniigt. Dazu haben wir gemal der Bemerkung nach den 
Ungleichungen (10) nur noch zu zeigen, da8 
L(f- 4 = E(f; v 
fur v = n + 1 gilt. Die Hyperebene 
H:={gER:ReL(g)=ReL(u,,)} 
ist eine Sttitzhyperebene an die Menge S, mit dem Sttitzpunkt Q . Es gilt 
nlmlich ftir jedes g aus S, wegen 
die Ungleichung 
Re L(g) > Re L(v,). 
Ferner ist v1 aus as, n H. Wegen S, C S, und v1 aus &S, ist H such eine 
Stiitzhyperebene an S, mit dem Stiitzpunkt v1 . Folglich gilt L(f - q) = 
jl f - v1 II = E(f; V). Wegen Bedingung (9”) folgt dann 
L(f- 4 = m v 
such fiir v = 2, 3,..., n. Ware nun L(f - u,~+J # E(f; V), so folgt 
ReL(f, - v,+J < (1 + 8 --Vi V> 
392 BROSOWSKI AND WEGMANN 
und somit such 
und 
Re W - %+d < EM V) 
Re L(fn - f) -=c h . E(f; 0 
Damit ist 
(1 + 4 - W-i v> = U - ~1) 
=ReL(f,--f)+ReL(f--l)<h.Ilf-~lll 
+ llf - 01 II= (1 + 4 * E(fi 0 
Dieser Widerspruch zeigt uns, dat3 such 
ist. Damit ist die Behauptung (1) bewiesen. 
(2) Fiir alle f aus R gilt; Ist T C V eine Menge von Minimalliisungen ftir f 
beziiglich V, so ist 
extremal ftir jedes Element v aus T. 
Wir beweisen indirekt und nehmen an, es gebe ein v,, aus Tund ein 6 aus V mit 
Re L(Z - a,,) > 0 
fur alle L aus lY Dann gilt 
I’n{LES,*:ReL(G-qJ GO> = m. 
Wegen der a(R*, R)-Kompaktheit der Menge 
&v, n (L E S,* : Re L(6 - q,) < 0) 
gibt es dann endlich viele Elemente aI , a2 ,.. , v, aus T, so da13 
fi (&v, n {L ES,* : Re L(6 - v,,) & 0)) = m 
t-0 
gilt, was jedoch wegen (1) nicht miiglich ist. 
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(3) Beweis van Lutz 12. Nach dem unter (2) Bewiesenen ist r extremal 
fur jedes Element aus T. Daher ist nach [lo], Lemma 2, wegen 
EP ( n &,,) = EP(&*) n (I &, 
VET ‘LET 
= CT (EP(&) n &-v) 
= fiTL 
such d extremal fur alle u aus T. 
7. EINIGE FOLGERUNGEN AUS DEM DURCHSCHNITTSSATZ 
Wir bezeichnen mit con A die konvexe Htille einer Teilmenge A eines 
linearen Raumes und setzen fur jedes Element f eines normierten Vektor- 
raumes R und fur jede reelle Zahl 01 b 0 
K[f;~l:={g~R:Ilf-gll <.I. 
Ferner setzen wir 
Pv( f) := {v E v : llf - u 11 = E(f; v)}. 
Wir beweisen den 
SATZ 13. Es sei V eine Kolmogoroff-Menge 1. Art im normierten Vek- 
torraum R. Dunn gilt fiir alle f aus R die Inklusion 
con J%f) C Wf; E(f; VI. 
Beweis. Gegeben seien die Elemente v1 , o2 ,..., vie aus PA(f). Dann gilt 
fur alle nichtnegativen reellen Zahlen pl, pz ,..., pk mit p1 + pz + *.. + pk = 1 
die Abschatzung 
Ilf- i PA j( G f px llf- v, II = EM 0. 
x=1 x=1 
Nach dem Durchschnittssatz gibt es ein Funktional 
(11) 
mit L(f- v,) = E(f; v)ftir K = 1, 2,..., k. Dann gilt fur alle nichtnegativen 
reellen Zahlen p1 , pz ,..., Pk mit p1 + pz + ... + Pk = 1 die Gleichung 
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aus der die Abschatzung 
folgt. Zusammen mit der Abschatzung (11) gilt also 
/If - g PXVX /I = E(.f; 0 
Folglich gilt con Py( f) C X[f; E(f; V)]. 
Mit Hilfe von Satz 13 verallgemeinern wir nun ein Ergebnis von I. Singer 
[27] aus der Theorie der linearen Approximation auf die Approximation 
durch Elemente aus Kolmogoroff-Mengen 1. Art. Zun%hst einige Vor- 
bereitungen: 
Wir bezeichnen mit I(A) die lineare Mannigfaltigkeit, die von einer Teil- 
menge A eines normierten Vektorraumes R aufgespannt wird, d.h. die Menge 
I(A):={Xx+(l -&yER:y,xEconAund- co<h<+ co}. 
Fur 0 < dim I(A) < co erklaren wir die Dimension einer Menge A aus R 
durch 
dim A := dim l(A). 
Nach Singer [27] definieren wir: 
DEFINITION 4. Ein normierter Vektorraum R ist genau dann k-strikt 
konvex, wenn fur je k + 1 Elemente x0, x1 ,..., xk aus R die Gleichung 
11 x0 + x1 + '.. + xk 11 = 11 x0 11 + 11 xl 11 + "' + jj xk II 
die lineare Abhlngigkeit der Elemente x0 , x1 ,..., XI, impliziert. 
Im Falle k = 1 f%llt die k-strikte Konvexitiit mit der tiblichen strikten 
Konvexitat eines normierten Vektorraumes zusammen. Wir beniitigen das 
folgende 
LEMMA 3 (I. Singer [27]). Ein normierter Vektorraum R ist genau dann 
k-strikt konvex, wenn jede konvexe Teilmenge der Sphiire 
{x E R : Ij x II = l} 
hcchstens die Dimension k - 1 hat. 
CHARAKTERISIERUNG BESTER APPROXIMATIONEN 395 
Nun ergeben sich aus Satz 13 mit Hilfe des Singerschen Lemma die beiden 
Folgerungen. 
Folgerung 1. In einem k-strikt konvexen Raum ist fur jede Kol- 
mogoroff-Menge 1. Art die Menge der Minimallosungen hijchstens (k - I)- 
dimensional. 
Folgerung 2. In einem strikt konvexen Raum ist jede Kolmogoroff- 
Menge 1. Art eine Tschebyscheff-Menge. 
Dabei hei& eine Teilmenge V von R genau dann eine Tschebyscheff- 
Menge, wenn es zu jedemfaus R hochstens eine Minimallosung ftirfbeziig- 
lich V gibt. 
Folgerung 1 enthalt als Spezialfall den von Singer [27] behandelten Fall 
linearer Raume. 
Mit Hilfe des Durchschnittssatzes beweisen wir nun fur Kolmogoroff- 
Mengen 1. Art ein hinreichendes Eindeutigkeitskriterium, das wir in der 
folgenden Form aufschreiben: 
SATZ 14. Es sei V eine Kolmogorofl-Menge 1. Art in einem normierten 
Vektorraum R. 
Ist V keine Tschebyschef-Menge, so gibt es Elemente v, v,, aus V und eine 
Extremalsignatur Efiir vO beziiglich V mit L(v - v,,) = 0 fiir alle L aus E. 
Beweis. 1st V keine Tschebyscheff-Menge, sogibt es ein f aus R mit min- 
destens zwei Minimallosungen v,, und v beztiglich V. Dann ist nach dem 
Durchschnittssatz die Signatur &,,, n & extremal fur v,, beztiglich V und 
es gilt L(v - vO) = 0 fur alle L aus GPV, n gf-, . 
Mit Hilfe von Satz 14 und der Darstellung der Extremalfunktionale der 
Einheitskugel im Dualraum von R kann man die Hinllnglichkeit verschie- 
dener Eindeutigkeitskriterien i  konkreten Funktionenraumen eu herleiten 
bzw. verallgemeinern. Wir erlautern diese Herleitung an einem sehr ein- 
fachen Beispiel der linearen Tschebyscheff-Approximation im Raume C[Q] 
der stetigen komplexwertigen Funktionen auf einem kompakten Hausdorff- 
Raum Q. 
BEISPIEL 5. Es sei Vein linearer Teilraum der Dimension n von C[Q], der 
der Haarschen Bedingung gentigt, d.h. ftir alle v, u,, aus V mit v # 2r,, hat 
die Differenz v - q, hijchstens n - 1 Nullstellen in Q. Man tiberlegt sich ferner 
leicht, daB jede Extremalsignatur fur v,, aus V beztiglich V mindestens n + 1 
Elemente enthtilt. Wegen der Darstellung der Extremalfunktionale von ScIol* 
durch 
f + E *f(x) 
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mit x aus Q und E E UZ=, / E I = 1, folgt aus der Haarschen Bedingung, dab 
fur alle v, a,, aus I/ und jede Extremalsignatur E fiir v0 beztiglich V mindestens 
ein L aus E existiert mit L(v - vO) + 0. Dann ist nach Satz 14 V eine 
Tschebyscheff-Menge. 
Es sei bemerkt, da13 in diesem Fall die Bedingung von Satz 14 such not- 
wendig ist. Man kann sogar zeigen, da13 diese Bedingung such fiir 
Kolmogoroff-Mengen 1. Art im Raume C[Q, H] notwendig und hinreichend 
fur die eindeutige Losbarkeit des Approximationsproblems i t (vgl. Brosowski 
[9]). Jedoch ist im allgemeinen diese Bedingung keine notwendige Bedin- 
gung. Das zeigen die Untersuchungen von Brosowski [6, 111, Brosowski und 
Loeb [ 151, Brosowski und Stoer [16] und Miiller [25] iiber die Tschebyscheff- 
Approximation differenzierbarer oder analytischer Funktionen. 
LITERATUR 
1. I. AROLD, “Zur Charakterisierung von Minimallosungen in der &Approximation,” 
Zulassungsarbeit, Mtinchen 1968. 
2. W. BRECKNER UND J. KOLUMESAN, Theoremes de caracterisation des elements de la 
meilleure approximation, C. R. Acud. Sci. Paris 266 (1968), 206-208. 
3. W. BRECKNER UND J. KOLUMBAN, tjber die Charakterisierung von Minimalliisungen 
in linearen normierten Raumen, Mathematicu (Cluj) 10 (1968), 3346. 
4. B. BROSOWSKI, iiber Tschebyscheffsche Approximationen mit verallgemeinerten 
rationalen Funktionen, Math. Z. 90 (1965), 14@151. 
5. B. BROSOWSKI, uber Tschebyscheffsche Approximationen durch asymptotisch 
konvexe Funktionenfamilien. Computing 1 (1966), 215-223. 
6. B. BROSOWSKI, Tschebyscheffsche Approximationen an differenzierbare Funktionen, 
Z. Angew. Math. Mech. 46 (1966), 3940. 
7. B. BROSOWSKI, Fixed point theorems in approximation theory, Theory and Applica- 
tions of Monotone Operators. Bloc. NATO Advanced Study Institute Venice, 1968. 
8. B. BROSOWSKI, Einige Bemerkungen zum verallgemeinerten Kolmogoroffschen Kri- 
terium, Funktionalanalytische Methoden der numerischen Mathematik, ISNM 12, 
S. 25-34, Birkhauser-Verlag (1969). 
9. B. BROSOWSKI, “Nicht-1ineare Tschebyscheff-Approximation,” B. I. Hochschul- 
skripten, Bd. 808/808a, Bibliographisches Institut Mamheim, 1968. 
10. B. BROSOWSKI, “Nichtlineare Approximation in normierten Vektorraumen,” Abstract 
Spaces and Approximation, ZSNM 10, S. 140-159, Birkhauser-Verlag (1969). 
11. B. BROSOWSKI, Rationale Tschebyscheff-Approximation differenzierbarer Funktionen, 
in “Numerische Mathematik, Differentialgleichungen, Approximationstheorie,” 
pp. 229-250, Birkhauser-Verlag Base1 und Stuttgart 1968. 
12. B. BROSOWSKI, “Zur nichtlinearen Tschebyscheff-Approximation an Funktionen mit 
Werten in einem unitiiren Raum,” Mufhemtica II (34) (1969), 53-60. 
13. B. BROSOWSKI, Fixpunktsltze in der Approximationstheorie, Muthemuticu II (34) 
(1969), 195-220. 
14. B. BROSOWSKI, On the necessity of the generalized Kolmogorov criterion, Notices 
Amer. Math. Sot. 16 (1969), 643. 
CHARAKTERISIERUNG BESTER APPROXIMATIONEN 397 
15. B. BROSOWSKI UND H. L. LOEB, Zur Eindeutigkeit der rationalen Tschebyscheff- 
Approximationen an stetig differenzierbare Funktionen, Numer. Math. 10 (1967), 
51-55. 
16. B. BROSOWSKI UND J. STOER, Zur rationalen Tschebyscheff-Approximation differen- 
zierbarer und analytischer Funktionen, Numer. Math. 12 (1968), 57-65. 
17. B. BROSOWSKI UND H. WEBER, Zum Begriff der Regularitat in normiertenVektorrlumen, 
Max-Planck-Tnstitut fiir Physik und Astrophysik, Miinchen, MPI-PAEjAstro lo/68 
(1969). 
18. B. BROSOWSKI, K. H. HOFFMANN, E. SCHAFER, UND H. WEBER, Wann ist das Kolmo- 
goroff-Kriterium notwendig?, Erscheint in der ZAMM. 
19. B. BROSOWSKI, K. H. HOFFMANN, E. SCH.&FER, UND H. WEBER, Stetigkeitssatze fur 
metrische Projektionen. III. Eine Fixpunkteigenschaft der metrischen Projektion, 
Max-Planck-Institut fur Physik und Astrophysik, Miinchen, MPI-PAE/Astro 12 
(1969). 
20. K. H. HOFFMANN, Persbnliche Mitteilung 1969. 
21. S. KARLIN UND W. STUDDEN, “Tchebycheff Systems: With Applications in Analysis 
and Statistics,” Interscience Publishers, New York/London/Sydney (1966). 
22. W. KRABS, iiber die Reichweite des lokalen Kolmogoroff-Kriteriums bei der nicht- 
linearen gleichmainigen Approximation, J. Approximation Theory 2 (1969), 258-264. 
23. M. C. LOBRY, “Etude geomttrique des problemes d’optimisation en presence de 
contraintes,” These, Grenoble, 1967. 
24. G. MEINARDUS UND D. SCHWEDT, Nicht-lineare Approximationen, Arch. Rational 
Mech. Anal. 17 (1964), 297-326. 
25. A. MOLLER, Tschebyscheff-Approximation an differenzierbare Funktionen mehrerer 
Veranderlicher, Max-Planck-Institut fur Physik und Astrophysik, Miinchen, MPZ- 
PAE/Astro 21169 (1969). 
26. T. J. RIVLIN UND H. S. SHAPIRO, A unified approach to certain problems of approxima- 
tion and minimization, J. Sot. Indust. Appl. Math. 9 (1961), 670-699. 
27. I. SINGER, On the set of the best approximations of an element in a normed linear 
space, Rev. Roumuine Math. Pures Appl. 5 (1960), 383-402. 
28. I. SINGER, Choquet spaces and best approximation, Math. Ann. 148 (1962), 330-340. 
29. I. SINGER, Cea mai buna approximare in spatii vectoriale normate prin elemente din 
subspatii vectoriale, Bukarest: Academiei Republicii socialiste Romania, 1967. 
30. H. WERNER, “Vorlesung iiber Approximationstheorie,” Lectures Notes in Mathematics 
14, Springer-Verlag Berlin/Heidelberg/New York, 1966. 
