










Abstract: Problem Statement: Network Mobility as a  service  is provided by  the NEMO protocol  in 
IPv6 environments. NEMO is an extension to MIPv6, and thus inherits the same reliability problems of 
MIPv6. MIPv6  is not  reliable because  the Home Agent  (HA)  is a  single point of  failure.  In order  to 
provide  real‐time  services  for MIPv6 networks,  reliability  should be considered as part of any high 
availability  solution used  to deploy Mobile  IPv6 networks. Approach: Many approaches have been 
taken  to  solve  the  problem  of  HA  as  a  single  point  of  failure.  In  our  proposed  solution,  failure 
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to enable mobility  for nodes on a network. MIPv6 was  intended  to allow a Mobile Node  (MN)  to  continuously 
maintain  its  ongoing  sessions while  it  changes  location  between  different  networks. While MN  is  at  its  home 
network, it functions as a fixed node. When the movement of MN occurs, MN will need to send a binding update to 
the HA in order to have a tunnel created for communication purposes. When a packet intended for MN reaches the 
home network of MN, packets will be  intercepted by HA and then sent to MN on  its new address.  It  is observed 
that  in  this  scenario, HA becomes  a  single  point of  failure  since  packets  intended  for MN when on  a different 
network will be lost if HA is not available for interception. MIPv6 introduced another problem in which many nodes 
try to connect at the same time when roaming from one network to another, causing what is known as a “binding 
update  storm”  (Tazaki et al.,2011) As  a  solution  to  the  inefficiency of MIPv6,  IETF defined  a new protocol  called 
Network Mobility Basic Support (NEMO BS)  in RFC 3963. The name  is derived from Network Mobility and will be 
referred to by (NEMO) in the rest of this document.  
NEMO  is designed  to  allow a mobile network, which  consists of  a Mobile Router  (MR) and Mobile Network 
Nodes (MNNs) connected to the MR, to continuously maintain its ongoing sessions while roaming from a network 
to another. In order to achieve such mobility, each MR is identified by its home address, regardless of its location on 
the  internet.  While  MR  is  at  its  home  network,  it  operates  like  a  fixed  node  by  using  its  home  address  to 
communicate with other nodes on  the  internet. When  the mobile network moves  to  a  foreign network,  it will 
inform  it’s HA of  its new  address by  sending  a binding update back  to HA. HA  should be  aware of  the Mobile 
Network Prefixes (MNPs) associated with the MR when there are more than a single network. This  information  is 
exchanged with the binding update or it can be preconfigured according to the mode used. There are two modes of 
operation  in  the  case of MNPs  configuration;  these  are  implicit mode  and  explicit mode.  In  implicit mode,  the 
information related to MNPs is known to HA, while in explicit mode the information related to MNPs is sent in the 
binding  update.  When  a  mobile  network  is  away  from  its  home  network,  packets  intended  to  the MNNs  are 
intercepted by HA and then tunneled to MR.  It  is observed that  in this scenario, similar to MIPv6, HA becomes a 











Zhenkai  et  al.,2011  Ayaz  et  al.,2009)  or  MN  initiated  recovery  by  using  mechanisms  such  as  “Home  Address 








1% and  latencies over 100ms can cause distraction  to users, so  they should be avoided. Therefore, HA  recovery 
time is crucial for real‐time applications in environments such as NEMO where HA is not just a single point of failure 
but a main arbitrator affecting any communication between the mobile network and other nodes in the internet. In 
order  to have seamless mobility, solving  the problem of HA  reliability should be achieved without causing more 
delays in the communication path between the mobile network and the correspondent nodes.   
In this work, we present a highly available HA reliability solution. We also analyze performance factors affecting 








prefix used by  the mobile network behind  the MR  is a mobile network prefix  (MNP). This prefix  is used by  the 
mobile network and is administered as a local network having MR as the gateway. The foreign network in NEMO is 
any  other  network which  is  not  a  home  network. When  the MR  roams  and  attaches  to  a  foreign  network,  it 
acquires  a  care‐of‐address  (CoA) needed by HA  to  know  the  location  of MR. A  possible way  to  acquire CoA  is 
through  stateless  IPv6  configuration or any other method provisioned at  the  foreign network. These  changes  in 
location  are  exchanged with  the HA  through  the  Binding Update  (BU). Other  information  in  the  BU  of NEMO 
includes  the MNPs  and  an  R  flag  set  to  define  an  operating MR.  After  this, HA  replies with  a  binding  update 
acknowledgment (BU‐ACK) if the binding is accepted by HA. After the completion of this procedure a bidirectional 












Fig. 1: Interception of packets destined to the mobile network when it moves to another network. 
In normal operation of NEMO, MR can only detect the failure of an HA when  it tries to refresh the binding or 
when  it moves  to  a different network  and  thus  sends  another BU. Communication  is  lost between  the mobile 
network nodes and any other nodes during  this process. As MR  tries  to  recover connectivity,  it attempts  to  find 
another  HA  using  a  Dynamic  Home  Agent  Address  Discovery  (DHAAD) message  sent  to  the  home  network,  if 
another HA exist to serve MR, then a binding will be created with the new HA and communication resumes after 
the tunnel is created in a similar way as previously mentioned.  
The process of using  (DHAAD)  introduces a  total breakdown  in  communication between  the mobile network 
nodes  and  other  nodes  on  the  internet while  it  tries  to  restore  connection,  thus  it’s  not  suitable  for  real‐time 













reliability  problem  in  an  IPv6  environment  is  found  in  (Faizan  et  al.,  2008)  and  known  as  Virtual Home  Agent 
Reliability Protocol (VHARP), where HAs in this set‐up will share the same global address. VHARP introduces ideas 
which we opted to adapt such as the use of a virtual address, however a problem with the protocol is that it does 
not  provide  an  optimal  mechanism  defined  for  HA  failure  detection  and  the  protocol  uses  modified  router 
advertisements, which is a slow process since these messages are sent within certain intervals suitable for router 
advertisements, usually between 1 and 3 second according  to  the  implementation used. Another method using 
distributed HAs to achieve global HA reliability is found in (McCarthy et al.,2009), the global scope introduces new 







MR‐HA  tunnel. Final  specifications  for Global HA  to HA are yet  to be defined, except  for an experimental draft 
recently published in (Wakikawa et al., 2009). In (Zhenkai et al.,2011) an implementation of multiple HAs mechanism 
in  IPv6  environments  is  presented, where  a method  is  introduced, which  enables MN  to  simultaneously  have 
multiple HAs when away  from  the home network. This method  is not  transparent  to  the MNs and  introduces a 







the  local  link,  although  negligible  but  causes  more  network  overheads  in  such  systems  (Hernandez‐Cons  et 




HA. The backup HA will provide services when  the active HA  is down, while  the  inactive HA’s holds no mobility 
bindings, but provides  limited services to backup HA services. The  framework also  introduces certain amount of 











The  solution proposed adapts many  features  from  the  related work  such as: HA  redundancy using virtual HA 






aware  of  the  existence  of  the Main HA.  The Main HA  performs  critical  operations  of  handling  the monitoring 
procedure as well as synchronizing  the binding cache  through  fast synchronization messages which are  triggered 
once a binding occurs. The Main HA is also responsible – through the MR ‐ for multiple MNNs when operating in a 






Fig. 2: HA State Diagram 
 
Fig. 3: HA Data Flow Diagram 
 



















1) Soft switch:  in this mode, after failure detection the HA switches  its mode from active to stand‐by and vice 
versa without involving the MR. This is transparent to the MR and depends only on the HA, thus we focus on 
this type of switching in this work.  
2) Hard switch: another type of switching  is a hard switch;  in this mode the MR will be triggered to  initiate a 
switch when a failure is detected. 
 
In  Fig.  2  a  state  diagram  illustrates  the procedures  in  the  proposed  solution.  From  Fig.  2, HA  initializes  and 
process parameters and values set by the user, a state discovery operation  in which HA starts to discover  its own 
state is then started. In this discovery state operation, HA can be a main HA if no other main HA is configured, or it 
acts  as  a  standby HA  if  another HA with  a  higher  priority  is  already  running. HA will  need  to  set  the  priority 





Fig. 5: HA Failure Procedure 






















the  main  HA.  Synchronization  is  done  through  update  messages  sent  instantaneously  when  a  binding  update 




2) A  binding  update  acknowledgment  (BU‐ACK)  is  generated  for  MR  from  HA,  a  binding  happens  and  the 
information is synchronized with the standby HA. 
3) A tunnel is created between the active HA and the MR. 




















Fig. 6: Main functions of the solution: description of steps executed in the solution 
RT = Fdt + MRn (TD + TC)                                 (1) 
 
Assuming that HA1 is running and tunnels are created after successful binding with MR. Thus, from (1) when a 
failure occurs, Fdt should be considered as  it  increases with the addition of MR’s  in addition to the value of Tc at 
HA2. The number of MRs also affects  such system  since according  to  the number of  tunnels existing;  recreating 
these tunnels with their routing tables at HA2 after a failure will require an amount of time Tc in addition to Fdt. In 
our  studies  we  observed  a  time  of  approximately  60ms  for  the  process  of  tunnel  creation  and  routing  table 
manipulation, meaning at a rate of about 12 MR/s  in our case.  It  is obvious from (1) that failure recovery time  is 




















Fig. 8: Packet loss in TCP using normal HARP implementation having a 0.7s HA recovery time, loss is 
depicted by the dips in the graph 


















Fig. 9: Packet loss in TCP using normal HARP implementation having a 20ms HA recovery time, loss is 
depicted by the dips in the graph 
 
 
Fig. 10: Packet loss in UDP using normal HARP implementation having a 0.7s HA recovery time, loss is 
depicted by the dips in the graph 
 Fig. 11: Packet loss in UDP using our implementation having a 20ms HA recovery time, loss is depicted 







On  the  other hand, while  using  our  implementation  at  the HA  and having  a delay  of  approximately  20ms, we 
observe that packet loss is very small compared to the HARP implementation, as it introduced packet loss less than 




Fig. 12: Throughput using normal HARP implementation having a 0.7s HA recovery time 
  
Fig. 13: Throughput using normal HARP implementation having a 20ms HA recovery time 
 





 In  our  experiments,  it  was  found  that  RTT  results  have  shown  similarities  when  running  both 
implementations. The similarities are reflected by the RTT value of approximately 5 ms, since our implementation 
introduces a negligible amount of overhead to the network used in our test environment (approx. 1.4% of network 
overhead);  therefore  RTT  similarities  is  a  good  sign  of  network  performance  when  compared  to  the  HARP 




















MIPv6. The  implemented  solution  supports NEMO and outperforms available  solutions  in  terms of HA  recovery 
time to suit real‐time applications. We have also shown that less packet loss is incurred in our solution, while the 
effect on the network overhead affecting round trip time is similar to other solutions. These factors are important 
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