Abstract. In this paper we consider the long time behavior of solutions to the cubic nonlinear Schrödinger equation posed on the spatial domain R × T d , 1 ≤ d ≤ 4. For sufficiently small, smooth, decaying data we prove global existence and derive modified asymptotic dynamics. We also consider the asymptotic completeness problem.
Introduction
In this paper, we work with the cubic defocusing nonlinear Schrödinger equation which has the form (1.1)
where u is a complex-valued function on the spatial domain (x, y) ∈ R × T d , 1 ≤ d ≤ 4. Let T := R/ (2πZ). The equation is known to be well-posed in H 1 x,y [17] . A suitable solution will satisfy the conservation law for the mass The purpose of this work is to show that we can apply the newly developed tools of wave packet testing [15, 13, 14] and normal form correction [16] to establish the same asymptotic behavior as in the work of Hani, Pausader, Tzvetkov and Visciglia [9] in a simpler manner and with lower regularity compared to the existing result. The result applies also to the focusing case. The geometry of the spatial domain plays an important role in the asymptotic behavior of the solutions. There are many papers investigating the influence of the geometry on the global behavior of solutions to the nonlinear Schrödinger equation,
The Schrödinger equation on the Euclidean space R n is mostly well-understood. In certain cases, we know that the solutions with small localized data are global, have dispersion properties or scatter to a linear solution. In the special case cubic NLS on R (n = 1, p = 2), the solutions have a modified scattering property [10, 18, 15] . In contrasts, the solutions for NLS on the torus exhibit no scattering property and even the global existence becomes difficult [3, 7, 8, 11, 12, 17] . In this case, many different long time behaviors can be sustained even on arbitrarily small open data sets around zero. Because of the sharp contrast in behavior between R n and T d , considerable interest has emerged to study questions of long time behavior on the product spaces. Considering the product spaces R n × T d , there is the expectation that at least if np 2 ≥ 1 the solutions will globally exist and decay like t for sufficiently small initial data. When np 2 > 1, the global solutions scatter to linear solutions. When np 2 = 1, the global solutions exhibit some modified scattering. This paper is a specific case of the latter scenario, n = 1, p = 2, 1 ≤ d ≤ 4. 1 The author was partially supported by the NSF grant DMS-1266182. (1 + t)
A similar statement holds as t → −∞.
Complementing the above scattering result, we also have the asymptotic completeness property. The paper starts with the proof of Theorem 1.1 (a). First we prove that when ǫ is small enough, there exists T ≈ e C ǫ 2 ≫ 1 such that the local well-posedness and (1.5), (1.6) hold on the interval [0, T ]. These imply that Theorem 1.1 (b) holds on [0, T ], and by a more careful analysis (1.7), (1.8) will give us better bounds for (1.5), (1.6) . Hence the interval [0, T ] can be extended to [0, ∞). For the second part we will show Theorem 1.2 by applying a contraction mapping argument to the resulting equation for the differencew := u − u app . Here u app is an approxamate solution constructed from W .
Remark 1. In the original paper [9] the authors prove instead that u approaches a solution for the resonant equation (5.1). Here we use (1.7) to characterize the asymptotic profile, which is similar to cubic NLS equation on T
d . We will prove later in Proposition 4 that these two forms actually are equivalent.
Notations

Standard notations.
In this paper we define the Fourier transform on R by
Similarly we also have the full spatial Fourier transform (F f ) (ξ, k) := 1 (2π)
f (x, y) e −ixξ e −i k,y dydx.
Since we need to switch between f (v, y) and (F y f ) (v, k) very often in this paper, use the bold character for the Fourier transform in the y variable:
f (t, v, y) e −i k,y dy.
We will use Littlewood-Paley projections in x
where X ∈ C ∞ c (R) , X (x) = 1 when |x| ≤ 1 and X (x) = 0 when |x| ≥ 2. Next, define P N = P ≤N − P ≤N/2 , P ≥N = 1 − P ≤N/2 .
When we concentrate on the frequency in y only, we will denote
Define the linear Schrödinger evolution as U (t) = e it△y/2 e it∂ 2 x /2 . We will use the following sets corresponding to momentum and resonance level sets: For a fixed k, we define the set
In particular, for the resonance level ω = 0,
Define the resonant trilinear form
and the non-resonant trilinear forms 
2.2.
Norms. Define the weighted Sobolev norm for x ∈ R by (2.1)
While using the energy method, defined the norm as:
We will prove that the solution tends to the modified scattering profile in the space Y . The norm we will use to measure the size of the solutions will be denoted as X + . We expect this quantity to grow as t δ where δ is a small positive number depending on the size ǫ of the intial data u 0 :
When proving the local well-posedness result, we use the following norm X (I):
, where I is some finite interval with length less than or equal to 1.
Small Data Scattering
3.1. Local well-posedness. Before we study the long time behavior, it is necessary to consider the local well-posedness of equation (1.1). Here we introduce the vector field L x := x + it∂ x ,which is the conjugate of x with respect to the linear flow, U (t)x = L x U (t). The vector field is also the generator for the Galilean group of symmetries. The function L x u satisfies the following equation,
which is the linearized equation of (1.1). The operater L x allows us to capture the effect of the initial data localization xu 0 ∈ L 
In the case d ≤ 3, global existence can be established in a much more general setting (u 0 ∈ H 1 x,y ), see [17] .
Proof. Using the normed space X defined in (2.4) and the Strichartz estimate from Lemma 8.
The estimate (3.2) allows us to obtain the unique local solution through the contraction principle, if we let the interval I be small enough. Therefore equation (3.1) is locally well-posed in the space X (I 
x,y , we use the iteration scheme and take |I| to be small enough,
A similar bound can be applied to the nonlinear term u 2 L x u. Hence the local well-posedness for the
x,y can be readily obtained once we have the well-posedness for the equation of u in X (I) .
The asymptotic equation.
Here we use the wave packet testing method following the work of Ifrim and Tataru on the 1d cubic NLS [15] . A wave packet in the context here is an approximate solution to the linear system with O (1/t) errors. For each trajectory Υ v := {x = vt} traveling with velocity v we establish decay along this ray by testing with a wave packet moving along the ray. Here we use a slightly different notation; one can verify that the function γ here is the same as in the original paper [15] . Define 
We also have the physical space bounds
and the Fourier space bounds
Proof. By Bernstein's inequality and interpolation, we have the straightforward bounds:
We will assume that α = d 2 + and s = 3α from here on.
The next objective is to show that γ is an approximate solution to the asymptotic equation (1.7).
Lemma 3.2. If u solves (1.1) then we have
where the remainder I satisfies
where s = 3α and α = Proof. Let ξ be the Fourier variable in v. A direct computation yields
Hence we can write an evolution equation for γ of the form
where the error term I (t, v) can be written as a sum of three quantities which can be easily bounded:
The first term I 1 can be expressed as a convolution and by Young's inequality we obtain the bound
For the second and third term I 2 , I 3 , we apply the Bernstein's inequality in order to get:
Similarly, we have:
Since
we obtain (3.15) and (3.16 
Use (3.14) again and the fact that in
and
After integrating with respect to t, then taking the supremum over v, we get (3.17)
x,y u(t) 10 3
x,y u(t) 16 3 X + dt.
The Energy Estimate
In this section, we aim to prove the energy bounds for
. Here we will work with the general linearized equation of (1.1) which is given by
Notice that the equation for L x u, (3.1) is the same as (4.1). The function D s y u does not directly satisfy the linearized equation, but its equation can be written in the form
where
The correction term cor(t) is nontrivial for s = 1 but has a commutator structure and satisfies favorable bounds. We will leave the proof of bound for cor(t) for the last part of the section.
To obtain L 
The local well-posedness property of equation (4.1) 
Denote the associated linear evolution operator by
and transform the equation (4.6) into the form
From the above equation we have the fact that
for any t = 0. Denote Z := S(−t)V , and W * = e −it△y/2 w. By a direct computation we write the Fourier transform of the second factor in the integrand in the form:
Here the phase function Ψ is defined as
It is natural to separate the right hand side of the equation (4.8) into four different parts according to the v and y frequencies of the factors:
• Where the v-frequency of one of w is large, (κ, η) : |κ| ≥ √ t (κ, η) : |η| ≥ √ t . Eliminating this case allows us to switch to the computation with w replacing by γ. The corresponding term has the expression (4.10)
• Where the y frequencies are resonant,
• Where the v and y frequencies are nonresonant,
. Therefore we choose the region Ω 1 t as follows:
.
The corresponding term in the energy is given by (4.13)
Here G := e −it△y/2 γ is the linear pullback of γ, and X 1 is a cutoff function selecting this region. Precisely, we will define the freqency cut-off function X 1 depending on t, ξ, κ, η and ω by (4.14)
where the function X 2 is given in (4.17).
• Where the v and y frequencies are almost resonant,
. Therefore we choose the region Ω 2 t as follows:
The corresponding term in the energy is given by (4.16)
where X 2 is a cutoff function selecting this region. Here we define the frequency cut-off function X 2 by (4.17)
Hence we have
Assume that the initial data satisfies (1.4), by the local well-posedness we know that ν(t) and u(t) exist inside the interval [0, T ]. To advance from time 0 to time 1 we use the local well-posedness results to obtain
and note that by the mass conservation law (1.2) there is the inequality
By (4.3), and the definition of γ, there is the property
4.1. The high frequency estimates. First we start with bounds for the high v-frequencies in w.
Lemma 4.1. Assume that T ≥ 1. Then the following estimates hold uniformly in t:
(4.20)
is an unitary operator, using (3.8) we have
The y frequencies resonant term.
The growth of the energy mainly comes from the resonant term and will be smaller then t −1 , hence we can apply Grownwall's inequality.
Lemma 4.2.
Assume that T ≥ 1. we will have
Proof. Here we use the inequality (8.2), which provides a good fixed time estimate for the y-resonant interactions. The original proof of (8.2) is given in Lemma 7.1 in [9] . By the fact that S(−t) is unitary, and the inequality (8.2), the factor e 2 satisfies the following inequality:
The fast time oscillations.
Here we use a normal form energy correction to cancel out the non-resonant frequencies in 1 t γ 2 L , using a technique developed in the papers [16, 19, 6] . The idea is that we may apply integration by parts in time to get a better decay where the nonlinear term is non-resonant.
From the equation (4.8) we may rewrite the remaining terms with low frequency of w and nonresonat y frequencies as
The resonance function Ψ(t) is given in (4.9). One can only apply the normal form correction in the region where Ψ ′ = 0. By the following equation
it is obvious that inside the area Ω 
Proof. First observe that
where Ψ
Thus it is natural to define the trilinear form as follows
Then observe that
We start with the estimates associated with O 
, and
Proof. By lemma (8.2), (3.7), (1.2) and Minkowski's integral inequality
From (3.8) and Bernstein's inequality, for t > 1 there is the bound
Hence using the same procedure, there is the estimate
Also there is the bound
, and therefore 
By a direct computation we have that
Lemma 4.5. Assuming t ≥ 1, we have
Applying the same estimate as Lemma (4.4) one can obtain the bound. Hence we have
Using the estimates from O . Since we are not able to use a normal form correction to gain extra decay, one needs to use the bilinear Strichartz estimate on the torus. Since the bilinear Strichartz estimate only works on unit time scale, we divide [1, T ] into nonoverlapping unit time intervals. Inside each interval, the phase function is almost constant on unit time scale, hence we can replace the phase function by a constant with small errors. Then we do a frequency localization in v. After the frequency localization, the quantity e 4 can be described as the output of interaction of linear waves, with very small errors.
The idea here is to separate S(−t)V, e 4 L 2
x,y into two parts:
where M (t) is a product of linear flow when t ∈ [T n , T n+1 ) where
we have the bound
Using the bootstrap assumptions (4.3), (4.4) to bound the errors, we will obtain the estimate
Lemma 4.6. For T ≥ 1, we will have
Recall that P y denotes the frequency projection of y. We may restrict the case to where max {|k 1 | , |k 3 |} ≤ t 
G.
Then we have
Proof.
Thus we can reduce the problem to the case 0 ≤
Next we consider unit time intervals, and show that we can freeze G and Z at end points. First we show that on unit time intervals there are uniform bounds for linearized equation. 
Proof. Since
applying (4.3), (4.4), there is the bound (4.33). By applying (4.33)
By recursion, when T n is large hence t is large, the inequality (4.34) holds.
Then there is the bound
By a direct computation,
Using the bound on ω, we have
14 Therefore by Young's inequality and Parseval's indentity we have
Similarly, we have
Hence by a similar estimate as Lemma 4.4,
The same estimate yields
Therefore we have
In order to switch this quantity into a form where Gronwall's inequality can be applied, we use Lemma 4.8.
Using
and Lemma 4.8, we can switch the bound (4.36) to
, therefore proving the lemma.
Since from (4.17), we can define the interval A(ω) corresponding to the cutoff function X 1,ω (T n ) by
to be the v−frequencies contributing to the Ω 2 t region for a fixed ω. Then we have the following equality for fixed (k 1 , k 2 , k 3 ):
Since the X 2,ω (T n , ξ) factor does not affect the computation of L 2 v,y norm, we can omit it. Inside this interval A(ω),
By
For each A(k) we compute the distance of sets by the distance of their "center":
Since ω < T 1 16 n , the centers are separated by distance at least T 15 16 n , and the width of each set is at most T 11 16 n . Hence the sets are disjoint when T n is sufficiently large.
Since we are not able to directly localize to this interval, we instead divide A(ω) into several disjoint intervals, where each interval has length √ T n . Denote these intervals by A(ω, k), where k ∈ Z,
Each A(ω) has length T 11 16 n and each A(ω, k) has length √ T n , therefore |k| T 11 16 n /T n . By (4.38), the quantityM can be written as
After the frequency localization, we can transform the effect of phase function into translation of the v variable with small errors. In the following computation, let ξ 0 be either
The last factor
1, hence it is negligible. By a direct computation of Fourier transformation, we have
Hence we can splitM into three parts:
y) .
Where M + and M − correspond to positive freqency localization
The error from transforming the effect of phase function into spatial translation is given by 
Proof. From the inequality
thus we know that
Therefore when summing over M (k) by using Lemma 8.2, and the fact that the sets A(ω) are disjoint for different ω, we have
To simplify the next computations, we consider the case where ξ > 0; the case ξ < 0 is similar by changing the sign. First notice that while doing summation over all the possible triples, due to the fact that the A(ω)'s are disjoint, the e
Hence it suffices only to consider the L 2 norm of the following function
When computing the L 2 v norm, we can apply a shift to v and obtain the same value,
we sort the k into five groups,and the frequency for different groups are disjoint, there is the equality
where i = 0, 1, 2, 3, 4. Hence we have the following bound
Moreover we define the function
where σ ∈ [0, 2π) which is akin to σ = t − T n . Notice that when T n is sufficiently large we have each
. Using that the distance between A + (j) and
is greater than √ t again, it follows that F v GZ Aj also have disjoint support for different j. 
can the integral in time be nonzero. In other cases there will be e it(j−ω)/2 in front the inner product and integrating in t with unit time interval will be 0. Hence
Since ϕ is an arbitrary function, by the definition of L 2 −norm , we know that the lemma holds. 
Lemma 4.12. For any t ∈ [T n , T n+1 ) , there is the bound
The proof of bilinear Strichartz estimate on L 2 σ,y is given in [12] . Similarly,
In order to switch back to estimate of integration in time, by (4.33) for any t ∈ [T n , T n+1 ) we have
combining all the estimates (4.32), (4.35), (4.39) together, the estimate (4.31) is proved.
Proof of Proposition 2. By (4.19), we have the bound
Combining (4.20),(4.21),(4.25) and (4.31) together, we assume that D is a sufficiently large positive constant which only depends on d and s. Noticing that the choice of D does not depend on ǫ and T . Therefore the following inequality holds:
By Gronwall's inequality for any t ∈ [1, T ] there is the inequality
Thus if we take ǫ ≪ D
, we have the desired inequality
Remark 2. In the special case d = 1, since we have the fact |γ| is bounded, we can get a much simpler estimate. 
Correction to the Leibnitz derivative rule. In order to finish proof of the estimate for D
for some positive numberβ.
Proof. We first split the nonlinear term into two parts: the low v-frequency part and high frequency part,
The first factor t −1 |γ| 2 γ is easy to estimate. The inner product can be written as
Then separate the inner product into a y resonant factor and a y nonresonant factor. The resonant factor can be estimated by (8.2) , and the elementary inequality
hence we have
The nonresonant factor can be estimated by integration by parts in time, which is almost the same as the computations in the proof of Proposition 4 (b), hence we omit it. Therefore we have (4.43)
In order to estimate the second term t −1 |w| 2 w − |γ| 2 γ , we separate it into three parts
We move the bound for the first term, the others follow in the same manner. By Lemma 8.4, the Leibnitz rule correction form, it suffices to work with the estimate for
If
where 
Since by interpolation 
By Gronwall's inequality and the assumption 0 
The inequality holds with an implicit constant which does not depend on D and T . Hence we turn to the global decay of u. From (3.9), (4.46) and s = 3α > 1
There is also the Sobolev embedding H 
By (3.17) we have that 
The bounds (4.47), (4.46) are better then the original bootstrap assumptions (4.3), (4.4). Thus we have closed the bootstrap argument, and the time interval of local well-posedness t ∈ [1, T ] can be extended to t ∈ [1, ∞).
We go back to the estimates of asymptotic profile of u. By (3.9), (3.10), and (4.41),
Combining Lemma 3.2 and (4.41), we obtain
The local well-posedness property of the equation
(t, v, y) + I(t, v, y)
can be obtained by treating the I(t, v, y) term as a perturbation.
Lemma 4.14. If γ satisfies the equation (4.49) with the bounds (4.48), there exists exists a solution W (t) to (1.7) with
Proof. Let W n be a solution to the homogeneous equation (1.7) with initial data W n (2 n , v, y) = γ (2 n , v, y), where n ∈ N, n ≥ 1. By (1.2), we have the conservation law
The local and global well-posedness of the homogeneous equation (1.7) is given in Proposition 4, hence W n exists on [1, ∞) for each n. By (1.7) and (4.49), we have
Therefore we have the bounds
By (4.48), (5.5), and (5.6) , we have the bounds
Therefore by Gronwall's inequality, at t = 2 n+1 we obtain
Solving the equation for the difference W n − W n+1 backward from t = 2 n+1 ,
By Gronwall's inequality we obtain
Here we assume that ǫ ≪ D
We obtain a solution W ∞ (t) to the equation (1.7) with initial data W ∞ (1) at t = 1. Then W ∞ has the desired property. By Lemma 5.3,
For t ∈ (2 n , 2 n+1 ), we have
The computations for the L 
Together with (4.47), the proof of Theorem 1.1 is complete.
The Cubic NLS on Torus
The main results of this section are to develop the same resonant equation as in [9] , and prove some important properties for the solution of (1.7), such as local (global) well-posedness, asymptotic dynamics, asymptotic completeness and energy bounds.
The asymptotic dynamics of small solutions to (1.1) is related to solutions of the resonant system:
Note that this system is none other that the resonant system for the cubic NLS equation on T d up to a change of timescale. Here we introduce the global well-posedness of (5.1), which will be used in the prove of asymptotic dynamics and asymptotic completeness for (1.7).
Proposition 3. (Properties of G) (a) Let
The proof is given in [9] , Section 4. See [4, 8, 7] for the energy cascade property, this is stated here for completeness, but not used in any way. 
Proposition 4. (a) The equation (1.7) is locally well-posed for initial data
W 1 ∈ Y (α > d 2 , d = 1,(5.3) W (t, v, y) − e it△y/2 G(t, v, y) Y → 0 as t → ∞. (c) If G 1 satisfies G 1 Y ≪ ǫ < 1, then there exists a global solution G ∈ C([1, ∞); Y ) of (5.1) with initial data G(1) = G 1 and W ∈ C([1, ∞); Y ) which satisfies (1.7) with W(1) Y ≤ ǫ such that (5.3) holds.
Remark 3. Here the variable v is merely a parameter. We can prove the well-posedness and asymptotic pofile in the space Y = H s y for the function W (t, y) satisfying (1.7). The proof is following in a similar manner to the proof of Proposition 4.
Proof of (a): The equation can also be solved in critical functional spaces, see [11, 12, 17] . Consider a short interval I = [a, b] ⊂ R + , and let f, g ∈ Y . There is the following iteration scheme:
v,y ). If we take |I| to be small enough, by the contraction principle the local well-posedness is obtained in Y .
Proof of (b):
The solution of (1.7) with initial condition (5.2) will have the conservation laws and inequality for t ≥ 1:
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From local well-posedness, assume that the solution W (t) exists on the time interval [1, T ] . Here we make an extra bootstrap assumption
where δ is some small positive number. Denote W := e −it△y /2 W , we have
To obtain the resonant equation, separate the nonlinear term of ∂ t W into the resonant term and nonresonant term,
Using the definition of the non-resonant trilinear form D and we will have (5.5)
It is easy to verify that
By (5.6), (5.4), we have the bound
By (8.2), we also have
Combining the above estimates together,
which is a better bound. Due to the boundness of
, we can extend the local well-posedness result to well-posedness on [1, ∞).
To obtain the asymptotic equation, define the function
For this function we have the bounds:
Lemma 5.1. For t ≥ 1, we have
Proof. By (5.7), (5.6) and integration by parts in time t,
Then we have the property
In order to rewrite this equation into the form of (5.1), define a modified function of W to bẽ
Thus the equation becomes
, and the estimate
the lemma is proved. 
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Using the estimate of F =W − W , we obtain
Proof of (c): Let G be a solution to (5.1), but where we put extra assumptions on the initial data:
where 0 < M ≪ δ. By the conservation law of (5.1) and (8.2) we have the following inequalities
If there exists a solution W to (1.7) tending to e it△y/2 G at t = ∞, then the difference V := W −e it△y/2 G satisfies the following equation:
The functions h 1 , h 2 are given by
and denoting W := e −it△y/2 V + G,
Here our goal is to solve the V equation from t = ∞. The solution V will satisfy the equation
Hence we define a function space with time decay, and solve V in the space
Since R is a trilinear form,
. By (8.2) there are the following bounds:
We obtain the Z bound for h 1 , (5.10)
For the h 2 part, use the integration by parts in time and break the time interval into dyadic subintervals and estimate e −i(t−s)△y/2 h 1 (s) in each interval and sum up:
By the formula for G and V, we have
Therefore we have the bound
By (5.10), (5.11) , and the assumption that M is a small positive number, we obtain the bound
In a similar manner, for V 1 and V 2 both satisfying the equation, we have the Lipschitz bounds (5.13)
By ( In order to prove the asymptotic completeness of (1.1), we introduce the following lemma: 
The lemma can be proved by following the same steps in Proposition 4. 
Asymptotic Completeness
In this section we prove Theorem 1.2. Suppose that W is the solution to the equation (1.7) for t ∈ [1, ∞), it suffices to prove existence of a solution u(t) on [1, ∞) satisfying
so that u is close to W at t = ∞.
Since we need extra regularity in v in order to finish the asymptotic completeness proof, to start with the proof, from Lemma 5.3, we make extra assumptions that the initial data of W (t) satisfies
Therefore we will have W (1)
and the growth rate for any t ≥ 1
where M, δ > 0 and δ ≫ M . For regularity reasons, instead of working with the asymptotic profile
we work with the regularized approximate solution
Then by Bernstein's inequality we have the bounds
Here we use direct computations showing that
as well as the inequalities
Thus we have that
. To find u solving the cubic NLS equation (1.1) and matching u app , letw = u − u app solve the following equation forw:
By direct computation
Hence we need to solve the equation from infinity:
The solution operator for the inhomogeneous Schrödinger equation with zero Cauchy data at infinity is given by
Then the equation forw can be written as
We also need the backward solvability for the linearized equation to solve (6.5). Hence consider the linearized equation, whereν can be either L xw or D s yw with Leibnitz rule correction terms (The correction terms can be estimated by the same computation in Lemma 4.13.) By direct computations, we obtain the equation
Forν = L xw , defining the following functions:
in the same manner. The equation forν can be written as
The solution (6.6),(6.7) will be solved together through contraction principle, using the Strichartz bound
x,y in each interval, and then sum up. Hence we define a function space with appropriate time decay, and letw be solved in the space
x,y ) , and the larger space for Lw is
x,y ) . Since we are unable to solvew andν separately, here also define a norm Z + to be
Z . In order to solve the equations forw andν simultaneously in Z + using the contraction principle we need to show that 
We start the proof of (6.10) by the estimate used in (3.8), and get
The estimate for Q 1 (u app ,w) is straightforward by applying above inequality. Here we letν be either
, there are the bounds associated withν :
Then integrating the above inequalities with respect to t in [T, 2T ], (6.16) is straightforward. By (6.4) and letting the projection operatorP = F
we separate
into two parts:
The first part is very small due to the fact thatP P ≪ √ t ≈ 0, hence it suffices only to do the estimate for the second part. The second part we integrate with respect to t first and get 
Applying the inequality
we will have
Combining Lemma 6.3 with (6.14), (6.15), we have
hence for M small enough there is the desired property w Z + M, and u = u app +w is a solution to (1.1). Recalling (6.3), u asy tends to u in the following sense that
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Additional Estimates
The proof is given in [9] 
L 
Proof. The estimate: 
2 , we will have
we prove the second inequality,
The last inequality comes from 
holds for all f, g ∈ S, where C = C(n, p, p 1 , p 2 ).
See [5] .
