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THE SPECTRUM OF TRAVELLING WAVE SOLUTIONS TO THE
SINE-GORDON EQUATION
C.K.R.T. JONES & R. MARANGELL
Abstract. We investigate the spectrum of the linear operator coming from the sine-Gordon
equation linearized about a travelling kink-wave solution. Using various geometric techniques as
well as some elementary methods from ODE theory, we find that the point spectrum of such an
operator is purely imaginary provided the wave speed c of the travelling wave is not ±1. We then
compute the essential spectrum of the same operator.
1. Introduction
The sine-Gordon equation:
utt = uxx + sinu (1)
has applications in many areas of physics and mathematics. It can be used to model magnetic
flux propagation in long Josephson junctions: two ideal superconductors separated by a thin
insulating layer [SCR76], [DDvGV03]. It can be thought of a model for mechanical vibrations
of the so-called ‘ribbon pendulum’ – the continuum limit of a line of pendula each coupled to
their nearest neighbor via Hooke’s law [BM07]. In biology, it has found applications in modeling
the transcription and denaturation in DNA molecules [Sal91]. Further, it can be used to model
propagation of a crystal dislocation, Bloch wall motion of magnetic crystals, propagation of
“splay-wave” along a lipid membrane, and pseudo-spherical surfaces to name a few others (see
[SCM73] and the references therein).
In [BM07], the Cauchy problem for the sine-Gordon equation in laboratory coordinates was
studied using inverse scattering techniques. These techniques were later expanded to other types
of stationary underlying waves in [BJ09]. We consider the spectrum of the linearized operator
of the sine-Gordon equation when the underlying wave is a travelling wave. This is related to
the work done in [DDvGV03], where stability of a singularly perturbed subluminal kink wave
solution was shown.
Travelling wave solutions to the sine-Gordon equation for which the quantity c2 − 1 < 0
are called subluminal waves. When c2 − 1 > 0 they are called superluminal waves. Primarily,
stability analysis of travelling waves has been concerned with subluminal waves. To the best of
the authors’ knowledge, all known stability results concerning superluminal travelling waves are
either directly or indirectly related to a result found in [Sco69] (for examples see, [BS71], [Whi99],
and [SCM73], and the references therein). One of the initial motivations of this paper was that
the analysis found in [Sco69] appears incomplete, and does not seem to fully resolve the question
of stability of travelling kink wave solutions in either the subluminal or superluminal case.
In this paper, we take a more geometric, dynamical systems approach. Kink-wave solutions
correspond to critical points of a nonlinear dynamical system on an appropriate Hilbert space.
We then consider the linearized operator about such a critical point corresponding to a travelling
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wave solution to equation (1). In particular we use a crossing form calculation in order to show
the absence of real point spectrum of the linearized operator. The crossing form is inspired
from techniques useful in integrable equations and Hamiltonian systems – the Maslov index.
The Maslov index has a long history as a tool for determining stability in Hamiltonian and
integrable systems, dating back to Maslov [Mas72] and Arnold [Arn67], with many contributions
from numerous others continuing through the present day. In this paper we primarily reference
the work of Robbin and Salamon [RS93], however there is much more in the literature, see for
example, the references in the book by Abbondandolo [Abb01] for a more comprehensive list.
Because we are in the case of such low spatial dimensions, we do not require the full machinery
of the Maslov index as such; however, we briefly include a short survey of the underlying ideas
in section 1.2 for completeness.
The distinction between subluminal and superluminal waves is important and breaks up the
proof of the main theorem into two main cases. We will first tackle the case of subluminal waves
and show the lack of real, and then complex eigenvalues. Before continuing with the superluminal
case, we compute the essential spectrum of the linearized operator in both the subluminal and
superluminal cases. The reason for this is that the essential spectrum in the superluminal case
plays a role in organizing the calculations necessary for showing the absence of point spectrum.
Specifically we find an ellipse of essential spectrum off the imaginary axis, but intersecting it. It
turns out that outside of this ellipse and away from the imaginary axis, decay estimates show
that there can be no eigenfunctions of the linearized operator, while inside of it, these decay
estimates are not sufficient to show the absence of point spectrum.
We then return to the superluminal case and show that the point spectrum is empty in this
case as well. The instability in the superluminal case is therefore due to the presence of essential
spectrum. This gives a mathematical justification for the avoidance of using the Lorentz transfor-
mation. The aim of the Lorentz boost is to reduce the travelling wave problem to a steady-state
problem; however, to show the correspondence requires checking the decay rates of the candidate
eigenfunctions. To check this carefully in the subluminal case becomes cumbersome, and does not
appear to be easier than the direct approach we take. Moreover, it does not reveal the different
structure between the sub and superluminal cases. In the superluminal case the direct approach
we take is necessary to reveal the exact nature of the instability, namely the presence of essential
spectrum in the right half plane.
1.1. The Eigenvalue Problem. We consider solutions to (1) of the form v(x + ct, t) where
c is the (positive) speed of the traveling wave. Making the change of variable z = x + ct and
substituting into (1) gives
c2vzz + 2cvzt + vtt = vzz + sin v. (2)
Definition 1. A travelling wave solution will be a t independent solution v(z) to (2).
Thus it solves the (nonlinear) pendulum equation:
(c2 − 1)vzz = sin v. (3)
Definition 2. A kink wave solution is a travelling wave solution to (2) that is also a heteroclinic
orbit in the phase plane of (3).
Throughout this paper we will be following the setup as outlined in [BJ89]. For further details
see the references therein. As outlined in [BJ89], we view equation (2) as a dynamical system on
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sin v − (c2 − 1)vzz − 2cvzt
)
(4)
and we see that a kink wave is a critical point of such a dynamical system. Linearizing equation
(2) about a kink wave solution v gives:
(c2 − 1)ϕzz + 2cϕzt + ϕtt = (cos v)ϕ. (5)
















We wish to consider the (temporal) eigenvalue problem of equation (6). Letting λ be the eigen-

















This leads to the following eigenvalue condition:
Definition 3. A pair of functions (ϕ, ψ) ∈ H1(R) × L2(R) is an eigenvector of the linearized
operator L with eigenvalue λ if (7) is satisfied.





solving (7) is equivalent to ϕ satisfying
(c2 − 1)ϕzz + 2cλϕz + (λ2 − cos v)ϕ = 0, (8)
while the condition that ϕ ∈ H1(R) implies lim
z→±∞
ϕ(z) = 0. We are thus led to an equivalent,
alternative definition of an eigenvalue:
Definition 4. A function ϕ ∈ H1(R) is an eigenfunction of the linearized operator L with
eigenvalue λ if ϕ solves




This is primarily the definition we have in mind throughout this paper. We are now ready to
state the main theorem.
Theorem 5. There are no eigenvalues of the operator L, the linearized sine-Gordon operator
about a kink-wave solution, off the imaginary axis, provided that c 6= ±1.
1.2. The Crossing Form. Note: In this paper we will use the description of the Maslov index
and crossing form as in [RS93].





denote the standard symplectic structure on R2. A line ` passing
through the origin is considered Lagrangian in the sense that for any v1, v2 ∈ ` the inner product
of v1 with Jv2, < v1, Jv2 >= 0. Let `(t) be a curve of lines in R2. If `(t) can be written as





, we will call the functions x(t) and y(t) a frame for `(t).
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is a frame of `, then
`(t) = [x(t) : y(t)]. Now let a = [a1 : a2] be a fixed line in R2. Suppose that `(t) : [t0, tn]→ RP 1,
and `(t) = a at t1, t2, . . . tn−1 with t0 < t1 < t2 < · · · < tn−1 < tn. Suppose further that we have
˙̀(ti) 6= (0, 0) for all ti. When this last condition is satisfied, we will call the crossing regular. We
define the crossing form, Γ(`(t), a, ti) of `(t), with respect to a, at a regular crossing as:
Γ(`(t), a, ti) = x(ti)ẏ(ti)− y(ti)ẋ(ti). (10)




sign (Γ(`(t), a). (11)
The Maslov index defined above is a signed count of the number of times that `(t), viewed as a
curve in S1 crosses the point a.
Remark 1. We remark that because we are interested in travelling waves with only one spatial
dimension, all of the relevant calculations will take place in Λ(1), the space of one dimensional
Lagrangian planes (lines) in R2. This space, as noted above, is naturally symplectically equivalent
to RP 1 ≈ S1, and as such the Maslov index of a curve in this case will simply be its homotopy
class in π1(S
1). In this sense, the term “Maslov index” is a bit strong, and what is really being
tracked is the winding number of the curve `(z). This is determined in the following manner: the
crossing form can be viewed as a means of determining the direction that `(z) is travelling when
it crosses the point (subspace) a, and the Maslov index is just a signed count of such crossings.
In [RS93] it is shown that such a count is well-defined up to homotopy type for a large class
of continuous curves, and moreover generalizes well to higher dimensional spaces of Lagrangian
planes.
We are now ready to move on to the proof of theorem 5. We proceed by breaking the proof
up into two cases based on whether the wave speed has norm less (subluminal) or greater (su-
perluminal) than one. In each case we show that there are no eigenvalues λ to (7) with non-zero
real part.
2. Subluminal kink waves
In this section, the quantity c2− 1 < 0. We will focus primarily on the kink wave that satisfies
the following boundary conditions, though the analysis that follows will apply to all subluminal
kink waves. Let v(z) be a solution to (3) satisfying:
lim
z→−∞
v(z) = −π and lim
z→∞
v(z) = π (12)
2.1. Real Eigenvalues. The idea now is to reformulate the earlier eigenvalue definitions for a
λ ∈ R in an equivalent, geometric way. Setting w = (w1, w2), with w1 = ϕ, w2 = ϕz and ′ = ddz ,

















=: A(λ, z)w. (13)













We remark that A(λ) has an unstable and a stable subspace which we will denote by ξu and
ξs respectively. Now, as c2 − 1 < 0, the matrix








has eigenvalues γu and γs corresponding to the unstable and stable subspaces. Since we primarily
have in mind the case when λ is real and positive, we can compute in this case explicit formulae




λ2 − (c2 − 1)
c2 − 1
, and γs =
−cλ+
√
λ2 − (c2 − 1)
c2 − 1
, (15)





























. (In the case that one
considers negative real eigenvalues, the signs in front of the radicals in the expressions in (15)
and (16) are exchanged).






















→ ξs in RP 1 (18)
Proof. We compactify the extended phase plane of (13) by introducing a new variable z = z(τ) =
tan(πτ
2
), where τ ∈ (−1, 1). Now the extended system of ODE’s becomes the (autonomous)
w′ = A(τ, λ)w





Next we note that if we view the space R2 × (−1, 1) as a plane bundle over the segment [−1, 1],
the linearity of (13) means that linear subspaces of the fibres are preserved, so the flow defined by
(19) on R2× (−1, 1) induces a well defined flow on the cylinder S1× (−1, 1). Moreover, this flow
can be continuously extended to a flow on S1× [−1, 1]. Finally we note that on this cylinder, the
points (ξu,−1) and (ξs, 1) are fixed points of the induced flow, with a one dimensional unstable
and stable manifold respectively. The uniqueness of the stable and unstable manifolds concludes
the proof of the lemma. 
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To summarize: we have redefined the original eigenvalue condition as the existence of a het-
eroclinic orbit joining (ξu,−1) and (ξs, 1), where we are viewing (ξs, 1) and (ξu,−1) as steady
states of the flow induced by (9) on the cylinder S1 × [−1, 1].
For each fixed λ, let `(z) be the set of lines in R2 that tend to the unstable subspace of A at













solves (9) and → ξu, as z → −∞
}
(20)






frame for the line `, so we can define the crossing form relative to the subspace ξs, Γ(`(z), ξs, λ, z)
as Γ(`(z), ξs, λ, z) = w1w
′
2 − w2w′1. Substituting as in equation (13) gives
Γ(`(z), ξs, λ, z) =





w1w2 − w22 (21)
Lemma 7. The crossing form of `(z), relative to the stable subspace at infinity, Γ(`(z), ξs, λ, z)
defined above is independent of λ.



























































(cos v + 1)γ2s (c
2 − 1)− (λ2 + 1)
(














because (c2 − 1)γ2s − 2cλγs + (λ2 + 1) = 0. Thus we have that:
Γ(`(z), ξs, λ, z) =
(cos v + 1)ω21
(c2 − 1)
. (22)
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Moreover, since everything takes place inside RP 1 ≈ S1, as long as ω1 6= 0, we can choose ω1 = 1.
But ω1 = kγ
s for some non-zero constant k, and ω1 = 0 would imply that γ
s = 0 which would





as we are assuming that λ is real. Thus we have that at a crossing,
Γ(`(z), ξs, λ, z) =
(cos v + 1)
(c2 − 1)
(24)
Which shows that Γ is independant of λ. 
We next observe that only regular crossings occur.
Lemma 8. If z is such that `(z) = ξs, then `′(z) 6= 0.
Proof. Because v(z) corresponds to a heteroclinic orbit in the phase plane of the pendulum
equation (3), where c2 − 1 < 0, equation (22) is clearly non-zero, except at z = ±∞. At a





= ξs. Moreover in RP 1 we can represent `(z) by the function
f(z, λ) = w2
w1
, which will be well defined provided ω1 6= 0 in a neighborhood of a crossing. We
showed this was the case for real λ in the proof of lemma 7. Thus if `′(z) = 0 we have that
∂f
∂z











Γ(`(z), ξs, λ, z)
w21
6= 0. (26)
And we see that only regular crossings can occur. 
The function f(z, λ) used in the proof of lemma 8, can be used to further characterize how `(z)
crosses ξs in RP 1. Since
∂
∂z
f(z, λ) 6= 0 at a crossing, we can use the implicit function theorem to
write the location of the crossing in the z variable as a function of the parameter λ, z = z(λ),
further because equation (22) is independant of λ, we can do this for all λ.
Evaluating the limits of `(z) as z → ±∞, and using lemmas 7 and 8, we see that the Maslov
index of the curve of Lagrangian subspaces `(z), with respect to the stable subspace at infinty is:
µ(`(z), ξs, λ) =
∑
z
sign Γ(`(z), ξs, λ, z) (27)
= −# of crossings that occur. (28)
Now fix a λ and a location of a crossing z1(λ) say. Because the number of crossings tends to
zero as λ increases, and because of the implicit function theorem assertion above, we have that for
some finite λ1, lim
λ→λ1
z1(λ) =∞. But this is exactly the geometric reformulation of the eigenvalue
condition. Moreover, the implicit function theorem implies that we have a unique value, z1(λ),
for this crossing for each λ, and the locations of different crossings (say z2(λ)) cannot intersect.
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Thus as λ increases, the number of crossings will decrease monotonically in λ. Geometrically,
this means that the line `(z) viewed as a curve in S1, can cross the point ξs in only one direction.
We have that an eigenvalue is a value of λ such that lim
z→−∞
`(z) → ξu and lim
z→∞
ξs, however
when λ is not an eigenvalue, the flow induced by (9) on S1 × [−1, 1], is such that we have
lim
z→±∞
`(z) = ξu. Since `(z) can only cross the stable subspace in one direction (in z), this means
that if the number of crossings (over all z ∈ R) changes as we vary λ in an interval (λ1, λ2), then
we must have an eigenvalue in that interval.
These last paragraphs are summarized in the following corollary.
Corollary 9. If N1 is the number of times `(z) crosses ξ
s when λ = λ1, for z ∈ R and N2 is the
number of times `(z) crosses ξs when λ = λ2, then |N1 − N2| = the number of real eigenvalues
of the linearized operator L in equation (6) in the interval (λ1, λ2).





















which has eigenvalues γ± =
−λ
c±1 . Which are real and as c
2 − 1 < 0, one is positive and one is
negative. For large enough λ then, the number of crossings of `(z) relative to ξs is the same
as the number of crossings as for the solution of the constant coefficient equation (29) tending
towards the unstable subspace of the matrix A(λ 1). Thus for large enough λ, the number of
crossings of the unstable manifold `(z) and ξs is equal to zero.
Lastly, we show that µ(`(z), ξs, 0, z) = 0. This shows that there are no crossings when λ = 0
and so by corollary 9 there are no crossings for λ ∈ (0,∞). To see this observe that when
λ = 0, equation (13) reduces to the equation of variations of the pendulum equation (3). Thus
the unstable manifold of equation (13) is just the tangent line to the heteroclinic orbit, joining




cos v + 1
1− c2
(30)





(c2 − 1)(2 cos v + 2)
. (31)
In order for a crossing to occur, the tangent line must be parallel to ξs. This means that
− sin v√





But this only happens when v = ±π. But v(z) is a heteroclinic orbit in the phase plane joining
the critical points (0,−π) and (0, π). Thus there is no z ∈ (−∞,∞) where v(z) = ±π, so there
can be no crossings. This shows that there are no real eigenvalues of the operator L for λ ∈ (0,∞)
when the quantity c2 − 1 < 0.
As as concluding remark we note that the crossing form argument works in the negative λ
direction and that the asymptotic behaviour of the system in (13) for λ  −1 is the same as
that for λ 1. Thus we have no real eigenvalues λ 6= 0.
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2.2. Complex Eigenvalues. We now return our attention to equation (9) to show that there
are no complex eigenvalues λ = p + iq where p > 0. Without loss of generality we can assume
that q > 0 so λ = reiθ where r > 0 and θ ∈ (0, π
2







w = 0, (33)








and re-write (33) as
ψ′′ =
(






















If we set η = α+ iβ, and consider the imaginary part of the vector field of (36) on the real axis,













> 0 if p, q > 0. (37)
thus the flow of (36) on the real axis of CP 1 is always pointing in the positive imaginary direction.
By considering w2
w1
from equation (13), we now interpret the eigenvalue conditions from defini-
tions 3 and 4 for the eigenvalues that we are interested in.
Lemma 10. An eigenvalue λ is a value of λ where there exists a heteroclinic orbit of the flow


























λ2 − (c2 − 1)
c2 − 1
. (40)
We claim that for λ = p+ iq with p and q both positive, that ηu has a positive imaginary part




> 0, from above, there can be no orbit
joining the two critical points, and so no eigenvalues with positve real part. Thus all kink waves
satisfying c2 − 1 < 0 can have eigenvalues only on the imaginary axis.
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To see that ηu has a positive imaginary part, write λ = re
iθ and ηu = Rue
iθu . Since we are
assuming that λ has positive imaginary part θ ∈ (0, π
2




r2 cos(2θ) + (1− c2)
)
. (41)
Since θu will be the same for all points on the line re
iθu , and since c2 − 1 < 0, we can assume








2 sin θ cos θ
cos2(θ)− sin2(θ) + 1
)
= θ. (42)
The exact same calculation shows that ηs has a negative imaginary part.
We have shown that there can be no heteroclinic orbit on the chart of CP 1 parametrized by
w2
w1
. To see that on there can be no such orbit on the other chart, we have that off the origin,
the charts are transformed into each other via η → 1
η
for ζ ∈ C\0. Thus ηu → 1ηu which will
have a negative imaginary part. Likewise 1
ηs
will have a positive imaginary part. If we write
ζ = ψ
ψ′











Now letting ζ = σ + iτ and considering only the imaginary part of the flow on C given by (43)













< 0 if p, q > 0. (44)
Thus the flow of (36) on the real axis of (this chart of) CP 1 is always pointing in the negative





there are no eigenvalues λ with positive real part to equation (7).
The same argument can be run in for λ = p + iq, with p and q both negative to show that
the flow on the real axis is pointing in the wrong direction to allow for an orbit joining ηu to
ηs as well. Just as in the previous case, one makes a Liouville transformation and then tracks
the location of the stable and unstable subspaces on both charts of CP 1. Thus we conclude that
there are no eigenvalues off the imaginary axis.
3. Essential Spectrum
In this section we compute the essential spectrum of the operator L in both the subluminal
and superluminal cases. As stated earlier, the reason for not continuing directly to the superlu-
minal case is that the essential spectrum in the superluminal case plays a role in organizing the
calculations necessary to show the absence of point spectra.
Here, as in [BJ89], we consider the operator L given in equation (6), on H1(R) × L2(R). It
is the infinitesimal generator of a C0 semigroup which corresponds to the time evolution of the
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where v(z) is solution to the pendulum equation corresponding to a heteroclinic orbit in the
phase-plane of equation (3).
As in [BJ89] one can apply results from [Paz83] to show that the operator L is a compact
perturbation of the operators L− in the subluminal case, and L+ in the superluminal case, both





















ϕ− (c2 − 1)ϕzz − 2cψz
)
. (47)
We can then compute the essential spectrum of L± directly as:
σess(L−) = {µ ∈ C|(1− (c2 − 1)k2) + 2cikµ+ µ2 = 0 for all values of k ∈ R} (48)
= {µ ≡ iβ|β ∈ (−∞,−c] ∪ [c,∞)} and, (49)
σess(L+) = {µ ∈ C| − (1 + (c2 − 1)k2) + 2cikµ+ µ2 = 0 for all values of k ∈ R} (50)
= {µ ≡ α + iβ|α2 + β
2
c2
= 1} ∪ {µ ≡ iβ|β ∈ (−∞,−
√
c2 − 1] ∪ [
√
c2 − 1,∞)(51)
where the above α and β are real numbers. From here we see that in the subluminal case, the
essential spectrum of L− (and hence L) lies entirely on the imaginary axis. In the superluminal
case, the essential spectrum of L consists of an ellipse centered at the origin, intersecting the real
axis at ±1, and intersecting the imaginary axis at ±c, together with a pair of lines which are
contained in the imaginary axis, but extend past the vertices of the ellipse on the imaginary axis
to the points ±i
√
c2 − 1 (see figure below).







(a) c = 1√
3










Figure 1. The essential spectrum of the operator L in the subluminal 1(a) and
superluminal 1(b) case.
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4. Superluminal kink-waves
We now consider the superluminal eigenvalue problem. Recalling equation (7) we have:(
ψ








We are interested in the values of λ ∈ C for which there are solutions to (52) that decay to
zero as z → ±∞. We first investigate the limiting cases limz→±∞, which become the constant
coefficient ODE
(1− c2)ϕ′′ − 2cλϕ− (λ2 + 1)ϕ = 0 (53)




λ2 + (1− c2)
1− c2
(54)
We observe that for λ outside of the ellipse of essential spectrum and off the imaginary axis we
have that the signs of the real parts of r1,2 are equal. In fact they will be the opposite of the sign
of the real part of λ. We have:




Thus we can conclude that in the case of c2−1 > 0, we have that for the asymptotic cases when
λ is outside the ellipse of essential spectrum described in section 3, as z → −∞, all eigenvalues
have negative real part, and we conclude that there is no point spectrum outside the ellipse off
the imaginary axis when c2 − 1 is positive.
We next observe that for values λ inside the ellipse of essential spectrum but still off the
imaginary axis, it is straightforward to check that the same crossing form argument and Riccati
equation techniques as used in section 2 will hold. As we are only interested in whether or
not the crossing form changes sign, it is apparent from the calculations in section 2 that the
change in sign of c2−1 will not affect the number of zeroes (or independence from the eigenvalue
parameter) of the crossing form. Further we can make the appropriate Liouville transformation
(as in (34)) and, by keeping track of the appropriate signs, determine the location of the stable
and unstable subspaces of the transformed equation on CP 1. Again it is straightforward to check
that there can be no heteroclinic orbit on the charts of CP 1. Thus we conclude that there can
be no eigenvalues of the linearized operator L, given in (7) with non-zero real part when c2 − 1
is positive. This concludes the proof of theorem 5
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