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ABSTRACT 
 
Carbon nanotubes (CNTs) are among the most promising nanosize materials as 
evidenced by the attention they have received since their discovery in 1991 and a wide 
range of scientific and industrial applications. Each of these applications requires unique 
CNTs with specific length, diameter and chirality.  However, control of these parameters 
is considered as one of the main challenges for large scale production of CNTs. 
Furthermore, these processes are not well designed so as to limit the number of CNT 
defect sites or the production of unwanted byproducts such as amorphous carbon. 
Therefore, it is crucial to develop a controlled CNTs fabrication process that is capable of 
producing pure CNTs with uniform properties.  
Along this line of reasoning, a time-dependent multiphysics, multiscale modeling 
framework is proposed to describe CNTs fabrication using chemical vapor deposition 
(CVD). The fully integrated model accounts for multiphase chemical reactions as well as 
fluid, heat and mass transport phenomena. Moreover, the fabrication process is divided 
into three physical scales. As the first modeling scale, a control volume is placed around 
the CVD reactor chamber to investigate the effects of physical phenomena on fabrication 
process effective parameters such as gas phase reaction sets. The obtained information 
from this scale are then utilized in the substrate scale modeling to investigate these 
physical effects as well as the effects of substrate dislocation and orientation, on the 
produced carbon species. Finally, by utilizing molecular dynamics (MD) simulation 
technique, the diffusivity of carbon species into the deposited nanoparticles and the 
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effects of fabrication temperature on diameter and chirality of CNTs are investigated. The 
developed model is ultimately utilized to investigate the effect of temperature; total flow 
rate and feed gases mixture ratio on CNTs growth rate and amorphous carbon formation. 
As representative outcomes of current research and developed model, CNTs with especial 
configurations such as Y-shaped, spring-shaped and CNT with variable diameter have 
been experimentally produced.  
The outcomes from this study could provide a fundamental understanding and basis 
for the design of an efficient CNT fabrication process that is capable of producing high 
yield CNTs and with a minimum amount of amorphous carbon. Moreover, this work can 
be utilized to introduce a pathway for optimization of a controllable CVD-based CNTs 
fabrication process when accompanying by some in-situ measurement and diagnosis 
systems. The optimization process can be selectively tuned depending on the expectation 
cost and application of CNTs final product criteria. 
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CHAPTER 1 
INRODUCTION AND PROBLEM STATEMENT 
 
1.1. Background and Motivation 
 
Carbon nanotubes (CNTs) are one of the most promising classes of nanosize 
materials as evidenced by the attention they have received since their discovery in 1991. 
It has been shown that CNTs possess outstanding mechanical properties such as very 
high Young’s modulus which makes them stronger than diamond, extremely high thermal 
properties as well as interesting electrical properties (they can be semiconductor or 
metallic). Moreover, since carbon species are considered the most biofriendly materials, 
this has made CNTs to be one of the best candidates for the future nanosize biomedical 
systems. A wide range of other potential applications are considered for CNTs, such as 
nanoelectronic components, probes for scanning probe microscopy, high sensitivity 
microbalances, gas detectors, hydrogen storage devices, field emission type displays, 
electrodes in organic light emitting diodes and nanotweezers for nanoscale manipulation. 
However, each of these applications requires unique CNTs with specific length, diameter 
and chirality; 
CNTs fabrication process is based on the decomposition of single or multiple  
hydrocarbon gases carrying carbon species components under high applied temperatures. 
This decomposition ultimately leads to carbon species arrangement so that they form 
CNTs on a collector or substrate surface. Several techniques are available for fabricating 
CNTs, such as: Arc Discharge, Laser Ablotion, DC torch arc, Pulsed Laser Deposition 
(PLD), Catalytic decomposition of Ferrocene-Xylene and Chemical vapor deposition 
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(CVD). In order to utilize CNTs vastly and in variety of high-tech applications, it is 
necessary to have the capability of producing CNTs with desired features and acceptable 
overall manufacturing cost. Among the numerous CNTs fabrication systems, it has been 
proven that CVD process can be very promising to meet these expectations. The main 
advantage of CVD-based process over other CNTs fabrication systems is due its 
simplicity of manufacturing process, i.e., it is possible to produce large amount of CNTs 
in a reasonable time which makes them suitable for industrial scale CNTs production. 
This privilege also causes reducing the overall CNTs fabrication cost and increasing the 
possibility of utilizing CNTs in wider range of applications. Moreover, it has been shown 
that the main effective parameters on the CNTs final product such as synthesis 
temperature, feed gases flow rate and deposited nanoparticles features, may be adjustable 
in a CVD-based CNTs fabrication process. Therefore, CVD system can be a good 
candidate for developing a controllable CNTs fabrication process framework.  
 
1.2. Problem Statement 
As mentioned earlier, among the available fabrication methods, CVD system can be 
considered as one of the best candidates for the industrial scale production of CNTs due 
to its relatively easy and fast fabrication procedure. The schematic of a typical CVD 
system reactor chamber is depicted in Figure 1.1. In this system, nanoparticles are 
deposited on the surface of silicon substrate prior to the initiation of fabrication process 
and ultimately carbon species form CNTs around deposited nanoparticles. 
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Figure 1.1 Schematic of a typical CVD reactor chamber. 
 
Utilizing CNTs for a particular application requires unique CNTs with specific 
length, diameter and chirality; however, the exact procedure of CNTs formation and 
growth has been remained unknown. Therefore, controlling these parameters can be 
considered as one of the main challenges of large scale CNTs production. Furthermore, 
these processes are not well designed so as to limit the number of CNT defect sites or the 
production of unwanted byproducts, such as amorphous carbon. Therefore, it is crucial to 
develop a controlled CNTs fabrication process that is capable of producing pure CNTs 
with uniform properties.  
The goal of synthesizing CNTs in high purity with specified properties requires the 
development of a detailed and comprehensive multiphysics, multiscale CNTs synthesis 
model that can predict the effect of major processing parameters, such as gas flow rate, 
the ratio of feed gas species and synthesis temperature, on the final properties of the CNT 
products. Constructing a model that can precisely predict the production rate and 
properties of fabricated CNTs is an impossible task at this time due to the complexity of 
the required quantum simulations and the large time scale over which reactions occur.  
However, a detailed, real-time model can provide the insight necessary for the effective 
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production of pure CNTs with uniform properties if it benefits from some in-situ 
diagnostic systems that provide feedback as to the progression of different reactions 
within the system.  
 
1.3. Dissertation Contributions 
The contributions made by this work in an effort to introduce controllable CVD-based 
CNTs fabrication process and explore potential applications and aspects of CNTs. are 
highlighted as follows: 
· Time-dependent multiphysics, multiscale modeling of CVD-based CNTs 
fabrication process: Finite element techniques were applied to model the entire CNT 
fabrication process by CVD system which is believed to be the most compressive 
model that is available. Also, this model can be considered as one of the fewest 
constructed models which in it, multiphysics modeling is coupled with multiscale 
modeling and everything is solved in time-domain. In order to make the model as 
precise as possible, all the physical phenomena that take place during the fabrication 
process are considered. These physics include reaction engineering, fluid dynamics, 
species diffusion, mass transport, energy and heat transfer calculations during both 
steady-sate and transition configurations. Since during CNTs fabrication process, the  
decomposition of feed gasses occurs in continuum scale, but CNTs formation and 
growth take place in noncontinuum level,  the developed model is based on three-scale 
modeling to capture all the manufacturing aspects from the initiation time until the end. 
In this model, gas phase reactions and all the physical properties inside the CVD 
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reactor chamber are calculated based on continuum physical laws while surface phase 
reactions near substrate are considered in micro domain, where probability laws are 
also considered. Finally, the diffusivity of carbon species into the nanoparticles, CNTs 
diameter and chirality are investigated based on noncontinuum laws and by applying 
molecular dynamics (MD) techniques. 
· Development of new gas phase reaction sets for decomposition of 
hydrocarbon/hydrogen gases for CVD system: The available gas phase reaction sets 
models for the decomposition of hydrocarbon gases are developed for other 
applications such as engine systems which they possess a different process compared 
to the hydrocarbon decomposition taking place inside a CVD system. Therefore, in the 
engine-based hydrocarbon decomposition models, the oxidization of hydrocarbon gas 
has been also included; however, during CVD process, it has almost no effects since 
the system is initially purified by argon gas. Also, in these models hydrogen gas is not 
included as one of the main processing gases. The closest available model in the 
literature is the one that has been constructed for a CVD system equipped with plasma 
gun. In this model, it has been assumed that hydrogen atoms are broken by the plasma 
gun before the initiation of fabrication process. Due to the lack of existence an 
appropriate model for the gas phase reaction phenomena, a new set of 60 reactions 
have been developed specifically for using during the CVD-based CNTs fabrication 
system. In the introduced model, all the possible reactions between effective molecules 
as well as possible reactions happening by the third body enhancement have been taken 
into the consideration. 
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· Gas phase, surface phase, CNTs growth rate and amorphous carbon formation 
investigation: The developed model can be effectively utilized to investigate several 
important parameters that can affect the CNTs features and its fabrication process. 
Many experimental and few theoretical studies have been already conducted on the 
CNTs growth rate by other research groups. However, pervious models are capable of 
predicting growth rate (or amorphous carbon produc tion rate) with acceptable results, 
only for specific flow rate ratio and /or within a small limit of temperature changes. 
Moreover, due to the lack of coupled multiphysics, multiscale system, these models 
cannot predict all the physical properties that take place inside the reactor chamber and 
in different physical scales during CNTs fabrication process. Therefore, the results of 
such simplified models are less accurate and cannot be applied to a wide range of 
CNTs fabrication conditions. The conducted comprehensive modeling in the current 
research is utilized to investigate CNTs growth rate and the effects of created 
amorphous carbon in the system for wide range of fabrication temperatures as well as 
different hydrocarbon/hydrogen flow rate ratios. The results are validated by 
conducting experiments and also comparing with some other publications. Moreover, 
by applying this model, it is possible to investiga te all the effective parameters on gas 
phase or surface phase reactions sets and final production, ins ide the quartz tube as 
well as on the substrate surface. Also, it is possible to investigate the substrate location 
and orientation effects on CNTs final product. The results are utilized to propose two 
new improved CVD configurations with higher efficiency.  
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·  Explaining the contradiction between the reported experimental growth rate 
numbers: Numerous experimental results have been already published on CNTs 
growth rate for different fabrication temperatures. Although most of these results show 
that the growth rate should always increase by increasing the temperature, few others 
have reported that at a specific temperature, the growth rate can decrease. Until now, 
there has not been any explanation for this contradiction between the reported results. 
Applying the developed model, it was possible for the first time to predict and explain 
how both cases can occur. 
· Investigation of carbon species diffusivity into the nanoparticles: Due to the 
effectiveness of carbon diffusion rate into the nanoparticles on the CNTs growth rate, 
this matter has been studied in the molecular scale  and by applying MD simulation 
tool. It has been revealed that the diffusion rate of carbon species in the transient region 
is different from those in single-walled or multi-walled CNTs fabrication temperature 
limits. 
· CNTs diameter and chirality investigation: Diameter and chirality control have  been 
remained as some of the main challenges in CNTs fabrication process. Therefore, as a 
part of nanoscale modeling, diameter-chirality dependency has been studied and the 
energy level of different single-walled carbon nanotubes (SWCNTs) is investigated. 
Using the obtained results, it is possible to study the occurrence probability of each 
chirality configurations. This can lead to finding a new way to control chirality of 
CNTs.  
  
8 
· Introducing new CNTs with special configuration: The information that was 
obtained during the course of this research is used to experimentally fabricate CNTs 
with specific configurations. These configurations include producing CNTs with 
variable diameter along their lengths, which can be used as future nanosize active 
probes; perfectly helical shape CNTs that can be applied in nanoscale machines and 
also as a highly efficient heat conductor nanodevice. 
 
1.4. Dissertation Overview 
This dissertation contains both theoretical and experimental works and organized in 
10 major chapters, including the dissertation motivation and overview which presented as 
the first chapter. The flowchart of this research plan is depicted in Figure 1.2 and 
dissertation chapters have been organized as follows: 
 
Figure 1.2 Flowchart of the dissertation plan. 
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Chapter 2 begins with a brief introduction to physical scaling and some of the 
challenges regarding to multiscale modeling. Moreover, the differences between regular 
scale (continuum scale) and nanoscale (noncontinuum scale) physical theories are 
reviewed. Moreover, CNTs as one of the most promising nanomaterials are introduced 
and an overview on the specifications of different CNTs is given. Among the available  
CNTs fabrication processes, CVD system as the preferred method for mass production of 
CNTs is explained in more detail. Finally, the most effective parameters on the CNTs 
production and formation are discussed and some of the related previous works are 
reviewed. 
In Chapter 3, the major problems regarding CNTs fabrication process, especially 
issues with industrial scale production of CNTs are explained. Also, the proposed 
solution of the problem and CVD-based CNTs fabrication modeling procedure are 
introduced. In Chapter 4, the constructed time-dependent, multiphysics, multiscale model 
with its mathematical representation is explained in a great detail. Moreover, the 
constructed model is utilized to study the growth rate of CNTs and effects of amorphous 
carbon formation during different fabrication conditions on CNT’s growth rate are 
investigated.  
In Chapter 5, several CVD reactor scale physical phenomenon during transition and 
steady-state conditions are studied and the concentration of carbon species along the 
substrate length is investigated. Also, physical properties during gas phase reaction sets 
are investigated and based on these findings, two new CVD configurations with enhanced 
efficiency are proposed. 
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In Chapter 6, since surface phase reaction sets take place between deposited 
nanoparticles on the substrate and surrounding gasses, a small control volume around 
substrate are considered along with investigating several physical phenomenons which 
can be effective on the final number of produced carbon species. Moreover, lateral 
dislocation and substrate angle of attack effects on the number of available carbon 
species to form either CNTs or amorphous carbon are studied.  
In Chapter 7, MD simulation technique is utilized to investigate diffusion rate of 
carbon molecules into the deposited nanoparticles and the effect of substrate on 
diffusivity. Also, energy level of different types of CNTs with various diameters and 
chiralities are studied and compared with each other. 
In Chapter 8, several experiments are conducted to investigate the feed gases flow 
rate ratios and fabrication temperature effects on the amount of produced amorphous 
carbon as the main CVD-based CNTs fabrication process byproduct as well as on the 
diameter of synthesized CNTs. These results are used to validate the results obtained by 
comprehensive modeling. In Chapter 9, as one of the potential application of nanotubes 
(NTs) fabrication with similar features, a new NTs-based actuated microcantilever model 
is proposed as an ultimate substitution for common piezoelectrically actuated 
microcatilevers. The proposed microcantilever is utilized to introduce a new nanomass 
and heat sensor device. Moreover, the obtained results by the modeling helped to get a 
better understanding with the  functionality of all effective parameters during CNTs 
fabrication process. Utilizing these information, a new set of experimentally fabricated 
CNTs with specific shapes such as helical (for nano heat conductor/exchanger 
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applications), Y shaped and CNTs with variable diameter along length (as a nano active 
probe device) are introduced. 
 Finally, the major conclusions obtained by this study are listed in Chapter 12 
including some of the future works and continuation of current study such as developing 
a feedback control loop system for making an automated CNTs features process, studying 
the effect of deposited nanoparticles on diameter and chirality of fabricated CNTs and 
developing nanotube-based active composite materials are briefly introduced. 
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CHAPTER 2 
BACKGROUND AND LITERATURE SURVEY 
 
2.1. Introduction to Physical Scaling 
The theories and equations which are applicable to the everyday physical 
phenomenon are defined for continuum systems. In such a physical system, it is assumed 
that physical properties are continuous so that differential equation laws are applicable 
(continuum physics). The continuum level laws can be used from regular to roughly 
microsize systems. Also in this domain size limit, it can be assumed that the mean free 
path of the molecules which are traveling in space and time are very small compared to 
the domain size and can be neglected. 
 However, as the system dimensions decrease to nanometer scales, the distance 
between the molecules can not be neglected anymore and its effects should be taken into 
the consideration. Therefore, in the nanoscale domain, the continuum physical laws are 
not applicable and the system should be divided into the several smaller particles with 
defined masses (noncontinuum physics). Molecular dynamics (MD) simulation tool is 
widely used to investigate molecular level (noncontinuum) systems. 
By reducing the system scales further, the assumptions of having a system with 
specified point masses will not be valid anymore. In this case, each particle would be 
considered as a system made of smaller particles such as electrons, protons and neutrons. 
In this scale, quantum mechanic equations would be applied which are based on the 
statistical calculations since the nature of such particles and the existed physical laws 
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among them are not known yet. Ab- initio simulation tool is widely used to investigate the 
quantum scales systems. Figure 2.1 demonstrates the arrangement of utilizing each 
calculation tool from quantum to continuum level (experiment) scales.  
 
Figure 2.1 The arrangement of applying mathematical tools for each physical domain. 
 
In the domain sizes which locate between continuum and noncontinuum systems, 
statistical tools such as Monte Carlo or Peieris methods can be applied. It should be 
mentioned that as the geometrical scale decreases, the time scale will be changed also and 
particles will travel at faster rates. The diagram of the time scale- length scale relationship 
is shown in Figure 2.2.    
 
Figure 2.2 Length scale-time scale relationship diagram. 
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As seen in Figure 2.2, by decreasing the length scale, particles’ velocity in the system 
will be increased dramatically. In order to capture the physics of the particles and their 
movements, smaller time scales should be considered during the investigations. 
Therefore, time can be considered as the forth dimension in every multiscale modeling. 
Considering all the explained differences between domains with different scales, finding 
a logical way to relate the physics in different scales to each other is one of the most 
challenging tasks in every multiscale modeling. 
 
2.2. Overview on Carbon Nanotubes and Classifications 
Carbon nanotubes (CNTs) can be considered as nanocylindrical structures made of 
carbon species. The molecular structure of CNTs is hexagonal form composed of SP2 
bonds similar to graphite structure. This bonding structure is stronger than SP3 bonds 
found in diamond, and provides a unique strength in this molecular structure. Depending 
on possessing single or multilayer walls, two major types of CNTs are available and have 
been widely fabricated. 
Single-walled carbon nanotubes (SWCNTs) consist of a single layer of carbon 
graphene rolled up into a cylinder. The diameter of SWCNTs is about 1 to 2nm and their 
length can be extended up to many thousands time longer. An image of SWCNT is  
shown in Figure 2.3. 
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Figure 2.3. STM image of single SWCNT (W.G. Jeroen et al. (1998)). 
 
SWCNTs can be further classified based on rolling angle of graphite sheet which is 
known as nanotube chirality. This property will determine the electrical properties of 
SWCNTs. There are three types of nanotubes based on their chirality number which can 
be classified as follows: 
· Zig-Zag CNTs: These types of CNTs have carbon bonds along the length of the tube 
and possess electrical conductivities like semiconductors. 
· Armchair CNTs: In this configuration, CNTs have carbon bonds perpendicular to the 
length of the tube and can be considered metallic. 
· Chiral CNTs: The ones known as Chiral CNTs have electrical conductivity lower 
than metals and can be considered as semiconductors. During CNTs fabrication 
process, it is observed that most of the fabricated CNTs lay in chiral category and the 
electrical conductivity property of such materials varies based on their chirality 
number.  
Chirality of CNTs is determined by the chiral vector, 21 ananR
rrr
+= , where n and m 
are integers. 1a
r
 is a vector that lies along the zigzag line, while 2a
r
 is a reflection of 1a
r
 
over the armchair line. The schematic of CNTs with different chirality number is depicted 
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in Figure 2.4. Moreover, wrapping angle is defined as the angle between the chiral vector 
and the armchair line. If the chiral vector lies along armchair line (wrapping angle would 
be zero), then it is called armchair CNT. However, if the wrapping angle is 30 degrees, 
then the nanotube is zigzag type and if the wrapping angle is less than 30 degrees, then it 
is a chiral CNT.  
 
Figure 2.4 Schematic of SWCNTS with different chiralities (http://en.wikipedia.org). 
 
The values of n and m determine nanotube structure twist that is known as chirality. 
CNTs chirality affects different CNTs properties such as conductance, density, lattice 
structure. A SWNT is considered to be metallic if the value of n-m is divisible by three, 
otherwise it is semiconducting. In addition, the chiral vector will determine the diameter 
of a CNT-based on the following equation: 
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nmmnd ++= 220783.0                                                         (2.1) 
 
Therefore, based on this relationship, it is expected that CNTs with the same diameter 
possess similar chirality number. 
Multi-walled carbon nanotubes (MWCNTs) can be considered as the second major 
type of CNTs which their walls consisting of multilayer of concentric graphene. It has 
been observed that in this type, only the outer tube is capped whereas all the inner tubes 
are open-ended. This characteristic has been utilized in some applications such as 
hydrogen fuel storage. The number of CNTs walls is determined by the fabrication 
process conditions such as applied temperature and the type and amount of inserted 
hydrocarbon gasses. Therefore, it can be concluded that as the number of walls increases, 
CNTs with larger diameter will be produced. In Figure 2.5, the TEM image of a 
MWCNT with nine layers of wall has been depicted. 
 
Figure 2.5 TEM image of a MWCNT with nine layers of walls (www.idol.union.edu). 
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2.3. Major Properties of Carbon Nanotubes 
It has been shown that CNTs have several outstanding properties and along with their 
nanosize dimensions, they have become as one of the most promising materials utilized 
in nanosize engineering applications. In this subsection, some of the unique properties of 
CNTs such as mechanical, electrical and thermal properties are briefly introduced. 
 
2.3.1. CNTs Mechanical Properties 
It has been shown that CNTs possess outstanding mechanical properties such as very 
high Young’s modulus and tensile strength which make CNTs stronger than steel and 
diamond structures. However, due to the difficulties with conducting measurements in 
nanoscale domains, different numbers have been reported for the CNTs mechanical 
properties. For instance, the exact value of Young’s modulus is still under further 
explorations. 
 Using imaging techniques, the level of blur in the image of CNTs tip under different 
applied temperatures was utilized to estimate Young’s modulus. The modulus obtained 
by this method was 1.8 TPa. In another research, Atomic Force Microscope (AFM) 
technique was applied to push the unanchored end of a free-standing nanotube out of its 
equilibrium position and the value of applied force was utilized to calculate Young’s 
modulus. The modulus that was calculated by this experimental method was 1.25TPa. 
Finally, Yu et. al. conducted direct tensile loading tests and reported Young’s modulus 
values from 320 to 1470 GPa for SWCNTs and 270 to 950 for MWCNTs.  
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2.3.2. CNTs Elelctrical Properties 
As discussed earlier, electrical properties of CNTs are strongly affected by their 
chirality number and it can vary from metallic to semi-conducting, depending on their 
structural twist. Moreover, it has been shown that the bandgap of CNTs varies inversely 
with the tube radius and it is reported that SWCNTs possess bandgaps of 0.4-1 ev. 
Although the existence of direct relationship between CNTs diameter and their electrical 
properties may lead to potential advantages of CNTs for use in many in electrical 
components, as mentioned earlier, controlling the chirality and electrical properties of 
CNTs has remained as one of the main challenges in producing a controllable CNTs 
fabrication process. 
 
2.3.3. CNTs Thermal Properties 
Estimating thermal conductivity of CNTs is an important task in order to utilize 
CNTs in several applications such as micro/nano electronic devices as well as 
nanocomposite materials used in high temperature environments. Hao et al (2004), tried 
to estimate the thermal conductance of MWNTs by temperature sensing through scanning 
probe microscopy. Also, Che et al. (2000) measured CNTs thermal conductivity by 
applying MD simulation techniques. The estimated thermal conductivity value obtained 
for a pure and defect- free CNT was measured about 28.9 W/cm K, which is considerably 
higher than the thermal conductivity of conventional materials. This high thermal 
conductivity is due to the fact that CNTs possess a high wetted area which makes heat 
transfer occurs at a faster rate. 
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2.4. CVD-based CNTs Fabrication Procedure 
Chemical vapor deposition (CVD) system is a commonly used method for deposition 
of chemical layers on a desired surface. The working principle of CVD fabrication 
procedure is based on the decomposition of inserted gases by applying high temperature 
through heating elements installed around CVD reactor chamber. The created new 
species by this process will diffuse on substrate surface which has been placed inside the 
reactor chamber to form a covering layer. The deposition rate of created layer on 
substrate has been the subject of many researches to estimate the thickness of deposited 
layer over time. Regular CVD systems operate at atmospheric pressure. However, in 
special configurations, the pressure inside reactor chamber is increased to enhance 
chemical reaction activities (HPCVD). In another special case, CVD system may be 
equipped with plasma system (PCVD) to increase the deposition rate on substrate 
surface. It has been shown that CVD fabrication procedure can be utilized to produce 
CNTs in large quantities. Figure 2.6 depicts the available CVD system in Smart 
Structures and NEMS (SSNEMS) Laboratory at Clemson University.  
This system operates at atmospheric pressure condition and it is able to maintain the 
temperature to a maximum 1200oC. It can also control up to 4 different gases flow rates. 
The reactor chamber is made of quartz material in order to sustain high temperatures. 
Both feed gases flow rates and fabrication temperature can be controlled through a 
control tower. In a typical CVD system, methane (CH4) is used as hydrocarbon gas due to 
its good stability in high temperatures (800 to 1000oC). The created gases from 
decomposition of methane will perform a set of reactions with the nanoparticles 
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contained catalyst layer which has been deposited on the silicon wafer to produce carbon 
molecules and hydrogen as byproduct. Later in the process, carbon molecules are 
absorbed into the deposited nanoparticles on the silicon substrate.  
 
 
Figure 2.6 Available CVD system in SSNEMS Laboratory at Clemson University. 
 
 
As the nanoparticles become saturated with carbon molecules, the hexagonal carbon 
ring is formed around nanoparticles and nanotubes begin to grow on the substrate. During 
the CNT synthesis, adding diluted amounts of ethylene (C2H4) help to fabricate CNTs 
with higher yields.  Hydrogen (H2) can also be used to increase the number of carbon 
species and prevent the decomposition feedstock. Another advantage of using hydrogen 
in the process is that it makes cleaner products and reduces the creation of amorphous 
carbon.  
Control 
tower 
CVD  
quartz tube 
tube 
Heating 
Elements 
Flow rate 
controllers 
CVD 
Thermocouple 
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Prior to the fabrication process and  during system temperature increment, argon is 
inserted into the quartz tube in order to assure that there is no impurity while CNTs 
synthesis takes place. Argon gas is also applied once again, after the completion of the 
CNTs fabrication process, during the period that the system is cooling down gradually in 
order to achieve a cleaner CNTs product. 
 Although the exact formation mechanism of CNTs is not known yet, it has been 
shown that the synthesis of single-walled CNTs (SWCNTs) and multi-walled CNTs 
(MWCNTs) depends on the CVD heating temperature and amount of inserted gas flow 
rates during fabrication process. The common temperature range for producing MWCNT 
is between 550 and 750 oC, while for the SWCNT it is from 800 to 1000 oC. The reason 
that SWCNT fabrication temperature has a higher value compared to MWCNT may be 
explained based on the fact that higher energy is needed for the carbon species in order to 
lift the existing CNTs ring and in order to form another hexagonal ring. However, in the 
absence of enough energy, carbon species have to attach to the CNTs wall surfaces and 
create another wall layer. This process may continue until the number of attached carbon 
molecules and the total energy of the molecular system reach the value that the CNT 
molecular structure can be lifted by the absorbed carbon species.  Therefore, the amount 
of each inserted gas and also the applied temperature during CNTs synthesis should be 
controlled and monitored precisely in order to fabricate a specific type of CNTs.  
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2.5. Effective Fabrication Parameters on CNTs Main Features 
In this subsection, some of the main experimental works to estimate the effects of 
fabrication parameters on fabricated features are discussed briefly.  
 
2.5.1. CNTs Growth Rate 
Several efforts have been conducted to investigate CNTs growth rate experimentally. 
Although the reported numbers for growth rate vary from 0.5 microns/min to 9 
microns/sec, most of the results show that temperature increase results in continues 
increase in CNTs growth rate. However, Geohegan et al. reported that increase in the 
synthesis temperature leads to an increase in CNT growth rate up to 700 oC, where the 
growth rate starts decreasing. The differences between the reported growth numbers 
might be due to applying different fabrication conditions used. This problem has been 
addressed by utilizing our developed mutliphysics, multiscale model. Also, Geohegan et 
al. observed that the growth rate possesses a higher value at the beginning of fabrication 
process. However, as the fabrication process progresses, growth rate decreases and 
ultimately stops. The cause of such phenomena is not known yet and because of this 
reason, it is not yet possible to produce CNTs with their lengths longer than few 
millimeters. 
Moreover, Gunjishima et al. showed that increasing or decreasing the 
hydrocarbon/hydrogen (C2H2/H2) ratio in the process feed will lead to an increase or 
decrease, respectively, in the growth rate of CNTs. Therefore, it can be expected that 
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CNTs growth rate is affected by both fabrication temperature and the amount of feed 
gasses flow rates.  
 
2.5.2. CNTs Diameter 
The diameters of CNTs grown by CVD fabrication process have been shown to 
change by increase or decrease of fabrication temperature (Lee et al., 2002, Siegal et al., 
2002). It has been shown that as the growth temperature increases, thicker CNTs are 
produced. This can be due to inc reasing the number of CNTs wall layers which lead to an 
increase in CNTs diameter. Also, Zheng et al. (2003) showed that as amount of 
hydrocarbon flow rate increases, CNTs with larger diameter are produced. Moreover, it is 
believed that the geometrical and physical aspects of deposited nanoparticles can be 
among the main parameters that set the final diameter of produced CNTs. However, this 
phenomena needs to be investigated in a great detail which has been considered as one of 
our future works.  
 
2.5.3. CNTs Yeild 
The yield of CNTs is observed to be similar to CNTs growth rate, which is low at 
lower fabrication temperatures. As the temperature increases, the  CNTs yield will 
increase accordingly. However, Li et al. (2002) reported that the yield can be decreased 
as the fabrication temperature increases beyond about 800 oC. The reason for such 
decline can be explained by increasing the amount of produced amorphous carbon as 
undesired product. Therefore, it is crucial to investigate the amount of fabricated 
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amorphous carbon in different fabrication temperatures and feed gases flow rate ratios 
included in our developed CVD fabrication process model.  
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CHAPTER 3 
MULTIPHYSICS, MULTISCLAE MODELING FRAMEWORK FOR CARBON 
NANOTUBE SYNTHESIS USING CHEMCIAL VAPOR DEPOSITION PROCESS 
 
As explained earlier, in order to properly understand CNTs fabrication process by 
CVD system and also to control all the aspects of fabricated CNTs, it is required to 
develop a CVD-based comprehensive model that includes all the physical phenomena 
taking place during the fabrication process. This model must be also capable of predicting 
the fabricated CNTs properties accurately for variety of fabrication conditions such as 
different applied temperature and feed gases flow rates.  
As mentioned earlier, different physics such as nonisothermal fluid dynamics, mass 
transport, reaction engineering, energy balance and heat transfers including convection, 
conduction, radiation and energy creation or consumption by reaction sets as well as 
thermodynamics of participating species are involved in the fabrication process. 
Therefore, it is necessary that the developed model follows a multiphysics framework in 
which, all the described physical properties can be included and coupled with each other 
in a great detail.  
Moreover, as CNTs fabrication process initiates and feed gases enter into the CVD 
system, physical properties, which take place in the reactor chamber scale such as gas 
phase reaction sets, follow continuum scale physical rules. Therefore, by applying 
continuum level modeling, each physical property should be evaluated through the entire 
CVD reactor chamber.   
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However, during gas phase reactions stage new species are created. The produced 
species interact with the surface of silicon substrate, and surface phase reactions occur in 
a region close to substrate surface. Therefore, the number of produced carbon species 
participating in CNTs or amorphous carbon formation is highly influenced by all the 
effective physical properties at a very close region to the substrate surface. Moreover, the 
location and orientation of substrate can considerably affect the behavior of each physical 
parameter which leads to the change in number of available carbon species. Because of 
these lines of reasoning, it is important to investigate each of the physical phenomenon in 
a great detail at a region close to the substrate surface and include substrate location and 
orientation effects in such investigations.   
Finally, as the produced carbon species reach nanoparticles deposited on the substrate 
surface, they diffuse into the nanoparticles and later form CNTs rings. Also, CNTs 
geometrical features such as diameter and chirality are the results of nanoscale 
interactions between carbon species and deposited nanoparticles in different fabrication 
conditions. Therefore, the entire diffusion and CNTs formation occurs at the nanoscale 
condition where continuum scale assumptions are not valid anymore (as described in 
Chapter 2).  
Finally, the deposition rate of carbon species and  the involved physical properties in 
the fabrication process are time-dependent. Hence, the amount of these values can be 
changed, especially before the system reaches its steady-state condition or by occurring 
any possible disturbance into the system. Considering all these facts, it can be concluded 
that CVD-based CNT fabrication process can be considered as a good sample of time-
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dependent multiphysical problem which begins in continuum level domain, but ended in 
noncontinuum level condition. In order to capture every aspect of the fabrication process 
and also achieve accurate and reliable results, a comprehensive time-dependent, 
multiphysics, multiscale model is needed which is capable of predicting all the described 
physical properties in different physical scales and for different fabrication conditions.  
The proposed model is believed to be the most comprehensive model for the CVD-
based CNT synthesis that has been constructed. As shown in Figure 3.1, separate control 
volumes for three physical scale domains are considered in the modeling. The first 
boundary is placed around the CVD quartz tube to investigate all the physical 
phenomenon such as fluid dynamics, mass transport, heat transfer and diffusion that take 
place inside the tube (continuum scale modeling). This modeling condition is also used to 
investigate the gas phase reactions condition taking place near the reactor chamber inlet. 
The obtained information from the first stage of the modeling will be utilized in 
substrate scale domain to investigate surface phase reactions near the substrate surface as 
well as the condition each of the physical property, near substrate surface. Moreover, in 
this scaling domain, the effects of substrate condition inside CVD reactor chamber such 
as substrate lateral dislocation or introducing substrate angle of attack on each of the 
physical properties in the modeling are closely studied. The obtained results from 
substrate scale modeling can be used to study the number of available carbon species 
which are capable of producing either CNTs or amorphous carbon for different 
fabrication conditions. 
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Figure 3.1 Considered multiscale control volume in the model. 
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Finally, a nanosize control volume is placed around the substrate surface to 
investigate the rate of diffusion of carbon atoms into the deposited nanoparticles and the 
effects of substrate molecular structure on diffusion rate. Also, in this domain size the 
diameter and chirality of the fabricated CNTs are studied (molecular level modeling). 
The molecular level investigation is conducted by applying molecular dynamics (MD) 
simulation tools and also by including the obtained information from susbtrate scale 
modeling such as the concentration of carbon atoms, temperature and pressure into the 
considered nanosize control volume.  
The following chapters present the simulation criteria for each of the considered 
physical scales as well as the obtained results from our modeling series. This 
comprehensive modeling can be utilized to introduce a controllable CVD-based CNTs 
fabrication process when it combines with some in-situ diagnosis system. This can be 
considered as one of our future research works. 
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CHAPTER 4 
A TIME-DEPENDENT MULTIPHYSICS, MULTIPHASE MODELING AND 
ANALYSIS FRAMEWORK FOR CARBON NANOTUBE GROWTH RATE USING 
CHEMICAL VAPOR DEPOSITION 
 
4.1. Introduction and Modeling Procedure 
The important task of synthesizing CNTs with high purity and desired properties 
requires the development of a detailed and comprehensive CNTs synthesis model that can 
predict the effect of major processing parameters such as gas flow rate, the ratio of the 
feed gas species and synthesis temperature on the final properties of the CNT products. 
Constructing a model that can precisely predict the production rate and properties of 
fabricated CNTs is an impossible task at this time due to the complexity of the required 
quantum simulations and the large time scale over which reactions occur.  However, a 
detailed, real- time model can provide the insight necessary for the effective production of 
pure CNTs with uniform properties if it benefits from some in-situ diagnostic systems  
that provide feedback for the progression of different reactions within the system.  
In order to study the relations between process temperatures, feed gas flow rate, and 
feed gas molar ratios with CNTs formation, a multiphysics, multiphase modeling 
framework of the CVD system is developed and verified here via comparison with 
experimental results. The model couples the kinetics of multiple reactions with relevant 
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transport phenomena in such a way that all subsytems are solved simultaneously in the 
time domain.  
The finite element method is implemented to model the physical phenomena taking 
place inside the CVD quartz tube during the CNT fabrication process.  In the considered 
CVD model, a range of CH4 and H2 gas flow rates were examined in order to investigate 
the effects of vapor phase composition on the quality and growth rate of CNTs. CH4 flow 
rate was varied from 500 to 1000 sccm, while the flow rate of H2 ranged from 250 to 750 
sccm. A schematic of the modeled CVD system and the considered grid distribution 
along CVD quartz tube is shown in Figure 4.1.  
 
Figure 4.1 Schematic of modeled CVD system and finite element grid distribution used 
in modeling the quartz tube reactor assembly. 
 
 
 The quartz tube is considered to be 30 cm in length and have a diameter of 5.5 cm. 
This is  based on the dimensions of an available CVD system in SSNEMS Laboratory [1]. 
The modeled silicon substrate is 6 cm long and is centrally located within the simulated 
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quartz tube. It is assumed that a catalyst layer containing well dispersed nanoparticles is 
deposited on the silicon. Cobalt (Co) nanoparticles are used as catalyst since they have 
been shown to be highly active and selective at forming CNTs under the processing 
conditions of interest [3,4]. The size of the elements are refined at the inlet and quartz 
tube wall boundaries as well as around the substrate where reactions and sudden changes 
in flow properties take place and the complexity of calculations increase dramatically.  
The simulated pressure is considered to be equal to atmospheric pressure conditions 
in order to meet our CVD system specifications. Since the reaction rate as well as 
physical and flow properties of the reactant gases are temperature dependent, we have 
extended our studies to investigate temperature effects on growing CNTs during the 
fabrication process. Therefore, the temperature is varied from 973.15 to 1273.15 K. 
During the simulations, instead of considering an average value, the physical and 
transport properties of each species are calculated at the conditions present at each node 
of the finite element mesh in order to further improve the accuracy of the present 
modeling investigations. The carbon species participating in CNTs construction are 
created by collision induced reactions occurring in the gas phase as well as surface 
catalyzed reactions on the substrate.  Specific details about the modeling procedures used 
to simulate the gas phase and surface reactions are discussed in the following subsections. 
 
4.2. Mathematical Procedure and Modeling Framework  
The developed multiphysics, multiphase CVD model accounts for gas and surface 
phase reactions as well as fluid, heat and mass transport phenomena. A schematic 
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diagram of the mathematical modeling procedure illustrating the interactions between 
these modules is depicted in Figure 4.2.  As seen, the initial and boundary conditions are 
inserted into a multiphysics solver to estimate CNT growth rate as well as changes in the 
physical properties of the reacting species at a range of positions inside the quartz tube.  
 
Figure 4.2 Schematic diagram of mathematical modeling procedure. 
 
During the heating phase of the process model, it is assumed that argon gas is inserted 
into the system and that no reaction takes place in the gas phase or on the substrate 
surface. As the feed gases enter the modeled quartz tube, the boundary condit ions and 
appropriate species property information are inserted into the mass transport, heat transfer 
and fluid mechanics modules to calculate updated physical properties for each species 
present. Later, the concentration and thermodynamic state properties of all species at a 
given node are transferred to the gas phase reaction calculator, where reaction rates and 
the concentration of all species created or consumed by gas phase reactions are 
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calculated. The updated gas phase concentration data are then sent to the transport 
module in order to recalculate the physical properties of all species.  
In the next step, the concentration and physical property information of gas phase 
species are transferred to the surface phase reaction module, where surface catalyzed 
reaction rates and the concentrations of adsorbed species are calculated.  These values are 
then sent to the transport solvers as well as the synthesized carbon molecule analyzer so 
as to quantify the local amount and growth rate of CNTs and amorphous carbon species. 
Finally, all of the calculated data are combined to predict overall CNT growth rates and 
the range of species properties observed within the modeled quartz tube as shown in 
Figure 4.2. Each of the simulation modules described above is discussed in greater detail 
below.  
 
4.2.1. Gas Phase Reaction Modeling (Block A in Figure 4.2) 
Gas phase reactions are introduced as a part of major Block A, which models the 
thermal decomposition of gases inside the CVD quartz tube. Most available models  
suggested for the decomposition of methane [2, 5-7] were primarily developed for 
combustion processes that exhibit high levels of hydroxide gases.  Moreover, the model 
developed by Coltrin et al. is based on a plasma-gun reactor system, where hydrogen 
dissociates inside the plasma-gun, thereby, making it unsuitable for our reaction system, 
which is not a plasma-gun CVD reactor system [2]. Along this line of reasoning, we 
propose a new set of gas phase reactions for CH4+H2 decomposition. The developed 
model consists of 60 reversible reactions as listed in Table 4.1. It is considered that CH4 
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and H2 are the feed gases to the CVD quartz tube.  These species are then allowed to 
undergo thermal decomposition reactions, which creates 11 different new species (CH3, 
CH2, CH, C, C2H, C2H2, C2H3, C2H4, C2H5, C2H6 and H).  These species then participate 
in a restricted set of catalyzed surface phase reactions on the substrate.  
 
Table 4.1 Gas phase reaction list. 
No. Reaction Aa na Ea References/Comments 
 CH4 reactions     
G1 CH4+H « CH3+H2 6.60 ´ 10
8 1.62 45357 12 
G2 CH4+CH « C2H4+H 6.0 ´ 10
13 0.0 0.0 2 
G3 CH4+C « CH+ CH3      5 ´ 10
13 0.0 100480 13 
G4 CH4+C2H « C2H2+CH3       1.81 ´  10
12     0.0 2092 14 
G5 CH4+CH2 « CH3+CH3 2.46 ´ 10
6 2.0 34603 15 
G6 CH4+M « CH3+M+H 2.4 ´ 10
16 0.0 437249 16 
 CH3 reactions     
G7 CH3+CH3+M « C2H6+M 9.03 ´ 10
16 -1.18 2736.336 2/H2 enhancement=2.0 
G8 CH3+H+M « CH4+M 6.0 ´ 10
16 -1.0 0.0 2/H2 enhancement=2.0 
G9 CH3+H « CH2+H2 9.0 ´ 10
13 0.0 63178.4 2 
G10 CH3+CH « C2H3+H 3.0 ´ 10
13 0.0 0.0 2 
G11 CH3+C « C2H2+H 5.0 ´ 10
13 0.0 0.0 2 
G12 CH3+C2H6 « C2H5+CH4 5.5 ´ 10
-1 4.0 34727.2 2 
G13 CH3+CH3 « C2H5+H 4.99 ´ 10
12 0.1 44352 17 
G14 CH3+H2 « CH4+H 4.13 ´ 10
4 2.50 39.4 6 
G15 CH3+M « CH2+H+M 2.90 ´ 10
16 0.0 379 6/M=H2 
G16 CH3+CH2 « C2H4+H 3 ´ 10
13 0.0 0.0 2 
G17 CH3+C2H4 « C2H3+CH4 4.20 ´ 10
11 46.5 35 6 
G18 CH3+C2H2 « C2H+CH4 1.81 ´ 10
11    0.0 72341 18 
G19 CH3+C2H3 « C2H2+CH4      3.92 ´ 10
11 0.0 0.0 14 
G20 CH3+C2H5 « C2H4+CH4 1.95 ´ 10
13 -0.50 0.0 19 
 CH2 reactions     
G21 CH2+H « CH+H2 1.0 ´ 10
18 -1.56 0.0 2 
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G22 CH2+CH « C2H2+H 4.0 ´ 10
13 0.0 0.0 2 
G23 CH2+C « C2H+H 5.0 ´ 10
13 0.0 0.0 2 
G24 CH2+C2H3 « C2H2+CH3 3.0 ´ 10
13 0.0 0.0 2 
G25 CH2+CH2 « C2H2+H2 4.0 ´ 10
13 0.0 0.0 2 
G26 CH2+H2 « CH3+H 7.23 ´ 10
13 0.0 0.0 6 
G27 CH2+C2H « C2H2+CH      1.8 ´ 10
13    0.0 0.0 16 
G28 CH2+C2H5 « C2H4+CH3 1.80 ´ 10
13     0.0 0.0 16 
G29 CH2+C2H6 « C2H5+CH3   2.20 ´ 10
13   0.0 36277 20 
 CH Reactions     
G30 CH+H « C+H2 1.5 ´ 10
14 0.0 0.0 2 
G31 CH+H2 « CH2+H           1.08 ´ 10
14     0.0 13013 12 
G32 CH+M+H2 « CH3+M    1.97 ´ 10
12   0.43     -1548 12 
G33 CH+C2H6 « C2H5+CH2 1.10 ´ 10
14    0.0 -1088 21 
G34 CH+C2H2 « C2H+CH2      2.11 ´ 10
14    0.0 -510 13 
 C Reactions     
G35 C+H2 « CH+H      4 ´ 10
14 0.0 97492 16 
 C2H reactions     
G36 C2H+H2 « C2H2+H 4.09 ´ 10
5 2.39 3616.2312 2 
G37 C2H+C2H3 « C2H2+C2H2 3.0 ´ 10
13 0.0 0.0 2 
G38 C2H+C2H5 « C2H2+C2H4 1.8 ´ 10
12 0.0 0.0 16 
G39 C2H+C2H6 « C2H2+C2H5 3.6 ´ 10
12   0.0 0.0 16 
 C2H2 reactions     
G40 C2H2+C2H4 « C2H3+C2H3 2.41 ´ 10
13 0.0 286032 12 
G41 C2H2+M « C2H+H+M 4.2 ´ 10
16 0.0 447688 2 
G42 C2H2+H+M « C2H3+M 5.6 ´ 10
12 0.0 10042 2 
 C2H3 relations     
G43 C2H3+H « C2H2+H2 4.0 ´ 10
13 0.0 0.0 2 
G44 C2H3+CH « CH2+C2H2  5.0 ´ 10
13 0.0 0.0 2 
G45 C2H3+C2H3 « C2H2+C2H4        9.6 ´ 10
11 0.0 0.0 14 
G46 C2H3+C2H5 « C2H4+C2H4 3.0 ´ 10
12 0.0 0.0 22 
G47 C2H3+C2H6 « C2H4+C2H5       6.0 ´ 10
2   3.30      43934 16 
 C2H4 reactions     
G48 C2H4+H « C2H3+H2 1.1 ´ 10
14 0.0 35564 2 
G49 C2H4+M « C2H2+H2+M 1.5 ´ 10
15 0.0 233467.2 2 
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G50 C2H4+M « C2H3+H+M 1.4 ´ 10
16 0.0 344594.24 2 
G51 C2H4+H2 « CH3+CH3     3.77 ´ 10
12     0.83    354443 23 
G52 C2H4+C2H4 « C2H3+C2H5 4.82 ´ 10
14 0.0 299333 12 
G53 C2H4+C2H6 « C2H5+C2H5 5.0 ´ 10
11 0.0 251052 24 
G54 C2 H4+H+M « C2H5+M 2.21 ´ 10
13 0.0 8644.144 2/H2 enhancement=2.0 
 C2H5  reactions     
G55 C2H5+H « CH3+ CH3 1.0 ´ 10
14 0.0 0.0 2 
G56 C2H5+C2H5 « C2H4+C2H6          1.4 ´ 10
12 0.0 0.0 16 
 C2H6 reaction     
G57 C2H6+H « C2H5+H2 5.4 ´ 10
2 3.5     21798.64 2 
 H and H2 reactions     
G58 H+H+M « H2+M 1.0 ´ 10
18 -1.0 0.0 2/H2 enhancement=0 
G59 H+H+H2 « H2+H2 9.2 ´ 10
16 -0.6 0.0 2 
G60 H2+M « M+H+H 4.57 ´ 10
19 -1.40 436830 14 
      a The unit for A  is  given in terms of mol, cm3 and sec and for E as joule/mol; n is dimensionless 
 
In the proposed model, the hydrocarbons of radical fragments larger than C2 are 
neglected as Coltrin et al. suggests since they can lead to errors in the prediction of the 
gas phase composition [2]. The reaction rates can be described by the mass action law 
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where 
jf
k  and 
jr
k  represent forward and reverse rate constants, ci denotes the 
concentration of the ith species (mol/m3), v rij and v pij are stoichiometric coefficients of 
reactants and products, respectively. The material balance for species i can be expressed 
as: 
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where Ni is the molar flux, ic  is the concentration and ir  is the reaction rate of the i
th 
species. It is also assumed that the temperature dependence for all reaction rates can be 
described by the modified Arrhenius law model: 
 
                            , expi
n i
f i i
E
K AT
RT
æ ö= -ç ÷
è ø
                                             (4-3) 
 
where Ai represents the frequency factor, T is the reaction temperature, ni is the 
temperature factor, Ei denotes the activation energy, and R is the universal gas constant. 
All reverse reaction rates are calculated using equilibrium thermodynamic models: 
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where Keqi denotes equilibrium constant, which is defined as: 
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with iGD  being the Gibbs free reaction energy represented by: 
 
                             i i iG H T SD = D - D                                                   (4-6) 
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In the above expression, ? Hi  and ? Si denote the enthalpic and entropic changes in system 
energy, respectively. These changes occur as a result of chemical reactions and can be 
calculated using temperature-dependent  NASA polynomial relations, which are discussed 
later in the text. These quantities are calculated for each species. The position specific 
species concentration data obtained from the gas phase reaction model are inputs to the 
surface phase reaction model described below. 
 
4.2.2. Surface Phase Reaction Modeling (Block B in Figure 4.2) 
The thermal decomposition of feed gases, the reactive free radical intermediates CH3, 
C2H2 and H initiate a series of surface reactions with the catalyst layer that has been 
deposited on the silicon substrate. These surface reactions lead to the production of 
macromolecular carbon species in the form of CNTs or amorphous carbon. Following the 
work of Grujicic et al. [8], the surface reaction model employs two sets of surface 
reactions that  result in the deposition of CNTs or amorphous carbon are applied.  
For the production of CNTs, 19 reversible surface reactions are considered that lead 
to the creation of 11 new surface species (TH(S), TCH3(S), TCH2(S,R), TCH(S,R2), 
TC(S,R3), TC2H2(S), TC2H(S,R), TC2(S,R2), TCH2CH3(S), TCHCH3(S,R) and 
TCCH3(S,R2)). The surface reactions leading to the deposition of CNTs are depicted in 
Table 4.2. In this table, T(S) denotes the deposited cobalt nanoparticles on the substrate 
surface and symbols G, S and B represent gas phase, surface phase and carbon nanotube 
bulk species, respectively. Also, R, R2 and R3 denote species that are single, double or 
triple radicals, respectively.  
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Table 4.2 Surface phase reaction list accompanying CNT formation. 
No. Reaction Aa na Ea 
SNT1 T(S)+H «  TH(S) 1.0 ´ 1013 0.0 0.0 
SNT2 T(S)+CH3 «  TCH3(S) 5.0 ´ 10
12 0.0 0.0 
SNT3 T(S)+C2H2 «  TC2H2(S) 8.0 ´ 10
10 0.0 32.2168 
SNT4 TH(S)+H «  T(S)+H2 1.3 ´ 10
14 0.0 30.5432 
SNT5 TCH3(S)+H «  TCH2(S,R)+H2 2.8 ´ 10
7 2.0 32216.8 
SNT6 TCH2(S,R)+H «  TCH3(S) 1.0 ´ 10
13 0.0 0.0 
SNT7 TCH2(S,R)+H «  TCH(S,R2)+H2 2.8 ´ 10
7 2.0 32216.8 
SNT8 TCH(S,R2)+H «  TCH2(S,R) 1.0 ´ 10
13 0.0 0.0 
SNT 9 TCH2(S,R)+H «  T(S)+CH3 3.0 ´ 10
13 0.0 0.0 
SNT10 TCH(S,R2)+H «  TC(S,R3)+H2 2.8 ´ 10
7 2.0 32216.8 
SNT11 TC(S,R3)+H «  TCH(S,R2) 1.0 ´ 10
13 0.0 0.0 
SNT12 TCH(S,R2)+CH3 «  TCHCH3(S,R) 5.0 ´ 10
12 0.0 0.0 
SNT13 TCH2(S,R)+CH3 «  TCH2 CH3(S) 5.0 ´ 10
12 0.0 0.0 
SNT14 TCH2CH3(S)+H «  TCHCH3(S,R)+H2 9.0 ´ 10
6 2.0 20920 
SNT15 TCHCH3(S,R)+H «  TCH2CH3(S) 2.0 ´ 10
13 0.0 0.0 
SNT16 TCHCH3(S,R)+H «  TCCH3(S,R2)+H2 9.0 ´ 10
6 2.0 20920 
SNT17 TCCH3(S,R2)+H «  TCHCH3(S,R) 2.0 ´ 10
13 0.0 0.0 
SNT18 TC2Hy(S,R2 - y)+H «  TC2Hy – 1(S,R3 – y)+H2
b 9.0 ´ 106 2.0 20920 
SNT19 TCy(S,R2 – y) «  T(S)+yC(B)    
  a the unit for A  is  given in terms of mol, cm3 and sec and for E as joule/mol; n is dimensionless 
  b y= 1,2 
 
In the surface phase reaction model, reactions with H lead to the passivation of the 
substrate nanoparticles. However, reactions with CH3 and C2H2 give rise to 
chemisorption of hydrocarbon molecules on the substrate surface. Surface species TC(S, 
R3) and TC2(S, R2), which participate in the CNTs buildup, are formed by hydrogen 
abstraction from hydrocarbons and hydrocarbon radicals. Similar to the gas phase 
reactions, surface phase reactions obey the mass action law, with the forward reaction 
constants calculated using a modified Arrhenius relation (see Equation (4.2)). The list of 
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Arrhenius parameters for each forward reaction is shown in Table 4.2. Also, reverse 
reaction rate constants were calculated by Equation (4.4) using the appropriate 
equilibrium reaction constant. 
The surface reactions which lead to the formation of amorphous carbon involve  
eleven surface species (C(S,R), C(S,R3), CH(S), CH(S,R), CH(S,R2), CH2(S,R), CH2(S), 
CH2(S,R), CH3(S), C2H2(S,R), C2H3(S)) and a bulk species C(A), which are listed in 
Table 4.3. Similar to the surface reactions leading to CNTs formation, these reactions 
occur on catalytic sites that contain the H, CH3 and C2H2 active intermediates, which are 
all products of previously described gas phase reactions.  
Table 4.3 Surface phase reaction list accompanying amorphous carbon formation. 
No. Reaction A,a E,b Comments 
SAC1 C(S,R)+H «  CH(S) 0.03 0.0 b 
SAC2 C(S,R)+ CH3 «  CH3(S)+C(A) 0.033 0.0 b 
SAC3 C(S,R)+C2H2 «  C2H2(S,R)+H2 0.033 0.0 b 
SAC4 CH(S)+H «  C(S,R)+H2 0.0214 30543.2 b 
SAC5 CH2(S,R)+H «  CH3(S) 0.3 0.0 b 
SAC6 CH3(S)+H «  CH2(S,R)+H2 4.28 30543.2 b 
SAC7 CH(S,R2)+H «  CH2(S,R) 0.3 0.0 b 
SAC8 CH(S,R2)+H2 «  CH3(S) 0.3 0.0 b 
SAC9 C(S,R3)+H «  CH(S,R2) 0.3 0.0 b 
SAC10 C(S,R3)+H2 «  CH2(S,R2) 0.3 0.0 b 
SAC11 CH2(S)+H «  CH(S,R)+H2 2.14 30543.2 b 
SAC12 CH(S,R)+H «  CH2(S) 0.3 0.0 b 
SAC13 CH2(S,R)+ CH(S,R) «  CH2(S)+CH(S) 6.0 ´ 10
19 0.0 a 
SAC14 CH(S)+ C2H2(S,R) «  C(S,R)+C2H3(S) 6.0 ´ 10
19 0.0 a 
SAC15 C(S,R3)+CH2(S) «  CH(S,R)+CH(S) 6.0 ´ 10
19 0.0 a 
a A and E are arrhenius parameters for the rate constant are given by eq. (2) and n=0 
b a and b are arrhenius parameters for the reaction probability equation, a is dimensionless and b has the 
units of joule/mol 
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Many of the surface reactions listed in Table 4.3 obey the reaction probability law, 
such that if gas phase species react with surface species as A(G)+B(S) ®  product, then 
the probability that a gas phase species A(G) reacts with a surface species upon a 
collision is defined by the probability g , 
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where ai is a dimensionless parameter and bi has units compatible with universal gas 
constant R. Since the value of ig  defines the probability, its value lies between 0 and 1. 
By applying probability ig , it is possible to express the mass-action kinetic rate constant 
as: 
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where W is the molecular weight of the gas phase species, G  is the total surface-site 
density, and m is the sum of all of the stoichiometric coefficient for the surface reactants. 
The term G  raised to the power m accounts for converting unitless reaction probabilities 
to units suitable for the reaction rate constant, and the square root arises from the gas 
phase collision frequency.  
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The conversion between the surface reaction rate of production of a bulk species ks&  
(mol/cm2/s) and a growth rate RNT (cm/s) can be defined as 
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In the above equation, kr  is the density of the bulk species redefined as: 
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where mk  is the mass, Ak  is the surface area and lk  is the height of the deposited species.  
For both CNTs and amorphous carbon species, the rate at which carbon is transferred 
from the gas phase is expressed as the number of carbon atoms per unit time. Therefore, 
the product of the carbon deposition rate and the number of carbon deposition sites on the 
particle surface should equal to the CNTs growth rate and the number of nanotube edge 
sites. Thus, it is possible to define a ratio between CNTs growth rate and the carbon 
deposition rate for the given particle size and shape. For these calculations, it is assumed 
that the particles are hemi-spherical with a radius equal to that of the respective CNTs.  
 
4.2.3. Fluid Dynamics Modeling (Block C in Figure 4.2) 
The governing equation for fluid dynamics is based on Navier-Stokes equation, which 
can be defined in the following general form. 
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where r  and m , respectively, stand for density and viscosity, v is the velocity profile of 
the inserted gas, P is the system pressure, t is time, and f denotes any possible external 
force. If the gases are considered to be Newtonian and the system density is constant with 
time, this equation can be expanded for flow in x and y directions as: 
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At each node of the model, the Navier Stokes equations are coupled with continuity 
equation as: 
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In order to calculate mass flow rate by knowing volumetric flow rate as the inlet 
boundary condition, the ideal gas law is combined with a simple density-mass relation: 
 
                             ( )
mP mP
m Q vA
nRT nRT
= =&                                             (4-15) 
  
46 
where m&  represents mass flow rate, m is the mass of one mole of inserted gas species, v 
is the gas velocity, A is the quartz tube cross-sectional area, P is the system pressure, and 
T and V are the temperature and volume of the system, respectively.   
The ideal gas law can also be used to calculate the fluid density in the following form 
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where xi and  Mi  denote mole fraction and molar weight of  ith species respectively.  
For this model, nonslippery boundary conditions are assumed near the quartz tube 
wall as well as on the substrate surface. This assumption is valid based on the system 
pressure and the fact that the surfaces are known to contain a thin layer of stationary 
adsorbed molecules.  
 
4.2.4. Mass Transport Modeling (Block C in Figure 4.3) 
To effectively model mass transport and surface diffusion phenomena, the following 
mass balance equation is used: 
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As defined earlier, ci and ri are concentration and reaction rate of ith species, respectively, 
and Di is the diffusion coefficient for component i in the mixture. Considering the  
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diffusion between each of the two species (species A and B), it is possible to estimate an 
approximate value for the diffusivity using the binary diffusion coefficients DAB , which 
are calculated using expression derived from kinetic gas theory as: 
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In the above equation, As  and Bs  represents the distance in the Lennard-Jones potential 
at which the interparticle potential is zero, AM  and BM  are the mass of each species, and 
DW  denotes the collision integral, which is given by [9, 10]: 
 
20.19
( ) [exp( )] [exp( )] [exp( )]B ABD A T C DT E FT G HT T
d* - * *
*W = + - + - + - +          (4-19) 
where 
                                                   
AB
T
T k
e
* =                                                      (4-20) 
                                                 1 /2( )AB A Be e e=                                                  (4-21) 
                                              1 /2( )AB A Bd d d=                                                  (4-22) 
                                                        
2
3
1
2
h
d
es
=                                                       (4-23) 
  
48 
In the above relations, e  is the activation energy and h  denotes the molecular dipole 
moment (Debye). Also, the following relation is used to calculate dynamic viscosity [38, 
39]: 
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where vW  is the collision integral and is calculated using the expression: 
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4.2.5. Thermal and Heat Transfer Modeling (Block C in Figure 4.2) 
Heat transfers by conduction, convection, and radiation are all considered in the 
current modeling. The following general form of the energy balance is used: 
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where Cp and k are heat capacity and thermal conductivity of each species, respectively, 
Q is an ever-present heat source that maybe introduced into the system, and v and T are 
the respective velocity and temperature related to each node. Through the CVD process, 
radiation from the heating coils is capable of transferring considerable amounts of energy 
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into the substrate. Therefore, it is necessary to consider this radiative heat transfer process 
in the model in the following form: 
 
                                ( )4 4s B tQ T Te s= -                                               (4-27) 
 
where se  is the surface emissvity, Bs  denotes the Stefan-Boltzmann constant, and Tt is 
the quartz tube temperature.  
The enthalpy of reaction can be calculated from species properties and the stoichiometric 
coefficient in the following form: 
j ij i
i
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Similarly, the entropy of reaction is calculated based on the following expression: 
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In the above equations, hi and si are the species molar enthalpy (J/mol) and entropy 
(J/(mol K)), respectively. Applying the above equation, the thermal heat source due to the 
reaction (J/m3 sec) can be calculated as:   
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where V is the volume and Hj is the heat of reaction. 
Thermal properties such as species heat capacity 
ip
C , molar enthalpy hi, and molar 
entropy si of each species are calculated based on NASA polynomials as: 
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where a1-a7 are NASA polynomial constants. Finally, the thermal conductivity of each 
gas species can be expressed by the Sticl-Thodos equation [11]: 
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The developed physical solvers were fully coupled and applied to the constructed finite 
element domain to investigate the CNT and amorphous carbon growth rate. The obtained 
results are discussed in the following section.  
 
4.3. Numerical Results and Discussions 
Applying the constructed multiphysics-multiphase model, numerous simulations are 
conducted to investigate gas flow rate and temperature effects on CNTs growth rate. 
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During each simulation both inserted gas ratio and temperature are considered to be 
constant and the amount of production of each gas or surface species is measured. The 
species production rate resulting from gas or surface phase reactions are shown in the 
following Figures (4.3-4.7). 
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Figure 4.3 Production rate of H for different CH4+H2 flow rates (sccm) and temperature 
values (K) (gas phase). 
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Figure 4.4 Production rate of CH3 for different CH4+H2 flow rates (sccm) and 
temperature values (K) (gas phase). 
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Figure 4.5 Production rate of C2H2 for different CH4+H2 flow rates (sccm) and 
temperature values (K) (gas phase). 
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Figure 4.6 Production rate of C(B) for different CH4+H2 flow rates (sccm) and 
temperature values (K) (surface phase). 
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Figure 4.7 Production rate of 2C(B) for different CH4+H2 flow rates (sccm) and 
temperature values (K)  (surface phase). 
 
By examining the resulting concentrations of gas (CH3, C2H2, H) and surface phase 
species (C(B) and 2C(B)) for the specified inlet gas mixtures depicted in Figures 4.3-4.7, 
it can be observed that increase in the fabrication temperature leads to higher amounts of 
each of these species being produced. Therefore, higher reaction temperatures increase 
the number of carbon intermediates that participate in CNTs formation. However, the 
results suggest that such increase in intermediate species concentrations leads to increase 
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in the length or diameter of CNTs, but have little effect on the type of CNTs fabricated or 
the number of CNT’s wall layers. 
Analysis of gas phase reaction products indicates that increase in the amount of 
inserted H2 gas significantly increases the production rate of the H intermediate. Also, 
increasing the flow rate of CH4 into the reaction chamber yields only moderate increase 
in the gas phase H concentration. For the other two species (CH3 and C2H2), any increase 
in the flow rate of hydrocarbon gas raises CH3 and C2H2 concentrations considerably. 
However, unlike the behavior observed for H species, increasing the inlet flow of 
hydrogen decreases the rate of production of CH3 and C2H2 species. One possible cause 
for this phenomenon is simply the fact that increasing the inlet flow of hydrogen causes a 
decrease in the mass fraction of hydrocarbon gas in the inlet gas mixture combination.  
Investigation of the surface reaction species reveals that C and 2C species respond 
differently to changes in H2 and CH4 gas flow rates. The C concentration data depicted in 
Figure 4.6 show that increasing the amount of H2 gives rise to increased C production 
rate. In contrast, any increase in the amount of hydrocarbon gas will decrease the C 
production rate.  On the other hand, inserting more CH4 gas into the system promotes 
increased 2C production. This phenomenon is especially evident at lower flow rates of 
hydrogen (250 sccm). Also, from these diagrams it can be concluded that unlike C, 
increasing the amount of hydrogen in the inlet gas mixture will reduce the amount of 2C. 
An explanation for such a phenomenon can possibly be given by considering the C-C 
(331.3 kJ/mol) and C-H (415.8 kJ/mol) bond energy values. Since the C-C bond energy is 
lower, it suggests that the activation energy required to form that bond is lower, which 
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means that the rate of formation of C-C bond types should be higher. This can also be 
considered as one of the reasons for considerably higher TC2 production rates as 
compared to TC species for any particular temperature and inlet gas mixture flow rate 
that produces bulk carbons.  
Increasing the amount of the hydrogen gas will increase the number of moles of 
hydrogen and promote the probability of C-H bond formation. Consequently, any rise in 
hydrogen gas will result in higher TC and lower TC2 production. It should be noted that 
as seen in the species concentration diagrams (Figures 4.6 and 4.7), even though 
increasing hydrocarbon flow rate reduces C production (since the concentration of 2C 
species value increases and also because it possess considerably higher value in any 
particular temperature and gas flow mixture compared to C species), such an increase in 
hydrocarbon flow rate leads to more available carbon product species that participate in 
CNTs ring formation.  
The produced carbon molecules can form either CNTs on the substrate or amorphous 
carbon which would be considered as an unwanted byproduct. The created amorphous 
carbon can be deposited on top of the catalyst layer and interrupts CNTs growth or even 
preventing any CNTs ring formation around nanoparticles. Moreover, producing high 
yield CNTs with the minimum amount of unwanted byproducts is another important 
matter in the industrial scale production of CNTs. Therefore, it is essential to include 
amorphous carbon formation procedure into the developed CVD-based CNTs fabrication 
model to investigate the effects of inserted gas flow rate ratios and synthesis temperature 
on the formation of amorphous carbon.  
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Including Table 3 in our surface phase reaction sets, we were able to estimate the 
amount of reduction in the production rate of carbon molecules which participate in 
CNTs formation due to introduction of amorphous carbon in different CNTs fabrication 
conditions. The obtained results are depicted in Figures 4.8 and 4.9. 
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Figure 4.8 Carbon reduction percentage versus CH4 for different H2 flow rates (sccm) 
and temperature values (K).  
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Figure 4.9 Carbon reduction percentage versus H2 for different CH4 flow rates (sccm) 
and temperature values (K).  
 
 
Figures 4.8 and 4.9 demonstrate that the amount of carbon reduction percentage 
(similarly the rate of amorphous carbon production) is less at lower synthesis temperature 
ranges. However, as the temperature increases, this percentage will increase dramatically 
especially in 1173.15 – 1273.15 K range and reaches values higher than 70%. Also, it can 
be seen that at every temperature value, raising the amount of inserted hydrocarbon gas 
will lead to an increase in the production percentage of amorphous carbon. Observing the 
trends in Figures 4.8 and 4.9, it is also possible to investigate H2 role in the process of 
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the fabrication process will increase the overall amount of participating carbon molecules 
in CNTs structure by reducing the percentage of amorphous carbon production. This 
percentage of overall increase is more sophisticated in higher temperature values.  
Also, from the diagrams in Figure 4.9 it is observed that at low temperatures, the 
reduction percentage of the carbon molecules is less sensitive to H2 flow rate increment. 
However, in high fabrication temperatures, increasing H2 will increase the overall 
production of CNTs carbon molecules with considerable increase. This suggests that 
applying H2, especially at high fabrication temperatures, will lead to a cleaner final 
product with less amorphous carbon. In lower temperature values, hydrogen will be less 
effective since the amount of overall CNTs carbon molecules which have been produced 
by gas phase reaction stage is considerably lower compared to high fabrication 
temperatures. It should be mentioned that the rate of amorphous carbon production is 
proportional to the reduction rate of number of carbon molecules which has the potential 
to form CNTs. Therefore, as the available carbon molecule reduction percentage 
increases, it can be expected that more amorphous carbon form on both the substrate 
surface and quartz tube wall.  
Although applying H2 helps minimizing the formation of amorphous carbon, as 
shown earlier in Figures 4.8 and 4.9, it also reduces the overall number of available 
carbon molecules which construct CNTs. As a result, we also studied the growth rate of 
CNTs formed near the front edge of substrate by considering the total number of 
available carbon molecules per unit time that are available to participate in CNTs 
formation. The final results are shown in Figures 4.10 and 4.11.  
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In these Figures (4.10, 4.11) it is observed that in most cases, increasing the amount 
of CH4 flow leads to a higher CNTs growth rate, especially at lower temperature values 
(973.15 K) where the amount of both CNTs carbon molecules and CNTs carbon are low. 
On the other hand, increasing H2 flow rate causes the amount of both types of carbon 
molecules to reduce. 
0
0.5
1
1.5
2
2.5
3
3.5
4
400 500 600 700 800 900 1000 1100
CH4 (sccm)
C
N
T
 g
ro
w
th
 r
at
e 
(m
ic
ro
n/
s)
 
T=973.15, H2=250 T=973.15, H2=500 T=973.15, H2=750
0
1
2
3
4
5
6
7
400 500 600 700 800 900 1000 1100
CH4 (sccm)
C
N
T
 g
ro
w
th
 r
at
e 
(m
ic
ro
n/
s)
 
T=1073.15, H2=250 T=1073.15, H2=500
T=1073.15, H2=750
 
 
 
 
0
1
2
3
4
5
6
400 500 600 700 800 900 1000 1100
CH4 (sccm)
C
N
T
 g
ro
w
th
 r
at
e 
(m
ic
ro
n/
s)
  
T=1173.15, H2=250 T=1173.15, H2=500
T=1173.15, H2=750
0
1
2
3
4
5
6
7
8
400 500 600 700 800 900 1000 1100
CH4 (sccm)
C
N
T
 g
ro
w
th
 r
at
e 
(m
ic
ro
n/
s)
  
T=1273.15, H2=250 T=1273.15, H2=500
T=1273.15, H2=750
 
Figure 4.10 CNT growth rate (micron/s) versus CH4 for different H2 flow rates (sccm) 
and temperature values (K).   
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Figure 4.11 CNT growth rate (micron/s) versus H2 for different CH4 flow rates (sccm) 
and temperature values (K).  
 
 
However, as temperature approaches higher values (1073.15 K), the increment in CNTs 
growth rate will slow down and more carbon molecules change into amorphous carbon. 
Since H2 gas becomes more effective in reducing the percentage of carbon molecules 
participating in amorphous carbon build up as the fabrication temperature increases, a 
reduction in growth rate caused by introducing more H2 gas into the system will be less 
tangible when considering the overall CNT growth rate. At 1173.15 K, the dominant 
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effect of amorphous carbon production on CNTs growth rate appears where increasing 
the amount of CH4 flow rate (from 750 sccm to 1000 sccm) at constant (250 sccm) 
hydrogen flow rate causes a reduction in CNTs growth rate. However, as more hydrogen 
gas is inserted into the system, the behavior of the CNTs growth rate diagram becomes 
more similar to the diagrams plotted for lower temperature values (Figure 4.10).  
Similar tendency in CNTs growth rate behavior can be observed as the temperature 
increases to 1273 K and there would be a growth rate decrease as more CH4 is inserted 
into the system. Therefore, it can be concluded that in order to produce a clean and high 
yield CNTs product in higher fabrication temperatures and for a specific amount of CH4 
flow rate, the usage of hydrogen gas with higher flow rate values is required compared to 
the CNTs low temperature fabrication process. The obtained results by current modeling 
on the amount of amorphous carbon production and amorphous carbon/CNTs formation 
ratio for different fabrication temperature and under several hydrocarbon/hydrogen flow 
rate ratios are compared with the obtained experimental results as shown in Chapter 8 
which show good agreement [25] 
The growth rate number is found to vary from less than 0.1 micron/sec to near 7 
micron/sec based on the inserted CH4/H2 gas ratio and synthesis temperature. Different 
growth rate numbers have been already reported in other experimental or theoretical 
works [22-28]. Comparing the obtained results with other works, it is concluded that the 
range of CNTs growth rate obtained in this research is in agreement with the CNTs 
growth rate number range found in similar publications. Also, based on our findings, it is 
possible to explain the reason for discrepancies reported for CNTs growth rate-
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temperature slope by pervious works [26, 28]. As mentioned earlier, for most cases, 
increasing the synthesis temperature causes a higher value for CNTs growth rate. 
However, at high temperature values and for the case where there is a shortage of H2 flow 
rate, it can be expected that there would be a decrease in growth rate number. Therefore, 
the slope of CNTs growth rate – temperature highly depends on the CH4/H2 flow rate 
ratio. 
 
4.4. Chapter Summery 
A time-dependent  multiphysics, multiphase model is proposed and fully developed 
here to describe carbon nanotubes (CNTs) fabrication using chemical vapor deposition 
(CVD). The fully integrated model accounts for chemical reaction as well as fluid, heat 
and mass transport phenomena. The feed components for the CVD process are methane 
(CH4), as the primary carbon source, and hydrogen (H2). Numerous simulations are 
performed for a wide range of fabrication temperatures (973.15 to 1273.15 K) as well as 
different CH4 (500 to 1000 sccm) and H2 (250 to 750 sccm) flow rates. The effect of 
temperature, total flow rate and feed mixture ratio on CNTs growth rate as well as the 
effect of amorphous carbon formation on the final product are calculated and compared 
with experimental results. The outcomes from this study provide a fundamental 
understanding and basis for the design of an efficient CNT fabrication process that is 
capable of producing high yield CNTs and with a minimum amount of amorphous 
carbon. 
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CHAPTER 5 
REACTOR SCALE ANALYSIS OF CVD-BASED CARBON NANOTUBE 
FABRICATION PROCESS 
 
5.1. Introduction to Reactor Scale Modeling 
In the preceding chapter, the constructed CVD model was used to examine the effects 
of gas flow rates and their ratios for different fabrication temperatures on the quality and 
growth rate of fabricated CNTs as well as the amount of produced amorphous carbon as 
undesired byproduct [1]. The final properties of the product are also influenced by the 
quartz tube geometry and the feed gasses flow condition at the location where gas phase 
reactions take place.  
As a part of our multiscale, multiphysics modeling, the quality of different simulated 
physical property such as velocity profile, diffusion, energy balance and concentration of 
carbon species along substrate are studied in a great detail. Since reaction sets are greatly 
affected by temperature and in order to get a precise temperature profile inside reactor 
chamber, all the possible forms of heat transfers including convective, conductive and 
radiation inside the CVD system as well as production or consumption of energy by 
reaction sets have been taken into consideration. This especially allows the prediction of 
local temperature inside reactor chamber in the region where gas phase reaction sets take 
place. This region has been marked as (A) in the modeling block diagram that was 
presented in Chapter 4 (see Figure 4.2). Since the main modeling differential equations 
have been considered to be time-dependent, it provides the capabilities to even 
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investigate physical properties at initial condition before the system approaches its final 
steady-state condition. The obtained information can be utilized for CVD system 
optimization and introduce more efficient CVD fabrication process. The simulation 
results and related discussions are given in the following section.  
 
5.2. Numerical Results and Discussion 
The results obtained by the modeling are discussed here.  Each calculated physical 
properties are explained in a corresponding subsection. 
 
5.2.1. Fluid Dynamics Results 
Figure 5.1 demonstrates gas flow velocity profile of gas phase species inside the 
modeled quartz tube during transition and steady-state conditions. It is assumed that 
before CVD fabrication process initiates, system temperature is allowed to increase to its 
predefined temperature while the space inside CVD reactor chamber has been filled with 
argon which can be considered as a neutral gas.  
   
Figure 5.1 CVD quartz tube velocity profile at transition (left) and steady state (right) 
condition. 
Contour: Velocity field [m/s] Arrow: Velocity field [m/s]  
Contour: Velocity field [m/s] Arrow: Velocity field [m/s]  
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Based on the Reynolds number criteria and considering the dimensions of quartz tube and 
substrate, it is expected that laminar flow takes place at the majority of quartz tube 
sections, especially near the substrate region. Therefore, during these studies the velocity 
profile have been modeled based on the laminar flow condition. As feed gases are 
initially inserted into the system, the existing argon gas inside the CVD system 
accelerates. This initial acceleration creates a nearly uniform argon gas velocity profile 
since it has not been fully developed yet (transition velocity profile with respect to time). 
As the simulation time progresses, steady-state condition reaches ultimately and fully 
developed flow condition will take place in the majority of the CVD reactor chamber 
length. However, even during the steady-state condition, feed gases enter CVD reactor 
chamber with an undeveloped form of velocity profile which later turns to fully 
developed flow after traveling into the transition length. The transition velocity profiles 
with respect to time and CVD length are depicted in Figure 5.2. 
 
  
Figure 5.2 Transition velocity profiles with respect to time (left) and CVD length 
(right) (m). 
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Based on the research given in Figure 5.2, as the distance from the feed gas inlet 
increases, the undeveloped velocity profile converts to its fully developed form. This 
transformation occurs in a short distance (about 0.05 m) from CVD inlet and before the 
flow reaches the substrate. Therefore, the initial transition velocity profile does not affect 
surface phase reactions. However, gas phase reaction sets mostly occurs in the transition 
length zone. Also, during the steady-state condition, as the flow reaches substrate 
surfaces, flow velocity accelerates and forms a second boundary layer around substrate 
region which causes flow velocity approaches zero near the surface of substrate in order 
to satisfy nonslippery boundary condition.  
 
5.2.2. Thermal and Heat Transfer Results 
Temperature profile and heat transfer inside quartz tube are among the greatest 
concerns during CVD fabrication process due to the temperature dependency of flow 
properties and reaction rates. Therefore, heat flow inside the reactor chamber is closely 
investigated and several forms of heat transfer are considered during the modeling 
(conduction, convection and radiation). The obtained results are depicted in Figures 5.3 
and 5.4.  
Figure 5.3 demonstrates the conductive and convective heat transfers along quartz 
tube. In the conductive heat transfer, the direction of heat flow is from quartz tube walls 
and substrate towards main gas flow stream. Therefore, it can be concluded that the 
temperature of the substrate is higher than its surrounding gas. 
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Figure 5.3 Conductive (left) and convective (right) heat flux profile inside quartz tube. 
 
   
Figure 5.4 Quartz tube temperature (contour) and total heat flux (vector) distribution at 
transition (left) and steady-state (right) conditions. 
 
This evidence also suggests that substrate receives its heating energy mainly by radiation. 
A convective heat transfer profile similar to velocity profile is observed. As expected, the 
heat transfers by convection in the gas flow direction and it removes a part of heat out of 
substrate as well as of quartz tube. Figure 5.4 depicts the temperature and total heat flux 
distribution inside the quartz tube. As seen, the temperature increase occurs in a faster 
rate in substrate compared to its surrounding gas since the amount of energy received by 
gas flow is lower than substrate. 
Contour : Conductive heat flux   [W/m2]  Arrow Conductive heat flux   [W/m2]   Contour : Convective heat flux   [W/m
2]  Arrow Convective heat flux   [W/m2]   
Contour : Temperature   [K]  Arrow: Total  heat flux   [W/m2]   Contour : Temperature   [K]  Arrow: Total  heat flux   [W/m
2]   
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 Based on the depicted temperature profile (Figure 5.4), as the distance of layers of 
gas flow from substrate or quartz tube wall increases, gas temperature drops. Therefore, it 
is expected that gas species would be more active near substrate surfaces and having 
higher reaction rate. Since in the CVD system the time to reach desired CNTs fabrication 
process temperature is typically significant and in order to avoid any defect or 
nonuniformity in the CNTs final product caused by any transition effects, it is suggested 
to apply argon gas to purify the system and avoid nanotube growth initiation before 
steady-state reaches. Therefore, it was considered that prior to inserting feed gases, the 
system temperature will be increased to the predefined value while the CVD reactor 
chamber is filled with argon gas. The temperature profile with respect to time and space 
is depicted in Figure 5.5. 
 
Figure 5.5 Time dependent temperature profile inside CVD reactor chamber prior and 
during feed gases flow. 
 
Length 
Time 
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Figure 5.5 shows that before feed gases being inserted into the reactor chamber and as the 
CVD system temperature reaches its predefined value, a uniform temperature profile will 
form inside quartz tube space. However, at this time, quartz tube walls and substrate 
possess higher temperature compared to surrounding gas. As hydrocarbon and hydrogen 
feed gases enter into the CVD system, they will heat up by the heating elements around 
reactor chamber and already existing argon gas will be sent out. Since the inserted feed 
gases eventually will leave the CVD system from outlet section and replaced by newly 
unheated feed gases at any instant, the overall temperature in reactor chamber decreases 
compared to the time that stationary argon gas was inside the CVD system. Moreover, the 
gas flow causes a nonuniform temperature profile with the center line of the tube 
possessing the lowest temperature. However, the feed gases temperature increases as it 
approaches the reactor chamber walls.  
 
5.2.3. Species Diffusion Results 
The diffusive flux of hydrogen species (H) is shown in Figure 5.6. After the 
production of H species during gas phase reactions set, it travels  towards substrate 
followed by participating in surface phase reactions set. This causes H to diffuse into the 
catalyst layer that has been deposited on the surface of the substrate. It can be observed 
that this diffusion rate is considerably larger near the leading edge of substrate compared 
to the end of substrate. Figure 5.6 also reveals that gas phase reactions take place close to 
the CVD gas inlet and the major section of the quartz tube is filled with the product 
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species of gas phase reactions. By knowing this fact, it can be expected that the 
production rate of carbon species near the substrate leading edge should be also higher. 
 
  
Figure 5.6 Diffusive flux of H species during transition stage toward substrate (left), and 
diffusion stage into substrate (right). 
 
5.2.4. Carbon Species Concentration Results 
Our concentration modeling results along silicon substrate also certifiy this 
phenomenon (see Figure 5.7). 
 
  
Figure 5.7 Carbon molecule concentration profile on the substrate at fabrication process 
initiation (left) and during fabrication process progress (right). 
Contour: Diffusive flux H3 [mol/(m2s)]   Arrow : Diffusive flux H3 [mol/(m2s)]   Contour: Diffusive flux H3 [mol/(m
2s)]   Arrow : Diffusive flux H3 [mol/(m2s)]   
Concentration C (mol/m3)  Concentration C (mol/m3)  
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As seen from Figure 5.7, as the gas phase species start hitting substrate surface, carbon 
molecules are initially deposited only in a small region near substrate tip. However, as the 
fabrication process progress, the amount of deposited carbon species along the substrate 
increases. This finding is in agreement with our findings regarding the diffusion of gas 
flow species into the substrate surface that discussed earlier. 
This variation of deposited carbon gas species along the substrate length and with 
respect to time are evaluated and depicted in Figure 5.8.  
 
Figure 5.8 Time dependent concentration of carbon species along substrate surface 
length. 
 
As seen from Figure 5.8, a nonuniform carbon species concentration distribution takes 
place along the silicon substrate length (which the maximum concentration can be found 
around the substrate leading edge), followed by a decrease in its value towards the end of 
substrate. This finding is in agreement with previous finding by Grujicic et al. [2]. 
Length 
Time 
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Therefore, it can be expected that the deposited CNTs near substrate will possess a higher 
growth rate compared to those deposited at the end of substrate. Hence, it can be 
concluded that the deposited CNTs on the edge of substrate surface will be longer 
compared to those which have been deposited near the end of substrate.  
  
5.3. Proposed CVD Configurations with Enhanced Fabrication Process 
As discussed earlier, due to the temperature dependency of gas phase and surface 
phase reaction rates, the amount of produced carbon species on the substrate surface 
(which will form CNTs or amorphous carbons) are highly affected by the temperature. It 
was also shown that the amount of radiated energy to the system is higher compared to 
the transferred energy by convection and conduction. Because of this phenomenon, the 
temperature of substrate is higher than surrounding gas (see Figure 5.9) 
 
 
Figure 5.9 Temperature profile inside reactor chamber prior (left) and during (right) 
CVD fabrication process. 
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From Figure 5.9, it can be seen that feed gas temperature around substrate will 
significantly increase since a part of stored energy inside substrate will be transferred to 
the surrounding gas. Therefore, surface phase reactions take place close to the predefined 
temperature. However, gas phase reactions occur in the CVD reactor chamber space 
located prior to substrate where temperature is considerably lower than the predefined 
temperature. Therefore, the amount of produced species during gas phase reactions is 
lower than the expected values. It can be concluded that increasing feed gases and 
corresponding species temperature which participate in gas phase reactions can lead to an 
enhancement in the CVD fabrication process. For this reason, two new CVD 
configurations are proposed with their schematic representations shown in Figure 5.10. 
 
 
 
 
 
 
 
Figure 5.10 Proposed CVD system designs with added energy absorbent surfaces (top) 
and preheated gas (bottom) system. 
CVD  
outlet 
CVD  
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Heating 
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In the first configuration (top design in Figure 5.10), a set of cylindrical metal surfaces 
are included into the CVD system. The role of these surfaces is to absorb the energy 
radiated from the main CVD system heating elements and transfer it into the feed gases 
flow passes around the surfaces in order to increase the overall feed gases temperature. 
These surfaces should be placed in the reactor chamber space where the majority of the 
gas phase reactions take place. Therefore, higher temperature region can be created which 
leads to gas phase reaction rates enhancement.  
In the second configuration (bottom design in Figure 5.10), before entering into the 
CVD quartz tube, initially feed gases pass through separate small pipes that have been 
surrounded by heating elements. Therefore, feed gases temperature increases close to the 
predefined value prior to inserting the CVD system. Hence, it can be expected that feed 
gases react with each other in a temperature close to the predefined value. Evaluation of 
each proposed system and comparison with each other as well as typical CVD system 
will the subjects of our future research. 
 
5.4. Chapter Summery 
A comprehensive multiphysics, multiphase model of carbon nanotube (CNT) 
fabrication process by chemical vapor deposition (CVD), developed in Chapter 4, is 
utilized here to study continuum scale effects of several physical phenomenons inside the 
quartz tube. The investigations considered in this part of the study include fluid flow 
properties inside the reactor chamber, temperature profile and heat transfer as well as 
diffusion and concentration of carbon species along the substrate. These properties are 
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examined in a great detail for a horizontally placed substrate. The effects of substrate 
dislocation as well as the angle between substrate and reactor chamber longitudinal axis 
are investigated for each physical property. The investigation within the substrate region 
is presented in the next chapter. Based on the obtained results, two new CVD system 
designs are proposed to enhance the temperature in the reactor chamber section where 
gas phase reactions take place. Moreover, the obtained information can be utilized to 
optimize the CVD reactor chamber, as well as substrate location and orientation inside 
the CVD system for different fabrication configuration in order to produce higher yield 
and more uniformly distributed CNTs product. This study is also applicable to other 
CVD-based fabrication process such as deposition of any layer, since the methodology of 
the fabrication process remains the same. 
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CHAPTER 6 
SUBSTRATE SCALE ANALYSIS OF CVD-BASED CARBON NANOTUBE 
FABRICATION PROCESS 
 
6.1. Introduction to Substrate Scale Modeling 
The fabrication of carbon species which leads to formation of CNTs and amorphous 
carbon production is due to the surface phase reaction sets taking place on the substrate 
surface. Therefore, it is believed that the final product of the CNTs is affected 
significantly by the physical conditions in the region near to the substrate. We 
investigated CNTs growth rate and the amount of amorphous carbon production in 
Chapter 4. Also, many researches have been already conducted to investigate CNTs 
production experimentally [1-7]. Moreover, the available research publications on 
modeling CNTs production have not comprehensively studied the physical parameter 
changes near substrate, and the effects of substrate position on these parameters were 
mostly ignored [8-10].  
Therefore, as the second part of this research, extra attention is paid to study different 
physical phenomenon along the substrate. This region was highlighted by the block (B) in 
Figure 4.2 available in Chapter 4. Moreover, these physical parameters change as the 
location and orientation of substrate inside the CVD quartz tube change. Therefore, the 
effects of introducing an angle between the substrate lateral axis and main feed gas flow 
direction are studied here. Also, the effects of substrate lateral location inside the quartz 
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tube on each of the physical phenomena are studied as well. In the next section, the 
obtained results are given and discussed in a great detail. 
 
6.2. Numerical Results and Discussions 
Different physical phenomena in a closed region close to substrate are studied. The 
obtained results of each physical property are discussed, next, in separate subsections. 
 
6.2.1. Fluid Dynamics Results 
Since the amount of receiving gas by substrate is directly affected by the velocity 
profile on its surface, the velocity profiles near the substrate region for different 
conditions need to be studied. In order to investigate the effects of substrate lateral 
location inside the quartz tube, the substrate is placed 2.5 mm below the center line and 
the gas velocity around the substrate as well as the velocity different between upper and 
lower surface is studied. The velocity profile around a horizontal substrate is depicted in 
Figure 6.1 with the corresponding vertical and horizontal velocity vectors shown in 
Figure 6.2. 
 
Figure 6.1 Velocity Profile around substrate with zero angle of attack. 
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Figure 6.2 Horizontal (left) and vertical velocity (right) profiles on the substrate (mm). 
 
From Figures 6.1 and 6.2, it can be seen that separate fully developed velocity profiles 
are formed on each side of the substrate. However, because of substrate lateral 
displacement, the created velocity profiles are unequal and the pick in the upper section is 
higher. Also, it can be seen that velocity profile at the tip and end of substrate have 
nonzero values in vertical direction due to the considered substrate thickness in the 
simulation. However, because of the nonslippery boundary condition, the vertical 
velocity profile at each side of the substrate approaches zero. The feed gas velocity 
contours for different substrate angles are depicted in Figures 6.3 through 6.6. 
   
Figure 6.3 Surface velocity (left) and velocity contours representation (right) for a 
substrate with and angle of attack of 2 deg. 
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Figure 6.4 Surface velocity (left) and velocity contours representation (right) for a 
substrate with an angle of attack of 4 deg. 
 
 
Figure 6.5 Surface velocity (left) and velocity contours representation (right) for a 
substrate with an angle of attack of 6 deg. 
 
 
Figure 6.6. Surface velocity (left) and velocity contours representation (right) for a 
substrate with an angle of attack of 8 deg. 
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Substrate angle is considered to be small (up to 9 deg.) in order to maintain the 
laminar velocity profiles around the substrate. As this angle is introduced in the system, a 
slight change in the feed gases velocities passing from above and beneath of the substrate 
are observed. The difference between the upper and lower velocity profiles increases as 
higher angle is selected between the substrate and feed gas main access. Lateral cross-
sectional velocity profiles of the substrate for different substrate angles are shown in 
Figure 6.7.   
 
 
Figure 6.7 Reactor chamber lateral axis velocity profile for an angle of attack of a) 2 
deg, b) 4 deg, c) 6 deg and d) 8 deg. 
 
(a) (b) 
(c) (d) 
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In Figure 6.7, substrate leading edge is placed at 0.11 m from feed gas inlet while the 
ending point is located at 0.18m. Also, in the depicted diagrams, the velocity profiles 
before and after substrate are considered so it can be possible to investigate velocity 
profile changes as it enters or leaves the substrate. 
From Figure 6.7 it is observed that as the angle increases, the leading edge velocity 
profile at the lower section decreases, while it increases at the substrate tail. Also, the 
maximum difference between upper and lower velocity profiles occurs at the leading 
edge with its value increases as the substrate angle increases. However, the minimum 
difference is between the velocity profiles at the substrate tail with its amount decreasing 
as the substrate angle increases. As seen, the upper and lower velocity profiles stay with 
minimum change at the middle of substrate as the substrate angle increases. Therefore, it 
can be expected that more difference occurs between the lower and upper surface carbon 
species production by increasing the substrate angle.  
The total velocity diagrams for upper and lower surfaces in different distance from the 
substrate are shown in Figure 6.8 for different substrate angles. In these diagrams (Figure 
6.8), it can be observed that as the distance from substrate increases, higher velocity 
profiles are obtained which merge towards their corresponding free stream velocity 
profiles. Also, introducing substrate angle in the system causes different velocity profile 
behaviors along the substrate length on the upper and lower substrate surfaces. A 
negative slope can be seen on the upper surface velocity profile as the velocity decreases 
towards the substrate tail. However, the velocity on the bottom surface possesses a 
positive slope which causes an increase in velocity towards the end of the substrate.  
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Figure 6.8 Upper and lower surface total velocity profiles in different distance  
from substrate (in mm) for an angle of attach of a) 2, b) 4, c) 6, d) 8 deg. 
 
The slope in each side of the substrate increases as substrate rotates towards higher 
angles which causes more devotion between the upper and bottom surface velocity 
profiles.   
The transient velocity profile, before the system reaches its final steady-state 
condition, has been also studied to predict the sensitivity of the system to any possible 
flow disturbance occurring inside the reactor chamber. The obtained information can be 
applied to achieve a better CVD design by reducing flow disturbance which can lead to a 
more uniform CNT production. The transitional velocity profile results of a close region 
to upper and lower surfaces (0.5 mm away from surfaces) on a horizontal substrate are 
(a) (b) 
(c) (d) 
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shown in Figures 6.9 and 6.10, respectively,  and compared with their corresponding 
steady-state conditions.  
 
Figure 6.9 3D diagram of time dependent velocity profile (left) and comparison between 
transient and steady state condition (right) on the horizontal substrate upper surface. 
 
 
Figure 6.10 3D diagram of time dependent velocity profile (left) and comparison 
between transient and steady state condition (right) on the horizontal substrate lower 
surface. 
 
As expected, transitional velocity profiles on both surfaces possess a higher value before 
they reach their steady-state conditions. Since the substrate is considered to be thin (1 
mm thickness) and placed parallel to the feed gas flow direction, a very small amount of 
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initial disturbance can be observed in both upper and lower surface velocity diagrams. 
This suggests that for the multistage CVD fabrication process, in which the amount of 
flow rate should be changed during several fabrication stages, placing substrate 
horizontally can lead to a more uniform product. The transient condition velocity profile 
in the presence of angle between substrate and reactor chamber longitudinal axis is also 
considered into this study. The results on both upper and lower surfaces for different 
substrate angles are depicted in Figures 6.11 through 6.14. 
  
  
Figure 6.11 3D diagram of time dependent velocity profiles and comparison between 
transient and steady state conditions for upper (a and b) and lower (c and d) surfaces of a 
substrate with 2 deg. angle of attack. 
 
(a) (b) 
(c) (d) 
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Figure 6.12 3D diagram of time dependent velocity profiles and comparison between 
transient and steady state conditions for upper (a and b) and lower (c and d) surfaces of a 
substrate with 4 deg. angle of attack. 
 
 
 
 
 
(a) (b) 
(c) (d) 
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Figure 6.13 3D diagram of time dependent velocity profiles and comparison between 
transient and steady state conditions for upper (a and b) and lower (c and d) surfaces of a 
substrate with 6 deg. angle of attack. 
(a) 
(b) 
(c) 
(d) 
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Figure 6.14 3D diagram of time dependent velocity profiles and comparison between 
transient and steady state conditions for upper (a and b) and lower (c and d) surfaces of a 
substrate with 8 deg. angle of attack. 
 
By comparing the results for substrates with different angles, it can be observed that the 
amount of average disturbance at the lower substrate angles is relatively small. However, 
as the substrate angle increases, more flow disturbance is introduced in the system. It 
should be also mentioned that during the simulations, substrate structure is considered as 
a rigid body which has been fixed in a specific point inside the reactor chamber. These 
assumptions are valid for common CVD systems with low feed gas velocity. However, in 
(c) (d) 
(a) (b) 
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high pressure CVD systems or in high feed gas flow rate conditions, some unwanted 
vibrations may occur in the substrate which may contribute to the disturbance of the 
surrounding gasses. Therefore, for such special cases, these effects may to be considered 
in the model, especially for the substrates with nonzero angles. 
 
6.2.2. Thermal and Heat Transfer Results 
During the course of this research, a special attention was made to the gas 
temperature variations close to the substrate surface and along its length since the rate of 
the surface phase reactions are strongly dependent on the reaction temperature. The 
temperature at this region (close to substrate) is affected by a complex form of energy 
transfers including conduction, convection and radiation which all have been considered 
in the current model. As shown in Chapter 5 [11], the accumulated energy in substrate is 
mainly due to the radiation heat transfer. Also, radiation has little contribution in heat 
transfer to gas flow as the gas flow receives most of the heat from heating elements by 
conduction and convection. This amount is, however, considerably lower than the 
accumulated energy in the substrate.  
Therefore, the direction of heat transfer near substrate region is from substrate to the 
surrounding gas. Since the velocity of the gas species approaches zero at the substrate 
surface boundaries, heat transfer from substrate surfaces to the gas species initiates by 
conduction. As the conducted heat reaches higher layers and because of the existence of 
species velocity at these layers, the energy is transferred by convection. Moreover, 
because of the occurrence of the surface phase reactions, a small amount of the energy 
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can be consumed or freed at this region. The resultant temperature distribution along a 
horizontal plate is shown in Figure 6.15. 
 
 
 
Figure 6.15 Temperature distribution around a horizontal substrate (left) and 
corresponding temperature diagram at 0.5 mm distance from surface. 
 
From Figure 6.15, it can be observed that as the feed gas reaches the surface of the 
substrate, its temperature increases rapidly initially, but the rate of increase slows down 
considerably as it travels further towards downstream. However, at the end of the plate, 
gas temperature decreases once again. Comparing gas temperatures at entering and 
leaving points, it can be observed that gas will ultimately leave the plate at a higher 
temperature due to received energy during traveling on top of the plate. For this, the 
temperature distributions for substrates with different angles are also studied, with the 
results depicted in Figures 6.16 through 6.19.  
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Figure 6.16 Temperature distribution around a substrate (left) and corresponding 
temperature diagrams for upper and lower substrate surfaces with 2 deg. angle and at 0.5 
mm distance. 
 
 
Figure 6.17 Temperature distribution around a substrate (left) and corresponding 
temperature diagrams for upper and lower substrate surfaces with 4 deg. angle and at 0.5 
mm distance. 
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Figure 6.18 Temperature distribution around a substrate (left) and corresponding 
temperature diagrams for upper and lower substrate surfaces with 6 deg. angle and at 0.5 
mm distance. 
 
 
Figure 6.19 Temperature distribution around a substrate (left) and corresponding 
temperature diagrams for upper and lower substrate surfaces with 8 deg. angle and at 0.5 
mm distance. 
 
Including substrate angle into the modeling increases the complexity of heat transfer 
since it causes the distance of upper and lower substrate surfaces from quartz tube walls 
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varying along its length. By inspecting Figures 6.16 through 6.19, it is observed that 
introducing substrate angle causes greater heat transfer to nearby gas flow on the lower 
surface. This leads to a higher temperature gas profile in lower surface gas layers 
compared to the gas flow passing on the upper substrate surface. It turns out that 
increasing substrate angle causes the surface temperatures on both sides merge to each 
other at the leading edge of the substrate. On the lower surface, a positive slope in the 
temperature profile is observed so that a slight increase in temperature takes place 
towards the end of substrate. Since these changes on the top surface are not significant  
considerable compared to the bottom one, the temperature difference between lower and 
upper surfaces becomes greater near the ending edge.  
Moreover, due to the increment in slope of the temperature profile, as substrate angle 
increases, a greater difference between the gas temperature at the beginning and ending 
points can be observed, especially on the bottom substrate surface. It should be noticed 
that although the difference in temperature of gas flow between starting and ending 
substrate regions seems to be insignificant (less than 1 K), since surface phase reaction 
rates as well as formation and growth rate of the CNTs are highly temperature dependent, 
this small difference may become an important factor, especially in nanoscale conditions 
which CNTs form and grow. In all of the considered simulation cases, some small 
fluctuations were observed which may cause by the amount of energy produced or 
consumed during the occurrence of surface phase reactions. However, their intensity 
appeares to be insignificant compared to the other types of energy transfers such as 
conduction, convection and radiation during the CVD fabrication process. 
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6.2.3. Species Diffusion Results 
As was discussed earlier, under applied temperature, the feed gasses (hydrocarbon 
and hydrogen gas) decompose into several components which are known as gas phase 
reaction stage. Later, some of the species produced during this stage (e.g., H, CH3 and 
C2H2) will react with the deposited nanoparticles on the silicon substrate (surface phase 
reaction stage) by diffusing into the substrate surface which leads to carbon species 
production. Therefore, it can be expected that the concentration of produced carbon 
species on the substrate surfaces directly effected by the diffusion rate of gas phase 
species. For this reason, the amount of diffusive flux of gas flow along substrate has been 
closely studied. The diffusive flux contour of H gas species for a horizontal plate is 
demonstrated in Figure 6.20. 
 
 
Figure 6.20 Diffusive flux flow of H species across reactor chamber (left) and on the 
substrate surface (right) for a horizontally placed substrate. 
 
As seen in Figure 6.20, the maximum amount of diffusive flux on both upper and lower 
surfaces occurs at the leading edge of substrate. As the gas phase species travel towards 
  
98 
the end of substrate, diffusive flux decreases and fewer amounts of gas phase species 
participate in the surface phase reactions. Therefore, it can be expected that the 
concentration of carbon species on both substrate surfaces would be higher at the tip. 
This amount decreases towards the ending point which is in agreement with our findings 
reported in the first paper in the series. 
In order to investigate the effects of lateral location on the diffusive flux feed gas 
species, the substrate was placed 2.5 mm below the CVD reactor chamber horizontal axis 
and the diffusive flux of upper and lower surfaces were compared with each other. As in 
Figure 20, due to the asymmetrical condition, a difference in diffusive flux of gas phase 
species between upper and lower surfaces can be observed. On top surface since there is a 
higher amount of gas flow, more diffusion into the substrate surface can be observed 
compared to the bottom surface which makes it presumable that the concentration of 
carbon species be higher on the top surface. Furthermore, the investigations were 
extended to study the effects of substrate angle on the amount of diffusive flux on top and 
bottom surfaces. The obtained results for several substrate angles are depicted in Figures 
6.21 through 6.24. 
As seen from Figures 6.21 through 6.24, creating an angle between substrate and 
reactor chamber main axis results in an increase in diffusive flux on the bottom surface. 
Alternatively, substrate angle causes a reduction in gas species diffusive flux on the top 
surface. However, when the angle of attack is small, as shown in Figure 6.21, this amount 
of change will be insignificant and the diffusive flux on most part of the upper surface 
plate remains higher compared to the lower surface.  
  
99 
 
 
 
Figure 6.21 Diffusive flux of H species across reactor chamber (left) and on the substrate 
surface (right), with 2 deg. angle of attack. 
 
 
 
Figure 6.22 Diffusive flux of H species across reactor chamber (left) and on the substrate 
surface (right), with 4 deg. angle of attack. 
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Figure 6.23 Diffusive flux of H species across reactor chamber (left) and on the substrate 
surface (right), with 6 deg. angle of attack. 
 
 
 
Figure 6.24 Diffusive flux of H species across reactor chamber (left) and on the substrate 
surface (right), with 8 deg. angle of attack. 
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Further increase in the substrate angle of attack (Figure 6.22) causes the diffusive flux on 
lower surface to increase and possess a higher value in the beginning half part of the 
substrate surface compared to the upper surface. However, it decreases towards the end 
of the substrate, while at the about the middle section of the substrate, the diffusive flux 
once again possesses a higher value on the top surface. Further increase in substrate angle 
causes the diffusive flux on the lower surface to stay higher throughout the substrate 
length compared to the upper surface (Figures 6.23 and 6.24). As the substrate angle 
increases to 8 deg., the difference between the top and bottom surfaces diffusive flux 
increases more until the lower surfaces becomes the dominant one.  
 
6.2.4. Carbon Species Concentration Results 
Finally, the concentration of the carbon species along the substrate surfaces has been 
evaluated. Since CNTs are formed by the produced carbon species, some of the CNTs 
features such as length are affected directly by the number of available carbon species on 
the substrate surface. It should be mentioned that all the physical phenomena studied 
earlier will influence the total number of available carbon species. In  Chapter 5, the 
variation of produced carbon species along a horizontally placed substrate length and 
with time was shown. Here, the effects of the lateral dislocation of a substrate with 1 mm 
thickness inside the reactor chamber as well as created angle between substrate and 
reactor chamber main axis are investigated. The carbon concentration result for a 
horizontal substrate that are placed 2.5 mm below CVD longitudinal axis is demonstrated 
in Figure 6.25.  
  
102 
 
 
Figure 6.25 Carbon species concentration on a horizontal substrate surfaces. 
 
As shown in Figure 6.25, the maximum concentration can be observed near substrate 
leading edge. However, concentration on the top surface (5.5651´ 10-5 mol/m3 at the 
leading edge) was found to be higher compared to the lower surface (5.2807´ 10-5 
mol/m3 at the leading edge). The difference between upper and lower surface carbon 
species concentration is due to the fact that more gas species can reach the top surface, 
since as it was shown earlier, gas flow velocity and diffusive flux on the top surface are 
higher. The concentration of carbon species also was evaluated along substrate top and 
bottom surfaces in the existence of an angle made between substrate and reactor chamber 
longitudinal axis. The obtained results from modeling for different substrate angles of 
attack and on both upper and lower substrate surfaces are depicted in Figure 6.26. 
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Figure 6.26 Carbon species concentration on substrate surfaces with, a) 2 deg., b) 4 deg., 
c) 6 deg., d) 8 deg. substrate angles of attack. 
 
From Figure 6.26, it can be seen that as substrate angle is introduced into the system, 
the amount of carbon species concentration on upper and lower surfaces changes 
compared to the horizontally placed substrate. It was also observed that substrate angle 
causes the center of maximum concentration changes from upper to lower surface. 
Further increase in substrate angle will lead to more deviation between top and bottom 
carbon species concentration. However, in all cases, the carbon species concentration 
trend along both surface lengths remains unchanged which much less concentration 
observed at the ending point compared to substrate leading edge. These findings are in 
(a) (b) 
(c) (d) 
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agreement with the gas species diffusive flux that was shown earlier in this paper. The 
concentration of carbon species between upper and lower substrate surfaces for 8 deg. 
angle of attack is shown in Figure 6.27.  
 
 
Figure 6.27 Carbon species concentration along upper and lower substrate surfaces (8 
deg. substrate angle). 
 
As demonstrated in Chapter 5, when the feed gas reactions with the surface of the 
substrate initiates there would be a slight initial increase in the created carbon species 
followed by a sharp decrease along the substrate. This phenomenon was observed on both 
lower and upper surfaces. However, in the existence of substrate angle, the concentration 
peak on the bottom surface forms more near to the leading edge compared to the top 
surface. Also from Figure 6.27, it can be observed that the carbon species concentration 
difference between upper and lower surfaces is more considerable at the leading edge and 
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especially at higher substrate angles. However, by moving towards the end of substrate, 
this concentration difference decreases dramatically. 
Finally, the amount of carbon species concentration at the edge of the substrate, on 
the top and bottom plates and with different substrate angles is depicted in Figure 6.28. 
Figure 6.28 shows that increasing substrate angle causes carbon species concentration to 
decrease on the edge of top surface. As seen, the amount of reduction is nonlinear and 
more decrease can be observed at higher substrate angles. As expected, the bottom 
surface follows an opposite trend compared to the top one as carbon species 
concentration on the edge of the bottom surface will increase as substrate reaches higher 
angles. It should be mentioned that the obtained results are for small values of substrate 
angle. For large angles, more investigations need to be done since turbulence flow may 
occur around the substrate surfaces. 
5.27
5.271
5.272
5.273
5.274
5.275
5.276
5.277
5.278
1 2 3 4 5 6 7 8 9
5.5675
5.568
5.5685
5.569
5.5695
5.57
5.5705
1 2 3 4 5 6 7 8 9
 
Figure 6.28 Carbon species concentration-substrate angle diagrams at the leading edge of 
upper (left) and lower (right) substrate surfaces.  
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6.3. Chapter Summery 
 The developed multiphysics, multiphase model was utilized to study the major 
physical phenomena occurring inside the CVD reactor chamber. These investigations 
were conducted in a scale where gas phase reactions take place. However and as 
discussed extensively in our proposed multiscale model, CNTs will form by the carbon 
species produced during surface phase reactions. These reactions occur between the 
deposited nanoparticles on the substrate surface and gasses flow in a closed region 
around the substrate. For this reason, in this chapter undertakes the investigation of 
several physical phenomenons  near substrate in a more great detail. Also, the effects of 
substrate lateral displacement and ever-present angle between substrate and reactor 
chamber longitudinal axis are investigated. It is shown that changing substrate lateral 
location or introducing substrate angle of attack will change physical properties near 
substrate and consequently the number of available carbon species.   
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CHAPTER 7 
MOLECULAR SCALE ANALYSIS OF CVD-BASED CARBON NANOTUBE 
FABRICATION PROCESS 
 
7.1. Investigation of Carbon Diffusivity into Metal Nanoparticles  
Molecular dynamics (MD) technique is utilized to investigate carbon molecules 
diffusivity into iron oxide nanoparticles such as FeO and Fe2O3. Such nanoparticles can 
be used during carbon nanotube (CNT) synthesis process in a chemical vapor deposition 
(CVD) system. Several simulations are conducted in the atmospheric pressure condition 
and for different temperatures ranging from 500 to 1100 oC, which is common range for 
multi-walled and single-walled CNT (MWCNT and SWCNT) fabrication. The mean 
square displacement (MSD) diagrams and their corresponding diffusivity of the carbon 
molecules into the nanoparticles are then plotted.  
Moreover, comparing diffusivity diagrams of each nanoparticle, before and after 
adding silicon as substrate, it enables the investigation of the effects of substrate on 
diffusion rate. The obtained information from this study helps to understand the growth 
rate and formation mechanism of MWCNT/SWCNT and their relationship with carbon 
diffusivity in metal nanoparticles in great detail which are important keys in controlling 
nanotube properties. The obtained values also can be utilized in the developed CVD 
model to achieve a better prediction regarding to CNTs growth rate calculations 
 
.  
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7.2. MD Simulation Procedure and Mathematical Representation 
Carbon molecule diffusivity for two types of iron oxide nanoparticles (Fe2O3 and FeO) 
are modeled here using MD simulation technique. Table 7.1 lists some of the basic 
properties of these two nanoparticles. 
 
Table 7.1 Basic physical and chemical properties of simulated metal nanoparticles. 
Chemical Formula 2 3Fe O  FeO  
Weight 159.69 71.85 
Density 
at 20 oC ( 3/g cm ) 
5.24 5.7 
Melting point  ( oC ) 1565 1369 
Solubility in water Insoluble Insoluble 
 
Also, as shown in Figure 7.1, four separate amorphous cells are constructed for 
investigating the diffusivity of carbon molecules. These study cases include Fe2O3 and 
FeO metal nanoparticles, Fe2O3 with silicon (Si) as substrate and FeO with Si as 
substrate. The size of the nanoparticles is set approximately to 2 nm which is the average 
size of nanoparticles that being commonly used during CNT synthesis by CVD 
fabrication method. The constructed molecular cells are used to calculate the diffusivity 
of carbon molecules into the nanoparticles and also investigate the effects of silicon 
substrate on diffusivity number.  
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Figure 7.1 MD-based simulated cells containing carbon molecules and; a) Fe2O3, b) 
Fe2O3 with silicon, c) FeO and d) FeO with silicon. 
 
The energy of each cell is minimized to facilitate achieving the equilibrium condition.  
The potential energy calculations of the system were performed based on the potential 
energy relation [1] and can be defined in the following general form: 
total valence crossterm nonbondE E E E= + +                                                 (7.1) 
which is the sum of the valence (or bond), crossterm and nonbond interaction energy 
terms. The valance energy can be described as sum of bond stretching, bond angle, 
dihedral bond-torsion, inversion (or out of plane interaction) and Urey-Bradley terms as 
follow: 
(a) (b) 
(c) (d) 
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valence bond angle torsion oop UBE E E E E E= + + + +                                (7.2) 
The cross term interacting energy involves bond lengths and angles changes effects 
caused by the surrounding atoms and can be defined as: 
_ _crossterm bond bond bond angle angle angle end bond torsion middle bond torsionE E E E E E- - - - -= + + + + +  
                angle torsion angle angle torsionE E- - -+                                                                 (7.3) 
 
In the above equation, bond bondE -  relates the stretch-stretch interactions between two 
adjacent bonds, bond angleE -  indicates the stretch-bend interactions between a two-bond 
angle and one of its bonds, angle angleE -  represents bend-bend interactions between two 
valence angles associated with a common vertex atom, _end bond torsionE -  relates the stretch-
torsion interactions between a dihedral angle and one of its end bonds, _middle bond torsionE -  
represents the stretch-torsion interactions between a dihedral angle and its middle bond, 
angle torsionE -  indicates the bend-torsion interactions between a dihedral angle and one of its 
valence angles and angle angle torsionE - -  represents the bend-bend-torsion interactions between 
a dihedral angle and its two valence angles. 
The interactions between nonbonded atoms can be categorized into the van der Waals 
energy and Coulomb electrostatic energy interactions as: 
nonbond vdW ColumbE E E= +                                                (7.4) 
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The mathematical expression of each term can be described as follow: 
 
( ) ( ) ( )2 3 42 0 3 0 4 0bond
b
E K b b K b b K b bé ù= - + - + -ë ûå                         (7.5) 
( ) ( ) ( )2 3 42 0 3 0 4 0angleE H H H
q
q q q q q qé ù= - + - + -ë ûå                       (7.6) 
( ) ( ) ( ){ }0 0 01 1 2 2 3 31 cos 1 cos 2 1 cos 3torsionE V V V
f
f f f f f fé ù é ù é ù= - - + - - + - -ë û ë û ë ûå        (7.7) 
2
oop xE K x
f
= å                                                     (7.8) 
0 0( )( )bond bond bb
b b
E F b b b b¢-
¢
¢ ¢= - -åå                                     (7.9) 
0 0( )( )angle angleE Fqq
q q
q q q q¢-
¢
¢ ¢= - -åå                                   (7.10) 
0 0( )( )bond angle b
b
E F b bq
q
q q- = - -åå                                      (7.11) 
[ ]_ 0 1 2 3( ) cos cos2 cos3end bond torsion b
b
E F b b V V Vf
f
f f f- = - + +åå              (7.12) 
[ ]_ 0 1 2 3( ) cos cos2 cos3middle bond torsion b
b
E F b b F F Ff
f
f f f¢-
¢
¢ ¢= - + +åå            (7.13) 
[ ]0 1 2 3( ) cos cos2 cos3angle torsionE F V V Vqf
q f
q q f f f- = - + +åå                 (7.14) 
0 0cos ( )( )angle angle torsionE Kfqq
f q q
f q q q q¢- -
¢
¢ ¢= - -ååå                            (7.15) 
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where b  and b ¢  are the intermolecular bond lengths, q  is the bond angle, f  is the 
dihedral torsion angle, x  is the out of plane angle, q  is the atomic charge, e  represents 
the depth of the potential well (or dielectric constant), s  defines the finite distance at 
which the interparticle force is zero and ijr  is the atomic separation distance. 0b , iK  
(i=2,3,4), 0q , iH (i=2,3,4), 
0
if  (i=1,2,3), iV  (i=1,2,3), bbF ¢ , 0b¢ , Fqq ¢ , 0q ¢ , bF q , bF f , bF f¢ , 
iF  (i=1,2,3), Fqf  and Ffqq ¢  are the system dependent parameters implemented into the 
simulations [1]. 
For each case, NPT (pressure constant-temperature constant) simulation is performed 
initially where the molecular system approaches its equilibrium condition. In this method, 
pressure and temperature were kept to a constant value by varying the volume of 
simulation cell and the velocity of simulated molecules. Thermodynamic pressure (P), 
thermodynamic temperature (T), volume (V) and internal virial can be related in the 
following form: 
 
                       
2
( )
3b
PV NK T W= +                                                  (7.18) 
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where Kb is the Boltzman’s constant and W is defined as: 
 
                                  
1
1
.
2
N
i i
i
W r f
=
= å                                                      (7.19) 
 
with ri being the distance from origin of coordinate system and if  being the total force 
acting on atom i. 
For controlling the simulated temperature, Andersen thermostat is used [2]. This 
temperature control involves randomizing the velocities of all atoms at a predefined 
collision period which is proportional to 2/3N where N  is the number of simulated atoms. 
The collision ratio is considered here to be equal to 1.0 [3]. 
Berendsen barostat method [4] is used to maintain the atmospheric pressure with 
decay constant (t ) of 0.1 picosecond (ps). This algorithm is as follow: 
 
                        
1 /3
01 [ ]
t
P Pm g
t
Dæ ö= + -ç ÷
è ø
                                             (7.20) 
 
where tD  is the time step, P  is the instantaneous pressure, 0P  is the target pressure and 
g  is the compressibility of the system. 
Total simulation time is set to 500,000 ficosecond (fs) with 0.5 fs time step size (hence, 
1,000,000 total simulation steps) for approaching to an acceptable accuracy. For 
validating the simulation cells for both metal nanoparticles, energy variations during the 
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NPT simulation with respect to time are plotted as shown in Figure 7.2. As seen from the 
energy diagrams, there are just small changes in potential and nonbond energies and both 
diagrams converge to acceptable values.  
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Figure 7.2 Potential and nonbond energy variation during NPT simulation for; a) Fe2O3 
and, b) FeO metal nanoparticle. 
 
(a) 
(b) 
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In the second step, since there is no sudden pressure or temperature change during 
soaking time of CNTs fabrication by CVD system and in order to get more accurate 
results without any perturbation by pressure and temperature adjustments, the simulation 
method is switched to NVE process by considering volume and energy as constant 
values. During NVE simulation, standard Newton equation without any temperature and 
pressure control is used. In this case, the simulations are conducted for 15,000 fs with 0.5 
fs time step size (hence, 30,000 total simulation steps). During NVE process, all the 
simulation data such as atoms coordinate and velocity for further analysis were saved 
after each 250 simulation steps. 
The obtained data from NVE simulation were later used to calculate mean square 
displacement (MSD) based on the following equation [5]: 
 
                            ( )2( ) (0)tMSD r r= -                                                   (7.21) 
 
where r(t) and r(o) are the initial and the final distances from origin at the time t, 
respectively.  
After plotting MSD diagram, the following linear expression is used to fit the closest 
line to the obtained MSD diagram and calculate its slope. 
                                        baxy +=                                                        (7.22) 
 
where a  is the slope of the fitted line which can be also considered as the MSD line 
slope. 
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Finally, the estimated slope is used to calculate carbon molecules diffusivity for each 
temperature value. The diffusivity is calculated by using the Einstein law which relates 
the slope of MSD line to the diffusivity by [5]: 
 
           2
1
1
lim [( ( ) (0)) ]
6
aN
a i ix
ia
d
D r t r
N dt®¥ =
= -å                                         (7.23) 
 
In this equation, Na is the number of the simulated molecules, ri(t) and ri(0) are the initial 
and the final distances from origin at the time t, respectively.  
 
7.3. MD Simulation Results and Discussion of Carbon Diffusivity 
Figure 7.3 depicts the plots of MSD calculations  for Fe2O3 and FeO metal 
nanoparticles, at T=600 oC are depicted.   
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Figure 7.3  MSD diagram of; a) Fe2O3 , and b) FeO metal nanoparticle. 
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In these plots, the red, green and black lines represent MSD calculations in x, y and z 
directions, respectively and the blue line corresponds to the average MSD value in the 3D 
space. In these diagrams, it can be observed that after some initial time, the total MSD 
value will follow almost a constant slope path. Similar calculations have been conducted 
for both nanoparticles when the effect of silicon wafer is not considered. In these 
calculations, the temperature was changed ranging from T=500 oC to 1100 oC and for 
each constant temperature, the MSD diagram was plotted. The results are shown in 
Figures 7.4 and 7.5. From these plots, it can be concluded that as the temperature 
increases, the slope of the MSD diagram will also increases accordingly.  
Using the slope of MSD diagrams, the diffusivity of each simulation case can be 
plotted. Figure 7.6a shows the carbon molecules diffusivity into Fe2O3 has been shown 
(blue line), while yellow line presents the diffusivity when silicon substrate is added to 
the metal nanoparticle. As shown in Figure 7.6, increasing temperature results in higher 
diffusivity. However, this rate of increase does not remain constant for different 
temperature values. Also, it is observed that after initial increase, the diffusivity rate 
slows down. This decrease occurs in the temperature range where MWCNT produces.  
As the temperature increases, there would be a considerable change in diffusivity rate and 
once again it increases. Studying the experimental results obtained from CNT synthesis 
by CVD system and comparing with the obtained diffusivity plots, it can be concluded 
that the second diffusivity rate increase represents the CNT transition temperature range 
(700 to 800 oC). 
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Figure 7.4  MSD diagrams comparison for; a) Fe2O3 nanoparticle and, b) Fe2O3 
nanoparitcle with Si substrate for temperature ranging from T=500 to 1100 oC. 
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Figure 7.5  MSD diagrams comparison for; a) FeO nanoparticle and, b) FeO 
nanoparitcle with Si substrate for temperature ranging from T=500 to 1100 oC. 
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 In this temperature range (700 to 800 oC), increasing the temperature will cause the 
fabricated CNTs change its mode from MWCNT to a combination of SWCNT/MWCNT 
and finally to completely SWCNT configuration. Further temperature increase will be 
again accompanied by a reduction in diffusivity rate. By investigating the CNTs 
synthesized in this temperature range limit it can be observed that the third region, where 
the diffusivity rate decreases in the plotted diffusivity diagrams, match with the 
temperature limits where SWCNTs can be produced in the CVD system. For FeO 
nanoparticle case, similar distinctive regions can be observed. As shown in Figure 7.6b, 
increasing the temperature will cause lower diffusivity rate, followed by an increase and 
again decrease in its value.  
Finally the silicon molecular structure was added to both Fe2O3 and FeO 
nanoparticles and the diffusivity was investigated for temperature ranging from T=500 oC 
to 1100 oC and compared with the values that obtained before silicon wafer taking into 
the consideration. From the plots, it can be concluded that adding silicon substrate will 
decrease the carbon diffusivity in both nanoparticles. However, this decrease will be 
small in low temperature ranges and it becomes more distinctive as temperature value 
increases. Also, by comparing the diffusivity diagrams of Fe2O3 and FeO nanoparticles, 
it can be observed that silicon substrate has less diffusivity reduction effects when added 
to FeO as substrate compared to Fe2O3 nanoparticle.  
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Figure 7.6 Carbon diffusivity diagram for; a) Fe2O3 nanoparticle (dark line),  
Fe2O3 with Si substrate (light lines) and b) FeO nanoparticle (dark line),  
FeO with Si substrate (light line). 
 
7.4. Investigation of Temperature Effects on CNTs Diameter and Chirality 
As it was explained in previous chapters, producing CNTs with the desirable diameter 
and chirality has remained as one of the biggest challenges in the vast production of 
CNTs. Moreover, proper understanding of all the effective parameters during CNTs 
fabrication process by CVD system is a necessary key in order to control and synthesis 
CNTs with desired properties. We have shown experimentally that the diameter of CNTs  
is affected directly by the fabrication temperature (Chapter 8) and as the temperature 
increases, CNTs with thicker diameter form. However, it should be mentioned that this 
increase in CNTs diameter can be due to CNTs diameter expansion or increasing the 
number of CNTs walls in MWCNTs. 
It has also been shown that beside temperature, size of the nanoparticles plays an 
important role on determining CNTs diameter [6, 7]. In order to get a proper 
(a) (b) 
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understanding of such parameters’ effects on CNTs diameters and chirality, MD 
simulation tool is utilized along with experimental works. In this research, we have 
investigated temperature effects on diameter and chirality’s of CNTs. However, the 
effects of nanoparticle geometry and material should be taken into the consideration 
which is considered as one of our future research works.  In the next section, the obtained 
simulation and experimental results are shown and discussed.  
 
7.5. MD Simulation and Experimental Results of CNTs Diameter and Chirality 
The temperature effect on diameter of CNTs is investigated experimentally as well as 
numerically by conducting MD simulations. The discussion and obtained results are 
given in the two following subsections. 
 
7.5.1. Experimental CNTs Diameter-Chirality Results and Discussions 
In order to investigate the effects of temperature on nanotube diameter, the available 
CVD system in SSNEMS Lab was utilized to produce relatively short CNTs. For this 
purpose, a high fabrication temperature was applied ( 1273.15 K) in order to achieve a 
considerable CNTs expansion. Also, CH4  hydrocarbon gas with high flow rate value (700 
sccm) was inserted into the CVD system to produce thicker CNTs. Along with CH4, 250 
sccm H2 gas was used during fabrication process to reduce the production of amorphous 
carbon while keeping the number of produced carbon species considerably high. The 
flow rate of feed gases was terminated after 3 minutes in order to keep the length of 
fabricated CNTs short and enable investigation of CNTs diameter along its length.  
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Scanning Electron Microscopy (SEM) technique was used to acquire the image of 
fabricated CNTs. In Figure 7.7, a high magnification (100 nm) SEM image of the 
produced CNT is depicted. 
As seen in Figure 7.7, the fabricated CNT possess a larger diameter at its base, 
however, as it grows, a gradual reduction in its diameter can be observed. 
 
 
Figure 7.7 SEM image of fabricated CNT with 100 nm magnification. 
 
Therefore, it can be expected that CNTs chirality number near their base has a different 
value compared to the sections far from the base, since as shown in chapter 2 (equation 
2.1), there is a direct relationship between the diameter and chirality of CNTs. This 
phenomenon may also be explained by considering the obtained heat transfer and 
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temperature profile results at a region close to substrate surface. As shown in Chapter 6, 
the substrate temperature is higher considerably compared to its surrounded area which 
causes a net heat flow from substrate surface towards surrounding gases. For this reason, 
it can be expected that CNTs possess a higher temperature at their base compared to 
places far from their base. This can result in a higher thermal expansion near the base and 
larger CNTs diameter at the root. As mentioned earlier, the molecular interaction between 
deposited nanoparticles and fabricated CNTs can produce some variations in CNTs 
diameter. However, these interaction forces are effective within a region with few 
angstrom distances. As seen in the depicted SEM image (Figure 7.7), the diameter 
variation occurs within more than 100 nm distance from CNT base. Therefore, it can be 
expected that thermal expansion of CNTs molecular structure is more effective.  
 
7.5.2. MD Simulation CNTs Diameter-Chirality Results and Discussions 
In order to investigate temperature effects on the molecular structure of CNTs, MD 
simulation is utilized and internal energies of several SWCNTs with different chirality 
numbers are estimated. In Figure 7.8, simulated chiral SWCNTs are depicted. Also, in 
Table 7.2, the specifications of simulated SWCNTs are given. Based on the common 
diameter of SWCTs which is about to 1 nm (10 angstrom), the simulated SWCNTs 
considered to possess a diameter of 10 ± 1 angstrom. As shown in Table 7.2, four chiral 
SWCNTs with chirality number of (8,6), (8,7), (8,9), an armchair nanotube with chirality 
number of (8,8) and a zig-zag nanotube with chirality number of (8,8) are considered. 
Such variety of configurations shall provide a feasible comparative study.  
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Figure 7.8 Simulated SWCNTs with a) (8,6), b) (8,7), c) (8,8), d) (8,9), e) (15,0), 
 f) (8,10) chirality number. 
 
 
 
 
(a) (b) 
(c) 
(e) (f) 
(d) 
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Table 7.2 Simulated SWCNTs specifications. 
Chirality 
type 
Chirality 
no. 
Diameter 
(oA) 
chiral (8,6) 9.52 
chiral (8,7) 19.18 
armchair (8,8) 10.85 
chiral (8,9) 11.53 
Zig-zag (15,0) 11.74 
Chiral (8,10) 12.23 
 
 
 
The energies of CNTs molecular structures are calculated for temperatures 298.15K 
and 1273.15K, based on the mathematical definition given in Section 7.2. The obtained 
results from MD simulations for the considered temperatures are depicted in Figures 7.9 
and 7.10. 
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Figure 7.9 Molecular energy calculation of simulated SWCNTs at T=298.15K. 
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Figure 7.10 Molecular energy calculation of simulated SWCNTs at T=1273.15K. 
 
As seen in Figure 7.9, increasing the diameter of SWCNTs, results in increased 
molecular system energy. This increase  occurs in almost a linear path. Also, as shown in 
Figure 7.10 as the temperature increases, the energy of the SWCNTs increases. Similar to 
the low temperature simulation, SWCNTs with larger diameter possess higher energies. 
This increase in energy can cause the expansion of SWCNTs which leads to an increase 
in diameter.  
Moreover, the increasing percentage of energy (from 298.15K to 1273.15K) in each 
simulated SWCNT is evaluated and the results are depicted in Figure 7.11. This figure 
shows that the percentage of increase in energy at smaller CNTs diameter is lower and as 
the SWCNT diameter increases this  value will reach higher values. It can be seen that the 
percentage of energy increase in chiral nanotubes ((8,7), (8,8), (8,9)) are almost linear 
except at very small diameter ((8,6)). Comparing the simulated armchair nanotube (8,8) 
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with the increasing trend of chiral nanotubes, more energy increasing percentage can be 
observed in armchair nanotube. However, this increase is not so much considerable and 
still the percentage of energy increase in SWCNTs with larger diameter (8,9) is higher. 
Investigating the obtained results for the zig-zag nanotube, it reveals that the percentage 
of increase in zig-zag nanotube structure is lower compared to chiral nanotubes energy 
percentage increase trend. It reveals that this amount in zig-zag nanotube would be lower 
compared to the (8,7) chiral nanotube with smaller diameter.  
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Figure 7.11 Energy increase percentage of simulated SWCNTs. 
 
Therefore, based on the results obtained by molecular ene rgy speculations, it can be 
expected that as the temperature increases, an expansion in SWCNTs would be observed. 
This is in agreement with the experimental results obtained in Section 7.5.1. Moreover, 
the amount of diameter change in SWCNTs with smaller diameters is less than thicker 
SWCNTs. However, in armchair nanotube, the increased diameter with respect to its 
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initial diameter at lower temperature is higher compared to the diameter increase trend 
observed in chiral nanotubes. However, for the zig-zag nanotube, it can be expected that 
the amount of diameter increase would be less compared to a chiral nanotubes with 
similar or even slightly smaller diameter. The obtained results can be utilized to design an 
automated system for CNTs diameter and chirality.  
 
 
7.6. Chapter Summery 
As the nanoscale investigation of CNTs fabrication process, Molecular Dynamics 
(MD) simulation is utilized to investigate the diffusivity of carbon species produced by 
surface phase reactions, into the deposited nanoparticles. It is observed that at the 
temperature range where SWCNTs or MWCNTs produce, the rate of diffusivity is higher 
compared to transition region.  Also, by conducting experimental investigation, it is 
observed that CNTs possess a larger diameter compared to the section far away from 
nanoparticles. Moreover, using MD simulation technique, it is observed that the energy 
of the CNTs molecular structure will increase by applying higher fabrication temperature. 
This increase in CNTs with smaller diameter is less compared to thicker CNTs. Also, the 
diameter increase in zig-zag nanotube is less than chiral nanotubes with similar diameter, 
but for chiral nanotube, it is slightly higher. The obtained results can be utilized in a 
controllable CNTs diameter and chirality design process.  
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CHAPTER 8 
EXPERIMENTAL INVESTIGATION OF CNT AND AMORPHOUS CARBON 
PRODUCTION DURING CVD-BASED CNT FABRICATION PROCEDURE 
 
8.1 Introduction and Experimental Conditions 
Although the astonishing properties of carbon nanotubes (CNTs) have made them 
suitable for a wide range of applications [1-10], however, for each application it is 
required to utilize unique CNTs with specific length, diameter and chirality. Moreover, it 
is desired to enhance the CNTs-based systems by utilizing highly purified CNTs with 
minimum amount of defects in their structures. Therefore, it is crucial to investigate the 
effects of feed gases flow rate ratios and fabrication temperature on CNTs geometrical 
specification such as diameter and the amount of amorphous carbon production.  
Along this line of reasoning, we have developed a comprehensive Chemical Vapor 
Deposition (CVD)-based fabrication model to investigate CNTs growth rate and the 
percentage of amorphous carbon production in different temperature and feed gases flow 
rates (See Chapter 4). Utilizing our developed model, we could also show that the CNTs 
final production can be affected considerably by the properties of different physical 
phenomena taking place inside the CVD reactor chamber and in the substrate region (see 
Chapters 5 and 6). Moreover, several experimental and theoretical studies have been 
already conducted to show how fabrication temperature and flow rate can affect the 
produced CNTs features [11-22].  
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However, the ratio between CNTs and amorphous carbon production in different 
fabrication conditions need to be fully investigated. In this experimental study and in 
order to validate our developed model presented in Chapter 4, CNTs’ diameter is 
experimentally evaluated in order to study the amount of available carbon species in 
different fabrication conditions. Moreover, the amount of produced amorphous carbon 
under different CVD-based fabrication condition is investigated.  
The available CVD system is utilized to conduct or investigation by producing CNTs 
in different fabrication conditions. In this system, methane (CH4) is used as the gas phase 
carbon source because of its low cost and stability at high temperatures. Hydrogen (H2) is 
also added to facilitate hydrocarbon reactions that yield CNTs and prevent the 
decomposition of the methane feedstock into unwanted byproducts. In current work, iron 
made nanoparticles are used for all the conducted experiments. These deposited 
nanoparticles are evenly placed on the prepared silicon substrates before initiating the 
experiments. Also, the surface of silicon substrates is cleaned up by applying argon gas 
prior and after nanoparticle deposition in order to avoid any possible impurities that can 
exist on these surfaces. Also, prior to and after the completion of the CNTs fabrication 
process as well as during the heating cycle of the process, argon gas is inserted into the 
quartz tube in order to reduce the amount of impurities created. 
Different CNTs samples are fabricated by changing the amount of hydrocarbon and 
hydrogen flow rates under different fabrication temperatures, and subsequently, the CNTs 
diameter as well as the amount of CNTs/amorphous carbon production are examined. 
The obtained results are shown and discussed in the following sections. 
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` 8.2. Experimental Results and Discussions 
In order investigate the effects of feed gases ratio and fabrication temperature on the 
CNTs diameter as well as the amount of amorphous carbon formation, CNTs are 
fabricated under different inlet gas mixture flow rate and in different temperature 
conditions. The fabrication is performed by our CVD system available at SSNEMS 
Laboratory. The high resolution SEM (Scanning Electron Microscopy) using a Hitachi 
4800S (see Figure 8.1) will be used later to study the fabricated CNTs sample properties 
such as diameter and the amount of unwanted substances formation on top of the 
substrate. The experimental results from these investigations and results are divided into 
the following subsections.   
 
 
Figure 8.1 SEM Hitachi 4800S at Clemson University. 
 
 
 
8.2.1. CNTs Diameter Investigation 
Several CNTs samples with different fabrication criteria were prepared to investigate 
the dependency condition of CNTs diameter to fabrication temperature and feed gases 
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flow rate ratio. For this purpose, it was allowed that CH4 flow rate being set to 500 or 750 
sccm, while the amount of H2 gas flow rate considered being constant and equal to 500 
cssm. Also, different CVD quartz tube temperatures were considered ranging from 
1073.15 to 1273.15K. The SEM images of the fabricated CNTs are shown in Figures 8.2 
through 8.4.      
                
    
 
Figure 8.2 CNTs synthesized in CH4 =500 (left), 750 (right) and H2=500 sccm and 
T=1073.15 K condition (200 nm magnification). 
 
 
    
 
Figure 8.3 CNTs synthesized in CH4 =500 (left), 750 (right) and H2=500 sccm and 
T=1173.15 K condition (200 nm magnification). 
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Figure 8.4 CNTs synthesized in CH4 =500 (left), 750 (right) and H2=500 sccm and 
T=1273.15 K condition (200 nm magnification). 
 
The average diameter of several fabricated CNTs samples was measured with the 
experimental results shown in Table 8.1. From this table, it can be concluded that at a 
constant fabrication temperature and by increasing the  amount of hydrocarbon gas flow 
rate, the diameter of the final product will increase and thicker CNTs can be formed.  
In the next step, the same experimental procedure was repeated while the fabrication 
temperature was maintained at higher values. It was observed that, increasing CNTs 
synthesis temperature also causes an increase in average CNTs diameter which is in 
agreement with other experimental works [14]. Therefore, both temperature and 
hydrocarbon feed gas flow rate can lead to a change in the CNTs diameter. Since during 
the entire experiments similar nanoparticles with the same specifications were used, it 
can be assumed that the change in CNTs diameter is due to the increase in number of 
CNTs wall layers. Therefore, it can be concluded that increasing hydrocarbon flow rate 
or fabrication temperature will lead to an increase in the number of available carbon 
species which form CNTs. This finding is also in agreement with our obtained results 
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from CVD-based CNT fabrication process modeling. In order to achieve a precise control 
on the final CNTs diameter, the obtained results should be combined with the results 
gained by the investigation of CNTs diameter dependency to deposited nanoparticles 
geometrical and material specifications. This is currently being studied and forms the 
subject of one of our future research works.   
 
Table 8.1 CNTs experimental diameter measurement. 
Sample  
No. 
CH4 
(sccm) 
H2 
(sccm) 
Temperature 
(K) 
CNTs average 
diameter 
(nm) 
1 500 500 1073.15 7.37 
2 750 500 1073.15 8.37 
3 500 500 1173.15 9.14 
4 750 500 1173.15 9.20 
5 500 500 1273.15 9.38 
6 750 500 1273.15 10.72 
 
 
8.2.2. Amorphous Carbon FormationIinvestigation 
The amount of unwanted substances, formed on the substrate surface, can be 
determined by examining SEM images as well as by investigating the fabricated sample 
surface and visual observation of CVD quartz tube condition. First, we studied the effects 
of hydrogen flow rate on the impurities formed on the substrate surface. For this purpose, 
the fabrication temperature and CH4 flow rate were set to 1273.15 K and 500 sccm, while 
the amount of H2 was set to 250, 500 and 750 sccm values. The quality of the substrate 
surface was examined by reducing SEM magnification number to 1.0 micron in order to 
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examine the overall quality of the final CNTs product. These SEM images are depicted in 
Figure 8.5.  
 
   
 
 
 
Figure 8.5 CNTs synthesized in CH4=500 sccm (constant) and H2=250 sccm (top left), 
H2=500 (top right), H2=750 sccm (bottom) with T=1273.15 K condition (1.0 mm  
magnification). 
 
As seen from Figure 8.5, a considerable amount of impurities is observed at H2=250 
sccm. Increasing H2 flow rate dramatically decreases the amount of unwanted byproducts 
on the substrate. The lowest impurities can be observed on samples which are fabricated 
under H2=750 sccm flow rate influence. These results are in a good agreement with our 
findings from modeling that presented in Chapter 4.  
Finally, the effect of the fabrication temperature and CH4 flow rate increase were 
investigated. For this purpose, the amount of hydrogen flow rate was kept at 250 sccm, 
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while both CH4 flow rate and temperature were increased gradually. The reason for 
changing both parameters simultaneously is to allow examination of the amount of 
accumulated amorphous carbon on the surface of substrate and quartz tube wall with the 
regular image size and without a need of SEM implementation. The results are shown in 
Figures 8.6 and 8.7. 
 
 
   
 
 
Figure 8.6 CVD quartz tube at the end of CNTs fabrication process with H2=250 sccm 
(constant) and CH4=500 sccm and T=1073.15 K (top left), CH4 = 750 sccm and 
T=1173.15 K (top right), CH4=1000 sccm and T=1273.15 K (bottom) condition. 
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Figure 8.7 Fabricated CNTs samples for H2=250 sccm (constant) and CH4=500 sccm and 
T=1073.15 K (top left), CH4 = 750 sccm and T=1173.15 K (top right), CH4=1000 sccm 
and T=1273.15 K (bottom) condition. 
 
In Figures 8.6 and 8.7, almost any amorphous carbon can be observed for H2=250 sccm, 
CH4=500 sccm and T=1073.15 K fabrication condition. As CH4 flow rate and 
temperature increase (500 sccm and T=1173.15  K), a small amount of amorphous carbon 
can be seen inside the CVD quartz tube. However, the CVD tube is covered by 
amorphous carbon as CH4 flow rate further increases (1000 sccm) and temperature 
reaches to 1273.15 K. Comparing these findings with the results obtained from our 
pervious modeling presented in Chapter 4, it is concluded that their results are in 
agreement.  
 
8.3. Chapter Summery 
CVD-based CNTs fabrication process was utilized to study the effects of fabrication 
temperature and feed gases flow rates on the produced CNTs diameter and the purity 
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quality of the final product. Based on the conducted experiments, it was observed that 
increasing the amount of gas flow rates and/or fabricated temperature will result in 
producing CNTs with higher number of wall layers which can be observed as diameter 
increase. Investigating the amount of amorphous carbon formation, it was concluded that 
increasing hydrocarbon flow rate results in higher production of amorphous carbon. This 
phenomenon increased rapidly as higher fabrication temperature was applied. However, it 
was shown that applying hydrogen gas during the fabrication process can help purifying 
the fabrication process and decrease the amount of produced amorphous carbon as 
undesired product. The obtained results by experiments are in good agreement with the  
results achieved by modeling (Chapter 4).  
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CHAPTER 9 
SELECTED APPLICATIONS OF NANOTUBES 
 
9.1. Nanotube (NT)-based Actuated Microcantilever for Nanoscale Mass Sensing 
Applications  
Microcantilevers are increasingly utilized in different nano- and micro-size 
applications such as nanoscale surface topography by scanning probe microscopy, and 
atomic force microscopy (AFM) [1-5]. In AFM, a sharp probe is placed at the tip of the 
microcantilever. The piezoelectric actuators produce the movements of the probe above 
the examined surface. The intermolecular charges on the sample surface produce a force 
which causes deflection in microcantilever. The beam deflection can be detected by 
measuring the displacement of the reflected laser beam from the surface of the 
microcant ilever or measuring the created voltage in piezoelectric material layer deposited 
on the surface of the microbeam. The obtained information can be used to study the 
nanoscale surface texture and its charge distribution. Microcantilever beams can be 
utilized for mass sensing applications by depositing a layer of unknown mass on the 
microbeam tip and studying the corresponding oscillation responses. This ultra-small 
mass sensor framework finds applications in many nano-micro devices, especially for 
label- free medical and biological sensing. 
Different methods can be adopted to study the effects of additional mass on 
microcantilever such as frequency response and resonance frequency shifts. The obtained 
information from frequency shifts can be used to estimate the weight of the deposited 
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mass and even provide some information regarding its molecular structure. For mass 
sensing purposes with a good accuracy, using a piezoelectric material capable of 
producing precise actuation and possessing very good mechanical characteristics are 
necessary. Also, for many biological applications, it is required that the device can 
perform in different biological environments without losing its accuracy and 
performance. Figure 9.1 depicts a commercial piezoelectrically-actuated microcantilever 
with the deposited piezoelectric material (ZnO here) on the top of the beam.  
 
 
Figure 9.1 A commercial (Veeco Active Probe) microcantilever with the deposited 
piezoelectric material [6]. 
 
While piezoelectrically-actuated microcantilevers offer a number of advantages, their 
application may be limited due to their relatively low Young’s modulus of elasticity, low 
fatigue resistant and oscillation cycle life and incapable of working in many biochemical 
environments. Therefore, the development of new types of piezoelectric materials with 
better mechanical properties capable of sustaining in different conditions without losing 
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their performance is unavoidable. Along this line of reasoning, we consider utilization of 
nanotubes. Carbon nanotubes (CNTs) are composed of graphite cylinders, which are 
closed at either ends with caps consisting of pentagonal rings. Geometrically, they can be 
defined as a honeycomb lattice rolled into a cylinder with bulky balls at ends [7-12]. 
Depending on the fabrication procedure, CNTs can be made in the form of single-walled 
(SWCNT) or multi-walled (MWCNT) configurations. 
In 1999, Baughman et al. showed that CNTs can be utilized as a piezoelectric 
material and he studied the piezoelectric effects of CNTs [13-16]. It has also been shown 
that macroscopic CNT layers can behave as living muscles. The CNT-based actuator 
plates have a better compression resistant (0.75 MPa) compared to living muscle which is 
about 0.3 MPa. CNT-based actuators are able to operate in physiological solutions 
environment which is very important in biomedical applications, while most of the 
piezoelectric materials do not have this capability. Although the maximum strain of the 
CNT nanopapers seems to be insignificant (about 0.2%), it is high enough when 
compared to many piezoelectric transducers suitable for most of nanoscale actuation 
applications [17]. Moreover, the amount of the needed applied voltage is only a few 
volts. Other advantages of CNTs include higher maximum fatigue tolerance compared to 
many piezoelectric materials and high operational temperature limit. Therefore, such 
outstanding properties combined with an acceptable piezoelectricity effects make 
nanotubes good candidates for the next-generation micro-nano size actuators. 
Boron nitride nanotube (BNNT) is another type of nanostructure material that has 
attracted the attention of many scientists and researches due to their unique features [17, 
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18]. Similar to CNT, BNNT has a honeycomb crystalline structure that is rolled to form a 
nanosize cylindrical structure. Unlike CNT that is constructed by carbon atoms, BNNT 
structure possesses both boron and nitrogen in the BNNT lattice [18]. BNNT carries 
many of the CNT outstanding properties. It has been also shown that BNNT possesses 
considerable piezoelectric property which is more significant compared to CNT. This 
makes BNNT as one of the promising nanosize materials that can be utilized as future 
piezoelectric actuators.  
However, the existence of defects in nanotube structure can affect their properties 
significantly [16]. Table 9.1 lists mechanical and piezoelectric properties of BNNTs with 
different chiralities, while Table 9.2 shows BNNTs characteristics with defects compared 
to CNTs. In Table 2, versions 1 and 2 are related to BNNTs with (6, 6) chirality and 
versions 3 and 4 correspond to BNNTs with (6, 0) chirality.  In versions 1 and 3, nitrogen 
(N) site is substituted by carbon (C), in versions 2 and 4; boron (B) site is replaced by C. 
In CNTs, the chirality is assumed to be (6,6) and in version 1, C site is replaced by N, in 
version 2, 2C by 2N, in version 3, C by B, in version 4, 2C by 2B and finally in version 5, 
C by B and anther C site is substituted by N. 
In this research, a multi-physics microcantilever model made of aluminum or titanium 
material is developed for studying microbeam’s oscillation behavior and the effects of 
microbeam material on frequency response and resonance frequency. In the mass sensing 
modeling case, a deposited layer is considered close to the microcantilever tip (in order to 
avoid local stress effects arising from interaction between deposited layer and microbeam 
tip) and mounted on top of the beam. Using the extended model, the resonance frequency 
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and maximum beam displacement are calculated and compared with the values for the 
microbeam without placing any tip mass.  
Table 9.1 Piezoelectric and mechanical characteristics of BNNTs [17]. 
Nanotube d   
(Ao) 
E 
(GPa) 
s  
(GPa) 
ezzz 
(C/m2) 
dzzz               
(10-
9C/Pa.m2) 
(5,5) 6.88 0.12 0.35 0.001 0.07 
(6,6) 8.25 0.15 0.34 0.004 0.16 
(7,7) 9.63 0.17 0.34 0.007 0.25 
(8,8) 11.0 0.20 0.34 0.010 0.33 
(9,9) 12.38 0.22 0.33 0.013 0.39 
(6,0) 4.68 0.71 - 0.90 - 
(7,0) 5.45 0.61 - 0.85 - 
(8,0) 6.23 0.54 - 0.82 - 
(9,0) 7.01 0.48 - 0.79 - 
(10,0) 7.79 0.44 - 0.62 - 
(11,0) 8.57 0.44 - 0.50 - 
(12,0) 9.35 1.63 - 0.45 - 
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Table 9.2 Piezoelectric and elastic properties of BNNTs and CNTs with defects [17]. 
   Version   
Parameters 1 2 3 4 5 
   BNNTs   
E (GPa) 0.15 0.15 0.26 0.28 - 
s (GPa) 0.35 0.35 - - - 
ezzz (C/m2) 0.008 0.014 0.007 0.009 - 
   CNTs   
E (GPa) 0.30 0.30 0.30 0.30 0.30 
ezzz (C/m2) 0.053 0.069 0.013 0.038 0.012 
 
During investigation, the volume of the deposited layer is considered to be constant, 
while the amount of mass varies. The tip mass is considered to be symmetric with respect 
to the beam width in order to eliminate any unwanted disturbances and noise. The effect 
of deposited layer displacement along the microcantilever beam on the resonance 
frequency is also studied. The simulated microcantilever and the calculated element 
distribution through the model are shown in Figure 9.2. In this model, the oscillation 
energy of the beam is supplied by two  sets (for increasing the stability and precision of 
microbeam displacement) of nanotube actuators that are mounted on the top and bottom 
microcantilever surfaces.  
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Figure 9.2 Simulated microcantilever beam (left) and model grid distribution (right). 
 
These actuators convert electrical to mechanical energy and move along the nanotubes’ 
tangential axis, perpendicular to the microcantilever surface. The bases of the 
nanoactuators are fixed, while the other ends can move along the surface and actuate the 
beam. The clamped-free boundary condition of the beam is imposed by restricting zero 
displacement and slope for the beam end in all three directions, while tip can oscillate 
freely.  The length, width and thickness of the microcantilever are optimized in order to 
achieve bending mode resonance frequency that prevents any buckling occurs in the 
middle section (between the end and the tip) of the beam. In the model, the 
microcantilever beam section is fully coupled with the piezoelectric actuator parts. The 
optimized beam size and the nanoactuator dimensions are listed in Table 9.3, with some 
of the main properties of Aluminum and titanium materials are given in Table 9.4.  
 
 
 
Free end 
Tip mass Microcantilever 
beam Top BNNT 
actuator 
Clamped 
base 
Bottom BNNT 
actuator 
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Table 9.3 Microcantilever beam and deposited piezoelectric. 
Modeling                  
Section 
Length 
(hx)     
( m m) 
Width 
(hy)     
( m m) 
Thickness 
(hz)        
( m m) 
Microcantilever 
beam 
63 6.72 0.5 
Piezoelectric 
material 
9 6.72 1 
Deposited mass 10 6.72 1.488 
 
 
 
Table 9.4 Aluminum and titanium general properties comparison. 
Property Aluminum Titanium 
Young’s modulus, E 
(Pa) 
69e 910´  105 910´  
Poisson’s ratio,n  0.33 0.33 
Thermal 
expansion, a (1/K) 
23.4 610-´  7.06 610-´  
Thermal conductivity, 
kT (W/moC) 
201 7.5 
Emissivity, e  0.04-0.06 0.3  
Density, r (kg/m3) 2700 4940 
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9.2. The Mathematical Modeling and Procedure 
The model can be divided into piezoelectric modeling section and the microcantilever 
beam portion. Each section of the model is first developed by applying its appropriate 
theory and then they coupled with each other. However, some of the modeling laws that 
are applicable to the entire system are directly applied to all parts of the modeling. The 
following subsections describes each modeling part, the corresponding equations and 
derivations. 
 
9.2.1. Piezoelectric Modeling 
The theory is adopted based on Y. Kagawa works [19]. In a piezoelectric material, the 
mechanical and electrical fields can be coupled to obtain the total material stress s  as: 
 
        TE e Vs e= -                                                          (9.1) 
 
E is the elastic matrix, e  is the strain matrix, e is the piezoelectric constant matrix 
(measurd at constant stress field) which relates the electrical density to the amount of 
created stress s , V  is the electric field intensity or field caused by applying voltage to 
the piezoelectric material. Based on these, the corresponding matrices are expressed as: 
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and, 
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                           (9.5, 9.6) 
 
Also, electric displacement or electric flux density D is considered as the combination of 
strain and electric effects and expressed as: 
                                       TD e c Ve= +                                                        (9.7)   
where cT  is the dielectric permittivity and expressed as: 
                                          0T rsc e e=                                                           (9.8) 
with this expression 0e  stands for permittivity of vacuum which is equal to 
8.854187817x10-12 F/m. Also, rse  is the relative permittivity matrix given in the 
following form: 
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rs
e e e
e e e
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                                                    (9.9) 
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9.2.2. Microcantilever Beam Modeling 
In this part, the principle of virtual work is used to model the microbeam [20]. Based on 
this approach, the sum of virtual work from internal strain should be equal to works from 
external work such that: 
                                ( )Tel
V
W u F u dVd sde d= - +ò                                              (9.10) 
 
where ele  is the elastic strain, u is the virtual deformation (deflection), F is the applied 
load and V is the system volume. In principle, the following expression should be 
satisfied: 
                 Wd =0                                                          (9.11)   
The total strain is composed of the following components: 
el th ie e e e= + +                                                       (9.12) 
strain e due to bending and stretching of the beam can be written as: 
 
axi axiuz
s s
q
e
¶ ¶æ ö= - ç ÷¶ ¶è ø
                                                   (9.13) 
 
where q  is the slope of the beam (
w
s
q
¶
=
¶
) , axi
s
q¶
¶
 is the tangential derivative along the 
edge direction of the rotation, axi
u
s
¶
¶
 is the tangential derivative of the external axial 
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displacement in the edge direction. Also, the  is the induced strain from thermal expansion 
and ie  is initial strain. the  can be calculated from the following equation: 
 
th m z y ref
z y
z y
T T T T
h h
e a
æ ö
= + D + D -ç ÷ç ÷
è ø
                                         (9.14) 
where refT  and mT  are the reference and modeling temperatures, a  is the beam heat 
expansion coefficient , yh  and zh  are the thicknesses in y and z directions, yTD  and 
zTD are the temperature changes along the elements. The microbeam model temperature 
is considered to be equal to reference temperature in all sides. Therefore, there would be 
a zero temperature gradient in all directions. Using the strain expression, stress can be 
written as: 
 ( )el i th i iE Es e s e e e s= + = - - +                                           (9.15) 
where is  is the initial stress. By utilizing these relationships, it is possible to define the 
integral form of the system internal moment as follows: 
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In the same manner, the torsional moment can be calculated as: 
 
                           xl xlxl xi
i
M GJ M
s s
q qæ ö¶ ¶æ ö
= - +ç ÷ç ÷¶ ¶è øè ø
                                           (9.17) 
 
where J is the polar moment of the inertia, G is the shear modulus of elasticity, xl
s
q¶
¶
is 
the tangential derivative along the edge direction of the rotation angle about the x axis 
and xl
is
q¶æ ö
ç ÷¶è ø
is the same variable, at initial the condition. The normal force is calculated 
by using the following integration operation: 
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Therefore, the virtual work can be defined in the following form: 
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9.2.3. Derivation of Equation of Motion 
The dynamics of the microbeam can be approximated by representing the beam by 
fundamental mode and using an ordinarily differential equation form as: 
2
( )
d u du
m c ku f t
dt dt
+ + =                                              (9.20) 
where u is the system displacement, m is the mass of the system, c is the equivalent 
viscous damping coefficient, k is the stiffness of the system and finally ( )f t  is the 
applied force to the system with respect to time. Damping coefficient is considered as 
Rayleigh damping model which is a linear combination of mass and system stiffness such 
that: 
                                                        dM dKc m ka b= +                                                    (9.21) 
where dMa  and dKb  are the mass and stiffness damping coefficients. For the frequency 
response analysis, the following equation is used:  
 
 ( )cos( ( ) )
180freq Amp Ph
F F t F
p
w w w= +                                      (9.22) 
In the above equation AmpF  is the load amplitude, PhF  is the load phase and w  is the 
excitation angular frequency. Frequency response expression is used to calculate the 
displacement with the final in the following form: 
            cos(2 )amp phaseu u ft up= +                                            (9.23) 
where in the microbeam, ampu  is amplitude and phaseu  is its phase angle. 
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9.3. Mass Sensing Simulation Results and Discussions 
The model is constructed based on a full coupling of different domains, featuring 
solid and piezoelectric mechanics as discussed in the preceding section. The piezoelectric 
properties of different nanotubes are studied and the one with the highest displacement 
for a given applied voltage is selected to be utilized as microcantilever beam 
nanoactuators. From Table 9.2 it can be concluded that introducing defects in CNT and 
BNNT structures reduces the piezoelectricity considerably. Therefore, the best choice 
will be BNNT with no defects and specific chirality number. The results of BNNTs 
displacement with different chirality numbers are shown in Figure 9.3. 
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Figure 9.3 Voltage-axial displacement plot of BNNTs with different chirality numbers. 
 
From this figure it can be observed that BNNTs with (X,0) chirality produce larger 
displacement compared to BNNTs with symmetric chirality. Also, from this chart it can 
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be seen that applying only a few volts to BNNTs with (X,0) chirality results enough 
displacement suitable for nanosize actuation. By comparing the obtained results, it is 
concluded that BNNT with (9,0) chirality produces the best piezoelectric effect. 
Therefore, this type of BNNT is selected as microcantilever nanoactuators during all 
subsequent simulation procedures.  
Using the constructed model, we can study the effects of unknown mass on different 
microcantilever oscillation behaviors. For this purpose, a thin layer is deposited close to 
the tip of the microbeam which possess a constant volume. Initially, the effect of the 
additional mass on microcant ilever, oscillating with specific frequency is studied. For this 
purpose, an AC voltage with 1 kHz frequency is applied to nanoactuators and the 
microbeam tip displacement is measured. The investigation is conducted for both 
aluminum and titanium materials constructed microbeams and the results are compared 
with each other. The obtained results for both materials are shown in Figure 9.4 and the 
oscillation behavior of each beam, before (solid lines) and after (dotted lines) introducing 
the tip mass is compared with each other. From this figure and by comparing the results 
of both beams prior to introducing the tip mass, it can be observed that the oscillation 
peak in the titanium microbeam is higher compared to the beam made of aluminum. 
However by investigating the initial noise of each beam, before the system rests in its 
final oscillating mode, it can be seen that the amount of noise peak in the aluminum beam 
(0.1 nm) is less than noise peak in titanium beam (0.2 nm). This suggests that the  beam 
with lower stiffness will introduces less initial noise to the system.  
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Figure 9.4 Additional tip mass effects on microcantilever oscillation behavior made of 
aluminum (top) and titanium (bottom). 
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Also from Figure 9.4, it can be observed that the infused system disturbance (i.e., adding 
tip mass) causes an additional vertical displacement compared to microbeam oscillation 
without applying any tip mass. The considered tip mass on both aluminum and titanium 
microbeams is considered to be 0.1 of the total microcantilever weight. Comparing the 
results, it can be seen that the amount of the frequency peak in titanium is higher after 
adding the tip mass to the system. However, it seems the frequency peaks in the 
aluminum made microbeam are more consistent with respect to time compared to the 
peaks in titanium microbeam. 
The frequency response of both aluminum and titanium microcantilevers are 
investigated next. Since several excitation frequencies with considerably low distance 
from each other take place at lower frequencies, we conduct several simulations on a 
wide range of beam frequency responses to select the most dominant one. It was 
observed that around 2.5 to 3.8 GHz frequency range it is possible to achieve one 
bending excitation frequency peak with a considerable distance from other frequency 
peaks, which makes it suitable for microcantilever frequency response analysis. Figure 
9.5 shows the beam frequency response results for both aluminum and titanium beams. 
As seen from Figure 9.5, the displacement amplitude in titanium beam is smaller 
compared to aluminum. Also, the frequency response peak in titanium beam occurs at 
smaller frequency. Furthermore, the study could be extended to investigate the effects of 
additional mass on resonance frequency of the microcantilever.  
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Figure 9.5 Frequency response analysis of aluminum and titanium microcantilever 
beams.  
 
For this purpose, the resonance frequency for different amount of the additional mass 
is measured while the volume of the deposited mass is kept to a constant value (to omit 
any effects by the deposited layer geometry on microbeam oscillation). 
Increasing the microbeam tip mass was continued until the system collapses and the 
bending vibrational mode converts to twisting mode. Both simulated bending and 
twisting microbeam modes are presented in Figure 9.6. The investigation of additional 
mass effects is conducted for both microbeams made of aluminum or titanium.  
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Figure 9.6 Bending mode (left) and twisting mode (right) of the  
microcantilever beam oscillation. 
 
The obtained results are shown in Figure 9.7, where the axial axis represents the ratio 
of the deposited mass to the microcantilever mass. Based on the results given in Figure 7 
for both aluminum and titanium microcantilever beams, increasing the amount of the 
deposited mass causes resonance frequency to merge to smaller values until the beam 
enters its twisting mode. 
The amount of reduction in resonance frequency occurs with a larger slope initially, and 
as this value increases, the slope of the plotted resonance frequency becomes smoother. 
As shown in Figure 9.7, continuation of the deposited mass increase leads to a sudden 
jump in resonance frequency which represents microbeam collapse and demonstrates the 
initial limit between bending and twisting modes. 
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Figure 9.7  Resonance frequency change due to additional mass on aluminum (top) and 
titanium (bottom) microcantilever beams. 
 
The effect of deposited mass displacement on resonance frequency of the aluminum 
microbeam is also studied. For this purpose, the considered mass layer location is shifted 
5 and 10 microns towards microbeam base, respectively, and the system resonance 
frequency is investigated and compared with mass layer original place. The obtained 
results are shown and compared in Figure 9.8.  
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Figure 9.8 Aluminum microcantilever resonance frequency for  
different mass layer location. 
 
Figure 9.8 demonstrates that as the deposited layer displaces and its distance with the 
base of the microbeam increases, the resonance frequency for a specific amount of mass 
decreases, but the overall behavior of the curve remains unchanged. Also, the collapse 
point of the beam occurs in larger mass amount values.  
Finally, the effect of the length of the microcantilever on the resonance frequency of 
the microbeam is investigated. For this purpose, the length of the microbeam is increased 
by 5 microns and the results are compared with the microcantilever with original length. 
During this study, it is assumed that the microcantilever is constructed from aluminum. 
The related results are shown in Figure 9.9.  
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Figure 9.9 Comparison between aluminum microcantilever resonance frequency and a 
similar microbeam with and extended length. 
 
By investigating the resonance frequency diagrams of the original and extended 
aluminum microbeams and comparing with each other, it is observed that increasing the 
length of the microcantilever causes resonance frequency decreases and for the certain 
amount of mass, the resonance frequency va lue of the extended microbeam would be 
smaller compared to original aluminum microbeam. Also, from this figure it can be seen 
that the length increase in microcantilever results in collapse point of the microbeam to 
take place at smaller value of the amount of the deposited tip mass layer.  
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9.4. Nanotube (NT)-based Actuated Microcantilever for Nanoscale Heat Sensing 
Applications  
Energy balance and heat transfer equations are integrated into the developed 
microcantilever model introduced in Sections 9.1 and 9.2 to be utilized as a nanoscale 
heat sensor. The heat effects on oscillation behavior, frequency response and resonance 
frequency of the beam are studied. The heat is introduced to the system by assuming that 
a heat source is placed near the tip of the microcantilever which produces a uniform 
temperature increase along the beam tip surface. Such a system is expected to be more 
accurate and possess a longer life cycle, since the piezoelectric actuators are replaced by 
NT actuators which are more stable in high temperature working conditions. The 
mathematical representation of heat transfer modeling and obtained results are presented 
and discussed in the following sections. 
 
9.5. Energy and Heat Transfer Mathematical Representation 
The heat exchange between the microcantilever and its surrounding is modeled by 
considering natural heat convection through all microbeam boundaries except beam tip. 
The conductive heat transfer inside the beam is calculated by [21]: 
 
                ( )ts p
T
C k T Q
t
d r
¶
+ Ñ × - Ñ =
¶
                                           (9.24) 
 
where tsd  is time scale modeling, k  is the thermal conductivity of the beam, Q  is the 
heat source, t represents time and finally T is the temperature which will be calculated for 
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each element. A combination of natural heat convection and radiation heat transfer is 
considered for the top and bottom beam plates as well as side walls. The convection-
radiation boundary condition is inserted into these boundaries such that they obey the 
following rule: 
4 4( ) ( ) ( )amb ambn k T h T T T Tes- × - Ñ = - + -                                  (9.25) 
 
where h  is the convective heat transfer coefficient, e  is the surface emissivity, s  is the 
Stefan-Boltzmann constant which  is equal to ( )8 2 45.67 10 /W m k- -×  and ambT  is the 
ambient temperature. Convective heat transfer coefficient is calculated separately for 
upper and lower plates as well as side walls. In all cases, it is assumed that the 
surrounding air flow is laminar. The equation for each section is given as [22]: 
Vertical side walls: 
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Upper plate: 
0.25
0.54ave lam
T
h F
L
Dæ ö= ç ÷
è ø
                                               (9.27) 
Lower Plate: 
0.25
0.25ave lam
T
h F
L
Dæ ö= ç ÷
è ø
                                                 (28) 
  
167 
167 
In the above expressions, lamF  is given by: 
1 /4
3
Re
lamF k L T
æ ö= ç ÷Dè ø
                                                (9.29) 
 
where Re  is the Rayleigh number. For the air at atmospheric pressure, lamF  is related to 
temperature as: 
6.3126 1.4322log( )lamF T= -                                           (9.30) 
 
9.6 Heat Sensing Simulation Results and Discussion 
Using the constructed model, we can study the effects of heat on different 
microcantilever oscillation behaviors. For this purpose, a heat source is placed near the 
tip of microcantilever beam to increase the tip temperature to the desired value. It is 
considered that beam is surrounded by air and both convection and radiation heat 
transfers take place between the beam surface plates and their surrounding. The air is 
assumed to be at room temperature with zero velocity, laminar flow and maintained at 
273.15 K during all the simulation procedures. For the side walls of the microcantilever, 
natural vertical wall convection is assumed, while the top surface plate obeys horizontal 
plate with upside natural convection and bottom surface natural horizontal plate with 
downside natural convection. The end of the beam as well as actuators bases are 
considered to be fixed to isolated plates. The stabilized temperature distribution along the 
beam is demonstrated in Figure 9.10. 
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Figure 9.10 Temperature distribution through the microcantilever and the effect of the 
applied voltage on piezoelectric actuators. 
 
For investigating the heat transfer effects on the microcantilever oscillation at a certain 
frequency, an AC voltage with 1 kHz frequency is applied to nanoactuators and beam 
displacement behavior during transition time is studied. The investigation is conducted 
for both aluminum and titanium constructed microbeams and the results are compared 
with each other. The simulation is performed under 283.15 and 293.15K beam tip 
temperature conditions. The obtained results for both materials are shown in Figure 9.11. 
Comparing the two sub-plots in Figure 9.11 with each other, it can be observed that the 
infused system disturbance (i.e., tip beam temperature) causes a vertical shift in 
oscillations. The created shift is because of the heat expansion that occurs in the beam 
material. In both plots, the transition heat effects can be seen by investigating the 
displacement peaks. However, the aluminum made beam can reach its final deformed 
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shape in a shorter time (about 3.2 miliseconds), while for titanium beam it takes about 4.2 
miliseconds to be stabilized. 
 
 
 
Figure 9.11 The microcantilever oscillation behavior under tip temperature increase 
condition for aluminum (top) and titanium (bottom). 
T=283.15K 
K 
T=283.15K 
K 
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Also, comparing the displacement peaks, it is observed that the deformation of aluminum 
beam due to its higher thermal expansion coefficient is larger compared to titanium beam.  
Furthermore, the study could be extended to investigate the effects of temperature 
raise on natural resonant frequency of the microcantilever. Figure 9.12 shows these 
results for the aluminum and titanium beams with the comparison given in Figure 9.13. 
By investigating the resonance frequency figures, it is observed that increasing the 
temperature at the tip of the microcantilever causes a shift in the frequency response 
towards lower frequencies. Comparing the plots, it can also be seen that the resonance 
frequency of the aluminum beam remains higher in all temperature values compared to 
titanium beam. 
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Figure 9.12 Aluminum (left) and titanium (right) microcantilever natural resonance 
frequency for different temperature ranges. 
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Figure 9.13 Comparison between aluminum and titanium microcantilever beams 
resonance frequency for different temperature ranges. 
 
By investigating the resonance frequency figures, it is observed that increasing the 
temperature at the tip of the microcantilever causes a shift in the frequency response 
towards lower frequencies. Comparing the plots, it can also be seen that the resonance 
frequency of the aluminum beam remains higher in all temperature values compared to 
titanium beam. Also, the decreasing slope in aluminum beam occurs consistently. 
However, in titanium beam the decreasing rate of the slope gets smoother for some 
certain temperatures.  
Finally, the rate of the heat penetration into the beam for both aluminum and titanium 
microcantilevers is studied. For this purpose, time-dependent simulations for 283.15 and 
293.15 K temperature ranges are performed. For each temperature value and for each 
material, the time needed for the base surface of the beam to reach its stable temperature 
condition is plotted (Figure 9.14).  
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Figure 9.14 Aluminum (top) and titanium (bottom) microcantilever  
initial temperature rise. 
 
Based on these figures, aluminum beam reaches its final temperature in a shorter time 
and with higher temperature increase rate because of possessing a higher heat expansion 
coefficient, while titanium beam needs longer time to be stabilized. Also from Figure 
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9.14 it can be observed that there is an initial lag in titanium beam until a considerable 
temperature raise is observed, while in aluminum beam, the base surface senses the 
temperature change almost immediately.   
 
9.7. Fabrication of CNTs With Specific Shapes 
During our extensive comprehensive modeling exercise as well as experimental 
works (Chapters 3 through 8), different results were obtained regarding the effective 
parameters on the fabricated CNTs features.  In this section, the information achieved 
during the course of this research is utilized to introduce CNTs with specific features 
such as Y-shaped, helical and CNT with variable diameter along its length. The 
fabrication process of each fabricated specific CNTs and related discussions are 
presented in the following subsections.  
 
9.7.1. Fabrication of Y-shaped CNTs 
As explained in the pervious chapters, CNTs formation and growth occurs as 
nanoparticles become saturated by the absorbed carbon species produced during surface 
phase reactions. Therefore, the CNTs initiate from the location that nanoparticles are 
deposited on substrate surface. Utilizing this phenomenon, three separate nanoparticle 
islands are deposited on substrate to create a triangle. After placing the substrate inside 
CVD quartz tube, CH4 and H2 feed gases with 500 sccm flow rate are inserted into the 
system. Fabrication temperature is set on 973.15K and fabrication time is considered to 
  
174 
174 
be 10 minutes. Inserting hydrocarbon gas with low amount of flow rate at low fabrication 
temperature leads to fabrication of CNTs with small diameters. However, fabrication 
time is considered to be long that it which leads to produce long CNTs. The SEM image 
of fabricated CNTs is shown 9.15.  
 
 
Figure 9.15 Fabricated Y-shaped CNT. 
 
As seen in Figure 9.15, most of the produced CNTs are formed randomly and CNTs 
cover the surface of susbtrate. However, it can be observed that few of the CNTs which 
are longer and formed from separate islands, can create Y-shaped CNT by connecting 
with each other. Therefore, deposition of nanoparticle islands with a specific calculated 
distance from each other can lead to increase in the number of available Y-shaped CNTs. 
This can be considered as a part of our future research. Moreover, this technique can be 
utilized to connect nanoelectronic circuits to each other.  
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9.7.2. Fabrication of Spring-shaped Helical CNTs 
It has been observed that at high fabrication temperatures, thick and long CNTs tend 
to create helical shape along their length, due to the molecular interaction forces in the 
CNTs structures. The curvatures in common helical CNTs are similar to those that can be 
found in thick ropes. However, in this research, it has been tried to fabricate spring like 
helical CNTs. For this purpose, several helical CNTs with applying different fabrication 
conditions are produced. Figures 9.16 and 9.17 show fabricated helical CNTs with two 
different fabrication cond itions (973.15K and 1173.15K).    
 
  
Figure 9.16 Farbicated Helical CNTs with CH4=500 sccm, H2=250, C2H2=130 sccm 
flow rates and T=973.15K applied temperature for 10 min. fabrication time. 
  
176 
176 
As seen from Figure 9.16, helical CNTs are made by inserting 500 sccm of CH4, 250 
sccm of H2 and 130 sccm of C2H2 into CVD quartz tube for 10 minutes. Fabrication 
temperature is considered to be 973.15K. The reason of applying ethylene gas in the 
system is to increase the available carbon species, since as mentioned, CNTs should 
possess thick diameters. In Figure 9.16, a tendency towards producing spring like CNTs 
structure can be observed. However, perfect spring shaped CNTs cannot be obtained by 
applying the described fabrication conditions.   
 
  
Figure 9.17 Farbicated Helical CNTs with CH4=500 sccm, H2=250, C2H2=130 sccm 
flow rates and T=1173.15K applied temperature for 10 min. fabrication time. 
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Such problem may occur due to the lack of enough available carbon species during 
fabrication procedure which lead to CNTs production with smaller diameter. As CNTs 
diameter decrease, the available interaction energy between carbon atoms in the CNTs 
structures reduces accordingly (as shown in Chapter 7). Hence there will not be enough 
attraction energy to produce spring shaped CNTs. For eliminating the aforementioned 
problem, fabrication temperature is increased to 1173.15K. This causes surface reaction 
sets become more active and more carbon species will be produced. It should be 
mentioned that inserted hydrocarbon flow rates are kept unchanged, due to the increase in 
production ratio of amorphous carbon vs. CNTs at high hydrocarbon flow rates (as shown 
in Chapter 4). As seen in Figure 9.17, as expected, increasing fabrication temperature 
results in producing perfect spring shaped CNTs.  
 
9.7.3. Fabrication of CNTs as Nanoprobe 
As shown earlier (Chapters 4, 6, 7 and 8), CNTs’ diameters are directly affected by 
the amount of flow rate of inserted gases as well as fabrication temperature, especially at 
the region close to substrate surface. Therefore, utilizing the obtained information from 
pervious chapters, we have tried to produce CNTs with variable their diameters along 
their lengths. For this purpose, a multistage CVD-based fabrication process is proposed to 
create a multidiameter CNT. The fabrication conditions of each of the applied fabrication 
stages are given in Table  9.5.  
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Table 9.5 Applied multistage CNT fabrication condition. 
Stage 
no. 
CH4 
(sccm) 
C2H2 
(sccm) 
H2 
(sccm) 
T 
(K) 
t 
(min) 
1 500 0 500 873.15 4 
2 750 130 500 1273.15 3 
 
In the first fabrication stage, both temperature (873.15k) and hydrocarbon flow rate 
are kept at lower levels (CH4=500 scccm) to produce CNT with smaller diameter. After 4 
minutes, the feed gases flow is terminated and argon gas (to terminate CNT growth) is 
inserted into the system while fabrication temperature increases to 1273.15K. In the 
second stage of fabrication process, CH4 flow rate is increased (750 sccm) and C2H2 (130 
sccm) as the secondary hydrocarbon gas is also added to produce higher number of 
carbon species. The fabrication time in the second stage is considered to be 3 minutes. 
The reason of applying short fabrication time in both stages is to prevent CNTs to 
become so long that they twist into each other. Moreover, the fabrication time in the first 
stage considred to be 1 minute longer, since as shown in Chapter 4, growth rate at low 
fabrication temperatures is smaller compared to higher temperatures.  
The SEM image of the fabricated CNT is shown in Figure 9.18. As seen in Figure, 
9.18, a diameter increase can be observed at almost middle of fabricated CNT. This 
phenomenon was not observed in CNTs with small diameters due to the inconsiderable 
amount of diameter change in such CNTs (as shown in Chapter 7). The produced CNT 
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can be utilized as a CNT-based nanoprobe for use in applications such as Scanning Probe 
Microscopy (SPM). 
 
Figure 9.18 Fabricated CNT-based nanoprobe. 
 
9.8. Chapter Summery 
Nanomechanical Cantilever Sensors (NMCS) have recently attracted a widespread 
attention for use in different nano- and micro-size applications such as studying the 
nanoscale surface topography by scanning probe microscopy and atomic force 
microscopy (AFM).  In newer AFM systems, a sharp probe is placed at the tip of the 
microcantilever and a piezoelectric patch actuator deposited on the cantilever surface 
produces the movements of the probe above the examined surface.  Similar system can be 
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also utilized for mass sensing purposes by adding an unknown mass to the tip and 
measuring the beam deflection and the amount of shift in the resonance frequency that is 
caused by the addition of the tip mass.  This sensing paradigm finds many applications in 
medical and biological fields such as DNA strand and bacteria weight measurement.  
However, one of the major issues in all piezoelectrically-actuated microcantilevers is the 
low actuation energy of the piezoelectric patch.  Most of the current and widely used 
piezoelectric materials possess low mechanical characteristics such as low Young’s 
modulus of elasticity, low yield strength and most importantly incompatibility with most 
biological species and environment.  It has been shown that both carbon and boron nitride 
nanotubes (CNT and BNNT) possess outstanding mechanical, chemical and electrical 
properties with acceptable piezoelectricity which make them suitable for microcantilever 
actuation applications. In this chapter, a multi-physics multi-scale model is proposed in 
which the actuation of microcantilevers is produced by two sets of nanotube layers.  
Through extensive simulations, BNNTs were chosen to be used as the actuators because 
of their enhanced piezoelectric characteristics compared to CNTs. The modeling 
framework is used to investigate the effects of deposited tip mass with different weights 
as well as tip heat source on frequency response and resonance frequency of the 
microcantilever beam.  These microbeams are made of aluminum or titanium materials 
and the results are compared with each other. 
The obtained CVD-based CNTs fabrication information (Chapter 4 through 8) is 
utilized to produce CNTs with specific features such as Y-shaped and spring-shaped. 
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Moreover, a multistage CNT fabrication process is proposed for producing CNT-based 
nanoprobe.  
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CHAPTER 10 
CONCLUSIONS AND FUTURE WORKS 
 
During the course of this research, several important results were achieved. This 
chapter briefly summarizes major conclusions of obtained results for each chapter are as 
as well as future work. 
 
10.1. Conclusions 
· Chapter 4: A time-dependent multiphysics, multiphase based CVD system model was 
introduced for CNT fabrication process using CVD. CNTs growth rate and the quality 
of the final product under different synthesis condition were studied through extensive 
simulations and experiments. It was observed that increasing CH4 will increase the 
amount of available carbon compound molecules resulting from gas phase reactions. 
However, introducing more H2 into the system will cause a decrease in carbon 
compound species but it increases the available H molecule. It was concluded that the 
main role of H2 gas species during CNTs fabrication process is to reduce other forms of 
carbon molecules structures such as amorphous carbon which is undesirable. Since the 
amount of amorphous carbon increases by temperature rise, more H2 flow rate is  
needed. It was also observed that temperature and CH4 flow rate raise will increase the 
CNTs growth rate except at high fabrication temperatures under insufficient H2 flow 
rate where a reduction in CNTs growth rate takes place. This work can be utilized to 
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introduce a pathway for CVD-based CNTs fabrication process optimization when 
accompanying by some in-situ measurement and diagnosis systems. The optimization 
process can be selectively tuned depending on the expectation cost and application of 
CNTs final product criteria.  
· Chapter 5: Different physical phenomena inside the CVD reactor chamber were 
investigated. Transient velocity profiles with respect to time and initial reactor chamber 
length were studied and it was concluded that for both cases, feed gases flow reach its 
steady-state, fully-develop condition immediately. Heat transfers by convection, 
conduction and radiation were also studied and it was observed that most of the 
received energy by substrate is by radiation heat transfer. Also, the received energy by 
feed gases is much lower compared to substrate. Therefore, substrate temperature was 
found to be higher compared to its surrounding gases which causes a heat flow from 
substrate to feed gases. The diffusive flux of feed gas species into the substrate was 
examined and a higher diffusive flux was observed at leading edge compared to the end 
of substrate. Accordingly, higher carbon species concentration at the tip of substrate 
was found compared to its end. Therefore, it is expected that the fabricated CNTs 
possess a higher growth rate near the substrate edge. Finally, it was shown that the feed 
gases temperature is considerably lower than the predefined temperature. For this 
reason and in order to enhance CVD fabrication process by raising gas phase reactions 
temperature, two new CVD configurations were proposed.  
· Chapter 6: Different physical properties in a region close to substrate surfaces were 
evaluated. It was shown that the final concentration of produced carbon species 
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depends on several physical parameters as well as substrate location and orientation 
inside CVD reactor chamber. It was observed that changing the lateral location of 
substrate will create asymmetrical physical properties on the top and bottom substrate 
surfaces. It was found that the surface with higher diffusion rate will possess carbon 
species with more concentration. Also, introducing substrate angle into the system 
increases carbon species concentration on the bottom surface, but the amount of 
concentration reduces on top. The dependency of carbon species concentration to 
substrate angle was observed to be nonlinear on both top and bottom surfaces. 
Moreover, the amount of produced disturbance in gas flow around a horizontal 
substrate as well as in the existence of substrate angle was investigated. It was 
concluded that the minimum amount of disturbance occurs around a horizontally placed 
substrate. Therefore, for multistage CVD fabrication process, it is proposed that placing 
substrate horizontally will lead to a more uniform final product. The obtained results 
can be utilized in CVD-based CNTs fabrication process as well as other types of CVD-
based productions.  
· Chapter 7: MD simulation technique was used to investigate carbon molecules 
diffusivity into Fe2O3 and FeO nanoparticles. By investigating energy and temperature 
diagrams for the NPT system simulated cells, it was observed  that Fe2O3 nanoparticle 
has more stable structure compared to FeO, especially in higher simulation 
temperatures. From the obtained MSD and diffusivity diagrams for the simulated 
nanoparticles, it can be concluded that increasing the temperature causes higher 
diffusivity values but the rate of increase varies by temperature. In the diffusivity 
  
186 
186 
diagrams, three distinctive regions were observed as the simulation temperature varies. 
Comparing with the results from CNTs synthesis by CVD system, it was later revealed 
that these regions correspond to the following CNTs fabrication temperature limits:  
1. MWCNT synthesis region: After initial increase, a reduction in diffusivity rate was 
observed. This region is located in the temperature limits required for MWCNT 
synthesis. 
2. Transition region: As the temperature increases, a considerable increase in diffusivity 
rate was observed. Compared with the results from experiments, it reveals that this 
region corresponds to the transition part where MWCNT, SWCNT or the 
combination of both configurations can be achieved. 
3. SWCNT synthesis region: By further temperature increase, the diffusivity rate 
decreases again which is within the temperature limits of SWCNT fabrication. 
Finally, silicon molecular structure was added to the simulated nanoparticles. The 
comparison results show a decrease in carbon diffusivity from the simulation case 
without silicon substrate. This decrease is more distinctive in higher temperatures. 
Also, it was observed the effect of silicon on FeO  is less than 2 3Fe O  nanoparticle. 
It was shown by SEM image that CNTs with larger diameter are thicker at their base, 
close to nanoparticles and substrate surface. This can be explained based on our 
substrate scale modeling. As shown in Chapter 6, the substrate surface temperature, is 
considerably higher compared to surrounding gases. Also, it was seen that there is a 
considerably high temperature drop as the distance from substrate increases. Therefore, 
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it can be expected the CNTs section close to substrate surface, possess a higher 
temperature which create more expansion compared the CNTs sections, far from 
substrate surface. For this reason and by utilizing MD simulation tool, the effects of 
temperature increase on diameter of CNTs with different chirality numbers were also 
investigated. It was observed that temperature increase create more energy change in 
CNTs with larger diameters. Moreover, the increasing percentage of energy in armchair 
CNT was observed to be higher compared to chiral nanotubes energy increase trend. 
However, in zig-zag nanotubes, this increasing percentage in the CNT molecular 
structure would be smaller compared to chiral nanotubes.  
· Chapter 8: CVD-based CNTs fabrication process was utilized to study the effects of 
fabrication temperature and feed gases flow rates on the produced CNTs diameter and 
the purity quality of the final product. Based on the conducted experiments, it was 
observed that increasing the amount of gas flow rates and/or fabricated temperature will 
result in producing CNTs with higher number of wall layers which can be observed as 
diameter increase. Investigating the amount of amorphous carbon formation, it was 
concluded that increasing hydrocarbon flow rate results in higher production of 
amorphous carbon. This phenomenon increased rapidly as higher fabrication 
temperature was applied. However, it was shown that applying hydrogen gas during the 
fabrication process can help purifying the fabrication process and decrease the amount 
of produced amorphous carbon as undesired product. 
· Chapter 9: A new configuration for microcantilever beam actuation using nanotube-
based piezoelectric actuators was introduced. The study demonstrated that BNNTs with 
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(9,0) chirality are among the best candidates for nanotube actuators. The model was 
used to study the tip mass effects on the microcantilever beams made of aluminum and 
titanium. From vibrational excitation studies with a constant frequency (1 kHz), it was 
demonstrated that the deposited mass on titanium microbeam produces larger amount 
of displacement peaks compared to aluminum beam. However, the increased peaks 
shift in aluminum microcantilever occurs more consistently. By conducting frequency 
response analysis, it was found that increasing the amount of deposited tip mass will 
result in microbeam resonance frequency reduction. This decrease occurs with larger 
rates in both aluminum and titanium beams. However, as the amount of the deposited 
mass gets larger, the resonance frequency slope reduces considerably. In both 
microbeams, this reduction in resonance frequency continues until the beam collapses 
and its vibrational mode changes from bending to twisting mode. Also, by studying the 
frequency response of both beams, it was concluded that the frequency response peak 
in aluminum occurs at higher frequency when compared with titanium. Finally, the 
effects of the deposited mass displacement on microcantilever and also microbeam 
increasing length effects for aluminum microbeam were studied. It was found that 
moving the deposited mass towards microbeam base increases resonance frequency for 
the certain amount of deposited mass and microbeam collapse can be postponed. 
However, the main behavior of the resonance frequency diagram remains unchanged. 
Also, any increase in the microbeam length, shifts the resonance frequency diagram 
toward lower values and the microbeam collapses at smaller deposited mass. This 
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current study can be considered as a stepping stone to design a more accurate 
microcantilever beam with its application to micro/nano mass-sensing.  
Also, the model was used to study the heat effects on the microcantilever beams made 
of aluminum and titanium. It was found that temperature change at the beam tip causes 
an initial disturbance in displacement-frequency peaks until the beam reaches its final 
deformed shape. The required time for this stable condition in titanium is less than 
aluminum beam and because of the lower thermal expansion coefficient, less 
deformation occurs in titanium beam. The thermal effects on frequency response and 
resonance frequency were also investigated for both beams. It was concluded that the 
frequency response peak in aluminum occurs at higher frequency when compared with 
titanium. Also, as the temperature increases in both beams, the resonance frequency 
peak is shifted to lower frequency values. However, the temperature decrease in 
aluminum beam is more consistent compared to titanium. Finally, the required heat 
penetration time due to the temperature increase to make the base section of the 
microcantilever beam stabilized was investigated. It was observed that aluminum 
reaches the final temperature value faster when compared to titanium. Also, the slope of 
the temperature change in aluminum occurs almost as soon as the beam tip temperature 
rises, but in titanium beam an initial lag in temperature change was observed. From this 
observation, it was concluded that it takes longer time for heat to travel and being 
sensed at the beam base surface in titanium compared to aluminum beam. The current 
study can be considered as a stepping stone to design a more accurate microcantilever 
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beam for use in a variety of systems such as AFM through understanding thermal 
environmental effects. 
Finally, the obtained information from our CVD-based CNTs fabrication process 
study was utilized to produce CNTs with specific features, such as Y-shaped and 
spring-shaped CNTs. Moreover, a new multistage CNTs fabrication method was 
introduce, in which it, the temperature and flow rates can be decreased or increased 
during fabrication process. This multistage method was ut ilized to produce CNT with 
variable diameter along its length. The new produced CNT can be utilized as a CNT-
based nanoprobe for applications such as SPM.  
 
10.2. Future Works 
Utilizing the obtained information from this research, the following developments 
and investigations could be pursued as future works 
Introducing controllable CVD-based CNTs fabrication procedure : The developed 
multiphysics, multiscale CNTs fabrication process model will be utilized in a feedback 
control loop system. The schematic of proposed feedback control loop system is shown in 
Figure 10.1. The proposed model will be combined with some in-situ diagnosis systems 
such as laser beam to control and fabricate CNTs with the desired features.  
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Figure 10.1 Proposed controllable CVD-based CNT fabrication process. 
 
· Investigation of CNTs chirality and diameter dependency to deposited 
nanoparticles: The effects of applied temperature on diameter and chirality of CNTs 
were investigated in Chapter 4. However, as it was mentioned in this chapter, the 
interaction force between fabricated CNTs and corresponding nanoparticles can be 
effective on diameter and chirality of CNTs and it should be taken into consideration. 
This can be done by applying quantum mechanics simulation tools in order to achieve 
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accurate and dependable results. This investigation can be considered as one of the  
future works and the results can be integrated in the already developed comprehensive 
CNTs fabrication model.  
· Nanotube-based active composite materials: Although CNTs possess many 
outstanding properties, but as discussed in Chapter 9, the piezoelectric property of 
CNTs is considerably lower compared to available piezoelectric materials such as ZnO. 
However, ZnO’s mechanical properties are not impressive. Therefore, as one of the  
future works, we propose the fabrication of new types of nanocomposite materials with 
combining two different materials, in order to create a new material which can possess 
the outstanding properties of both implemented materials. For this purpose, we intend 
to fabricate CNTs initially. Then, in the next fabrication process, zinc powder can be 
added into the CVD system. Under applied oxygen gas and fabrication heat, ZnO 
species will be produced and to create a second cover on the outer surface of fabricated 
CNTs.  
 
 
 
