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INTRODUCTION 
The relationship between the commutator subgroup of the orthogonal 
group and the spinorial kernel occupies a prominent position in the structure 
theory of orthogonal groups. One has, for example, the classical result 
that these groups are equal if the underlying space is “regular” and represents 
zero nontrivially (the isotropic case). The structure of the associated factor 
group is known in the case when the underlying field is a local or global 
field (of arbitrary characteristic). These results may be found in [l], [3]-[5]. 
In this paper we examine the relationship between these two groups 
when V is a nondegenerate, defective quadratic space over a field F of 
characteristic 2. We are able to prove that these groups are equal if the 
underlying space is isotropic. This result appears as 3.1 in the text. We 
also show that the two groups are equal whenever [F: FaJ = 2 and, thus, 
extend to the defective case the main results in [l] and [5]. 
In Section I we establish some of our notation and terminology, we 
fix the assumptions that will be in force throughout the paper, and we 
supply statements and proofs of certain results pertinent to the groups 
under consideration. In Section 2 we use some unpublished results of Carl 
Riehm to define the spinor norm and the spinoriul kernel. We include a fairly 
complete treatment for the reader’s convenience. We note that the Cltzord 
Algebra is not needed in this approach to the spinor norm and that the 
multiplicative group in which the spinor norm assumes its values is, in 
general, different from that used in the nondefective case. (See Section 2 
for details). In Section 3 we establish our main results alluded to above. 
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1. PRELIMINARIES 
We assume that the reader is familiar with the basic facts concerning 
quadratic forms over fields as treated in [2]-[4]. We recall a few aspects 
of this theory in order to establish our notation, terminology, and conven- 
tions. Additional such material will be introduced as needed. 
V will be a finite dimensional quadratic space over a field F of charac- 
teristic 2, 4 will be the quadratic form, and ( , ) will be the associated 
symmetric bilinear form. If U is a subspace of V we let U* denote its 
orthogonal complement with respect to the bilinear form. We use P and fi2 
to denote the multiplicative groups of F and F2, respectively, and we use 
(q( V*)) to denote the multiplicative subgroup of P generated by the nonzero 
elements of q( V*). The general inear group, symplectic group, and orthogonal 
group are denoted, respectively, by GL, Sp, and 0. A subspace U is said 
to be defective (totally defective) if U n U* # (0) (UC U*); otherwise 
we say that U is nondefective (not totally defective). V is said to be degenerate 
if V* contains isotropic vectors. (Note that we use the term isotropy as in 
[4], not as in [2] and [3]. Thus, our isotropic vectors are the vecteurs inguZi&es 
of [2] and [3].) If V is nondegenerate then every element of O(V) acts like 
the identity on V*. In particular, O(V) is trivial if V is totally defective 
and nondegenerate. 
The map Q is a semilinear homomorphism (with respect to the squaring 
isomorphism) from the F space V* to the F2 space F. If V is nondegenerate 
this map is injective and the F dimension of V* is equal to the F2 dimension 
of Q( V”). 
Throughout this paper we assume that V is defective, nondegenerate, 
and not totally defective, that F has more than two elements, and that p(V*) 
contains F2. This last assumption is equivalent to assuming that 1 is repre- 
sented by V* and, in light of our first assumption, can always be made 
without loss of generality. 
Given a in V and h in F the map T~,~ defined by TV&) = x + h(x, a)a 
is an F-linear map of V into V. The following properties are easily verified 
(1) T&A = 1 if and only if X = 0 or a E V*. 
(2) Taa,A = Ta*cA for all 01 in F. 
(3) ~lz~A~a,u = Ta*,l+tL for all X, u in F. 
(4) & = 1. In particular T,,~ is in GL( V) with T,.‘, = T,,~ . 
(5) (T,,A~, T~.AY) = (x, y) Vx, Y in V. 
(6) IfT,,, # 1 then7a,A is a transvection with line Fa and hyperplaneFa*. 
(7) T,,~ is in O(V) if and only if a E V*, X = 0, or q(a) # 0 and 
h = q(a)-‘. If TapA # 1 then T,,~ is in O(V) if and only if q(a) # 0 and 
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A = q(a)-‘. In this case we write 7, for T,,~ (such maps are called orthogonal 
transvections). 
(8) If CJ is in O(V) then CJT,,~U-~ = 7Ga,A and UT/ = T,, . 
In [2] and [3] O(V) is identified with a subgroup of the symplectic group 
of a nondefective space in the following fashion. Express V as E L V* 
with E a nondefective subspace of V chosen to have the same “Witt index” 
as V. In particular E is isotropic if V is isotropic. Let Sp(E) denote the 
symplectic group of E. Let d = (C E Sp(E) 1 q(ux) + q(x) E q( V*) Vx E E>. 
Then rl is a subgroup of Sp(E) and d is isomorphic to O(V). We briefly 
recall how this isomorphism is defined. If T is in O(V) then 7 acts like the 
identity on V*. If x E E then T(X) = pi + us, where pi E E and 
T&) E V*. It is easily seen that T1 is in d. The map 7 -+ 71 is the desired 
isomorphism (see [2] for details). Conversely, given T1 in d the corresponding 
element 7 in O(V) is determined as the unique element of O(V) with (i) 
7 1 V* = 1 and (ii) 3 a unique 72: E --+ V* with T(x) = pi + 72(x), 
‘dx in E. 
As a special case consider T1 = Ta,A with X + h2p(a) in q(V*). Let b be 
the unique vector in V* with q(b) = /\ + Pq(a). Then 
TX = X + x(x, a)U + (x, U)b = x + (X, a)(h@ + b) = x + k”(x, w)w, 
where w = ha -j- 6. Moreover h = n(w) and so 7 = Tw . We will utilize 
this a bit later. 
Note. We will not identifu O(V) and d. 
In [2] it is shown that d is generated by those transvections in Sp(E) 
that are of the form Ta,A , where X + Pn(u) is in q(V*). It follows from 
this result and the above mentioned isomorphism that O(V) is generated 
by orthogonal transvections. It is also shown in [l] that DA, the derived 
group of A, is simple if V is isotropic and, in this case, is generated by the 
semisingular trunsvections (those transvections in A of the form TasA , where 
q(u) is in q(V*)). Hence, DO(V) is simple if V is isotropic. We utilize this 
fact to derive the following generation theorem for DO(V). 
PROPOSITION 1.1 [Dieudonne]. If V is isotropic then 
WV’) = ({Tw 1 q(w) E dv*)))- 
Proof. Since DO(V) is simple it is enough to show that Tw is in DO(V) 
whenever q(w) is in q(V*). To this end, we consider the image of TV under 
the isomorphism from O(V) to A. Let h = q(w)-I. Since q(V*) is closed 
with regard to inversion, X is in q(V*). Express w = a + b, where a is in E 
and b is in V* (using the splitting of V as V = E 1 V*). Then TV = 
x + x(x, w)w = x + ‘\(x, a)u + A(x, u)b. Hence, Tw corresponds to T,,h , 
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where w = a + b, a in E, b in V*, and h = q(w)-‘. Since q(w) = q(a) + q(b), 
q(a) E q( V*) if and only if q(w) E q( V*). Hence T,,~ is in DA and we are done. 
Q.E.D. 
1.2. Assume that V contains UTZ isotropic vector. Let x belong to V - V*. 
Then there is an isotropic vector y with (x, y) f 0. 
Proof. If q(x) = 0 we choose z with (x, .z) = 1 and set y = q&)x + z. 
Now assume that q(x) f 0. Let z be an isotropic vector (hence z $ V*). 
If (x, z) # 0 choose y = z. So we assume (x, z) = 0. Consider Fx + Fx. 
This is a plane since q(x) # 0 and q(z) = 0. Since neither x nor x are in 
V* we can choose w and t with (x, w) # 0 and (z, t) # 0. If (z, w) # 0 
set u = w. If (x, w) = 0 but (x, t) f 0 set u = t. If (z, w) = 0 and 
(x, t) = 0 set u = w + t. Note that (u, x) # 0 and (u, z) # 0 in all cases. 
Hence H = FU + Fz is a hyperbolic plane and H can be expressed as 
H = Fy + Fz, wherey is isotropic. If (y, x) = 0 then (u, x) = 0 and we have 
a contradiction. Hence y is the desired vector. Q.E.D. 
1.3. Let H be a hyperbolic plane over afield F with more than two elements. 
Let a~ be a non-zero element of F. Then H = Fx + Fy, where q(x) = q(y) = 01. 
Proof. Express H = Fi + Fj, where i and j are isotropic and (i, j) = 1. 
If~#lthenwesetx==cG+jandy=i+~j.Ifol=lsetx=/3i++-lj 
andy=/3-ri+flj,where/?#Oorl. Q.E.D. 
1.4. Let x and y be such that (x, y) = 0 and q(x) = q(y). Assume that 
V contains an isotropic vector w with (x, w) # 0 and (y, w) # 0. Then there 
is a z in V with (x, z) + 0, (y, GZ) # 0 and q(x) = q(z). 
Proof. We may assume that (x, w) = 1. Let H = Fx + Fw. Then H 
is a hyperbolic plane. By 1.3 we can find z in H with (x, x) # 0 and 
q(x) = q(z). If (x, y) = 0 then (w, y) = 0 since x and x span H and 
(x, y) = 0. This is a contradiction. Hence (z, y) # 0. Q.E.D. 
1.5. Assume x and y are in V - V* with q(x) = q(y) # 0. Then there 
is a (J in O(V) with ux = y. In fact one can take o = rz+y 17(x, y) # 0 and 
0 = T~+~T~+~ with q(z) = q(x), (x, z) # 0 and (y, z) # 0 if (x, y) = 0. 
Proof. Case 1 (x, y) # 0. Then 72+11 does the job. Case 2 (x,y) = 0. 
We may assume x # y (otherwise u = 1 will do the job), In particular, 
V is isotropic. Apply 1.2 to choose isotropic w, and wz with (x, wr) # 0 
and (y, w2) # 0. If (x, w2) # 0 we set w = w2 , apply 1.4, and reason 
twice as in Case 1. If (x, WJ = 0 but (y, wr) # 0 we set w = wr , apply 
1.3, and reason twice as in Case 1. Thus we may assume (x, w.J = 0 and 
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(Y, WI> = 0. If (WI , ws) = 0 then w, + ws is isotropic (note wr $Fw, 
since (x, wl) # 0 and (x, ws) = 0); set w = w1 + wz , apply 1.4, and 
proceed as before. If (wi , wa) # 0, let w = (wi , w&i q(x)q + wa . Then 
q(w) = Q(X), (x, w) # 0, and (y, w) # 0 and we may proceed as in Case 1. 
Q.E.D. 
1.6. Let (a, , . . . , a,} and {bi ,. . . , b,} be nonisotropic vectors with {q(q),..., q(a,)} 
a permutation of (q(b,),..., q(b,)}. Then 7,, ... ‘al is in rbl .-. TV, DO(V). 
Proof. As in 55.3 of [4] with 1.5 replacing 42.17. Q.E.D. 
2. THE SPINOR NORM IN THE DEFECTIVE CASE 
A. The Bilinear Form of a Residual Space 
First some notation, V will be as before. For (T in O(V) we set U’ = (5 + 1. 
Then u’ is an F linear map of V into V. We set R = a’V, the residual space 
of u. Note that u and u’ permute and that UR = R. If U, ur , us ,... are elements 
of O(V) then their respective residual spaces are denoted by R, RI , R, ,... . 
The following are immediate. Note that (b) implies (a) and (c) 
l(a) (u’x, Y) + (a’~, 4 = (u’x, 0’~). 
(b) q(u’x) = (u’x, x). 
(c) R n V* = (0). 
(d) If u is an F linear map and a’ is defined as above then u is in 
O(V) if and only if (b) is satisfied. 
We now define a bilinear form on R in the following way. Let u and v 
be in R. Express u = u’x and v = u’y and set [u, v10 = (u’x, y). Using 
the properties in (1) it is easy to see that this is a well defined map. The 
verification that [ , I0 is bilinear is straightforward. Note that [ , IV is 
not symmetric in general. In the next proposition we will show that [ , ID 
is nondegenerate (from either side). Note that we now have used the term 
nondegenerate in two distinct ways. No confusion will result if the reader 
observes that we never use the term in the former (no pun intended!) sense 
in reference to proper subspaces of V. For example, a residual space R 
is necessarily a proper subspace of V and, hence, the phrase “R is non- 
degenerate” would mean that the form [ , ID on R is nondegenerate. 
The conditions l(a) and l(b) may be expressed as l’(a) [u, v]~ + [v, ~1~ = 
(u,.v) and (b) [u, ~1~ = q(u) for all u and v in R. 
We will write [ , ] for [ , I,, if no confusion is likely to result. 
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PROPOSITION 2.1. (i) u is an isometry with respect to [ , ] on R. 
(ii) [w, U] = [u, UV] for all u and v in R. 
(iii) [ , ] is nondegenerate. 
Proof. (i) is straightforward. 
(ii) [u, owl = C , 1 u 2, + [ 2.4, a’v] = [u, TJ] + (24, v) = [ZI, u]. 
(iii) Assume [Y, V] = 0 for all v in R then (u, x) = 0 for all x in V 
and u is in I’* n R = {O}. Now assume [a, U] = 0 for all v in R. Then 
u = 0 follows from the case just established and (ii). Q.E.D. 
PROPOSITION 2.2. Let W be any subspace of V with W n V* = (0). 
Assume that W has a nondegenerate bilinear form [ , ] on it and that [ , ] 
satisfies property l’(b). Then there is a unique u in O(V) with the property 
that R = W and [ , I0 = [ , 1. 
Proof. Let Y be the dimension of W. Let W’ be the dual space of W. 
Then the map w + [ , w] is an isomorphism of W onto IV’. Let y be in V. 
Then there is a unique vector u’y in W with 
(u, Y) = b, fJ’y1 for all u in W. (*I 
It is easy to see that u’ is linear from V into W. To show that u’ maps onto 
W it is enough to show that dim W + dim ker u’ = dim V. From (*) 
ker u’ = W*. Since W n V* = (0) we have dim W + dim W* = dim V. 
Now set u = u’ + 1. We must show that u is in O(V). Clearly u is linear. 
By (*) (u’x, x) = [u’x, u’x] for all x in V. By l’(b), (u’x, x) = q(u’x). Hence 
q(ux) = q(x) for all x in V and u is in O(V). 
It is clear that u is unique and that R = W. By (*) [ , I,, = [ , 1. Q.E.D. 
Remarks. Notation as in 2.2. 
(1) If W is the anisotropic line Fw, w $ V*, and [ , ] on Fw satisfies 
l’(b) then u = TV. 
(2) We say that u is the isometry belonging to W. 
B. Bilinear Forms 
We will need the notion of a semiorthogonal splitting. To this end let 
W be a finite dimensional vector space over F and let [ , ] be a bilinear 
form on W. If W= U,@-..@U, is a direct sum decomposition with 
[U, , Vi] = 0, whenever i < j we write W = U, 1 ... 1 U, . Such a 
decomposition is said to be a semiorthogonal splitting. If U is a subspace 
of W (with the inherited bilinear form) the discriminant of U, denoted 
disc U, is defined as in the case of symmetric bilinear forms. U is non- 
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degenerate if and only if disc U # 0. If W = Vi 1 ... 1 U, , then 
disc W = jJii, disc Vi . In particular, W is nondegenerate if and only if 
each U, is nondegenerate. If U is a nondegenerate subspace of W then 
W = U 1 U” = OU 1 U, where UO and OU are the subspaces {w E W 1 
[w, U] = 0} and {w E W 1 [U, w] = 0}, respectively. In subsequent sections 
of this paper we will be applying these considerations to subspaces of V 
whose bilinear forms are constructed from the forms [ , I,, , a in O(V). 
These applications will yield the definition and basic properties of the 
spinor norm of O(V). 
C. The Spinor Norm 
We are now prepared to define the spinor norm, 0, of O(V). This map 
takes its values in the multiplicative group p/(q(V*)) and is defined as 
follows: if u = 1 we set 0(u) = (q(V*)); if u # 1 we set B(U) = (disc R)-l. 
It is clear that 0 is well defined. In 2.5 we will show that 0 is a homomorphism. 
Remarks. (1) If F is perfect then (q( V*)) = P and 0 is trivial. 
(2) em) = 4~4 . cdv*)). 
PROPOSITION 2.3. Let u in O(V) have space R and form [ , 1. Let U 
be a nondegenerate subspace of R. Then R = U J- U” with U” nondegenerate. 
If p and r are the isometries belonging to U and U”, respectively, then u = pr 
and ecu) = e(,) . e(,). 
Proof. The first statement is clear. The result e(u) = B(p) . e(7) follows 
from disc R = disc U . disc U”. Now u = p7 is equivalent to a’ = 
p’ + T’ + ~‘7’. Let r be in R and y in V. Express r = u + u. with u in U 
and u. in U”. Since p’V = U, T’V = U” and [UO, U] = 0 we have 
[r, P'Y + T'Y + p'~'yl = (r,y). N ow apply (*) as in the proof of 2.2 to 
conclude that a’ = p’ + T’ + p/r’. Q.E.D. 
Now let a, and us be isometries with spaces R, and R, , where Rl n R, = 
(0). Let W = Rl @ R, . It is possible to put a bilinear form on W that 
satisfies l’(a) and l’(b). In fact this form is determined by 
[rl , sll = [rl 2 d, if r, , s, are in R, , 
[rl , r23 = (rl , r2) if r, is in R, and r2 is in R, , 
[r2 ,51 = 0 if r, is in R, and r2 is in R, , 
[r2 ,4 = [rZ ,do, if rs and ss are in R, . 
If this is done then W = R, 1 R, (semiorthogonal splitting). 
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PROPOSITION 2.4. Let q and crz in O(V) have spaces RI and R, with 
R, n R, = (0). Let W = R, + R, have the bilinear form induced as described 
above. Let WI = W n V*. Then WI is a nondegenerate subspace of W and 
WI0 = OW, . Moreover, WI0 is the space R belonging to u = qu, and W = 
WI _L R = R 1 WI. 
Proof. WI is nondegenerate since q(w,) # 0 for all nonzero w1 in WI 
and Q(w,) = [wl , w,]. If w1 is in WI and w is in W then [wI , w] + [w, wl] = 
(7% 9 w) = 0. Hence [wl, w] = [w, wl] for all wr in WI and w in W. In 
particular WI0 = “WI . 
Now let w in W be expressed as w = rl + ra where ri is in Ri , i = 1, 2, 
and let v be in V. Then 
[w, do] = [w, u,‘v + u2’v + u1’u2’v] 
= [f-l 9 u11v +4%vo1 + (5 , %q + If-2 , %‘Vlo2 
= o+l Yv + u,‘v> +(Tl I uz’v) + (YB , v) = @I. + r2 3 v) = (WY 4. 
Hence 
[w, u’v] = (w, v) VWEW, VEV. (**) 
Letting w run over WI shows that u’ V Z “WI . Moreover, [ , ] agrees 
with [ , lo on R = u’V. Thus we may write OW, = R 1 U for some 
space U. But (U, V) = 0 follows from (**) and this means that U C V* n 
“WI = (0). Hence OW, = R. Q.E.D. 
THEOREM 2.5. 0 is a homomorphism. 
Proof. Let u1 and u2 be in O(V) with neither equal to the identity. 
Since O(V) is generated by orthogonal transvections it is enough to verify 
that B(urus) = e(u,) e(u,) w h en a, is an orthogonal transvection. If ur = u2 
the result is clear. If R, n R, = (0) we apply 2.4. Assume R, n R, # (0). 
Then R, = Fu with u in R, and [u, u], # 0. Hence RI is a nondegenerate 
subspace of R, and R, = II, 1 P for some nondegenerate sub-space P. 
Then a2 = urx, where n belongs to P. By the above case 8(u,) = t?(+) O(r). 
Hence 0(u,) e(u,) = e(r). But 8(o,u2) = O(olol~) = B(n) as well. Q.E.D. 
We let O’(V) denote the kernel of 0. Then it is clear that O’(V) is a normal 
subgroup of O(V) that contains DO(V). 
PROPOSITION 2.6. Let u be in O(V) with u = I’$=, T,{ . Then u is in 
O’(V) if and only if &=, q(q) is in (q( V*)). 
Proof. Clear. 
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Remark. Recall the orthogonal splitting V = E 1 V* referred to in 
Section 1. The orthogonal group, O(E), may be considered as a subgroup 
of O(V) by means of the identification u = 0 I lV* . Similarly, DO(E) 
may be viewed as a subgroup of DO(V). Since E is nondefective we may 
consider the groups O+(E) and O’(E). Recall that in the nondefective case 
O’(E) is, by definition, a subgroup of O+(E). If, as above, we view O’(E) 
as a subgroup of O(V) then it follows from 2.6 and the relation pz _C (q( V*)) 
that O’(E) is a subgroup of O’(V). In particular, if u is in O(V) and u 1 E 
is in O’(E), then (J is in O’(V). We will have occasion to apply these con- 
siderations in the next section. 
3. THE MAIN RESULTS 
THEOREM 3.1. Let V be a defective, not totally defective, nondegenerate 
quadratic space over the jield F. Assume that F has more than two elements 
and that V is isotropic. Then DO(V) = O’(V). 
Proof. Let u be in O’(V) with u = nI=, ~~~ . Then niXi q(ai) is in 
<q(V*)). We may assume that Y is odd. (If not we replace (r by 7,~ when 
7, is in DO(V). Then u DO(V) = UT, DO(V) and u is in DO(V) if and 
only if UT, is in DO(V)). Select (4 ,..., b7} in E with q(b,) = q(aJ, 1 < i d r 
and set 2 = J-J;=, q,* . Clearly Z is in O’(V). By 1.6, Z DO( V) = u DO(V) 
so we are reduced to showing that 2 is in DO(V). 
Now select a in E with q(a) = nL1 q(bJ. Then 7, is in O’(V). Consider 
G-,.X Note that T,$ acts on E. By computing spinor norms TJ 1 E is in 
O’(E). (Here is where we need r odd; namely to insure that T,Z 1 E is in 
O+(E).) Since O’(E) = DO(E), T,J 1 E is in DO(E). Hence, T,z is in 
DO(V). Thus Z is in DO(V) if and only if 7, is in DO(V). We now show 
that 7, is in DO(V) if q(a) is in (q( V*)), i.e., the case r = l! 
Express q(a) = &, 0~~ when oli E q(V*). Choose c, ,..., ct in E with 
q(cJ = 01~. As before, we assume t is odd (add a “1” if not). Let 2 (no 
relation to the above Z) be defined by Z = 7,~~~ e.0 TCt . Again Z acts on E. 
Computing spinor norms gives 2 1 E in O’(E) and hence 2 1 E is in DO(E). 
As before, Z is then in DO(V). But each of the Tcg is in DO(V) and hence 
T, is in DO(V). Q.E.D. 
We now examine the structure of O’(V)/DO(V) in the anisotropic case. 
We are able to prove that O’(V) = DO(V) if [F: P] = 2 (e.g., if F is a 
local or global field). Our first result does not utilize the assumption that 
[F: Fz] = 2. 
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PROPOSITION 3.2. Let V be a ternary, anisotropic space. Then every 
element of O(V) may be expressed as a product of at most two orthogonal 
transvections. 
Proof. If CJ is in O(V) and (TX # x then ~,a@) = x where z = ox + X. 
Choose y with (x, y) = 1 and set 2 = T$U. If Lj # y then ~,z(y) = y 
where w = Zy + y. Note that T,Z(X) = X. Hence T,,J = 1 or u = ~$7~. 
Q.E.D. 
Now assume that V is anisotropic and [F: Fa] = 2. Hence V is ternary, 
V* is one dimensional and q(V*) = Fa. Let u be in O’(V), u # 1. By 3.2 
u is either a nontrivial orthogonal transvection or is a product of two 
orthogonal transvections. The former is precluded since V is anisotropic. 
Thus u = T=T~ where we may assume q(x) = q(y). Apply 1.5 to obtain Z 
in O(V) with 2x = y. Then 2~g-l = 7y and ~$7~ = T&?T.$-~. Hence u 
is in DO(V). Combining this with the results of 3.1 we have the following 
extension of results in [l] and [5] to the defective case. 
THEOREM 3.3. Let V be a defective, not totally defective, nondegenerate 
quadratic space. Assume that [F: Fa] = 2. Then O’(V) = DO(V). 
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