n is well understood in the L p -setting for a large class of domains including bounded and exterior domains with smooth boundaries provided 1 < p < ∞. The situation is very different for the case p = ∞ since in this case the Helmholtz projection does not act as a bounded operator anymore. Nevertheless it was recently proved by the first and the second author of this paper by a contradiction argument that the Stokes operator generates an analytic semigroup on spaces of bounded functions for a large class of domains. This paper presents a new approach as well as new a priori L ∞ -type estimates to the Stokes equation. They imply in particular that the Stokes operator generates a C 0 -analytic semigroup of angle π/2 on C 0,σ (Ω), or a non-C 0 -analytic semigroup on L ∞ σ (Ω) for a large class of domains. The approach presented is inspired by the so called Masuda-Stewart technique for elliptic operators. It is shown furthermore that the method presented applies also to different type of boundary conditions as, e.g., Robin boundary conditions.
Introduction and main results
The investigation of the linear Stokes equations as well as properties and corresponding estimates are often basis for the analysis of the nonlinear Navier-Stokes equations. In particular, analyticity of the solution operator (called the Stokes semigroup) plays a fundamental role for studying the Navier-Stokes equations. It is well-known that the Stokes semigroup forms an analytic semigroup on L p σ (Ω) for p ∈ (1, ∞), the space of L p -solenoidal vector fields, for various kind of domains Ω ⊂ R n , n ≥ 2 including bounded and exterior domains having smooth boundaries; see, e.g., [38] , [21] . By now, analyticity results are known for other type unbounded domains, see [18] , [19] , [4] ( [6] , [5] with variable viscosity coefficients) and Lipschitz domains [34] . AnL p -theory is developed in [14] , [15] , [16] for a general domain. Moreover, L p -theory is investigated in [20] for unbounded domains, for which the Helmholtz projection is bounded.
It is the aim of this paper to consider the case p = ∞. Note that the Helmholtz projection is no longer bounded in L ∞ even if Ω = R n . When Ω = R n + , the analyticity of the semigroup is known in L ∞ -type spaces including C 0,σ (Ω), the L ∞ -closure of C ∞ c,σ (Ω), the space of all smooth solenoidal vector fields compactly supported in Ω [12] (see also [39] , [28] ). Their approach is based on explicit calculations of the solution operator R(λ) : f → v = v λ of the corresponding resolvent problem of
As recently shown in [2] , [3] by a blow-up argument to the non-stationary Stokes equations, it turns out that the Stokes semigroup is extendable to an analytic semigroup on C 0,σ for what is called admissible domains which include bounded and exterior domains having boundaries of class C 3 . In this paper, we present a direct resolvent approach to the Stokes resolvent equations 
for some constant C > 0 independent of f . Here, Ω x,r denotes the intersection of Ω with an open ball B x (r) centered at x ∈ Ω with radius r > 0, i.e., Ω x,r = B x (r) ∩ Ω and Σ ϑ,δ denotes the sectorial region in the complex plane given by Σ ϑ,δ = {λ ∈ C\{0} | | arg λ| < ϑ, |λ| > δ} for ϑ ∈ (π/2, π) and δ > 0. Our approach is inspired by the corresponding approach for general elliptic operators. K. Masuda was the first to prove analyticity of the semigroup associated to general elliptic operators in C 0 (R n ) including the case of higher orders [30] , [31] ( [32] .) This result was then extended by H. B. Stewart to the case for the Dirichlet problem [40] and more general boundary condition [41] . This Masuda-Stewart method was applied to many other situations [7] , [27] , [23] , [8] , [9] . However, its application to the resolvent Stokes equations (1.1)-(1.3) was unknown.
In the sequel, we prove the estimate (1.4) by invoking the L p -estimates for the Stokes resolvent equations with inhomogeneous divergence condition [17] , [18] . We invoke strictly admissibility of a domain introduced in [3, Definition 2.4] which implies an estimate of pressure q in terms of the velocity by (1.5) sup
where ∇ f denotes (∂ f i /∂x j ) 1≤i, j≤n and ∇ T f = (∇ f ) T for a vector field f = ( f i ) 1≤i≤n . The estimate (1.5) plays a key role in transferring results from the elliptic situation to the situation of the Stokes system. Here, n Ω denotes the unit outward normal vector field on ∂Ω and d Ω denotes the distance function from the boundary, i.e., d Ω (x) = inf y∈∂Ω |x − y| for x ∈ Ω. The estimate (1.5) can be viewed as a regularizing-type estimate for solutions to the Laplace equation ∆P = 0 in Ω with the Neumann boundary condition ∂P/∂n Ω = div ∂Ω W on ∂Ω for a tangential vector field W, where div ∂Ω = tr ∇ ∂Ω denotes the surface divergence and ∇ ∂Ω = ∇ − n Ω (n Ω · ∇) is the gradient on ∂Ω. It is known that P = q solves this Neumann problem for W = W(v) given by (1.5) [3, Lemma 2.8] and the estimate (1.5) holds for bounded domains [2] and exterior domains [3] . Note that when n = 3, W(v) is nothing but a tangential trace of vorticity, i.e., W(v) = −curl v × n Ω . We call Ω strictly admissible if there exists a constant C = C Ω such that the a priori estimate
denotes the space of all locally integrable functions f such that d Ω f is essentially bounded in Ω and equipped with the norm
The meaning of a solution is understood in the weak sense, i.e., we say ∇P ∈ L We are now in the position to formulate the main results of this paper. Theorem 1.1. Let Ω be a strictly admissible, uniformly C 2 -domain in R n , n ≥ 2. Let p > n. For ϑ ∈ (π/2, π), there exists constants δ and C such that the a priori estimate (1.4) 
The a priori estimate (1.4) implies the analyticity of the Stokes semigroup in L ∞ -type spaces. Let us observe the generation of an analytic semigroup in C 0,σ (Ω). By invoking theL p -theory [14] , [15] , [16] we verify the existence of a solution to (
The solution operator R(λ) is then uniquely extendable to C 0,σ (Ω) by the uniform approximation together with the estimates (1.4). Here, the solution operator to the pressure gradient f → ∇q λ is also uniquely extended for f ∈ C 0,σ . We observe that R(λ) is injective on C 0,σ since the estimate (1.5) immediately implies that f = 0 for f ∈ C 0,σ such that v λ = R(λ) f = 0. The operator R(λ) may be regarded as a surjective operator from C 0,σ to the range of R(λ). The open mapping theorem then implies the existence of a closed operator A such that R(λ) = (λ − A) −1 ; see [10, Proposition B.6] . We call A the Stokes operator in C 0,σ (Ω). From Theorem 1.1, we obtain: Theorem 1.2. Let Ω be a strictly admissible, uniformly C 2 -domain in R n . Then, the Stokes operator A generates a C 0 -analytic semigroup on C 0,σ (Ω) of angle π/2. 
We next consider the space L
When the domain Ω is unbounded, the space L ∞ σ (Ω) includes non-decaying solenoidal vector fields at the space infinity. Actually, the a priori estimates (1.4) is also valid for f ∈ L 
σ is not approximated in the uniform topology by the elements of C ∞ c,σ in general. We thus weaken the convergence topology to the pointwise convergence, i.e., f m → f a.e. in (ii) We observe that our argument applies to other boundary conditions, for example, to the Robin boundary condition, i.e., B(v) = 0 and v · n Ω = 0 on ∂Ω where
Here, D(v) = (∇v + ∇ T v)/2 denotes the deformation tensor and f tan the tangential component of a vector field f on ∂Ω. Note that the case α = ∞ corresponds to the Dirichlet boundary condition (1.3); see [33] for generation results subject to the Robin boundary conditions on L ∞ for R n + . The L p -resolvent estimates for the Robin boundary condition was established in [22] concerning analyticity and was later strengthened in [35] to non homogeneous divergence vector fields. We shall use the generalized resolvent estimate in [35] to extend our result in spaces of bounded functions to the Robin boundary condition (Theorem 3.6). For a more detailed discussion, see Remark 3.5. 
is not bounded on L ∞ even for Ω = R n , we are able to define the pressure ∇q = K[W(v)] at least for exterior domains Ω by the solution operator to the Neumann problem (harmonic-pressure operator) In the sequel, we sketch a proof for the a priori estimate (1.4). Our argument can be divided into the following three steps: c . We choose parameters η ≥ 1 and r > 0 so that (η + 2)r ≤ r 0 with some constant r 0 . We then observe that (u, p) solves the Stokes resolvent equations with inhomogeneous divergence condition in the localized domain Ω ′ . Since we adjust parameters η ≥ 1 later, we take a
We apply the L p -estimate for the localized Stokes equations in Ω ′′ to get
The constant C p depends on r 0 and a choice of Ω ′′ but is independent of η ≥ 1 and r > 0 satisfying (η + 2)r ≤ r 0 . The external forces h and g contain error terms appearing in the cut-off procedure and are explicitly given by
(ii) (Error estimates) A key step is to estimate the error terms of the pressure such as (q − q c )∇θ 0 . We here simplify the description by disregarding the terms related to g in order to describe the essence of the proof. We will give precise estimates for the terms related to g in Section 3. Now, the error terms related to h supported in Ω ′ are estimated in the form
If we disregard the term (q − q c )∇θ 0 in h, the estimates (1.8) easily follows by using the estimates of the cut-off function θ 0 , i.e., ||θ
We invoke the estimate (1.5) in order to estimate the pressure term by velocity term through the Poincaré-Sobolev-type inequality:
, with some constant C independent of s ≤ r 0 , where (ϕ) denotes the mean value of ϕ in
We prove the inequality (1.10) in Section 2. By taking q c = (q) and applying (1.10) for ϕ = q and s = (η+1)r, we obtain the estimate (1.9) via (1.5).
(iii) (Interpolation) Once we establish the error estimates for h and g, it is easy to obtain the estimate (1.4) by applying the interpolation inequality,
, and x 0 ∈ Ω, r ≤ r 0 . The constant C I is independent of x 0 and r. We give a proof for the inequality (1.11) in Appendix A. Applying the above inequality for ϕ = u and ∇u and now taking r = |λ| −1/2 , we obtain the estimate for M p (v, q)(x 0 , λ) with the parameters η of the form,
for some constant C independent of η. Note that r = |λ| −1/2 and η satisfy r(η + 2) ≤ r 0 for all η ≥ 1 and |λ| ≥ δ η where δ η = (η + 2) 2 /r 2 0 . The second term in the right-hand side is absorbed into the left-hand side by letting η sufficiently large provided p > n.
Actually, in the procedure (ii) we take q c by the mean value of q in Ω x 0 ,(η+2)r and apply the inequality (1.10) for s = (η + 2)r since we estimate |λ|||g|| W , we use a uniformly local L pnorm bound for ∇q besides the sup-bound for ∇v. This is the reason why we need the norm ||M p (v, q)|| L ∞ (Ω) (λ) in the right-hand side of (1.12). For general elliptic operators, the estimate (1.12) is valid without invoking the uniformly local L p -norm bound for second derivatives of solutions.
This paper is organized as follows. In Section 2, we prove the inequality (1.10) for uniformly C 2 -domains. More precisely, we prove stronger estimates than (1.10) both interior and up to boundary Ω x 0 ,s of Ω. In Section 3, we first prepare the estimates for h and g and then prove the a priori estimate (1.4) (Theorem 1.1). After proving Theorem 1.1, we also discuss the estimates (1.4) under the Robin boundary condition. Remarks 1.5. (i) After this work was completed, it turned out that a perturbed half space of class C 3 for n ≥ 3 was also strictly admissible [1, Theorem 2.
with C = C Ω , was proved for a perturbed half space, n ≥ 2, in [1, Lemma 4.3.10]. Thus, our main theorems (Theorem 1.1-Theorem 1.3) are also valid for a perturbed half space with C 3 -boundary for n ≥ 3. (ii) After this work was completed, the authors were informed of the recent paper by Kenig et al. [25] , where the estimate (1.6) was proved for C 1,γ -bounded domains by estimating the Green function for the Neumann problem (independently of the works [2] , [3] , [1] ). If one applies their result, one is able to reduce the regularity assumption of boundaries from C 3 to C 2 at least for bounded domains; the assertion of Theorem 1.3 is still valid for bounded domains with C 2 -boundary. For elliptic operators, the estimate corresponding to (1.4) is valid with C 1,1 -boundary. However, we use the C 2 -regularity in the proof of the inequality (1.10). Note that C 1,1 -boundary is sufficient for the L p -estimate of the Stokes equations (1.7); see [18] . (iii) After this work was completed, it was proved in [24] that e tA is a bounded analytic semigroup on L ∞ σ (Ω), provided that Ω is an exterior domain with smooth boundary.
Poincaré-Sobolev-type inequality
In this section, we prove the inequality (1.10) in a uniformly C 2 -domain. We start with the Poincaré-Sobolev-type inequality in a bounded domain D and observe the compactness of the embedding fromŴ
which is the key in proving the inequality (1.10) by reductio ad absurdum.
Curvilinear coodinates.
Let D be a bounded domain in R n , n ≥ 2 and p ∈ [1, ∞). We prove an inequality of the form,
, the estimate (2.1) is nothing but the Poincaré inequality [13, 5.8.1] . We observe that the boundedness of 
with the constant K and the neighborhood of
Here,
x n for a multi-index l = (l 1 , . . . , l n ) and ∂ x j = ∂/∂x j as usual and ∇ ′ denotes the gradient in R n−1 . Moreover, if we are able to take uniform constants α, β,
We estimate ϕ ∈Ŵ 
(ii) There exists a constant C 1 such that for any x 1 ∈ N µ (Γ) and r
The assertion (i) is based on the inverse function theorem [26, Lemma 4.4.7] . We shall prove the second assertion (ii). We take points x, y ∈ D x 1 ,r 1 for x 1 ∈ N µ (Γ) and
We connect x and z by the straight line to estimate
It remains to estimate |ϕ(z) − ϕ(y)|. We connect z and y by the curve
where γ ′ denotes the n − 1 variables of γ. We then estimate
The assertion (ii) thus follows.
Remarks 2.2. (i)
We observe from the second assertion that ϕ ∈Ŵ
(ii) Note that Proposition 2.1 is also valid for a uniformly C k -domain Ω of type (α, β, K), i.e., there exists constants µ, α ′ , depending only on α, β, K, such that for each x 0 ∈ ∂Ω the assertions (i) and (ii) hold. The above constants C 1 and C 2 are depending only on α, β, K and δ. In the sequel, we will apply Proposition 2.1 to a uniformly C 2 -domain to prove the inequality (1.10).
The estimate (2.2) implies the compactness fromŴ 
We now prove the compactness of . This means that the embedding fromŴ
The proof is now complete.
2.2.
Estimates near the boundary. We now prove the inequality (1.10) for uniformly C 2 -domains Ω. When the ball B x 0 (r) locates in the interior of Ω, i.e., Ω x 0 ,r = B x 0 (r), applying (2.1) to ϕ r (x) = ϕ(x 0 + rx) in D = B 0 (1) implies the estimate
∈ Ω x 0 ,r , the assertion (1.10) follows. However, if B x 0 (r) involves ∂Ω, the boundary of Ω x 0 ,r may not have C 1 -regularity. We thus prove
for x 0 ∈ Ω and r > 0 satisfying d Ω (x 0 ) < r, which is weaker than (2.3). 
Replacing ϕ m by ϕ m − (ϕ m ) and dividing ϕ m by r
Since the points {x m } ∞ m=1 accumulate at the boundary ∂Ω, we may assume by rotation and translation of Ω that x m = (0, d m ) with d m = d Ω (x m ) which subsequently converges to the origin located on the boundary ∂Ω. Here, the neighborhood of the origin is denoted by Ω loc = U(0) ∩ Ω with constants α, β and C 2 -function h, i.e.,
We rescale ϕ m around the point x m by setting
where Ω m = {x ∈ R n | x = (y − x m )/r m , y ∈ Ω} is the rescaled domain. Since c m = d m /r m < 1, by taking a subsequence we may assume lim m→∞ c m = c 0 ≤ 1. We then observe that the rescaled domain Ω m expands to a half space R
In fact, the neighborhood Ω loc ⊂ Ω is rescaled to the domain, ) 0,1 ) = 1,φ is a non-zero constant which contradicts the fact that (φ) = 0. We reached a contradiction and the proof is now complete.
A priori estimates for the Stokes equations
The goal of this section is to prove the a priori estimate (1.4) by using the inequality (1.10). A key step is to establish the estimates for h and g in the procedure (ii) as explained in the introduction. We first recall the L p -estimates to the Stokes equations (1.7) and the interpolation inequality (1.11). Note that the constant C p in (1.7) depends on r 0 and Ω ′′ but independent of parameters η ≥ 1 and r ≤ r 0 satisfying (η + 2)r ≤ r 0 .
L p -estimates for localized equations.
Let Ω ′′ be a bounded domain with C 2 -boundary. For the a priori estimate (1.4), we invoke the L p -estimates (1.7) to the Stokes resolvent equations with inhomogeneous divergence condition, We estimate the L ∞ -norms of a solution up to first derivatives via the Sobolev embeddings together with the L p -estimates (1.7) for p > n. In order to estimate the L ∞ -norms of a solution, we apply the interpolation inequality (1.11). Actually, if Ω x 0 ,r = B x 0 (r), the stronger estimate (A.1) holds, i.e., we are able to replace the right-hand side of (1.11) by the norms for ϕ and ∇ϕ on B x 0 (r). However, if B x 0 (r) is near the boundary ∂Ω, ∂Ω x 0 ,r may not be C 1 -boundary. We thus estimate the sup-norm of ϕ in Ω x 0 ,r by the norms for ϕ and ∇ϕ in Ω x 0 ,2r . In Appendix A, we prove the inequality (1.11) with the constant C I independent of x 0 and r; see Lemma A. 2 . In what follows, we fix the constant r 0 with the same constant r 0 given in Lemma 2.5. , we use the uniformly local L p -norm bound for ∇q besides the supbound of ∇v as in (3.7). After establishing these estimates, we will put the procedures (i)-(iii) together in the next subsection.
Estimates in the localization
Let Ω be a uniformly C 2 -domain. Let θ be a smooth cut-off function satisfying θ ≡ 1 in [0, 1/2] and θ ≡ 0 in [1, ∞) . For x 0 ∈ Ω and r > 0, we set θ 0 (x) = θ(|x − x 0 |/(η + 1)r) with parameters η ≥ 1 and observe that θ 0 ≡ 1 in B x 0 (r) and θ 0 ≡ 0 in B x 0 ((η + 1)r) c . The cut-off function θ 0 is uniformly bounded by a constant K, i.e.,
(Ω) and λ ∈ Σ ϑ,0 . We localize a solution (v, ∇q) in the domain Ω ′ = Ω x 0 ,(η+1)r by setting u = vθ 0 and p =qθ 0 whereq = q − q c and a constant q c . Then, (u, ∇p) solves the localized equation (3.1)-(3.3) in the domain Ω ′ with h and g given by (1.8). We take parameters η ≥ 1 and r > 0 such that (η + 2)r ≤ r 0 . Since we adjust parameters η ≥ 1 later, we take a C 2 -bounded domain
′′ for all η ≥ 1 and r > 0 satisfying (η + 2)r ≤ r 0 . We shall show the following estimates for h and g:
The constants C 1 , C 2 and C 3 are independent of r and η ≥ 1 satisfying (η + 2)r ≤ r 0 . Since h and g are supported in
. For the estimates of the terms f, v and ∇v, we use the estimates
for all r > 0 and η ≥ 1, where the constant C n denotes the volume of the n-dimensional unit ball. Since ∇g = ∇v∇θ 0 +v∇ 2 θ 0 does not contain the pressure, the estimate (3.5) easily follows from the estimates (3.9) and (3.10).
For the estimates (3.6) and (3.7), we apply the inequality (1.10). We choose a constant q c by a mean value of q in Ω x 0 ,(η+2)r , i.e., (3.11) q c =
We then observe that the inequality (1.10) implies the estimate
for r > 0 and η ≥ 1 satisfying (η + 2)r ≤ r 0 , whereq = q − q c . In order to show the estimate (3.7), we estimate the L ∞ -norm ofq on Ω ′ since by using the equation λv = f + ∆v − ∇q, we reduce (3.7) to the estimate of the boundary value of q on ∂Ω ′ . This is the reason why we take q c by (3.11). We apply the inequality (1.11) in Ω x 1 ,r/2 ⊂ Ω x 0 ,(η+2)r for x 1 ∈ Ω ′ and r ≤ r 0 with p > n to estimate
Combining the estimate (3.13) with (3.12) and taking a supremum for x 1 ∈ Ω ′ , we have
We now invoke the strictly admissibility of a domain Ω to estimate the norm ||∇q|| L ∞
d
(Ω) by the sup-norm of ∇v in Ω via (1.5).
Proposition 3.2.
Let Ω be a uniformly C 2 -domain. Assume that Ω is strictly admissible. Then, the estimate
holds for all r > 0 and η ≥ 1 satisfying (η + 2)r ≤ r 0 and p ∈ [1, ∞). If in addition p > n, then the estimate
holds. The constants C 4 and C 5 are independent of r and η.
Proof. By (1.5), (3.12) and (3.14), the assertion follows.
By using the estimates (3.15) and (3.16), we obtain the estimates (3.6) and (3.7).
Lemma 3.3.
Let Ω be a strictly admissible, uniformly
, λ ∈ ϑ,0 and p > n. Then, the estimates (3.5)-(3.7) hold for Ω ′ = B x 0 ((η+1)r)∩Ω, x 0 ∈ Ω, r > 0 and η ≥ 1 satisfying (η + 2)r ≤ r 0 with the constants C 1 , C 2 and C 3 independent of x 0 , r and η.
Proof. As mentioned before, (3.5) follows from (3.9) and (3.10). The estimate (3.6) follows from the estimates (3.8)-(3.10) and (3.15) . We shall show the estimate (3.7). Since
(Ω ′ ) . Note that ∂Ω ′ may not be C 1 on the intersection ∂Ω ∩ B x 0 ((η + 1)r). We first show (3.7) with assuming that ∂Ω ′ has C 1 -boundary. By using the equation λg = λv · ∇θ 0 = ( f + ∆v − ∇q) · ∇θ 0 , we estimate
, it suffices to show the estimates
We first show (3.17) . Take
By using div v = 0, integration by parts yields that
We estimate the second term in the right-hand side by the
with the constant C T depending on the C 1 -regularity of the boundary ∂Ω but independent of |Ω ′ |, the volume of Ω ′ . We thus obtain
Thus, the estimate (3.17) holds with the constant C 6 independent of r and η. It remains to show the estimate (3.18). Since ∇q = ∇q, integration by parts yields that
Combining (3.4), (3.19) with (3.16), we obtain
with the constant C depending on C T , K, C n , p, C 4 and C 5 but independent of r and η. We complete the proof by showing the estimate for I. Applying the Hölder inequality, for s, s ′ ∈ (1, ∞) with 1/s + 1/s ′ = 1 we have
Since p > n, the conjugate exponent p ′ is strictly smaller than n/(n − 1) for n ≥ 2. By setting 1/s = 1/p ′ − 1/n, we apply the Sobolev inequality [13, 5.6 Theorem 2] to estimate
Applying the estimate (3.15) toq yields
The constant C is independent of r and η. Thus, we proved (3.7) with assuming the C 1 -regularity for ∂Ω ′ . If ∂Ω ′ is not C 1 , we modify Ω ′ around the intersection ∂Ω ∩ B x 0 ((η + 1)r), i.e., we take a C 1 -bounded domainΩ ′ ⊂ Ω ′′ such that Ω ′ ⊂Ω ′ and |Ω ′ | ≤ C|Ω ′ | with the constant C depending on the C 1 -regularity of ∂Ω, but independent of |Ω ′ |. For example, we take a
(Ω ′ ) . Then, we are able to estimate ||g|| W −1,p 0 (Ω ′ ) in the same way as above. In fact, we are able to show the estimates:
The estimates (3.7) follows from (3.17') and (3.18'). The estimate (3.17') follows by the same way with (3.17) since ∂Ω ′ is C 1 and
, the stronger estimate than (3.14) holds, i.e.,
Thus, we are able to replace the left-hand side of (3.15) and (3.16) by ||q|| L ∞ (Ω ′ ) . Then, the estimate (3.18') follows by the same way with (3.18). We proved (3.7). The proof is now complete.
Remark 3.4. From the estimate (3.7), we observe that the exponent −(1−2n/p) of (η+1) in front of the term (r
) is negative provided that p > 2n. We thus first prove the a priori estimate (1.4) for p > 2n. Once we obtain the estimate
, it is easy to replace the estimate (3.7) to
3.3. Interpolation. We now prove the a priori estimate (1.4) for p > n. The parameters η and the constant δ are determined only through the constants C p , C I and C 1 -C 3 . Although we eventually obtain the estimate (1.12) for all p > n, firstly we prove the case p > 2n as observed by Remark 3.4. The case p > 2n is enough for analyticity but, for the completeness, we prove the estimate (1.4) for all p > n.
Proof of Theorem 1.1. We set δ = δ η = (η + 2) 2 /r 0 2 and now take r = 1/|λ| 1/2 for λ ∈ ϑ,δ . We then observe that r = 1/|λ| 1/2 and η ≥ 1 automatically satisfy r(η + 2) ≤ r 0 for λ ∈ Σ ϑ,δ . We take a C 2 -bounded domain
′′ for all η ≥ 1 and r > 0 satisfying (η + 2)r ≤ r 0 . We first prove:
where the constant C p depends on r 0 , but independent of η ≥ 1 and r > 0 satisfying (η + 2)r ≤ r 0 . Combining the above estimate and (3.5)-(3.7), we obtain (3.20) with the constant C 8 independent of r = 1/|λ| 1/2 and η ≥ 1. We next estimate the L ∞ -norms of u and ∇u in Ω by interpolation. Applying the interpolation inequality (1.11) for ϕ = u and ∇u implies the estimates
Summing up these norms together with |λ|
with the constant C 9 independent of r > 0 and η ≥ 1. Since (u, ∇p) agrees with (v, ∇q) in Ω x 0 ,r and Ω x 0 ,2r ⊂ Ω ′′ , combining (3.20) with (3.21) yields
with C 10 = C 8 C 9 . We take a supremum for x 0 ∈ Ω and now fix the parameters η ≥ 1 so that C 10 (η + 1) −(1−2n/p) < 1/2. Then, we obtain (1.4) with C = 2C 10 for p > 2n.
We shall complete the proof by showing the uniformly local L p -bound for second derivatives of (v, q) for all p > n.
for λ ∈ Σ ϑ,δ with δ = δp we replace the estimate (3.7) to
by Remark 3.4. Then, we are able to replace the estimate (3.22) to
Letting η ≥ 1 large so that C 11 (η + 1) −(1−n/p) < 1/2, we obtain (1.4) for all p > n. The proof is now complete. 
Instead of the estimate (1.7), we apply the L p -estimate of the form,
where k is identified with its arbitrary extension to Ω ′′ . Since k = v tan ∂θ 0 /∂n Ω ′′ for u = vθ 0 and p =qθ 0 , we observe that the norms of k in the right-hand side are estimated by the same way with ||∇g|| L p where g = v · ∇θ 0 . The above L p -estimate for the Robin boundary condition is proved by [35] for bounded and exterior domains by generalizing the perturbation argument to the Dirichlet boundary condition [18] . After proving the a priori estimate (1.4) for f ∈ L ∞ σ subject to the Robin boundary condition, we verify the existence of solutions for (1.1) and (1.2). In particular, v ∈ L ∞ σ (not in C 0,σ ). Then, we are able to define the Stokes operator A = A R in L ∞ σ in the same way as we did for the Dirichlet boundary condition. Our observations may be summarized as following: In Appendix A, we give a proof for the inequality (1.11). The inequality (1.11) holds for all x 0 ∈ Ω and r ≤ r 0 in a uniformly C 1 -domain even if ∂Ω x 0 ,r is not C 1 .
We prove (1.11) for x 0 ∈ Ω and r ≤ r 0 by a blow-up argument as we did the inequality (2.4). If B x 0 (r) is in the interior of Ω, i.e., Ω x 0 ,r = B x 0 (r), the inequality (1.11) follows from the Sobolev inequality in B 0 (1). In fact, applying the Sobolev inequality for ϕ r (x) = ϕ(x 0 + rx), ϕ ∈ W If B x 0 (r) is located near the boundary, i.e., d Ω (x 0 ) < r, ∂Ω x 0 ,r may not be C 1 . However, the weaker inequality (1.11) holds since we take the norms on Ω x 0 ,2r in the right-hand side of (1.11). In the sequel, we prove the inequality (1.11) by flattening the boundary ∂Ω by rescaling and applying the Sobolev inequality around Ω x 0 ,r . We reached a contradiction. The proof is now complete.
