Abstract-In this paper, a generic approach to simultaneous tracking and verification in video data is presented. The approach is based on posterior density estimation using sequential Monte Carlo methods. Visual tracking, which is in essence a temporal correspondence problem, is solved through probability density propagation, with the density being defined over a proper state space characterizing the object configuration. Verification is realized through hypothesis testing using the estimated posterior density. In its most basic form, verification can be performed as follows. Given a measurement vector and two hypotheses 1 and 0 , we first estimate posterior probabilities ( 0 ) and ( 1 ), and then choose the one with the larger posterior probability as the true hypothesis.
I. INTRODUCTION

P
ROGRAMMING a computer to recognize objects is a difficult problem, and has been a research topic for many years. Recently, there has been increasing interest in integrating the temporal information available in video for improved recognition performance. However, in most cases, the temporal information is exploited only in tracking an object, with less emphasis on using temporal information for recognition. In its most crude form, temporal information can be exploited through voting, i.e., recognition is done on each frame, and a vote is taken to give the final decision. While this may be helpful in some cases, much information is being left out in this crude approach, such as temporal coherence in the shape changes of an object in consecutive frames.
With video data, recognition often becomes a verification problem. That is to say, an algorithm is needed to answer the question: is this the object seen at a previous time? Or, is this Publisher Item Identifier S 1057-7149(02)04781-4.
the object I was asked to look for? And often, there are only a small number of candidates to verify against, with the candidates being templates obtained from earlier parts of the video. The problem can be illustrated by the examples of monitoring a vehicle entering and then leaving a parking lot, and a person entering and then leaving a bank. In these scenarios, tracking is needed first; then the algorithm needs to do incremental verification while maintaining track on the object. Obviously, in these applications, temporal information from video, if properly exploited, would facilitate recognition.
In this paper, a generic approach to simultaneous object tracking and verification is proposed. The approach is based on posterior probability density estimation through sequential Monte Carlo methods. Tracking, which is in essence a temporal correspondence problem, is formulated as a probability density propagation problem, with the density being defined over a proper state space characterizing the object configuration. With a novel reparametrization, many tracking applications involving different representations such as edge maps, intensity templates, and feature point sets are uniformly processed by the same algorithm. Examples will also show how the approach can be applied to tasks like image sequence stabilization. In addition to performing tracking, the algorithm also gives verification results as time proceeds; this is realized through hypothesis testing using the estimated posterior probability densities.
The paper is organized as follows. Section II shows how tracking can be formulated as a Bayesian inference problem, and also gives a brief introduction to sequential Monte Carlo methods. Section III describes our approach to simultaneous tracking and verification. Applications of the approach are illustrated by experiments in Section IV. Section V relates our approach to other work. We conclude in Section VI.
II. THEORETICAL BACKGROUND
A. Tracking as a Bayesian Inference Problem
Tracking is the processing of measurements obtained from an object in order to maintain an estimate of its current state, which typically consists of kinematic components (position, velocity, etc.) and other components (signal strength, "feature" information, etc.). Let denote the state to be estimated, and let be the measurement vector (observations up to : . In this sense, tracking is also a density propagation problem.
In reality, instead of obtaining the posterior density itself, a Bayesian inference task may focus on only estimating some properties of the density, such as moments, quantiles, highest posterior density regions, etc. All these quantities can be expressed in terms of posterior expectations of functions of . The posterior expectation of a function is
The integration in this expression has until recently been the source of most of the practical difficulties in Bayesian inference, especially in high dimensions. In most applications, analytic evaluation of is impossible. Alternatives include numerical evaluation, for example, using classical quadrature. However, in high dimensions, this method is computationally prohibitive since too many samples will be required to yield reasonable accuracy.
An important alternative technique is Monte Carlo integration (e.g., [14] , [21] ), which, in general, is often suitable for high-dimensional integration. The basic Monte Carlo method approximates a definite integral by uniformly sampling from the domain of integration, and averaging the function values at the samples. There are two major limitations to the basic Monte Carlo approach: 1) the accuracy improves only linearly with the number of samples and 2) more samples are needed if the integrand has peaks in some small regions and is very small elsewhere. Common methods of handling these limitations (especially the second one) include importance sampling, rejection sampling, Gibbs sampling (which can be treated as a single-component Markov Chain Monte Carlo (MCMC) approach), etc. There also exist techniques for combining these methods for improved performance. One elegant approach is the sequential importance sampling method, which is discussed in the next subsection.
B. Sequential Monte Carlo Methods for Dynamic Systems
The state and observation in a tracking problem are time-variant quantities of a time-variant system, for which the state space model is a popular way of analyzing. When the system is linear and the noise model is Gaussian, the use of the Kalman filter has been a common practice, and optimal results can be obtained with the Kalman filter. Extended Kalman filters and other approximations have been utilized to handle nonlinear and/or non-Gaussian systems (e.g., [1] , [28] ).
In recent years, Monte Carlo methods have been proposed for the analysis of nonlinear and/or non-Gaussian dynamic systems (e.g., [7] , [22] ). One class of Monte Carlo methods is the so-called sequential importance sampling (SIS) methods. In SIS methods, at time , the dynamic density is approximated by a set of its samples, with proper weights. This is basically importance sampling [14] used in a sequential fashion. SIS has some of the good properties of both importance sampling and MCMC. On the one hand, the samples are properly weighted, and the significance of a sample is represented by its weight, which can be updated by incorporating current observations. On the other hand, by re-using the samples, SIS can keep track of a slowly varying density. Applications of SIS can be found, for example, in target position tracking [13] , in the Bayesian missing data problem [23] , and in contour tracking [20] .
We now give a brief description of the SIS approach. Following [27] , one first characterizes a probabilistic dynamic system as a sequence of evolving probability distributions , indexed by discrete time , where is the state variable at time . This is more general than the state space model and can handle other problems such as the Bayesian missing data problem. In this setting, the posterior estimation problem in a state space model is a special case, with . An SIS algorithm, which summarizes the aforementioned methods [13] , [23] , [20] , is then designed as shown in the following algorithm (for a complete treatment, see [27] In this algorithm, is called the trial distribution or proposal distribution. Although any choice of will ultimately deliver samples from the desired distribution (subject to regularity conditions; see, for example, [32] ), the rate of convergence will depend crucially on the relationship between and . There are different proposals about the choice of , such as in [23] and [22] . The latter is used in our work, which will be described in detail in Section III-D.
When a sequence of observations induced by a dynamic object parametrized by is available, such as a video sequence of a moving person, the posterior density estimation can be solved in a sequential way using the SIS algorithms. With a state-space model, the weight can also be deduced from the likelihood of the state , which incorporates the current observation [22] , [20] .
III. SIMULTANEOUS TRACKING AND VERIFICATION VIA POSTERIOR ESTIMATION
With the SIS algorithm, tracking is immediately solved by setting the state to some parametrization of the object that includes the location of the object. For example, let be the two-dimensional (2-D) translation of a 2-D object. Using the SIS algorithm, one can get the density of at each time . If the expectation of is used as the estimate of the true translation of the object, tracking is achieved after approximating the expectation using the estimated density.
Assuming that tracking has been done, we now consider verification. In Section III-A, we first put the verification problem into a probabilistic setting. Section III-B introduces a reparametrization which leads to a dynamic system of lower dimensionality. Section III-C gives our algorithm for simultaneous tracking and verification based on the SIS method. Section III-D discusses implementation issues of the algorithm.
A. Verification via Posterior Probability
Assume that there are classes (e.g., different people). Let be a parametrization of the object, which can be, for example, the intensity image of the object (viewed as a vector). In general, is a random vector governed by the a priori density . Given an observation , the Bayesian maximum-a-posteriori-probability rule chooses as the solution to the verification problem, where is the posterior probability of class given the observation .
can be computed through integrating the posterior density as (1) where is the posterior density of class , with being some proper region. Therefore, the verification problem can be solved best (in the Bayesian sense) if the posterior is first estimated. Let hypothesis denote the event "class causes the observation ." We then use and interchangeably.
Unfortunately, when is high-dimensional (for example, an image vector), posterior estimation through empirical approaches is not realistic, even with SIS methods. Given limited observation data, the estimates would be inaccurate at best, and meaningless at worst. If, however, the object can be characterized by a vector of low dimensionality, then the SIS method would be an effective tool for posterior estimation.
B. Reparametrization
Consider a rigid object subject to motion which can be modeled by a transformation parametrized by a parameter vector . Let denote an original parametrization of the object. can be, for example, a face template (intensity image), a set of intensity discontinuity points (edge map), or the parametric contour of an object. Let denote the transformation of into . Under the small and continuous motion assumption, is similar to , meaning that has only a "small" difference from , with being the parameter for the identity transform:
. Expanding at gives ; then the Jacobian matrix is computed as (3) From now on, whenever is used, it refers to . That is to say, the dynamic system under consideration will be the one governing the evolution of . It is worth pointing out that (2) is valid for general transformations other than 2-D affine or Euclidean similarity transformations. Also, since 2-D affine is linear in each component of , the higher-order terms in (2) are zero, implying that the parametrization with is accurate for a 2-D planar object even under large motion (this is also true for the 2-D translation and Euclidean similarity groups, see [25] ).
C. The Algorithm
An algorithm for simultaneous tracking and verification is
Rectify the templates onto the first frame of the sequence.
Initialization draw random samples from
Updating at time invoke the SIS algorithm to obtain an updated set of samples for At time evaluate the mean value of
Compute the posterior probability according to (1), with being a hypercube around
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Choose as true the hypothesis giving the maximum probability (or sum of probabilities up to ).
As shown previously, the algorithm is initialized by rectifying the templates to the first frame of the sequence. This step corresponds to the object detection process, which will not be considered in this paper. The rectification refers to registering the template to the scene, which is usually done approximately by the detection process. With this algorithm, this registration need not be very accurate, since in the second step, random samples will be drawn around the initial point, and will capture the real value with a probability depending on the variance of the population and the sample size . In theory, this probability goes to 1 with large and .When the state vector is some parametrization of the underlying object shape or appearance, it is not hard to understand the rationale behind the verification step in the previous algorithm. It remains to be explained why we can still do verification using the algorithm when is . The argument is that given the observation history , the true hypothesis should generate a density of higher peak and more concentrated shape than a false hypothesis would, since the transformed object should be "close" to the original one under small motion assumption. In an ideal (deterministic) situation the measurement of the object at time can be related to its model (true hypothesis) by a unique , while no transform can relate a false hypothesis (a model different from the right one) to the measurement without incurring a large matching error.
From a Bayesian point of view, recall that where is the same for all the hypotheses and, thus, has no effect on verification, and is the prior density of . is usually assumed to be unimodal, for example Gaussian.
, which should be treated as a function of when is given, reflects the likelihood of the event "the observation being incurred by ." Without considering occlusion, in general should peak at the true which causes the observation, and decrease when deviates from the true value. It is reasonable to assume that is unimodal when reflects a small change with respect to some . This is especially true in a verification problem where the templates are usually obtained from earlier frames of the sequence. The single subject assumption is automatically satisfied through tracking: only a local region needs to be considered, and within this region the assumption of a single subject is reasonable.
In summary, under the previous assumptions, should be unimodal with the peak at the true value of . This is the basis for the verification step. Later, in our experiments, it will be observed that is indeed shaped as predicted. It will also be shown that when the single object assumption is violated, the verification can fail temporarily (e.g., Fig. 9 ).
It must be pointed out that, when the system dynamics are known (such as a constant velocity model), another type of information is available to assist verification: the prediction error. In the algorithm, at time , with the mean value of state at time known, prediction can be done using the system dynamics, and the prediction error gives an additional indication of whether the hypothesis is true. Ideally, a true hypothesis gives a smaller prediction error. In the application examples in this paper, we only assume that the system is governed by a first-order Gauss-Markov process (random walk). Thus we will not exploit the information from a prediction error perspective.
In the verification algorithm, a threshold needs to be specified to define the integral region . To avoid choosing an ad hoc , one can compute the (e.g., 95%) confidence interval around the mean, and then test the hypotheses based on the length of the interval in each dimension. However, we will use the probability rather than the length of the confidence interval since the former is more intuitive.
Notice that in the previous algorithm, multiple hypotheses are kept during the tracking and verification process, meaning that several dynamic systems are maintained simultaneously. This is natural in applications-the actual scenario could be either of the following: the system has to identify a given object (template) from multiple objects in view (such as tracking a person who entered the bank a moment ago, based on a sequence containing multiple persons); or the system has to identify a single object as one of several possible candidates (templates) (such as classifying the person seen in a sequence as one of the candidates). Our verification experiments in the next section will concentrate on the latter case. Maintaining multiple systems increases the computational complexity. Fortunately, the systems can be processed in parallel.
D. Issues in Implementing the Algorithm
In introducing the algorithm in Section III-C, we did not specify details about implementing the SIS steps. We were intentionally obscure on that subject, because many techniques exist for improving the SIS algorithm; thus we wanted the algorithm to be generic without the constraint of a specific implementation. In this subsection, we discuss some implementation issues, especially the techniques used in this work.
Choice of the Proposal Distribution: As mentioned earlier, the choice of the proposal distribution is important in practice. When the system dynamics are described by a state space model, with transition kernel (transition kernels are general versions of transition probabilities of a discrete state space model) where is the state and the model parameters, a good choice of is
With this choice of , is proportional to the measurement likelihood of a particular sample which is given by Thus the measurement is easily incorporated into the weight update of the samples. This choice of has been used in [22] , [13] , [20] , etc., and is what is used in our implementation of the SIS algorithm. Resampling: Other techniques also exist for improving the performance of the SIS algorithm, such as resampling (e.g., in [22] ), rejection sampling (e.g., in [39] ), adaptive direction sampling [12] , Rao-Blackwellization [10] , etc. However, most of these techniques do not always work well. For example, Rao-Blackwellization was intended for reducing the estimation variance, but it does not always work efficiently (see [11] ). While it is possible to incorporate these techniques into the sampling step in the algorithm in Section III-C, our current implementation uses the resampling technique given in [22] . The resampling scheme generates, at time , samples by resampling with probabilities where the summation is over the set of samples. This is also partly inspired by the successful application of this simple resampling technique in contour tracking in [20] (where the algorithm is called CONDENSATION).
Measurement Likelihood: In applications, the measurement likelihood is obtained, for example, from the measurement equation of a state space model. Thus for different applications, one could have different expressions for the measurement likelihood. We will, however, use a simple measurement likelihood formula for all experiments in this work-a truncated Gaussian model. Of course, a Gaussian model may not be accurate for real applications, but it turns out that in the tracking problem, if the tracker is initialized well, a Gaussian model can be a reasonable approximation. This is especially helpful when it is difficult to specify the true measurement distribution analytically. Specifically, we define if otherwise where and are the measurement likelihood and the prediction error, for sample at time , respectively, with being a threshold and a constant. If we assume that is time-homogeneous, then the subscript of can be dropped. Note that the prediction error is problem-dependent; thus we will not specify it until we are dealing with a specific application of the algorithm.
System Dynamics: As discussed earlier, the system dynamics, if known, can be incorporated into the SIS steps [for choosing ], and the prediction error can be used to assist in hypothesis testing. However, in all the experiments in this paper, we only assume that the system is governed by a first order Gauss-Markov process (random walk). This enables the algorithm to work on unknown dynamics. To be specific, the conditional distribution density of state given is of the form (for simplicity, only the one-dimensional case is given) where is the variance, which controls, roughly speaking, how far can be from .
IV. APPLICATIONS
In this section, we describe experiments that illustrate the applications of the proposed algorithm. Different input representations have been used in the examples. We first test the algorithm using synthetic sequences (based on edges), since synthetic data allow us to compare estimates with the true values. Next, applications to vehicle (based on edges) and human/face (based on intensity images) tracking and verification are demonstrated with real video data. A facial feature tracking application example is then presented, based on Gabor attributes on a set of grid points over a face. Finally, we give an interesting application of the algorithm to image sequence stabilization.
The sample size is 200 for all the experiments in this paper. In general, using more samples would lead to more accurate approximation to the density, but also increase the computational complexity. We have found that can provide fairly good results for the experiments reported in this section. The sequences used in the experiments have a frame resolution of 240 320 pixels unless specified otherwise.
A. Test on Synthetic Data
In the experiments using synthetic data, we assume that the sequence contains a car receding in the field of view, with its motion specified by a 2-D affine transformation. The car (in the form of its intensity edges) is shown in Fig. 1 (left) .
While in real applications, the observations are obtained from real images through preprocessing techniques, e.g., [6] , in this synthetic test, we simply transformed the template with an affine transformation at each time and then added independent noise to each edge pixel. The noise is uniformly distributed on a region centered at the current edge pixel, with controlling the noise magnitude. In addition, we discard each edge pixel from the observation with probability , and we let each background pixel be falsely detected as an edge with probability . An example of such an artificial "observation" sequence is shown in Fig. 2 (see also Movie 1 1 ). Although this may not model the real observation well, it is obvious that the artificial measurements are highly contaminated by non-Gaussian noise. The prediction error is computed by if otherwise where is the edge point set from frame , the edge point set from the model image, and the number of points in . is a constant and a threshold.
is the norm. This is in a sense like an averaged partial Hausdorff distance [17] .
With being the parametrization of the template, we first estimate the posterior from the synthetic sequences. The true and alternative hypotheses (both shown in Fig. 1 ) are then both tested against the sequence. Fig. 3 shows an example of the estimated posterior probability densities for and translation, with the ground truth marked by a cross, for the true and alternative (false) candidates, respectively. The resemblance of the two densities results from the fact that the two templates are very similar. Yet, a close look at the figure shows that the true template generates more concentrated densities with higher peaks.
To better show the effectiveness of the algorithm, we plot three of the estimated motion parameters [i.e., ], together with the ground truth, in Fig. 4 . This figure clearly shows Note that the parameters should be interpreted as 0 (see text). that the estimates are closer to the ground truth when the hypothesis is true.
Using the verification algorithm, we compute the posterior probability around the mean of the state . Fig. 5 shows the computed as a function of time . From the figure, it is obvious that the true hypothesis always gives the higher posterior probability.
B. Vehicle Tracking and Verification
We now present an application to vehicle tracking and verification in real video data, using intensity edges as templates. With real sequences, one needs first to detect the object and rectify the template to the scene. As mentioned in Section III, we assume that this step is done. In our experiments, the algorithm was initialized manually, before invoking the tracking and verification algorithm. The sequences used were acquired by a hand-held video camera. Sample frames of a sequence are shown in Fig. 6 (also Movie 2). In the sequence, the car is receding from the camera, but the camera is subject to zooming and panning, resulting in complex dynamics. This type of sequence may arise from applications involving a moving camera.
We model the motion using the 2-D affine group, and test the two hypotheses against the cluttered sequence. The two candidates are from the previous example (Fig. 1) , one true and one false. As an example, Fig. 7 shows samples of the estimated posterior probability densities for the two translation components of the state vector . The computed posterior probabilities are plotted in Fig. 8 . From the figure, it is obvious that the true hypothesis almost always gives the higher posterior probability. If we also use the posterior probability in a retrospective way (consider up to time ), at any time there is no difficulty in getting the correct verification result despite the resemblance between the two candidates.
In Fig. 6 , we overlap the templates [warped by ] onto the original sequence. It is observed that the true hypothesis matches the scene well, while the false one starts to have trouble after first few frames (see also Movies 3, 4) . Note that the 2-D affine transform is only an approximation of the vehicle motion in this real video; therefore, even the true template cannot exactly match the scene.
In this experiment, since edges are used, the prediction error is again given by (4).
C. Face/Human Tracking and Verification
Verifying faces in video has broad applications such as surveillance. Unlike the situation for face recognition, surveillance cameras typically have low resolution. Therefore, feature extraction is difficult, and it is desirable to use the image in a holistic way. In the following experiments, we use the intensity face image as the cue for verification. The templates are simply face regions (about 20 18 pixels in size) extracted from the sequence (at a time not overlapping with the video clip used for tracking and verification). The motion is modeled by the 2-D affine group. A very simple criterion is adopted for computing the prediction error: the summed absolute difference (SAD), as used in most block-based compression schemes such as MPEG. Although more complex methods could be used to handle situations such as illumination changes, we found that SAD is easy to compute, and sufficient for the purpose of illustrating how the algorithm works. Of course, the algorithm is capable of using other prediction error criteria. Fig. 9 (left column) (also Movie 5) shows sample frames of a sequence with two persons moving around, whose face templates are to be verified from the video. In the middle and right columns (also Movie 6, 7), we overlap the templates on the video. For easy visualization, a black block is used for the template corresponding to the face of the man in the white shirt (denoted by M1), and a white block for the template corresponding to the face of the second man (denoted by M2). The middle column illustrates the situation where the algorithm is correctly initialized, meaning that the templates are correctly put on their respective persons. The figure and movies show that tracking is maintained all the time for M1, and is able to recover from occlusion for M2. Fig. 10 (left) shows the computed probability for this case. Note that during the time that M2 is occluded, the probability drops sharply, while M1 maintains high probability across all frames.
The right column in Fig. 9 shows an interesting case: we switch the hypotheses-put the templates on the wrong persons. It is observed that M2 eventually gets dropped to the cluttered background, while M1, first sticking to the wrong person, is attracted to the right person after the men meet. Fig. 10 (right) shows the computed probability for this situation. The curve for M2 (low probability) conveys a lack of confidence, while the curve for M1 shows that, after it is attracted to the right person, the tracker is confident of what it is verifying since the probability is high. It is worth pointing out that during the short period before occlusion occurs, M1 also gives a high probability even though the tracker is on the wrong person. The reason is that during that period, M1 is tracking the face against a clean background (the wall); thus the high probability reflects the notion that the tracker would rather stick to the wrong face than move to the background since the wrong face is at least more face-like than the background. Note that this does not affect verifying which person is M1, since the probability is still lower than when M1 is on the right person [given in Fig. 10 (left) ].
This sequence can be thought of as a benign situation except for the occlusion part since the motion is mainly translation and the video quality is good. We now experiment with a challenging sequence of fair visual quality where the motion has large scaling components. Sample frames of the sequence are shown in Fig. 11 (also Movie 8). The task is to verify the man carrying a suitcase as one of two templates (extracted from the two men walking in the middle at a later time in the sequence). Fig. 12 shows an example of the estimated densities of and . The computed probability is plotted in Fig. 13 . Note that although there are several difficult frames, the algorithm is able to pick the true hypothesis based on the cumulative probability. In the middle and right columns in Fig. 11 (also Movies 9, 10), the template (shown as a white block for easy visualization) is overlaid on the sequence. It is obvious that when the hypothesis is true, the algorithm approximately estimates the scaling of the template, while under the false hypothesis, even though the block is deformed so greatly (indicating the competition in trying to verify a person against the wrong template), the template eventually gets stuck in the cluttered background.
Real Application Example: Finally, we use an example to illustrate how the algorithm can be used in surveillance applications. In this example, we assume that we have two cameras at the back and front doors of a building. The camera at the back door captures a person entering the building; sample frames of this sequence are shown in Fig. 14 . Later, the camera at the front door finds that two persons are leaving the building, and we want to know which is the person who entered the building a few moments ago. We assume that the cue for tracking and verification is an intensity template, detected by the first camera (for example using background subtraction), as shown in Fig. 14 . Notice that in this example, part of the torso is included in the template, since in the video from the front-door camera the faces are too small to support verification (as may be the case in many surveillance applications). Fig. 15 shows the results of tracking, where we have overlaid the template onto the frames. The left column is the original sequence (Movie 11), and the middle one (Movie 12) is the result when we put the template onto the right person. The right column (Movie 13) is the result when we put the template onto the wrong person. Notice that the samples are drawn from a population. When this population covers large and translations (in this example, the population is a zero-mean Gaussian with variance four pixels for the translations), it is found that even though we put the template onto the wrong person, it is eventually attracted to the right person. Thus verification is easily achieved. If we use a population with smaller variances in the translation components (in this example, two pixels), we obtain the results given in Fig. 16 , where the tracker sticks to the wrong person. However, we find that the computed posterior probability gives correct verification results as before. The quality of the tracking is best viewed using the accompanying movies.
Some comments are helpful in understanding this example well.
• We are solving a "verification" problem; therefore the algorithm only tells us which of the two persons is more likely the person who entered. It does not judge whether either of the two persons "is" the person who entered (which is a recognition problem).
• This example is a challenging one since the template and the video to verify against are obtained under different lighting conditions (the former is in shadow, the latter in bright sunshine). Thus SAD may not be a good error metric. Even though we use this simple error measure here for illustration purposes, it is unquestionable that a better error metric should be used for robustness and accuracy in real applications.
• We only use image intensity as the cue, but color information can be easily incorporated into the algorithm. For example, one can use color templates instead of the grayscale templates.
• Other variations of this example are also of practical interest. For example, when two persons enter the building, and later one person leaves, the system may be tasked to find who has left. This problem can be solved similarly.
• Although we only use simple dynamics in our experiments, in specific applications, we could do better by using a priori information about the problem. For example, in the problem illustrated here, if the cameras are fixed, we know that people leaving the building will be approaching the camera; thus the image of each person in a sequence will be getting larger. This type of information can be used to choose an appropriate dynamic model. • As pointed out in Section IV-C, although in the experiments we only use posterior probabilities for verification, prediction error is another type of information that is helpful for verification. This type of information is important especially when the candidates are very similar. For instance, in this example, since the sizes of the persons are small, and both of them wear white T-shirts and dark pants, more detailed comparison involving prediction error may be required.
D. Facial Feature Tracking for Verification
Facial feature tracking is useful in applications such as facial expression analysis, face-based person authentication, videobased face recognition, etc. When a short video sequence is available, the face recognition problem can be solved better if temporal information is properly exploited. For example, videobased segmentation can be used to help in face detection, as in [18] , [34] , [36] . Our algorithm, when applied to facial feature tracking, provides not only tracking but also verification results. This additional gain comes from the fact that one can choose different s for different purposes. If corresponds to a feature set extracted from the first frame of a sequence, then the algorithm is suitable for pure tracking. However, if represents some templates from a candidate list, then the algorithm is naturally good for tracking-for-verification: When a template and the sequence belong to the same person, the tracking results should reflect a coherent motion induced by the same underlying shape; whereas, a more random motion pattern would be observed when a template and the sequence belong to different persons. This idea becomes clear from the following experiments. Fig. 17 illustrates the facial feature tracking experiments (see also Movies 16, 17) . The features to be tracked are defined as a set of Gabor attributes (jets) on a grid. The main motivation behind this is the successful application of Gabor filters to face recognition (e.g., [29] , [24] , [31] ). The motion of facial feature points is modeled by a global 2-D affine transformation (accounting for head motion) plus a local deformation (accounting for residual motion due to inaccuracy of the 2-D affine model and other factors such as facial expressions). Motion of both types is estimated simultaneously by the tracker: global motion is tracked by importance sampling, and residual motion is handled by incorporating local deformation into the measurement likelihood in computing the prediction error. Due to space limit, we refer the readers to [26] for a more complete presentation on facial feature tracking using the proposed method.
E. Image Sequence Stabilization
We now describe a simple experiment showing how the proposed algorithm can be applied to image sequence stabilization (also known as sensor motion compensation). Recall that the algorithm tracks an object through estimating the density of a state vector. If we model the camera motion by a certain transformation group, and use the transformation parameter as the state vector, then motion compensation is solved after the tracking is done. In this experiment, we model the camera motion as a 2-D : results when the template is put on the wrong person. Note that in this situation, the tracker is forced to stick to the wrong person by using a sampling population with small variance in the translational components. For easier visualization, we use white boundaries to highlight the templates. affine transformation. Stabilization is then achieved by the following procedure. First, we extract a set of feature points from the first frame (used as reference frame). Next, we use the algorithm to track the set of feature points in the sequence. Stabilization is then done by warping the current frame with respect to the reference frame using the estimated motion parameter (obtained by evaluating the mean value of the state vector). In this experiment, SAD was again used to measure the prediction error. The SAD was computed on a 5 5 block centered at each feature point. Fig. 18 illustrates the stabilization results. The top row shows two consecutive frames from the original sequence, with the tracked feature points highlighted. The feature points were detected using a public-domain feature detector [3] based on the KLT algorithm [33] . The bottom row shows the frame differences before and after stabilization. For a better visual effect, see Movie 18 for the original sequence and Movie 19 for the sequence after stabilization.
The stabilization example given here is intended only to illustrate how the proposed algorithm can be applied to tasks other than tracking, and the resulting stabilization algorithm still has much room for improvement (for example, in the previous experiment, a perspective transformation might be better than 2-D affine, since there is significant 3-D depth variation in the scene), which is not within the scope of this paper. It is also worth pointing out that this solution to stabilization has an important advantage: no feature correspondence is required.
V. RELATED WORK
There has been extensive work in the literature on visual tracking, e.g., [2] , [4] , [9] , [16] , [20] , [37] , [38] . We can only give a few examples here. Reference [20] proposed a contour tracking algorithm using a random sampling method; this was one of the first efforts to use sampling methods in visual tracking, and the approach can be treated as a special realization of the SIS algorithm. In terms of tracking, our approach has extended beyond contour tracking, compared with the CONDENSATION algorithm. Of course, a more important aspect is that our approach solves verification in addition to tracking. Also, by using the general formulation in this paper, it is straightforward to incorporate other mature statistical techniques into tracking/verification algorithms. For example, one can easily extend our algorithm by using the generic Monte Carlo algorithm proposed in [27] . Meanwhile, the general formulation makes it obvious to apply the algorithm to other problems such as image sequence stabilization, structure from motion, etc.
Reference [16] proposed a tracking approach based on edge matching. Contours are in a sense features at a lower level compared with intensity images, but at a higher level compared with edges. Thus with contours, efficient computation is easier to achieve. On the other hand, the approach in [16] has the virtue that virtually no model is needed; the algorithm simply works on the sequence (after extracting edges) through matching based on the Hausdorff measure [17] . An eigenspace-based approach was presented in [4] which can directly handle intensity images. To achieve tracking, a training process is needed to construct the eigenspace. In terms of tracking, the proposed approach differs from the previous methods in that it can handle edges, contours, intensity images, or other representations in a uniform way.
There are fewer reports on verification from video. In fact, we are not aware of any other work that explicitly attempts to solve the verification problem in addition to tracking. In aforementioned face recognition/verification work, none of the trackers can give verification results as our algorithm does, although we believe that some of them handle the tracking part well. This is the major feature that makes our algorithm different from pure tracking methods.
There is no doubt that verification is an important aspect of video-related applications. When verification is the concern, contours alone are in general insufficient. While edges may be enough for distinguishing, for example, different type of vehicles, they are not expected to work well for verifying more complex objects such as faces. In such cases, we may have to go back to the intensity images (or equivalent transform domain representations). These different representations can be handled uniformly by our algorithm to give tracking plus verification results.
Image sequence stabilization is another well-researched problem (e.g., [19] , [5] , [15] , [30] , [8] , [35] ). Generally speaking, image stabilization algorithms can be roughly classified into two categories: feature-based (e.g., [30] ) and optical-flow-based (e.g., [8] , [35] ) approaches. Feature-based approaches depend on the correspondence of feature points between two frames, while optical flow based approaches try to fit the extracted flow to a motion model. Since the flow field is estimated from the whole image, optical flow based approaches tend to be more robust. The use of our algorithm for stabilization is an example of a feature-based approach. But it differs from most feature-based methods such as [30] in that it does not require feature detection except in the first (reference) frame, and thus no feature correspondence is required. The correspondence between features is effectively established by the sampling process: good candidates for correspondence are enforced through importance sampling, and unlikely correspondences are filtered out. Since no feature correspondence is needed, one can increase the number of features to gain robustness, and the only increase in complexity is due to the computation of prediction error (with other feature-based methods, this would cause significant difficulty and complexity in solving for correspondences).
VI. DISCUSSION AND CONCLUSIONS
This paper presents a generic simultaneous tracking and verification algorithm based on sequential Monte Carlo sampling methods. With this algorithm, applications using edges, contours, intensity images, or other suitable representations can all be unified under the same framework. Experiments on synthetic and real data have been presented. Applications to vehicle/human(face) tracking and verification, facial feature tracking for verification, and image sequence stabilization are illustrated with experiments. The results suggest that the algorithm provides a promising approach to stochastic tracking and verification.
For easier appreciation of the dynamic character of the examples in this paper, a World Wide Web (WWW) site has been established where the sequences referred to in this paper can be watched as MPEG movies.
It is worth pointing out that although in the examples in this paper the motion model is assumed to be 2-D, it need not be stationary in time, meaning that the motion can vary from frame to frame. Thus, this model can describe complex dynamics, such as the one shown in Fig. 6 (Movie 2) . Besides, we did not assume any specific system dynamics, other than a simple firstorder Gauss-Markov model. In some applications, the system dynamics are known, or can be learned from sample data. In these situations, incorporating the system dynamics should yield better performance than using the simple Gauss-Markov model.
A problem remaining to be solved is dealing with more complex motions. Recall that we deduced the re-parametrization based on the small motion assumption through a Taylor series expansion. Even though (2) is general, it represents a parametric motion model. It may be difficult to obtain a parametric model for complex motions such as those involving 3-D rotation of the object. Fortunately, the parametrization is independent of the algorithm in the sense that the algorithm is applicable as along as a low-dimensional dynamic system is assumed.
The time complexity of the algorithm is another issue that needs to be addressed and that has not been fully investigated yet. However, our experiments suggest that real-time implementation would not be difficult. To give a rough idea about the speed of the algorithm, in the face verification example illustrated in Fig. 11 , the algorithm operated at 3 frames/s on an Ultra 5 Sparc workstation for a single hypothesis. The algorithm was able to achieve 4 frames per second on the same workstation for the stabilization example, where image size was 237 348. Since the algorithm has not yet been integrated into a real-time system, the time consumed includes overhead such as reading and writing image files from hard disk, etc. Also, no code optimization of any sort has been performed yet. Therefore, we believe that real-time implementation is possible. Further investigation is needed for accurate characterization of the algorithm's speed performance. Future work also includes efficient real-time implementation of the algorithm.
