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Abstract
In this work we present Generalized Random Dot Product graph with Covari-
ates model for network data with observed binary covariates. We introduce
a spectral estimator for parameters of the model provided that the existence
of edges in the graph are independently Bernoulli distributed and the la-
tent positions of vertices are independent variables with some distribution
F. Theoretically, we prove that the estimator results are asymptotically equal
to the true parameters up to some orthogonal transformations. Empirically,
we utilize the Procrustes Procedures to find the exact orthogonal transforma-
tions. We investigate the algorithm to recover parameters for multiple binary
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Network analysis has broad applications in the field of economics, sociol-
ogy, public health, and neuroscience. The idea of abstracting graphs with
vertices and edges from networks could date back to 1736, when Leonard
Euler proposed primary concepts of combinatorial graph theory to solve Seven
Bridges of Königsberg problem. However, notations of random graph inference
for modern research was not introduced until 1960, when Erdös and Rényi
presented their graphical model (ER model) in which the existence of edges
between vertices are independently Bernoulli distributed with a common
probability. (Erdös et al., 1960) Regardless of the simplicity of the model,
ER graphs showed astounding performance and considerable potential for
analyzing network data. (Alon et al., 2008; Bollobás et al., 2007)
Nevertheless, the requirement of the same connection probability for any
two vertices in ER model restricts its capacity. For example, the probabilities
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that two people connect on a social media should be different for distinct pairs
of people. In 2002, Hoff et al. introduced latent position graph as a model
for network data. (Hoff et al., 2002) In a latent position graph, each vertex
is associated with a vector within the latent space X of Rd, and there exists
a kernel function κ : X × X → [0, 1] giving the probability that two nodes
are connected in a graph. Latent positions graph not only allows different
likelihood of forming an edge, but also reveals vertex attributes by latent
positions, which can be used to cluster communities of vertices. Based on
Hoff et al.’s work, Young and Scheinerman proposed random dot product graph
(RDPG), in which κ(Xi, Xj) = XTi Xj with Xi, Xj ∈ Rd. (Young et al., 2007) In
RDPG, P = XXT is necessarily positive semidefinite. To drop this requirement,
Rubin-Delanchy, Tang, and Priebe raised generalized random dot product graph
(GRDPG) in which kernel function κ(Xi, Xj) = XTi Ip,qXj. Ip,q is a diagonal
matrix with p ones and q minus ones on its diagonal. (Rubin-Delanchy et al.,
2017) In GRDPG, P = XIp,qXT does not have to be positive semidefinite.
For real-world networks, besides the adjacency matrix A, usually some covari-
ates could also be attainable. As an illustration, we can observe gender and
race of all vertices for social networks. For two arbitrary vertices in a graph,
it is reasonable that those covariates have an influence on the probability
that there exists connection between these two vertices. Thus, a graphical
model containing both unobserved latent positions and observed covariates
information is desired to handle such real data. Mele et al. built stochastic
blockmodels with one covariate and proposed a spectral algorithm to estimate
parameters in the model. (Mele et al., 2019) However, Mele’s algorithm has
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difficulties of being generalized from scenarios with one covariates to sce-
narios with multiple independent covariates, which is the main work of this
thesis.
1.2 Problem Statement
Assume we have the adjacency matrix A ∈ Rn×n and covariates matrix
Z ∈ Rn×m, where Aij = Aji when i ̸= j and Aii = 0, m covariates are binary
and mutually independent. Then in the model of generalized random dot product
graph with covariates, A is generated by the following process:









where Z(i) ∈ Rn denotes ith column of Z and Z(i)j ∈ {−1, 1}
Define β := [β1, ..., βm]T ∈ Rm. Our goal is to estimate β from A and Z,
and prove consistency of our estimator.
1.3 Outline of the Thesis
The remaining of this thesis is organized as follows: Chapter 2 covers necessary
related work and presents our methodology on random graph with covariates.
Chapter 3 prove the consistency of GRDPG with covariates; more specifically,
prove the estimated covariates parameters are close to ground truth up to
orthogonal transformation. Chapter 4 describes the simulation procedures
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and presents some simulation results. Chapter 5 gives the conclusion of this
thesis and discusses possible future research. Chapter 6 includes proofs of
inequalities used in this thesis for completeness.
4
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Chapter 2
Related Work and Methodology
2.1 Stochastic Block Model
The stochastic block model (SBM) (Holland et al., 1983) is a widely used ran-
dom graph model for heterogeneous social network data. In SBM, nodes
of a network are devided into K communities. Let τi ∈ [1, ..., K] denote the
community that vertex i belongs to. B ∈ [0, 1]K×K is the characteristic matrix
in which Bij is the probability that a vertex from community i and a vertex
from community j form a link in the network. Conditional upon the assigned
communities, Aij
ind∼ Bernoulli(Bτiτj). Moreover, the community assigned to
an arbitrary vertex can be an independent and identically distributed random
variable with some distribution on R. In other words, P(τi = k) = πk with
∑Kk=1 πk = 1.
2.2 Generalized Random Dot Product Graph
Another graphical model for network data is latent structure model (LSM),
which is more general than stochastic blockmodels due to the requirements
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on distributions. (Diaconis et al., 2007; Hoff et al., 2002; Smith et al., 2017)
A random dot product graph (Young et al., 2007) (RDPG) is a latent positions
graphical model. In RDPG, each node is characterized by a latent position of
Euclidean space Rd. Let Xi ∈ Rd denote the latent position of vertex i. The
probability that vertex i and vertex j form a link is Pij = XTi Xj. Conditional
upon the latent positions, Aij
ind∼ Bernoulli(XTi Xj). The matrix P is given by
P = XXT, where X = [X1|...|Xn]T ∈ Rn×d. The latent positions Xi may be an
independent and identically distributed random variable with some distribu-
tion F on Rd. Equivalently, X1, ..., Xn
i.i.d∼ F ∈ Rd.
Any SBM can be interpreted as a RDPG with the same latent position for
all vertices in a given block. (Athreya et al., 2017) However, Note that in
RDPG, P is necessarily positive semidefinite, which leads to one important
assumption in RDPG model that P be positive semidefinite. To drop this
assumption, Rubin-Delanchy, Tang, and Priebe proposed generalized random
dot product graph (GRDPG). (Rubin-Delanchy et al., 2017) Without the re-
striction of positive semidefiniteness, GRDPG is more robust to real network
data. Meanwhile, GRDPG holds many important useful attibutes of RDPG.
(Athreya et al., 2017)
Definition 1. (GRDPG). Let Xi ∈ Rd be the latent position of vertex i such
that XTi Ip,qXj ∈ [0, 1] for all i, j ∈ [1, ..., n], where Ip,q = diag(1,...,1,-1,...,-1)
with p ones and q minus ones on its diagonal. p ≥ 0, q ≥ 1, and p + q = d.
X := [X1|...|Xn]T ∈ Rn×d. Let F be a joint distribution of X1, ..., Xn on Rd. We
say that (X, A) ∼ GRDPG(F) with signature (p, q) if the following hold. First,
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let (X1, ..., Xn) ∼ F. Second, for all i < j, Aij
ind∼ Bernoulli(XTi Ip,qXj).
The adjcency matrices generated by GRDPG model are symmetric and
hollow; otherwise stated, the graphs generated by GRDPG are undirected
without self-loops. To be specific, Aii = 0 for i ∈ [1, ..., n].
2.3 Spectral Adjacency Embedding
In the real world, obtaining the adjacency matrix A of the social network
is straightforward. The problem people concern is how to recover latent
positions from A upon RDPG model or GRDPG model. The common two
methods to extract information of latent positions are Adjacency Spectral
Embedding (ASE) and Laplacian Spectral Embedding (LSE). (Athreya et al.,
2017) The one of our interest in this thesis is ASE.
Definition 2. (ASE). Given an undirected hollow graph A and a positive num-
ber d ≥ 1, the adjacency spectral embedding (ASE) of A into Rd is X̂ = UAS1/2A ,
where SA is the diagonal matrix of square root of d largest eigenvalues of ATA
and UA ∈ Rd is the matrix whose columns are corresponding eigenvectors.
X̂, the results of ASE, is a good estimate of X. The principle behind is as
follows. A can be viewed as a perturbation of P. Namely A = P + E, where
E is a noise matrix. When noise is relatively small, the leading eigenvalues
and eigenvectors of A and P should be close. Let A = UAΣAUTA be the eigen-





|ΣA| ∈ Rd×d takes entrywise absolute values of ΣA, in which the diagonal
contains d largest eigenvalues of A in magnitude. the diagonal entries of Ip,q
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take values of 1 if their corresponding eigenvalues are positive and take values
of -1 if their corresponding eigenvalues are negative. As a deduction, if we use
GRDPG model in which P = XIp,qXT, UA|ΣA|
1
2 = UAS1/2A should be close to
X. Furthermore, if P is positive semidefinite, then p = d, q = 0, and thus Ip,q
becomes an indentity matrix. Using RDPG model in which P = XXT, UAS1/2A
should be still close to X.
2.4 Methodology
For our problem, assume we can observe the adjacency matrix A where
Aij ∈ {0, 1} indicates whether there is connection between vertex i and j,
and a covariates matrix Z ∈ Rn×m where Zi ∈ Rm records m covariates of
observation i. To model such network data, we build GRDPG with covariates
as follows.
Aij|Xi, Xj
ind∼ Bernoulli(XTi Ip,qXj + f (Zi, Zj; β))
where f is a known function, β is vector of covariates parameters, Xi ∈ Rd is
the latent position of vertex i with i ∈ {0, ..., n}, Ip,q is a diagonal matrix with
p ones and q minus ones (p + q = d) on its diagonal. Our goal is to estimate
β and X, where X = [X1|...|Xn]T ∈ Rn×d. In fact, once an accurate estimate
of β is found, we can remove the effects of covariates and then use the ASE
discussed in 2.3 to estimate X. (Lyzinski et al., 2017; Lyzinski et al., 2014;
Athreya et al., 2016; Sussman et al., 2012; Tang et al., 2017) Moreover, we can
cluster communities of X̂ using Gaussian Mixture Modelling (GMM).(Mele
et al., 2019) Thus, we focus on estimating β in this thesis.
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2.4.1 GRDPG with one covariate
Assume m = 1 and Zi ∈ {−1, 1}. Then Z is a covariate vector of length n. We
build the following model.





where 1 is the column vector of length n whose entries are all 1’s. Note that












where X1 denotes those vertices with covariates equal to 1, and X−1 denotes
those vertices with covariates equal to -1.
Applying ASE on the adjacency matrix A into Rd+2, we have Y := UAS1/2A ∈
Rn×(d+2) such that P ≃ P̂ = YIp,qYT, where Ip,q is a diagonal matrix whose
diagonal entries take values of 1 if corresponding eigenvalues of A is positive
and take values of -1 if corresponding eigenvalues of A is negative. P̂ should






















We now introduce some notations:
n1 := |{i : Zi = 1}|
n−1 := |{i : Zi = −1}|
n = n1 + n−1
Let J1 be the centering matrix I − n−11 11






























































. Then we have
Y2 ≃
[︁
X1 − µ1 0
]︁
(2.1)

















Applying ASE on the top left block of matrix A, we have Y1 ∈ Rn1×(d+1) such














(2.2) minus (2.1) implies







(2.3) shows the last column of Y1 − Y2 can be used to estimate
√︁
β and hence
estimate β. From that, define u1 ∈ Rn1 to be the last column of Y1 − Y2, then





On top of that, Chapter 4 will rigorously prove that the last column of Y1 − Y2
is asymptotically equal to
√︁
β1 up to orthogonal transformation. Chapter 5
will present a specific procedure to find those orthogonal transformation in
practice.
2.4.2 GRDPG with multiple independent covariates
Assume that there are two independent covariates, both of which take value
from {−1, 1}. Namely Z ∈ Rn×2 and Zi ∈ {−1, 1}2. The model of GRDPG
with covariates in this case is









where Z(i) is the ith column of Z.
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where Xi,j ∈ Rni,j×d denotes the latent position matrix of those vertices with
first covariate equal to i ∈ {−1, 1} and second covariate equal to j ∈ {−1, 1}.
ni,j := |{l : Z
(1)
l = i, Z
(2)
l = j}|.
The underlying structure of P is shown above. Four circled blocks in (2.4) can
form a new matrix that can be used to estimate β2 through the methodology
described in Section 2.4. Similarly, four circled blocks in (2.5) can be used to
estimate β1. Note that some permutation in terms of covariates need to be
operated to make A correspond to matrix (2.4).
For number of independent covariates greater than 2, A can be permuted
to be aligned with a similar structure of (2.4). Then β can be estimated by
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Following the same notations and definitions in Chapter 2, this chapter will
prove the consistency of the estimation of β proposed in Section 2.4. First con-
sider GRDPG with one binary covariates. We now prove that β̂ = n−11 ||u1||22







Lemma 1 (Tang et al., 2013). Let A and B be n × n positive semidefinite
matrices with rank(A)=rank(B)=d. Let X, Y ∈ Mn,d(R) be of full column rank
such that XXT = A and YYT = B. Let δ be the smallest nonzero eigenvalue of
B. Then there exists an orthogonal matrix W ∈ Md(R) such that







The proof of Lemma 1 can be found in Appendix.
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Let δ3 be the smallest nonzero eigenvalue of J1X1X
T
1 J1. Then there exists an


















































































(3.4) follows lemma 1. (3.5) follows the fact that the spectral norm is less than
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or equal to the Frobenius norm. (3.6) uses the fact that changing signs of
eigenvalues simultaneously does not influence on the absolute value of the
difference. (3.7) holds due to the fact that
||JXXTJ||F ≤ ||J|| · ||XXT||F||J||
= ||XXT||F
where J := I − n−111T is a centering matrix.
Remark. The spectral norm of centering matrix J is 1; namely, ||J|| = 1.
In (3.9), ||YIp,qYT − P||F ≤ O(
√︂

























Applying ASE on the top left block of matrix A, we have Y1 ∈ Rn1×(d+1) such






YT1 . Let δ1 be the smallest eigenvalue of
(X1XT1 + β11



























































(d + 1)logd+1n1) (3.16)
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Define β̂ := n−11 ||u2||22, finally prove
β̂ − β → 0
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Chapter 3 has proved that Y1 − Y2 is asymptotically equal to
√︁
β1 up to or-
thogonal transformation. Practically, we use Procrustes Procedures to exactly
find those orthogonal transformation.
Consider GRDPG with one binary covariate, which is





In practice, the algorithm to estimate β from A and Z is as follows:
(1) Compute ASE of A; that is Y
(2) Compute P̂ = YIp,qYT
(3) Permute P̂ in terms of covariates and center the top-left block of P̂, which
records the connections between vertices with the same covariate value.
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Denote the centered top-left block as D




(5) Compute ASE of the top-left block of A; that is Y1
(6) Compute C = YT1 J1Y2
(7) Compute the SVD of C; that is, C = UΣVT
(8) The optimal rotation matrix is W3 = VUT
(9) The optimal translation vector is tW2 = n−11 11
T(Y1 − AW3)
(10) β̂ = n−11 ||u||22, where u is the last column of tW2W
T
3
In step (4), Ỹ2 is orthogonal transformation of J1X̃1 following the same no-
tations in previous chapters. Namely, Ỹ2 = J1X̃1W1 where W1 ∈ Rd is an




























































, W3 := WT4 W2
Equivalently,
Y1 = Y2W3 + tW2
Step (6) to step (9) follows Procrustes Procedures to find optimal rotation
matrix W3 and optimal translation vector tW2. (Borg et al., 2005) The detailed






Due to the special structure of W4, the last column of tW4 is the same as the
last column of t, which is
√︂
β̂1. Thus, the last column of tW2WT3 is equal to√︂
β̂1.
4.2 Simulation Results
Consider that there are two communities in X ∈ Rn×d. Let p ∈ Rd denote the
latent position of the first community and q ∈ Rd denote the latent position
of the second community. We investigate the difference between β and β̂ by
altering the value of β (Table 4.1 and Figure 4.1), the number of observations
(Table 4.2 and Figure 4.2), and the value of d (Table 4.3 and Figure 4.3).
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β β̂ |β − β̂| CPU Time (s)
0.1 0.08461645 0.015383553 17.61
0.15 0.15430248 0.004302476 14.10
0.2 0.20767166 0.007671655 11.32
0.25 0.25946646 0.009466464 11.59
0.3 0.31132318 0.011323182 12.10
0.35 0.36088746 0.010887459 12.11
0.4 0.41277985 0.012779847 13.51
0.45 0.46215600 0.012156002 12.39
0.5 0.51014223 0.010142233 11.01
0.55 0.55963482 0.009634821 11.15
Table 4.1: Test of β. n=4000, p=[0.2], q=[0.6], balanced block size and covariate size
Figure 4.1: |β − β̂| versus β. n=4000, p=[0.2], q=[0.6], balanced block size and covari-
ate size
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n β β̂ |β − β̂| CPU Time (s)
2000 0.35 0.3604602 0.010460235 1.504
4000 0.35 0.3608875 0.010887459 11.233
6000 0.35 0.3586939 0.008693881 39.861
8000 0.35 0.3559384 0.005938351 92.853
10000 0.35 0.3546021 0.004602101 180.533
Table 4.2: Test of n when d = 1. p=[0.2], q=[0.6], β = 0.35, balanced block size and
covariate size
Figure 4.2: |β − β̂| versus n when d = 1. p=[0.2], q=[0.6], β = 0.35, balanced block
size and covariate size
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n β β̂ |β − β̂| CPU Time (s)
2000 0.35 0.3852092 0.03520922 1.829
4000 0.35 0.3802840 0.03028395 15.172
6000 0.35 0.3775286 0.02752862 43.806
8000 0.35 0.3756289 0.02562886 105.502
10000 0.35 0.3741905 0.02419050 207.424
Table 4.3: Test of n when d = 2. p = [0.23, 0.14]T, q = [0.69, 0.13]T, β = 0.35,
balanced block size and covariate size
Figure 4.3: |β− β̂| versus n when d = 2. p = [0.23, 0.14]T, q = [0.69, 0.13]T, balanced
block size and covariate size
As shown in Figure 4.2 and Figure 4.3, |β − β̂| decreases as n increases,
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Chapter 5
Conclusion and Future Work
We have successfully introduced Generalized Random Dot Product graph with
Covariates model in matrix form to handle the network data with observed
binary covariates. As the main contributions of this thesis, we have developed
a spectral, Procrustes estimator for parameters in the model; furthermore,
through both empirical tests and theoretical proof, we conclude that the esti-
mator results are asymptotically equal to the true parameters up to orthogonal
transformation.
In reality, both discrete covariates and continuous covariates can be observed.
Take social network as an example, gender is a discrete covariate and income is
a continuous covariate, both of which contribute to the probability of forming
the link in a graph. Categorical covariates can be converted to binary covari-
ates and then fit the model presented in this thesis. However, continuous
covariates are out of discussion of this work. In future work, we expect to






Lemma 1 (Tang et al., 2013). Let A and B be n × n positive semidefinite
matrices with rank(A)=rank(B)=d. Let X, Y ∈ Mn,d(R) be of full column rank
such that XXT = A and YYT = B. Let δ be the smallest nonzero eigenvalue of
B. Then there exists an orthogonal matrix W ∈ Md(R) such that







Proof. Let R = A − B. As Y is of full column rank, YTY is invertible, and its
smallest eigenvalue is δ. We then have
Y = XXTY(YTY)−1 − RY(YTY)−1
Let T = XTY(YTY)−1. We then have
TTT − I = (YTY)−1YTXXTY(YTY)−1 − I = (YTY)−1YTRY(YTY)−1
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Therefore,
−(YTY)−1YT||R||Y(YTY)−1 ⪯ TTT − I ⪯ (YTY)−1YT||R||Y(YTY)−1
where ⪯ refers to the positive semi-definite ordering for matrices. We thus
have
||TTT − I||F ≤ ||R|| · ||(YTY)−1|F ≤
√




Now let W be the orthogonal matrix in the polar decomposition T = W(TTT)1/2.
We then have
||XW − Y||F ≤ ||XW − XT||F + ||XT − Y||F
≤ ||X|| · ||(TTT)1/2 − I||F + ||R|| · ||Y(YTY)−1||F
≤ ||X|| · ||(TTT)1/2 − I||F + ||R|| · ||Y|| · ||(YTY)−1||F
Now, ||(TTT)1/2 − I||F ≤ ||TTT − I||F. Indeed,









= ||TTT − I||F
We thus have





and Lemma 1 follows.
A.2 Procrustean Similarity Transformations
(Borg et al., 2005) Let X be the target configuration and Y be the corresponding
testee. Assume that X and Y are both of order n × m. Let T be an orthogonal
matrix of order m × m. Let δ be a scalar. Let t be a translation vector. The
Procrustes Procedures aim to find sYT + 1tT which is close to X. The steps to
compute the Procrustean similarity transformations which minimize ||X −
(sYT + 1tT)||2F are:
(1) Compute C = XTJY
(2) Compute the SVD of C; that is, C = PΦQT
(3) The optimal rotation matrix is T = QPT
(4) The optimal dilation factor is s = tr(XTJYT)/tr(YTJY)
(5) The optimal translation vector is t = n−1(X − sYT)T1
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