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We investigate the predictive power of recurrent neural networks for oscillatory systems not
only on the attractor, but in its vicinity as well. For this we consider systems perturbed by an
external force. This allows us to not merely predict the time evolution of the system, but also
study its dynamical properties, such as bifurcations, dynamical response curves, characteristic
exponents etc. It is shown that they can be effectively estimated even in some regions of the
state space where no input data were given. We consider several different oscillatory examples,
including self-sustained, excitatory, time-delay and chaotic systems. Furthermore, with a sta-
tistical analysis we assess the amount of training data required for effective inference for two
common recurrent neural network cells, the long short-term memory and the gated recurrent
unit.
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Inference of most dynamical properties of any sys-
tem is typically best done with an active experi-
ment, meaning that one has the power to repeat-
edly manipulate the system state in controlled con-
ditions in order to isolate the desired measure, e.g.
car technical inspection, where the examiners ma-
nipulate the car into specific situations in order
to asses its safety on the road. Often however,
one only has access to passive observations. This
can be due to a number of reasons, for example,
the system can be very big, like when studying
the dynamics of our planet, or the system can be
delicate, like when studying the phisiology of the
human body. The algorithms that attempt to dis-
til dynamical measures from passive observations
commonly make assumption on how the observa-
tions were collected and typically require very long
observations. Imagine, for example, assessing the
car‘s capabilities only from observing routine trips
to work. Here we propose a conceptually simple
scheme, relying on the now well established artifi-
cial neural networks. In particular, we use recur-
rent neural networks which have established them-
selves in timeseries forecasting, text generation etc.
and train the networks to mimic the system dy-
namics, allowing us to then perform an active ex-
periment on the trained model. We test this on
several oscillatory systems and measure their char-
acteristic properties, such as, bifurcations, dynam-
ical response curves, characteristic exponents and
compare them to the measures form the original
system.
a)Electronic mail: rokcestn@uni-potsdam.de, r.cestnik@vu.nl
I. INTRODUCTION
Oscillatory systems can be found in all fields of natu-
ral science: in optics1, electronics2, chemistry3, biology4,
climatology, life science, etc. Oscillations are present at
all scales, both temporal and spatial, e.g. in biology, from
cells like neurons5, to organs like the heart6, to oscilla-
tions spanning the entire organism such as the circadian
rhythm7 and the menstrual cycle.
Classical modeling of dynamical systems consists of rea-
soning of the terms involved followed by directly assessing
the validity of the model. For low-dimensional systems,
this works well; however the aforementioned examples are
all complex, high-dimensional and coupled to their sur-
rounding, like the brain which consists of many coupled
neurons8. Other examples include climate models9 and
fluid dynamics, which have been a major driving force
for the investigation of periodic motion, synchronization
of oscillatory systems10, period doubling bifurcations, and
chaotic oscillations. Accurate modeling of such systems is
hard, but with increasing computer power existing meth-
ods to infer dynamical systems from measurements are eas-
ier to realize11–13.
For high-dimensional systems, one has to either measure
with many channels or apply embedding methods14,15, or
commonly both. If a system is truly periodic, then it lives
on a one-dimensional manifold and may be in principle
modeled by a two-dimensional system of equations. If
weakly perturbed, under certain assumptions16, the sys-
tem remains close to the unperturbed orbit. Such pertur-
bations may originate from another oscillator, a network
of oscillators or elsewhere from the environment. How-
ever, if the system is close to a bifurcation, perturbations
may cause it to undergo dramatic changes in its dynam-
ics. Bifurcations however, are hard to predict for heuristic
models, whereas this is generally easier if equations are
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2known. Under this point of view previous approaches us-
ing symbolic regression methods12,17,18 proved successful.
Heuristic methods such as liquid state machines, echo state
networks, or various types of artificial neural networks19–23
perform very well in predicting dynamical systems. How-
ever, few studies are known for particular aspects of oscil-
latory systems inferred from time series. Here, we investi-
gate several oscillatory models under perturbation, as they
may occur in real measurements. Our focus is on the in-
ference of dynamical properties, bifurcation behavior and
chaos, even if not all of the parameter variation is included
in the measurement.
In all of the above methods one typically a priori as-
sumes a model (or a class of models), sets an optimiza-
tion criterion (e.g. least squares) and optimizes model pa-
rameters or its functional constituents for nonparametric
methods. Mathematical aspects are most often left aside,
e.g. basic assumptions on the existence of solutions and
robustness under perturbation, in particular for heuristic
methods. Here we utilize the widely used artificial neural
networks (ANNs). An ANN has several hyperparameters
such as the actual topology of the network, the activation
function, the learning rate, and is in general very pliable
toward many different tasks. Since we consider time se-
ries, we investigate the capacities of recurrent neural net-
works24 (RNN). Due to loops in their connectivity they
retain past information, i.e. they inherently possess mem-
ory, similar to embedding. They tend to be particularly
successful in speech recognition25, text generation26 and
machine translation27, where a forward-oriented seman-
tic is present. The aim of this study is to evaluate how
suited RNNs are for modeling oscillatory systems under
the aspect of parameter change and perturbations. In this
way, the inferred model of the oscillator can be probed via
changing the perturbation signal, effectively allowing the
performance of an active experiment.
The article is structured as follows: in section I A we
refer to relevant related works and briefly recall the RNN
functioning. in section II A we introduce the dynamical
inference setup and training scheme. We then present nu-
merical tests with example systems in section II B where we
compare signal reconstruction and other observables such
as the phase response curve28 (PRC) and the maximum
Lyapunov exponent29. The different example systems are
chosen as representatives of different mechanisms giving
rise to oscillatory behavior; specifically, self-sustained and
excitatory oscillations, time-delay induced oscillations and
chaos. We continue by presenting numerical tests on data
requirement for successful inference in section II C where
we compare the inference quality for different lengths of
time-series used for training. We present the methods used
in more detail in section III and finally, discuss the novel-
ties, limitations and generalizations of our approach in the
discussion section IV.
A. Previous work
In this paragraph we chronologically go through works
related to this paper. In Ref.30 the author uses a RNN
for learning state space trajectories. In Ref.31 the authors
show that any trajectory generated by a finite-dimensional
dynamical system can be effectively represented with a
neural network. In Ref.32 the authors model a dynam-
ical system with a perturbation using a RNN. In Ref.33
the authors use feed-forward neural networks34 to model
dynamical systems. They feed in delayed values of one
variable as well as a control parameter as inputs and train
the network for one step predictions. The approach works
well and they reproduce bifurcation diagrams of several ex-
ample dynamical systems. In our approach we train RNNs
for one step prediction where the input consists of several
time-delayed values of one or more variables as well as an
arbitrary number of perturbative signals (we will refer to
the perturbative signal inputs as p-inputs). The past val-
ues of one or more variables contain information of the
topology of the attractor of the complete system accord-
ing to the Takens’ delay embedding theorem15. The RNN
topology prioritizes more recent values over older ones for
the next prediction, therefore, we believe it is more suitable
for time-series prediction and demonstrate its efficiently
throughout this paper.
B. Recurrent neural networks
Artificial neural networks is nowadays a relatively broad
term as many different network topology classes are com-
monly used for dealing with different types of problems.
The simplest class of ANNs are the feed-forward networks,
they have directed connections between subsequent layers
without any loops, effectively allowing the information to
flow in only one direction - forward. The slightly more gen-
eral class are the recurrent neural networks (RNN), they
can have loops in their connectivity, which can result in
internal state memory. Different RNNs then differ in the
fine architecture of the basic cells, the order and type of
logical operations. In this work we apply two commonly
used cells, the long short-term memory cell35 (LSTM) and
the gated recurrent unit36 (GRU). LSTM was constructed
first in an attempt to deal with long term dependencies
and GRU emerged as its faster simplification. Further de-
tails on the functioning of different RNN cells can be found
in Ref37. The software implementation was accomplished
with the help of TensorFlow38 and Keras39.
II. RESULTS
A. Inference scheme
Consider a general dynamical system ~˙x(t) = f(~x) ∈
RN , perturbed by an external perturbation ~p(t) ∈ RN .
Suppose we have measured the timeseries of nx ≥ 1 state
variables ~x = (x1, x2, . . . , xnx) as well as the np timeseries
3of the perturbation ~p = (p1, p2, p3, ...) over a period of
time. The question we investigate is if it is possible to
recover both the autonomous dynamics of the system ~x
and the system’s response to the perturbation using RNNs.
Without perturbation we can only recover the dynamics
on the attractor, but with a perturbation the phase space
around the attractor is explored and we have a means to
infer the neighboring phase space, too.
We train the RNN to receive historical values of ~x(t), ~p(t)
and return the time-evolved state ~x(t + ∆t). In practice,
this is accomplished by first ”unrolling” the network. The
RNN at each time step can be represented as a separate
copy of the same network, where the recurrent connections
have been replaced with regular connections linking every
copy with its successor. Then this chain of networks is
truncated and a finite number of ”rolls” (network copies)
considered. The historical values effectively correspond to
a time-delay embedding, allowing the RNN to infer the
state of the system. The number of rolls therefore corre-
sponds to the dimensionality of the time-delay embedding,
although the time steps we use are typically much smaller
then delays used in embeddings, making the succesive steps
considerably correlated. Nevertheless we can deduce from
the Takens’ embedding theorem15 that at least R > 2M+1
rolls have to be considered, where M is the dimension-
ality of the attractor. The sampling ∆t must be smaller
than the smallest time scale which occurs in the system (or
which we may want to include in our modeling). Heuris-
tically, one can say that the time-resolution ∆t should be
chosen fine enough to see the details of interest.
Given an appropriate resolution and number of network
copies we can begin to ”train” our model, i.e. to start a
loop for the statistical inference method: At each training
step the network ”learns” the possible relation:
~x(t), ~p(t) 7→ ~x(t+ ∆t) (1)
using the time instants t, t−∆t, t−2∆t, ..., t−(R−1)∆t.
We use a least-squares optimization criterion ‖~xe−~x ‖‖~x−〈~x〉‖
(where 〈·〉 stands for the mean) to determine quantita-
tively how well the estimates ~xe match the true values ~x.
Hereafter, we use estimated and modeled as synonymous.
B. Examples
We put our scheme to the test on several model systems,
including time-delay, excitatory and chaotic oscillators.
The validation test consists of comparing the modeled sig-
nal with the original when presented with data never seen
in training. As important measures of oscillatory systems
we estimate the phase response curve28 (PRC) and the
maximal Lyapunov exponent29 for comparing the predic-
tive power the model has in a dynamical systems context.
For all examples shown in this paper we use a network
with 1 hidden layer of 32 nodes and 36 rolls. We use
tanh activation for all but the output layer, where we use
linear activation so that a continuous signal can be pro-
duced. There are two common cells used in RNN: the long
short-term memory cell35 (LSTM) and the gated recur-
rent unit36 (GRU). We tested both for the systems in this
study; as a result we found that GRU performed poorly,
hence all results shown are for LSTM models, cf. Sec. II C
for a comparison of the two cells. To generate the data we
first simulate the perturbation signal using the stochastic
Euler-Maruyama integration scheme, and then integrate
the dynamical equations with fourth order Runge Kutta.
We use a sufficiently small time step and then re-sample
the signals to an appropriately lower time resolution to
create the network training data. The resolution is chosen
such that 36 points (the number of considered historical
values R) corresponds to 1 natural period of the oscillator.
In the case of chaotic oscillators, this was computed as the
average period, in the case of excitatory systems the time
needed to return from the excited state to the fixed point
was used.
1. Roessler oscillator - phase response curve, bifurcation
diagram and Lyapunov exponents
For our first test we use the Roessler system40, because
it exhibits many different regimes, i.e. simple periodic os-
cillations, higher period oscillations and chaos, by varying
just one parameter b, cf. Fig. 2(a) for the bifurcation dia-
gram. The corresponding equations, including the pertur-
bation p read:
x˙ = − y − z
y˙ = x+ ay
z˙ = b+ z(x− c) + p(t)
(2)
with parameters a = 0.2 and c = 5.7. To explore the
phase space, we can vary b through a constant term in the
perturbation p(t). For the first test we set b = 2.0, such
that the system has a simple attractive periodic orbit. In
the following we use a stochastic perturbation, generated
by an Ornstein-Uhlenbeck41 process:
q˙ = −q/τ + 
√
2/τξ(t) (3)
where ξ is Gaussian white noise 〈ξ(t)ξ(t′)〉 = δ(t− t′), and
 = 0.5 and τ = 5.0 are the amplitude and correlation time
of q. The stochastic differential equation is integrated with
the Euler-Maruyama method to obtain noise with expo-
nentially decaying correlation: 〈q(t)q(t′)〉 = 2e−(t−t′)/τ .
Now, we set p(t) = q(t) and feed both the signal x(t)
and the perturbation signal into the network as described
in section II A. The timeseries length corresponds to 1000
natural periods, which is presented to the network dur-
ing 500 training epoch in batches of 100 time points with
resolution ∆t = 0.17 (the time step used for the integra-
tion is significantly smaller). The network is trained using
stochastic gradient descent42 with learning rate 0.005.
The network learns to reproduce the dynamics to a mean
deviation of 2.5 × 10−2 (for the time window in Fig. 1),
such that the reproduced signal is visually indistinguish-
able from the one generated with Eqs. (2). This holds true
for both the perturbed signal - where p(t) is fed to both the
4network and the equations, as well as for the unperturbed
signal - where p(t) = 0 is used.
Can we use the inferred network for more than just mim-
icking a signal, e.g. to study dynamical regimes? We want
to study this scenario in probing the network for dynamical
responses to stimuli. Since the system in question is a self-
sustained oscillator it is natural to estimate its PRC, cf.
Sec. III B. The comparison of the estimate obtained from
the RNN and the the true PRC, is displayed in Fig. 1.
The coincidence is very good, up to mean deviation of 0.1
in the entire phase range [0, 2pi). Indeed, this can be an
effective method of inferring the PRC from data, cf.43–45.
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FIG. 1. a: The training signal generated with Eqs. (2) in red
and the RNN reproduced signal in green. Both have the same p-
input, depicted with gray (scaled for being visually comparable
to the signal). The vertical black line marks the beginning of
the forecast. b: The true phase response curve of system (2) in
red and the one inferred from the RNN in green.
We perform another test with the Roessler oscillator,
this time testing the power of the network to reproduce
the system across several dynamical regimes. For this we
use b = 0 and a strong and varied p-input that considerably
explores the state space:
p(t) =
1
2
exp(q(t)) (4)
where q(t) is the p-input described in Eq. (3). It yields a
process with a log-normal distribution: P (p) ∼ 1p exp
(
−
2
(
log(p) + log(2)
)2)
. Such p-input spans a wide range of
values, effectively introducing different regimes of our sys-
tem to the network, see Fig. 2(a) for the p-input probabil-
ity distribution with respect to b bifurcation (grey shaded
region in the background). The idea is that the network
then effectively learns to mimic the regimes correspond-
ing to different values of b, which we can invoke via the
offset of the p-input p(t). For this study we use a longer
timeseries corresponding to 10000 natural periods, which
is presented to the network during 1000 training epochs.
As a result, we find that the network reproduces the
signal of the system perturbed by Eq. (4) well. Further-
more, we can estimate the bifurcation diagram from the
network by feeding it different values of constant p-input,
effectively setting the parameter b of the model (2) and ob-
serving the stationary signals, see Fig. 2(a). In the value
range of the p-input (4) the diagram obtained from the
RNN matches the true one closely. It reproduces simple
oscillatory regimes, chaotic regimes and the period dou-
bling bifurcation. Throughout the range of b the natural
frequency (average frequency in the case of chaos) matches
the true one closely, with mean deviation of 5× 10−2.
In chaotic regimes the maximum Lyapunov exponent29
is an important measure as it quantifies the divergence of
nearby trajectories in time. We estimate it from the RNN
and plot it against the true values, see Fig. 2(b). This is ac-
complished by long time observation of the evolution of two
nearby states, while re-scaling their difference to prevent
them from diverging far from each other, see section III C
for further details. This can be an effective method for
inferring the Lyapunov exponent from data, cf.46,47.
FIG. 2. a: The bifurcation diagram of system (2) in red and the
one inferred from the RNN in green. The probability density
of the p-input is underlaid in gray (scaled for being visually
comparable to the diagram). b: The Lyapunov exponents of
system (2) in red and the ones inferred from the RNN in green.
The true bifurcation diagram is underlaid in gray (scaled for
being visually comparable). Note that the bifurcation diagram
as well as the Lyapunov exponent range were reproduced with
a single RNN trained on correlated noise p-input, Eq. (4).
Now we go even one step further and test the predic-
tion of the RNN when presented with an input outside the
5range of trained values. We train two networks on slightly
modified p-inputs:
p(t) =
1
2
exp(±|q(t)|) (5)
This effectively splits the probability distribution of the
p-input (4) in two at the value b = 0.5. One network
is trained only on values smaller than 0.5 and the other
only on larger ones. Then we perform the same prediction
analysis as in the previous test, estimating the bifurca-
tion diagram and the Lyapunov exponents accross the full
range of b ∈ (0, 2). It stands to reason that the predictions
in regimes far from those presented during training will
have little to do with the original system, but neverthe-
less it is surprising just how much can be deciphered from
them. For example, in Fig. 3(a) a period doubling bifurca-
tion occurs outside of the trained regime, as it does in the
original system (although the critical values are shifted),
and throughout the entire test range the system remains
oscillatory (it does not settle to a fixed point). Not all fea-
tures are reflected however, for instance in Fig. 3(c) in the
chaotic regime outside of the p-input range the period-3
window is not observed.
2. FitzHugh-Nagumo oscillator - example of an excitable
system
In the following two examples we want to study the
power of RNN for two systems with different origin and dy-
namical behavior of oscillations. As a first important class
we investigate an excitatory system, namely the FitzHugh-
Nagumo oscillator48:
x˙ = x− x3/3− y + I0 + p(t)
y˙ = σ(x+ a− by) (6)
where parameters are σ = 0.1, a = 0.7, b = 0.8 and I0 =
0.25. For the p-input we use, as once before p(t) = q(t),
described by Eq. (3), with  = 0.05 and τ = 25.0. The
RNN is trained on timeseries comprising of 1000 spikes,
over 500 training epochs. The time resolution is ∆t = 1.
For the excitatory oscillations we compare how well does
the model reproduce a spike train when presented with a
novel p-input realization, see Fig. 4(a). Furthermore, we
estimate the spiking frequency with respect to the input
current I0 (the p-input) and compare it to the true one,
see Fig. 4(b). For low input currents I0 the system (6)
is quiescent, i.e. it does not fire and remains close to its
fixed point. When I0 is increased, a bifurcation occurs, a
limit cycle is born and the system begins to spike regularly.
The corresponding first-order phase transition is clearly
inferred from the RNN, with the critical value of the input
accurately predicted up to the order 10−3. In addition,
the estimated frequency values match the true ones closely,
with mean deviation 10−2.
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FIG. 4. a: The training signal generated with Eqs. (6) in red
and the RNN reproduced signal in green (shifted up for distinc-
tion). Both have the same p-input realization, depicted with
gray (scaled and shifted for being visually comparable to the
signal). b: The true spiking rate of system (6) in red and the
one inferred from the RNN in green.
3. Mackey-Glass equation - example of a delay system
For our final study we briefly report on the RNN results
for the Mackey-Glass equation49, as a representative of
time-delay systems:
x˙ = a
xθ
1 + xnθ
− bx+ p(t) (7)
where xθ represents the time delayed variable x(t − θ),
a = 2, b = 1, n = 8 and the time-delay θ = 2. In this
parameter regime the equation yields a stable limit cycle
with a period-2 orbit, see Fig. 5. We use p-input p(t) =
q(t), Eq. (3), with  = 0.005 and τ = 1.0. The length
of time series corresponds to 5000 natural periods, over
500 epochs in batches of 100 time points with resolution
∆t = 0.15. The dynamics is well reproduced with a mean
deviation of 5×10−2. Intuitively, a RNN seems to be suited
well for modeling delay equations, since it has inherent
delay. We conclude that for this important model class
RNNs work well.
C. Amount of data and noise study
Any good statistics-based study includes a section on
the dependence of the result on the amount of data pro-
vided and the sensitivity to noise - we do so in the following
paragraphs. We present only results for the Roessler os-
cillator, Eq. (2). We train independent RNN models with
different lengths of timeseries. We vary the amount of
data supplied to the RNN in the following way: we keep
the product of the timeseries length and number of epochs
constant, thereby always introducing the same number of
data points to the network (500000), i.e. we change the
6FIG. 3. The bifurcation diagram and maximal Lyapunov exponent for system (2) perturbed by Eq. (5). On the left (a,b) the
negative exponent (-) is used, therefore limiting the p-input values below 0.5, and on the right (c,d) the positive exponent (+) is
used, limiting the p-input values to above 0.5, see the underlaid probability distributions in gray. Therefore, each side has a range
of parameter values b that the RNN has not been presented with during training. In all subplots the true values of the system (2)
are depicted with red and the RNN inferred ones with green.
number of occurrences of the same points. The sampling
rate is kept constant. We test the range from 15 to 1000
periods and measure the error of the PRC and signal, see
Fig. 6. For each set of parameters 100 models are trained
and evaluated. The PRC error is evaluated as the L2 norm
of the difference between the true and the reconstructed
curve:
2pi∫
0
(
PRC
RNN
(ϕ)− PRC
TRUE
(ϕ)
)2
dϕ
and similarly for the signal error:
∆∫
0
(
x
RNN
(t)− x
TRUE
(t)
)2
dt
where we further have to determine over what interval we
evaluate it, ∆.
The results of this evaluation are shown in Fig. 6. Here
we also demonstrate the difference between LSTM and
GRU cell types, underlining our previous remark on the
poor results for GRU. For the LSTM cell, the PRC error
is on average rather good and it clearly shows a depen-
dence on the amount of data provided, approximately at
100 periods worth of data the error saturates around the
value 0.1, see Fig. 6(a). In the case of GRU the PRC
error is large and does not seem to improve with greater
amounts of data, Fig. 6(b). That is not to say that GRU
intrinsically can not perform this task, it might just re-
quire a larger network to achieve the same effect - recall
that we use the same number of nodes throughout this
work. GRU was designed as a clever, faster simplification
of the LSTM cell. It merges the hidden cell state into the
regular cell state as well as merging several logical opera-
tions into fewer ones37. These simplifications are reasoned
by its developers36 but apparently noticeably impair the
cell in performing our particular task.
The error of the signal undoubtedly should depend on
the interval ∆ over which it is evaluated. Even with a near
perfect model the small errors build up and after a long
time the true and reconstructed signals become incoher-
ent, which means that with increasing ∆ the error should
grow. We see that for both cells in Fig. 6(c,d), although
on average the GRU signal errors are significantly larger.
As with the PRC error, the signal error decreases with the
amount of data.
Now for the robustness of the inference against measure-
ment noise. We only present a basic study where we con-
sider the Roessler system, Eq. (2) with p-input p(t) = q(t),
Eq. (3). We fix b = 0.6 which corresponds to a chaotic
regime. Then, we add to each time point a random uncor-
related Gaussian number with mean 0 and standard devi-
ation 1 to represent strong measurement noise, and train
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FIG. 5. a: Delay embedded trajectory of system (7) in red, its
two dimensional projections in purple. For the chosen set of
parameters the system has a stable limit cycle, the variation is
due to the p-input. b: The signal generated with Eqs. (2) in
red and the RNN reproduced signal in green. Both have the
same p-input realization, depicted with gray (scaled and shifted
for being visually comparable to the signal). The vertical black
line marks the beginning of the forecast.
the network on the noisy signals. We introduce 10000 av-
erage periods worth of training data over 500 epochs. The
network effectively extracts the relevant dynamics and re-
produces the attractor well, see Fig. 7.
x(t)
y(t)
z(t)
FIG. 7. The training data in red and the RNN reproduced
attractor in green.
III. METHODS
In this section we specify the methods we used to evalu-
ate the properties of oscillatory systems. For each property
we write how we computed it from the equations as well
as how we computed it from the RNN.
A. Natural period estimation
The period is measured as the time between two succes-
sive signal-threshold crossings from bellow when the sys-
tem is unperturbed. From equations, the time of crossing
is accurately estimated using the He´non trick50. When
estimating from a network, a linear interpolation from a
point before and after the threshold crossing is used.
B. Phase response curve estimation
Firstly the natural period T0 has to be accurately esti-
mated, see section III A. Then the system in question is
weakly and instantaneously perturbed at particular phases
ϕ∗, i.e. at times t∗ = ϕ
∗
2piT0 after the beginning of a period,
p(t) = δ(t− t∗). Then the evoked phase shift is evaluated
as
Z(ϕ∗) = 2pi
nT0 −
∑n
i=1 Ti
T0
(8)
where T1 is the period in which the perturbation arrives
and T2, T3, T4, ... the periods that follow. n counts how
many periods we wait to evaluate the shift and since we
are looking for the asymptotic shift n should be big enough
that the PRC does not depend on it, in this paper we used
n = 5.
In the case of the network, the time for inputting per-
turbations is discrete and the best we can do is input per-
turbation /∆t where ∆t is the time increment between
two consecutive points in the unrolled RNN.
C. Maximal Lyapunov exponent estimation
For computing the exponents from the true system we
use the standard technique, since we have the dynamical
equations.
To estimate the exponent from the RNN a different ap-
proach is needed. Suppose we have access to all the vari-
ables of the original system ~x = (x1, x1, ..., xnx). In such
case the intuitive method can be used:
1. simulate a trajectory ~x for a long time so it settles
to the attractor,
2. start a new trajectory ~x† = ~x + ~p with a small ar-
bitrary perturbation ‖~p‖ = δx and evolve both for a
short time δt,
3. evaluate the deviation ∆ = ‖ ~x† − ~x‖,
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FIG. 6. Comparison of data requirement for two different cells, LSTM left (a,c) and GRU right (b,d). In the top plots (a,b), the
error of the inferred PRC with respect to the length of data provided, tdata (in units of the natural period T0). In the bottom plots
(c,d), the error of the reproduced signal with respect to the length of data provided tdata (15, 120 and 1000) for three different
forecast lengths, ∆ (10, 30 and 100).
4. renormalize the second trajectory for the deviation
to have the same amplitude as the one we started
with ~x† = ~x + δx ∗ ( ~x† − ~x)/‖ ~x† − ~x‖, but keep the
direction of the perturbation the same so that the
maximal exponents takes over in the course of several
repetitions,
5. loop to step 3 and average the quantity 1δt log(∆/δx)
which tends towards the maximal Lyapunov expo-
nent.
Here ‖·‖ stands for the L2 norm: ‖~v‖ =
(∑
i
v2i
)1/2
.
The more general approach concerns cases where we
do not have access to all the variables but only a few,
in the extreme case only one x1 - common when deal-
ing with real data. In such case the state of the sys-
tem has to be characterized with several historical values,
~w = (x1(t), x1(t−∆t), x1(t− 2∆t), ...), and then the al-
gorithm above can be used as before. This is the case in
section II B 1.
IV. DISCUSSION
The aim of this study was to test the predictive capacity
of recurrent neural network applied to different oscillatory
systems. One problem common to all oscillators is that
the state space collapses to a low-dimensional manifold
and therefore any reconstruction only allows the prediction
on that inertial manifold. However, if perturbed we can
achieve a much better understanding of the system around
its attractor. We even can follow and predict a bifurcation
outside the range of values which were provided by the
data. This is a notable fact and it may as well work for
other methods, like symbolic regression.
We have applied the method to a range of oscillatory
systems, from a time-delay oscillator with a period-2 or-
bit (Sec. II B 3, Fig. 5), to an excitatory system (Sec. II B 2,
Fig. 4), and finally a chaotic attractor (Sec. II B 1, Fig. 2).
We demonstrate that the trained neural networks can be
probed for dynamical responses. As typical characteris-
tics of oscillatory systems we estimated the phase response
curve28 (PRC), the spiking rate, and the maximal Lya-
punov exponent29. Other quantities, such as the Floquet
exponent51, the amplitude response, the isochronal struc-
ture52, synchronization properties10 etc. could be esti-
mated in a similar way. We can say that RNNs provide
an effective way of estimating oscillatory properties from
timeseries, cf.43–47. Our way of applying them to data is
novel and should be explored further not only in the con-
text of oscillations. It is, for example, not clear how well
RNNs perform for scaling systems like turbulence.
Since the success of each machine learning method de-
pends on data, we performed a statistical analysis on how
the size of the training data set influences the inference.
The training data required for an effective inference proved
9to be reasonably small, with only a few 10 periods sufficing
for reliably estimating the mentioned dynamical systems
quantities. We used two popular recurrent network cells
in our study: the long short-term memory cell35 and the
gated recurrent unit36. The latter proved to be inferior in
performing these tasks (at least for the same network size).
We also tested the inference with the addition of measure-
ment noise and it proved to be robust, see section II C.
Along with this publication, we (RC) published a
Python software package, OscillatorSnap53, available on
the Python Package Index (PyPI) as: oscillator snap. It
contains most of the examples shown here as well as an
array of high level functions for analyzing oscillatory sys-
tems, such as, a function that computes the phase response
curve or the maximal Lyapunov exponent from dynamical
equations as well as from a trained RNN model.
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