Modular organization is a special feature shared by many biological and social networks alike. It is a hallmark for systems exhibiting multitasking, in which individual tasks are performed by separated and yet coordinated functional groups. Understanding how networks of segregated modules develop to support coordinated multitasking functionalities is the main topic of the current study. Using simulations of biologically inspired neuronal networks during development, we study the formation of functional groups (cliques) and inter-neuronal synchronization. The results indicate that synchronization cliques first develop locally according to the explicit network topological organization. Later on, at intermediate connectivity levels, when networks have both local segregation and long-range integration, new synchronization cliques with distinctive properties are formed. In particular, by defining a new measure of synchronization centrality, we identify at these developmental stages dominant neurons whose functional centrality largely exceeds the topological one. These are generated mainly in a few dominant clusters that become the centers of the newly formed synchronization cliques. We show that by the local synchronization properties at the very early developmental stages, it is possible to predict with high accuracy which clusters will become dominant in later stages of network development.
Introduction
The dynamics of a wide range of biological, physical and social systems involve the parallel performance of multiple tasks, executed by linked modules (sub-groups or cliques) that constitute the system.
Each of these cliques is typically characterized by strong internal connectivity and a common functional role. Nevertheless, efficient collective activity of such modular networks requires coordination and synchronization between the functions of the individual network cliques (Boccaletti et al 2006) . These opposing requirements of clique segregation and large-scale integration (merging) have to be balanced, as they are essential features for efficient overall activity of the modular network as a whole. This balance affords networks the necessary functional plasticity for efficient task-related and contextspecific performance in variable conditions. This is a hallmark of various neuronal systems. Different invertebrate and vertebrate nervous systems naturally organize, spatially and functionally, in multiple distinguished compact modules or sub-networks (ganglia, strata, columns or maps). At the same time, large-scale coordination among distributed neuronal centers is essential for all motor performance, sensory encoding and cognitive functions (Singer 1999 , Varela et al 2001 , Sporns et al 2004 . One well-studied example is visual binding in which different features (such as object color or texture), processed separately in different visual areas, are brought together to a unified percept (Usher and Donnelly 1998) . Other examples are odor encoding by temporal synchronization of neural assemblies (Stopfer et al 1997) , and the intersegmental coupling of multiple central pattern generator circuits to generate coordinated locomotion (Skinner and Mulloney 1998, Friesen and Cang 2001) . All these examples have a common feature: large-scale integration of different neuronal units (modules) that process information separately.
One of the important mechanisms mediating integration among neuronal modules is that of dynamical binding of their temporal activity by means of phase synchronization (Singer 1999 , Varela et al 2001 . The connection between network temporal activity and modularity is in particular transparent in in vitro networks of cultured neurons. These networks display spontaneous development of topological modular organization into cell clusters (Gross and Kowalski 1999 , Shefi et al 2002 , Segev et al 2003 that goes hand in hand with emergence of synchronization (formation of synchronized bursting events SBEs; Maeda et al 1995 , Kamioka et al 1996 , Segev et al 2002 , Beggs and Plenz 2003 , Wagenaar et al 2006 , Eytan and Marom 2006 , Fuchs et al 2007 , Bettencourt et al 2007 , and the formation of functional cliques, i.e. segregation into sub-groups of neurons whose activity is highly correlated.
More specifically, cultured networks evolve from neurons and glia cells that were dissociated from their original connections and spread homogeneously over suitable substrates (Petri dishes or multi-electrode arrays-(MEAs)). The neurons regenerate their processes (axons and dendrites), and consequently self-wire into elaborate neuronal networks. Spontaneous formation of modular organization during network development is observed in networks obtained from insect ganglia (Shefi et al 2002;  figures 1(A), (B)) and also in mammalian networks grown under proper conditions, such as high cell density (Gross and Kowalski 1999, Segev et al 2003;  figure 1(C)). It is also possible to engineer networks with modular organization using special lithographic techniques (Baruchi et al 2008) , and by growing the networks on arrays of islands made from carbon nano-tubes (Gabay et al 2005) . The evolvement of the modular organization, gives rise to rich collective network activity characterized by increasing interneuronal synchronization, reflected by the formation of SBEs, and non-arbitrary, functionally complex, temporal ordering (Segev et al 2002 , 2004 , Tateno et al 2002 , Wagenaar et al 2006 , Bettencourt et al 2007 , Fuchs et al 2007 .
Inspired by biologically realistic neuronal systems, we set out to study the development of synchronization and coordinated activity in modeled neural networks using a special class of simulated modular networks, in which both the nodes (representing neurons) and the links (representing synapses) are described as dynamical elements. Thus, the developing modular networks describe dynamical systems that are built from elements that are themselves nonlinear, biologically inspired, dynamical systems.
We simulated network growth, from segregated to highly connected and integrated networks, by progressively adding directed links between pairs of neurons. While mostly focusing on networks with modular organizations (in which pairs that belong to the same cluster are linked in higher probability), the results were also compared to networks created with random (any pair of nodes can be linked with an equal probability) and local (higher probability for links between neighboring nodes) connectivity organizations. The neurons were represented as excitable elements modeled by the Morris-Lecar dynamics (Morris and Lecar 1981) . To capture synaptic depression, the neurons were linked via multi-state dynamic synapses, as described by Tsodyks et al (2000) . It has been shown (Volman et al 2004 (Volman et al , 2005 ) that the neural activity generated by such models shares many salient statistical properties with the spontaneous activity of in vitro cultured networks, such as the long tail distribution of inter-spike intervals, synchronization and mutual synchronization observed in coupled networks (Segev et al 2002 , Volman et al 2005 , Fuchs et al 2007 , Baruchi et al 2008 .
The simulations were analyzed using newly devised measures that led to the identification of new dynamical motifs connected with distribution of synchronization between nodes (or synchronization network) and synchronization centrality of the network nodes. The latter was defined in a similar manner to the notion of structural (or topological) centrality (Freeman 1979 , Newman 2003 Figure 2 . Network topology during development. The topological design and characteristic topological parameters (shortest path length and clustering coefficient) of a local nearest neighbor (A), modular (B) and random (C) simulated networks are shown. The networks are shown in two developmental stages with average connectivity levels of C = 0.03 (top, (A1), (B1), (C1)) and C = 0.1 (bottom, (A2), (B2), (C2)). For the sake of clearness, only 10 of the 50 neurons composing each cluster are shown. Black and gray circles correspond to excitatory and inhibitory neurons, respectively. centrality, we found synchronization transitions during the network connectivity development (increasing the number of links in the model networks), that allowed us to conclude that modular networks exhibit special dynamical behavior at the edge of merging when the intra-and inter-cliques connectivities are comparable (i.e., when networks become highly integrated, but still keep a significant segregation between their modules). The formation of synchronization cliques-groups of highly synchronized nodes-goes hand in hand with a phenomenon in which there is uncoupling of the topological centrality of a clique and its synchronization centrality, with some clusters becoming dominant in terms of their global influence on the rest of the network. Based on our findings, we propose that neuronal networks operate at the edge of merging, affording the network multiple functional plasticity and multiple-task performance.
Methods

Modeling the network topology and development
Each modeled network was composed of N = 1000 neurons (75% excitatory and 25% inhibitory neurons). Network development was represented by successive addition of directed links (synapses) between pairs of neurons. Three schemes were used in order to generate networks with three different topologies-random, local and clustered (or modular). Examples of the three types of networks are illustrated in figure 2. Random networks were generated simply by adding new links between any pair of nodes with an equal probability. To generate local networks, links were added between adjacent nodes first (with equal probability). Once a node was linked to all its nearest neighbors, it was also connected to its next nearest neighbors (with equal probability) and so on. The formation of modular networks consists in first dividing the nodes into 20 clusters of 50 nodes each, and in adding, with different probabilities, links between neurons that belong to the same cluster as well as between neurons that belong to different clusters. The probability to add intra-cluster links was 10 times higher than that of adding inter-clusters links. For the three different network types we defined the network connectivity level C as the total number of links divided by (N − 1)N. Network developmental stages corresponded to an increase in connectivity level by 0.0005 (an average increase of 0.05% in the probability of each pair of nodes to be connected).
The three network architectures obtained differ mainly in the ratio between local versus long-range connections, with the modular networks being associated with both a short path length (L rand < L clust L regular ) and a high clustering coefficient (C rand C clust < C regular ), both typical features of so-called small-world networks (Watts and Strogatz 1998).
Modeling the network activity
Network activity was modeled by the semi-realistic, dynamical synapses and soma (DSS) model, devised by Volman et al (2004) 
Here, V is the soma voltage, and the membrane current I ion (V, W ) represents the contribution of the internal ionic Ca +2 , K + and leakage currents, with their corresponding channel conductivities g Ca , g K and g L being constant. The external current I ext = I syn + I ad , represents all external current sources. We note that in addition to the synaptic inputs from other neurons-I syn , each neuron is subject to an additional, fluctuating current of a noise source, responsible for the generation of spontaneous activity in the isolated network. For simplicity we take this noise current to be
The state variable W (V) in the ML model (equation (1)), represents the fraction of open potassium channels. In the absence of any stimulation, this fraction relaxes toward a voltage-dependent saturation value W ∞ (V) given by
The approach toward the saturation value is also regulated by the voltage with a characteristic time constant
The voltage regulation of the saturation level of calcium conductivity -M ∞ (V) in equation (1) has a similar functional form to that of W ∞ (V) but with the parameters V 1 and V 2 replaced by different parameters V 3 and V 4 , respectively.
The rest of parameters were g Ca = 1.1 mS cm
The neurons are connected via time-dependent synapses whose dynamics is described by the three-state TsodyksUziel-Marka (TUM) model (Tsodyks et al 2000) and with the parameters used in Volman et al (2004) . According to this, each synaptic resource has three possible states; recovered, active and inactive such that the effective synaptic current depends on the instantaneous fraction of active synapses which is a function of the arrival times of pre-synaptic spikes and of their utilization function. Characteristic time scales of post-synaptic currents decay, recovery time from synaptic depression and facilitation parameters are based in vitro Figure 3 . Network activity. Raster plots (top panels) and distribution of inter-spike intervals (bottom panels), as is explained in the text, of experimental (A) and modeled (B) networks. Both the experimental and modeled networks have modular organization and at the mature developmental stage they exhibit some common characteristics. These include partially synchronized bursting events and the existence of two characteristic time scales. The first and second peaks in both distributions (A2) and (B2) correspond to the typical time scales of bursts of action potentials and bursts of bursts, respectively. The experimental network shown here is a network of cultured insect neurons, 10 days after plating on a multi-electrode array (see Fuchs et al (2007) for further details of the experimental conditions).
measurements of pyramidal-interneuron synapses on the rat somatosensory cortex (Markram et al 1998) and determine the dynamics of the activity of each synapse with incoming spikes. Then, the effective synaptic current of each neuron (i) is obtained by adding the input from every neuron (j ) that has inward synaptic link with the neuron (i):
where y j (t) describes the instantaneous fraction of active synapses and the parameter M ij is the maximal value of synaptic strength between neurons (i) and (j ). The synaptic parameter values control the ability of the system to exhibit correlated activity and were chosen to exhibit activity that is characteristic of experimental observations.
Data analysis
At each developmental stage, we simulated the network activity for 200 s after it reached a steady-state behavior. The firing activity of each neuron j was then described as a series (a train) of spikes at times t j (n), and its statistical properties in terms of the sequence's inter-spike-intervals
and their increments
As a 'self-consistency' test, we show in figure 3 a comparison between the activity of real neural network with modular organization grown from insect neurons (Fuchs et al 2007) and the activity exhibited by model neural network with modular organization. The results demonstrate that the modeled network effectively captures the salient features of the experimental network, with long tail (power law) scaling of the inter-spike intervals indicative of large time variations, together with peaks indicative of network synchronization and the formation of synchronized bursting events.
Synchronization measures.
In order to study the development of network synchronization, we calculated the overall phase synchronizations of each network during its wiring process. Since firing activity is described in terms of the discrete sequence t j (n), we started by assigning a timevarying instantaneous phase θ j (t, n) to each neuron j within the nth inter-spike-interval, given by
Then we defined the global network synchronization S as the amplitude of the averaged phase vectors
where · · · t denotes average over a time window of 200 s, and the ensemble average is performed over all the N network nodes. In order to examine the detailed map of neural synchronization or synchronization matrix-the synchronization between every two neurons-we computed the phase synchronization between each pair of neurons (j ) and (k) defined by
is the difference between the instantaneous phases (module 2π ) of the two neurons.
Eigenvector centrality.
One of the efficient and widely used measures of the structural topology of networks, in particular networks with modular organization, is the node eigenvector centrality (Newman 2003) . This measure estimates the relevance (or importance) of each node according to the relevance of the nodes with which it is connected; connections to nodes that are themselves relevant will contribute to the node 'centrality' more than connections to less-relevant ('central') nodes (Freeman 1979 , Newman 2003 . Mathematically, the structural centrality of each node j was calculated by solving the self-consistent matrix equation
where A i,j is the adjacency matrix that describes the structural organization in terms of the links (connectivity) between nodes and X j is the corresponding eigenvector centrality of node (j ). The structural or topological centrality of the node (j ), TC(j ) was then defined as the largest eigenvalue λ j in equation (11). . With the increase in network connectivity, the neuronal activity becomes increasingly organized, with extended synchronized bursting events (SBEs) of the entire network eventually being formed.
Results
Evolvement of network synchronization and synchronization transitions
Upon network development, modeled by adding links (connectivity increase), above a connectivity threshold C th , the three types of network exhibit a relatively sharp transition into a state of global synchronization as is shown in figure 4(A). A closer inspection of the transitions (figure 4(B)) reveals that the random and local networks exhibit similar, steep transitions, while the modular network exhibits a more gradual one. For the modular network the synchronization transition corresponds to connectivity transition from segregated to integrated modules, in which connectivity levels among different modules slowly increase until it reaches a similar value to intra-module connectivity and networks become homogeneously connected systems. The differences between the modular network and both the random and local ones imply that the effect of the modular organization on synchronization transition is stronger than the effect of long-range links (random networks) or short-range ones (local networks). Typical neuronal firing patterns (raster plots) for a modular network at six stages of development are plotted in figure 4(C). As can be seen, the formation of distinct synchronized bursting Figure 5 . The organization of synchronization during modular network development. The matrices show the inter-neuron synchronization in six stages of network development. The color, from blue to red, of each point (i,j ) in the matrices represents the amount of synchronization between the ith and j th neurons. In order to plot neurons whose synchronization patterns are similar closely together, matrixes were ordered using a dendrogram clustering algorithm (Krzanowski 1988) . The different stages correspond to the six panels showing network activity in figure 4(C). Note that, at the early stages of development, the synchronization organization is divided into 20 small segregated clusters in a similar way to the network topological organization. As links are added, some clusters develop mutual synchronization, thus forming larger synchronization cliques composed of neurons from different clusters, and cliques of cliques. Eventually, with a further increase in connectivity, the entire network acts as one synchronization module (represented by a homogeneous distribution of high synchronization values across the entire network).
events (SBEs) that are indicative of mutual synchronization between most of the network modules, follows the appearance of cross-links between modules (for connectivity C = 0.105 and global synchronization S = 0.45).
Formation of synchronization cliques
Seeking to reveal the connection between topology (structural organization-connectivity between neurons) and activity (synchronization organization-synchronization between neurons) in modular networks, we computed and analyzed the synchronization matrices for these networks. More specifically, the synchronization matrices were reordered using the dendrogram clustering algorithm for unsupervised detection of synchronization modules-cliques (sub-groups) of neurons that are highly synchronized. The idea was to map the correspondence between the node clusters and the formation of synchronization cliques with the synchronization transitions observed during network development (increased connectivity).
We found that at low connectivity (the segregation limit) the synchronization organization or synchronization modularity closely matches the structural one-each cluster acts as a synchronization clique (figure 5). As the connectivity increases the synchronization spreads across the network among different clusters, leading to the formation of new synchronization cliques composed of neurons from different topological clusters. With further increase in connectivity we observed the formation of complex synchronization cliques composed of sub-cliques (cliques of cliques). Eventually the synchronization organization faded away as the entire network acted as one synchronized clique.
Synchronization networks and their adjacency matrices
To further investigate the relation between network topology and synchronization organization, we present the synchronization matrices in terms of synchronization networks. Doing so enabled a direct comparison between the connectivity and synchronization organization as is illustrated in figure 6 . Doing so enables one to decipher the relations between the networks topology (physical organization) and their functional expression (their activity and in particular inter-neuronal synchronization) and to investigate how these relations evolve through network development from segregated to merged clusters.
The topology of network connectivity is commonly represented by a corresponding adjacency matrix which represents the topological distances TD i,j (or geometrical for weighted links) between each two nodes (i) and (j ). Note that 1/TD i,j corresponds to the strength of the link between the two nodes (the synaptic strength). Since indirect connections between two cells can sometimes be stronger than the direct link between them [(TD ik + TD kj ) < TD ij ], we used the matrix of shortest topological lengths to represent the effective topological coupling between the nodes. The shortest path between two nodes (i) and (j ) is the path between these nodes for which the sum of topological distances of its links is minimal. In figure 7 , we show the matrices of the shortest paths in terms of the effective connectivity strength (A ij -1/(shortest topological distance)) between all pairs of nodes. The matrices for three stages of network development (C = 0.095, 0.1075, 0.12 and S = 0.25, 0.55, 0.85) are shown in figures 7(A1)-(A3), respectively. To compare the structural and synchronization networks, we constructed the effective synchronization matrix F i,j from the synchronization matrix S. To do so, we first computed the synchronization distances SD ij between each two nodes (i) and (j ), such that 
SD(i,j ) = 1/S(i,j ) where S(i,j ) is their phase synchronization.
Then we took into consideration the lengths of the shortest synchronization paths of all pairs to construct the effective synchronization matrix F ij (F(i,j ) = 1/length of shortest synchronization path between i and j ). The calculations of the matrices of both topological and synchronization effective strengths (A ij and F ij ) are done in a similar way, giving low and high values for the limiting cases of low-and high-connectivity values, respectively. An example of such topology and the corresponding synchronization matrices in different developmental stages are presented in figure 7 , showing the transition between disconnected, unsynchronized clusters to a fully connected, synchronized homogeneous network.
Development of topological and functional centralities
To further quantify the formation of new synchronization (functional) cliques we devised a new activity measurethe synchronization centrality, which quantifies the effect the node has on all other nodes in terms of the network synchronization. This is an equivalent measure to the eigenvector centrality, used as an efficient method to compute the topological centrality, TC(j ) of all networks entities (j ). More specifically, the synchronization centrality is defined using equation (10) in the methods section but while replacing the topology adjacency matrix A i,j with the synchronization adjacency matrix F i,j . Since synchronization is associated with the network function, a node synchronization centrality is also associated with its functional importance or its functional centrality, denoted by FC(j ). In figures 8(A1) and (B1) we show the development of the averaged topological centrality TC ≡ TC(j ) , and the averaged synchronization (functional) centrality FC ≡ FC(j ) as a function of S-the network total synchronization state, for random, local and modular networks. We note that each synchronization level corresponds to a specific connectivity level (or network development stage) as shown in figure 4 . For each type of network and for each synchronization level, we show TC and FC for several network realizations (of the randomly added links). We see that the development of the topological centrality is similar for the three types of networks and with limited variations between the different realizations ( figure 8(A2) ). The development of the functional (synchronization) centrality is similar for the random and local networks while that of the modular networks is very different. We also note that the variations for the modular networks are much higher than that of the random and local networks especially for intermediate levels of network synchronization.
Correspondence between topological and functional centralities
The measures of neural topological and functional centralities give indications for how the networks are practically organized in terms of the influence each neuron has on others. A comparison between the two shows, therefore, how each topological organization affects the functional distribution of 'energy' (or influence) among the network entities. This was studied by projecting all the network nodes on a TC-FC plane-a plane whose X-axis is the topological centrality and the Y-axis is the synchronization centrality. For modular networks at low connectivity (below the synchronization transition) we found that the nodes are distributed homogeneously on the TC-FC plan (example shown in figure 9 ). This distribution implies that in general, functional influence of each node corresponds basically to its topological centrality. In other words, the two centralities go hand in hand so nodes that have high/medium/low topological centrality are more likely to have high/medium/low functional centrality. This is also the case for the modular networks at high connectivity and for the random and local networks for all levels of connectivity. The distinctive character of modular networks is revealed at the intermediate levels of connectivity between clique segregation and large-scale integration. While the general trend of nodes with high structural centrality also having high functional centrality is still featured in this connectivity regime, the distribution of nodes in the TC-FC plan becomes asymmetric with almost all nodes located above the FC = TC diagonal. This asymmetry reflects the presence of a large fraction of nodes whose functional centrality significantly exceeds their structural one.
The ratios between the node functional and topological centrality
To quantify the aforementioned asymmetry we computed for each node (j ), the ratio between its functional and topological centrality R FT (j ),
In figure 10 , we show the development of the averaged centrality ratio R FT ≡ R FT (j ) during network development. The results show that the centrality ratio of modular networks is much higher than the trivial value 1 at the intermediate connectivity regime between clique segregation and largescale integration. We emphasize that for this regime intra-and inter-clique synchronizations are comparable and functional cliques that are not directly associated with the structural cliques are formed. An interesting point clarified by figure 10(A) is that below certain connectivity level, modular networks act in a very similar way to local networks in terms of the global influence individual neurons has over their networks. This similarity breaks upon the transition to global synchronization. 
Dominant nodes and dominant clusters
To decipher the connection between the excess functional centrality (with respect to that expected by topological considerations) and clique formation, we inspected the distribution of the dominant nodes, defined as those with RFT(j ) 1 (for the calculation we chose RFT > 4, see figure 9 ), among the clusters. The results, presented in figure 11 , reveal that most of the clusters contain only a few dominant nodes (less than 20%), and there are a few special (dominant) clusters composed almost exclusively of dominant nodes. These clusters are dominant in the sense that they are the ones that become centers of new functional cliques upon network development. The spontaneous organization of the initially homogeneous clusters into a few dominant clusters in the modular networks is further apparent in the bimodal nature of the distribution of the cluster types shown in figure 11(B) . We note that the notion of dominant clusters is mostly relevant to intermediate levels of network connectivity at the edge of merging, as at both lower and higher connectivity levels, there are only a few dominant neurons (compare blue areas in figures 9(A)-(C)).
Predicting the cluster fate
The ability to predict at early stages of network development the cluster fate to become a dominant one has important implications. In order to check if such a prediction is possible we searched for the common motifs of clusters that develop to be dominant. The results indicate that dominant clusters show a high level of internal synchronization at the very early developmental stages.
For predicting the cluster fate, we first calculate for each cluster j at each network development stage n its overall intracluster synchronization ICS n (j )-the phase synchronization between all the neurons that belong to the cluster. Note that since the modular network is built of 20 clusters, the vector ISC n has 20 components, one for each cluster. Next, we computed for each cluster j its dominance D n (j ) which represents the average of the R FT of the neurons that belong to the cluster at development stage n. We then defined the predictability of the fate (in terms of cluster dominance) of the network clusters at stage (K) based on the information about the intra-cluster synchronization at stage (J) to be the Pearson correlation between the vectors ISC(J) and D(k) as is shown in figure 12 . Figure 12(A) shows the amount of correlation between the internal clusters synchronization vector ICS at each developmental stage n and the cluster dominance vector D at the different developmental stages. Further details about how much we can say from the internal synchronization at the very early developmental stages (before any appearance of global synchronization when C = 0.085 and S = 0.15) about cluster dominance at the different developmental stages is shown in figure 12 (B). As can be seen, the correlation map has one clear global maxima-a high correspondence between the early internal synchronization and the average R FT at the stage with intermediate synchronization level before cluster functionally merge. This means that clusters that first exhibit high internal synchronization tend to develop for dominant ones.
We note that these findings can also be viewed from a different perspective-that at the edge of merging, the networks retain maximal information about their past history, about the intra-cluster synchronization. More specifically, we found that on average, at the maximum predictability point, it is possible to deduce the early internal synchronization level of each cluster with accuracy of 0.74 (the maxima at global synchronization of about 0.5). This also means that it is possible to predict the functional cluster dominance of each cluster, once it develops, at the same confidence level.
Summary and discussion
We investigated the effect of network topology (structural organization) on the network activity of modeled neural The data shown belong to the second horizontal line (marked by a dashed frame) in (A), showing the correlation between internal cluster synchronization at a very early developmental step (before the appearance of any global synchronization, C = 0.085, S = 0.15) and cluster dominance at all later developmental stages. As in (A), each point is a mean of 50 realizations of modular networks at that specific developmental stage. One example of a correlation between the ICS at the early stage (stage 2) and the cluster dominance at a later stage (15) with intermediate synchronization level of one simulated network is shown in the inner panel of (B) (marked by * ). In both panels the full developmental course was divided into 35 steps and the correlations for each network, out of the 50 realizations, at each one of the steps were computed separately.
networks with three types of connectivity architecturesrandom, local and modular-as is reflected by the organization of phase synchronization between neurons. While focusing on how synchronization evolves during development (connectivity increase) in modular networks, the results were compared to the local and random networks to better assess the relations between network topology and activity. We note that hierarchical modular organization is ubiquitous in many physical, biological, social and technological systems (Guimera and Amaral 2005 , Boccaletti et al 2006 , Newman et al 2006 . Hence our results have wide relevance.
As natural systems often organize in a modular manner, understanding the importance of modularity to a systems' function is a key challenge in current research (Hartwell et al 1999 , Kashtan and Alon 2005 , Olesen et al 2007 . Analytical investigations of scale-free and modular networks of coupled oscillators had indicated on significant roles of topological partition in global network dynamics (Arenas et al 2006 , Gómez-Gardeńes et al 2007 . We proceed this effort using semi-realistic models (with biologically realistic dynamical properties) that allows both to affirm observations driven from statistical mechanics studies and to extract specific dynamical properties related to distinct features of biological systems. In the models used, both the nodes (neurons) and the links (synapses) are described as dynamical elements. Thus, the developing modular networks studied describe dynamical systems that are built from elements that are themselves nonlinear, biologically inspired, dynamical systems.
The three network types exhibit sharp transition into a state of global network synchronization during network development, with the transitions of the random and local networks being sharper than that of the modular network. To study the nature of this transition we computed the matrices of phase synchronization between all neurons and discovered the formation of synchronization cliques-groups of neurons that are highly synchronized, in the modular networks. More specifically, we found that at early developmental stages each cluster acts as a synchronization clique. New synchronization cliques (composed of neurons from different clusters) as well as cliques of cliques are formed at the stage of intermediate connectivity, when the intra-and inter-cluster connectivities become comparable before complete cluster merging.
To further understand the phenomena and specifically test the relation between networks topological and functional organizations, we used analogous terminology and definitions for both network structure and dynamics. This includes a measurement of the overall influence (centrality) each node has on the connectivity and synchronization across the network. Using this measure, we found that at early developmental stages, there is a strong correspondence between the nodes topological and synchronization centralities. For intermediate stages of development we found that the formation of new synchronization cliques for modular networks goes hand in hand with breaking of the correspondence between the topological and synchronization centralities. More specifically, some nodes become dominant in the sense that their synchronization centrality largely exceeds their topological one.
We emphasize that these motifs are characteristics of the modular networks as they were not found in the case of random and local networks.
Interestingly, in spite of keeping the developmental process homogeneous across the network, different clusters spontaneously develop to have different functional roles. This phenomenon resulted from the fact that dominant neurons (nodes whose functional centrality exceeds the topological one) are mainly generated in a few dominant clusters. These few special clusters, which contain a relatively high number of dominant neurons, play very crucial role during the development of network synchronization as they become the centers of the newly formed synchronization cliques. It turned out that the fate of the clusters (the probability that they will become dominant ones) at the edge of merging, can be predicted at early stages of network development with high accuracy based on the level of the cluster internal synchronization.
We concluded that modular networks exhibit special dynamical behavior at the edge of merging when the intraand inter-clique connectivities are comparable (i.e., when networks become highly integrated, but still keep a significant segregation between their modules).
During the developmental process, the probability for long-range connections between different clusters increases, and therefore also inter-cluster activity transfer, until the point at which information is homogeneously propagated across the whole network. This can be translated into moving along an axis between complete separations (segregation) of locally interacting neurons to overall integration (unification). The intermediate developmental stages showed non-trivial relations between network structure and function resulting from the appearance of functionally dominant neurons and the spontaneous specializations of distinctive groups. These findings imply that structural modularity, when regulated to operate within this connectivity regime, affords the network an elevated functional plasticity, which is expected to lead to an efficient multiple-task performance.
Much effort has been devoted in the framework of network theory to investigate the effect of different strategies of adding links on the networks topology (Albert and Barabási 2000, Newman 2003 and references therein) . In these investigations the focus was on adding links to specific nodes in order to generate networks with some pre-required topological properties. Our findings provide very important clues for putative strategies of adding links to generate networks with required functional properties. Let us elaborate on this point. Here, in spite of the fact that connections were added randomly, different clusters developed to have different functional properties. Our findings indicate that crucial decisions about network development occur at the very early developmental stages and that by adding links selectively at early developmental stages such that some clusters will have high internal synchronization, one can largely affect their dominance at later stages of development. In other words, by adding internal and external links selectively we can regulate/control the fate of clusters to be dominant-serve the centers (or hubs) of new synchronization cliques.
These realizations might also provide crucial clues about wiring of real neuronal networks during development, as well as rewiring (plasticity) of mature networks during learning. We emphasize that to turn specific clusters into dominant ones a system level protocol of wiring has to be followed. 
