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A NOTE ON A TWO-WEIGHT ESTIMATE FOR THE DYADIC
SQUARE FUNCTION
SPYRIDON KAKAROUMPAS
Abstract. We show that the two-weight estimate for the dyadic square function
proved by Lacey–Li in [4] is sharp.
1. Introduction
This note deals with two-weight estimates for dyadic square functions. More pre-
cisely, fix a positive integer d. We will say that a subset Q of Rd is a cube (interval
for the case d = 1) if there exist a1, b1, . . . , ad, bd ∈ R with ai < bi, i = 1, . . . , d, such
that Q = [a1, b1) × . . . × [ad, bd). Then, a subset Q of Rd is called a dyadic cube if
there exist n, k1, . . . , kd ∈ Z such that
Q =
[
k1
2n
,
k1 + 1
2n
)
× . . .×
[
kd
2n
,
kd + 1
2n
)
.
Let Q0 be either Rd or a fixed dyadic cube of Rd. Let D be the family of all dyadic
cubes contained in Q0. For all Q ∈ D, we denote by ch(Q) the family of all dyadic
children of Q, i.e. the family of all maximal dyadic cubes of Rd contained in Q. Then,
for all f ∈ L1loc(Q0) (locally integrable means here that f is integrable over all cubes
contained in Q0), for all Q ∈ D, we consider the function ∆Qf on Q0 given by
∆
Q
f =
∑
R∈ch(Q)
〈f〉
R
1
R
− 〈f〉
Q
1
Q
,
where for all cubes R in Rd, we denote by 1
R
the characteristic function of R and we
also set 〈f〉
R
= 1
|R|
∫
R
f(x)dx (dx and | · | denoting usual Lebesgue measure on Rd).
Then, for all f ∈ L1loc(Q0), we define the dyadic square function Sf on Q0 by
Sf(x) =
(∑
Q∈D
(∆
Q
f(x))2
) 1
2
, ∀x ∈ Q0.
A measurable function σ on Q0 is called a weight if it is positive a.e. on Q0 and
locally integrable over Q0. Given a weight σ on Q0, one can define as in [4] p. 2 the
A∞ characteristics
[σ]
A∞
:= sup
Q cube contained in Q0
1
σ(Q)
∫
Q
M
Q
σ(x)dx,
[σ]
A∞,D
:= sup
Q∈D
1
σ(Q)
∫
Q
M
Q,D
σ(x)dx,
where
M
Q
σ(x) := sup
R cube contained in Q
x∈R
〈σ〉
R
, ∀x ∈ Q0,
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for all cubes Q contained in Q0, and
M
Q,D
σ(x) := sup
R∈D, R⊆Q
x∈R
〈σ〉
R
, ∀x ∈ Q0,
for all Q ∈ D (suprema over empty sets are set to be equal to 0). Moreover, given
weights σ, w on Q0 and p ∈ (1,∞), we define as in [4] p. 2 the joint Ap characteristics
[w, σ]
Ap
:= sup
Q cube contained in Q0
〈w〉
Q
〈σ〉p−1
Q
,
[w, σ]
Ap,D
:= sup
Q∈D
〈w〉
Q
〈σ〉p−1
Q
,
and we also define the Muckenhoupt Ap characteristics
[w]
Ap
:= [w,w−
1
p−1 ]
Ap
,
[w, σ]
Ap,D
:= [w,w−
1
p−1 ]
Ap,D
.
It is proved in [8] Lemma 4.1. that for all weights w on Q0 and for all p ∈ (1,∞)
there holds 1 ≤ [σ]
A∞,D
.p [σ]Ap,D and 1 ≤ [σ]A∞ .d,p [σ]Ap . Finally, for all weights
σ on Q0, we consider the space L
p(σ) := Lp(Q0, σ(x)dx). The following estimate is
then proved in [4] using a sparse domination argument similar to the one in [3] and
a two-weight estimate for square sparse functions.
Theorem 1.1. ([4] Theorem 1.2.) For all weights σ, w on Q0, for all p ∈ (1,∞),
there holds
||S(·σ)||
Lp(σ)→Lp(w)
.p,n
[w, σ]
1
p
Ap,D
[σ]
1
p
A∞,D
, if p ≤ 2
[w, σ]
1
p
Ap,D
([w]
1
2
− 1
p
A∞,D
+ [σ]
1
p
A∞,D
), if p > 2
.
Note that the above estimate is not symmetric with respect to the weights σ and
w. One should not expect a priori any symmetry between the two weights, because
the square function is not a linear operator, and even when viewed as a vector-valued
linear operator, its adjoint is not of the “same form” (in contrast to the case of
Caldero´n–Zygmund operators, which are linear and their adjoint is also a Caldero´n–
Zygmund operator; see [1] Theorem 1.2.). One may then ask whether the presence
of some term involving [w]
A∞,D
in the above estimate for the case p > 2 is really
necessary, and not just an artifact of the proof given in [4]. The following result
answers this to the positive.
Proposition 1.2. For all p ∈ (2,∞), there exist weights w, σ on R with [σ]
A∞
<∞,
[w, σ]
Ap
< ∞ and f ∈ Lp(σ) with supp(f) ⊆ [0, 1], such that S(fσ) /∈ Lp(w) (and S
can be taken to be just the square function over [0, 1)).
More generally, one may ask whether the exponent 1
p
for [σ]
A∞,D
and the exponent
1
2
− 1
p
for [w]
A∞,D
(in the case p > 2) are optimal. It turns out that this is the case.
More precisely, we prove the following.
Proposition 1.3. (i) Let p ∈ (1, 2]. Let ψ : [1,∞) → [1,∞) be an increasing
function with ψ(1) = 1, such that for all d ∈ N \ {0} and for all weights w, σ on Rd
with [σ]
A∞
<∞ there holds
||S(·σ)||
Lp(σ)→Lp(w)
.p,d [w, σ]
1
p
Ap
ψ([σ]
A∞
).
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Then, there exists an absolute constant A > 0 with ψ(x) &p x
1
p , for all x > A.
(ii) Let p ∈ (2,∞). Let φ, ψ : [1,∞) → [1,∞) be increasing functions with φ(1) =
ψ(1) = 1 (and depending only on p), such that for all d ∈ N \ {0} and for all weights
w, σ on Rd with [σ]
A∞
<∞ and [w]
A∞
<∞ there holds
||S(·σ)||
Lp(σ)→Lp(w)
.p,d [w, σ]
1
p
Ap
(φ([w]
A∞
) + ψ([σ]
A∞
)).
Then, there exist absolute constants A,B > 0 with ψ(x) &p x
1
p , for all x > A and
φ(x) &p x
1
2
− 1
p , for all x > B.
Plan of the note. In Section 2. we give the estimates of Muckenhoupt charac-
teristics that will be important for our counterexamples. In Section 3., we prove (i)
and the first half of (ii) of Proposition 1.3, using the family of examples introduced
by Lerner in [7] Section 5., (5.5). In Section 4., we prove the second half of (ii) of
Proposition 1.3, using a family of examples reminiscent of a counterexample for two-
weight estimates for square functions in non-homogeneous settings due to Lai–Treil
in [6] Section 3. However, this family of examples does not directly yield an explicit
counterexample as the one in Proposition 1.2. Therefore, in Section 5. we present two
explicit counterexamples of this kind. The first of these can be viewed as a modified
version of a direct sum construction over the family of examples in Section 4. I am
grateful to Professor S. Treil for suggesting the direct sum construction. The second
counterexample follows very closely the strategy of Lai–Treil in [6] Section 3.
Acknowledgements. I am grateful to Professor S. Treil for suggesting the prob-
lem of this note to me and for his suggestions on improvements of various aspects
of this note, leading in particular to more transparent estimates and to a significant
simplification of the computations in the counterexample in Subsection 5.2. I am also
grateful to Alexander Barron for reading a draft of this note and for pointing out
typos and other obscurities.
2. Preliminary estimates
We will need two lemmas. The first one concerns Muckenhoupt characteristics of
power weights.
Lemma 2.1. Let β ∈ (0, 1) and p ∈ (1,∞).
(i) Consider the weights w, σ on R given by w(x) = |x|−β and σ(x) = |x|
β
p−1 , for all
x ∈ R \ {0}, and σ(0) = w(0) = 1. Then, there holds [w]
Ap
= [w, σ]
Ap
∼p (1 − β)
−1.
In particular, we have [w]
A∞
. (1− β)−1 and [σ]
A∞
.p 1.
(ii) Consider the weights w, σ on R given by σ(x) = |x|−β and w(x) = |x|β(p−1), for
all x ∈ R \ {0}, and σ(0) = w(0) = 1. Then, there holds [w, σ]
Ap
∼p (1 − β)
1−p. In
particular, we have [w]
A∞
.p 1.
Proof. (i) We first consider the cases of subintervals of [0,∞). Let 0 ≤ a < b be
arbitrary. We distinguish the following cases:
(A) a = 0. Then, by direct computation we have
〈w〉[0,b)〈σ〉
p−1
[0,b) = (1− β)
−1
(
1 +
β
p− 1
)1−p
.
It is easy to verify that 1
e
≤
(
1 + β
p−1
)1−p
≤ 1.
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(B) 0 < a < b
2
. Then, we have [a, b) ⊆ [0, b) and b − a ≥ b
2
, therefore by case (A)
we obtain
〈w〉[a,b)〈σ〉
p−1
[a,b) .p 〈w〉[0,b)〈σ〉
p−1
[0,b) ∼ (1− β)
−1.
(C) a ≥ b
2
. Then, we have 1
2
w(a) ≤ w(x) ≤ w(a) and σ(a) ≤ σ(x) ≤ 2
1
p−1σ(a), for
all x ∈ [a, b), therefore
〈w〉(a,b)〈σ〉
p−1
(a,b) ∼ w(a)σ(a)
p−1 = 1.
Similarly we obtain 〈w〉[a,b)〈σ〉
p−1
[a,b) .p (1− β)
−1, for all subintervals I of (−∞, 0).
Let now a, b ∈ (0,∞) be arbitrary. We will show that 〈w〉[−a,b)〈σ〉
p−1
[−a,b) .p (1−β)
−1.
Set c = max(a, b). We have
〈w〉[−a,b)〈σ〉
p−1
[−a,b) .p
(w([−c, 0)) + w([0, c)))(σ([−c, 0))p−1 + σ([0, c))p−1)
(b+ a)p
. (1− β)−1
cp
(b+ a)p
≤ (1− β)−1.
This yields the desired conclusion for [w, σ]
Ap
. Note that the proof shows also that
(1−β)−1
e
≤ [w, σ]
Ap,D
≤ max((1− β)−1, 2).
We have [w]
A∞
. [w]
A2
. (1 − β)−1. Set now q = p+1
2
. Then, we have q > 1 and
δ = β
p−1
(q − 1) = β
2
∈ (0, 1). Consider the weight ρ on R given by ρ(x) = |x|−δ, for
all x ∈ R \ {0} and ρ(0) = 1. Then, we have σ(x) = |x|
δ
q−1 , for all x ∈ R \ {0}, and
therefore by the above we obtain
[σ]
A∞
.q′ [σ]Aq′
= [ρ, σ]
1
q−1
Aq
.q
(
1−
β
2
)− 1
q−1
≤ 2
1
q−1 ,
therefore [σ]
A∞
.p 1.
(ii) Since w = σ
− 1
p′−1 , by (i) we have
[w, σ]
Ap
= [σ, w]
1
p′−1
Ap′
= [σ, w]p−1
Ap′
.p′ (1− β)
1−p,
therefore [w, σ]
Ap
.p (1− β)
1−p, and also [w]
A∞
.p′ 1, i.e. [w]A∞ .p 1.

Power weights are the prototypes of weights having just one singularity. The second
lemma shows that under certain conditions, one can extend such weights from [0, 1) to
the whole real line in a way that joint Muckenhoupt characteristics are not destroyed.
Lemma 2.2. Let p ∈ (1,∞). Set Ik =
[
0, 1
2k
)
, for all k = 0, 1, 2, . . .. Let w, σ be
weights on [0, 1), such that the following hold:
(i) [w, σ]
Ap
.p 1.
(ii) w(Ik)σ(Il)
p−1 .p (|Ik|+ |Il|)
p, for all k, l = 0, 1, 2, . . .
(iii) There exists x0 ∈
[
1
2
, 1
)
(depending only on p), such that w(x) .p 1, for all
x ∈ [x0, 1) and σ(x) .p 1, for all x ∈ [x0, 1).
Consider the weights w˜, σ˜ on R given by
w˜(x) =
{
w(x− k + 1), ∀x ∈ (k − 1, k), if k is odd
w(k − x), ∀x ∈ (k − 1, k), if k is even
, ∀k ∈ Z,
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σ˜(x) =
{
σ(x− k + 1), ∀x ∈ (k − 1, k), if k is odd
σ(k − x), ∀x ∈ (k − 1, k), if k is even
, ∀k ∈ Z,
w˜(k) = σ˜(k) = 1, ∀k ∈ Z.
Then, there holds [w˜, σ˜]
Ap
.p 1.
Proof. First of all, note that for all a, b ∈ (0, 1], there exist natural numbers k, l with
1
2k+1
< a ≤ 1
2k
and 1
2l+1
< b ≤ 1
2l
, therefore by assumption we have
w([0, a))σ([0, b))p−1
(b+ a)p
.p
w(Ik)σ(Il)
p−1
(2−k + 2−l)p
.p 1.(2.1)
We next notice that for all k,m ∈ Z with k < m, there holds
〈w˜〉[k,m)〈σ˜〉
p−1
[k,m) =
(m− k + 1)w([0, 1))(m− k + 1)p−1σ([0, 1))p−1
(m− k + 1)p
.p 1.
Let now a, b ∈ R with a < b be arbitrary. If [a, b) ⊆ [k, k+ 1) for some k ∈ Z, then it
is clear that
〈w˜〉[a,b)〈σ˜〉
p−1
[a,b) ≤ [w, σ]Ap .p 1.
Assume now that [a, b) * [k, k + 1), for all k ∈ Z. There exist then k,m ∈ Z with
k ≤ a < k + 1 ≤ m ≤ b < m+ 1. If k + 1 < m, then m+ 1− k ≥ 3, therefore
b− a ≥ m− (k + 1) = m+ 1− k − 2 ≥
m+ 1− k
4
,
thus since [a, b) ⊆ [k,m+ 1) we obtain
〈w˜〉[a,b)〈σ˜〉
p−1
[a,b) .p 〈w˜〉[k,m+1)〈σ˜〉
p−1
[k,m+1) .p 1.
Assume now that m = k + 1. Then b > k + 1. If a ≤ k + x0 or b ≥ k + 1 + x0, then
b− a ≥ min(x0, 1− x0) = 1− x0, therefore since [a, b) ⊆ [k, k + 2) we obtain
〈w˜〉[a,b)〈σ˜〉
p−1
[a,b) .p 〈w˜〉[k,k+2)〈σ˜〉
p−1
[k,k+2) .p 1.
Assume now that a > k + x0 and that b < k + 1 + x0. We distinguish the following
cases:
(A) The integer k+1 is odd. Then, we have w˜(x) = w(x−k) .p 1, for all x ∈ [a, b)
and σ˜(x) = σ(k + 2− x) .p 1, for all x ∈ [a, b), therefore 〈w˜〉[a,b)〈σ˜〉
p−1
[a,b) .p 1.
(B) The integer k + 1 is even. Set a′ = k + 1 − a and b′ = b − (k + 1). Then, by
(2.1) we have
〈w˜〉[a,b)〈σ˜〉
p−1
[a,b) .p
(w([0, a′)) + w([0, b′)))(σ([0, a′))p−1 + σ([0, b′))p−1)
(a′ + b′)p
.p 1.
This concludes the proof.

3. The exponent of [σ]
A∞
In this section we prove part (i) and the first half of part (ii) of Proposition 1.3.
Let p ∈ (1,∞). As mentioned in the introduction, we will use the family of examples
introduced by Lerner in [7] Section 5., (5.5). Let β ∈
(
1
2
, 1
)
. Consider the functions
w, σ, f on R given by
σ(x) = |x|−β, w(x) = |x|β(p−1), f(x) = 1[0,1](x), ∀x ∈ R \ {0}
and f(0) = σ(0) = w(0) = 1.
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By Lemma 2.1 we have [w, σ]
Ap
∼p (1−β)
1−p, [w]
A∞
.p 1 and [σ]A∞ ≤ A(1−β)
−1,
for some absolute constant A > 0. We also have
||f ||p
Lp(σ) =
∫
[0,1)
x−βdx = (1− β)−1.
Lemma 3.1. There holds ||S(σf)||
Lp(w)
&p (1− β)
−1− 1
p .
Proof. Set In =
[
0, 1
2n
)
, n = 0, 1, 2, . . . and Jn = In−1 \ In =
[
1
2n
, 1
2n−1
)
, n = 1, 2, . . ..
Let k ≥ 0 be arbitrary. We notice that for all x ∈ Ik+1, there holds
∆
Ik
(σf)(x) = 〈σf〉
Ik+1
− 〈σf〉
Ik
= 2k+1
∫
(0, 1
2k+1
)
x−βdx− 2k
∫
(0, 1
2k
)
x−βdx
= (1− β)−1(2β(k+1) − 2βk) ∼ (1− β)−12βk.
In particular, for all k ≥ 0, for all n > k and for all x ∈ In, we have |∆Ik
(σf)(x)| ∼
(1− β)−12βk. It follows that for all n ≥ 1, for all x ∈ Jn, there holds
S(σf)(x)p ≥
(
n−1∑
k=0
(∆
Ik
(σf)(x))2
) p
2
∼p (1− β)
−p
(
n−1∑
k=0
22βk
) p
2
= (1− β)−p
(22β(n+1) − 1)
p
2
(22β − 1)
p
2
& (1− β)−p2βnp.
Moreover, for all n ≥ 1, we have w(Jn) ∼ 2
(−1−β(p−1))n. It follows that
||S(σf)||p
Lp(w)
&p (1− β)
−p
∞∑
n=1
2(β−1)n ∼ (1− β)−p
1
1− 2β−1
∼ (1− β)−p−1,
since limx→1−
1−x
1−2x−1
= 1
log 2
∈ (0,∞). 
The above estimates yield
(1− β)−1−
1
p .p (1− β)
1
p
−1ψ(A(1− β)−1)(1− β)−
1
p ,
i.e.
ψ(A(1− β)−1) &p (1− β)
− 1
p .
Since β ∈
(
1
2
, 1
)
was arbitrary, we obtain ψ(x) &p x
1
p , for all x > 2A.
4. The exponent of [w]
A∞
In this section we prove the second half of part (ii) of Proposition 1.3. As mentioned
in the introduction, we will use a family of examples reminiscent of a counterexample
for two-weight estimates for square functions in non-homogeneous settings due to
Lai–Treil in [6] Section 3. More precisely, this family of examples is reminiscent of
the counterexample in section 5.2., which follows in turn very closely the strategy of
the construction in [6], Section 3.
Let p ∈ (2,∞). Consider the functions f, σ, w on R given by
f(x) = (−1)⌊− log2 |x|⌋|x|−
β
p−11(0,1)(x), σ(x) = |x|
β
p−1 , w(x) = |x|−β, ∀x ∈ R \ {0}
and f(0) = σ(0) = w(0) = 1.
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By Lemma 2.1 we have [w, σ]
Ap
∼p (1−β)
−1, [σ]
A∞
.p 1 and [w]A∞ ≤ B(1−β)
−1,
for some absolute constant B > 0. We also have
||f ||p
Lp(σ)
=
∫
[0,1)
x−βdx = (1− β)−1.
Lemma 4.1. There holds ||S(σf)||
Lp(w)
&p (1− β)
− 1
2
− 1
p .
Proof. Set In =
[
0, 1
2n
)
, n = 0, 1, 2, . . . and Jn = In−1 \ In =
[
1
2n
, 1
2n−1
)
, n = 1, 2, . . ..
We notice that
〈fσ〉Ik =
1
|Ik|
∫
Ik
fσdx = 2k
∞∑
n=k+1
∫
Jn
(−1)n−1dx = −2k
∞∑
n=k+1
(
−
1
2
)n
dx =
(−1)k
3
,
for all k ≥ 0. It follows that for all k ≥ 0, for all x ∈ Ik+1, there holds
∆
Ik
(σf)(x) = 〈σf〉
Ik+1
− 〈σf〉
Ik
=
2(−1)k+1
3
,
therefore |∆
Ik
(σf)(x)| ∼ 1. In particular, for all k ≥ 0, for all n > k and for all
x ∈ In, we have |∆Ik (σf)(x)| ∼ 1. It follows that for all n ≥ 1, for all x ∈ Jn, there
holds
S(σf)(x)p ≥
(
n−1∑
k=0
(∆
Ik
(σf)(x))2
)p
2
∼p
(
n+1∑
k=2
1
) p
2
= n
p
2 .
Moreover, for all n ≥ 1, we have w(Jn) ∼ 2
(β−1)n. It follows that
||S(σf)||p
Lp(w)
&p
∞∑
n=1
2(β−1)nn
p
2 .
It is now easily seen that for all n ≥ 1 and for x ∈ [n, n+ 1], there holds
1
2
2(β−1)nn
p
2 ≤ 2(β−1)xx
p
2 ≤ 2
p
22(β−1)nn
p
2 .
It follows that
∞∑
n=1
2(β−1)nn
p
2 ∼p
∫
(1,∞)
2(β−1)xx
p
2dx = (1− β)−
p
2
−1
∫
(1−β,∞)
2−yy
p
2dy
≥ (1− β)−
p
2
−1
∫
(1,∞)
2−yy
p
2dy ∼p (1− β)
− p
2
−1.
It follows that ||S(σf)||p
Lp(w)
&p (1− β)
− p
2
−1. 
Note that in particular ||S(·σ)||
Lp(σ)→Lp(w)
≥
||S(σf)||
Lp(w)
||f ||
Lp(σ)
&p (1 − β)
− 1
2 (and this
remains true even if S is just the square function over the unit interval [0, 1), since
we used only dyadic intervals contained in [0, 1) in the proof of Lemma 4.1. above
and f is supported in [0, 1]).
The above estimates yield
(1− β)−
1
2
− 1
p .p (1− β)
− 1
pφ(B(1− β)−1)(1− β)−
1
p ,
i.e.
φ(B(1− β)−1) &p (1− β)
− 1
2
+ 1
p .
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Since β ∈ (0, 1) was arbitrary, we obtain φ(x) &p x
1
2
− 1
p , for all x > B.
Remark 4.2. It is worth noting that another way to prove this estimate passes through
the family of examples constructed by Lacey–Scurry in [5] Section 3. and further re-
fined by Hyto¨nen–Li in [2] Proposition 5.2., in exactly the same way that Lerner’s
family of examples yielded the estimate for the exponent of [σ]A∞ . However, the
construction by Lacey–Scurry and Hyto¨nen–Li views the square function as a vector-
valued linear operator and then makes use of a duality argument and Khinchine’s
inequalities, whereas in our construction above we worked directly with the square
function (in particular, we avoided Khinchine’s inequalities by making an appropriate
choice of signs).
5. Counterexamples
5.1. Direct sum of singularities. In this section, we provide one counterexam-
ple proving Proposition 1.2. As mentioned in the introduction, this counterexample
can be viewed as a modified version of a direct sum construction over the family of
examples in Section 4. Here, by direct sum construction one understands that an
interval is divided into subintervals I1, I2, . . ., and then each Ik is equipped with an
(appropriately shifted and rescaled) example from Section 4. for some value βk of
the parameter β, such that limk→∞ βk = 1. This direct sum construction is possible
whenever one has uniform control over the joint Ap-characterictic of the two weights,
thus one will have to slightly modify the family of examples in Section 4 (see (5.1)
below). I am grateful to Professor S. Treil for suggesting this direct sum construc-
tion. In general, this direct sum construction will only ensure that the dyadic joint
Ap-characteristic of the two weights is finite. In order to make sure that the full joint
Ap-characteristic of the constructed weights is finite, we will use a modified version
of the direct sum construction.
Let p ∈ (2,∞). Set βk = 1 −
1
k
. Let k ≥ 1 be arbitrary. Consider the weights
wk, σk on [0, 1) given by
(5.1) wk(x) = (1− βk)x
−βk , σk = x
βk
p−1 , ∀x ∈ (0, 1)
and wk(0) = σk(0) = 1. Then wk([0, 1)) ∼p 1 and σk([0, 1)) ∼p 1. Moreover, by
Lemma 2.1 we have [wk, σk]Ap .p 1 and [σk]Aq′
.p 1, where q =
p+1
2
. I am grateful
to Professor S. Treil for suggesting this modified version of the family of examples of
Section 4.
We can write Q0 \ {0} =
⋃∞
k=1 Jk, where
Jk =
[
1
2k
,
1
2k−1
)
, k = 1, 2, . . . .
Set also Ik =
[
0, 1
2k
)
=
⋃∞
n=k+1 Jn, for k = 0, 1, 2, . . .. Now, for all k = 1, 2, . . ., one
can consider the weights w˜k, σ˜k on Jk given by
w˜k(x) =
{
wk(2
kx− 1), if k is odd
wk−1(2− 2
kx), if k is even
, ∀x ∈ Int(Jk),
σ˜k(x) =
{
σk(2
kx− 1), if k is odd
σk−1(2− 2
kx), if k is even
, ∀x ∈ Int(Jk),
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and w˜k
(
1
2k
)
= σ˜k
(
1
2k
)
= 1. Consider the weights w˜, σ˜ on Q0 given by
w˜(x) = w˜k(x), σ˜(x) = σ˜k(x), ∀x ∈ Jk, ∀k = 1, 2, . . . ,
and w˜(0) = σ˜(0) = 1. Following the same steps as in the proof of Lemma 2.2,
essentially with Z replaced by {0}∪
{
1
2k
: k ∈ N
}
, it can be verified that [w˜, σ˜]
Ap
<∞
and [σ˜]
Aq′
<∞.
Let now Sk be the square function over Jk, for all k = 1, 2, . . .. Then, the compu-
tations in section 4. coupled with translation and rescaling invariance show that
||Sk(·σ˜k)||Lp(σ˜k)→Lp(w˜k)
&p (1− βk)
1
p
− 1
2 ,
for all odd positive integers k. In particular, for all odd positive integers k, there
exists fk ∈ L
p(σ˜k) with ||fk||Lp(σ˜k)
= 1
k
1
2
and ||Sk(fkσ˜k)||Lp(w˜k)
&p
(1−βk)
1
p−
1
2
k
1
2
= 1
k
1
p
.
Consider the function f on [0, 1) given by
f(x) = fk(x), ∀x ∈ Jk,
for all odd positive integers k, and f(x) = 0, for all x ∈ [0, 1) \ (
⋃∞
k=0 J2k+1). Then,
we have
||f ||p
Lp(σ˜)
=
∞∑
k=0
||f2k+1||
p
Lp(σ˜2k+1)
=
∞∑
k=0
1
(2k + 1)
p
2
<∞,
therefore f ∈ Lp(σ˜), and
||S(fσ˜)||p
Lp(w˜)
≥
∞∑
k=0
||S2k+1(f2k+1σ˜2k+1)||
p
Lp(w˜2k+1)
&p
∞∑
k=0
1
2k + 1
=∞,
therefore S(fσ˜) /∈ Lp(w) (here S denotes the square function over [0, 1)), concluding
the proof.
Note that by Lemma 2.2 (with x0 =
3
4
) we have that there exist weights w˜′, σ˜′
on R with w˜′|[0,1) = w˜ and σ˜′|[0,1) = σ˜, such that [w˜′, σ˜′]Ap .p 1 and [σ˜
′]
Aq′
.p 1.
Therefore, the above counterexample can be viewed as a counterexample on R (the
square function over R clearly dominates the one over [0, 1)).
Remark 5.1. Assume that we repeat the above construction, but with (βk)
∞
k=1 being
an arbitrary strictly increasing sequence of elements of [0, 1) with limk→∞ βk = 1.
Suppose that S(fσ˜) ∈ Lp(w˜), for all f ∈ Lp(σ˜) (here S denotes the square function
over [0, 1)). Then, since 1
p
− 1
2
< 0 and
||S(·σ˜)||
Lp(σ˜)→Lp(w˜)
≥ ||S2k+1(·σ˜2k+1)||Lp(σ˜2k+1)→Lp(w˜2k+1)
, ∀k = 0, 1, 2, . . . ,
we obtain ||S(·σ˜)||
Lp(σ˜)→Lp(w˜)
= ∞. Then, viewing S(·σ˜) as a linear operator from
Lp(σ˜) into Lp(l2(D), w˜) (where D is the family of all dyadic subintervals of [0, 1)),
we obtain a contradiction through an easy application of the closed graph theorem.
Therefore, there exists f ∈ Lp(σ˜) with S(fσ˜) /∈ Lp(w˜).
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5.2. Following the strategy of Lai–Treil [6]. In this section, we provide a sec-
ond counterexample proving Proposition 1.2. As mentioned in the introduction, the
construction follows very closely the strategy of the one in [6] Section 3.
Let p ∈ (2,∞). As in [6] Section 3., choose r ∈
(
1
p
, 1
2
)
. Set α = 2r − 1 ∈ (−1, 0)
and consider the functions f, σ, w : [0, 1)→ [0,∞) given by
f(x) =
(−1)⌊− log2 x⌋
x
1
p−1 (1− log2 x)
r
, σ(x) = x
1
p−1 , w(x) =
1
x(1− log2 x)
1−α
, ∀x ∈ (0, 1)
and f(0) = σ(0) = w(0) = 1.
First of all, we claim that [w, σ]
Ap
< ∞. Indeed, let a, b ∈ [0, 1] with a < b be
arbitrary. We distinguish the following cases:
(A) There holds a = 0. Then, by direct computation we have
〈w〉
[a,b)
〈σ〉p−1
[a,b)
= −
log 2
α
(
p− 1
p
)p−1
(1− log2 b)
α ≤ −
log 2
α
(
p− 1
p
)p−1
<∞,
since 1− log2 b ≥ 1 and α < 0.
(B) There holds a > 0 and a ≤ b
2
. Then, we have [a, b) ⊆ [0, b) and b ≤ 2(b − a),
therefore by case (A) we obtain
〈w〉
[a,b)
〈σ〉p−1
[a,b)
≤ 2〈w〉
[0,b)
(2〈σ〉
[0,b)
)p−1 ≤ −
2p log 2
α
(
p− 1
p
)p−1
<∞.
(C) There holds a > 0 and a > b
2
. It is easy to see that
sup
x∈[a,b)
(1− log2 x) = 1− log2 a ≤ 2(1− log2 b) = 2 inf
x∈[a,b)
(1− log2 x),
which can be easily seen to imply that there exists some constant C > 1 (depending
only on α) such that
sup
x∈[a,b)
1
x(1 − log2 x)
1−α
≤ C inf
x∈[a,b)
1
x(1 − log2 x)
1−α
.
It follows that
〈w〉
[a,b)
〈σ〉p−1
[a,b)
≤
(
sup
x∈[a,b)
1
x(1− log2 x)
1−α
)
( sup
x∈(a,b)
x
1
p−1 )p−1
≤
(
C inf
x∈[a,b)
1
x(1− log2 x)
1−α
)
(2
1
p−1 inf
x∈(a,b)
x
1
p−1 )p−1
≤ 2C inf
x∈[a,b)
x
x(1 − log2 x)
1−α
=
2C
(1− log2 a)
1−α
≤ 2C,
since 1− α > 0 and log2 b ≤ 0.
Similar estimates show that [σ]
A2
<∞, therefore in particular [σ]
A∞
<∞.
We also claim that f ∈ Lp(σ). Indeed, by direct computation we have∫
[0,1)
|f |pσdx =
∫
(0,1)
1
x(1− log2 x)
pr
dx =
log 2
pr − 1
<∞,
since pr > 1.
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Set now Ik =
[
0, 1
2k
)
, for all k = 0, 1, 2, . . .. Let k ≥ 0 be arbitrary. We notice that
for all x ∈ Ik+1, there holds
−∆
Ik
(σf)(x) = (−2)k
∫
( 1
2k+1
, 1
2k
)
1
(1− log2 x)
r
dx− 2k
∫
(0, 1
2k+1
)
(−1)⌊− log2 x⌋
(1− log2 x)
r
dx.
(5.2)
We have ∫
(0, 1
2k+1
)
(−1)⌊− log2 x⌋
(1− log2 x)
r
dx =
∞∑
l=k+1
(−1)l
∫
( 1
2l+1
, 1
2l
)
1
(1− log2 x)
r
dx,
and for all l ≥ 0 there holds
(5.3)
1
2l+1(l + 2)r
≤
∫
( 1
2l+1
, 1
2l
)
1
(1− log2 x)
r
dx ≤
1
2l+1(l + 1)r
,
therefore by the alternating series test we obtain
(5.4)
∣∣∣∣∣
∫
(0, 1
2k+1
)
(−1)⌊− log2 x⌋
(1− log2 x)
r
dx
∣∣∣∣∣ ≤
∫
( 1
2k+2
, 1
2k+1
)
1
(1− log2 x)
r
dx ≤
1
2k+2(k + 2)r
.
From (5.2), (5.3) and (5.4) we deduce |∆
Ik
(σf)(x)| ≥ 1
4(k+2)r
, for all x ∈ Ik. This
estimate is a modification of the first estimate on page 11 in [6]. In particular, for all
k ≥ 0, for all n > k and for all x ∈ In, we have |∆Ik (σf)(x)| ≥
1
4(k+2)r
. It follows that
for all k ≥ 1, for all x ∈ Ik, there holds
S(σf)(x)p ≥
(
k−1∑
n=0
(∆
In
(σf)(x))2
) p
2
≥ C1
(
k+1∑
n=2
1
n2r
) p
2
= C1
(
k+1∑
n=2
1
n1+α
) p
2
,
where C1 =
1
4p
> 0 (here S denotes the square function over [0, 1)). This estimate is
the same as the second estimate on page 11 in [6]. Moreover, for all k ≥ 1, we have
w(Ik) =
∫
(0, 1
2k
)
1
x(1 − log2 x)
1−α
dx = −
1
α
(k + 1)α,
and (
k+1∑
n=2
1
n1+α
)−1
≤
(∫
[2,k+2]
1
x1+αdx
)−1
− α
2α(k + 2)α
2α − (k + 2)α
≤ −α
2α(k + 1)α
2α − 3α
,
since α < 0, therefore
w(Ik) ≥ C2
(
k+1∑
n=2
1
n1+α
)−1
,
where C2 =
2α−3α
2α+1α2
> 0. It follows that∫
Ik
S(σf)(x)pw(x)dx ≥ C1C2
(
k+1∑
n=2
1
n1+α
) p
2
−1
, ∀k ≥ 1,
therefore limk→∞
∫
Ik
S(σf)(x)pw(x)dx =∞, since 1+α = 2r < 1 and p
2
−1 > 0. This
estimate is a slight modification of the third estimate on page 11 in [6]. It follows
that S(σf) /∈ Lp(w).
Note that by Lemma 2.2 (with x0 =
1
2
) we have that there exist weights w˜, σ˜ on R
with w˜|[0,1) = w and σ˜|[0,1) = σ, such that [w˜, σ˜]Ap .p 1 and [σ˜]A2 .p 1. Therefore,
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the above counterexample can be viewed as a counterexample on R (the square func-
tion over R clearly dominates the one over [0, 1)).
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