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Experimental evidence for Majorana bound states (MBSs) is so far mainly based on the robust-
ness of a zero-bias conductance peak. However, similar features can also arise due to Andreev bound
states (ABSs) localized at the end of an island. We show that these two scenarios can be distin-
guished by an interferometry experiment based on embedding a Coulomb-blockaded island into an
Aharonov-Bohm ring. For two ABSs, when the ground state is nearly degenerate, cotunneling can
change the state of the island and interference is suppressed. By contrast, for two MBSs the ground
state is nondegenerate and cotunneling has to preserve the island state, which leads to h/e-periodic
conductance oscillations with magnetic flux. Such interference setups can be realized with semicon-
ducting nanowires or two-dimensional electron gases with proximity-induced superconductivity and
may also be a useful spectroscopic tool for parity-flip mechanisms.
PACS numbers: 71.10.Pm, 74.50.+r, 74.78.-w
Andreev bound states (ABSs) are coupled particle–
hole excitations of superconductors bound to impurities
[1–3], to their surface [4], or in junctions [5] with an
energy in the superconducting gap. Since an ABS is
a fermionic excitation, its field operator f = γ1 + iγ2
can be decomposed into a pair of Majorana operators
γ1 = γ
†
1, γ2 = γ
†
2. While the corresponding wave func-
tions overlap in space in most cases, they can also be
spatially separated for topological superconductors with
triplet pairing [6–10]. This pins the energy of these Ma-
jorana bound states (MBSs) robustly to the middle of
the superconducting gap and renders their non-Abelian
exchange statistics accessible through braiding [11–21].
Both properties may be useful for quantum computation
[22–24].
Topological superconductors may be realized in semi-
conductors with strong spin-orbit coupling, proximity-
induced superconductivity, and magnetic fields [25, 26].
Evidence for MBSs in these systems is based on a robust
zero-bias conductance peak [27–36] as predicted by the-
ory [37–41]. However, such a peak can also be caused by
disorder [42], multi-band effects [43], weak antilocaliza-
tion [44], the Kondo effect [45] and, in particular, ABSs
[46, 47]. To rule out disorder effects, intensive efforts
have been made to fabricate cleaner devices [48–52].
Distinguishing MBSs from ABSs is one of the most ur-
gent goals in Majorana research. What we refer to here
as ABSs are modes with a large Majorana overlap. If
ABSs are extended along the island, they may be dis-
criminated from MBSs by probing a finite conductance
in the middle of the island or by a strong response to a
gate affecting the middle region. However, one cannot
discriminte ABSs from MBSs in this way if there are two
terminal ABSs, i.e., one ABS localized at each end of an
FIG. 1: Sketch of interferometer model. (a) Two normal con-
ducting leads (orange, labeled L and R) are connected via a
superconducting island (blue) and a reference arm. (b) Toy
model for the island consisting of four Majoranas, tunable
from (c) two terminal ABSs to (d) two terminal MBSs. (e)
2D model for a Majorana stripe as seen from top: A stripe
of superconductor (SC, blue) is placed on top of a semicon-
ductor (orange) and induces a superconducting gap (blue in
side graph). A gate on top (G, gray) induces a transverse
confinement potential VC (red in side graph). Increasing a
potential barrier VW (red in bottom graph) along the stripe
tunes the stripe from case (d) to (c). Majoranas that are
weakly (strongly) coupled to others are depicted by crosses
(circles with a conneting line).
island [Fig. 1(c)]. While the general expectation is that
ABSs do not show a similar robustness against parameter
variations as MBSs, ABSs can stick close to zero energy
under special conditions when the longitudinal confine-
ment potential is smooth [53, 54]. This situation has to
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2be contrasted with the desired situation of two MBSs
[Fig. 1(d)] when the potential is rather uniform and rises
sharply at the end of the island.
In this Rapid Communication, we show how to dis-
tinguish the case of two terminal ABSs close to zero en-
ergy from the case of two terminal MBSs by embedding a
Coulomb-blockaded island into an interferometric setup
[Fig. 1(a)]. Interferometers have been proposed earlier
to detect MBSs in grounded [55–61] and floating [62–66]
devices and also to distinguish MBSs from ABSs [60, 64].
The advantages of our proposal are that it (i) relies on a
standard charge current measurement, (ii) successfully
distinguishes between MBSs and ABSs also when the
MBSs are not fully localized, and (iii) can straightfor-
wardly be implemented using current fabrication capa-
bilities.
We focus on the case when the charging energy EC is
the dominant energy scale (besides the superconducting
gap ∆) as in Majorana box qubits [67, 68]. This allows
us to study the transport in the cotunneling regime when
the total charge on the island is fixed. This also fixes the
total fermion parity of the ground state, which can be
(almost) two-fold degenerate in the case of two ABSs,
while it is nondegenerate for two MBSs. Thus, cotunnel-
ing processes cannot change the state of the island for two
MBSs and allow for a large interference contrast. This is
different from the limiting case of two localized ABSs, in
which the parity of both ABSs can be flipped [64]. This
conserves the total fermion parity and reduces the inter-
ference contrast strongly. We show that this mechanism,
captured by a toy model [Fig. 1(b)], also holds when
using a microscopic 2D model of the island [Fig. 1(e)]
tuning between the two limits.
Toy model. Let us consider an island that hosts four
Majoranas 1, . . . 4, two localized at each end [Fig. 1(b)].
The Hamiltonian reads
HI = iε(γ1γ2 + γ3γ4)− iΩγ2γ3 + EC,n, (1)
where we included the charging energy of the island
EC,n = EC(n − ng)2. Here, n is the number operator
for the electrons on the island and ng describes the gat-
ing. The above toy model interpolates between the sit-
uation of two terminal ABSs and two terminal MBSs:
When Ω ε, two ABS are at energy ≈ ε [Fig. 1(c)]. As
they are formed predominantly by the Majorana opera-
tors (γ1, γ2) and (γ3, γ4), we will denote them by 〈12〉 and
〈34〉, respectively. By contrast, when Ω  ε, there are
two terminal MBSs [Fig. 1(d)]. The corresponding Ma-
jorana operators (γ1, γ4) form a mode 〈14〉 with a small
energy ≈ ε2/2Ω. In addition, the pair of Majorana oper-
ators (γ2, γ3) forms a mode 〈23〉 at higher energy ≈ 2Ω.
Interferometer model. The interferometer is enclosed
between two nonsuperconducting leads described by
H0 =
∑
rkσ(εrk − µr)c†rkσcrkσ, where crkσ denotes the
annihilator for electrons in lead r = L,R in mode k
with spin σ =↑, ↓. The leads are held at a common
temperature T and are voltage-biased symmetrically:
µL = −µR = Vb/2 (We set e = ~ = c = kB = 1).
The tunnel Hamiltonian reads
HT =
∑
rkσm=1,2
crkσe
iϕ/2trσm(δrLγm + δrRγ5−m)
+
∑
kk′σσ′
tD,σσ′c
†
LkσcRk′σ′ + H.c., (2)
where ϕ denotes the superconducting phase on the is-
land and m = 1, 2 enumerates the Majorana operators.
In our toy model, we assume that lead r couples only to
the two nearest MBSs [first line of Eq. (2)] with energy-
independent tunnel matrix elements trσm. For simplic-
ity, we assume the island to be left-right symmetric, so
that they obey the relation tLσm = (−1)mσtRσ¯m¯ = tσm
[69]. By rotating the spin basis in the leads, one can
parametrize the tunnel matrix elements conveniently as
t↑1 = t cos(λ), t↓1 = 0, t↑2 = t sin(λ) cos(β)eiδ, and
t↓2 = t sin(λ) sin(β)eiδ [69]. The parameter t, together
with the spin- and energy-independent density of states
ν of the leads sets the overall tunnel rate Γ = 2piν|t|2
between the leads and the island, λ characterizes the rela-
tive coupling strength of the two Majoranas to the leads,
δ is a relative phase shift, and β is the canting of the
different spin directions the two Majoranas couple to.
In our model, a featureless reference arm connects the
two leads [second term in Eq. (2). The phase of the di-
rect tunnel amplitude tD,σσ′ = |tD|(δσσ′+τsfδσσ¯′)eipiΦ/Φ0
is controlled by the magnetic flux Φ threaded through
the loop (Φ0 = e/2h). We neglect here decoherence in
the reference arm, which is motivated by the experimen-
tal observation of phase-coherent transport up to sev-
eral µm in InAs [51, 70] and InGaAs [71] interferometers.
Note that if λ = 0 or β = 0, the island couples only to
electrons with spin ↑ (↓) in the left (right) lead. In the
special case when the tunneling in the reference arm is
spin-conserving (τsf = 0), no interference can appear be-
cause one can tell from the spin of the outgoing electron
which path has been taken [72]. In practice, the island
is of course not perfectly symmetric and spin-orbit cou-
pling rotates the spin of electrons traveling through the
reference arm, resulting in a nonzero interference. For
simplicity, we set τsf = 1, which limits the interference
contrast to 1/2 when β = 0 [Eq. (4)].
Transport calculations. Our goal is to understand the
behavior of the maximal interference contrast:
MIC := max
Φ,|tD|
∣∣∣∣I(Φ)− I(Φ + Φ0)I(Φ) + I(Φ + Φ0)
∣∣∣∣ . (3)
Here, I(Φ) is the stationary current through the inter-
ferometer. Note that the maximal or minimal current
may not necessarily flow for Φ = 0, pi. Since interfer-
ence requires coherent transport through the island, we
constrain our calculations to the cotunneling regime. We
set up a master equation [69] and consider the specific
3FIG. 2: Parameter dependence of the MIC for the toy model.
(a) Dependence on Majorana coupling energies for λ = β = 0.
The black-dashed line is given by Ω =
√
2ε3/Te−ε/T and
marks the crossover between transport dominated by parity-
conserving and parity-flipping cotunneling. (b) Dependence
on tunnel matrix elements for Ω/T = 1, ε/T = 0.1. In both
cases, we used Vb = 0.01T , U = 100T , and δ = 0.
situation when only one particular charge state n = n0
of the island is occupied and cotunneling predominantly
involves only the adjacent charge state n0 +1 (Γ, T, Vb 
U = EC,n0+1 − EC,n0  EC,n0 − EC,n0−1). Without
loss of generality, we assume n0 to be even. While our
toy model neglects cotunneling through the quasiparti-
cle continuum, quasiparticle states are included partially
later on in the 2D island model. The cotunneling rates
are computed with the T-matrix approach including
terms of O(t2, tD) into the T-matrix [69]. We neglect all
other contributions, including those leading to the Kondo
effect (Γ, TK  T ) and Cooper-pair cotunneling forming
a virtual intermediate Cooper pair (Γ U,∆).
Interference contrast for toy model. To contrast the
cases of two MBSs and two ABSs, we first study the
parameter dependence of the MIC for the toy model (5).
When β = δ = 0 and Vb  E =
√
ε2 + Ω2  U , the
MIC reads
MIC =
tanh(E/T )
2
√
1 +
(
E/Ω
cos2(2λ) − 1
)
2E/T
sinh(2E/T )
. (4)
Details including an expression for general bias voltage
are given in [69]. We see that the MIC tends to its max-
imal value when Ω/ε 1 (two MBSs), while it tends to
zero when Ω/ε 1 (two ABSs) [Fig. 2(a)]. This implies
that the case of two MBSs and two ABSs can be distin-
guished by the maximally achievable MIC. In the next
two paragraphs, we explain the different behavior of the
two cases when only Majoranas 1 and 4 are connected to
the leads (λ = 0).
When Ω/ε  1 and Ω  Vb, T , the island resides
mostly in its ground state, in which the parities of
the modes 〈23〉 and 〈14〉 are even. Transport is pre-
dominantly carried by parity-conserving cotunneling pro-
cesses: An electron incoming from one lead flips the par-
ity of mode 〈14〉 and the outgoing electron flips it back.
Such electrons interfere with electrons tunneling through
the reference arm and lead to a large MIC [Fig. 2(a)].
The MIC is suppressed when voltage bias or tempera-
ture exceed the inelastic cotunneling threshold, i.e., when
min(Vb, T ) > E [Fig. 2(a)]. In this case cotunneling
processes can flip the parity of the modes 〈14〉 and 〈23〉
and bring the island from its ground state to the excited
state. We will refer to this as parity-flipping processes
(referring to the individual modes) even though the total
fermion parity of the island is of course preserved. The
occupation probability of the ground and excited state
tend to 1/2 when min(Vb, T ) E. Importantly, the flux
dependence of the cotunneling rates differs by pi depend-
ing on the initial parity of mode 〈23〉 in the cotunneling
process [62]. Hence, interference is still possible in each
cotunneling event but the MIC becomes suppressed due
to averaging over both possible initial states.
When Ω/ε  1, the MIC can be suppressed even if
E  max(Vb, T ). The reason is that parity-conserving
cotunneling is strictly forbidden in the limit Ω = 0: The
left lead couples only to mode 〈12〉, while the right lead
only couples to mode 〈34〉. A cotunneling process trans-
ferring an electron from one to another must therefore flip
the parities of both modes and thus results in the final
state being different from the initial state. Hence, there is
no interference. When ε > T , the crossover from trans-
port dominated by parity-conserving to parity-flipping
processes happens when Ω >
√
2ε3/Te−ε/T (Vb  T )
[Fig. 2(a)]. In experiments, this crossover may be in-
fluenced by other processes that can flip the parities of
the ABSs, such as quasiparticle poisoning from the con-
tinuum [73], or Cooper-pair splitting due to photons [74]
or phonons [75]. If the current is averaged over a time
shorter than the time between two parity flips, interfer-
ence remains detectable and the parity of mode 〈23〉 can
be read out [67]. The MIC may thus also be utilized to
measure such rates. The results we show here have to
be understood as long-time averages of many parity flips
instead.
The qualitative parameter dependence of the MIC
remains in most cases unchanged if one considers the
general case of λ 6= 0, β 6= 0, δ 6= 0. From numer-
ical calculations, we find only a weak dependence of
the MIC on δ except for special points [69]. We find,
however, a suppression of the MIC under the condition√
(λ− pi/2)2 + β2 ≈ pi/4 [Fig. 2(b) and Eq. (4)]. Here,
the parity-conserving cotunneling rates vanish because
of destructive interference of processes involving only the
island (not the reference arm). We finally note that the
case Ω = 0 with ε = 0 or λ = 0 is a pathological case of
our model [69].
2D model for Majorana stripe. To see whether the
simple toy model discussed so far indeed captures the
main physics to contrast the cases of two MBSs and two
ABSs, we next turn to a more sophisticated model for
the island. Following [76], we consider a Majorana stripe
of width W and length L defined in a two-dimensional
4FIG. 3: Suppression of the interference contrast for the transition from two MBSs to two ABSs. We show the energy spectrum
of the stripe Hamiltonian (5) (upper panels) with close-ups around zero energy (middle panels) alongside the MIC (lower
panels). We compute the MIC both for the 2D stripe model (blue) and the toy model with paraxmeters extracted from
the 2D stripe model (green) [69]. The values of EZ and VW are specified in the panels, the lattice constant is a = 10 nm,
∆ = 180 µeV, ESO = m
∗α2/2 = 116.5 µeV, µ = 0, VC = 1 meV, W = 200 nm, L = 2 µm, m∗ = 0.023 me, U = 50 µeV,
T = 1.6 µeV (≈ 20 mK), and Vb = 1 µeV. In (i), the toy model breaks down for EZ . 0.4 meV (see text).
electron gas [Fig. 1(e)]. The electron gas is modeled by a
single electron band with effective mass m∗ at chemical
potential µ as described by the following Bogoliubov-de
Gennes Hamiltonian:
HBdG =
(
−∂
2
x + ∂
2
y
2m∗
+ VC(x) + VW (y)− µ
)
τz (5)
−iα(σx∂y − σy∂x)τz + EZσy/2 + ∆(x)τx.
In the second line, we added the Rashba spin-orbit
coupling (with velocity α), the Zeeman energy (EZ)
due to a magnetic field, and the induced supercon-
ducting gap. The latter is nonzero where the elec-
tron gas is covered by the superconductor: ∆(x) =
∆Θ(W/2 − |x|). The Hamiltonian acts on the four-
component spinor [u↑(x, y), u↓(x, y), v↓(x, y),−v↑(x, y)]T
containing the electron (u) and hole (v) components for
spin σ =↑, ↓. The Pauli matrices τi and σi (i = x, y, z)
act on particle-hole and spin space, respectively. Gates
are used to confine the states in the transverse direc-
tion, VC(x) = VCΘ(|x| −W/2) (VC  µ,∆, EZ , ESO =
mα2/2). Equation (5) also models a nanowire if the
transverse confinement in one direction is much stronger
than in the other (e.g. due to gating) [77–79].
Tuning from two MBSs to two ABSs. Accounting for
an additional potential profile along the stripe, VW (y) =
VW [1 + cos(2piy/L)], we can tune from the case of two
MBSs to two ABSs by increasing VW . Computing the
energy spectrum of the island [Fig. 3(a)], we find for
VW = 0 only one mode (n = 1) close to zero energy.
This mode is formed by two slightly overlapping MBSs
at opposite ends of the stripe. When increasing VW , the
second mode (n = 2) comes close to and sticks to zero
energy [Fig. 3(b)]. When VW is large, the two modes
correspond to two ABSs localized at the ends of the wire
[69]. The MIC is reduced when VW is increased as the
system evolves from two MBSs to two ABSs [Fig. 3(c)].
To compute the MIC using the 2D model, we include
the 8 lowest modes into our master equation approach.
We further extracted the parameters for the toy model
from the energies (yielding Ω and ε) and wave functions
(yielding the tunnel matrix elements) of the two lowest
modes obtained for the 2D model. In this extraction
procedure [69], we neglect the coupling of the Majoranas
on the left (right) to the right (left) lead. We find that
the toy model reproduces the MIC rather accurately.
We finally discuss the magnetic-field dependence of the
MIC [Figs. 3(d)–(i)]. Similar to the case of two MBSs,
the energies of the two ABSs oscillate around zero en-
ergy as a function of magnetic field [compare Figs. 3(e)
and (h)]. For VW = 0, we see that the MIC also stays
large in the nontopological regime for small values of EZ
[Fig. 3(f)]. The reason is that parity-flipping processes
are energetically forbidden as long as 2(E1+E2) Vb, T .
However, when EZ is small, the Coulomb peaks are not
1e periodic [33], which is a way to distinguish the non-
topological from the topological regime in this case.
For the case of two ABSs (VW = 0.4 meV), we find that
the MIC is suppressed when there are two modes close
to zero energy [Fig. 3(i)]. The MIC is restored again
when at least one of the modes has an energy  Vb, T .
This happens for small magnetic fields [EZ < 0.5 meV in
Fig. 3(i)] when the ABSs are at large energies or when
the case of two MBSs is restored [EZ > 0.9 meV in Fig.
3(i)]. Again, for small EZ , the Coulomb peaks are not 1e
periodic, which rules out the presence of MBSs. We note
that the toy model breaks down in this regime because
Ω/ε becomes very small (leading to nearly zero current
through the island). This does not happen for the full
52D model where all tunnel couplings are accounted for.
Conclusion. A zero-bias conductance peak in trans-
port spectroscopy of superconducting islands can arise
due to MBSs as well as ABSs. While extended ABSs
may be probed by a contact in the middle of a supercon-
ducting stripe, terminal ABSs cannot. We have shown
that terminal ABSs can instead be distinguished from
two terminal MBSs by an interference experiment. Such
experiments may also be useful to probe quasiparticle-
poisoning rates for nonisolated islands. Finally, the idea
of our approach may be of interest for initial testing of
the presence of MBS in Majorana-qubit devices [21, 67],
in which interferometers are integrated as a means of
readout.
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DETAILS OF THE MODELS
2D island model: Eigenmodes and energies
Since we assume that the charging energy EC is the
dominant energy scale, we work in the basis of many-
body eigenstates denoted by |n,η〉. Here, n is the num-
ber of electrons on the island and η = (η1, η2, . . .) con-
tains the occupations ηl of the eigenmodes l of the island.
These modes are found by solving for the eigenstates of
the BdG Hamiltonian (5): HBdGχl = εlχl. The annihi-
lation operator for eigenmode l is given by
βl =
∫
dx
∫
dy χ†l (x, y) ·ψ(x, y), (S1)
where ψ(x, y) = [ψ↑(x, y), ψ↓(x, y), ψ
†
↓(x, y),−ψ†↑(x, y)]T
contains the electron field operators for spin σ =↑, ↓ at
position (x, y). The energies of the many-body eigen-
states read
εn,η = EC(n− ng)2 +
∑
l
ηlεl. (S2)
For a nonsuperconducting island, the occupations have
to satisfy
∑
l ηl = n. This condition is lifted in the su-
perconducting case, where they only have to obey the
constraint (−1)
∑
l ηl = (−1)n. Since the modes l are
electron-hole superpositions, the occupations ηl thus only
specify the fermion parity (−1)ηl of mode l but not the
charge associated with occupying this mode.
Toy model: Eigenmodes and energies
To derive the left-right symmetry relation of the Ma-
jorana tunnel couplings in Sec. , we will need the eigen-
states and eigenmodes of the toy model (1). For this
purpose, we first rewrite Eq. (1) as HI =
1
2α
† · HI · α,
where α = (αL, αR, α
†
L, α
†
R)
T contains the field operators
of the modes αL = (γ1 + iγ2)/2 and αR = (γ3 + iγ4)/2.
By diagonalizing the Hamiltonian matrix
HI =

ε Ω 0 Ω
Ω ε −Ω 0
0 −Ω −ε −Ω
Ω 0 −Ω −ε
 , (S3)
we can express the Hamiltonian as HI =
1
2β
† ·H′I ·β with
H′I = diag(ε2, ε1,−ε1,−ε2) and eigenenergies
ε1/2 =
√
ε2 + Ω2 ∓ Ω. (S4)
The field operators of the eigenmodes are again collected
in a 4-component vector β = U·α, where
U =

r+ r+ −r− r−
r+ −r+ r− r−
r− r− r+ −r+
−r− r− r+ r+
 (S5)
and r± =
√
1± 1/√1 + (Ω/ε)2/2, which satisfies the re-
lation r2+ + r
2
− = 1/2.
2D island: Tunnel Hamiltonian
Here, we explain how to extract the tunnel matrix el-
ements from the 4-spinor components of the solutions of
the BdG equation for our transport calculations.
For the transport calculations for the 2D island model,
we start from the standard bilinear tunnel Hamiltonian
HT =
∑
rkσ
∫
dx
∫
dy tr(x, y)crkσe
iϕ/2ψ†σ(x, y)
+ H.c. . (S6)
We use the same notation as in the main paper and in-
troduced the field operator ψ†σ(x, y) creating an electron
on the island at position (x, y) with spin σ.
Inverting Eq. (S1) and using the particle-hole symme-
try ofHBdG, [P,HBdG]+ = 0 with P = σyτyK (K denotes
the complex conjugation), yields
ψ†σ(x, y) =
∑
l unocc.
[u∗lσ(x, y)β
†
l + vlσ(x, y)βl]. (S7)
8The sum in Eq. (S7) includes every particle-hole conju-
gated mode pair only once. One is, in principle, free to
chose which of the modes at energy ±εl is used. The
choice we use is that the sum runs only over modes l
that are unoccupied at zero temperature. In the topo-
logically trivial regime at zero magnetic field, these are all
the modes with positive energy. However, when a mode
crosses zero energy (such as a MBS), then the occupation
of that state changes at zero temperature. When then use
the mode at negative energy. We use this choice because
then the correct electron-hole components will be used
for the transport calculations when inserting Eq. (S7)
into the tunnel Hamiltonian (S6):
HT =
∑
rkσpl unocc.
tprlσcrkσe
iϕ/2βpl + H.c.. (S8)
Here, p = ±, β+l = β†l , β−l = βl, where we assume a
point-contact coupling of the leads so that
t+L/Rlσ = tL/R(0,∓L/2)u∗lσ(0,∓L/2), (S9)
t−L/Rlσ = tL/R(0,∓L/2)vlσ(0,∓L/2). (S10)
In Sec. , we show how to express the tunnel amplitudes
to the right lead in terms of those to the left lead [Eqs.
(S13) and (S14)] provided the island exhibits a spatial
inversion symmetry along the stripe direction.
For our transport calculations, we will consider only
two relevant charge states n = 0 and n = 1 of the is-
land. Projecting Eq. (S8) on the many-body basis |n,η〉
introduced in Sec. , we obtain
H˜T =
∑
rkσηiηf
T
ηfηi
rσ crkσ|1, ηf 〉〈0, ηi|+ H.c., (S11)
with tunnel matrix elements
T
ηfηi
rσ = [t
+
rlσδηl0 + t
−
rlσδηl1]
∏
j 6=l
δηf,jηi,j . (S12)
There are two contributions: The first one (∼ t+rlσ ∼ u∗lσ)
describes a ’usual’ tunneling process, which can also
occur in a nonsuperconducting systems: An incoming
electron occupies an empty mode l. The second one
(∼ t+rlσ ∼ vlσ) happens only in superconducting systems
and describes the formation of a Cooper pair with the
incoming electron, leaving the mode l empty in the final
state.
2D model: Spatial inversion symmetry
While Eq. (S8) is generally valid for any 2D island
model, we use in our calculations a 2D island Hamil-
tonian [Eq. (5)] that obeys a spatial inversion symme-
try: It obeys [HBdG,V]− = 0 with the unitary oper-
ator V = Iyσy. Here, Iy is the inversion along the
stripe direction (y) and σy is the Pauli matrix acting
on spin. Thus, if χl is a solution of the BdG equation,
HBdGχl = εlχl, then Vχl is also a solution for the BdG
equation for the same energy. If the solution is nonde-
generate, this implies Vχl = ξlχl with ξl = ±1 because
V2 = V†V = 1. The unitary transformation V relates
the wave-function components of an eigenstate on the
left side of the island to that on the right side: Express-
ing χl = (ul↑, ul↓, vl↓,−vl↑)T , we obtain
ulσ(x, y) = −iξlσulσ¯(x,−y), (S13)
vlσ(x, y) = −iξlσvlσ¯(x,−y). (S14)
The tunnel couplings thus satisfy the left-right symmetry
tprlσ = ipξlσt
p
r¯lσ¯. (S15)
Toy model: Spatial inversion symmetry
If the toy model is compatible with the 2D island
model, then the tunnel couplings of the eigenstates of
the toy model must also obey Eq. (S15). We next briefly
explain how this translates into conditions for the Majo-
rana tunnel couplings stated below Eq. (2) in the main
paper. This symmetry of the tunnel couplings is, how-
ever, not essential to our findings, it is only convenient
to reduce the number of parameters.
In terms of the localized modes αpL = (γ1 − ipγ2)/2
and αpR = (γ1 − ipγ2)/2, the tunnel Hamiltonian can be
expressed in the same form as Eq. (S8):
HT =
∑
rk
t˜prσcrkσe
iϕ/2αpr + H.c. (S16)
Here we use the assumption that mode αr couples only
to lead r. Exploiting the transformation β = U · α with
U given by Eq. (S5) and expressing the field operators
according to Eq. (S1), we find the relation (l = 1, 2)
tprlσ = (−1)δr,Rlr+t˜prσ + (−1)δr,L(l−1)r−t˜p¯∗rσ. (S17)
Using furthermore Eq. (S15), we obtain for ξ1 + ξ2 = 0
t˜prσ = −ipσξt˜pr¯σ¯ (S18)
with ξ = (ξ1 − ξ2)/2 = ±1. We checked numerically
that the inversion parities ξl of the two lowest modes are
always opposite for the cases we considered (similar to
the two lowest modes in a potential well). Note that
the sign of ξ does not matter for the calculations of the
interference contrast under the assumptions employed in
this paper and we therefore set ξ = 1. Using relation
(S18) and expressing αpr in terms of Majorana operators,
we arrive at Eq. (2) given in the main paper:
HT,I =
∑
rkσm
crkσe
iϕ/2trσm(δrLγm + δrRγ5−m)
+H.c. . (S19)
9with
tLσ1 =
1
2 (t˜
+
Lσ + t˜
−
Lσ) = tσ1,
tLσ2 =
−i
2 (t˜
+
Lσ − t˜−Lσ) = tσ2,
(S20)
and tRσm = (−1)mξσtLσ¯5−m (a similar relation has also
been established in Ref. [1] where the spin quantization
is rotated).
Parametrization of Majorana tunnel couplings
As mentioned in the main paper, the Majorana cou-
plings can be parametrized in a simple way by apply-
ing a unitary transformation of the spin degree of free-
dom in the leads. Introducing cLkσ = Uσσ′c
′
Lkσ′ and
tσm = U
†
σσ′t
′
σ′m in Eq. (S19), we obtain a tunnel Hamil-
tonian of the same form with c→ c′ and t→ t′. Defining
U in the general form
U =
(
eiκ↑ cos(τ) ei(−ζ+κ↑) sin(τ)
−ei(ζ+κ↓) sin(τ) eiκ↓ cos(τ)
)
, (S21)
we can satisfy the conditions t′↑1 ∈ R, t′↓1 = 0, arg(t′↑2) =
arg(t′↓2) by choosing
τ = arctan(|t↓1/t↑1|), (S22)
ζ = arg(t↓1/t↑1), (S23)
κ↑ = − arg(t↑1), (S24)
κ↓ = κ↑ + arg
[
t↑2 + e−iζ tan(τ)t↓2
t↓2 − e+iζ tan(τ)t↑2
]
. (S25)
With this form of the Majorana couplings t′σm, they can
be parametrized as
t′↑1 = t cos(λ), (S26)
t′↓1 = 0, (S27)
t′↑2 = t sin(λ) cos(β)e
iδ, (S28)
t′↓2 = t sin(λ) sin(β)e
iδ. (S29)
Omitting the prime from all quantities, we obtain the
expressions stated in the main paper.
Extraction procedure for toy model parameters
from solutions for the 2D model
We next explain how we extract the parameters of the
toy model from the eigenenergies and eigenstates of the
2D model, which are found numerically.
The first step is to consider only the two modes closest
to zero energy and neglect all other modes:
H2D ≈ 12
∑
|l|62
εnβ
†
l βl =
1
2β
† · H′I · β, (S30)
with H′I = diag(ε1, ε2,−ε1,−ε2). Matching the eigenen-
ergies (S4) for the toy model to those obtained from the
2D model fixes the parameters Ω and ε to
Ω = (ε2 − ε1)/2, (S31)
ε =
√
ε1ε2. (S32)
To obtain the tunnel amplitudes for the toy model, we
rotate the modes βl such that the matrix representation
of H2D is given by Eq. (S3). This yields new modes α˜n
whose wave function components yield the tunnel cou-
plings as described in Sec. .
Clearly, one unitary transformation that transforms
Eq. (S30) on the desired form is given by α˜ = U†β ; how-
ever, this is not the only possible transformation. The
most general transformation includes an additional phase
factor in the definition of the modes βl, i.e., α˜ = U†Wβ ,
where W = diag(eiϕ2 , eiϕ1 , e−iϕ1 , e−iϕ2). The transfor-
mation W leaves the form of Hamiltonian (S30) invari-
ant. Note that the phase factors ϕ1 and ϕ2 correspond
to phase choice for the eigenstates of HBdG and those
can change randomly from one point to the next when
applying a numerical diagonalization procedure.
The inclusion of the phase factors is important since it
influences where the two modes
α˜l(ϕ1, ϕ2) =
∑
n,σ
[u˜lnσψnσ + v˜lnσψ
†
nσ] (S33)
are localized within the stripe. Here, we use the compo-
nents u˜lnσ and v˜lnσ of the solutions of the BdG equa-
tion in the tight-binding approximation, where n =
(nx, ny) denotes the lattice point (|nx| ≤ Nx/2, ny ≤
Ny/2). Here, ψnσ denotes the electron field operator
with spin σ at lattice point n. We next introduce a
normalized 1D cut of the wave function along the sym-
metry axis of the stripe, u˜lnyσ = u˜lnx=0nyσ/
√
pl and
v˜lnyσ = v˜lnx=0nyσ/
√
pl with pl =
∑
ny,σ
[|u˜lnx=0nyσ|2 +
|v˜lnx=0nyσ|2]. For this 1D cut, we consider the probabil-
ity to find a quasiparticle in mode l in the right half of
the stripe:
Pl(ϕ1, ϕ2) =
∑
ny>0,σ
[|u˜lnyσ|2 + |v˜lnyσ|2]. (S34)
It can be shown that P2(ϕ1, ϕ2) = 1−P1(ϕ1, ϕ2). Using a
numerical optimization routine, we chose ϕ1 and ϕ2 such
that P1(ϕ1, ϕ2) is minimized. We emphasize that there
is a freedom how to chose the phases ϕ1 and ϕ2 and this
choice is therefore neither an approximation nor does it
require any assumptions. For this specific choice of the
phases, we identify α˜1(ϕ1, ϕ2) ≡ αL and α˜2(ϕ1, ϕ2) =
αR.
Up to this point, this procedure contains no other ap-
proximation than the restriction to the two lowest modes.
In the toy model, we additionally neglect the tunnel cou-
plings of mode αr to lead r¯. This is why it is important
10
to use modes that are maximally localized at the two
ends of the island. In this way, the toy model is a sim-
plification as compared to a completely general model of
a superconducting island with two modes. For the plots
shown in the main paper, we find that the rotated modes
with field operators α˜1, α˜2 are well localized within one
half of the stripe and therefore this approximation works
very well.
DETAILS OF THE CALCULATIONS
Tight-binding calculations
For the numerical diagonalization of the Bogoliubov-
de Gennes Hamiltonian (5), we use a tight-binding ap-
proach. The details are discussed in [2].
Transport calculations
In this Section, we discuss the details of our transport
calculations. We briefly describe our master-equation ap-
proach and the assumptions behind it. We further give
important steps for the computation of the rates needed
to set up the master equation and to compute the cur-
rent.
In terms of the many-body basis |n,η〉 introduced in
Sec. , the master equation takes the general form
P˙η = −
∑
η′
Γη′η
Pη +∑
η′
Γηη′Pη′ . (S35)
where Pη = 〈n,η|ρI |n,η〉 is the occupation probability of
state |n,η〉 for the reduced density matrix ρI of the is-
land. We do not take into account off-diagonal elements
of the density matrix (coherences), which is a good ap-
proximation when Γ  |εn,η − εn,η′ | for all states η, η ′
within each charge state. As mentioned in the main pa-
per, we focus on the cotunneling regime, i.e., when only
one charge state n = n0 is occupied. We take n0 to be
even. Furthermore, we consider gate voltages where only
states with charge n = n0 + 1 need to be included as
virtual intermediate states, while the contribution from
states with charge n = n0 − 1 may be neglected.
We solve for the stationary solution P˙ stη = 0 under
the constraint
∑
η P
st
η = 1 and compute the stationary
current as
Ist =
∑
η′η
(ΓRLη′η − ΓLRη′η )P stη . (S36)
Here, Γr
′r
η′η denotes a cotunneling process that transfers an
electron from lead r to lead r′, where Γη′η =
∑
rr′ Γ
rr′
η′η .
In the case of the toy model, we restrict our calcu-
lations to two modes, which is a good approximation if
cotunneling through the quasiparticle continuum can be
neglected. This requires the island to be long (quan-
tization energy pi2/2m∗L2 > ∆ provided the island is
nearly depleted, µ + ESO  ∆) or the gap has to be
large (min(ε,Ω), T, Vb  ∆).
The tunnel rates are obtained from the T-matrix ap-
proach [3],
Γηfηi
2pi
=
∑
f,i
ρiδ(Ef − Ei)|〈ηf , f |T (Ei)|ηi, i〉|2,
(S37)
with the T-matrix
T (E) = HT +HT
1
E −HI −H0 + i0+HT
+ . . . . (S38)
In the above expression, ηi (ηf ) denotes the occupations
of the island modes in the initial (final) state in charge
state n = 0. Furthermore i (f) refers to the initial (final)
states of the lead, which we we sum over, weighted by
the probability ρi = e
−βH0/ tr(e−βH0) for initial state i
in the grand canonical ensemble. The many-body ener-
gies are given by Eα = ωα + εn0ηα , where HI |n0, ηα〉 =
εn0ηα |n0, ηα〉 (see Sec. ) and H0|α〉 = ωα|α〉 for α = i, f .
The rates Γr
′r
η′η (r
′ 6= r) are obtained by accounting only
for terms T (E) ∼ Hr′T 1∆EHrT , where HrT is the part of
the tunnel Hamiltonian involving lead r.
We include in Eq. (S38) terms of O(tD, t
2) and ne-
glect higher-order terms, as well as terms ofO(t, t2D) [even
though they formally appear in the perturbation expan-
sion of the T-matrix up to O(H2T )]. The terms ∼ t can be
omitted because they correspond to sequential electron
tunneling processes that are exponentially suppressed in
the cotunneling regime. The effect of terms ∼ t2D would
be to add an additional contribution δI to the current.
This corresponds to electron-pair tunneling through the
reference arm, which does not exhibit a flux dependence
as long as higher-order tunneling terms are neglected.
An additional contribution δI would reduce the interfer-
ence contrast in the MBS case somewhat but would not
change the findings qualitatively. The contribution δI
can, at least in principle, be made much smaller than the
contributions we account for: Note that the largest inter-
ference contrast is given when tD ∼ t2/U , i.e., when the
conductances through the two arms are matched. This
means that terms ∼ t2D can be made smaller by scaling
down tD and t while keeping tD ∼ t2/U .
Evaluating Eq. (S37), we get for the inelastic cotun-
neling rates
Γr
′r
ηfηi
2pi
=
∑
rr′σσ′ηη′
νrνr′T
ηηf∗
r′σ′ T
ηηi
rσ T
η′ηf
r′σ′ T
η′ηi∗
rσ
M(ε10ηηi , ε
10
η′ηi , µr, µr′ + ε0ηf − ε0ηi),(S39)
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and for the elastic cotunneling rates (ηf = ηi)
Γηiηi
2pi
=
∑
rr′
νrνr′{2(1 + τsf)|tD|2K(µr, µr′)
−2 Re
∑
ησσ′
tD(δσσ′ + τsfδσσ¯′)T
ηηi∗
r′σ′ T
ηηi
rσ
eipiΦ/Φ0L(ε10ηηi , µr, µr′)
+
∑
ηη′σσ′
Tη
′ηi∗
r′σ′ T
η′ηi
rσ T
ηηi
r′σ′T
ηηi∗
rσ
M(ε10η′ηi , ε
10
ηηi , µr, µr′)}, (S40)
with
K(µr, µr′)
=
∫
dωfr(ω)(1− fr′(ω)) (S41)
= (µr′ − µr)b(µr′ − µr), (S42)
L(E,µr, µr′)
=
∫
dω
fr(ω)(1− fr′(ω))
ω − E + i0+ , (S43)
M(E1, E2, µr, µr′)
=
∫
dω
fr(ω)(1− fr′(ω))
(ω − E1 + i0+)(ω − E2 − i0+) . (S44)
with Fermi function fr(ω) = 1/(e
(ω−µr)/T + 1) and the
Bose function b(ω) = 1/(eω/T − 1).
To simplify the calculation of the integrals (S43) and
(S44), we set ω = 0 in the denominators. This is a good
approximation when temperature and voltage bias are
small compared to energy differences between the island
states in different charge sectors (T, Vb  U). We obtain
the approximate expressions
L(E,µr, µr′) ≈ K(µr, µr
′)
E
, (S45)
M(E1, E2, µr, µr′) ≈ K(µr, µr
′)
E1E2
. (S46)
Analytic expression for interference contrast
We next derive an analytic expression for the maximal
interference contrast for the toy model in the case β =
δ = 0. We consider here the case of general bias voltage
Vb and obtain the result (4) given in the main paper in
the limit Vb → 0.
For the toy model, the master equation takes the sim-
ple form(
P˙+
P˙−
)
=
( −Γ−+ Γ+−
Γ−+ −Γ+−
)(
P+
P−
)
, (S47)
where Pη denotes the occupation probability of state |n =
n0, η1 = η2 = (1 + η)/2〉. Note that there are only two
states denoted by η = ± for each charge state because of
the fermion-parity constraint (−1)η1+η2 = (−1)n0 . The
stationary solution is simply given by
P st± =
Γ±∓
Γ+− + Γ−+
. (S48)
Assuming deep Coulomb blockade, i.e., ε,Ω  U , we
approximate E1 ≈ E2 ≈ U in Eqs. (S45) and (S46) and
obtain
Γr
′r
ηfηi
= Kr
′r
ηfηi
γ2
2
Drr
′
ηfηi
(S49)
Γr
′r
ηiηi = K
r′r
ηiηi
{
(1 + |τsf |2)γD + γ
2
2
Drr
′
ηiηi
−√γDγ Re(e−ipiΦ/Φ0Crr′ηiηi)
}
(S50)
with γD = 2pi|tD|2νLνR, γr = 2pi|tr|2νr/U , γ = √γLγR,
and
Kr
′r
ηfηi
=
1
pi
K(µr, µr′ + εηfηi), (S51)
Crr
′
ηfηi
=
1
trtr′
∑
ησσ′
(δσ′σ + τsfδσ¯′σ)T
ηfη∗
r′σ T
ηηi
rσ′ , (S52)
Drr
′
ηfηi
=
1
t2rt
2
r′
∑
ηη′σσ′
T
ηηf∗
r′σ′ T
ηηi
rσ T
η′ηf
r′σ′ T
η′ηi∗
rσ . (S53)
So far, no approximations regarding the tunnel couplings
have been made.
We now limit our considerations to the case β = δ = 0.
By computing the above sums over the tunnel matrix
elements, it is straightforward to show that Dr
′r
ηfηi
=
|Cr′rηfηi |2, Crrηη = 1, Crrη¯η = 0, C r¯rηη = cos(ρ)eiηpi/2 and
|C r¯rη¯η| = sin(ρ) with
cos(ρ) =
cos(2λ)√
(ε/Ω)2 + 1
. (S54)
Inserting the resulting expressions for the rates (S37) into
the expression (S48) for the stationary occupations yields
P stη =
Gη∑
η′ Gη′
, (S55)
and the stationary current reads for τsf = 1
Ist
Vb
= 2γD +
γ2
2
[
cos2(ρ) + sin2(ρ)
∑
η
FηP
st
η¯
]
−√γDγ cos(ρ) sin
(
pi ΦΦ0
)
(P st+ − P st− ), (S56)
with
Fη =
∑
p
(−1 + 2pηE/Vb)b(−pVb + 2ηE), (S57)
Gη =
∑
p
(−p+ 2ηE/Vb)b(−pVb + 2ηE), (S58)
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FIG. S1: Dependence of the MIC on the spin phase δ of the
Majorana couplings. Except for the parameters varied in each
panel as indicated, we use the following parameters: Ω/T =
ε/T = 1, λ = β = pi/4, Vb = 0.01T , δ = 0, U = 100T .
where E =
√
Ω2 + ε2. Finally, the maximal interference
contrast reads
MIC =
P st− − P st+
2
√
1 +
(
(ε/Ω)2+1
cos2(2λ) − 1
)∑
η FηP
st
η¯
. (S59)
In the limit Vb → 0, one obtains
P stη (Vb = 0) =
2e−ηE/T
cosh(E/T )
, (S60)
Fη(Vb = 0) =
(η2E/T − 1) + e−η2E/T
2 sinh2(E/T )
, (S61)
and inserting this into Eq. (S59) yields Eq. (4) in the
main paper.
DISCUSSION OF RESULTS
Toy model: Pathological case
As mentioned in the main paper, the case Ω = 0 com-
bined with λ = 0 or ε = 0 is a pathological case of our
model. The reason is that the mode 〈23〉 decouples from
the leads. The occupation probability of mode 〈23〉 is
then not determined by transport but by other parity-
switching mechanisms not included in our model (e. g.
quasiparticle poisoning). If this switching mechanism is
much slower than the time window over which the cur-
rent is averaged, one may measure a nonzero MIC. In this
case, the parity of mode 〈23〉 is fixed during that time and
only parity-conserving tunnel processes happen. The in-
terference patterns are then shifted by pi with respect to
each other depending on the parity of mode 〈23〉. This
FIG. S2: Tuning the probability density of the eigenmodes
with the wire potential. In(a), we show the same close-up as
in Fig. 3(b) of the main paper. In (b) – (g), we show the prob-
ability density P (nx, ny) =
∑
σ[|uσ(nx, ny)|2 + |vσ(nx, ny)|2]
of the lowest eigenmode (n = 1, left panels) and the next-to-
lowest eigenmode (n = 2, right panels). The wire potential
is varied as indicated to the right of the panels with the pic-
tograms sketching the corresponding couplings of the Majo-
ranas as in the toy model. Parameters are as in Fig. 3, left
panel.
can be used to read out the parity of this mode as pro-
posed earlier for Majorana box qubits [4]. Furthermore,
each time a transition between ground and excited state
happens, the current would switch in experiments (for
fixed flux Φ). If the parity switching is instead fast com-
pared to the current averaging time, the measurement
will average over both patterns and the MIC is zero. The
same reasoning also applies when Ω/ε → ∞ and parity-
flipping cotunneling processes are strongly suppressed.
Toy model: Dependence of the maximal interference
contrast on δ
In Fig. S1, we show that the dependence of the inter-
ference contrast on δ is very weak. The only exception is
a spot close to (β = 0, δ = pi/2) [Fig. S1(d)].
2D island model: Tuning from two MBSs to two
ABSs
In this Section, we discuss how the probability densi-
ties of the eigenmodes evolve when increasing the wire
potential barrier VW [Fig. S2]. For VW = 0, there is one
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mode (n = 1) close to zero energy [Fig. S2(a)]. This
mode is formed by slightly overlapping MBSs at oppo-
site ends of the stripe [Fig. S2(b)]. The second mode
(n = 2) is at a large energy (≈ 0.6∆) with a probability
density delocalized along the stripe [Fig. S2(e)]. When
increasing VW , this mode comes close to and sticks to
zero energy [Fig. S2(a)]. Its probability density is in-
creasingly pushed to the end of the wire [Fig. S2(f)]. For
large VW , the two modes become nearly degenerate [Fig.
S2(a)] and their probability densities become similar [Fig.
S2(d) and (g)]. Here, the eigenstates are symmetric and
antisymmetric combinations of slightly overlapping local-
ized terminal ABSs, so that the probability densities have
equal weights on both ends.
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