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We propose a method for calculating Wannier functions of periodic solids directly from a modified
variational principle for the energy, subject to the requirement that the Wannier functions are
orthogonal to all their translations (”shift-orthogonality”). Localization is achieved by adding an
L1 regularization term to the energy functional. This approach results in ”compressed” Wannier
modes with compact support, where one parameter µ controls the trade-off between the accuracy
of the total energy and the size of the support of the Wannier modes. Efficient algorithms for
shift-orthogonalization and solution of the variational minimization problem are demonstrated.
PACS numbers: 71.15.Ap, 71.15.Dx, 71.15.Nc, 71.20.-b
Electronic states in periodic crystals are usually dis-
cussed in terms of Bloch waves of definite crystal momen-
tum and energy. An alternative description in terms of
spatially localized functions was introduced by Gregory
Wannier [1] and further developed in [2–5]. These so-
called Wannier functions are associated with lattice sites,
are translational images of each other, and can be cho-
sen to be real and exponentially localized in conventional
(i.e., topologically trivial) insulators [6]. Even though the
Wannier functions are not the eigenstates of the crystal
Hamiltonian, they represent a convenient description of
the electronic states for understanding such phenomena
as electric polarization [7], orbital magnetization [8], non-
trivial insulating states [9] and range of electronic inter-
actions in condensed matter [10]. Wannier functions can
also be used to increase speed and accuracy of computa-
tions. For instance, they can be used to interpolate the
electronic wave functions and band structure through-
out the Brillouin zone whenever a very large number of
k points is needed, such as when calculating electron-
phonon scattering rates [11].
Wannier functions are unitary transformations of
Bloch waves with different crystal momenta and are usu-
ally obtained by optimizing a suitably chosen localiza-
tion functional. A particularly successful choice was in-
troduced by Marzari and Vanderbilt [12], in which one
minimizes the spread (second moment) of the Wannier
functions, resulting in maximally localized Wannier func-
tions (MLWF). Due to the non-convexity of the target
functional and constraints, a reasonable initial guess is
usually needed to avoid local minima corresponding to
poorly localized, complex Wannier functions [13].
It is well understood that for insulators Wannier func-
tions satisfy the minimum principle for the total energy
subject to the constraint of orthogonality to all their
translations by lattice vectors; we refer to this as shift-
orthogonality. The corresponding variational principle
was formulated by Koster [14] and used by Kohn [15]
in his variational Wannier function approach, but it has
been seldom used in practice with general bases [16].
In this paper, we show that localized Wannier modes
can be obtained directly from an L1 regularized varia-
tional principle without ever calculating crystal eigen-
states in the Bloch representation. These ideas gener-
alize earlier work [17, 18] to systems with translational
symmetry. Our approach is well-defined for both insulat-
ing and metallic systems, with one parameter providing
a systematically controllable trade-off between the accu-
racy of the total energy and the localization degree of
the regularized (”compressed”) Wannier modes. We also
introduce efficient numerical methods to solve the asso-
ciated constrained variational problem.
For simplicity, we assume that the problem permits
real-valued Wannier functions. Following general prac-
tice, we label the Wannier functions ψnR(r) ≡ ψn(r−R)
by a band index n and lattice site R. The L1 regularized
energy functional introduced in [17] is written as
J (ψ) := 1
µ
‖ψ‖1 + 〈ψ|Hˆ|ψ〉, (1)
where the L1 norm of a function is defined as ‖ψ‖1 =∫ |ψ(r)|dr. The effect of the L1 term is to localize the
solutions, and the parameter µ controls the trade-off be-
tween sparsity and accuracy: larger values of µ give solu-
tions that better minimize the total energy at the expense
of more extended Wannier functions, while a smaller µ
gives highly localized wave functions at the expense of
larger errors in the calculated energies. Furthermore, due
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2to the properties of the L1 term, the functions that mini-
mize Eq. (1) have compact support, i.e. they are nonzero
only in a finite spatial region. Since the functional (1) is
convex, efficient numerical minimization methods can be
devised.
Our proposed scheme defines compactly supported
Wannier modes recursively by minimizing J (ψ) subject
to shift-orthogonality and normalization constraints:
ψ1 = argmin
ψ
J (ψ) s.t. 〈ψR|ψR′〉 = δRR′
ψk = argmin
ψ
J (ψ) s.t. 〈ψR|ψR′〉 = δRR′
and 〈ψR|ψiR′〉 = 0 for i < k.
(2)
This generalizes to nonzero crystal potentials the ap-
proach used in [18] to construct the compressed plane
wave (CPW) bases for the Laplacian. A key advantage
of our scheme is that one parameter µ controls both the
physical accuracy and the spatial extent, while not re-
quiring any physical intuition about the properties of
the solution. In other words, the Wannier functions are
nonzero only in those regions that are required to achieve
a given accuracy for the total energy and are zero every-
where else. The Cauchy–Schwarz inequality guarantees
that the difference between (1) and the true energy func-
tional is bounded from above by a constant multiple of
‖ψ‖2. Hence, the solutions to the variational problem
involving (1) provide an accurate, systematically con-
trollable approximation to the true total energy of the
system [17]. Fully self-consistent calculations can be per-
formed using Wannier functions, without any reference
to the Bloch waves and Brillouin zones.
In what follows, we describe efficient algorithms for
solving (2). We choose a supercell Ω defined by three
lattice vectors
RSCα =
3∑
β=1
LαβRβ , (3)
where Lαβ is a 3 × 3 nonsingular matrix with integer
elements, and Rβ are the unit cell vectors of the primi-
tive lattice. The Hamiltonian Hˆ = − 12∆ + V (r) has the
periodicity of the primitive lattice:
V (r) = V (r+R), (4)
R =
3∑
α=1
nαRα, nα ∈ Z. (5)
For the Wannier modes in (2), we impose periodic bound-
ary conditions with respect to the supercell:
ψ(r) = ψ(r+RS) (6)
RS =
∑
α
nαR
SC
α , nα ∈ Z. (7)
For physical accuracy, the supercell RSCα should be cho-
sen big enough to allow the compressed Wannier modes
to decay to zero within the range of the supercell, al-
though this is not necessary for the numerical algorithm
to work.
We also introduce the primitive reciprocal lattice Qα
such that QαRβ = 2piδαβ . The Fourier expansion of
a supercell periodic Wannier mode ψ will contain only
plane waves with wave vectors k + G, where k belongs
to the first Brillouin zone of the primitive lattice and
G =
∑
αmαQα (mα ∈ Z) is a reciprocal lattice vector.
Fourier expansion of Wannier mode ψ includes all plane
waves below a certain kinetic energy cutoff Emax:
1
2
|k+G|2 ≤ Emax, (8)
and can be written as
ψ(r) =
∑
k
∑
G
ψ˜(k+G)ei(k+G)r ≡
∑
k
uk(r)e
ikr, (9)
where we have defined a cell-periodic Bloch function
uk(r) =
∑
G
ψ˜(k+G)eiGr. (10)
The inverse Fourier transform is given by
ψ˜(k+G) =
1
|Ω|
∫
Ω
ψ(r)e−i(k+G)r dr, (11)
where the integral extends over the supercell and |Ω| is
the supercell volume.
Shift-orthogonality: One of the key steps for (2) is
ensuring that the solution ψn is orthogonal to its own
translations by all primitive lattice vectors R, as well
as orthogonal to all translations of the lower Wannier
modes ψ1 . . . ψn−1. We say that function ψ(r) is shift-
orthogonal if and only if
〈ψR′ |ψR〉 ≡
∫
ψ(r−R′)ψ(r−R) dr = δR′R (12)
holds for all lattice vectors R and R′. The nonlinear
Lagrangian method used to enforce (12) in [18] is too
slow in this context, and here we detail a faster approach
adapted from computational harmonic analysis [19].
Given a supercell periodic function f , the objective is
to find the projection of f to the set of shift orthogonal
functions (see also [20]). In other words, we need to solve
the following minimization problem:
Πˆf := argmin
ψ
‖f − ψ‖2 s.t. 〈ψR′ |ψR〉 = δR′R. (13)
Note that Πˆf is not necessarily unique and the set of
shift-orthogonal functions is not a vector space because a
sum of two shift-orthogonal functions may not be shift-
orthogonal. However, if two shift-orthogonal functions
f and g are orthogonal to all shifts of each other, any
3normalized linear combination of them will also be shift-
orthogonal. This property allows to design efficient iter-
ative update algorithms for (2).
The following theorem is well known in the wavelet
community (e.g., see Eq. 7.19 in [19]). For completeness,
we provide the proof of the theorem in the appendix.
Theorem 1 Supercell-periodic function ψ(r) is shift-
orthogonal if and only if∑
G
|ψ˜(k+G)|2 = 1
N |Ω| ∀ k ∈ BZ,
where N = det(L) is the number of primitive cells inside
the supercell.
A derivation similar to what is used for Theorem (1)
yields the following theorem:
Theorem 2 For two supercell-periodic functions ψ(r)
and φ(r),
〈ψR|φR′〉 = 0 ∀ R,R′ ∈ Ω
if and only if∑
G
ψ˜∗(k+G)φ˜(k+G) = 0 ∀ k ∈ BZ.
It is seen that these shift-orthogonality conditions
amount to orthonormalization imposed on the Bloch
functions uk(r) (10).
Theorem 1 and Parseval’s identity ‖f −ψ‖2 = |Ω|‖f˜ −
ψ˜‖2 yield a straigtforward algorithm for obtaining the
solution to problem (13). This algorithm has several im-
portant features. First, it has computational complexity
of M log(M) where M is the number of Fourier coeffi-
cients used to represent function f . Second, it is par-
allelizable over both k and G. Finally, for a real valued
input function f , the algorithm outputs a real valued pro-
jection Πˆf . As mentioned earlier, the solution to (13) is
not unique if
∑
G |ψ˜(k + G)|2 = 0 for some k. In these
situations, we choose the solution corresponding to the
lowest frequency, i.e. ψ˜(k) = 1N |Ω| .
Next suppose that supercell periodic functions f and
g1, . . . , gn are given. Theorem 2 yields an algorithm
similar to the one discussed above that finds a shift-
orthogonal projection that is also perpendicular to all
translations of g1, . . . , gn:
Πˆ{g1,...,gn}⊥f := argmin
ψ
‖f − ψ‖2 s.t. (14){
ψ is shift-orthogonal, and
〈ψR|giR′〉 = 0 for ∀R,R′ ∈ Ω and i = 1, . . . , n.
Computing Wannier modes: Wannier functions as in
(2) are minimizers of J (ψ) subject to shift-orthogonality
constraints. However, minimization of J (ψ) cannot be
done efficiently using conventional quadratic optimiza-
tion techniques due to the discontinuous behavior of the
derivative of the L1 term at ψ = 0 and the non-convex
constraints. Efficient numerical methods for such prob-
lems are based on the Bregman iteration [21, 22]. Here,
we use the split Bregman approach of [23], which treats
the L1 term by introducing an additional variable v with
a quadratically constraint to approach the solution, as
shown in Algorithm 1. The main advantage of this ap-
proach is that the minimization of the quadratic func-
tional 〈ψ|Hˆ|ψ〉 is separated from the minimization of the
L1 term, allowing use of highly efficient quadratic opti-
mization algorithms for the former.
ALGORITHM 1: Algorithm for finding a level-k compressed
Wannier mode by split Begman iteration
Input: Hˆ,
{
ψj : j = 1, . . . , k − 1} (empty if k = 1),
λ, γ, µ
Output: ψk(r)
1: Initialize: both u(r), v(r) are norm-1 random functions
defined on Ω. b(r) = c(r) = 0;
2: while “not converged” do
3: ψ = argmin
ψ
〈ψ|Hˆ|ψ〉+ λ
2
‖ψ−u+ b‖22 + γ
2
‖ψ− v+ c‖22
4: u = Πˆ{ψ1,...,ψk−1}⊥(ψ + b);
5: v = argmin
v
1
µ
‖v‖1 + γ
2
‖ψ − v + c‖22;
6: b = ψ − u+ b;
7: c = ψ − v + c;
8: end while
9: return ψk(r) = ψ.
In Algorithm 1, λ, γ are chosen such that Hˆ + λ+ γ is
positive definite, and µ is chosen such that γµ  1√|Ω| .
Line 3 is equivalent to solving the elliptic equation (15)
(Hˆ + λ+ γ)ψ(r) = λ[u(r)− b(r)] + γ[v(r)− c(r)], (15)
which can be solved by the preconditioned conjugate gra-
dient method, with the preconditioner given by the in-
verse of a linear elliptic operator(
−1
2
∇2 + λ+ γ
)−1
.
In this work, we implement the inverse by a fast Poisson
solver. In practice, problem (15) does not need to be
solved exactly and a few iterations per cycle are sufficient.
Line 4 is solved by the algorithms described for (13) when
k = 1 and by (14) when k > 1. Line 5 is solved by a
component-wise soft thresholding operation:
v(r) = sgn (ψ(r) + c(r)) max
(
0, |ψ(r) + c(r)| − 1
γµ
)
.
As an illustration, we find compressed Wannier modes
for a one-dimensional system with lattice parameter a
4and Hamiltonian Hˆ = − 12∇2 +V (x), where V is a super-
position of inverted Gaussians of two different depths:
V (x) = −
∞∑
j=−∞
2∑
m=1
Vm exp
[
− (x− xm − ja)
2
2σ2
]
.
We choose a = 1, x1 = 0, V1 = 60 and x2 = a/2,
V2 = 1 × 100; the resulting potential V (x) is shown in
Figure 1. The lowest 8 Wannier modes are constructed
following Algorithm 1 using a supercell of length L = 8
and parameters λ = γ = 103, µ = 10/
√
L. The results
are shown in Figure 1. Observe that Wannier modes of
levels 1 and 3 are located within the the deep wells and
level 2 is located in the shallow well, corresponding to
”semi-core states” with flat bands. Higher levels spread
over the two types of wells, which suggests that they be-
long to the continuous spectrum. Adaptively changing µ
in front of the L1 term inversely proportional to the total
energy can limit their support. We note that the Wannier
modes in all cases are either symmetric or antisymmet-
ric, i.e. they constitute irreducible representations of the
symmetry group of the underlying potential. It remains
to be seen whether similar property is preserved in higher
dimensions.
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FIG. 1: From top to bottom: Model potential function (top)
and its compressed Wannier modes at levels 1-8 (bottom).
The calculated eigenvalue dispersion for bands 1-8 is
shown in Figure 2 for exact diagonalization (continuous
line) and for subspace diagonalization using the lowest 8
Wannier modes (filled circles). The former are calculated
as the eigenvalues of the subspace Hamiltonian,
hnm(k) =
∑
R
e−ikR〈ψn0 |Hˆ|ψnR〉. (16)
We see that the agreement is perfect, except for small
deviation in the highest band, which is due to the limited
number of Wannier modes in use.
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FIG. 2: Eigenvalue dispersion for bands 1-8 calculated by
exact diagonalization (continuous line) and by using the
lowest 8 Wannier modes (filled circles).
In conclusion, we have introduced an approach to
obtaining compactly supported Wannier modes directly
from an L1 regularized variational principle for the total
energy. Our approach does not require calculation of the
Bloch states with a subsequent minimization of a non-
convex localization functional and therefore is expected
to be more robust. The proposed numerical algorithms
are logically straightforward and simple to implement in
existing density-functional theory (DFT) codes with Bril-
louin zone sampling. Indeed, the key step of Algorithm 1
involves iterative solution of Eq. (15), which in turn re-
quires evaluations of Hˆψ. Using the decomposition of ψ
into Bloch functions according to (10), we can write
Hˆψ =
∑
k
eikrHˆkuk(r), (17)
where Hˆk ≡ e−ikrHˆeikr. Routines for calculating
Hˆkuk(r) are already implemented in codes based on the
Bloch theorem, and (17) can be evaluated by a sim-
ple summation or Fourier transform over k in the Bril-
louin zone. Hence, the computational complexity of
the proposed approach is similar to that of conventional
Bloch function methods and can be used directly in self-
consistent DFT calculations. We also hypothesize that
L1 regularized Wannier modes will be useful for beyond-
DFT approaches that can benefit from the finite range of
electronic states, such as screened exchange and quantum
Monte Carlo methods.
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Proof of shift orthogonality theorems
Here we present a proof for Theorem 1. For a given
function h on Ω, define its sampling function at lattice
points of Ω by
hd(r) =
∑
R∈Ω
h(r)δR(r), (18)
where δR(r) is the Dirac delta function δ(r−R). Let N
denote the number of primitive cells inside the supercell
(i.e. N = det(L)). Note that
h˜d(k+G) = N
∑
G′
h˜(k+G′). (19)
To see this, observe that
h˜d(k+G)
=
∑
R∈Ω
|Ω|(h˜ ∗ δ˜R)(k+G)
=
∑
R∈Ω
∑
G′
∑
k′∈BZ
|Ω|h˜(k′ +G′)e
−i(k+G−(k′+G′))R
|Ω|
=
∑
G′
∑
k′∈BZ
h˜(k′ +G′)
∑
R∈Ω
e−i(k−k
′)R
=
∑
G′
∑
k′∈BZ
h˜(k′ +G′)N1{k′=k}
=N
∑
G′
h˜(k+G′).
In view of (12), supercell-periodic function ψ(r) is
shift-orthogonal if and only if for all R′ ∈ Ω:
δR′0 = 〈ψ(r−R′), ψ(r)〉 =
∫
Ω
ψ∗(r−R′)ψ(x) =
=
∫
Ω
ψ˚(R′ − r)ψ(r) = (ψ˚ ∗ ψ)(R′), (20)
where ψ˚ is defined by ψ˚(r) = ψ∗(−r).
Now, let h(r) = (ψ˚ ∗ ψ)(r). In view of (18) and (20),
ψ(r) is shift-orthogonal if and only if
hd(r) = δ(r).
Taking Fourier transform from both sides, using (19) and
using the fact that Fourier transform of (ψ˚ ∗ ψ)(r) is
|ψ˜(k + G)|2 yields that ψ(r) is shift-orthogonal if and
only if for all k ∈ BZ,
N
∑
G′
|ψ˜(k+G′)|2 = 1|Ω| .
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