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Abstract
Computation on large-scale data spaces has been involved in many active problems in com-
puter vision and pattern recognition. However, in realistic applications, most existing al-
gorithms are heavily restricted by the large number of features, and tend to be inefficient
and even infeasible. In this thesis, the solution to this problem is addressed in the following
ways: (1) projecting features onto a lower-dimensional subspace; (2) embedding features
into a Hamming space.
Firstly, a novel subspace learning algorithm called Local Feature Discriminant Projec-
tion (LFDP) is proposed for discriminant analysis of local features. LFDP is able to effi-
ciently seek a subspace to improve the discriminability of local features for classification.
Extensive experimental validation on three benchmark datasets demonstrates that the pro-
posed LFDP outperforms other dimensionality reduction methods and achieves state-of-the-
art performance for image classification. Secondly, for action recognition, a novel binary
local representation for RGB-D video data fusion is presented. In this approach, a general
local descriptor called Local Flux Feature (LFF) is obtained for both RGB and depth data by
computing the local fluxes of the gradient fields of video data. Then the LFFs from RGB and
depth channels are fused into a Hamming space via the Structure Preserving Projection (SP-
P), which preserves not only the pairwise feature structure, but also a higher level connection
between samples and classes. Comprehensive experimental results show the superiority of
both LFF and SPP. Thirdly, in respect of unsupervised learning, SPP is extended to the Bi-
nary Set Embedding (BSE) for cross-modal retrieval. BSE outputs meaningful hash codes
for local features from the image domain and word vectors from text domain. Extensive
evaluation on two widely-used image-text datasets demonstrates the superior performance
of BSE compared with state-of-the-art cross-modal hashing methods. Finally, a generalized
multiview spectral embedding algorithm called Kernelized Multiview Projection (KMP) is
proposed to fuse the multimedia data from multiple sources. Different features/views in the
reproducing kernel Hilbert spaces are linearly fused together and then projected onto a low-
dimensional subspace by KMP, whose performance is thoroughly evaluated on both image
and video datasets compared with other multiview embedding methods.
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LDP Linear Discriminant Projection
LFDP Local Feature Discriminant Projection
LFF Local Flux Feature
xx Nomenclature
LPP Locality Preserving Projections
LSH Locality-Sensitive Hashing
MAP Mean Average Precision
MKL Multiple Kernel Learning
MSE Multiview Spectral Embedding
NBNN Naive Bayes Nearest Neighbor Classifier
NN-search Nearest Neighbor Search
PCA Principle Component Analysis
RKHS Reproducing Kernel Hilbert Space
SIFT Scale-Invariant Feature Transform
SPP Structure Preserving Projection
SVM Support Vector Machine
Chapter 1
Introduction and Literature Review
In the past decade, we have witnessed the explosion and the messiness of data across numer-
ous fields of computer vision and machine learning. With the increasing amount of multime-
dia data and the use of advanced learning techniques such as deep learning, the performance
of algorithms have been largely improved for various applications including image classifi-
cation, action recognition, information retrieval, etc. However, in most situations, these data
(at least million scale) usually have thousands or even hundreds of thousands of dimension-
s, which severely restricted the computational efficiency in realistic visual tasks and suf-
fered from the curse of dimensionality. To address this problem, many subspace/manifold
learning methods [7, 24, 41, 55, 59, 127, 152, 155, 181, 183] have been proposed to map
high-dimensional data onto a lower-dimensional subspace wherein the embedded features
have sufficiently discriminative ability. The high-dimensional data are simplified by the
learned low-dimensional basis and some noise can be cleaned through embeddings as well.
Subspace learning techniques are also able to learn an intrinsic low-dimensional manifold
structure for high-dimensional data. For the instance of images taking from one face but
with different viewpoints, it is obvious that powerful features extracted from these images
should distribute on an one-dimensional manifold.
In addition to dimensionality reduction, another way to speedup the algorithms for visu-
al applications is to reduce the data domain. Data are usually represented by the element of
the real number field R. If this domain is mapped onto a smaller field such as the smallest
field: binary field {0,1}, the computation efficiency will be tremendously improved. Recent
hashing techniques [43, 63, 76, 100, 110, 122, 148, 169] have attracted much attention in
the computer vision community, which transform real-valued data points into binary codes.
Researchers are dedicated to find the effective and efficient hash function h :RD →{0,1}d ,
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where D and d is the original dimensionality of data and the reduced code length, respec-
tively. Due to the binary representation and the indexing search mechanism, the computa-
tional efficiency is much improved and larger scale of data is available for the algorithms
of almost every computer vision area. It also allows us to use short 0-1 representations for
realistic applications with limited computing resources such as wearable or mobile devices.
The research background of dimensionality reduction and hashing-based methods will be
introduced respectively in the following sections.
1.1 Dimensionality Reduction
Principal Component Analysis (PCA) as a popular dimensionality reduction has been ap-
plied to many fields of data applications. PCA is able to find the direction which have the
largest variations of a set of features and the orthogonal basis called principal components
that minimizes the reconstruction error for the original data. Mathematically, given N data
points x1, · · · ,xN ∈ RD, PCA aims to find an orthonormal basis W = [w1, · · · ,wd] ∈ RD×d
of a d-dimensional subspace onto which the new projected representations of data, i.e.,
W T x1, · · · ,W T xN , gain the maximal variance. Let us denote X = [x1, · · · ,xN ] in matrix
form. Then PCA needs to solve the following optimization problem:
argmax
W TW=I
1
N
N
∑
i=1
∥W T (xi−µ)∥2, (1.1)
where µ = 1N ∑
N
i=1 xi. If we define the covariance matrix S =
1
N ∑
N
i=1(xi− µ)(xi− µ)T , the
above optimization problem is transformed to:
argmax
W TW=I
1
N
N
∑
i=1
∥W T (xi−µ)∥2 = argmax
W TW=I
1
N
N
∑
i=1
(xi−µ)TWW T (xi−µ)
= argmax
W TW=I
1
N
N
∑
i=1
tr(W T (xi−µ)(xi−µ)TW )
= argmax
W TW=I
tr(W T SW ),
(1.2)
which can be easily solved by the eigen-decomposition procedure. The column vectors of
the optimal solution are the first d eigenvectors with the largest eigenvalues of S.
Another property of the projection learned by PCA is that the projected data can min-
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imize the squared reconstruction error for the original data. Suppose x1, · · · ,xN are zero-
mean data, i.e., µ = 0, then the orthonormal minimizer for the squared reconstruction error
will be
argmin
W TW=I
1
N
N
∑
i=1
∥xi−WW T xi∥2 = argmin
W TW=I
1
N
N
∑
i=1
(xi−WW T xi)T (xi−WW T xi)
= argmin
W TW=I
1
N
N
∑
i=1
(xTi −xTi WW T )(xi−WW T xi)
= argmin
W TW=I
1
N
N
∑
i=1
(xTi xi−xTi WW T xi−xTi WW T xi+xTi WW TWW T xi)
= argmin
W TW=I
1
N
N
∑
i=1
(xTi xi−xTi WW T xi−xTi WW T xi+xTi WW T xi)
= argmin
W TW=I
1
N
N
∑
i=1
(xTi xi−xTi WW T xi)
= argmin
W TW=I
1
N
N
∑
i=1
(−xTi WW T xi)
= argmax
W TW=I
1
N
N
∑
i=1
∥W T xi∥2,
which is also the solution to PCA.
Like most unsupervised methods, PCA makes the reduced features less discriminative
than supervised methods. Linear Discriminant Analysis (LDA), as a conventional super-
vised method based on the Fisher criterion, can successfully improve the results of the classi-
fication problem by using class labels. The projection of LDA is obtained by maximizing the
between-class covariance while minimizing the within-class covariance. Specifically, sup-
pose x1, · · · ,xN are divided into C classes. For the i-th class, there are ni samples xi1, · · · ,xini
with the mean µi = 1ni ∑
ni
j=1 xi j. Then we can define the between-class covariance matrix Sb
and the within-class covariance matrix as follows:
Sb =
1
N
C
∑
i=1
(µi−µ)(µi−µ)T ,
Sw =
1
N
C
∑
i=1
ni
∑
j=1
(xi j−µi)(xi j−µi)T .
Similar to the derivation of PCA, LDA aims to find the solution to the following trace ratio
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problem:
argmax
W TW=I
tr(W T SbW )
tr(W T SwW )
(1.3)
which can be solved by the generalized eigen-decomposition problem. The column vector
of the optimal solution are the first d eigenvectors with the largest eigenvalues of S−1w Sb
if Sw is invertible. In the special case of C = 2, LDA is simplified as Fisher Discriminant
Analysis [52].
As well as other linear methods such as Multidimensional scaling (MDS) [28], Factor
analysis [52] and Independent Component Analysis (ICA) [61], PCA and LDA both assume
that data points can be linearly represented by a potential basis. To overcome this limitation,
their kernel extensions Kernel PCA [132] and Kernel Discriminant Analysis (KDA) [105]
have been proposed respectively by the use of the kernel trick. In this kernel-based methods,
a nonlinear feature map:
φ : RD →H
x 7→ φ(x)
has been used to map the original data into a high-dimensional feature space H . This al-
lows us to perform linear dimensionality reduction algorithms in a high-dimensional space
wherein the data can be linearly represented. It is noticeable that the optimization pro-
cedures of PCA and LDA depend on the computation of covariance matrices which only
calculate the inner product of data. Therefore, given the kernel function
k(xi,x j) = φ(xi)Tφ(x j),
we can compute the kernel matrix
K =
(
k(xi,x j)
)
i, j=1,··· ,N
= φ(X)Tφ(X)
without knowing the feature map φ(·). The inner product of the covariance matrix is re-
placed by the kernel function of the kernel matrix, which is actually equivalent to the inner
product in a higher-dimensional feature space.
Different from classical dimensionality reduction approaches, recent manifold learning
algorithms, e.g., Laplacian Eigenmap (LE) [7], Locally Linear Embedding (LLE) [127] and
ISOMAP [155], were proposed to learn the nonlinear structure of the data manifold and
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preserve the manifold structure based on the nearest neighbor (NN) search in the original
data space. In fact, these methods can be seen as special cases of Kernel PCA with different
kernel matrices. However, all of these algorithms suffer from the out-of-sample problem [8].
Taking the example of LE, an adjacency graph G for xi (i = 1, · · · ,N) is firstly constructed
based on the neighborhood structure. Two data points are defined as “connected” if one
is among the k nearest neighbors of another one or within a sphere with a selected radius
centered at another one. Then the each connected pair (xi,x j) is assigned a weight as Wi j =
exp(−∥xi− x j∥2/t), where t is the smooth parameter. Let Y = [y1, · · · ,yN ] ∈ Rd×N be the
low-dimensional embedding representations for X . With the specific norm constraint, the
goal of LE is to minimize the following objective function:
∑
i, j
∥yi−y j∥2Wi j. (1.4)
The above minimization problem could also be transformed to:
min
Y
tr(Y T LY ), (1.5)
where L = D−W is the Laplacian matrix and D is the diagonal matrix with Dii = ∑ j Wi j.
Nevertheless, the solution only contains the low-dimensional representations rather than the
mapping function. Therefore, the model needs to be retrained when new incoming data is
added into the dataset, which is not applicable for realistic situations.
Locality Preserving Projections (LPP) [55] and Neighborhood Preserving Embedding
(NPE) [54] as the linearized versions of LE and LLE, respectively, were developed to solve
the out-of-sample problem. LPP is the first linear manifold learning algorithm based on
which later complicated subspace learning techniques [20, 22, 23, 25, 149] were proposed
for various applications. The objective of LPP is to find an optimal linear solution to the
eigenfunctions of the Laplace Beltrami operator on the data manifold while NPE aims to
preserve the local information of each data point. Both of them output the projection matrix
W such that Y =W T X is the linear approximation for the corresponding objective functions.
In this way, the learned projection matrix can be directly applied to not only training data but
also test data points. Recently, a matrix factorization method called Sparse Concept Coding
(SCC) [19] was proposed to seek a sparse representation of the image space. Another in-
teresting method called Discriminative Locality Alignment (DLA) [181] was also proposed
to deal with the nonlinear structure of data and assign different weights to different samples
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according to its margin degree for classification.
The above dimensionality reduction techniques mainly focus on learning the manifold
structure of global representations, e.g., GIST [114], VLAD [64] and Fisher Vector (FV)
[62]. Another way to represent a sample is using a set of local feature descriptors such as
Scale-invariant feature transform (SIFT) [103] rather than one holistic representation vec-
tor. As general methods, the above-mentioned dimensionality reduction methods can be
applied to both global and local features. Compared to holistic representations which are
very sensitive to partial occlusions and background variations, local features are considered
as invariant and robust features for changing background, viewpoints, occlusions and scale.
With the use of local features, we are able to characterize complex scenarios with multi-
ple labels and retrieve similar objects from diverse scenes or backgrounds. However, the
biggest drawback is that an image is usually represented by hundreds or even thousands
of local features, which severely limits the efficiency of their applications. To alleviate the
computational complexity, researchers also developed dimensionality reduction techniques
for local features. The first attempt was PCA-SIFT provided by Ke et al. [69]. PCA was
applied to project the gradient image vector of a patch to a more compact descriptor, which
is significantly shorter than the standard SIFT descriptor but more robust to image deforma-
tions. Discriminative local feature reduction has been explored individually in [59] and [24],
both of which use the same covariance matrices of pairwise matched and unmatched feature
distances to find the linear projection. Recently, Simonyan et al. [141] proposed learning
local feature descriptors using convex optimization. These methods were proposed for im-
age matching and need extra ground truth with matched/unmatched pairs of local features
for training.
Nevertheless, how to efficiently and effectively learn the discriminative structure of lo-
cal features for the recognition task is still a crucial and challenging problem. On the per-
spective of the complexity issue, given N data points, all of the NN search based methods
require at least O(N2) computational complexity due to the computation of pairwise similar-
ity, which significantly restricts their application in large-scale data spaces. For the instance
of N = 1,000,000 data points, the O(N2) training time would be at least 8 hours. On an-
other perspective of the curse of dimensionality [52], the large number of local features is
a kind of advantage for learning the manifold structure. The dimensionality of local fea-
tures is usually in the range of [100,1000]. In contrast, global representations are usually
of thousands or even hundreds of thousands of dimensionality, which makes them very s-
parse in the high-dimensional space. Consequently, to achieve the same learning effect as N
500-dimensional local features (N is usually at million scale), it at least needs N100 50,000-
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dimensional global features for training, which is extremely unrealistic to collect such a
enormous number of global features. Therefore, dimensionality reduction for local features
provides an alternative way to analyze the sample relationship, since training them is much
more effective than training high-dimensional global representations.
1.2 Hashing
Learning discriminative embedding has been a critical problem in many fields of informa-
tion processing and analysis, such as object recognition [138, 187], image/video retrieval
[48] and visual detection [47]. Among them, scalable retrieval of similar visual information
is attractive, since with the advances of computer technologies and the development of the
World Wide Web, a huge amount of digital data has been generated and applied. The most
basic but essential scheme for similarity search is the NN-search: given a query image, to
find an image that is most similar to it within a large database and assign the same label of the
nearest neighbor to this query image. The NN-search is regarded as a linear search scheme,
which is not scalable due to the large sample size in datasets of practical applications. Lat-
er, to overcome the computational complexity issue, some tree-based search schemes are
proposed to partition the data space via various tree structures. Two representative meth-
ods are KD-tree and R-tree [40], which are successfully applied to index the data for fast
query responses. However, these methods cannot operate with high-dimensional data and
can not guarantee to gain a faster search time complexity than the linear scan. In prac-
tice, most vision-based tasks suffer from the curse of dimensionality. Thus, some hashing
schemes are proposed to effectively embed data from a high-dimensional feature space into
a similarity-preserving low-dimensional Hamming space. In this low-dimensional Ham-
ming space, not only the original similarity between each data pair in the high-dimensional
space is preserved, but also an approximate nearest neighbor of a given query can be found
with sub-linear time complexity.
Different from the robust hashing algorithms for video/image copy detection which fo-
cus on uniqueness and discrimination of hash codes, the hashing for similarity search is
proposed to speed up algorithms. Thus many hashing techniques are directly derived from
dimensionality reduction algorithms. In other words, a projection matrix W is optimized by
an objective of dimensionality reduction techniques. Then the hash function can be easily
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acquired by taking the sign function:
h(x) = sgn(W T x). (1.6)
One of the most well-known hashing techniques that preserve similarity information is
Locality-Sensitive Hashing (LSH) [43]. LSH simply employs random linear projections
(followed by random thresholding) to map data points close in a Euclidean space to similar
codes. To gain a more complicated model, a kernel trick, which allows the use of a wide
class of similarity functions, was combined with LSH to generalize locality-sensitive hash-
ing with arbitrary kernel functions [77]. Spectral Hashing (SpH) [169] is a representative
unsupervised hashing method, in which the Laplace-Beltrami eigenfunctions of manifolds
are used to determine binary codes. In the SpH scheme, based on the idea of similarity-
preserving of Laplacian Eigenmap, the binary codes y1, · · · ,yN are obtained by optimizing
the following problem:
min∑
i, j
∥yi−y j∥2Wi j, s.t. yi ∈ {0,1}d
with some other bit constraints. Moreover, principled linear projections like PCA Hash-
ing (PCAH) [165] has been suggested for better quantization rather than random projection
hashing. Besides, another popular hashing approach, Anchor Graphs Hashing (AGH) [101],
is proposed to learn compact binary codes via tractable low-rank adjacency matrices. AGH
allows constant time hashing of a new data point by extrapolating graph Laplacian eigen-
vectors to eigenfunctions. Kernel Reconstructive Hashing (KRH) [176] was proposed to
preserve the similarity defined by an arbitrary kernel using compact binary code. Com-
pressed Hashing (CH) [89] has been effectively applied for large-scale data retrieval tasks
as well.
To achieve better results, researchers have developed supervised hashing methods which
could attain higher retrieval accuracy, since the label information is involved in the learn-
ing phase. A simple supervised hashing method is Linear Discriminant Analysis Hashing
(LDAH) [148] which can tackle supervision via easy optimization but still lacks adequate
performance due to the use of pairwise similarity of local descriptors without analyzing their
discriminative information. Another recent supervised binary coding method called Kernel-
Based Supervised Hashing (KSH) [100] has shown good discriminative ability of binary
codes and outperformed other supervised methods such as Linear Discriminant Analysis
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Hashing (LDAH) [148], Binary Reconstructive Embeddings (BRE) [76] and Minimal Loss
Hashing (MLH) [112].
It also becomes a challenging problem when using millions of local descriptors with
limited computational and storage resources in visual applications. Nowadays, it is more
and more difficult to retrieve relative images and videos since they usually contain multiple
objects, complex scenes and considerable semantic information. Therefore, using a group
of local features to represent a sample is more effective than using a single holistic rep-
resentation vector especially for matching and retrieval tasks. An early work of applying
local features to image detection and retrieval was proposed in [70]. Based on LSH, Joly et
al. [67] proposed a multi-probe locality sensitive hashing for approximate nearest-neighbor
(ANN) search to improve the local feature based retrieval tasks [68]. Another ANN algorith-
m was introduced in [108] to speed up the searching algorithm and find the best algorithm
configuration for various datasets. Although a hybrid hashing method for SIFT descriptors
was proposed in [147], the relationships between local features are not included in the code
learning phase. A main work for embedding local features to the Hamming space called
Hamming Embedding (HE) [63] was proposed to map real-valued local features to binary
codes. In this hashing scheme, the Hamming embedding and a weak geometric constraint
were applied to improve the bag-of-words (BoW) model [143]. The above methods main-
ly focus on the feature-level analysis while most visual applications are image-oriented. It
is necessary to develop a hashing method to effectively explore the relationship between
images when each of them is represented by a set of local features.
1.3 Thesis Outline
The rest of this thesis is organized as follows. Chapter 2 presents a novel efficient supervised
subspace learning algorithm for dimensionality reduction of local features, incorporating
with a general orthogonalization method. Chapter 3 firstly presents a general descriptor
for both RGB and depth video data and the proposed descriptors are then fused into binary
representations by a novel structure-preserving local feature hashing. Chapter 4 extends the
proposed binary coding method in Chapter 3 to an unsupervised scheme for cross-modal
retrieval. Chapter 5 proposes a general subspace learning algorithm for multiview data. In
Chapter 6, we conclude this thesis and discuss future works.

Chapter 2
Discriminant Analysis for Local Feature
Reduction
2.1 Introduction
Recently, the use of local features has gained great popularity in computer vision. Based
on local feature descriptors, e.g., SIFT [103], the sparse coding algorithm [85], dictionary
learning [187], the naive Bayes nearest neighbor (NBNN) classifier [16], and Fisher kernels
(FK) [62] have achieved state-of-the-art performance for image classification [99, 138].
Nevertheless, the increasingly large quantity of local feature descriptors makes local feature
based algorithms severely restricted and even computationally intractable on large-scale
data spaces. Dimensionality reduction algorithms [24, 41, 59, 183] are needed to reduce
the computational complexity. However, due to the huge number N (up to 100M) of local
feature descriptors, traditional algorithms [149, 168], e.g., manifold learning using nearest
neighbor search (NN-search) with a computational complexity of at least O(N2), tend to be
computationally prohabitive. Efficient algorithms are highly desirable to handle such huge
amount of local feature descriptors for dimensionality reduction.
Furthermore, local feature descriptors, e.g., SIFT, are typically constructed in an unsu-
pervised way, which would be less discriminative and contain redundant information. In
contrast, supervised subspace learning [184] can not only reduce dimensions of local fea-
ture descriptors by removing redundant features but also improve the discriminability of
local feature descriptors for classification. In fact, the label information could be used to
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achieve supervised dimensionality reduction of local feature descriptors, which however
has not previously been investigated in the literature.
In this chapter, we propose a novel, efficient supervised subspace learning algorithm
called Local Feature Discriminant Projection (LFDP) for dimensionality reduction of local
features. Most dimensionality reduction methods are performed on the image represen-
tation level, while this paper focuses on the local feature level. LFDP offers an efficient
discriminant analysis which can not only reduce the dimensionality but also enhance dis-
criminative ability of local features. To achieve a supervised local feature reduction, we
adopt the image-to-class (I2C) distance [16, 180, 183] which provides an effective mea-
surement of distances between images and classes by incorporating class label information
into local features. The discriminative analysis is established by adopting the Differential
Scatter Discriminant Criterion (DSDC) [39, 152] into the I2C based image representations.
The advantage of using DSDC is the avoidance of the matrix singularity problem [181], a
shortcoming of LDA, which enables more accurate computation. Towards efficient compu-
tation of I2C distances, we use k-means clustering to reduce the range of NN-search into the
centroids of local feature clusters in each class, which makes our algorithm computationally
efficient without compromising the performance.
With the DSDC, we build our objective function to minimize the within-class variance
while maximizing the between-class variance. However, the solution of our objective func-
tion is non-trivial due to its form of 4th order. We use the gradient descent algorithm on
a sphere to solve this problem. In addition, an orthogonality constraint is imposed on the
projections to make the subspace more compact while less redundant [59]. Unfortunate-
ly, existing orthogonalization methods [23, 35] cannot be straightforwardly applied to our
scheme since they only orthogonalize the projections of the eigen-decomposition problem,
which motivates us to propose a general orthogonalization on the projections via an induc-
tion method. The proposed generalized orthogonalization can also be widely applied to any
other projection optimization problems. To summarize, the proposed LFDP possesses the
following attractive merits:
• Unrestricted dimension: Unlike LDA, in which the reduced dimension is restricted
by the number of classes, LFDP can project data onto any lower-dimensional space
without suffering from the matrix singularity problem.
• O(N) complexity: The time complexity of our algorithm is linear for N. In contrast
to most manifold learning methods that need at least O(N2) time, our algorithm can
be practically used for dimensionality reduction on large-scale data spaces.
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• Generalized orthogonalization: The proposed orthogonalization method is more gen-
eral and intuitive than previous methods [23, 35], and can also be applied to any
other algorithms that need to compute projection matrices with the orthogonality con-
straints.
2.2 Related Work
Principal Component Analysis (PCA) is a popular dimensionality reduction method that can
be directly applied to local features. Ke et al. [69] applied PCA to project the gradient image
vector of a patch to a more compact descriptor, which is shorter than the standard SIFT
descriptor but more robust to image deformations. Existing manifold learning algorithms,
e.g., Laplacian Eigenmap (LE) [7], Locally Linear Embedding (LLE) [127] and ISOMAP
[155], were proposed to learn the nonlinear structure of the data manifold. These algorithms
suffer from the out-of-sample problem [8]. Locality Preserving Projections (LPP) [55] and
Neighborhood Preserving Embedding (NPE) [54] as the linearized versions of LE and LLE,
respectively, were developed to solve the out-of-sample problem. As unsupervised methods,
they can be used for both global and local feature reduction. However, applying them to a
large number of local features is computationally infeasible due to their high complexity.
Moreover, similar to PCA, their discriminative ability is limited, as class label information
is not used.
Linear Discriminant Analysis (LDA) is a conventional supervised method based on the
Fisher criterion, which can also be imprudently employed for local feature reduction by
using the class labels of the images from which local features are extracted. However, the
large variability of local features will inevitably mislead the classifier since similar local
features could be shared by images from different classes. Discriminative local descriptor
learning has been explored individually in [59] and [24], both of which use the same co-
variance matrices of pair-wise matched and unmatched feature distances to find the linear
projection. Recently, Simonyan et al. [141] proposed learning local feature descriptors us-
ing convex optimization. In fact, class labels of images are not used in the learning process,
which makes the projections lose connection with classification and are therefore subop-
timal. These discriminative methods [59, 141] need huge amount of ground truth with
matched/unmatched pairs of local feature descriptors for training, which is not applicable
in a realistic setting. Zhen et al. [183] proposed a supervised algorithm named I2C Dis-
tance Discriminative Embedding (I2CDDE) for dimensionality reduction of local features,
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Fig. 2.1 The illustration of the I2C distance.
which is specifically designed for the NBNN classifier and also computationally expensive.
Furthermore, these dimension reduction methods have at least O(N2) computational com-
plexity, which severely limits their application in large-scale data spaces.
2.3 Local Feature Discriminant Projection
In this section, we introduce our Local Feature Discriminant Projection (LFDP) algorithm
before which the I2C distance is revised. With image representations based on I2C dis-
tances, we build our objective function by incorporating the DSDC for discriminant analysis
of local features. To solve the objective function, we present a gradient descent optimization
algorithm with a novel, generalized orthogonalization procedure.
2.3.1 Notations
We are given n images X1, · · · ,Xn from C classes. For the c-th class, it contains nc samples,
c= 1, · · · ,C. Each image Xi is represented by a set of local feature descriptors {xi1, · · · ,ximi},
where xi j ∈ RD is the j-th local feature of the i-th image, j = 1, · · · ,mi, i = 1, · · · ,n. We
denote N = ∑ni=1 mi as the total number of local feature descriptors from training images.
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2.3.2 Image-to-Class Distance
The I2C distance introduced in the naive Bayes nearest neighbor (NBNN) classifier [16]
represents the average of the sum of all distance squares from the local feature descriptors
of an image to their corresponding nearest neighbors in each class. To be specific, the I2C
distance from image Xi to class c is defined as
DcXi =
1
mi
mi
∑
j=1
∥xi j−xci j∥2,
where xci j is the nearest neighbor of xi j in class c and ∥ · ∥ is the L2 norm. The illus-
tration of I2C distance is shown in Fig. 2.1. However, in our scheme, to reduce the
complexity of NN-search in the computation of I2C distances, we first employ the K-
means clustering algorithm on the set of local feature descriptors of each class [98], i.e.,⋃
Xi∈class c Xi, c = 1, · · · ,C. The search range is now reduced to the cluster centers, i.e., we
let xc ∈ Centroids of ⋃Xi∈class c Xi for each c.
The I2C distance is a non-parametric approximation of the log-likelihood log p(Xi|c) =
log∏mij=1 p(xi j|c) [16]. When using Gaussian kernel density estimation, we have the follow-
ing likelihood function:
p(x|c) = 1
Lc
Lc
∑
k=1
exp
(
− 1
2σ2
∥x−x(c)k ∥2
)
,
where x represents an arbitrary local feature descriptor and x(c)1 , · · · ,x(c)Lc are the local fea-
tures extracted from all the images in class c. Note that with fixed centers, diagonal co-
variance matrices and equal weights, the density estimation turns out to be a special case
of Gaussian mixture models (GMM) used in a state-of-the-art image representation called
Fisher vectors [62, 119]. If we choose the centers, covariance matrices and weights of the
GMM as, for instance, all of the training local features {x1, · · · ,xN}, diagonal matrices and
equal weights respectively, we have the likelihood function of the GMM
p(x|Θ) = 1
N
N
∑
i=1
exp
(
− 1
2σ2i
∥x−xi∥2
)
.
In this case, if the number of local features in each class (Lc) is the same, the log-likelihood
of the GMM is positively related to the “average” of all the I2C distances and its gradients
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with respect to parameters construct a Fisher vector.
The Fisher vector is constructed as follows. We assume the local feature set X =
{x1, · · · ,xN} can be modeled by a probability density function pΘ (usually GMM). Then we
can calculate the gradient vector
∇Θ log pΘ(X ).
The above gradient vector of the log-likelihood describes the contribution of each parameter
of pΘ. Normally, a Fisher information matrix is defined as:
FΘ = EX [∇Θ log pΘ(X )∇Θ log pΘ(X )T ].
Since FΘ is a symmetric and positive definite matrix, by the Cholesky decomposition, we
can have the following normalized gradient:
F
− 12
Θ ∇Θ log pΘ(X ),
which is usually referred as the Fisher vector ofX .
Based on I2C distances, we propose local feature discriminant projection (LFDP) by
applying a discriminant analysis to local features for supervised dimensionality reduction.
It is worthwhile to highlight that our LFDP is not restricted to the I2C distance. Other mea-
surements, e.g., Kullback-Leibler divergence, the Hausdorff distance and the Bhattacharyya
distance, could also be used to measure the relationship between images and classes. More
importantly, our LFDP is a general supervised algorithm for dimension reduction which can
be applied to any local feature descriptors including not only the handcrafted SIFT used in
this paper, but also recent deep learning based representations [84, 97].
In addition, local features reduced by our LFDP can be fed to existing different represen-
tation methods, e.g., the bag-of-words model, sparse coding, NBNN and Fisher kernels. We
use the Fisher kernels for the final image representations in order to achieve state-of-the-art
performance.
2.3.3 Discriminant Analysis
Our goal is to seek a matrix W ∈RD×d to project the original local features xi j with dimen-
sion D to W T xi j in a lower-dimensional but more discriminative space Rd . Note that after
applying projection matrix W , the nearest neighbors may change. However, for the large-
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scale local feature space, we approximately adopt the sum of the distances from W T xi j to
the projected nearest neighbor W T xci j. Denote ∆Xic =
1√
mi
[(xi1−xci1), · · · ,(ximi −xcimi)]T ∈
Rmi×D. Then the projected I2C distance becomes
D̂cXi =
1
mi
mi
∑
j=1
∥W T xi j− (W T xi j)c∥2
≈ 1
mi
mi
∑
j=1
∥W T xi j−W T xci j∥2
= tr
(
(∆XicW )(∆XicW )T
)
= tr
(
(∆XicW )T (∆XicW )
)
= tr
(
W T∆XTic∆XicW
)
.
Without loss of generality, we first consider the condition that W is a column vector w
in the algorithm, i.e., d = 1. In fact, we will compute the column vectors of the projection
matrix one by one. In this case, the projected I2C distances of an image will be
di = (D̂1Xi, · · · , D̂CXi) = (wT∆XTi1∆Xi1w, · · · ,wT∆XTiC∆XiCw), (2.1)
which is called an I2C vector. In other words, for each image Xi, we have a corresponding
vector di in linear space RC which is called I2C vector space. Then we have the mean of the
vectors in class i and the mean of all the vectors, denoted by µi and µ , respectively. Having
the representations with I2C vectors, we incorporate the Differential Scatter Discriminant
Criterion in the I2C vector space to obtain our objective function in the following form that
needs to be maximized:
J =
C
∑
c=1
nc∥µc−µ∥2︸ ︷︷ ︸
Between class variance
−λ
C
∑
c=1
∑
dk∈class c
∥dk−µc∥2︸ ︷︷ ︸
Within class variance
, (2.2)
where λ is a tuning parameter. µc and µ are computed by the following equations
µc =
1
nc
∑
dk∈class c
dk := (wT Mc1w, · · · ,wT McCw),
µ =
1
N
N
∑
k=1
dk := (wT M1w, · · · ,wT MCw),
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where
Mc j =
1
nc
∑
dk∈class c
∆XTk j∆Xk j, c, j = 1, · · · ,C,
and
M j =
1
N
N
∑
i=1
∆XTi j∆Xi j, j = 1, · · · ,C.
Now we can formulate J as a function of w as follows:
J(w) =
C
∑
c=1
nc
C
∑
j=1
(wT∆Mc jw)2−λ
C
∑
c=1
∑
dk∈class c
C
∑
j=1
(wTV ck jw)
2, (2.3)
where ∆Mc j = Mc j−M j and V ck j = ∆XTk j∆Xk j−Mc j for dk ∈ class c, c, j = 1, · · · ,C.
2.3.4 Gradient Descent on Sphere
The classic eigen-decomposition of a matrix is not applicable to our problem due to the
quartic form of the objective function. We adopt a procedure of gradient descent on a
sphere to find the projection vector. Our goal is to find the optimal w by maximizing J(w).
To obtain the final orthonormal projection matrix, we set a norm constraint ∥w∥ = 1 for
each vector. However, the update rule of the traditional gradient descent for a maximization
problem: w(t+1) = w(t)+ γ∇J(w(t)) does not guarantee this constraint. Thus we amend the
original algorithm and constrain it on the D-dimensional unit sphere.
Define two matrix-valued functions
M(w) =
C
∑
c=1
nc
C
∑
j=1
wT∆Mc jw ·∆Mc j (2.4)
and
V (w) =
C
∑
c=1
∑
dk∈class c
C
∑
j=1
wTV ck jw ·V ck j. (2.5)
We obtain the gradient of J(w):
∇J(w) = 2M(w)w−2λV (w)w. (2.6)
We project∇J(w) onto the tangent direction of w on the sphere as p=∇J(w)−⟨∇J(w),w⟩w
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Fig. 2.2 The illustration of the gradient descent on sphere.
and normalize it as p0 = p/∥p∥. By using the first-order Taylor expansion, we know ∇J(w)
is the steepest increasing direction. For direction p, we have ⟨p,∇J(w)⟩= ⟨∇J(w),∇J(w)⟩−
⟨∇J(w),w⟩2 = ∥∇J(w)∥2−∥∇J(w)∥2 cos2α ≥ 0, where α is the angle between ∇J(w) and
w. Thus p is still an increasing direction. Then for the t-th step, we have the following up-
date rule:
w(t+1) = w(t) cosθ +p(t)0 sinθ , (2.7)
where θ ∈ [0,π/2] is the step size. Since w and p0 are orthogonal, the norm of the updated
variable remains of unit length. In addition, to accelerate the convergence, we also employ
an adaptive step size θt , i.e., if J(w(t+1))≥ J(w(t)), we set θt+1 =min(2θt ,π/2), otherwise,
θt+1 = θt/2. The iterative procedure is described in Algorithm 1 and the principle idea is
illustrated in Fig. 2.2.
2.3.5 Orthogonality Constraints
Until now we have only computed the projection vector for the first dimension. In this
section, we use the induction method to compute the remaining vectors successively and
make them mutually orthogonal by using the matrix composed by previous output vectors.
Previous works [35, 59] have highlighted the benefits of orthogonality constraints, for in-
stance, avoidance of overfitting and redundancy in representing the subspace. With this
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Algorithm 1 The Gradient Descent for Local Feature Discriminant Projection
Input: The local feature descriptors {xi j} of each image and the parameter K in K-means.
Output: The projection vector w in the first dimension.
Employ K-means algorithm for the local feature set of each class;
Find the nearest neighbor xci j of {xi j} in the centroids of each class;
Compute matrix-valued functions M(w) and V (w) in Eqs. (2.4) and (2.5);
Initialize step size θ1 ∈ (0,π/2) and randomly initialize unit vector w(1);
repeat
Compute the projection of ∇J(w(t)) on the tangent direction of w(t): p(t) =∇J(w(t))−
⟨∇J(w(t)),w(t)⟩w(t) and apply normalization p(t)0 = p(t)/∥p(t)∥;
Compute w(t+1) = w(t) cosθt +p
(t)
0 sinθt ;
while J(w(t+1))≥ J(w(t)) do
θt ← θt/2;
end while
Update θt+1 = min(2θt ,π/2);
until convergence.
orthogonalization procedure, we can establish our whole algorithm.
Suppose we have obtained the first p (p ≥ 1) discriminant vectors w1,w2, · · · .wp. We
want to compute the next vector wp+1 to maximize J(w) with the orthogonal constraints
wT1 wp+1 = w
T
2 wp+1 = · · ·= wTp wp+1 = 0, (2.8)
and an additional norm constraint on wp+1, i.e., ∥wp+1∥ = 1. The method in [35] can not
be applied in our scheme due to the high degree of Lagrangian in our case. We use an alter-
native but more general method by basis transformation to solve this issue. In other words,
we compute the next discriminant vector in a special subspace in which the orthogonal con-
straints vanish.
According to the inductive assumption, vectors w1,w2, · · · ,wp should be an orthonormal
basis of a subspace inRD. Let us denote Vp = span(w1,w2, · · · ,wp) and Wp = [w1,w2, · · · ,wp].
Then Vp is a p-dimensional subspace and Wp is a D× p matrix. Recall that our primary goal
is to seek an optimal w by maximizing J(w):
argmax
w∈RD
J(w). (2.9)
Once we have obtained subspace Vp, wp+1 is required to be orthogonal to all the vectors in
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Vp. Consequently, we need to compute the constrained optimization problem
argmax
w∈V⊥p
J(w) (2.10)
to find the solution of wp+1, where V⊥p is the null space of Vp and dimV⊥p =D− p. Straight-
forwardly, the data can be projected onto subspace V⊥p so that the computation process is
completely performed in a (D− p)-dimensional linear subspace, i.e., the new coordinates
are in RD−p. Then the output will be orthogonal to any vectors in Vp. For this reason, we
need to find a basis Bp = [b1, · · · ,bD−p] ∈ RD×(D−p) of V⊥p . In fact, we need only to solve
the linear equation W Tp X = 0, which is commonly used in linear algebra. Furthermore, we
make this basis orthonormal by following the Gram-Schmidt procedure.
Now with this orthonormal basis Bp, we project data from RD onto subspace V⊥p .
Specifically, for a local feature and an I2C vector, we have transformations xi j ← BTp xi j
and di ← (vT BTp∆XTi1∆Xi1Bpv, · · · ,vT BTp∆XTiC∆XiCBpv), respectively, where v is a vector in
RD−p. Then we only need to solve the unconstrained problem in a lower-dimensional space:
argmax
v∈RD−p
Jp(v) = argmax
v∈RD−p
(
vT Mp(v)v−λvTVp(v)v
)
, (2.11)
where Mp(·) and Vp(·) are the images of matrix-valued functions M(·) and V (·) after the
projection, respectively, i.e., ∆Mc j ← BTp∆Mc jBp and V ck j ← BTpV ck jBp. Now it is an opti-
mization problem where the constraints vanish and here we return to our first goal in the
(D− p)-dimensional space.
Having the solution v∗ for the optimization problem (2.11) in RD−p, we transform it
to an element in V⊥p ∈ RD. Actually, RD−p and V⊥p are two isomorphic linear spaces
and Bp can be regarded as a linear isomorphism between them. Through the represen-
tation of an orthonormal basis, for each w ∈ V⊥p , we have w = ∑D−pi=1 wibi, where wi ∈
R, and the inner product of w and bi will be ⟨w,bi⟩ = wi, ∀i. Then (w1, · · · ,wD−p)T =
(⟨w,b1⟩, · · · ,⟨w,bD−p⟩)T = [b1, · · · ,bD−p]T w = BTp w, i.e., the result of multiplying the left
side of w by BTp is the coefficient of the representation by Bp. Finally, we set wp+1 =
Bp · v∗ ∈ V⊥p as a linear combination of Bp. The whole LFDP algorithm is illustrated in
Algorithm 4.
Remark. The proposed orthogonalization procedure is a more general way to comppute
orthogonal projection matrices. Note that, in Algorithm 2, given the input of Algorithm 1,
we need only Algorithm 1 to output a projection vector without need to know the computa-
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Algorithm 2 Local Feature Discriminant Projection
Input: The input of Algorithm 1 and the target dimension d.
Output: The projection matrix w.
Initialization: w← /0 and B← I;
for i = 1 to d do
Project training data onto the null space of span(w) by using the basis B;
Call Algorithm 1 to compute the corresponding projection vector wi in subspace
span(w)⊥ and update wi ← Bwi;
Update w ← [w,wi] and let B be an orthonormal basis of span(w)⊥ by solving the
corresponding linear equation and following the Gram-Schmidt procedure.
end for
Table 2.1 Comparing the complexity of LFDP with other linear algorithms on N where K is
the parameter of K-means and k is the parameter of the KNN algorithm.
Method LFDP PCA LDA I2CDDE [183] LDE [59] LDP [24] LPP [55] NPE [54]
Complexity O(KN) O(N) O(N) O(N2) O(N2) O(N2) O(kN2) O(kN2)
tion process. Therefore, Algorithm 1 could be seen as a black box that is able to compute
the projection vector (for those that output a matrix, we only need its first column). Now we
have the following general proposition.
Proposition 1 Given maximizing (minimizing) algorithm A which takes projected data
wT x as input and outputs the optimal vector, and an orthonormal basis Bp of (D− p)-
dimensional subspace V⊥p ⊆ RD, if v∗ is the optimal solution of A (vT BTp x) in RD−p,
w∗ = Bpv∗ is the optimal solution of A (wT x) in V⊥p .
2.3.6 Relations between Algorithm 2 and the ordinary eigen-decomposition
In fact, assuming that the optimization problem is simplified to the eigen-decomposition of
a symmetric matrix A ∈ RD×D such as PCA, we prove that the proposed orthogonalization
method finds the same eigenvectors with the eigen-decomposition by adopting mathematical
induction. Suppose A = ∑Di=1λiwiwTi = WΛW T is the spectral decomposition of A and
λ1 ≥ ·· · ≥ λD, where Λ= diag(λ1, · · · ,λD) and W = [w1, · · · ,wD]. Then wTi w j = 0 if i ̸= j
and wTi wi = 1 for i = 1, · · · ,D.
For the first vector, both Algorithm 2 and the eigen-decomposition output the eigenvec-
tor w1 corresponding to the largest eigenvalue of A. Assume Algorithm 2 has output the
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first k eigenvectors w1, · · · ,wk. For the (k+ 1)-th vector, wk+1 is the eigenvector corre-
sponding to the eigenvalue λk+1. Algorithm 2 first finds an orthonomal basis B ∈ RD×(D−k)
of span(w1, · · · ,wk)⊥. Since W is an orthogonal matrix, we have span(w1, · · · ,wk)⊥ =
span(wk+1, · · · ,wD). Then there exists an orthogonal matrix P ∈ R(D−k)×(D−k) such that
B =Wk+1P, where Wk+1 = [wk+1, · · · ,wD]. In the (k+1)-th step of Algorithm 2, we eigen-
decompose the matrix BT AB to compute its largest eigenvalue. Note that
BT AB = PTW Tk+1
(
∑Di=1λiwiwTi
)
Wk+1P
= PTW Tk+1
(
∑Di=k+1λiwiwTi
)
Wk+1P
= PTW Tk+1Wk+1Λk+1W
T
k+1Wk+1P
= PTΛk+1P,
where Λk+1 = diag(λk+1, · · · ,λD). Therefore, the largest eigenvalue of BT AB is still λk+1,
which indicates that the corresponding eigenvalues of the output vectors of Algorithm 2 are
λ1, · · · ,λD. Then the whole output set of Algorithm 2 is {w1, · · · ,wD} up to sign.
2.3.7 Complexity Analysis
Our LFDP is computationally more efficient than most of the existing manifold learning
methods. We provide a complexity analysis on the two procedures: gradient descent and
orthogonalization of our LFDP in terms of time complexity and memory cost, since in the
test phase, the complexity depends on the classifier and the time complexity will apparently
be reduced after dimensionality reduction.
Gradient descent. During the iterative procedure of gradient descent, the main cost
is induced by the computation of the I2C distances. The time complexity of a brute-force
method of NN-search in K centroids with D-dimension is O(KND). Computing M(w) and
V (w) needs O(D2C2) and O(D2Cn) time respectively, where n is the number of training
images. Then the time complexity of the gradient descent with Niter steps in a D-dimensional
space is O(Niter(D2C2+D2Cn)) and the time complexity of the whole procedure is at most
O(KND+NiterD2C2). The memory cost of the iterative procedure is O(D2C2+D2Cn).
Orthogonalization. We can observe that the main step in the orthogonalization proce-
dure is the Gram-Schmidt procedure, which requires at most O(nm2) time and O(nm+m2)
memory for computing on m n-dimensional vectors [44]. Notice that, in our algorithm,
m varies from 1 to d and n varies from D to D− d + 1, where d is the dimension of the
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projected space.
In total, with the complexity O(T KND) in the K-means, where T is the number of itera-
tions in the K-means, our LFDP algorithm requires at most O((T +1)KND+dNiter(D2C2+
D2Cn)+ 16d
3D) time complexity and O(D2C2+D2Cn+ 12d
2D+ 16d
3) memory. Due to the
large number of local feature descriptors, generally N ≫ D, we show the computation-
al complexity on N through comparing our algorithm with other dimensionality reduction
methods in Table 2.1, where K is the parameter of K-means and k is the parameter of the
k-nearest neighbor (KNN) algorithm. In fact, KNN-based algorithms highly rely on the
neighborhood structure of each point, which will be changed by K-means clustering. In ad-
dition, K-means may also change the order of I2C distances where there are similar classes
or noisy data points, and therefore, mislead the learning of I2CDDE leading to the failure of
NBNN. In contrast, our discriminant analysis considers the relationships of intra-class and
inter-class variations among I2C vectors, achieving a global optimization objective. There-
fore, using K-means centroids can not only make our LFDP computationally more efficient
but also tolerant to the fluctuation of I2C distances.
2.4 Experiments
We have extensively validated our LFDP algorithm on three widely used benchmark dataset-
s, i.e., UIUC-Sports, Scene-15 and MIT Indoor. Experimental results show that our LFDP
largely outperforms representative dimension reduction algorithms and achieves state-of-
the-art performance in terms of the classification accuracy which is formulated as follows:
accuracy =
the number of correct predicted labels in the test set
the total number of images in the test set
.
2.4.1 Implementation details
The optimal tuning parameter λ for each dataset is selected from one of {0.1,0.2, · · · ,1},
which yields the best performance by 10-fold cross-validation on the training data. We fix
K = 300 in K-means for all datasets and set the maximum number of the K-means iteration
as 20. In addition, the K-means clustering for each class can be performed in a parallel way
to speedup the algorithm. We take the Improved Fisher Kernel (IFK), which is an improved
version of Fisher kernels [120], based on raw SIFT descriptors without dimension reduction
as the baseline. We compare with PCA as a representative unsupervised algorithm which
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has shown competitive and even better performance than manifold learning algorithms in-
cluding ISOMAP, LLE and LE on diverse tasks [158]. LDA is included for comparison as a
supervised algorithm. The parameter k of the KNN algorithm in LPP and NPE is tuned by
selecting from {5,6, · · · ,15}. By following the setting in [24], we randomly select 1.5×105
local features from all the training sets for training the projection of LDP. ISOMAP is not
involved in the comparison due to the out-of-sample problem. All the experiments are im-
plemented using Matlab 2013b on a workstation with an i7 processor and 32GB RAM.
2.4.2 Datasets
UIUC-Sports. The Sports event dataset was introduced in [88], consisting of 8 sports
event categories. The number of images in each class ranges from 137 to 250. We follow
the experimental setting in [88] to randomly select 70 and 60 images per class for training
and testing respectively. The procedure is repeated five times and the average is reported as
the final result. Differently, we use the original images rather than the resized ones.
Scene-15. The Scene-15 dataset [83] consists of 4485 images which are labeled in 15
distinct classes. The number of images in each class varies from 200 to 400. Following
the experimental setting in [83], we randomly select 100 images in each class as training
data and test the remaining images. The procedure is repeated five times and the average is
reported as the final result.
MIT Indoor. The MIT Indoor scene dataset [123] contains 67 indoor scene categories for
a total of 15620 images. The number of images in each class varies from 100 to 734. 80 and
20 images are selected in each category for training and testing respectively by following
the experimental setting in [123]. The procedure is repeated five times and the average is
reported as the final result.
2.4.3 Local Feature and Classifier
We use the software provided by Yang et al. [177] to compute the SIFT descriptors. In
contrast to existing works which either use multi-scale SIFT descriptors [167], spatial pyra-
mid representation [128] or multiple descriptors [16, 167], we simply use single-scale SIFT
descriptors in patches of 16×16. In our experiments, the average numbers of local features
extracted from each image in three datasets are all 1500. Then the total numbers (N) of the
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Table 2.2 Resource requirements of different methods for the 900,000 SIFT features from
the UIUC-Sports dataset.
Method Memory cost Runtime
LFDP 1GB 20 mins
I2CDDE 1GB 8 hrs
LDE / LDP 1GB 8 hrs
LPP / NPE 900GB 16 hrs
training local features in the above three datasets are 900,000, 2,000,000 and 8,000,000,
respectively.
We employ a linear SVM classifier with IFK [120] and compute the Fisher vector for
each image based on its local features by using 256 Gaussians in the GMM. As the settings
in [120], we first use the power normalization by applying the following function:
f (z) = sgn(z)|z|0.5
to each entry of the Fisher vector, and then employ the L2 normalization by dividing the L2
norm of the power-normalized Fisher vector.
2.4.4 Resource Requirements
In Table 2.2, we list the resource requirements for training the projections by different di-
mensionality reduction methods. The nearest neighbor search and the computation for pair-
wise distances make O(N2) methods suffer from the high computational complexity. Note
that the runtime for LPP and NPE is a theoretical value since it is infeasible to implement
them with such large memory. Therefore, to use the largest possible number of features that
can be handled by our workstation, a subset consisting 1.5×105 local features is randomly
selected from the whole training set for evaluating these methods.
2.4.5 Results
The performance comparison of LFDP with other dimensionality reduction methods is
shown in Fig. 2.3 (a), (b) and (c) for UIUC-Sports, Scene-15 and MIT Indoor, respectively.
The baseline represents the performance of SVMs with IFK in the original 128-dimensional
SIFT space without dimensionality reduction. The proposed method shows consistent ad-
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Table 2.3 Performance (%) of linear SVMs with IFK after PCA, LDA and LFDP reduction
on local features. The results listed in the table are their best accuracies. The baseline is the
classification result of IFK without dimensionality reduction of local feature descriptors.
Method UIUC-Sports Scene-15 MIT Indoor
Baseline 83.1±0.3 79.2±0.2 37.0±0.3
PCA 85.7±0.2 82.9±0.4 42.1±0.4
LDA1 81.2±0.4 79.9±0.4 38.6±0.5
LDA2 85.4±0.4 83.0±0.3 42.3±0.4
LFDP1 88.1±0.5 84.0±0.5 46.6±0.4
LFDP2 80.1±0.4 78.3±0.6 36.4±0.5
LDA1 is the LDA with the Fisher criterion. LDA2 is the LDA with the DSDC. LFDP1 is
our algorithm with the orthogonality constraint and LFDP2 is the LFDP without the
orthogonality constraint.
vantages on all the three datasets. Our method improves the baseline phenomenally with
a large margin. PCA usually reaches its highest accuracy around the dimension of 50 and
remains stable with the increase of dimensionality. Other methods such as LPP, NPE, LDP
and I2CDDE only sightly outperform PCA. In contrast with the above methods, we can
observe that LFDP goes up rapidly with the increase of the dimension when the dimension
is low and achieves the competitive results around the dimension of 40 (even at 30). With
the reduced local feature descriptors by LFDP, the dimensionality of Fisher vectors is sev-
eral times shorter than the original dimension, which reduces the computational cost for
classification but strengthens the discriminative ability due to the supervised learning.
Furthermore, the advantage of our method has been also shown by comparing with L-
DA. Note that LDA learns the projection matrix by directly labeling the local features with
class labels of images they belong to. Since the performance of LDA is also restricted by
the number of classes [153], the upper bound of reduced dimensionality of LDA is C− 1,
on which LDA reaches its best performance. We report the best results of PCA and LDA
on different datasets for the comparison with the results of LFDP in Table 2.3. LDA with
the Fisher criterion produces results below the baseline on the UIUC-Sports dataset since
it contains only 8 classes so that the result is obtained by 7-dimensional local descriptors.
To alleviate the dimension restriction of LDA with the Fisher criterion, we implement L-
DA with the DSDC criterion using the parameter λ similar to Eq. (2.2). We tune λ in
{0.1,0.2, · · · ,1} and the best results are reported in Table 2.3. With the DSDC, the reduced
dimension of LDA is not restricted by the number of classes and the results are significantly
improved.
LFDP can efficiently find lower-dimensional but more discriminative feature space and
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Fig. 2.3 Performance (%) of linear SVMs with IFK in different lower-dimensional subspaces
on the UIUC-Sports, Scene-15 and MIT Indoor datasets. Note that we only use one type of
local descriptor: SIFT in single-scale patches.
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Fig. 2.4 The convergency of the objective function and the difference of variables with
respect to the number of iteration.
achieves the state-of-the-art results [87, 90, 167], which reveals its capability in dimension-
ality reduction of ubiquitous local feature spaces in large scale.
2.4.6 Algorithm Analysis
We also evaluate the performance of Algorithm 1 in terms of convergency. We randomly
initialize w 50 times on the UIUC-Sports dataset and the average value of the objective
function in Eq. (4.15) and the average difference ∥w(t)−w(t−1)∥ on the first dimension are
reported in Fig. 2.4, where t is the number of iteration and λ is fixed at 0.1. We can observe
that w converges within only 10 steps. Therefore, we always fix the maximum number of
iteration at 10 in the experiments.
To show the effectiveness of the orthogonality constraint, we also compare the re-
sults of LFDP with/without the orthogonality constraint in Table 2.3. In the case with-
out the orthogonality constraint, the objective function in Eq. (4.15) beomces J(w) =
∑Cc=1 nc∑
C
j=1 tr(wT∆Mc jw)2 − λ ∑Cc=1∑dk∈class c∑Cj=1 tr(wTV ck jw)2. By adopting the same
gradient descent procedure in Section 2.3.4, the projection matrix w ∈ RD×D can be ac-
quired directly. As we can see from the results, LFDP performs much better than that
without the orthogonality constraint, which indicates the effectiveness of the proposed or-
thogonal method.
In addition, LFDP achieves the best performance with a small value of K in K-means,
which guarantees the computational efficiency. We have investigated the performance under
different values of parameter K as shown in Table 2.4. On all the three datasets, our method
yields the best results with K = 300 which is much smaller than the number of local features,
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Table 2.4 Comparing the results (%) of LFDP with different K values. The best results while
varying the target dimension are listed.
PPPPPPPPDataset
K
50 100 200 300 400 500
UIUC-Sports 76.5 83.2 86.7 88.1 88.0 88.0
Scene-15 75.3 82.7 83.6 84.0 83.8 84.0
MIT Indoor 36.7 40.3 44.8 46.6 46.4 46.4
which is up to 120,000 in each class. This largely reduces the computational complexity.
2.5 Summary
A new subspace learning algorithm called Local Feature Discriminant Projection (LFDP)
has been proposed for supervised dimensionality reduction of local features. The projec-
tions for reduction are obtained by optimizing an objective function constructed based on
the Differential Scatter Discriminant Criterion and the I2C representations. A general or-
thogonalization method has been proposed to learn the projections which guarantees a more
compact space with less redundancy. The proposed LFDP has a much lower complexity
than popular manifold learning methods, providing an alternative way to efficiently ana-
lyze large-scale data. The experimental results on three widely used benchmarks for image
classification have validated the effectiveness of LFDP and shown its advantages over tradi-
tional dimensionality reduction algorithms. In the next chapter, we will address the feature
reduction for action recognition.
Chapter 3
Binary Structure-Preserving
Representation Learning for RGB-D
Video Data
3.1 Introduction
In the last chapter, we have discussed the discriminant analysis for image classification.
This chapter mainly analyzes the feature reduction for action recognition. For this purpose,
we consider the 3-dimensional coordinate of video data rather than the 2-dimensional image
plane. The contribution of this chapter consists of two parts. First, we propose a new general
descriptor called Local Flux Feature (LFF) for both RGB and depth video data. Then the
proposed descriptors extracted from the RGB and depth channels are fused into the binary
representations via the Structure Preserving Projection (SPP) to improve the efficiency and
the accuracy of RGB-D action recognition.
RGB-D sensors such as Kinect receive increasing attention in the computer vision com-
munity [49]. They have been widely applied to many areas such as: human activity recog-
nition [166], robot path planning [117], object detection [145], scene labeling [125], inter-
active gaming [29] and 3D mapping [56]. The combination of RGB and depth information
enables enhanced capabilities of computer vision algorithms. It also provides an alternative
way to learn features from video data for action recognition, especially through learning
fused RGB-D representations.
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To gain a more robust and accurate representation of samples, local feature descriptors
such as: SIFT [103], HOG3D [73], HOG [30], HOF [82] and MBH [31] have been proposed
and achieved notable success in classification and recognition. Based on these local features,
the Bag-of-Words (BoW) model [143] and the Sparse Coding (SC) algorithm [85] have
shown their effectiveness for both image classification and action recognition. During the
last decade, extensive efforts have been put on the improvement of BoW and SC. However,
in most situations, there are millions of local features with hundreds or even thousands of
dimensions in vision-based tasks, which poses a severe restriction on the computational
efficiency of similarity search in recognition algorithms. It is, therefore, highly desirable to
find a compact and efficient but discriminative representation for local features.
The fast bitwise operations in Hamming space motivate us to propose a local binary
representation for RGB-D video data. In this way, the similarity search is simply comput-
ing Hamming distances which are conducted by the XOR operation rather than computing
Euclidean distances by the addition and multiplication in real numbers. Then the efficiency
of classification and recognition algorithms will be significantly improved. Our proposed
scheme is two-fold.
First, towards constructing a common representation applicable for both RGB and depth
data, we view a video sequence in either RGB or depth as a scalar field in R3 with the frame
coordinate (x,y) and the temporal axis t (for RGB data, we can use the three channels of red,
green and blue to form three scalar fields in R3 separately. In the experiments, to alleviate
the computational complexity, we only use the gray-scale information). To describe this
scalar field, we compute the local flux of its gradient field and obtain a feature vector called
Local Flux Feature (LFF) for each pixel. Generally speaking, the local flux fr(P) at point
P is defined as the rate of the gradient field (flow) passing through a sphere surface with
radius r centered at P. In other words, the local flux at point P captures the information of
the orientation and the magnitude of the gradient field over a neighborhood of P, and fr(P),
as a continuous function, represents an average quantity of the flow over this neighborhood.
Many gradient-based features have been successfully applied to practical situations, since
the gradient field represents the direction of the greatest change of a function. Theoretically,
the Helmholtz theorem [4] in fluid mechanics states that we only need to know the diver-
gence and curl of a twice continuously differentiable vector field to determine it. Given a
C2-smooth function V (x,y, t) : R3 → R, its gradient ∇V satisfies
∇×∇V = (∇tyV −∇ytV,∇xtV −∇txV,∇yxV −∇xyV ) = 0,
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which means curl(∇V ) = 0, showing that the divergence of ∇V provides the vital informa-
tion for the gradient field. Fortunately, the divergence theorem converts computing the flux
fr(P) through a closed sphere to computing the volume integral of the divergence inside
the sphere. Obviously, computing fr(P) for every pixel is time-consuming and unneces-
sary. Thus we only calculate the local fluxes for the regions around the interest points or the
points selected by dense sampling in RGB data and the corresponding pixels in depth data.
Second, we fuse the LFFs from RGB and depth channels of points into Hamming space.
To make the above features more discriminative and meaningful in Hamming space, we
propose a Structure Preserving Projection (SPP) method. Generally speaking, SPP preserves
two levels of data structure. In terms of low-level features, we consider the relationship
among local feature descriptors, i.e., their pairwise structure, which is maintained in the
binary representation learning to embed high dimensional feature descriptors into a lower-
dimensional structure-preserved Hamming space. In the learning phase, each pair of local
features is given a weak label related to their Euclidean distance. Specifically, a positive
pair is a pair of local features, if one feature of the pair is within the k nearest neighbors of
the other; otherwise, it is a negative pair.
Considering the shape of the data distribution, the pairwise structure also includes the
angles between each pair of local feature descriptors. Taking two negative pairs (x1,x2)
and (x1,x3) as an example (since the majority of pairs are negative), they are encoded to
the pairs which have large distances in the Hamming space. Nevertheless, an over-fitting
condition is that pair (x2,x3) is possibly mapped to the pair with a small distance as shown
in Fig. 3.1. Therefore, preserving the angles can be regarded as a shape constraint for the
structure of pairwise Euclidean distances. It ensures that the shape of data in the original
space would not collapse in the Hamming space while pairwise distances are preserved.
Furthermore, in respect of high-level connection, we also want to establish links between
samples and classes. The bipartite graph (a.k.a. bigraph) consisting of samples and class-
es, shows the relationship between samples and classes. To quantize the edges, we use the
image-to-class (I2C) distance, which was first introduced in the naive Bayes nearest neigh-
bor (NBNN) classifier [16] and was also proven to be an optimal distance for classification
in [16]. It represents the sum of all distances from the local features of an image to their
corresponding nearest neighbors in each class. Although it was proposed for image classi-
fication, it can be applied to any kind of samples represented by local feature descriptors.
I2C distances can effectively avoid the quantization error in the bag-of-features model. Our
algorithm shows that the performance can be enhanced by combining the sample-to-class
structure (bigraph regularization) and the pairwise geometrical structure. It is worthwhile to
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Fig. 3.1 Basic principle of the projection with angle-preserving in a two-dimensional ex-
ample. The distances of two negative pairs ∥x1 − x2∥ and ∥x1 − x3∥ are expected to be
maximized after the projection. The shape of (x1,x2,x3) has collapsed in the Hamming
space without angle-preserving, therefore, lost the discriminative ability.
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highlight several properties of the proposed scheme:
• LFF is a continuous feature descriptor without loss of orientations and magnitudes
of the gradient field, which makes it more suitable for the discretization of the final
binary representation since every discretization will bring the deviation into results.
• SPP simultaneously preserves two independent aspects of geometrical structure: Eu-
clidean distances and angles, which could balance each other and avoid over-fitting.
• SPP considers two levels of the relationship of data structure based on local feature de-
scriptors. Preserving the local structure and the global structure in the original feature
space makes local feature descriptors more discriminative in the lower-dimensional
space.
• Our scheme fuses RGB and depth information. The fused local feature descriptors
have learned the complementary nature of RGB and depth information.
• Our representation is linear and binary. This makes it extremely fast and useful for
many practical applications.
3.2 Related Work
Feature extraction from RGB video data has been well explored [94, 95, 139, 187]. De-
tectors such as Spatio-Temporal Interest Points (STIP) [81] and Dollar’s [34] are usually
used to locate interest points before feature extraction. Many video descriptors are extend-
ed from their counterparts in the image domain [31, 38, 73, 103, 106]. As 3D versions of
SURF [6], SIFT [103] and HOF [82], 3D speeded up robust features (SURF3D) [5], 3D
scale invariant feature transforms (3D-SIFT) [134] and 3D motion features [46, 58] have
been proposed for action recognition respectively. The Histogram of Oriented Gradients
(HOG) is widely used in the above schemes, which discretizes the gradient orientations. In
our work, however, discretization only performs in the pixel computation. Fathi et al. [37]
developed a method to extract mid-level motion features by using the low-level optical flow
for action recognition. Recently, the dense trajectories [162] gained high accuracies in most
action recognition datasets. However, this method suffers from extremely high computa-
tional complexity. More feature extraction methods for action recognition could be found
in a survey provided by Poppe [121].
36 Binary Structure-Preserving Representation Learning for RGB-D Video Data
Compared to the conventional RGB cameras, the depth cameras are relatively new. The
existing features are specifically extracted for the depth information, since characteristics
such as color and texture on depth data are far less than on the RGB data. Motion History
Image (MHI) [15] is a typical template matching method for the analysis of depth infor-
mation and the applications of human motion recognition [1]. Using the depth information
only, Shotton et al. [140] proposed a method for human body joints analysis which is the
core component of the Kinect gaming system. Nevertheless, more feature extraction meth-
ods are for the fusion with RGB information. Based on HOG, Spinello and Arras [145]
proposed a method called Histogram of Oriented Depths (HOD) for depth description and
probabilistically combined HOD and HOG into a Combo-HOD to detect people in urban
environments. Methods in [146] and [79] simply optimize all available information in their
algorithms for object detection and recognition respectively. Similarly, Ni et al. [111] de-
signed two color-depth fusion schemes for human activity recognition. Using the depth and
skeleton information of actions, Wang et al. [166] proposed a new feature called Local
Occupancy Pattern (LOP) and an actionlet ensemble model which indicates a structure of
features. Recently, the HON4D descriptor [115] was proposed to build the histogram of the
normal unit vectors from the depth channel for activity recognition.
Apart from feature extraction, there are also many approaches to analyze actions with a
temporal model. A typical one is dynamic time warping (DTW) [9], which was proposed
for speech processing first. Due to the time-sequential property, DTW was also widely used
as a measurement method in human action recognition for both depth data [135] and body
joints of skeletons [109].
The above works are specifically designed for either RGB or depth data. In our work,
LFF is a general descriptor which is suitable for both RGB and depth data. Besides, by
calculating the local flux of the continuous gradient vector field, there are no bins and
histograms in the computation of LFF, which can avoid the quantization error in most
histogram-based methods. The Gradient Vector Flow (GVF) [175] has been successfully
used in active contour alignments by solving the PDEs for an energy minimization prob-
lem. Engel et al. [36] calculated the flux flow on the GVF and adopted it for pedestrian
detection. Based on the 3D vector field, a rotation invariant descriptor called 3D-Div [136]
was proposed for 3D object recognition by computing the divergence of the vector field.
Nonetheless, the point-wise divergence in [136] cannot capture the neighborhood informa-
tion of each point. In our work, we focus on the discriminative ability of the local flux and
its advantage in RGB-D action recognition.
In the aspect of hash/binary code learning, one classical method is Locality-Sensitive
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Hashing (LSH) [43]. Another popular technique called Spectral Hashing (SpH) [169] was
also proposed to preserve the locality information of data. Recently, a supervised method
called Kernel-Based Supervised Hashing (KSH) [100] has shown good discriminative abili-
ty of binary codes and outperformed other supervised methods such as Linear Discriminant
Analysis Hashing (LDAH) [148], Binary Reconstructive Embeddings (BRE) [76] and Min-
imal Loss Hashing (MLH) [112]. The above works mainly focus on preserving the pairwise
distance, which is one part of SPP. To avoid overfitting as shown in Fig. 3.1, SPP also takes
the pairwise angle into account. Towards local descriptors, Hamming Embedding (HE) [63]
was proposed to map real-valued local features to binary codes. SPP contains a sample-to-
class relationship when each sample is represented by a set of local descriptors, since most
visual tasks are sample-oriented. Experimental results show that these three terms, i.e., the
pairwise distance, the pairwise angle and the sample-to-class relationship, all contribute to
the outstanding performance of the proposed method.
3.3 Local Flux Feature
Local features extracted from local regions in an image or a video sequence are used to
describe the local structure of a sample. Usually, local regions are the neighborhoods of
points which are determined by using an interest point detector or by dense sampling of the
image plane or video volume. And then, a feature vector is computed for each local region
by characterizing its properties. In our algorithm, we compute the new Local Flux Features
(LFFs) from the RGB-D video data and then combine the local feature xRGB from RGB
information with the local feature xDepth from depth information to obtain a concatenated
feature vector X ∈ RD.
3.3.1 Flux Computation
The concept of flux has been studied deeply in applied physics, especially in fluid mechanics
and electromagnetic theory. The flux of a vector field over a simply-connected closed district
(a sphere in this chapter) is defined as the quantity of this vector field passing through the
district. This quantity includes the information of the orientation and the magnitude of the
vector field over the district. It is used for a description of the vector field. To describe a
video sequence which is regarded as a scalar field, we consider its gradient field and compute
the local flux of the gradient field.
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Interest points detection over a video sequence 
(or dense sampling)
Computing the local flux (with radius 1) of 
the gradient field for each pixel in the cuboid
Concatenate the local flux value of 
each pixel in the cuboid to obtain the 
local flux feature vector
Fig. 3.2 Illustration of the computation of local fluxes in the gradient field. The output LFF
is regarded as a foundation for learning binary codes.
Given a video sequence V (x,y, t) in either RGB1 or depth, it can be seen as a function
V : R3 → R. We assume V is a C2-smooth function, i.e., V ∈C2(Ω), where Ω is the district
of the video sequence, usually an L×W×H cuboid. In fact, in discrete condition, derivative
computation can be regarded as an approximation by a convolution operation of matrices.
Then for scalar field V (x,y, t), we consider its gradient field ∇V (x,y, t) = (∇xV,∇yV,∇tV ).
To describe the gradient field ∇V , we assign an l×w×h cuboid centered at each candidate
point (interest points or dense samples) and compute the local flux of every pixel (or lattice
point if we regard the coordinates of a pixel as integers) in the cuboid. To be specific,
denote BP(r) = {(x′,y′, t ′)|(x′−x)2+(y′−y)2+(t ′− t)2 ≤ r2} as the sphere with the center
P = (x,y, t) and radius r, the local flux at the point P over the sphere ∂BP(r) is calculated as
fr(P) =
∮
∂BP(r)
∇V ·dS, (3.1)
where dS represents the directed area unit of the boundary surface ∂BP(r). However, com-
puting on the lattice points on the boundary ∂BP(r) is difficult and inaccurate. According
to the divergence theorem, we have
∮
∂BP(r)
∇V ·dS =
∫
BP(r)
∇ ·∇V dBP(r), (3.2)
i.e., we only need to compute for the points inside the sphere BP(r). Note that in the light of
the Helmholtz theorem [4] in fluid mechanics, we only need to know the divergence and the
curl of a twice continuously differentiable vector field to determine it. Hence, the fact that
curl(∇V ) = ∇×∇V = 0 implies that the divergence of ∇V provides the vital information,
1In fact, we only need the gray-scale information in our algorithm.
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which is captured by the local flux fr(P). For realistic computation, we adopt the numerical
approximation for the discrete condition of pixels:
fr(P) =
∫
BP(r)
∆V dBP(r)≈ ∑
Q∈BP(r)∩Z3
∆V (Q), (3.3)
where ∆ is the Laplace operator. Suppose there are D/2 pixels in an l ×w× h cuboid,
then we compute D/2 local fluxes in a specific order2 and obtain an LFF vector x =
(x1, · · · ,xD/2) ∈ RD/2. Fig. 3.2 illustrates the outline of the computation of local fluxes.
Having computed the LFF xRGB from the RGB channel and xDepth in the corresponding
point from the depth channel, we concatenate their normalizations and obtain the new fea-
ture
X =
[
xRGB
∥xRGB∥ ,
xDepth
∥xDepth∥
]T
∈ RD. (3.4)
The combined LFF is regarded as the basic feature for the later learning of binary codes in
our algorithm.
3.4 Structure Preserving Projection
In this section, we introduce our Structure Preserving Projection (SPP) algorithm. SPP si-
multaneously preserves the local structure and the integrated shape of local features. In
addition, SPP also considers a higher level relationship among local features, i.e., the bipar-
tite graph consisting of samples and classes. SPP aims to seek a specific matrix Θ ∈ RD×d
(d < D) to construct a binary function
H(X) = sgn(ΘT X), (3.5)
such that their discriminative ability for action recognition is improved. For computation-
al convenience, we choose {−1,+1} rather than {0,1} to represent binary codes in our
algorithm.
2In the experiments, we obtain the LFF by listing the corresponding local flux values in the following pixel
order: (1,1,1), · · · ,(l,1,1),(1,2,1), · · · ,(l,2,1), · · · ,(l,w,1), · · · ,(l,w,h). In fact, the order has no effect on
the final recognition results. The only requirement is the consistency of order in a vision task.
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3.4.1 Pairwise Structure Preserving
We denote the set composed of all local features by F = {X1, · · · ,XN}, where N is the
number of local features in training data. As mentioned above, we aim to seek the bi-
nary representations with discriminative ability in the lower-dimensional space. We are
concerned about the relationship between every two local features in the high-dimensional
space, which should also be retained in the lower-dimensional space.
Pairwise Label
First, we assign a weak label for each pair of local features. With the pairwise labels, ac-
quiring the class information of each local feature is unnecessary. Besides, similar local
features with small Euclidean distances may appear in samples from many different classes.
Motivated by the binary property of H(X), we employ the pairwise label {−1,+1} to rep-
resent the relationship between two local features based on the pairwise distance between
them. Thus we have the pairwise label
ℓi j =
{
+1, Xi ∈ Nk(X j) or X j ∈ Nk(Xi)
−1, otherwise ,
where Nk(X) is the set of k nearest neighbors of X . To maintain the local structure, we make
the product of each component in H(Xi) and H(X j) consistent with their pairwise label ℓi j,
i.e., H(Xi)m ·H(X j)m = ℓi j, ∀m. We denoteP = {(i, j)|Xi,X j ∈F}. Therefore, we need to
minimize the following function
∑
(i, j)∈P
D
∑
m=1
(ℓi j−H(Xi)mH(X j)m)2
= ∑
(i, j)∈P
D
∑
m=1
(
2−2ℓi jH(Xi)mH(X j)m
)
= ∑
(i, j)∈P
(
2D−2ℓi j
D
∑
m=1
H(Xi)mH(X j)m
)
= ∑
(i, j)∈P
2D−2ℓi j⟨H(Xi),H(X j)⟩.
(3.6)
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Then equivalently, we only need to maximize
∑
(i, j)∈P
ℓi j⟨H(Xi),H(X j)⟩. (3.7)
The above function reaches its maximum value when ℓi jsgn(ΘT Xi) and sgn(ΘT X j) are sim-
ilarly sorted due to the rearrangement inequality [51]. In other words, if ℓi j = 1, Xi and X j
are then similarly encoded and vice versa.
Considering the effect of noise, we additionally assign a pairwise weight W Pi j to the local
feature pair (i, j) to avoid the disturbance:
W Pi j = exp
(−li j∥Xi−X j∥2) . (3.8)
Then the objective function for pairwise labels becomes
∑
(i, j)∈P
W Pi j ℓi j⟨H(Xi),H(X j)⟩. (3.9)
Pairwise Angle
In addition to the distance factor, we are also concerned about the shape of the entire set
of local features, which is regarded as a constraint for preserving the pairwise Euclidean
distances. The shape constraint firms the data structure in the projected space and avoids
some certain errors caused by the pairwise labels. We denote the angle between two local
features Xi and X j by θi j. Note that angle θi j is with the vertex at coordinate origin. Thus,
the local features should be centralized before the further learning process. Orthogonal
transformation (d = D and ΘTΘ=ΘΘT = I) preserves the lengths of local features and the
angles between them since we have ⟨ΘT Xi,ΘT X j⟩ = XTi ΘΘT X j = XTi X j = ⟨Xi,X j⟩, ∀i, j.
When d < D, however, this property does not hold in orthogonal projection. We hope the
angle θ̂i j in the projected space3 is (approximately) equal to θi j. Note that the distances
are irrelevant with the angles, i.e., the pair of local features with a long distance can have a
small angle and the pair with a short distance may have a large angle. Thus it is desirable
to retain the angles of all pairs. We define our optimization problem for angle preserving in
3Since Hamming space is a discrete space, we first consider the angles in the linear subspace before taking
the sign function.
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the low dimensional space:
argmax
Θ
∑
(i, j)∈P
⟨Xi,X j⟩ · ⟨ΘT Xi,ΘT X j⟩. (3.10)
Although it is the optimization for preserving the inner product, the following proposition
shows that the optimal Θ∗ preserves the pairwise angles.
Proposition 2 Suppose Θ∗ is the optimal solution of the optimization problem (3.10), then
for any 1≤ i, j≤ N, the projection Θ∗ preserves the angle between the local features Xi and
X j.
Proof. According to the Cauchy-Schwarz inequality, we have
∑
(i, j)∈P
⟨Xi,X j⟩ · ⟨ΘT Xi,ΘT X j⟩ ≤
(
∑
(i, j)∈P
⟨Xi,X j⟩2
) 1
2
(
∑
(i, j)∈P
⟨ΘT Xi,ΘT X j⟩2
) 1
2
,
and the equality holds if and only if ⟨Xi,X j⟩ ((i, j) ∈P) and ⟨ΘT Xi,ΘT X j⟩ ((i, j) ∈P)
are collinear. We can first set a norm constraint ∑(i, j)∈P⟨ΘT Xi,ΘT X j⟩2 = 1 for Θ. Then
the objective function in Eq. (3.10) is smaller than a constant. If Θ∗ is the optimal solution
of the optimization problem (3.10), the left-hand-side of the above inequality reaches its
maximum value at Θ∗. Then there exists a constant λ ∈ R such that
⟨(Θ∗)T Xi,(Θ∗)T X j⟩
⟨Xi,X j⟩ = λ , ∀(i, j) ∈P.
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Since for i= j, we have ∥(Θ∗)T Xi∥= λ∥Xi∥, then λ > 0. Therefore, for the projected angle
θ̂i j, it satisfies
cos θ̂i j =
⟨(Θ∗)T Xi,(Θ∗)T X j⟩
∥(Θ∗)T Xi∥∥(Θ∗)T X j∥
=
⟨(Θ∗)T Xi,(Θ∗)T X j⟩√
⟨(Θ∗)T Xi,(Θ∗)T Xi⟩
√⟨(Θ∗)T X j,(Θ∗)T X j⟩
=
λ ⟨Xi,X j⟩√
λ ⟨Xi,Xi⟩
√
λ ⟨X j,X j⟩
=
⟨Xi,X j⟩√⟨Xi,Xi⟩√⟨X j,X j⟩
=
⟨Xi,X j⟩
∥Xi∥∥X j∥
= cosθi j,
which implies that the projection matrix Θ∗ is an angle-preserving projection.
3.4.2 Bigraph Regularization
Not only the pairwise structure of local features, but also the connection between samples
and classes, which is regarded as a higher level relationship among local features, is con-
sidered in our algorithm. We use the image-to-class (I2C) distance to measure the bipartite
graph (a.k.a. bigraph) that consists of video samples and classes. Although the I2C distance
was first introduced to measure the distances between images and classes, it can also be
applied to all kinds of samples that are represented by local features. Our goal is to preserve
the I2C distances in the lower-dimensional space. Given the set of local features of a sam-
pleXi = {Xi1, · · · ,Ximi}, which contains all local features of sample i, the distance between
sample i and class c is defined as
IcXi = ∑
X∈Xi
∥X−NNc(X)∥2, (3.11)
where NNc(X) is the nearest neighbor (NN) of the local feature X in class c and ∥ · ∥ is the
L2-norm.
However, the complexity of NN-search linearly depends on the number of local features,
which renders the nearest neighbor search in such a large-scale space of local features of
44 Binary Structure-Preserving Representation Learning for RGB-D Video Data
each class will still cost much time. Hence, we first implement a K-means clustering al-
gorithm for each class. In other words, we first find K centroids for each set
⋃
C(Xi)=cXi,
c = 1, · · · ,C, where C is the number of classes and C(·) ∈ {1, · · · ,C} is the label informa-
tion function that represents the class label of the input. In this way, the searching range
of nearest neighbors is reduced to the set of cluster centers, which has a much smaller size
than the original space, i.e., for c = 1, · · · ,C, we set
NNc(X) ∈ Centroids {S1, · · · ,SK} of
⋃
C(Xi)=c
Xi.
Having obtained I2C distances, we build a bigraph G = (V1,V2,E), where V1 and V2 are
the node sets of samples and classes respectively. G is a complete and weighted bigraph.
For each edge in E connecting sample i and class c, it has the weight W Dic determined by
the I2C distance, named the I2C similarity. By heat kernel, we define the I2C similarity as
follows:
W I2Cic = exp
(−(IcXi)2/σ) , i = 1, · · · ,n, c = 1, · · · ,C, (3.12)
where σ is the Gaussian smoothing parameter and n is the number of training samples.
Correspondingly, we have the I2C distance in the objective Hamming space:
ÎcXi = ∑
X∈Xi
∥H(X)−NNc(H(X))∥2. (3.13)
With the above defined I2C similarity W I2Cic and the projected I2C distance Î
c
Xi
, we can
define the following optimization problem to quantize the bigraph regularization, i.e., I2C
structure in the low dimensional space:
argmin
Θ
n
∑
i=1
C
∑
c=1
ÎcXi ·W I2Cic . (3.14)
By minimizing the above equation, the sample which has a small I2C distance to class c in
the high dimensional space is still close to class c in the low dimensional space. According
to the rearrangement inequality [51], the above objective function reaches its minimum
value if and only if {ÎcXi} and {IcXi} are similarly sorted, which means the projected I2C
distances preserve the bigraph structure in the high dimensional space.
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3.4.3 Objective Function and Optimization
In addition, to make the projected space more compact, we set the orthogonality constraint
on the projection matrix, i.e., ΘTΘ= I. Combining the objective functions for the pairwise
structure and the bigraph regularizer, we obtain our final optimization problem for SPP:
argmax
ΘTΘ=I
∑
(i, j)∈P
W Pi j ℓi j⟨H(Xi),H(X j)⟩+ ∑
(i, j)∈P
⟨Xi,X j⟩ · ⟨ΘT Xi,ΘT X j⟩
−β
n
∑
i=1
C
∑
c=1
ÎcXi ·W I2Cic ,
(3.15)
where β is the regularization parameter.
Optimization: Considering the discreteness of the binary function, we first use approx-
imation sgn(x) ≈ x to relax the objective function in the optimization problem (4.15) into
a real-valued space. Then the objective function of the pairwise label part (see Eq. (3.9))
becomes
∑
(i, j)∈P
W Pi j ℓi j⟨H(Xi),H(X j)⟩
= ∑
(i, j)∈P
W Pi j ℓi j⟨sgn(ΘT Xi),sgn(ΘT X j)⟩
≈ ∑
(i, j)∈P
W Pi j ℓi j⟨ΘT Xi,ΘT X j⟩
= ∑
(i, j)∈P
W Pi j ℓi j tr(Θ
T Xi(ΘT X j)T )
= ∑
(i, j)∈P
W Pi j ℓi j tr(Θ
T XiXTj Θ).
And for I2C distances, we denote NNc(X) = Xc. Note that after applying projection matrix
Θ, the nearest neighbors may change. However, for the large-scale local feature space, we
approximately adopt the sum of the distances from ΘT X to the projected nearest neighbor
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ΘT Xc. Then the projected I2C distance (see Eq. (3.13)) after applying matrix Θ becomes
ÎcXi ≈ ∑
X∈Xi
∥ΘT X−ΘT Xc∥2
= ∑
X∈Xi
∥ΘT (X−Xc)∥2
=
mi
∑
k=1
tr(ΘT (Xik−Xcik)(ΘT (Xik−Xcik))T )
=
mi
∑
k=1
tr(ΘT (Xik−Xcik)(Xik−Xcik)TΘ)
=:
mi
∑
k=1
tr(ΘT∆Xcik(∆X
c
ik)
TΘ),
where ∆Xcik =Xik−Xcik, k= 1, · · · ,mi. Thus, by simple algebraic derivation, the optimization
problem (4.15) is reduced to
argmax
ΘTΘ=I
tr(ΘT MΘ), (3.16)
where
M = ∑
(i, j)∈P
(W Pi j ℓi j + ⟨Xi,X j⟩)XiXTj −β
n
∑
i=1
C
∑
c=1
mi
∑
j=1
W I2Cic ∆Xi j∆X
T
i j . (3.17)
Notice that W Pi j ℓi j + ⟨Xi,X j⟩=W Pjiℓ ji+ ⟨X j,Xi⟩, ∀i, j, then we have
M = ∑
1≤i< j≤N
(W Pi j ℓi j + ⟨Xi,X j⟩)(XiXTj +X jXTi )+
N
∑
i=1
(W Pii ℓii+ ⟨Xi,Xi⟩)XiXTi
−β
n
∑
i=1
C
∑
c=1
mi
∑
j=1
W I2Cic ∆Xi j∆X
T
i j .
Thus M is a real-valued symmetric matrix. It is clear that the solution to the optimization
problem (3.16) is the eigenvectors corresponding to the largest d eigenvalues of M. We
summarize our algorithm in the following Algorithm 3.
3.4.4 Complexity Analysis
In this section, we provide a time complexity analysis of our algorithm. During the training
phase, our algorithm mainly consists of three parts. The first part is the computation of LFFs.
The derivative computation is actually the convolution of matrices which at most needs
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Algorithm 3 Structure Preserving Projection for Local Flux Feature
Input: Training video sequences V1, · · · ,Vn in gray-scale and V ′1, · · · ,V ′n in depth, the radius r for the
sphere BP(r), the parameter k for pairwise structure preserving, the number of centroids K in
K-means, the label information function C(·) ∈ {1, · · · ,C}, the regularization parameter β and
the objective dimension d.
Output: The projection matrix Θ.
1: Detect interest points (or densely sample) {P1, · · · ,Pmi} from the i-th training video Vi, i =
1, · · · ,n;
2: Compute two LFFs for each point in gray-scale and depth respectively by Eq. (3.3) and combine
them by Eq. (3.4) to obtain the local feature set of the i-th training video Xi = {Xi1, · · · ,Ximi}
and the whole local feature setF =
⋃
Xi = {X1, · · · ,XN};
3: Centralize Xi ← 1N ∑Nj=1 X j, ∀i;
4: Construct local feature pairing set P = {(i, j)|Xi,X j ∈ F} and their corresponding pairwise
labels ℓi j = {−1,+1}, where ℓi j =+1 if Xi ∈ Nk(X j) or X j ∈ Nk(Xi), and ℓi j =−1 otherwise;
5: Employ the K-means clustering algorithm on the set of local features of each class
⋃
C(Xi)=cXi,
c = 1, · · · ,C;
6: Compute pairwise weight W Pi j and I2C similarity W
I2C
ic by Eqs. (3.8) and (3.12);
7: Compute the matrix M by Eq. (3.17);
8: return the eigenvectors corresponding to the largest d eigenvalues of M.
O(3DLm logLm) time [2], where Lm =max{L,W,H}. The second part is the computation of
pairwise structure preserving. The k-NN algorithm in the construction of pairwise labels and
the computation of pairwise angles cost O(kN2) and O(N2) time respectively. The last part
is the construction of the I2C similarity matrix
(
W I2Cic
)
. The time complexity of this part is
O(nCKDN). In total, the time complexity of the training phase is at most O(3DLm logLm)+
O((k+1)N2)+O(nCKDN).
In the test phase, binary codes can significantly reduce the runtime of the recognition
algorithm since the distance computation in Hamming space is simply based on the XOR
operation. Denote τm and τXOR as the time of one multiplication and one XOR opera-
tion respectively. Then the computational complexity of NBNN in the original space is
O(NtrainNtestD)τm, where Ntrain and Ntest are the numbers of local features in training and
test sets respectively. With the binary local features, the time complexity is reduced to
O(NtrainNtestd)τXOR. In general, we have d ≪ D and τXOR ≪ τm. Thereby, when Ntrain
and Ntest are in the magnitude of millions or even greater, the hashing algorithm’s effect is
self-evident. We will list the run-time in the following section.
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Fig. 3.3 Example frames of the three RGB-D datasets we used in the experiments. From top
to bottom: SKIG, MSRDailyActivity3D and CAD-60.
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3.5 Experiments and Results
In this section, we systematically evaluate our proposed method on three different RGB-D
benchmarks: the SKIG hand gesture dataset [92], the MSRDailyActivity3D dataset [166]
and the CAD-60 activity dataset [151]. Fig. 3.3 shows some example frames of these three
datasets. Details of the datasets are introduced in the following subsection.
3.5.1 Datasets and Settings
The SKIG dataset has 2160 hand gesture sequences (1080 RGB sequences and 1080 depth
sequences) collected from 6 subjects. All these sequences are synchronously captured with
a Kinect sensor (including a RGB camera and a depth camera). This dataset collects 10
categories of hand gestures in total: circle (clockwise), triangle (anti-clockwise), up-down,
right-left, wave, “Z”, cross, comehere, turnaround and pat. In the collection process, all
these ten categories are performed with three hand postures: fist, index and flat. To increase
the diversity, the sequences are recorded under 3 different backgrounds (i.e., wooden board,
white plain paper and paper with characters) and 2 illumination conditions (i.e., strong light
and poor light). Consequently, for each subject, there are 10(categories)× 3(poses)×
3(backgrounds)× 2(illumination)× 2(RGB and depth) = 360 gesture sequences. The
training size for each category is varied as one of {10,20,35,45,60,70} and the rest of
the sequences are used for testing.
The MSRDailyActivity3D dataset is a human activity dataset captured with the RGB
channel and the depth channel using the Kinect sensor. The total sequence number is 640
(i.e., 320 sequences for each channel) with 16 activities: drink, eat, read book, call cell-
phone, write on a paper, use laptop, use vacuum cleaner, cheer up, sit still, toss paper, play
game, lie down on sofa, walk, play guitar, stand up, sit down. There are 10 subjects in the
dataset and each subject performs each activity twice, once in standing position, and once
in sitting position. The training size for each subject is chosen as one of {5,10,15,20,25}
and the rest is used for testing.
The Cornell Activity dataset (CAD-60) contains 60 RGB-depth sequences acted by four
subjects and captured with a Kinect camera. The actions in this dataset are categorized into
five different environments: office, kitchen, bedroom, bathroom, and living room. Three
or four common activities were identified for each environment, giving a total of twelve
unique actions: rinsing mouth, brushing teeth, wearing contact lens, drinking water, opening
pill container, cooking (chopping), cooking (stirring), talking on couch, relaxing on couch,
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Table 3.1 Performance comparison (%) of NBNN with the LFFs computed on detected
points with different radii. The training sizes are 70, 25 and 4 in each class for SKIG,
MSRDailyActivity3D and CAD-60, respectively. All the code lengths are 96-bit.
r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 7 r = 8 r = 9 r = 10
SKIG 88.5 90.3 92.4 93.7 93.1 92.5 91.6 91.2 90.7 88.4
MSRDailyActivity3D 85.7 86.2 88.7 89.8 88.9 88.1 87.6 87.5 86.7 85.2
CAD-60 93.2 94.1 94.9 95.2 95.7 94.8 94.1 93.5 92.2 90.8
talking on the phone, writing on whiteboard, working on computer. The training size for
each action is assigned as one of {1,2,3,4} and remaining sequences are adopted for testing.
All the training samples are selected randomly from every class in each dataset and all
the procedures are repeated five times. We report the averages as the final results.
For the experimental settings, we fix the size of the cuboid l×w×h in the computation
of LFF as 7× 7× 9. We set r = 4,4,5 in each dataset respectively due to the comparison
results with different radii r in Table 3.1. If the radius r is too small, the LFF degenerates to
the second order derivative, and if r is too big, LFFs are almost the same for adjacent pixels,
which tends to be less discriminative. In addition, the computational cost of LFF is propor-
tional to r3 because of the volume integral in Eq. (3.3). Thus, the selection of r should also
be in the range of small numbers. We always set k = 15 for the pairwise data structure. Ac-
tually, we utilize the training data as the cross-validation set in SPP. The parameter K of the
K-means is selected from one of {100,200, · · · ,1000} with the step of 100 , which yields
the best performance by 10-fold cross-validation. The optimal parameter β is selected from
{0.1,0.2, · · · ,1.0} with the step of 0.1 by 10-fold cross-validation on the cross-validation
set, as well. In particular, the nested cross-validation strategy is applied to these two param-
eters, i.e., K and β . We always first fix the value of K as one of {100,200, · · · ,1000} and
select the best parameter β from {0.1,0.2, · · · ,1.0}, and then assign another value to K and
select the best parameter β from {0.1,0.2, · · · ,1.0} again. In this way, the optimal pair of
parameters K and β can be obtained under the nested cross-validation strategy.
Since the acceleration of NBNN is quite conspicuous using the Hamming distance in-
stead of the L2-norm in the NN-search and NBNN classifier always outperforms the BoW
model, we mainly use NBNN to evaluate our recognition precision.
3.5.2 Compared Results
First of all, we illustrate the effectiveness of all the three terms used in SPP, i.e., the pairwise
label preserving term, the pairwise angle preserving term and the bigraph regularization. We
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Table 3.2 Performance comparison (%) of different variants of LFF+SPP to prove the effec-
tiveness of the improvement on RGB-D fusion. All the code lengths are 96-bit. The bold
numbers represent the best performance for each dataset.
label
preserving
angle
preserving
bigraph
regularization
❳❳❳❳❳❳❳❳❳❳❳❳Methods
Datasets SKIG MSRDailyActivity3D CAD-60
X X LFF+SPP1 85.1 82.4 90.4
X X LFF+SPP2 89.6 83.1 93.5
X X LFF+SPP3 91.2 85.8 94.2
X X X LFF+SPP 93.7 89.8 95.7
(SPP1 is the original SPP without the bigraph regularization; SPP2 denotes the original
SPP without the pairwise label preserving term; SPP3 represents the original SPP without
the pairwise angle preserving term.)
remove one of them and keep the other two terms, and optimize the problem in (4.15). The
results are listed in Table 3.2, from which we can observe that the bigraph regularization
contributes the most to the accuracies.
Next, for all three datasets, we apply three different schemes to achieve RGB-D video
classification: (1) Detected interest points4 + LFF + SPP; (2) Dense sampling5 + LFF +
SPP; (3) Detected interest points + LFF + SPP + Bag-of-Words. For (1) and (2), we adopt
NBNN as the classifier and the linear SVM is applied for the third scheme for classification.
The codebook lengths of BoW for each dataset are chosen as one of {500,1000,1500,2000}
and the best results are reported.
For each scheme, we apply SPP on LFFs from RGB and depth information. Accord-
ing to all the possible combinations, we evaluate four different kind of local binary codes
on three datasets: LFF(RGB-D)+SPP denotes our full algorithm; LFF(RGB)+SPP only us-
es RGB information to compute LFFs and then apply SPP; LFF(D)+SPP only uses depth
information to compute LFFs and then apply SPP; LFF+SPP(RGB-D) concatenates LF-
F(RGB)+SPP and LFF(D)+SPP.
From Figs. 3.4–3.6, we can observe that the performance of our full algorithm is consis-
tently higher than that of other versions on the three datasets. And dense sampling generally
outperforms interest points detection due to the large amount of local feature descriptors.
Another observation is that LFF(RGB-D)+SPP always outperforms LFF+SPP(RGB-D), s-
ince the former outputs the fused binary representation with the consideration of the struc-
tures of RGB-D features. In contrast, LFF+SPP(RGB-D) outputs binary codes separately
for RGB and depth features, therefore, loses the connection between them.
4Dollar’s interest points detector [34] is used in our experiments. We only detect the interest points on the
RGB data and find the corresponding locations on the depth video as the detected points for depth data.
5We set the distance between adjacent pixels as 5.
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Fig. 3.4 Performance comparison with different training sizes in each category and different
versions of LFFs on the SKIG dataset at 96-bit.
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Fig. 3.5 Performance comparison with different training sizes for each subject and different
versions of LFFs on the MSRDailyActivity3D dataset at 96-bit.
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Fig. 3.6 Performance comparison with different training sizes in each action and different
versions of LFFs on the CAD-60 dataset at 96-bit.
In Fig. 3.7, we also compare the performance of our algorithm with different code
lengths by using different point selection methods, i.e., interest points detection (Dollar’s
detector and STIP) and dense sampling, on the three datasets. It is noticeable that, on the
CAD-60 dataset, the accuracy of dense sampling is slightly lower than that of interest points
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Fig. 3.7 Performance comparison of NBNN with different point selection methods on three
datasets.
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Fig. 3.8 Average runtime of one test sample of NBNN by using 96-bit binary codes after
SPP and the original 882-dimensional LFF with different training sizes.
detection because the noise of the background has a negative effect on the dense sampling
when the code length increases. In this situation, the detection method is more effective
than dense sampling.
Finally, Fig. 5.6 shows the average runtime comparison. Our learned binary codes
show a significant advantage compared to the original LFF consisting of real numbers since
NBNN largely depends on NN-search. All the experiments are conducted using Matlab
2013a on a server configured with a 12-core processor and 128G of RAM running the Linux
OS.
3.5.3 Comparison with Other Methods
In Table 3.3, we first compare the proposed LFF descriptor with state-of-the-art video de-
scriptors (i.e., HOG, HOF, MBH, HON4D and HOG3D) for RGB-D action recognition. All
the methods are computed on the interest points from the RGB channel detected by Dollar’s
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detector and the corresponding points from the depth channel. As we can see, LFF out-
performs HOG, HOF, MBH and HOG3D in the RGB and depth channels and the RGB-D
concatenation scheme. Although HON4D, as a descriptor specifically designed for depth
sequences, achieves better performance in the depth channel, it can only be extracted from
depth data and the recognition accuracies are relatively low. In contrast, our LFF is consid-
ered to be a general feature descriptor for both RGB and depth data and LFF in the RGB-D
concatenation scheme reaches the highest accuracy in the experiment of feature comparison.
Since SPP is a projection for learning binary codes, we can also compare our SPP algo-
rithm with other hashing methods. In our experiments, we compare the proposed method
against seven general hashing algorithms including KSH [100], BRE [76], MLH [112],
LSH [43], SpH [169], AGH [101], PCAH [165], BSSC [137] and RBM [57]. All the above
methods are computed on the same extracted LFFs for a unified standard. All the compared
methods are then evaluated on five different lengths of codes (32, 48, 64, 80, 96) and their
results at 96-bit, which appear to be the best, are reported. Under the same experimental
setting, all the parameters used in the compared methods have been strictly chosen accord-
ing to their original papers. We list the compared results in Table 3.3 where RGB channel
and depth channel represent only employing the methods in RGB and depth respectively,
RGB-D fusion is the procedure of our algorithm and RGB-D cat is the concatenation of
the features gained in RGB channel and depth channel. The results of the above mentioned
other hashing methods in RGB-D fusion are not consistently higher than that in RGB-D
concatenation, since not all of them preserve data structure. The training sizes are 70, 25
and 4 for datasets SKIG, MSRDailyActivity3D and CAD-60, respectively. Table 3.3 also
reports the recognition accuracies of LFF and HOG3D using the improved Fisher vector
(IFV) [120], for which 200 Gaussians are used in the GMM. The results show two phenom-
ena: 1. LFF as a continuous feature outperforms other discrete histogram based features; 2.
SPP outperforms other hashing methods.
3.5.4 Statistical Significance Test
To show the statistical significance of improvements, we conduct a t-test on the MAP im-
provements. In testing the null hypothesis that the population mean is equal to a specified
value µ0, the statistic
t =
x−µ0
s/
√
m
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Table 3.4 t-Test on performance improvements.
❵❵❵❵❵❵❵Datasets
Methods LFF+SPP vs. LFF+KSH LFF+SPP vs. LFF+BRE LFF+SPP vs. LFF+MLH LFF+SPP vs. LFF+SpH LFF+SPP vs. LFF+LSH LFF+SPP vs. HOG3D+SPP
SKIG 9.97×10−13 4.31×10−12 1.52×10−14 3.09×10−12 1.45×10−14 2.49×10−7
MSRDailyActivity3D 3.98×10−12 9.72×10−12 3.26×10−13 2.27×10−12 5.78×10−16 1.52×10−6
CAD-60 3.57×10−13 8.58×10−15 3.55×10−15 8.88×10−14 1.46×10−17 2.34×10−6
Table 3.5 Recognition accuracy (%) of LFF and dense trajectory features on the UCF Y-
ouTube and HMDB51 datasets.
Feature UCF YouTube HMDB51
Trajectory 67.5 28.0
HOG 72.6 27.9
HOF 70.0 31.5
MBH 80.6 43.2
Trajectory/HOG/HOF/MBH combined 84.1 46.6
LFF (r = 1) 79.6 41.5
LFF (r = 3) 84.3 45.8
LFF (r = 5) 85.2 46.9
LFF (r = 7) 84.7 46.0
LFF (r = 9) 83.2 45.5
The LFF features are extracted along the same trajectories in the video sequences as the
dense trajectory features.
is used, where x is the sample mean, s is the sample standard deviation of the sample and
m is the sample size. Then the degree of freedom used in the test is m−1. We set m = 10
and code length d = 96 for this experiment. Table 3.4 lists the one-tail results of the t-test,
which shows that the improvements are statistically significant.
3.5.5 Results on RGB Video dataset
To further illustrate the effectiveness of LFF, in this experiment, we compare the RGB ver-
sion of LFF with the state-of-the-art feature: dense trajectory features on the UCF YouTube
[91] and HMDB51 [75] datasets for action recognition. The UCF YouTube dataset contains
1168 video sequences collected from 11 action categories. Most of them are sports activ-
ities, which are drawn from existing YouTube videos; therefore, the dataset contains large
variations and approximates a real-world database. For this dataset, we deliberately use
the full-sized sequences without any bounding boxes as the input to evaluate our method’s
robustness against complex and noisy backgrounds. We use the Leave-One-Out setup, i.e.,
testing on each original sequence while training on all the other sequences. The HMDB51
dataset contains 6849 realistic action sequences collected from a variety of movies and on-
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line videos. Specifically, it has 51 action classes and each has at least 101 positive samples.
We adopt the official setting of [75] with three train/test splits. Each split has 70 training
and 30 testing clips for each class. Table 3.5 illustrates that our proposed LFF (r = 5) can
achieve competitive results with dense trajectory feature (DTF) which produces the state-
of-the-art performance on recent publications [161, 162]. Note that for fair comparison of
feature descriptors, all the compared features are extracted around the same points, i.e., the
points on the trajectories.
3.6 Summary
The basic goal of this chapter is to obtain a fused local binary representation for RGB-D
action recognition. To achieve this goal, we first introduced a continuous local descriptor
called Local Flux Feature (LFF) based on the gradient field of video data, which is more
suitable for the discretization of binary codes than histogram based local descriptors. After
acquiring LFFs from RGB and depth channels, we applied the Structure Preserving Pro-
jection (SPP) to learn discriminative local binary representations. SPP preserves the char-
acteristics in two levels including pairwise structure of local features and the relationship
between video samples and classes at the same time without the collapse of data structure.
The systematical experiments have shown not only the high efficiency of the proposed local
binary representations, but also its superior performance than other local features and other
hashing methods in terms of recognition accuracy on three RGB-D datasets.

Chapter 4
Binary Set Embedding for Cross-modal
Retrieval
4.1 Introduction
The binarization scheme proposed in the last chapter is a supervised method. However, the
label information of samples is unavailable for some situations. In this chapter, we extend it
to an unsupervised algorithm and apply it to cross-modal retrieval for multimedia data.
In the current multimedia era, an image always appears with a description of text content
on public knowledge websites such as the Wikipedia or photo sharing/social media websites
such as Filckr and Facebook. Due to the diversity of the query and the multiple modalities
of input, the multimedia similarity search, a.k.a. cross-modal retrieval, is becoming a criti-
cal problem and a ubiquitous searching method on the Internet [32, 118]. Nonetheless, the
traditional nearest neighbor search in information retrieval is neither scalable nor efficient
when facing the explosion of multimedia data. To conquer this problem, binary code rep-
resentations, or hashing methods, provide a fast search mechanism through the bit XOR
operation and the time complexity of similarity search is simply O(1) if all the binary codes
are stored. In addition, a more discriminative representation could be acquired if the algo-
rithm sufficiently learns the intrinsic structure and the semantic information of multimedia
data.
Notwithstanding the successful results achieved by the recent hashing methods, the lack
of incorporating the visual features with the corresponding linguistic understanding makes
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them uncompetitive for the challenging cross-modal tasks. A major drawback is the use of
global histogram-based representations, which would bring the quantization error during the
codebook construction and lose the structure of local features and words. The document-
oriented representations such as latent Dirichlet allocation (LDA) [14] need to be re-trained
when the text is modified, a new paragraph is added to the dataset or a new dataset is
built. This operation largely increases the computational complexity and the aforemen-
tioned cross-modality algorithms are also required to be implemented again. In addition,
single-vector representations cannot comprehensively and precisely characterize the sam-
ples which have multiple tags or topics and the scenario with large intra-class variations and
small inter-class discrepancies.
In this chapter, we aim to exploit the semantic connection between images and their
corresponding documents in low-level features, either visual or textual, i.e., local features.
The local feature descriptors for images such as SIFT [103] and even deep features [97]
have been well studied. The construction of local features for texts can be done by the word
vector techniques [107, 157] in natural language processing, which have been shown the
superiority in machine translation. Once the learning phase for local features is completed,
the coding function is fixed for any new sample (image-text pair) since each word has been
assigned a unique hash code. Apparently, one of the requirements for our algorithm is that
the cross-modal links based on local features need to be established. However, it is impossi-
ble and unrealistic to build a one-to-one correspondence between local feature points from
different modalities. Therefore, we consider the relationship between the sets composed
of local features from image and text domains. Taking the image-text pair of a car as an
example, two SIFT features are close to each other if they are visually similar and two word
vectors are close to each other if they are semantically similar. Meanwhile, the cross-modal
algorithm must also connect the local feature set of the image “car” and the word vector set
of the corresponding description of the car for semantic understanding of images.
To achieve the above objective, we propose a novel cross-modal hashing scheme called
Binary Set Embedding (BSE) which is illustrated in Fig. 4.1. Due to the different distri-
butions of image and text data, BSE learns two orthogonal projections and projects local
features (image or text) into a common low-dimensional Hamming space. In this way,
for each sample, the image features and the corresponding linguistic features are encoded
to similar hash codes by BSE. In the meantime, we also take the geometric structures of
each modality into account for preserving the intra-modal similarity. Given a local feature,
its source information, i.e., the image (text) from which it is extracted, is also provided.
Consequently, relationships in two layers: element-to-element and set-to-set which are e-
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BSE
Inter-modal relationship
Intra-modal relationship Intra-modal relationship
Image domain Text domain
Hamming space
10001010
10010010
10001100
10001001
10001000
11101011
11100001
11100101
11100111
11000001
00011110
00010110
00011010
00010011
00010010
Fig. 4.1 Illustration of BSE. BSE encodes all local features in image and text domains into
a common Hamming space.
quivalent to the structures of data points and images (texts) represented by local feature sets
respectively, are simultaneously preserved in the lower-dimensional Hamming space. It is
worthwhile to highlight several properties of the proposed approach:
• Our work associates images with semantic information in a fundamental level. The
binary codes learned from local image features are semantically more robust than the
word-frequency histogram.
• BSE assigns a binary code for each local feature. The encoding of local features
reduces the sparsity of the final hash table and improves the usage of hash codes,
which enables hash codes to achieve competitive performance with a short length.
• Last but not least, the local features for the text domain, i.e., word vectors, are inde-
pendent of any specific datasets and can be trained offline, which makes BSE more
universal in realistic applications.
4.2 Related Work
One of the most popular hashing algorithms with the idea of preserving the similarity is
Locality Sensitive Hashing (LSH) [43], which pursuits the maximum probability of the col-
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lision for similar data. Specifically, LSH maps similar points in the original data space into
the same hash buckets with high probability and dissimilar data pairs into the same hash
buckets with low probability. Afterwards, a number of cross-modal hashing schemes have
been proposed to discover the relationship among different modalities of multimedia data.
Cross-Modality Similarity Search Hashing (CMSSH) [18] embeds incommensurable data
into a common metric space by a boosting algorithm. With extended spectral hashing [169],
Kumar et al. [78] proposed Cross-View Hashing (CVH) to generate binary codes for each
modality via Canonical Correlation Analysis (CCA). Multimodal Latent Binary Embedding
(MLBE) [186] is another cross-modal hashing method considering both the inter-modal and
intra-modal similarity via a probabilistic model. To learn the hash function with good gen-
eralization, Co-Regularized Hashing (CRH) [185] was proposed to project data far from
0. Zhu et al. [188] proposed a linear method for multimedia search to reduce the compu-
tational complexity. Recently, Inter-Media Hashing (IMH) [144] was proposed to explore
the correlations among different modalities and learn hashing functions by a linear regres-
sion model. Instead of learning codes for each specific view, both Composite Hashing with
Multiple Information Sources (CHMIS) [179] and Collective Matrix Factorization Hashing
(CMFH) [33] learn unified hash codes for each sample.
4.3 Binary Set Embedding
In this section, we introduce our Binary Set Embedding (BSE) algorithm. We first describe
the intra-modal and inter-modal structures and then associate them into one objective func-
tion. With the orthogonality constraint, BSE outputs the orthogonal projections for each
modality.
4.3.1 Notations and Problem Statement
Since our task is the similarity search between the image domain and the text domain, we
consider s image-text sample pairs S1, · · · ,Ss containing the local feature sets from the image
and text domains. For the i-th sample pair Si, we denote its local feature sets in image and
text domains by Xi = {xi1, · · · ,xini} with xi j ∈ RD1 , and Yi = {yi1, · · · ,yimi} with yi j ∈ RD2 ,
respectively. In this way, we have the union of the local feature sets X =
⋃s
i=1 Xi and Y =⋃s
i=1Yi. Without loss of generality, we denote X = {x1, · · · ,xN} and Y = {y1, · · · ,yM},
where N = ∑si=1 ni and M = ∑
s
i=1 mi.
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Considering the different properties of image and text domains, we aim to seek two
projectionsΘ1 ∈RD1×d andΘ2 ∈RD2×d for X and Y respectively to build the hash functions
with the same code length:
H1(x) = sgn(ΘT1 x) and H2(y) = sgn(Θ
T
2 y). (4.1)
It is noticeable that during the code learning stage, we use {−1,+1} to encode local fea-
tures and employ centralized data xi− 1N ∑Nj=1 x j and yi− 1M ∑Mj=1 y j instead of xi and yi
respectively, i = 1, · · · ,s. In the indexing phase, we use {0,1} to represent codes for hash
lookup.
4.3.2 Intra-modal Relationship
For the unsupervised analysis based on local feature descriptors, we are given not only
the local features themselves, but also their source information, i.e., the sample from which
they are extracted. We first discuss the connection between local features and the connection
between images for the image domain. Then we have the similar objective functions for the
text domain.
Element-to-Element Structure
We hope that the pairwise structure of local features in the original space could be preserved
in the lower-dimensional Hamming space. Without class information, we employ the K-
means clustering on X to divide the set P1 = {(i, j)|xi,x j ∈ X} into two categories, i.e.,
positive pairs and negative pairs. Specifically, we divide X into K clusters by the K-means
clustering and define the pairwise label for (xi,x j) as follows:
ℓXi j =
{
+1, if xi and x j are in the same cluster
−1, otherwise ,
Moreover, we also expect that, for a positive pair, the effect on the objective function will
increase when their distance decreases, and for a negative pair, conversely, its importance
will be reduced when the paired features are closer to each other. Then by the Gaussian
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function, we assign the following weight for each pair with parameter σ :
W Xi j =
 exp
(
−∥xi−x j∥2σ2
)
, ℓXi j = 1
exp
(
− 1σ2∥xi−x j∥2
)
, ℓXi j =−1
,
where ∥ · ∥ is the L2-norm. It is easy to find that W Xi j ∈ (0,1) and satisfies our requirement.
Hence, preserving the feature-to-feature structure in the image domain is to maximize
∑
(i, j)∈P1
W Xi j ℓ
X
i j⟨H1(xi),H1(x j)⟩. (4.2)
Similarly, for the text domain, we also have the following objective function to be max-
imized:
∑
(i, j)∈P2
WYi j ℓ
Y
i j⟨H2(yi),H2(y j)⟩, (4.3)
where P2 is the pair set for the text domain, and WYi j and ℓ
Y
i j are the pairwise weights and
the pairwise labels in the text domain, respectively.
Set-to-Set Structure
The set-to-set structure can be regarded as a higher-level connection among local features to
balance the sensitivity of the clustering information in the above element-to-element struc-
ture. This structure is constructed on the samples when each of them is represented by a
set of local features. For image i, Xi represents its local feature set {xi1, · · · ,xini}. We use
the image-to-image (I2I) distance derived from [16] to measure the set-to-set distance from
image i to image j, which can be regarded as an approximation of the Kullback-Leibler
divergence and is defined as:
di j = ∑
x∈Xi
∥x−NN j(x)∥2, (4.4)
where NN j(x) is the nearest neighbor of local feature x in image j. Since generally di j ̸= d ji,
we update the symmetric distance Di j = (di j + d ji)/2 as the I2I distance between image i
and image j. By Gaussian function, we can define the following I2I similarity with the
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smooth parameter σX :
SXi j = exp
(
− D
2
i j
2σ2I
)
, i, j = 1, · · · ,s. (4.5)
Although the number of local features in one image is much smaller than N, the nearest
neighbor search (NN-search) for all images is still time-consuming. We hope to use the
cluster information in the above element-to-element section for the reduction of complexity.
We denote the clusters of the K-means on X by C1, · · · ,CK . Without loss of generality,
supposing the local features of image j are in C1, · · · ,CK1 and the order of distances from
corresponding centroids to x ∈ Xi is from nearest to farthest, the range of NN-search inX j
is reduced to (C1∪·· ·∪C⌈(K1)δ ⌉)∩X j, where 0< δ < 1 and ⌈·⌉ is the ceiling function. This
reduction of range is based on the assumption that the centroid of the cluster where the true
nearest neighbor locates is also close to x. In fact, it holds when K →N. After the reduction
of the searching range, the average complexity is reduced from O(N2) to O(NK1+δ ) and we
only need to compute the distances from x to the cluster centroids, which has been done in
the K-means.
After applying the encoding algorithm, the I2I distance in Hamming space becomes
D̂Xi j =
1
2
(
∑
x∈Xi
∥H1(x)−NN j(H1(x))∥2+ ∑
x∈X j
∥H1(x)−NNi(H1(x))∥2
)
. (4.6)
Therefore, to preserve the I2I structure of the original image domain by giving the penalty
SXi j to the mapped distance D̂
X
i j, a reasonable objective function is to minimize
∑
i, j
D̂Xi j ·SXi j. (4.7)
Likewise, preserving the set-to-set structure in the text domain is to minimize the fol-
lowing similar objective function:
∑
i, j
D̂Yi j ·SYi j, (4.8)
where D̂Yi j and S
Y
i j are the encoded set-to-set distance and the set-to-set similarity in the text
domain, respectively.
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4.3.3 Inter-modal Relationship
Local features in the image domain and the text domain have different distributions. For
precise retrieval, we need to encode the local features from similar samples to close hash
codes no matter they are in the image domain or the text domain. Without class information,
we are only concerned about the relationship between the image local features and the text
local features from the same sample.
For each sample pair Si, the local feature set from the image domain and the local fea-
ture set from the text domain are denoted by Xi and Yi, respectively, i = 1, · · · ,s. Generally
speaking, it is impossible to construct a one-to-one correspondence between Xi and Yi; even
a nearest neighbor relationship in the Hamming space cannot be built since the correspon-
dence between visual features and semantic information is unknown by the algorithm. Then
using the I2I distance to measure the connection between Xi and Yi is not applicable. There-
fore, we minimize the distance of all the local feature pairs in the set {(x,y)|x ∈ Xi,y ∈ Yi}
for the i-th image-text pair in the Hamming space. In other words, our goal for the inter-
modal relationship is to maximize the following sum of the inner products:
s
∑
i=1
∑
x∈Xi,y∈Yi
⟨H1(x),H2(y)⟩. (4.9)
4.3.4 Objective Function and Optimization
Spectral relaxation First, let us transform Eqs. (4.2), (4.3), (4.7), (4.8) and (4.9) to the
functions on Θ1 and Θ2. Motivated by [100, 169], we relax the discrete sign function to a
real-valued continuous function by using its signed magnitude, i.e., sgn(x)≈ x. In this way,
the objective function in the element-to-element part of the image domain, i.e., Eq. (4.2)
becomes
∑
(i, j)∈P1
W Xi j ℓ
X
i j⟨ΘT1 xi,ΘT1 x j⟩
= ∑
(i, j)∈P1
W Xi j ℓ
X
i j(Θ
T
1 xi)
TΘT1 x j
= ∑
(i, j)∈P1
W Xi j ℓ
X
i j tr(Θ
T
1 xi(Θ
T
1 x j)
T )
= ∑
(i, j)∈P1
W Xi j ℓ
X
i j tr(Θ
T
1 xix
T
j Θ1)
= tr(ΘT1 LXΘ1),
(4.10)
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where LX = ∑(i, j)∈P1 W
X
i j ℓ
X
i jxixTj . With a similar transformation, Eq. (4.3) for the text
domain becomes
tr(ΘT2 LYΘ2), (4.11)
where LY = ∑(i, j)∈P2 W
Y
i j ℓ
Y
i jyiyTj .
Additionally, for the I2I distance, we make a statistical approximation on the compu-
tation of projected I2I distances due to the large amount of local features. That is, we
exchange the operation of NN-search and H1(·) for all x ∈ Xi during the optimization, i.e.,
∑x∈Xi ∥H1(x)−NN j(H1(x))∥2 ≈∑x∈Xi ∥H1(x)−H1(NN j(x))∥2. In fact, the pairwise struc-
ture has been preserved in the objective function (4.2), which ensures the correctness of the
exchange operation. Then we have the following projected distance d̂i j in the optimization:
d̂i j ≈ ∑
x∈Xi
∥ΘT1 x−ΘT1 NN j(x)∥2
= ∑
x∈Xi
∥ΘT1 (x−NN j(x))∥2
= ∑
x∈Xi
(
ΘT1 (x−NN j(x))
)T ΘT1 (x−NN j(x))
= ∑
x∈Xi
tr(ΘT1 (x−NN j(x))(x−NN j(x))TΘ1).
If we denote
DX =
1
2∑i, j
SXi j
(
∑
x∈Xi
(x−NN j(x))(x−NN j(x))T + ∑
x∈X j
(x−NNi(x))(x−NNi(x))T
)
,
then the objective function in the set-to-set part of the image domain, i.e., Eq. (4.7) can be
written as:
tr(ΘT1 DXΘ1). (4.12)
Certainly, for the text domain, we also have the similar trace form:
tr(ΘT2 DYΘ2), (4.13)
where
DY =
1
2∑i, j
SYi j
(
∑
y∈Yi
(y−NN j(y))(y−NN j(y))T + ∑
y∈Y j
(y−NNi(y))(y−NNi(y))T
)
.
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And for the inter-modal relationship, Eq. (4.9) is simply relaxed to
tr(ΘT1 AΘ2), (4.14)
where A = ∑ni=1∑x∈Xi,y∈Yi xy
T .
Objective function Without loss of generality, we let the objective dimension (code length)
d = 1, i.e., Θ1 and Θ2 are column vectors. Furthermore, we place the intra-modal relation-
ship and the inter-modal relationship at equally important positions. Therefore, combining
the above functions on Θ1 and Θ2 and the norm constraint ∥Θ1∥= ∥Θ2∥= 1, we have our
final optimization problem:
argmax
∥Θ1∥=∥Θ2∥=1
ΘT1 AΘ2
(ΘT1 (λDX −LX)Θ1)(ΘT2 (λDY −LY )Θ2)
, (4.15)
where λ is the parameter for balancing the effect of the element-to-element and set-to-set
structures.
Optimization Let us denote BX = λDX −LX and BY = λDY −LY which are two symmet-
ric matrices. We change the norm constraints to ΘT1 BXΘ1 = 1 and Θ
T
2 BYΘ2 = 1, since it
is always possible to restore the final norm to ∥Θ1∥ = ∥Θ2∥ = 1. Then we can define the
Lagrangian function:
L(Θ1,Θ2) =ΘT1 AΘ2−α(ΘT1 BXΘ1−1)−β (ΘT2 BYΘ2−1),
where α and β are the Lagrangian coefficients. To find the optimal solution, we let the
derivatives of L with respect to Θ1 and Θ2 be zeros to obtain:
∂L
∂Θ1
= AΘ2−2αBXΘ1 = 0, (4.16)
∂L
∂Θ2
= ATΘ1−2βBYΘ2 = 0. (4.17)
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Multiplying ΘT1 and Θ
T
2 on the left-hand-side of the above equations respectively, we have
ΘT1 AΘ2−2α = 0,
ΘT2 A
TΘ1−2β = 0.
Then we only need to find the maximum α . From Eqs. (4.16) and (4.17), we also have
AΘ2 = 2αBXΘ1 and ATΘ1 = 2αBYΘ2. (4.18)
By transforming the above equations to the form of block matrix, we have
(
0 A
AT 0
)(
Θ1
Θ2
)
= 2α
(
BX 0
0 BY
)(
Θ1
Θ2
)
. (4.19)
As a result, to find the optimal solution of (4.15) is equivalent to solve the generalized
eigen-decomposition problem (4.19).
4.3.5 Orthogonality Constraint
Until now we have only computed the projection vector for the first dimension. It is notice-
able that our objective function (4.15) is similar to the canonical correlation analysis (CCA).
However, the relative orthogonality constraints in CCA cannot reflect realistic intention for
our scheme. In this section, we use the induction method to compute the remaining vectors
successively and make them mutually orthogonal by using the matrix composed by previ-
ous output vectors as shown in Section 2.3.5. With this orthogonalization procedure, we can
realize our whole algorithm.
Suppose we have gained first p vectorsΘ1 = [a1, · · · ,ap] andΘ2 = [b1, · · · ,bp]. We need
to find the solutions ap+1 and bp+1 to the optimization problem (4.15) with the orthogonal
constraints
aT1 ap+1 = · · ·= aTp ap+1 = bT1 bp+1 = · · ·= bTp bp+1 = 0.
If we project all the local features in the image and text domains onto the subspaces
span(a1, · · · ,ap)⊥ and span(b1, · · · ,bp)⊥, respectively, then the optimization process will
be in these two subspaces and the output vectors will satisfy the orthogonal constraints. In
fact, we only need to solve the linear equations ΘT1 Z = 0 and Θ
T
2 Z = 0 with the unknown
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variable Z to obtain the orthonormal basis P1 ∈ RD1×(D1−p) and P2 ∈ RD2×(D2−p) of the
spaces span(a1, · · · ,ap)⊥ and span(b1, · · · ,bp)⊥, respectively, which is commonly used in
linear algebra. With the basis P1 and P2, the projections are simply as follows:
RD1 → RD1−p ∼= span(a1, · · · ,ap)⊥
x 7→ PT1 x
and
RD2 → RD2−p ∼= span(b1, · · · ,bp)⊥
y 7→ PT2 y.
In this case, we need to update all the matrices related to the local feature data:
A← PT1 AP2, BX ← PT1 BX P1, BY ← PT2 BY P2.
Now we can repeat the eigen-decomposition procedure described in the above optimiza-
tion section and output the optimal solutions ap+1 ∈ RD1−p and bp+1 ∈ RD2−p. Finally, we
recover ap+1 and bp+1 to the vectors inRD1 andRD2 by updating ap+1←P1ap+1 and bp+1←
P2bp+1, respectively. We summarize BSE in Algorithm 4.
4.4 Voting Scheme for Local Feature Indexing
Having obtained the projection matrices Θ1 and Θ2, we can easily embed the training local
features into binary hash codes by Eq. (4.1). For the query local features x̂ and ŷ, their hash
codes are obtained by H(x̂)= sgn(ΘT1 (x̂− 1N ∑Nj=1 x j)) and H(ŷ)= sgn(ΘT2 (ŷ− 1M ∑Mj=1 y j)),
respectively. Nevertheless, traditional linear search (e.g., Hamming distance ranking) with
complexity O(N) is not fast any more for our local feature hashing scenario, since N denotes
the total number (at least 3M for a large-scale database) of local features. To accomplish
the local feature based visual retrieval, in this chapter, we introduce a fast voting scheme
for local feature indexing [63]. We first build the Hamming lookup table (a.k.a. the hashing
table) for all the hash codes from image and text domains. Given a query, we can find the
bucket of corresponding hash codes in near constant time O(1), and return all the data in the
bucket as the retrieved results whether they are in image and text domains.
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Algorithm 4 Binary Set Embedding
Input: The local feature sets X and Y from image and text domains respectively, the num-
ber of centroids K in the K-means, the parameter δ for the NN-search, the balancing
parameter λ and the objective dimension (code length) d.
Output: The projection matricesΘ1 andΘ2 for the local features in image and text domains
respectively.
1: Preprocessing: centralize xi ← xi− 1N ∑Nk=1 xk, y j ← y j − 1M ∑Mk=1 yk for i = 1, · · · ,N,
j = 1, · · · ,M;
2: Construct local feature pairing setsP1 andP2, and their corresponding pairwise labels
ℓXi j and ℓ
Y
i j by K-means clustering for image and text domains, respectively;
3: Compute the weights W Xi j and W
Y
i j for the element-to-element structure and the similar-
ities SXi j and S
Y
i j for the set-to-set structure;
4: Initialization: Θ1 ← /0, Θ2 ← /0, P1 ← ID1 and P2 ← ID2;
5: for i = 1 to d do
6: Project training local features in image and text domains onto the subspaces
span(Θ1)⊥ and span(Θ2)⊥ by using the basis P1 and P2, respectively;
7: Solve the generalized eigen-decomposition problem (4.19) to obtain the vector(
ai
bi
)
corresponding to the largest generalized eigenvalue;
8: Recover ai ← P1ai and bi ← P2bi;
9: Update Θ1 ← [Θ1,ai] and Θ2 ← [Θ2,bi], and let P1 and P2 be the orthonormal basis
of span(Θ1)⊥ and span(Θ2)⊥ by solving the corresponding linear equations respec-
tively.
10: end for
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After construction of the Hamming lookup table over the training set, we store the cor-
responding indices for all the hash codes of local features. In this way, for a text query Q,
we search the hash code H(qi) for each local feature qk ∈ Q in the query Q = {q1, · · · ,qm}
over the Hamming lookup table within Hamming radius r and return the possible images’
indices. It is noteworthy that the same bucket in the Hamming lookup table may store the
indices from different images. Therefore, we vote and accumulate the times of each image’s
index appearing in relevant buckets and then rank them in a decreasing order. Specifically,
we assign a vector v = (v1, · · · ,vn) ∈ Rn for the query with the subscripts corresponding to
the indices of the images in the gallery. Then we update vi ← vi + 1 if there exists a local
feature from sample i, which is within Hamming radius r in one Hamming lookup. The
final retrieved samples are returned according to the descending order of (v1, · · · ,vn). And
for the image query, retrieval for the text results is performed by the same voting procedure.
We summarize the above voting scheme in Algorithm 5.
Algorithm 5 Voting Scheme for Local Feature Indexing
Input: The local feature sets X and Y from image and text domains respectively, the local feature
set of query text (image) Q = {q1, · · · ,qm}, Hamming radius r and the learned projections Θ1
and Θ2.
Output: The retrieved images (texts) ranked by similarity.
1: Encoding all the local features into Hamming space via the Eq. (4.1) with Θ1 and Θ2;
2: Construct Hamming lookup table over the training set;
3: for i = 1 to m do
4: For the query hash code H(qi), store all the possible image (text) indices fall into the Ham-
ming lookup table within Hamming radius r;
5: Assign vector v = (v1, · · · ,vn) ∈ Rn for the query Q and update vi ← vi + 1 if image (text) i
appears in one Hamming lookup;
6: end for
7: Sort (v1, · · · ,vn) in decreasing order;
8: return All the relevant images (texts) as the retrieved results.
4.5 Experiments
In this section, we evaluate the proposed BSE method on two public datasets: the Wiki
dataset and the NUS-WIDE dataset for cross-modal retrieval tasks. The relevant results
show that our BSE significantly outperforms several state-of-the-art methods.
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Table 4.1 MAP comparison on the Wiki and NUS-WIDE datasets.
Task Method Wiki NUS-WIDE16 bits 32 bits 48 bits 64 bits 80 bits 96 bits 16 bits 32 bits 48 bits 64 bits 80 bits 96 bits
CVH 0.210 0.163 0.142 0.129 0.137 0.132 0.371 0.382 0.426 0.413 0.405 0.393
IMH 0.221 0.224 0.232 0.220 0.213 0.208 0.498 0.492 0.473 0.477 0.468 0.466
Image MLBE 0.242 0.237 0.231 0.235 0.223 0.210 0.483 0.472 0.465 0.463 0.474 0.472
to CMSSH 0.231 0.233 0.238 0.242 0.245 0.247 0.501 0.504 0.510 0.513 0.515 0.518
Text CHMIS 0.237 0.240 0.245 0.248 0.248 0.251 0.492 0.497 0.513 0.515 0.521 0.524
CMFH 0.256 0.259 0.261 0.263 0.265 0.270 0.551 0.562 0.568 0.570 0.574 0.583
QCH 0.238 0.251 0.253 0.257 0.261 0.264 0.517 0.538 0.546 0.555 0.561 0.566
BSE 0.260 0.268 0.272 0.277 0.281 0.284 0.572 0.574 0.574 0.580 0.583 0.597
CVH 0.310 0.202 0.187 0.153 0.140 0.137 0.422 0.403 0.395 0.390 0.427 0.438
IMH 0.503 0.496 0.483 0.493 0.462 0.467 0.493 0.508 0.512 0.504 0.492 0.497
Text MLBE 0.483 0.432 0.319 0.262 0.231 0.220 0.510 0.501 0.472 0.486 0.488 0.493
to CMSSH 0.305 0.312 0.320 0.323 0.328 0.331 0.508 0.514 0.523 0.527 0.529 0.533
Image CHMIS 0.237 0.240 0.245 0.248 0.248 0.251 0.492 0.497 0.513 0.515 0.521 0.524
CMFH 0.601 0.605 0.612 0.618 0.625 0.633 0.650 0.674 0.688 0.707 0.707 0.711
QCH 0.316 0.357 0.369 0.427 0.456 0.471 0.554 0.583 0.588 0.601 0.624 0.633
BSE 0.614 0.618 0.625 0.633 0.638 0.640 0.671 0.684 0.710 0.721 0.728 0.732
All the compared methods (except “BSE”) utilize vector of locally aggregated descriptors (VLAD) in this
table.
4.5.1 Datasets
The Wiki dataset [124] collects samples from Wikipedia “featured articles”, containing
2866 image-text pairs in 10 semantic classes. For each image, a set of 128-d SIFT [103]
local features are extracted around salient points. For each text, we utilize the novel word-
to-vector technique [107] to extract the 200-d semantic word vectors trained from the first
billion characters from Wikipedia1 for each word. Following the setting in the original paper
[124], we take 2173 image-text pairs as the training set and the remaining 693 image-text
pairs as the query set.
The NUS-WIDE dataset [27] contains around 270,000 web images associated with 81
ground truth concept classes. As in [101], we only use the most frequent 21 concept classes,
each of which has abundant relevant images ranging from 5,000 to 30,000. Unlike other
datasets, each image in the NUS-WIDE dataset is assigned with multiple semantic labels
(tags). In our work, two images belong to the same class, only if they share at least one
common tag. Similarly, each image or text sample is represented by a set of SIFT features
or a set of word vectors, respectively, as in the Wiki dataset. We further sample randomly
100 images from each of the selected 21 tags to form a query set of 2,100 images with the
rest serving as the training set, since some of the remaining 60 tags contain too few images
for the retrieval task.
1https://code.google.com/p/word2vec/
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4.5.2 Compared Methods and Experimental Settings
In our experiments, since few works focus on the local feature representation based hashing
scheme for cross-modal retrieval, we can only systematically compare the proposed BSE
method with six prevailing global hashing methods for cross-modal retrieval tasks: CVH
[78], MLBE [186], IMH [144], CMSSH [18], CHMIS [179], CMFH [33] and QCH [170].
For fair comparison, all the methods are implemented on the same SIFT features and word
vectors in image and text domains, respectively. Specifically, for the global methods, we
use the vector of locally aggregated descriptors2 (VLAD) [64] to embed sets of SIFT/word
vectors from each image/text into an integrated representation. For CVH, IMH, CMSSH
and CMFH, the view-specific hashing codes can be learned while CHMIS is a cross-view
fusion method which learns integrated hash codes. We implement CVH, IMH ourselves
and utilize the public codes of MLBE, CMSSH, CHMIS, CMFH and QCH to calculate
the results. All the parameters in compared methods are strictly selected according to their
original publications.
For BSE, the parameter K for K-means is chosen from one of {100,200, · · · ,1000} via
10-fold cross-validation on the training data and the best performed value of K is selected.
Furthermore, the balancing parameter λ is also selected from one of {0.05,0.1, · · · ,0.5},
which yields the best performance by 10-fold cross-validation on the training set. δ for the
NN-search is always fixed at 0.5 and the Hamming radius r is equal to 3.
For the query phase, we use the voting scheme introduced in Section 4.4 to retrieve
neighbors of the query. We further report the mean average precision (MAP) of the top 50
retrieved images/documents for both of the datasets. It is defined as
MAP =
1
|Q|
|Q|
∑
i=1
1
50
50
∑
j=1
P(i j),
where |Q| is the size of the query set and P(i j) indicates the precision of the top j retrieved
texts (images) of the i-th image (text). In addition, all of the methods are evaluated on six
different lengths of codes {16,32,48,64,80,96}. The selection of training and test samples
is repeated five times for all the datasets and the compared methods, and we report the
averages as the final results.
2The best number of clusters K used in VLAD is selected via 10-fold cross-validation on the training data
from K = 100 to K = 1000 with step 100.
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Fig. 4.2 Comparison of the MAP of BSE with respect to parameters K and λ on the Wiki
and NUS-WIDE datasets with different bit lengths.
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Table 4.2 Computational complexity for the test phase with the 48-bit codes on the Wiki
and NUS-WIDE datasets.
❵❵❵❵❵❵❵❵❵❵❵❵❵❵Datasets
Complexity
Task Training time (s)
Average coding time (ms)
for each local feature
Average querying time (ms)
for each image/text
HashTable size (MB)
Wiki Image to text 987.16 1.62 203.46 6.75
(4×104 pairs) Text to image - 1.70 97.24 21.63
NUS-WIDE Image to text 2172.50 1.53 157.20 3.61
(8×105 pairs) Text to image - 1.79 21.4 254.34
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Fig. 4.3 The precision-recall curves of all compared algorithms on the Wiki dataset with the
code length of 32 bits.
4.5.3 Results and Discussions
In this section, we will show the compared results of BSE and other methods, the parameter
sensitivity analysis and the training size sensitivity analysis, respectively.
Table 4.1 illustrates the MAP on both Wiki and NUS-WIDE datasets. Since we focus
on the cross-modal retrieval task, we show the corresponding results on two aspects respec-
tively: image query vs. text database (I2T) and text query vs. image database (T2I). From
the table, we can observe that the MAP of a text query is generally higher than that of an
image query. The reason is that the text can better describe the semantic meaning of the
image-text pairs than the image. Given an image query, since it only describes the low-level
visual information, it is difficult to find semantically similar texts for it accurately.
From Table 4.1, it is easy to discover that the searching accuracies from CVH, IMH
and MLBE are always fluctuant with the increase of the code length. Specifically, in terms
of IMH and MLBE, the best performances are usually achieved with small bits (i.e., 16
and 32 bits, respectively) for both I2T and T2I on two datasets. For CVH, the highest
results constantly appear with 16 bits on the Wiki dataset, while the best results are obtained
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Fig. 4.4 The precision-recall curves of all compared algorithms on the NUS-WIDE dataset
with the code length of 32 bits.
with 96 bits on the NUS-WIDE dataset. Besides, we can also find that with the code length
increasing, the results calculated by CMSSH, CHMIS and CMFH are getting higher on both
datasets. In particular, CHMIS always achieves better performance than CMSSH for I2T
search, but obtains lower accuracies than CMSSH for T2I search. Since CHMIS is regarded
as a cross-view fusion method, it cannot directly compute the separated codes for image and
text domains respectively. Thus, the same integrated codes are used for I2T and T2I and
give the same performance on these two domains. Different from all above conventional
methods, our proposed BSE method successfully considers the relationship between local
features on inter/intra data structures and completes retrieval via the local hash based feature
indexing scheme. The related results demonstrate our BSE can achieve significantly better
performance than CVH, IMH, MLBE, CMSSH, CHMIS and QCH for both I2T and T2I
on Wiki and NUS-WIDE datasets and even outperforms the recent CMFH method. It is
noticeable that CMFH’s results are slightly lower than the results in the original paper [33].
The reason is the use of word vectors which can be trained offline and independent of any
specific dataset unlike the provided dataset-oriented LDA representation. In addition, we
used 21 most frequent classes of the NUS-WIDE dataset, which is larger than the ten largest
concepts used in their paper. Beyond those, the precision-recall curves with the code length
of 32 are also shown in Figs. 4.3 and 4.4. By measuring the area under curve (AUC), it
can be obviously observed that BSE consistently performs better than other state-of-the-art
methods. Moreover, the computational complexity for the test phase with the 48-bit codes
on the Wiki and NUS-WIDE datasets is in Table 4.2.
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To make our method more convincing, Table 4.3 gives a comparison between the pro-
posed BSE and other cross-modal metric learning methods which also map multiple modal-
ities into a shared space. In particular, we use VLAD to construct global representations for
images and texts as mentioned before and then CCA and supervised CCA (SCCA) [170]
are utilized to learn the real-valued low-dimensional data for cross-modal retrieval. It is
noticeable that the improvements for the text-to-image task are more significant than those
obtained for the image-to-text task. The main reason is that the algorithms could gain more
precise semantic information from the given text query than the given image query. Text
samples and class labels directly reflect the semantic information while understanding com-
plex images with multiple objects is still a difficult task.
4.5.4 Parameter Sensitivity
In this section, we illustrate the sensitivity of two parameters: the number of clusters K and
the balance parameter λ , on the Wiki and NUS-WIDE datasets with different bit lengths.
We report the best results for a fixed parameter with varying other parameters in Fig. 4.2.
As we can see from the figure, the results on two datasets at all different code lengths have
the similar tendency. For the parameter K, we can observe that a small value of K (K = 300)
in the K-means works better for the Wiki dataset with all bit lengths, since it is a relatively
small dataset containing only 2173 image-text data with 10 semantic classes for training.
While for the NUS-WIDE dataset, the best value of K always tends to be large (K = 900)
for both I2T and T2I search. Furthermore, from the whole perspective, the tendency of the
accuracies on NUS-WIDE with the change of K goes stably, which indicates that our final
results are not sensitive to the choice of K. In Fig. 4.2, we also demonstrate the sensitivity
of the balance parameter λ . It is discovered that with the increase of λ , the search results
always rapidly grow and then slightly drop down with all bit lengths. The best results
are usually achieved when λ = 1 on both Wiki and NUS-WIDE datasets. However, the
final accuracies are more sensitive on the NUS-WIDE dataset when λ takes various values
compared with those on the Wiki dataset. The comparison has shown the fact that we
can reduce the range near the best point in the future tuning of parameters, i.e., the range
for tuning K is proportional to the training size and the range for tuning λ is around 1.
Additionally, we evaluate the effectiveness of element-to-element structure preserving and
set-to-set structure preserving in Eq. (4.15) on both datasets, respectively. From Table 4.4
we can observe that only preserving element-to-element structure (i.e., λ = 0) or set-to-
set structure (i.e., λ = +∞) individually cannot achieve the best performance. To further
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Table 4.3 MAP comparison with state-of-the-art cross-modal metric learning methods on
both datasets.
Dataset Task Code length CCA SCCA BSE
8 0.171 0.224 0.237
Image 16 0.178 0.218 0.260
Wiki to 24 0.180 0.213 0.265
Text 32 0.179 0.210 0.268
48 0.175 0.212 0.272
8 0.201 0.460 0.608
Text 16 0.214 0.427 0.614
Wiki to 24 0.233 0.401 0.615
Image 32 0.246 0.388 0.618
48 0.244 0.372 0.625
8 0.428 0.465 0.567
Image 16 0.420 0.460 0.572
NUS-WIDE to 24 0.413 0.454 0.573
Text 32 0.404 0.451 0.574
48 0.397 0.446 0.574
8 0.433 0.472 0.665
Text 16 0.427 0.470 0.671
NUS-WIDE to 24 0.419 0.465 0.677
Image 32 0.405 0.453 0.684
48 0.401 0.448 0.710
All the compared methods (except “BSE") utilize vector of locally aggregated descriptors
(VLAD) in this table.
explore the advantages of the orthogonality constraint in Eq. (4.15), the results of BSE
without orthogonal projection learning in Section 4.3.5 are also included in Table 4.4, where
the learning procedure is similar to CCA.
4.5.5 Training Size Sensitivity
For the training phase, although we always fix the number of the training samples as men-
tioned in Section 4.5.1, the number of constructed local feature pairs for element-to-element
preserving can be varied. Theoretically, more local pairs used in the training phase will lead
to better results. If there exists N local features, the maximum number of pairs can be N2.
However, N for large datasets can be over a million. It is infeasible to utilize all the local
pairs in training due to the computational costs. Thus, in our experiments, we randomly
select a subset of the pairs, which contains 30% positive pairs and 70% negative pairs, sim-
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Table 4.4 MAP comparison with different settings of the proposed BSE
Task Method Wiki NUS-WIDE16 bits 32 bits 48 bits 64 bits 80 bits 96 bits 16 bits 32 bits 48 bits 64 bits 80 bits 96 bits
Image Only element-to-element structure preserving 0.098 0.121 0.135 0.136 0.145 0.157 0.201 0.224 0.258 0.260 0.271 0.302
to Only set-to-set structure preserving 0.202 0.251 0.223 0.238 0.240 0.245 0.528 0.536 0.521 0.528 0.532 0.540
Text BSE without orthogonality constraint 0.244 0.250 0.253 0.259 0.266 0.270 0.546 0.558 0.567 0.573 0.575 0.582
BSE 0.260 0.268 0.272 0.277 0.281 0.284 0.572 0.574 0.574 0.580 0.583 0.597
Text Only element-to-element structure preserving 0.401 0.415 0.423 0.456 0.460 0.471 0.248 0.268 0.290 0.300 0.329 0.335
to Only set-to-set structure preserving 0.577 0.570 0.570 0.576 0.583 0.585 0.638 0.647 0.664 0.670 0.671 0.674
Image BSE without orthogonality constraint 0.608 0.612 0.618 0.623 0.627 0.634 0.666 0.677 0.692 0.703 0.715 0.720
BSE 0.614 0.618 0.625 0.633 0.638 0.640 0.671 0.684 0.710 0.721 0.728 0.732
“Only element-to-element structure preserving” refers to λ = 0 in Eq. (4.15). On the
contrary, “Only set-to-set structure preserving” refers to λ =+∞ in Eq. (4.15). “BSE
without orthogonality constraint” indicates solving Eq. (4.15) under CCA-like solution
without orthogonal projection optimization.
Table 4.5 Effect of Training Pair Size on MAP at 48-bit.
Datasets Pair Size Image to Text Text to Image
1×104 0.202 0.558
Wiki 2×104 0.224 0.586
4×104 0.251 0.608
8×104 0.272 0.625
2×105 0.493 0.640
NUS-WIDE 4×105 0.518 0.672
8×105 0.541 0.695
1.6×106 0.574 0.710
ilar to [137], during the training phase. Table 4.5 illustrates the corresponding results by
varying the number of pairs. Obviously, the proposed BSE can achieve significantly better
results when the pair number equals 8× 104 and 1.6× 106 on two datasets with the total
numbers of local feature pairs 4×1011 and 1×1013 respectively. In addition, different ra-
tios for the number of positive and negative feature pairs with 48 bits codes on both Wiki
and NUS-WIDE datasets are illustrated in Fig. 4.5, as well. From Fig. 4.5, it is observed
that the performance on Wiki is quite stable when varying the ratio of positive and negative
pairs, while for NUS-WIDE there always exists fluctuation in terms of MAP.
4.5.6 Generalization
In this experiment, we train the hash functions of different methods on the combination of
the Wiki and NUS-WIDE datasets. Since the local features from the image and text domains
that we used, i.e., SIFT and word vectors, are irrelevant to any specific dataset, we can unite
the features of the Wiki and NUS-WIDE datasets together to form a larger dataset. For the
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Fig. 4.5 MAP (48 bits) via different ratios of positive/negative pair construction on the Wiki
and NUS-WIDE datasets
Table 4.6 MAP comparison on the combination of the Wiki and NUS-WIDE datasets.
Task Code length CVH IMH MLBE CMSSH CHMIS CMFH BSE
16 0.264 0.301 0.306 0.341 0.317 0.351 0.441
Image 32 0.251 0.296 0.313 0.350 0.329 0.358 0.450
to 48 0.244 0.304 0.315 0.357 0.336 0.367 0.457
Text 64 0.237 0.310 0.311 0.368 0.348 0.407 0.465
80 0.230 0.323 0.320 0.372 0.364 0.397 0.479
96 0.227 0.335 0327 0.380 0.382 0.385 0.487
16 0.337 0.501 0.487 0.401 0.317 0.620 0.681
Text 32 0.279 0.493 0.445 0.408 0.329 0.627 0.693
to 48 0.256 0.481 0.348 0.419 0.336 0.631 0.703
Image 64 0.233 0.458 0.364 0.400 0.348 0.630 0.736
80 0.247 0.453 0.356 0.403 0.364 0.649 0.738
96 0.252 0.444 0.348 0.398 0.382 0.664 0.742
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global methods, we still use the above VLAD representations. As shown in Table 4.6, the
results of almost every method are between the corresponding ones of the Wiki and NUS-
WIDE datasets in Table 4.1. Generally, the text-to-image results on the combined dataset
are better than the ones on the Wiki dataset since more sufficient semantic information
for images can be learned in the larger dataset. In contrast, the image-to-text results on
the combined dataset are lower than the ones on the NUS-WIDE dataset for the reason
that the images in NUS-WIDE are only with several tags rather than documents and the
retrieval results are possibly the words in Wiki. Additionally, our method has significantly
outperformed the other state-of-the-art cross-modality hashing methods and improved the
text-to-image MAP compared with the results on both datasets.
4.6 Summary
In this chapter, a novel cross-modal hashing scheme called Binary Set Embedding (BSE)
has been presented. Aiming for a general representation that is independent of any dataset,
we have employed local feature descriptors for both image and text modalities. BSE as-
sociates the local feature set of images with the semantic information of the corresponding
documents and embeds them into a common Hamming space. Due to the nature of local fea-
tures, BSE simultaneously preserves the element-to-element and set-to-set structures which
are correspondent to the data points and the source information of local features respec-
tively in the intra-model relationship. Extensive results have shown that BSE outperforms
state-of-the-art methods in terms of cross-modal retrieval tasks. Our future work aims to
generalize our approach to carry out the cross-modal task for data from multiple modalities.
In addition, we will collect a new large-scale image-text dataset to achieve more complex
and challenging cross-modal retrieval tasks.
Chapter 5
Kernelized Multiview Projection for
Multimedia Data Fusion
5.1 Introduction
Traditional feature reduction techniques as the proposed algorithms in previous chapters
are mainly based on single feature representations, a.k.a. single-view representation, either
global [62, 129] or local [16, 107]. For local methods, descriptors such as SIFT [103] are
computed for each detected or densely sampled point, then the Bag-of-Words scheme or
its improved version is employed to embed these local features into a holistic representa-
tion. On the one hand, local feature based methods tend to be more robust and effective in
challenging scenarios, while this kind of representation is often not precise and informative
because of the quantization error during the codebook construction and the loss of structural
relationships among local features. On the other hand, global representations [30, 114] de-
scribe the image as a whole. Unfortunately, global methods are sensitive to shift, scaling,
occlusion and cluttering, which commonly exist in realistic images.
Notwithstanding the remarkable results achieved by both local and global methods in
some cases, most of them are still based on a single view (feature representation). In realistic
applications, variations in lighting conditions, intra-class differences, complex backgrounds
and viewpoint and scale changes all lead to obstacles for robust feature extraction. Naturally,
single representations cannot handle realistic tasks to a satisfactory extent.
In practice, a typical sample can be represented by different views/features, e.g., gra-
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dient, shape, color, texture and motion. Generally speaking, these views from different
feature spaces always maintain their particular statistical characteristics. Accordingly, it is
desirable to incorporate these heterogeneous feature descriptors into one compact represen-
tation, leading to the multiview learning approaches. These techniques have been designed
for multiview data classification [189], clustering [13] and feature selection [182]. For such
multiview learning tasks, the feature representations are usually very high-dimensional for
each view. However, little effort has been paid to learning low-dimensional and compact
representations for multiview computer vision tasks. Thus, how to obtain an effective low-
dimensional embedding to discover the discriminative information from all views is a wor-
thy research topic, since the effectiveness and efficiency of the methods drop exponentially
as the dimensionality increases, which is commonly referred to as the curse of dimension-
ality.
Existing multiview embedding techniques include the multiview spectral embedding
(MSE) [172] and the multiview stochastic neighbor embedding (m-SNE) [174], which have
explored the locality information and probability distributions for the fusion of multiview
data respectively. Recently, Han et al. [50] proposed a sparse unsupervised dimensionality
reduction to obtain a sparse representation for multiview data. However, these methods are
only defined on the training data and it remains unclear how to embed the new test data due
to their nonlinearity. In other words, they suffer from the out-of-sample problem [8], which
heavily restricts their applicability in realistic and large-scale vision tasks.
In this chapter, to tackle the out-of-sample problem, we propose a novel unsupervised
multiview subspace learning method called kernelized multiview projection (KMP), which
can successfully learn the projection to encode different features with different weights
achieving a semantically meaningful embedding. KMP considers different probabilistic dis-
tributions of data points and the locality information among data simultaneously. Instead of
using the multiview features directly, the kernel matrices from multiple views enable KMP
to normalize the scales and the dimensions of different features. In fact, we show that the
fusion of multiple kernels is actually the concatenation of features in the high-dimensional
reproducing kernel Hilbert space (RKHS), while the learning phase of KMP remains in the
low-dimensional space. Having obtained kernels for each view in RKHS, KMP can not
only fuse the views by exploring the complementary property of different views as multiple
kernel learning (MKL) [45, 80, 159], but also find a common low-dimensional subspace
where the distribution of each view is sufficiently smooth and discriminative.
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A simple multiview embedding framework is to concatenate the feature vectors from differ-
ent views together as a new representation and utilize an existing dimensionality reduction
method directly on the concatenated vector to obtain the final multiview representation.
Nonetheless, this kind of concatenation is not physically meaningful because each view has
a specific characteristic. Besides, the relationship between different views is ignored and
the complementary nature of intrinsic data structure of different views is not sufficiently
explored.
One feasible solution is proposed in [102] called distributed spectral embedding (DSE).
In this multiview scheme, a spectral embedding scheme is first performed on each view, re-
spectively, producing the individual low-dimensional representations. After that, a common
compact embedding is finally learned to guarantee that it would be similar with all single-
view’s representations as much as possible. Although the spectral structure of each view can
be effectively considered for learning a multiview embedding via DSE, the complementarity
between different views is still neglected.
To effectively and efficiently learn the complementary nature of different views, multi-
view spectral embedding (MSE) is introduced in [172]. The main advantage of MSE is that
it can simultaneously learn a low-dimensional embedding over all views rather than separate
learning as in DSE. Additionally, MSE shows better effectiveness in fusing different views
in the learning phase.
However, both DSE and MSE are based on nonlinear embedding, which leads to a se-
rious computational complexity problem and the out-of-sample problem [8]. In particular,
when we apply them to classification or retrieval tasks, the methods have to be re-trained for
learning the low-dimensional embedding when new test data are used. Due to their nonlin-
earity nature, this will cause heavily computational costs and even become impractical for
realistic and large-scale scenarios.
Towards solving the out-of-sample problem for multiview embedding, we propose a
unsupervised projection method, namely, KMP. It is noteworthy that, as a linear method,
a projection is learned via the proposed KMP using all of the training data. Nevertheless,
different from non-linear approaches, once the learning phase finishes, the projection will
be fixed and can be directly applied to embed any new test sample without re-training.
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5.3 Kernelized Multiview Projection
5.3.1 Notations
Given N training samples {S1, · · · ,SN} and M different descriptors for multiview feature
extraction, X ip ∈ RDi represents the feature vector for the i-th view and p-th sample. Since
the dimensions of various descriptors are different, kernel matrices K1, · · · ,KM ∈ RN×N are
constructed by the kernel functions such as the RBF kernel and the polynomial kernel, for
the fusion of different views in the same scale. Our task is to output an optimal projection
matrix P ∈ RN×d and weights (α1, · · · ,αM) satisfying ∑Mi=1αi = 1 for kernel matrices such
that the fused feature matrix Y = [y1, · · · ,yN ]T = KP = (∑Mi=1αiKi)P can represent original
multiview data comprehensively.
The projection learning of KMP is based on the similarity matrix Wi in which (Wi)pq
represents the similarity value between the p-th sample and the q-th sample. Generally, the
similarity can be calculated by some kernel function. For instance, the heat kernel function
is popularly used to measure the similarity between two samples. With the above similarity
matrix, we can define the Laplacian matrix Li = Di−Wi for the i-th view, i = 1,2, · · · ,M,
where Di is a diagonal matrix with (Di)pp = ∑q(Wi)pq. However, the mechanisms of sim-
ilarity computation for images and videos are different since their feature structures are
different. We first introduce the learning phase of KMP. Section 5.4 will describe different
ways to calculate the similarity matrix for images and videos.
5.3.2 Multiview Kernel Fusion
Due to the complementary nature of different descriptors, we assign different weights for
different views. The goal of KMP is to find the basis of a subspace in which the lower-
dimensional representation can preserve the intrinsic structure of original data. There-
fore, we impose a set of nonnegative weights α = (α1, · · · ,αM) on the similarity matrices
W1, · · · ,WM and we have the fused similarity matrix W = ∑Mi=1αiWi, fused diagonal matrix
D = ∑Mi=1αiDi and the fused Laplacian matrix L = ∑
M
i=1αiLi.
For the kernel matrix, we also define the fused kernel matrix K = ∑Mi=1αiKi. In fact,
suppose φi is the substantial feature map for kernel Ki, i.e., Ki = φi(X i)Tφi(X i), then the
fused kernel value is computed by the feature vector concatenated by the mapped vectors
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via φ1, · · · ,φM, since we have
K =
M
∑
i=1
αiKi =
M
∑
i=1
αiφi(X i)Tφi(X i)
=

√
α1φ1(X1)
...√
αMφM(XM)

T 
√
α1φ1(X1)
...√
αMφM(XM)

= φ(X)Tφ(X),
where φ(·)= [√α1φ1(·)T , · · · ,√αMφM(·)T ]T is the fused feature map and X =(X1, · · · ,XM)
is the M-tuple consisting of features from all the views.
To preserve the fused locality information, we need to find the optimal projection for the
following optimization problem:
argmin
v
∑
p,q
∥vTψp−vTψq∥22(W )pq, (5.1)
where ψp is the fused mapped feature, i.e., [ψ1, · · · ,ψN ] = φ(X). Through simple algebra
derivation, the above optimization problem can be transformed to the following form:
argmin
v
tr(vTφ(X)Lφ(X)T v). (5.2)
With the constraint tr(vTφ(X)Dφ(X)T v) = 1, minimizing the objective function in Eq. (5.2)
is to solve the following generalized eigenvalue problem:
φ(X)Lφ(X)T v = λφ(X)Dφ(X)T v. (5.3)
Note that each solution of problem (5.3) is a linear combination of ψ1, · · · ,ψN , and there
exists an N-tuple p = (p1, · · · , pN)T ∈ RN such that v = ∑Ni=1 piψi = φ(X)p. For matrix V
consisting of all the linearly independent solutions of problem (5.3), there exists a matrix P
such that V = φ(X)P. Therefore, with the additional constraint tr(PTφ(X)Dφ(X)T P) = 1,
88 Kernelized Multiview Projection for Multimedia Data Fusion
we can formulate the new objective function as follows:
argmin
P,α
tr(PT KLKP)
s.t. tr(PT KDKP) = 1,
M
∑
i=1
αi = 1, αi ≥ 0,
(5.4)
or in the form associated with the norm constraint:
argmin
P,α
tr(PT KLKP)
tr(PT KDKP)
, s.t.
M
∑
i=1
αi = 1, αi ≥ 0. (5.5)
5.3.3 Alternate Optimization via Relaxation
In this section, we employ a procedure of alternate optimization [10] to derive the solution
of the optimization problem. To the best of our knowledge, it is difficult to find its optimal
solution directly, especially for the weights in (5.5).
First, for a fixed α , finding the optimal projection P is simply reduced to solve the
generalized eigenvalue problem
KLKp = λKDKp, (5.6)
and set P = [p1, · · · ,pd] corresponds to the smallest d eigenvalues based on the Ky-Fan
theorem [11].
Next, to optimize α , we derive a relaxed objective function from the original problem.
The output of the relaxed function can ensure that the value of the objective function in (5.5)
is in a small neighborhood of the true minimum.
We fix the projection P to update α individually. Without loss of generality, we first
consider the condition that M = 2, i.e., there are only two views. Then the optimization
problem (5.5) is reduced to
argmin
P,α
tr(PT KLKP)
tr(PT KDKP)
, α1+α2 = 1, α1,α2 ≥ 0. (5.7)
For simplicity, we denote Li jk = tr(PT KiLkK jP) and Di jk = tr(PT KiDkK jP), i, j,k ∈ {1,2}.
Then we can simply find that Li jk = L jik and Di jk = D jik.
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Relaxation With the Cauchy-Schwarz inequality [51], the relaxation for the objective
function in (5.7) is shown in the following equation:
tr(PT KLKP)
tr(PT KDKP)
=
tr
(
PT (α1K1+α2K2)(α1L1+α2L2)(α1K1+α2K2)P
)
tr
(
PT (α1K1+α2K2)(α1L1+α2L2)(α1K1+α2K2)P
)
=
α31 L111+2α
2
1α2L121+α1α22 L221+α21α2L112+2α1α22 L122+α32 L222
α31 D111+2α21α2D121+α1α22 D221+α21α2D112+2α1α22 D122+α
3
2 D222
≤ 1
α31 L111+2α21α2L121+α1α22 L221+α21α2L112+2α1α22 L122+α
3
2 L222
×
(
(α31 L111)
2
α31 D111
+
(2α21α2L121)2
2α21α2D121
+
(α1α22 L221)2
α1α22 D221
+
(α21α2L112)2
α21α2D112
+
(2α1α22 L122)2
2α1α22 D122
+
(α32 L222)
2
α32 D222
)
=
1
α31 L111+2α21α2L121+α1α22 L221+α21α2L112+2α1α22 L122+α
3
2 L222
×
(
α31 L111
L111
D111
+2α21α2L121
L121
D121
+α1α22 L221
L221
D221
+α21α2L112
L112
D112
+2α1α22 L122
L122
D122
+α32 L222
L222
D222
)
= ∑
i, j,k∈{1,2}
wi jk(α1,α2)
Li jk
Di jk
, (5.8)
where wi jk is the coefficient of
Li jk
Di jk
and ∑i, j,k∈{1,2}wi jk = 1. In this way, the objective
function in (5.7) is relaxed to a weighted sum of Li jkDi jk . Thus, minimizing the weighted sum
of the right-hand-side in (5.8) can lower the objective function value in (5.7). Note that
α21α1 =
1
2
α1 ·α1 ·2α2 ≤ 12
(
α1+α1+2α2
3
)3
=
4
27
,
and then the weights without containing α31 and α
3
2 are always smaller than a constant.
Therefore, we only ensure that a part of the terms in the weighted sum is minimized, i.e., to
solve the following optimization problem:
argmin
α1,α2
w111
L111
D111
+w222
L222
D222
, s.t. w111+w222 = 1. (5.9)
Since w111 and w222 are the functions of (α1,α2), we first find the optimal weights without
parameters (α1,α2). To avoid trivial solution, we assign an exponent r > 1 for each weight.
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By denoting γ1 = w111 and γ2 = w222, the relaxed optimization will be
argmin
γ1,γ2
γr1
L111
D111
+ γr2
L222
D222
, s.t. γ1+ γ2 = 1,γ1,γ2 ≥ 0. (5.10)
For (5.10), we have the Lagrangian function with the Lagrangian multiplier η :
L(γ1,γ2,η) = γr1
L111
D111
+ γr2
L222
D222
−η(γ1+ γ2−1). (5.11)
We only need to set the derivatives of L with respect to γ1, γ2 and η to zeros as follows:
∂L
∂γ1
= rγr−11
L111
D111
−η = 0, (5.12)
∂L
∂γ2
= rγr−12
L222
D222
−η = 0, (5.13)
∂L
∂η
= γ1+ γ2−1 = 0. (5.14)
Then γ1 and γ2 can be calculated by
γ1 =
(L222D111)
1
r−1
(L222D111)
1
r−1 +(L111D222)
1
r−1
,
γ2 =
(L111D222)
1
r−1
(L222D111)
1
r−1 +(L111D222)
1
r−1
.
(5.15)
Having acquired γ1 and γ2, we can obtain α1 and α2 by the corresponding relationship
between the coefficients of the functions in (5.9) and (5.10):
α31 L111
α32 L222
=
w111
w222
=
γr1
γr2
. (5.16)
With the constraint α1+α2 = 1, we can easily find that
α1 =
(γr1L222)
1
3
(γr1L222)
1
3 +(γr2L111)
1
3
,
α2 =
(γr2L111)
1
3
(γr1L222)
1
3 +(γr2L111)
1
3
.
(5.17)
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Hence, for the general M-view situation, we also have the corresponding relaxed prob-
lems:
argmin
∑Mi=1αi=1
∑
i, j,k∈{1,··· ,M}
wi jk(α1, · · · ,αM)
Li jk
Di jk
(5.18)
and
argmin
γ1,··· ,γM
M
∑
i=1
γri
Liii
Diii
, s.t.
M
∑
i=1
γi = 1, γi ≥ 0. (5.19)
The coefficients (γ1, · · · ,γM) and (α1, · · · ,αM) can be obtained in similar forms:
γi =
(Diii/Liii)
1
r−1
∑Mj=1(D j j j/L j j j)
1
r−1
, i = 1, · · · ,M (5.20)
and
αi =
(γri /Liii)
1
3
∑Mj=1(γrj/L j j j)
1
3
, i = 1, · · · ,M. (5.21)
Convergence Although the weight α obtained in the above procedure is not the global
minimum, the objective function is ensured in a range of small values. We let F1 and F2 be
the objective functions in (5.5) and (5.18), respectively, and let
F3 = ∑
i= j=k
wi jk
Li jk
Di jk
=
M
∑
i=1
wiii
Liii
Diii
. (5.22)
We can find that F1 ≤ F2 and if there exists αi = 1 for some i, then F1 = F2 = F3. During
the alternate procedure, for optimizing P, F1 is minimized, and for optimizing α , F3 is
minimized. Denote m1 = max(F1−F3) and (P1,α1) = argmax(F1−F3), then we have
minF3+m1 ≤ F3(P1,α1)+(F1−F3)(P1,α1) = F1(P1,α1)≤maxF1,
and we can define the following nonnegative continuous function:
F4(P,α) = max
(
F1(P,α),minα
(
F3(P,α)+m1
))
. (5.23)
Note that minα
(
F3(P,α) +m1
)
is independent of α , thus for any P, there exists α0,
such that F1(P,α0) = minα
(
F3(P,α)+m1
)
. If we impose the above alternate optimization
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on F4, F4 is nonincreasing and therefore converges. Though α does not converge to a fixed
point, the value of F1 is reduced into a small district, which is smaller than minα F3 plus a
constant. It is also worthwhile to note that F3 is actually the weighted sum of the objective
functions for preserving each view’s locality information. However, the optimization for F3
still learns information from each view separately, i.e., the locality similarity is not fused.
We summarize the KMP in Algorithm 6.
During the testing phase, having acquired the data from each view X1test , · · · ,XMtest of a
test video sequence vtest , we first compute the kernel values to form the representation of
vtest in RKHS of each view:
kitest = (ki(v1,vtest), · · · ,ki(vN ,vtest)), i = 1, · · · ,M,
where ki(·, ·) is the kernel function. Using the weights (α1, · · · ,αM) optimized by Algo-
rithm 1, we have the fused representation of vtest : ktest = ∑Mi=1αikitest . Then the final fused
representation of vtest in the reduced space is ytest = ktestP.
Algorithm 6 Kernelized Multiview Projection
Input: The training samples {S1, · · · ,SN} and parameter r > 1.
Output: The projection matrix P ∈ RN×d and the weights α = (α1, · · · ,αM) ∈ RM for
kernel matrices.
1: Extract multiple features from each training image and obtain data matrices X ip, p =
1, · · · ,N, i = 1, · · · ,M;
2: Compute the similarity matrices W1, · · · ,WM and the Laplacian matrices L1 · · · ,LM for
each view;
3: Compute the kernel matrices K1, · · · ,KM ∈ RN×N and the Laplacian matrices
L1, · · · ,LM ∈ RN×N for M views;
4: Initialize α ← ( 1M , · · · , 1M );
5: repeat
6: Compute the fused kernel matrix K = ∑Mi=1αiKi and the fused Laplacian matrix L =
∑Mi=1αiLi;
7: Compute P by solving the generalized eigenvalue problem (5.6);
8: Compute coefficients γ = (γ1, · · · ,γM) by Eq. (5.20);
9: Transform γ to α by Eq. (5.21);
10: until F4 defined in Eq. (5.23) converges.
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5.4.1 Computation for Images
For each view of images, we value the similarity of each sample pair by using the neighbors
of each point. The construction of Wi is illustrated below via the ℓ1-graph [26], which is
demonstrated to be robust to data noise, automatically sparse and adaptive to the neighbor-
hood.
For each X ip, we find the coefficients β ∈ RN−1 such that X ip = Bβ , where
B = [X i1, · · · ,X ip−1,X ip+1, · · · ,X iN ] ∈ RDi×(N−1).
Considering the noise effect, we can rewrite it as X ip =B
′β ′, where B′= [B, I]∈RDi×(Di+N−1)
and β ′ ∈RDi+N−1. Thus, seeking the sparse representation for X ip leads to the following op-
timization problem:
argmin
β ′
∥X ip−B′β ′∥2, s.t. ∥β ′∥1 < ε, (5.24)
where ε is the parameter with a small value. This problem can be solved by the orthogonal
matching pursuit [116].
Considering different probabilistic distributions that exist over the data points and the
natural locality information of the data, we first employ the Gaussian mixture model (GMM)
on the training data for each view. On the one hand, it has been proved that data in the high-
dimensional space do not always follow the same distribution, but are naturally clustered
into several groups. On the other hand, realistic data distributions basically follow the same
form, i.e., Gaussian distribution. In this case, G clusters are obtained by the unsupervised
GMM clustering for each view. Thus, we can solve the above problem (5.24) using the data
from the same cluster to represent each point rather than the whole data points B, which is
also regarded as a solution to alleviate the computational complexity of problem (5.24).
In particular, for β ′ = (β1, · · · ,βDi+N−1), we can first set βq = 0 if X iq and X ip are in
different clusters, ∀q ̸= p, then solve the above problem. Now the similarity matrix Wi ∈
RN×N can be defined as: (Wi)pp = 0, ∀p, (Wi)pq = |βq| if q < p, and (Wi)pq = |βq−1| if
q > p. To ensure the symmetry, we update Wi ← (W Ti +Wi)/2. Then we set the diagonal
matrix Di ∈ RN×N with (Di)pp = ∑q(Wi)pq and the Laplacian matrix Li = Di−Wi for each
view i.
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Fig. 5.1 Illustration of selected middle frames from actions “Handwaving" and “Diving".
5.4.2 Computation for Videos
Incremental Naive Bayes Keyframe Selection
In a video sequence, however, not all of the poses are informative and discriminative for
action recognition. Some poses may carry neither complete nor accurate information and
would even contain common patterns shared by various action types. Since these poses in
a video sequence cannot represent the action well and would cause confusion during the
classification phase, a weakly supervised method, termed Incremental Naive Bayes Filter
(INBF), has been carried out to filter the noisy representation and keep the relatively repre-
sentative and discriminative poses, i.e., the key poses.
For each action category, ten action sequences are randomly selected. We choose a small
set of discriminative poses for a certain action type from each action sequence as the INBF
initial positive samples (labeled as y = 1), and the remaining frames are adopted as the
negative ones (y = 0). As illustrated in Fig. 5.1, the five frames in the middle of an action
sequence are selected as discriminative poses. We repetitively apply the above procedure to
each action type. INBF is then regarded as an unsupervised online learning strategy.
For the i-th feature view, the representation of each pose (frame) s can be written as
xi(s) = (xi1(s), · · · ,xiD(s)) ∈ RD. Since all the features we extracted are based on statistical
histograms, we assume all elements in xi are independently distributed and model them with
a naive Bayes classifier:
P(xi) = log
ΠDm=1 Pr(x
i
m|y = 1)Pr(y = 1)
ΠDm=1 Pr(xim|y = 0)Pr(y = 0)
=
D
∑
m=1
log
Pr(xim|y = 1)
Pr(xim|y = 0)
. (5.25)
Note that we make the assumption of a uniform prior, i.e., Pr(y = 1) = Pr(y = 0), and
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y ∈ {0,1} is a binary variable which represents the negative and positive sample labels,
respectively.
Furthermore, in either statistics or physics, real-world data distribution empirically fol-
lows the same form, i.e., Gaussian distribution. Thus, the conditional distributions xim|y = 1
and xim|y = 0 in the classifier P(xi) are assumed to be Gaussian distributed with the four-
tuple (µmy=1,µ
m
y=0,σ
m
y=1,σ
m
y=0), which satisfy
xim|y = 1∼ N(µmy=1,σmy=1) and xim|y = 0∼ N(µmy=0,σmy=0).
Up to now, for a certain feature view, we can initialize a group of naive Bayes models
for each action type, and the training sequence is successively employed through all the
models. The Gaussian parameters in INBF can be then incrementally updated as follows:
µmy=1 ← λµmy=1+(1−λ )µy=1,
σmy=1 ←
√
λ (σmy=1)2+(1−λ )(σy=1)2+λ (1−λ )(µmy=1−µy=1)2,
(5.26)
where µy=1 = 1S ∑s|y(s)=1 x
i
m(s), σy=1 =
√
1
S ∑s|y(s)=1(xim(s)−µy=1)2, λ > 0 denotes the
learning rate of INBF, and S= |{s|y(s) = 1}|. And µmy=0 and σmy=0 have similar update rules.
The above solutions are easily obtained by maximum likelihood estimation. In this way,
we can use INBF to keep the representative frames for the later learning phase and discard
irrelevant frames to decrease the influence of noise. The process of INBF is summarized in
Algorithm 7.
Algorithm 7 Incremental Naive Bayes Keyframe Selection
Input: 10 randomly selected action sequences from each category; the total number of
actions in each category Nc.
Output: The selected keyframes for action sequences.
1: Manually select 5 representative frames from each sequence of the target category as
the positive samples and label them as y = 1, otherwise y = 0;
2: for m = 1, · · · ,Nc do
3: Calculate µmy=1, σ
m
y=1, µ
m
y=0 and σ
m
y=0;
4: Update µm+1y=1 = λµ
m
y=1+(1−λ )µy=1;
5: Update σm+1y=1 =
√
λ (σmy=1)2+(1−λ )(σy=1)2+λ (1−λ )(µmy=1−µy=1)2;
6: Update µmy=0 and σ
m
y=0 by using similar rules;
7: end for
8: return The cleaned action sequence for each target action category.
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Fig. 5.2 Illustration of the similarity matrix construction.
RBF Sequential Kernel Construction
For the i-th view, since we extract features from the frames of video sequences, each video
sequence can be described by a set of features with a sequential order (along the temporal
axis). The similarity between video vp and video vq under view i: ki(vp,vq) can be measured
via Dynamic Time Warping (DTW) [9]. Therefore, the kernel function can be defined
as: ki(vp,vq) = exp(−DTW (X
i
p,X
i
q)
2
2σ2 ), where DTW (X
i
p,X
i
q) indicates the sequential distance
computed via DTW and σ is a standard deviation in the RBF kernel. In this way, we can
easily obtain the kernel matrices for different views using the above equation.
Similarity Calculation
Based on the above kernel construction, we can obtain kernel matrices K1, · · · ,KM ∈ RN×N
with the same size for M views with different dimensions. Furthermore, we use the label of
training video sequences to supervise the calculation of the similarity matrix Wi for the i-th
view. Then each component of Wi is computed as follows:
(Wi)pq =
{
exp(−DTW (X
i
p,X
i
q)
2
2σ2 ), C(p) =C(q)
0, otherwise
, (5.27)
where C(p) is the label function which indicates the label of video vp and p,q = 1, · · · ,N.
In fact, the similarity matrix Wi is a block matrix consisting of some submatrices of kernel
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matrix Ki as illustrated in Fig. 5.2. Then we have the diagonal matrix Di in which (Di)pp =
∑q(Wi)pq and the Laplacian matrix Li = Di−Wi for each view i.
5.5 Experiments on Image Classification
In this section, we evaluate our Kernelized Multiview Projection (KMP) on three image
datasets: CMU PIE, CIFAR10 and SUN397 respectively. The CMU PIE face dataset [21]
contains 41,368 images from 68 subjects (people). Following the settings in [21], we select
11,554 front face images, which are manually aligned and cropped into 32× 32 pixels.
Further, 7,500 images are used as the training set and the remaining 4,054 images are used
for testing. The CIFAR10 dataset [156] is a labeled subset of the 80-million tiny images
collection. It consists of a total of 60,000 32× 32 color images in 10 classes. The entire
dataset is partitioned into two parts: a training set with 50,000 samples and a test set with
10,000 samples. The SUN397 dataset [173] contains 108,754 scene images in total from
397 well-sampled categories with at least 100 images per category. We randomly select 50
samples from each category to construct the training set and the rest of samples are the test
set. Thus, there are 19,850 and 88,904 images in the training set and test set, respectively.
5.5.1 Compared Methods and Settings
For image classification, each image can be usually described by different feature represen-
tations, i.e., multiview representation, in high-dimensional feature spaces. In this paper, we
adopt four different feature representations: HOG [30], LBP [3], ColorHist and GIST [114]
to describe each image. Table 5.1 illustrates the original dimensions of these features.
We compare our proposed KMP with two related multi-kernel fusion methods. In par-
ticular, the RBF kernels1 for each view are adopted in the proposed KMP method:
K =
M
∑
i=1
αiKi,
where the weight αi is obtained via alternate optimization. AM indicates that the kernels
1Our approach can work with any legitimate kernel function, though we focus on the popular RBF kernel
in this paper
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Table 5.1 Dimensions of four features for image classification.
Feature representation Dimension
Histogram of oriented gradients (HOG) 225
Local binary pattern (LBP) 256
Color histogram (ColorHist) 192
GIST 384
Total dimension 1057
are combined by arithmetic mean:
KAM =
1
M
M
∑
i=1
Ki,
and GM denotes the combination of kernels through geometric mean:
KGM = (
M
∏
i=1
Ki)
1
M .
Besides, we also include the best performance of the single-view-based spectral projection
(BSP), the average performance of the single-view-based spectral projection (ASP) and the
concatenation of single-view-based embeddings (CSP) in our compared experiments. In
particular, AM and GM are incorporated with the proposed KMP framework. BSP, ASP
and CSP are based on the kernelized extension of Discriminative Partition Sparsity Anal-
ysis (DPSA) [93] technique. In addition, two non-linear embedding methods, distributed
spectral embedding (DSE) and multiview spectral embedding (MSE), are adopted in our
comparison, as well. In DSE and MSE, the Laplacian eigenmap (LE) [7] is adopted. For all
these compared embedding methods, the RBF-SVM is adopted to evaluate the final perfor-
mance.
All of the above methods are evaluated on seven different code lengths: {20,30, · · · ,80}.
Under the same experimental setting, all the parameters used in the compared methods have
been strictly chosen according to their original papers. For KMP and MSE, the optimal
balance parameter r for each dataset is selected from one of {2,3, · · · ,10}, which yields the
best performance by 10-fold cross-validation on the training set. The number of the GMM
clusters G in KMP is selected from one of {10,20, · · · ,100} with a step of 10 via cross-
validation on the training data. The same procedure occurs on the selection of sparsity
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Fig. 5.3 Performance comparison (%) of KMP with different multiview embedding methods
on the three datasets.
hyperparameter ε from one of {5,8,10,12,15,18,20}. The best smooth parameter σ in the
construction of the RBF kernel and RBF-SVM is also chosen by the cross-validation on the
training data. Since the clustering procedure has uncertainty, all experiments are performed
five times repeatedly and each of the results in the following section is the averages of five
runs.
5.5.2 Results
In Table 5.2, we first illustrate the performance of the original single-view representations
on all the three datasets. In detail, we extract original feature representations under one cer-
tain view and then directly feed them to the SVM for classification. From the comparison,
we can easily observe that the GIST features consistently outperform the other descriptors
on the CMU PIE and CIFAR10 datasets but HOG takes the superior place on the SUN397
dataset. The lowest accuracy is always obtained by ColorHist. Furthermore, we also include
the long representation, which is concatenated by all the four original feature representation-
s, into this comparison. It is shown that in most of the time the concatenated representation
can reach better performance than single view representations, but is always significant-
ly worse than the proposed KMP. Additionally, the results of the multiple kernel learning
based on SVM (MKL-SVM) [45] are listed in Table 5.2 using the same four feature descrip-
tors. Specifically, the best accuracies achieved by KMP are 99.5%, 89.7% and 40.5% on the
CMU PIE, CIFAR10, and SUN397, respectively.
In Fig. 5.3, seven different embedding schemes are compared with the proposed KMP
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Table 5.2 Performance comparison (%) between the SVM using multiple features through
KMP and the SVM using single original features. The numbers in parentheses indicate the
dimensions of the representations. For MKL-SVM, ℓ1-graph is also used to construct the
kernel matrix for each view and then MKL-SVM is applied to final classification.
❳❳❳❳❳❳❳❳❳❳❳Method
Dataset CMU PIE CIFAR10 SUN397
HOG 83.3 70.2 29.3
LBP 74.6 54.2 20.4
ColorHist 31.2 23.0 9.3
GIST 94.2 82.3 17.5
Concatenation 93.4 82.8 31.9
MKL-SVM 95.6 86.3 30.7
KMP 99.5(60) 89.7(80) 40.5(70)
on all the three datasets. From the comparison, the proposed KMP always leads to the
best performance for image classification. Meanwhile, arithmetic mean (AM) and the
single-view-based spectral projection (BSP) generally achieve higher accuracies than the
best performance of geometric mean (GM) and the average performance of the single-view-
based spectral projection (ASP). The concatenation of single-view-based embeddings (CSP)
achieves competitive performance compared with BSP on all the three datasets. DSE always
produces worse performance than MSE and sometimes even obtains lower results than CSP.
However, DSE generates better performance than GM and ASP, since a more meaningful
multiview combination scheme is adopted in DSE. Beyond that, it is obviously observed
that, with different target dimensions, there are large differences among the final results.
Fig. 5.4 plots the low-dimensional embedding results obtained by AM, GM, KMP, DSE and
MSE on the CIFAR10 dataset. Our proposed KMP can well separate different categories, s-
ince it takes the semantically meaningful data structure of different views into consideration
for embedding.
In addition, we can observe that with the increase of the dimension, all the curves of
compared methods on the CIFAR10 and SUN397 datasets are climbing up except for DSE
and MSE, both of which have a slight decrease on SUN397 when the dimension exceeds
70. However, on the CMU PIE dataset, the results in comparison always climb up then
go down for almost every compared method except for DSE when the length of dimension
increases (see Fig. 5.3). For instance, the highest accuracy on the CMU PIE dataset is on the
dimension of 60 and the best performance on CIFAR10 and SUN397 happens when d = 80
and d = 70, respectively.
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Table 5.3 Performance (%) of KMP with different r values on the CMU PIE dataset.
Dimension r=2 r=3 r=4 r=5 r=6 r=7 r=8 r=9 r=10
d=20 87.0 87.0 87.5 87.8 88.9 88.7 88.0 88.0 87.4
d=30 89.4 90.1 90.5 91.0 91.3 91.4 91.4 90.7 89.3
d=40 87.2 89.0 89.4 91.2 92.0 93.5 93.5 93.7 93.2
d=50 84.8 95.1 95.5 96.0 96.4 97.3 98.2 97.9 97.5
d=60 97.3 97.5 98.4 98.2 98.7 99.2 99.6 99.8 99.7
d=70 96.2 96.4 96.9 97.2 97.9 98.2 98.5 99.0 98.7
d=80 96.5 96.8 97.2 97.5 97.1 97.4 98.0 98.3 98.6
Fig. 5.4 Illustration of low-dimensional distributions of five different fusion schemes (illus-
trated with data of three categories from the CIFAR10 dataset).
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Fig. 5.5 The curves on the left side show the best performance on the training data when ε is
equal to one value from {5,8,10,12,15,18,20}while G varies its value in {10,20, · · · ,100},
and vice versa.
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Table 5.4 Comparison of training and coding time (seconds) for learning 80 dimensional
embedded features on the three datasets.
Dataset Phase DSE MSE MKL KMP
CMU PIE Training time 1148.24 716.79 873.72 755.28
Coding time/query 1156.01 790.09 - 0.032
CIFAR 10 Training time 1683.70 1026.32 1098.97 991.54
Coding time/query 1696.52 1072.18 - 0.041
SUN397 Training time 2804.91 1778.74 1678.14 1694.10
Coding time/query 2812.36 1784.50 - 0.036
Furthermore, some parameter sensitivity analysis is carried out. Table 5.3 illustrates the
performance variation of KMP with respect to the parameter r on the CMU PIE dataset; the
target dimensionality of the low-dimensional embedding d is fixed at {20,30, · · · ,80} with
a step of 10, respectively. By adopting the 10-fold cross-validation scheme on the training
data, it is demonstrated that higher dimensions prefer a larger r in our KMP. Finally, Fig. 5.5
shows the variation of parameters G and ε on all three datasets. The general tendency of
these curves is consistently shown as “rise-then-fall”. It can be also seen from this figure
that a larger training set needs larger values of G and ε , and vice versa.
5.5.3 Time Consumption Analysis
In this section, we compare the training and coding time of the proposed KMP algorith-
m with other methods. As we can see from Table 5.4, our method can achieve competi-
tive training time compared with the state-of-the-art multiview and multiple kernel learning
methods. Since there is no embedding procedure in MKL, the coding time is not applicable
for MKL. Due to the nature of DSE and MSE, they need to be re-trained when receiving a
new test sample. In contrast, once the projection and weights are gained by KMP, they are
fixed for all test samples and implemented in a fast way. All the experiments are completed
using Matlab 2014a on a workstation configured with an i7 processor and 32GB RAM.
5.6 Experiments on Action Recognition
In this section, we evaluate KMP systematically on five action datasets: KTH [133], UCF
YouTube [91], UCF Sports [126], Hollywood2 [104] and HMDB51 [75] respectively. Some
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representative frames of these datasets are illustrated in Fig. 5.6. In the rest of this section,
we will first introduce the details of the used datasets and their corresponding experimental
settings. After that, the compared results will be presented and discussed.
5.6.1 Datasets
The KTH dataset is the benchmark dataset commonly used for action recognition with 599
video clips. Particularly, it contains six different action classes (i.e., boxing, handclapping,
handwaving, jogging, running and walking), which are performed by 25 subjects under 4
different scenarios. Following the pre-processing step mentioned in [178], the coarse 3D
bounding boxes are extracted from all the raw action sequences and further normalized into
an equal size of 100× 100 of each frame. In our experiments, we adopt two usually used
settings to compare the final results. The first one is the original experimental setting of
the authors, i.e., divide the data into a test set with 9 subjects: 2, 3, 5, 6, 7, 8, 9, 10, 22
and the rest form the training set. We finally report the average accuracy over all classes
as the performance measure. The other setting is the common leave-one-person-out cross-
validation.
The UCF YouTube dataset contains 1168 video clips with 11 action categories: bas-
ketball shooting, biking/cycling, diving, golf swinging, horse back riding, soccer juggling,
swinging, tennis swinging, trampoline jumping, volleyball spiking, and walking with a dog.
We also extract the bounding boxes according to the original paper [91]. Each frame of
the sequences is further normalized into the size of 100× 100. This dataset is relatively
challenging due to large variations in camera motion, object appearance and pose, object
scale, viewpoint, cluttered background, and illumination conditions. Following the original
setup in [91], a leave-one-out scheme is adopted. The average accuracy over all classes is
reported as the final performance.
The UCF Sports dataset has 10 classes of human actions with 150 collected broadcast
videos. This collection represents a natural pool of actions featured in a wide range of scenes
and viewpoints with a large intra-class variability. For this dataset, we use the provided
bounding boxes and resize each video frame to a normalized size of 100× 100. In our
experiments, we use a five-fold cross- validation setup mentioned in [126], adopting 4/5th
of the total number of sequences in each category for training and the rest for testing. The
final recognition rate is averaged over the five folds.
The Hollywood2 dataset is a collection of 1707 action samples comprising 12 types
of action from 69 different Hollywood movies. For this dataset, we deliberately use the
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Fig. 5.6 Some example frames of five datasets: KTH, UCF YouTube, UCF Sports, Holly-
wood2 and HMDB51 (ordered from the top to the bottom).
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full-sized sequences without any bounding boxes. In our experiments, we use the proposed
KMP on a training set of 823 sequences and a test set with 884 sequences following the
original setting.
The HMDB51 dataset contains 6849 realistic action sequences collected from a variety
of movies and online videos. Specifically, it has 51 action classes and each has at least
101 positive samples. In our experiments, coarse bounding boxes have been extracted from
all the sequences through masks released with the dataset and initialized into the size of
100× 120 for each frame. We adopt the official setting of [75] with three train/test splits.
Each split has 70 training and 30 testing clips for each class.
5.6.2 Multiview Pose Feature Extraction
With the increasing complexity of recognition scenarios, using a single type of feature rep-
resentation is difficult to satisfy the required accuracies in vision tasks, especially for some
realistic applications.
Given a frame containing one pose, we would like to first describe it with multiview in-
formative features. The descriptors are expected to capture the gradient, motion, texture and
color information, which are the main cues of a pose. We, therefore, employ the histogram
of optical flow (HOF) [82], the histogram of oriented gradients (HOG) [30], the local binary
pattern (LBP) [3] and color histogram (ColorHist), respectively, for pose representation.
HOF: A fast and effective algorithm to capture the action movement based on the Lucas-
Kanade optical flow. Specifically, we calculate HOF between any adjacent frames and each
motion region is divided into sub-regions with a 5× 5 grid. For each sub-region, a 12-bin
histogram is computed to accumulate the motion orientation within 360 degrees. Thus, the
length of the final vector of HOF is 5×5×12 = 300.
HOG: A powerful gradient descriptor. In particular, a 9-bin histogram over [0,180]
degrees is computed to accumulate the gradient orientation over a 5×5 cell. The length of
the vector is 5×5×9 = 225.
LBP: LBP features tolerate against illumination changes and are computationally ef-
ficient. The operator labels the pixels of an image by thresholding a 3× 3 neighborhood
of each pixel with the center value and considering the results as a binary number and a
256-bin histogram of the LBP labels computed over a region is used as a texture descriptor.
Note that, all the above three features are extracted on the gray-scale frames.
ColorHist: For each channel of RGB, a 64-bin histogram is used. Thus the final Col-
orHist has 3×64 = 192 dimensions.
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Table 5.5 Dimensions of four features for action recognition.
Feature representation Dimension
Histogram of oriented gradients (HOG) 225
Histograms of optical flow (HOF) 300
Local binary pattern (LBP) 256
Color histogram (ColorHist) 192
Total dimension 973
In this way, each pose from a video frame is represented by four different feature views
which can describe the thorough information of this frame/pose.
5.6.3 Compared Methods and Settings
For action recognition, a video sequence can be usually described using different feature
representations, i.e., multiview representation, in high dimensional feature spaces. In this
paper, we adopt four different feature representations (i.e., HOG, HOF, LBP, ColorHist) to
describe a video sequence. Table 5.5 illustrates the original dimensions of these features. We
systematically compare our proposed KMP with two related multi-kernel fusion methods.
In particular, KMP denotes that the RBF sequential kernels are combined by the proposed
method: K = ∑Mi=1αiKi, where the weight αi is obtained via alternate optimization. AM
indicates that the kernels are combined by arithmetic mean: KAM = 1M ∑
M
i=1 Ki, and GM de-
notes the combination of kernels through geometric mean: KGM = (∏Mi=1 Ki)
1
M . Besides, we
also include the best performance of the single-view-based spectral projection (BSP), the
average performance of the single-view-based spectral projection (ASP) and concatenation
of multiview embeddings in our compared experiments. All of AM, GM , BSP, ASP and
multiview embedding concatenation are based on the locality preserving projections (LPP)
[55] technique. In addition, two non-linear embedding methods distributed spectral embed-
ding (DSE) and multiview spectral embedding (MSE) are adopted in our comparison, as
well. In DSE and MSE, the Laplacian embedding (LE) [7] is adopted.
All of the above methods are evaluated on seven different lengths of codes {20, 30,
40, 50, 60, 70, 80}. Under the same experimental setting, all the parameters used in the
compared methods have been strictly chosen according to their original papers. For KMP
and MSE, the optimal balance parameter r for each dataset is selected from one of {2, 3,
4, 5, 6, 7, 8, 9, 10} with the step of 1, which yields the best performance by 9-fold cross-
validation on the training data. The best σ in kernel construction is also selected by the
cross-validation on the training data.
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Table 5.6 Runtime(seconds) of the training and test phases with d = 80 on different datasets.
Datasets Training time Test time
KTH 460.15s 1.89s
UCF YouTube 1533.0s 4.12s
UCF Sports 170.9s 1.01s
Hollywood2 1220.5s 4.03s
HMDB51 3250.8s 12.95s
Fig. 5.7 Illustration of low-dimensional distributions of three different multi-kernel fusion
schemes (illustrated with data of five actions inform the HMDB51 dataset).
5.6.4 Results
In Table 5.7, we first illustrate the performance of the single-view representation on all five
datasets. In detail, we compute the RBF sequential kernel and weight matrix for a certain
single view and input them to our KMP system. Since only a single view is used in KMP,
it can be regarded as the procedure of kernelized LPP. From the comparison, we can easi-
ly observe that the HOG and HOF features consistently outperform the LBP descriptor in
low dimensional feature space. The lowest accuracy is always obtained by ColorHist. Fur-
thermore, we also include the long representation, which is concatenated by all the four
low-dimensional feature representations, and the proposed KMP for multiview fusion based
reduction into this comparison. It is shown that the concatenated representation can reach
better performance than any of the single views, but is significantly lower than our KMP.
Specifically, the best accuracies achieved by KMP are 97.5%, 87.6%, 95.8%, 64.3% and
49.8% on KTH, UCF YouTube, UCF Sport, Hollywood2 and HMDB51, respectively. Ad-
ditionally, the results of the multiple kernel learning based on SVM (MKL-SVM) [45] are
listed in Table 5.7 using the same four feature descriptors. The training time and the test
time of KMP are listed in Table 5.6. The runtime of the training phase includes the multi-
view feature extraction, the INBF process, the construction of kernel matrices via DTW and
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Table 5.7 Performance comparison (%) between the proposed KMP and single feature rep-
resentations.
❳❳❳❳❳❳❳❳❳❳❳❳Accuracy
Dataset KTH UCF YouTube UCF Sports Hollywood2 HMDB51
HOG 92.3 (50) 82.6 (70) 91.5 (50) 52.9 (70) 42.3 (50)
HOF 91.6 (70) 81.9 (70) 90.7 (50) 56.7 (70) 39.7 (50)
LBP 80.2 (50) 70.5 (40) 74.6 (30) 32.1 (30) 22.4 (30)
ColorHist 42.7 (20) 31.1 (30) 37.2 (30) 19.4 (20) 18.1 (30)
Concatenation 93.8 (190) 85.4 (210) 93.1 (160) 60.5 (190) 46.0 (160)
MKL-SVM 91.4 82.5 94.3 58.9 47.5
KMP 97.5 (60) 87.6(80) 95.8 (50) 64.3 (80) 49.8 (70)
The numbers in parentheses indicate the dimensions of the representations. For
MKL-SVM, DTW is also used to construct the kernel matrix (as illustrated in Fig. 5.2) for
each view and then MKL-SVM is applied to final classification.
Table 5.8 Performance comparison (%) on the KTH dataset with different feature fusion
methods.
❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵Dimension
Method
Arithmetic mean (AM) Geometric mean (GM) BSP ASP DSE MSE KMP
d=20 86.8 84.5 85.6 72.4 85.9 86.0 88.9
d=30 88.7 83.6 88.4 74.4 88.0 87.7 91.4
d=40 91.6 86.2 91.0 71.3 89.6 91.7 93.7
d=50 93.0 90.4 92.3 73.6 92.5 93.9 95.0
d=60 93.3 90.7 91.5 75.3 93.8 94.2 97.5
d=70 93.6 92.0 91.8 74.8 93.8 93.5 96.2
d=80 92.5 91.1 92.1 75.0 93.3 93.7 96.8
Table 5.9 Performance comparison (%) on the UCF YouTube dataset with different feature
fusion methods.
❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵Dimension
Method
Arithmetic mean (AM) Geometric mean (GM) BSP ASP DSE MSE KMP
d=20 72.9 71.8 71.5 58.2 72.1 73.6 76.0
d=30 75.0 74.2 72.8 59.4 74.0 75.2 78.6
d=40 79.5 77.4 77.7 62.5 78.2 80.8 82.0
d=50 82.3 80.8 80.3 61.8 81.3 82.5 84.2
d=60 82.1 81.3 80.9 64.2 81.7 82.5 85.6
d=70 82.9 82.2 82.6 66.0 83.0 83.3 85.0
d=80 84.2 83.0 82.3 66.3 83.5 84.5 87.6
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Table 5.10 Performance comparison (%) on the UCF Sports dataset with different feature
fusion methods.
❵❵❵❵❵❵❵❵❵❵❵❵❵❵❵Dimension
Method
Arithmetic mean (AM) Geometric mean (GM) BSP ASP DSE MSE KMP
d=20 82.8 82.0 81.3 65.2 83.2 86.2 88.5
d=30 87.3 86.5 87.0 68.3 87.5 88.0 91.6
d=40 93.0 92.4 89.6 71.0 93.2 93.0 94.7
d=50 93.0 92.9 91.5 73.4 93.8 95.8 95.8
d=60 93.8 92.7 90.8 73.0 94.0 94.5 95.5
d=70 93.2 93.0 91.2 71.7 93.6 95.1 94.8
d=80 92.3 91.6 90.2 72.8 90.7 92.6 94.3
Table 5.11 Performance (%) of KMP with different r values on the KTH dataset.
❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤Dimension
Parameter value
r=2 r=3 r=4 r=5 r=6 r=7 r=8 r=9 r=10
d=20 87.0 87.0 87.5 87.8 88.9 88.7 88.0 88.0 87.4
d=30 89.4 90.1 90.5 91.0 91.3 91.4 91.4 90.7 89.3
d=40 87.2 89.0 89.4 91.2 92.0 93.5 93.5 93.7 93.2
the optimization of KMP.
In Tables 5.8–5.10, six different multiview embedding schemes are compared with the
proposed KMP on the KTH, UCF YouTube and UCF Sports respectively. From the whole
tendency, the proposed KMP always leads to the best performance for action recognition.
Meanwhile, arithmetic mean (AM) and geometric mean (GM) achieve higher recognition
accuracies than the best performance of the single-view-based spectral projection (BSP)
and the average performance of the single-view-based spectral projection (ASP). DSE pro-
duces worse performance than MSE and sometimes even obtains lower results than AM,
but generates better performance than others, since a more meaningful multiview combina-
tion scheme is adopted in DSE. Beyond these, it is obviously observed that, with different
target dimensions, the final results change a lot. Although both KMP and MSE consider
the similarity matrix of each view, KMP maps data into the RKHS which is more suitable
for linearly inseparable data in realistic situations. Usually, the best results via KMP appear
from d = 50 to d = 80. For instance, the highest accuracy on the KTH dataset is on the
dimension of 60 and the best performance on the UCF Sports and UCF YouTube happens
when d = 50 and d = 80, respectively.
Similar behaviors can also be seen on the Hollywood2 and HMDB51 datasets. From
Fig. 5.8, we can observe that with the increase of the dimension, all the curves of compared
methods on the Hollywood2 dataset are climbing up except for ASP and BSP, both of which
have a decrease when the dimension exceeds 70. However, on the HMDB51 dataset, the
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Fig. 5.8 Performance comparison (%) on the Hollywood2 dataset with different feature
fusion methods.
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Fig. 5.9 Performance comparison (%) on the HMDB51 dataset with different feature fusion
methods.
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Table 5.12 The effectiveness (%) for INBF with d = 80 on different datasets.
Datasets KMP with INBF KMP without INBF
KTH 96.8 95.2
UCF YouTube 87.6 84.8
UCF Sport 94.3 91.5
Hollywood2 64.3 62.2
HMDB51 47.1 45.8
results in comparison always climb up then go down when the length of dimension increases
(see Fig. 5.9). Besides, from these figures, we can also discover that all the curves have the
same tendency of change. All of the above compared methods including MKL-SVM are
trained on the same multiview features after INBF.
Furthermore, Table 5.11 illustrates the performance variation of KMP with respect to
the balance parameter r; the dimensionality of the low-dimensional embedding d is fixed
at 20,30 and 40 respectively on the KTH dataset. By adopting the 9-fold cross-validation
scheme on the training data, it is demonstrated that the higher dimension prefers a larger
r in our KMP. Moreover, Fig. 5.7 shows the low-dimensional (2-dimensional) embeddings
obtained by AM, GM and KMP on the HMDB51 dataset. Our proposed KMP can well
separate different categories, since it takes the semantically meaningful data structure of
different views into consideration for embedding. The effectiveness of the INBF procedure
in the training phase is demonstrated in Table 5.12.
At last, we also compare our results with the state-of-the-art approaches published in
major vision conferences and journals in Table 5.13. In a sense, this kind of comparison
is not fair enough, since different features with different methods are applied in differen-
t publications. Thus, we only treat this as a general evaluation of recent results. For the
four datasets: KTH, UCF YouTube, UCF Sports and Hollywood2, our KMP approach ei-
ther outperforms state-of-the-art methods or achieves the competitive results compared with
published results. For the HMDB51 dataset, the proposed KMP has not shown better re-
sults than that reported in [163] and [142] due to the powerful features they introduced, but
doubles the result shown in the original paper that introduced this dataset [75]. As a dimen-
sionality reduction method, the proposed KMP can also adopt trajectory-based features or
deep-learned features as different views for multiview learning. Considering that our action
representation is semi-holistic and does not require an interest points detection phase, the
results achieved by KMP are outstanding.
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5.7 Summary
In this chapter, we have presented an effective subspace learning framework called Ker-
nelized Multiview Projection (KMP). KMP can encode a variety of features in different
ways, to achieve a semantically meaningful embedding. Specifically, KMP is able to suc-
cessfully explore the complementary property of different views and finally finds a unique
low-dimensional subspace where the distribution of each view is sufficiently smooth and
discriminative. KMP can be regarded as a fused dimensionality reduction method for mul-
tiview data. We have systematically evaluated our approach on three image datasets: CMU
PIE, CIFAR10 and SUN397, and five human action datasets: KTH, UCF YouTube, UCF
Sports, Hollywood2 and HMDB51. The corresponding results have shown the effectiveness
and the superiority of our algorithm compared with other multiview embedding methods.

Chapter 6
Conclusion and Future Work
6.1 Conclusion
This thesis has addressed the feature reduction and representation learning problem for visu-
al applications from the perspectives of dimensionality reduction and binary code learning.
In this section, we conclude the main contributions of the thesis.
Firstly, a novel subspace learning algorithm called Local Feature Discriminant Projec-
tion (LFDP) for supervised dimensionality reduction of local features has been proposed.
LFDP is able to efficiently seek a subspace to improve the discriminability of local features
for classification. We have made three novel contributions in this work: (1) the proposed
LFDP is a general supervised subspace learning algorithm which provides an efficient way
for dimensionality reduction of large-scale local feature descriptors; (2) we introduce the
Differential Scatter Discriminant Criterion (DSDC) to the subspace learning of local feature
descriptors which avoids the matrix singularity problem; (3) we propose a generalized or-
thogonalization method to impose on projections, leading to a more compact subspace with-
out redundancy. Extensive experimental validation on three benchmark datasets including
UIUC-Sports, Scene-15 and MIT Indoor demonstrates that the proposed LFDP outperforms
other dimensionality reduction methods and achieves state-of-the-art performance for image
classification.
Secondly, to acquire a general feature for the video data, we convert the problem to
describing the gradient fields of RGB and depth information of video sequences at first.
With the local fluxes of the gradient fields, a new kind of continuous local descriptor called
Local Flux Feature (LFF) is obtained. Then the LFFs from RGB and depth channels are
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fused into a Hamming space via the Structure Preserving Projection (SPP). Specifically,
an orthogonal projection matrix is applied to preserve the pairwise structure with a shape
constraint to avoid the collapse of data structure in the projected space. Furthermore, a
bipartite graph structure of data is taken into consideration, which is regarded as a higher
level connection between samples and classes than the pairwise structure of local features.
The extensive experiments show not only the high efficiency of binary codes and the effec-
tiveness of combining LFFs from RGB-D channels via SPP on various action recognition
benchmarks of RGB-D data, but also the potential power of LFF for general action recogni-
tion. Moreover, for more comprehensive applications, the supervised SPP is extended to an
unsupervised version to bridge the semantic gap between images and texts to a satisfactory
level. A novel unsupervised binary coding algorithm called Binary Set Embedding (BSE)
has been proposed to obtain semantically-preserving hash codes for local features from the
image domain and words from text domain. BSE associates the image features with the
word vectors learned from the human language instead of the provided documents from
datasets. Extensive experiments demonstrate the superior performance of BSE compared
with state-of-the-art cross-modal hashing methods using either image or text queries.
Finally, to make use of multimedia data from multiple sources, we propose a novel and
general spectral coding algorithm called Kernelized Multiview Projection (KMP). Comput-
ing the kernel matrices from different features/views, KMP can encode different features
with different weights to achieve a low-dimensional and semantically meaningful subspace
where the distribution of each view is sufficiently smooth and discriminative. More cru-
cially, KMP is linear for the reproducing kernel Hilbert space (RKHS), which allows it to
be competent for various practical applications. We demonstrate KMP’s performance for
both image classification and action recognition on eight popular datasets and the results
are consistently superior to state-of-the-art techniques.
6.2 Future Work
Based on the potential extensions of the current works on dimensionality reduction and
binary code learning, in this section, we discuss some related research topics which will be
explored in the future.
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6.2.1 General and Efficient Discriminant Analysis
The proposed LFDP in Chapter 2 is designed for local features, which requires that each
sample is represented by a group of data points. The previous methods such as LE, LLE,
ISOMAP, LPP, NPE, LDP and LDE need at least O(N2) computational complexity given N
data points. However, in the current “big data” era, N is usually at scale of millions or even
billions, which cannot tolerate the algorithms with such high computational complexity.
Besides, the reduced dimensionality of LDA is restricted by the number of classes and LDA
also suffers from the matrix singularity problem. Recently, Hauberg et al. [53] proposed
a scalable subspace learning method called Grassmann Average. Unlike traditional PCA,
their algorithm is robust to the outliers for large-scale data. Since the label information is
not involved in their method, the output data will sacrifice certain discriminative ability. To
speed up large-scale classification, recognition and similarity search tasks, in the future, we
aim to propose an efficient discriminant analysis method with at most linear computational
complexity for holistic representations.
6.2.2 Hashing for 3D Object Data
With the development of depth and laser camera techniques, 3D retrieval/recognition is be-
coming a popular and attractive research direction. Using 3D information will also improve
traditional image retrieval performance. However, retrieval/recognition algorithms are also
of high computational complexity when the scale of 3D object datasets is growing larger.
For example, in the industry of manufacture, there are usually millions of parts for assem-
bling large industrial products such as airplanes, ships and constructions. Searching 3D
parts in such a million-scale dataset would be extremely time-consuming. Therefore, it
is desirable to propose a hashing method which can transfer 3D representations to binary
codes to improve the efficiency of searching algorithms while preserving the discriminative
ability of original features.
6.2.3 Hashing for Online Learning
Hashing is a popular and effective method for large-scale vision tasks. In many realistic
application cases, data always are acquired in a stream form. The data on the Internet are
changing and updating everyday. For most of current hashing algorithms, after the training
phase, the hash functions are then fixed for all test data. If there is a new training sample
added to the training set, the whole model needs to be retrained, which will cause a very
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high time complexity. The mechanism of online learning provides a feasible way to address
this problem. For the incoming training data, the learned function only needs very few
modification to obtain the update function. On the other hand, hash functions map data into
binary codes, which are easy to update since the operation is just bit flipping. Recently, some
efforts on this topic have been proposed such as Online Kernel-based Hashing (OKH) [60]
and Online Sketching Hashing (OSH) [86]. However, their results are still unsatisfactory.
Therefore, it is desirable to develop an efficient and sophisticated online hashing algorithm
with sufficient discovery for data structure.
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