We construct the quantum s-tuple subfactors for an AFD II 1 subfactor with finite index and depth, for an arbitrary natural number s. This is a generalization of the quantum multiple subfactors by J.Erlijman and H.Wenzl [5] , which generalizes the quantum double construction of a subfactor for the case that the original subfactor gives rise to a braided tensor category. In this paper we give a multiple construction for a subfactor with a weaker condition than braidedness of the bimodules.
Introduction
The asymptotic subfactors of AFD II 1 subfactors with finite index and depth was constructed by A.Ocneanu [9] [10] , and S.Popa [11] , which is regarded as a Drinfel'd's quantum double construction in the language of subfactor theory. J.Erlijman gave a multiple construction for subfactors arising from braid group representations, which generalizes the double construction for a certain class of subfactors. Further, she and H.Wenzl gave the multiple construction for braided categories, which includes the cases for subfactors that give rise to braided categories, and obtained the dual principal graphs for several cases ( [5] ). In this paper we construct the quantum multiple subfactors for subfactors whose paragroup satisfies the generalized YangBaxter equation [7] . The class of subfactors with this condition includes the ones with non-braided bimodule system such as type E 6 , E 8 subfactors.
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It also includes subfactors with non-commutative bimodule system, such as M ⊂ M ⋊ S 3 .
Throughout this paper all the von Neumann algebras are AFD, and all the subfactors are assumed to be of finite index and finite depth, except the ones that we are about to construct, for which these properties need to be proved.
The commuting square and biunitary connection
Let N ⊂ M be a subfactor and (G, H, W, β) be its paragroup, as in the following picture, where G (resp H) is the (dual) principal graph, and β 2 is the index of the subfactor. Note that the notation here is upside down from the usual notation. When a graph is laid so the even vertices are on the bottom (resp. left) and the odd vertices are on the top (resp. right), we consider it as in the "right position", and if it is the other way around, we consider it as renormalized one and call them W 1 , W 2 , W 3 for horizontal renormalization, vertical renormalization, and the sequence of the two, respectively. r r r r
Let ω be its global index (for the definitions of these notions see [6] ). We construct the s-dimensional nested graphs in the first 2 s -ant of R s as follows.
We construct an enlarged biunitary connection obtained as a product of W and its renormalizations.
e. a bipartite graph whose even vertices are both V := V 0 , and the edges are given by concatenation of the edges in G and those in G t . We define a new biunitary connection Y as follows:
By construction W is a flat connection, and its renormalizations are identical to itself. (This connection produces N ⊂ M 1 , where M 1 is the basic construction of N ⊂ M and thus the asymptotic inclusion is the same.) Now we construct the nested algebras. For n := (n 0 ...n s−1 ) ∈ Z s ≥0 , let |n| = i n i . By String l p K we denote the string algebra of K with length l, and the initial point p ∈ V ert(K), namely,
We define the nested algebras as follows.
A n := String |n| * K Note that we do not consider the natural identification of A n and A n ′ through String |n| * K, where |n| = |n ′ |. The embedding of A n ⊂ A n+e i is given by (ξ, η) → γ∈K (ξ · γ, η · γ), where e i is the i-th unit vector. (We count the coordinates of Z s ≥0 from the zeroth.) We define a trace on A n by tr(ξ, η) := δ ξ,η β −2|n| µ(r(ξ)), where µ is the Perron Frobenius eigenvector of the original connection W . This is compatible with the embedding. One can check that the conditional expectation E n,i : A n+e i → A n will be given by
see [6] Lemma 11.7. It is proved by straight forward computation: take
Proposition 2.1 Consider the following diagram.
(ξ, η). Embed x into A n+e i +e j , change basis using W and apply E n+e j ; the result is equal to E n (x), using the unitarity of the connection. The coefficients are adjusted by the constant coming from renormalization. QED.
Corollary 2.2 The following diagram is a commuting square.
where i = j, and m i , m j ∈ Z.
We need larger squares of inclusions to be commuting squares in order to construct the desired commuting square. We impose the following condition on the connection.
Assumption 1 (Generalized Yang-Baxter equation) A biunitary connection is said to satisfy the generalized Yang-Baxter equation (GYBE) if the following equality is satisfied:
4 We call the geometric move in the equation "GYBE move". Note that opposite edges in a square must be parallel.
The paragroups that correspond to subfactors with braided bimodule systems satisfy GYBE, via conformal field theory using Reidemeister move III as in [12] . One needs to construct 2 × 2 connections with braided system for the vertices. Note that the biunitary connections for ADE Dynkin diagrams, including non-flat ones, satisfy the relation [6] . It is also a straightforward computation to check that the flat connection for S 3 group subfactor with the bimodule system corresponding to the group elements also satisfy GYBE. It may appear that GYBE is not sufficient for well-definedness of sdimensional nest of algebras for s ≥ 4. In the following we show that it is indeed sufficient for general s. For future use we restate the axiom of biunitarity, and define a geometric move associated to it.
Definition 2.3 The biunitarity of a connection implies
The corresponding geometric move is as follows:
.
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We call this unitary move. ) up to the initial point.
Definition 2.4 (some notation) Let
We consider an embedded surface in R We call a surface S to be "spanned by ξ and η" if ∂S = ξ ∪ η − ξ ∩ η. We denote the set of the surfaces spanned by ξ, η by F ξ,η , and the minimal surfaces by MF ξ,η .
Lemma 2.5 Any minimal surface with one boundary component is contractible.
Proof. We use induction. A minimal surface with area 1 is contractible. Let n be the minimum of the area for which there exists a minimal surface S with a non-zero genus, with respect to its boundary ρ. Let A be a square in S so that A ∩ ∂S has only one component. Such a square should exist: if all the squares with non-trivial intersection with ∂S have more than one component, i.e. two opposite edges, that would give a parity among the edges in ∂S that are disjoint, thus we have contradiction to the assumption that ∂S is connected. Consider S\A =: S ′ . The area of S ′ is smaller than that of S, and has the same genus. And S ′ is a minimal surface with respect to its boundary: if there is a surface S ′′ with the same boundary with smaller area, S ′′ ∪ A would have a smaller area than S, which is contradiction. Since S ′ has a smaller area than n, it leads to contradiction. QED.
From now on we only consider the contractible surfaces and restrict the elements of F to be contractible.
Proposition 2.6 Any two minimal surfaces spanned by ξ and η are deformed to each other by GYBE and unitary moves.

Proof.
For simplicity assume that n = 0, ξ = e 0 · e 1 · e 2 · · · · · e s−1 . and that ξ and η do not intersect except at the beginning and the end. Let S ∈ F ξ,η . S is homeomorphic to a disk in this case. We label all the edges in S parallel to e i by i. Then S is a union of a square looking like this:
We drow a crossing on the square like this:
We label the strand across e i also by i. The picture of S with these decorations, for s = 4, η = e 3 · e 2 · e 4 · e 1 , appears as follows: From now on we consider any surface as decorated. We observe that each S ∈ F ξ,η gives rise to a degenerate tangle T S ∈ T σ = { tangles with s input and output, sending i to σ(i) without a self-crossing}. We introduce the following moves.
Reidemeister II (R-II) Note that those moves correspond to the Reidemeister moves in knot theory, and that the middle picture in R-II move actually does not appear in our situation but drawn just to have an association with knot theory. It immediately degenerates into the right-most picture. Note also that the Reidemeister I move does not appear in our situation since it requires a square with all four edges labeled by the same name. Proof. The first statement is clear, as a transposition corresponds to a crossing. The second statement follows from the fact that S s is generated by σ i 's with relations σ
, and any element σ ∈ S s is reduced to minimum word length expression by applying those relations finitely many times. QED.
The following lemma follows in a similar manner.
by a sequence of R-II and R-III moves.
We now come back to the net of algebras. The above arguments shows that for any ξ, η with s(ξ) = s(η) ∈ A 0 , r(ξ) = r(η) ∈ A n , there is a well-defined linear form < ξ, η >, namely for two choices of the sequences base change given by W which correspond to two choices of minimal surfaces S 1 and S 2 spanned by ξ and η, there is a sequence of intermediate surfaces that connect S 1 and S 2 where each adjacent surfaces differ by R-II and R-III moves. By the assumption of GYBE and biunitarity of the connection, the value is invariant under those moves, thus S 1 and S 2 gives rise to the same value. Hence the elements in A n are well-defined.
Theorem 2.9
The following is a commuting square:
the trace is defined as before, and conditional expectation is determined uniquely by the trace.
The proof is given by the combination of the following lemma.
Lemma 2.10
The following is a commuting square for all j:
Using proposition 2.1 we have
.( * * )
Take a ∈ A n j e j and b ∈ A (n j +1)e j . ThenẼ j (ab) = aẼ j (b). Thus by the uniqueness of the conditional expectationẼ j | A (n j +1)e j = E j . Now, they commute each other since W is a flat connection. So it suffies to show that E j (ab) = E n (ab) for a i =j ∈ A n i e i , b ∈ A (n j +1)e j . Observe that
qed.
Thus we obtain the quantum multiple subfactor P ⊂ Q of the subfactor N ⊂ M. Note that when s = 2 it coincides with the asymptotic inclusion
3 Intermediate subfactors and the Bratteli digarams of the commuting square
The Bratteli diagram L of the inclusion i A ne i ⊂ A n1·e is determined by the fusion structure of N-N bimodules {X k }. We show it by constructing intermediate subfactors.
Proposition 3.1 Consider the following commuting squares:
The commuting square on the j-th floor (in European way) gives the subfactor
where the embedding is given by the asymptotic inclusion of N ⊂ M tensored with the identities of N.
This is proved by the following lemma.
Lemma 3.2 For each j, the commuting square
gives the asymptotic inclusion.
Proof.
Let B m,n := A m(e 0 +...+e j−1 ),ne j Then the above commuting square is written as follows.
This commuting square gives the asymptotic subfactor of B 0,∞ ⊂ B 1,∞ Since the commuting net of algebras {B n,m } is given by the biunitary connection W W W...W m times (composed horizontally) which gives the same subfactor N ⊂ M 1 as W does, we obtain the asymptotic inclusion. qed.
Definition 3.3
We define the quantum s-tuple subfactor P ⊂ Q of N ⊂ M by the one obtained by the commuting square
The Bratteli diagram in each step is given by {f usion graph ×× j trivial graph}. Connecting all of this, the Bratteli diagram L of the inclusion i A ne i ⊂ A n1·e is given by the s-fusion graph of N-N bimodules {X k }, that is, the set of vertices corresponding to the simple components in i A ne i is given by {(X 0 , ..., X s−1 )} X j ∈X N−N , the set of vertices corresponding to the simple components in A n1·e is given by X N −N , and the number of edges between (X 0 , ..., X s−1 ) and Y is given by N Y X 0 ,...,X s−1 := dimHom(X 0 ⊗ N ...⊗ N X s−1 , Y ).
The following proposition is obtained directly from the construction. The above proposition implies that [Q : P ] = ω s−1 . The following lemma is not necessary but noteworthy. For simplicity we omit ⊗ N as long as there is no confusion. QED.
