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A B S T R A C T
Field Programmable Gate Arrays (FPGAs) are a new addition to the
world of data center acceleration. While the underlying technology has
been around for decades, their application in data centers slowly starts
gaining traction. However, there are myriad problems that hinder
the widespread application of FPGAs in the data center. The closed
source tool chains result in vendor lock-in and unstable tool flows. The
languages used to program FPGAs require different design processes
which are not easily learned by software developers. Compared to
commodity solutions using CPUs and GPUs, FPGAs are more expen-
sive and more time consuming to develop for. All of this and more
make FPGAs a tough sell to people in need of task acceleration.
Nonetheless, FPGAs also offer an opportunity to develop faster
accelerators with a smaller energy envelop for rapidly changing appli-
cations. This work presents a solution to FPGA abstraction using the
TaPaSCo framework. TaPaSCo simplifies moving between different
FPGA architectures and automates scaling of accelerators across a mul-
titude of devices. In addition, the framework provides a homogenized
way of interacting with the accelerators.
This thesis presents applications where FPGAs offer many benefits
in the data center. Applications such as Semi-Global Block Matching
which are difficult to compute on CPUs and GPUs due to the specific
data transfer patterns, can be implemented highly efficiently an FP-
GAs. The presented work achieves over 35× of speedup on FPGAs
compared to implementations of GPUs.
FPGAs can also be used to improve network efficiency in the data
center by replacing central network components with smart switches.
The work presented here achieves up to 7× speedup over a classical
distributed software implementation in a hash join scenario.
Furthermore, FPGA can be used to bring new storage technologies
into the data center by providing highly efficient consensus services
right inside the network. The presented work shows that fetching
pages remotely using a FPGA accelerated consensus system can be
done as fast as 10µs over the network which is only 55% of a con-
ventional solution. These results make non-volatile network storage
solutions as replacement for main memory viable.
Lastly, this thesis presents a way of simulating parts of a brain
with a very high level accuracy using FPGA. The spiking neural
networks employed in the accelerator can benefit the research of brain
functionality. The accelerator is capable of handling tens of thousands
of neurons with a strict real time requirement of 50µs per simulation
step.
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Z U S A M M E N FA S S U N G
Field Programmable Gate Arrays (FPGAs) sind eine neue Art von
Beschleunigern in der Welt der Rechenzentren. Während die grund-
legende Technologie bereits seit Jahrzehnten verwendet wird, ist ihr
Einsatz in Rechenzentren neu. Sie setzen sich dort aufgrund einer
Vielzahl von Problemen nur langsam durch. Die proprietäre Software,
die die Nutzung von FPGAs ermöglicht, sorgt dafür, dass zum einen
der Wechsel des Herstellers schwierig ist und zum anderen die Tools
oft von Stabilitätsproblemen geplagt werden. Die Programmierspra-
chen für FPGAs benötigen eine völlig andere Entwurfsmethodik, was
deren Verwendung für Softwareentwickler erschwert. Im Vergleich zu
verbreiteten Lösungen, die auf CPUs und GPUs basieren, ist die Ent-
wicklungszeit für FPGA-basierte Lösungen höher. All diese Aspekte
verzögern den Durchbruch von FPGAs in Rechenzentren.
Trotzdem bieten FPGAs die Möglichkeit, effizientere und schnellere
Beschleuniger für eine große Zahl von sich schnell ändernden Applika-
tionen zu entwickeln. Diese Dissertation präsentiert TaPaSCo als eine
Lösung zur Abstraktion von FPGAs. Das Framework erleichtert das
Wechseln zwischen verschiedenen FPGA-Architekturen. Außerdem
automatisiert die Software die Skalierung der Beschleuniger für eine
große Anzahl von Plattformen. Zusätzlich ermöglicht TaPaSCo eine
einheitliche Interaktion mit verschiedenen FPGAs.
Des Weiteren präsentiert diese Arbeit Anwendungen, in denen
FPGAs einen deutlichen Mehrwert in Rechenzentren bieten können.
Anwendungen wie das Semi-Global Block Matching sind durch ihre
Kommunikationsmuster auf CPUs und GPUs schwer zu berechnen.
Auf FPGAs können diese Muster allerdings sehr effizient implemen-
tiert werden. Der vorgestellte Beschleuniger erreicht eine Verbesserung
von über 35× im Vergleich zu einer Implementierung auf GPUs.
Andere Einsatzgebiete für FPGA finden sich in den Netzwerken der
Rechenzentren, in denen sie als intelligente Switches die Effizienz der
Datenkommunikation steigern können. Bei einem verteilten Hash Join,
der eine typische Arbeitslast von verteilten Datenbanken ist, erreicht
eine Implementierung in einem FPGA eine Verbesserung von 7× über
eine klassische Implementierung.
Zudem können FPGAs eingesetzt werden, um völlig neue Spei-
chertechnologien in die Datenzentren zu bringen, indem sie an zen-
traler Stelle Konsensus-Dienstleistungen erbringen. Die vorgestellte
Arbeit zeigt, dass eine Speicherseite, die über das FPGA gesteuer-
te Konsensus-Netzwerk abgefragt wird, eine Latzen von nur 10µs
hat, was einer Verschlechterung gegenüber einer lokalen Abfrage von
nur 55% entspricht. Solch ein Konsensus-System ermöglicht es, nicht-
vi
flüchtige Netzwerkspeicher als Ersatz für lokale Hauptspeicher zu
verwenden.
Zum Abschluss präsentiert diese Dissertation einen Beschleuniger,
der auf FPGAs die Neuronen eines Gehirns sehr genau simulieren
kann. Die “Spiking Neural Networks”, die dafür verwendet werden,
können in der Gehirnforschung als Ersatz zur in-vivo Forschung
eingesetzt werden. Der Beschleuniger kann mehrere zehntausend
Neuronen pro Simulationsschritt berechnen, während er eine starke
Echtzeitbedingung von 50µs einhält.
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P U B L I C AT I O N S
conference
[1] Jaco Hofmann, Jens Korinth, and Andreas Koch. “A Scalable
High-Performance Hardware Architecture for Real-Time Stereo
Vision by Semi-Global Matching.” In: IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR) Workshops. Best
Paper Runner-Up. 2016.
[2] Jaco Hofmann, Jens Korinth, and Andreas Koch. “A Scalable
Latency-Insensitive Architecture for FPGA-Accelerated Semi-
Global Matching in Stereo Vision Applications.” In: IEEE Proc.
International Conference on ReConFigurable Computing and FPGAs
(ReConFig). 2016.
[3] Jaco Hofmann, A. Zjajo, and R. van Leuken. “Multi-chip dataflow
architecture for massive scale biophysically accurate neuron
simulation.” In: 38th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBC). 2016.
[4] Lukas Sommer, Julian Oppermann, Jaco Hofmann, and An-
dreas Koch. “Synthesis of Interleaved Multithreaded Accelera-
tors from OpenMP Loops.” In: 2017 International Conference on
Reconfigurable Computing and FPGAs (ReConFig’17). 2017.
[5] Huynh Tu Dang, Jaco Hofmann, Yang Liu, Marjan Radi, Dejan
Vucinic, Robert Soulé, and Fernando Pedone. “Consensus for
Non-Volatile Main Memory.” In: 2018 IEEE 26th International
Conference on Network Protocols (ICNP). IEEE. 2018, pp. 406–411.
[6] Carsten Heinz, Yannick Lavan, Jaco Hofmann, and Andreas
Koch. “A Catalog and In-Hardware Evaluation of Open-Source
Drop-In Compatible RISC-V Softcore Processors.” In: IEEE Proc.
International Conference on ReConFigurable Computing and FPGAs
(ReConFig). IEEE. 2019.
[7] Jaco Hofmann, Lasse Thostrup, Tobias Ziegler, Carsten Bin-
nig, and Andreas Koch. “High-Performance In-Network Data
Processing.” In: International Workshop on Accelerating Analytics
and Data Management Systems Using Modern Processor and Stor-
age Architectures, ADMS@VLDB 2019, Los Angeles, United States.
2019.
[8] Jens Korinth, Jaco Hofmann, Carsten Heinz, and Andreas Koch.
“The TaPaSCo Open-Source Toolflow for the Automated Com-
position of Task-Based Parallel Reconfigurable Computing Sys-
tems.” In: International Symposium on Applied Reconfigurable
Computing (ARC). 2019.
ix
[9] Johannes Krude, Jaco Hofmann, Matthias Eichholz, Klaus Wehrle,
Andreas Koch, and Mira Mezini. “Online Reprogrammable
Multi Tenant Switches.” In: 1st ACM CoNEXT Workshop on
Emerging in-Network Computing Paradigms (CoNEXT ENCP’19).
ACM. 2019.
[10] Micha Ober, Jaco Hofmann, Lukas Sommer, Lukas Weber,
and Andreas Koch. “High-Throughput Multi-Threaded Sum-
Product Network Inference in the Reconfigurable Cloud.” In:
Fifth International Workshop on Heterogeneous High-performance
Reconfigurable Computing (H2RC). 2019.
journal
[11] Amir Zjajo, Jaco Hofmann, Gerrit Jan Christiaanse, Martijn
Van Eijk, Georgios Smaragdos, Christos Strydis, Alexander de
Graaf, Carlo Galuzzi, and Rene van Leuken. “A real-time recon-
figurable multichip architecture for large-scale biophysically
accurate neuron simulation.” In: IEEE transactions on biomedical
circuits and systems 12.2 (2018), pp. 326–337.
bookchapter
[12] Jaco Hofmann. “Real-Time Multi-Chip Neural Network for
Cognitive Systems.” In: ed. by A. Zjajo and R. van Leuken.
Real-Time Multi-Chip Neural Network for Cognitive Systems.
River Publishers, 2019. Chap. MultiChip Dataflow Architecture
for Massive Scale Biophysically Accurate Neuron Simulation.
x
A C K N O W L E D G M E N T S
First and foremost I would like to thank my advisor, Prof. Dr.-Ing.
Andreas Koch, for his unwavering support. He provided me with a
great environment where I could follow my research goals, and he
was always ready to give advice whenever needed. Additionally, he
always had a new interesting project to tackle.
I would like to express my gratitude to Prof. Dr.-Ing. Mladen
Berekovic for taking the time out of his busy schedule and being
the second assessor of this work.
Special thanks are reserved for my current and former colleagues
with whom I have worked through many interesting challenges.
I am thankful for my friends for being there when I needed them.
They made me see things differently and helped me through some
tough times. Life would not be the same without them.
I am indebted to my family for their adamant backing. Without
them I would not have made it this far.
xi

C O N T E N T S
i field programmable gate arrays
1 introduction 3
1.1 Thesis Contributions 10
1.2 Thesis Outline 11
2 fpgas as target for accelerator development 13
2.1 Basic Building Blocks 13
2.2 Connecting them up 15
2.3 Additional Infrastructure 17
2.4 The speed of light 17
2.5 Target Mapping 19
2.6 Place&Route 20
3 methods of hardware description 23
3.1 Scenario 23
3.2 Classical HDLs 24
3.3 Hardware Construction Languages 25
3.3.1 Chisel 27
3.3.2 Bluespec 28
3.3.3 Other HCLs 32
3.4 High Level Synthesis (HLS) 32
3.4.1 Programming Language Based HLS 33
3.4.2 SystemC 35
3.4.3 Domain Specific Language HLS 37
4 the case for higher abstraction 41
4.1 Change in Perception 42
4.2 FPGAs for non-FPGA experts 44
4.3 Case Study: Nothing is straight forward on FPGA 45
5 task parallel systems composer (tapasco) 53
5.1 Concept 53
5.2 Software 56
5.3 From TPC to TaPaSCo 56
5.4 Bitstream Identification 57
5.5 Abstract Kernel Driver 60
5.6 Userspace Library 61
5.7 The TaPaSCo Plugin System: SFP+ 63
ii application acceleration using fpga
6 semi-global block matching 71
6.1 Semi-Global Block Matching 72







6.4.2 Platform-independent performance 83
6.4.3 Performance on real FPGA platforms 87
6.4.4 Design Space Exploration in TPC 88
6.5 Conclusion and Future Work 91
7 system-on-chip infrastructure for in-network
processing 93
7.1 Network Packet Processing in Bluespec on FPGA 94
7.2 Related Work 97





8.4.1 Experiment with skew 117
8.4.2 Experiment with skew 119
8.4.3 Number of Joins 120
8.5 Conclusion 120






10 spiking neural networks 137
10.1 System Design 138
10.2 Simulation 140
10.3 Moving to Hardware 143
10.4 Evaluation 143
10.5 Conclusion 144
11 conclusion and lessons learned 145
11.1 Lessons Learned 146
11.2 Future Work 148
bibliography 149
L I S T O F F I G U R E S
Figure 1.1 The Xilinx Alveo U280 Data Center Accelerator
Card already looks the part to be used in a data
center. Picture taken from the manufacturer at
https://www.xilinx.com/products/boards-and-kits/
alveo/u280.html. 4
Figure 1.2 Debugging a Bluespec generated IP using sig-
nal waveforms for transfers from host to device
memory as used in TaPaSCo. 9
Figure 2.1 Simple three input, one output logic function.
An AND gate is connected to a XNOR gate. 13
Figure 2.2 View generated by Vivado 2019.1 of the ba-
sic logic blocks of a Xilinx Virtex UltraScale+
device. The Configurable Logic Block (CLB)
contains eight six-input, one-output Lookup
Tables (LUTs) (marked in red) and sixteen Flip-
Flops (FFs) (marked in green). CLBs are the
basic block of the Virtex UltraScale+ architec-
ture. 14
Figure 2.3 Simple switching architecture in a island style
Field Programmable Gate Array (FPGA) [71].
Tracks are layed out horizontally and vertically
across the die space. The inputs and outputs
of logic blocks (LBs) are connected with the
routing network via connection boxes (CBs).
The individual traces in the routing network
can be connected with one another in switch
boxes (SBs). 16
Figure 2.4 Part of a Schematic generated by Vivado 2018.3
after synthesis. The yellow boxes represent
the individual primitives such as LUTs or FFs of
myriad configurations. The blue boxes contain
instantiated modules that can be reused across
the schematic. The schematic represents part
of a circuit used for copying data from one
memory location to another. 20
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Figure 2.5 Graphical representation of a Alveo U250 FPGA
after Place&Route as generated by Vivado 2018.3.
The blue boxes are those primitives selected by
the Place&Route process. The green lines repre-
sent the connections between those primitives.
The FPGA is very regular with lines containing
the same resource such as CLBs, including LUTs
and FFs (the small blue boxes), or BRAM (the
long blue box). 21
Figure 3.1 FIR Filter of order n. The figure is available
under public domain[14]. The incoming signal
is delayed to be used in later iterations. For
each output signal y [n] the current input sam-
ple, as well as the last four input samples, is
multiplied with their corresponding coefficient
and summarized. 23
Figure 4.1 Overview of the DMA system on the FPGA. The
host memory is accessible via PCIe 3.0. The
DDR memory on the device is accessible via
memory controllers. The DMA engine moves
data from one memory to another. Blue boxes
are not on the FPGA. Gray boxes are provided
by the vendor, in this case Xilinx. The oper-
ation is controlled by the host over the PCIe
link. 46
Figure 4.2 Example of using a gather list to move data
from user space of the host to the device mem-
ory. The pages corresponding to the continuous
user space memory are not continuous on the
physical memory. In this case, the pages A, C
and F which represent a continuous buffer in
user space, shall be transferred to a continuous
block starting at address two in device mem-
ory. The DMA engine receives a list of memory
addresses that have to be transferred and auto-
matically moves the pages to the corresponding
addresses in device memory. 47
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Figure 4.3 Example of using a bounce buffer to move
data from user space of the host to the de-
vice memory. The bounce buffer, represented
by the pages marked red, can hold two ele-
ments. Hence, the kernel driver has to move
the data in two chunks from the user space
to the continuous buffer. In this case, the first
chunk consists of the pages A and B. The DMA
engine then moves the data from the continu-
ous buffer to the device memory. This process
has to be repeated until all chunks have been
transferred. 47
Figure 4.4 Performance for Read, Write and both in par-
allel over Peripheral Component Interconnect
Express (PCIe) 3.0 on a AMD Athlon(tm) X4 845
for a bounce buffer of 4MB. The measurements
include the whole process of moving data from
user space to the FPGA and/or back. 48
Figure 4.5 Performance for Read, Write and both in par-
allel over PCIe 3.0 on a AMD Ryzen 1600x for
a bounce buffer of 4MB. The measurements
include the whole process of moving data from
user space to the FPGA and/or back. 49
Figure 4.6 Performance for Reads (Moving data from the
FPGA to the host) over PCIe 3.0 on a AMD
Ryzen 1600x for different configurations of bounce
buffers. The measurements include the whole
process of moving data from user space to the
FPGA and/or back. 50
Figure 5.1 A TaPaSCo compatible Processing Element (PE)
has to conform to this T-shape design. The
PE is controlled via control channels that can
be accessed by the host. The PE itself can ac-
cess off-chip memory through the data channel.
Lastly, signaling paths can be used to notify the
host. Taken from [69]. 54
Figure 5.2 TaPaSCo PEs are grouped together in a pro-
cessing cluster. The individual channels are
aggregated into a combined channel that can
be connected to the rest of the architecture.
Taken from [69]. 54
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Figure 5.3 TaPaSCo design containing the architecture which
houses the processing clusters, as well as the
platform. The platform is FPGA specific and
includes different components depending on
the target architecture. In any case, it handles
all communication of the PEs with the outside
world. Taken from [69]. 55
Figure 5.4 View of the TaPaSCo software stack. The bit-
stream generated by TaPaSCo contains a dedi-
cated information core providing all necessary
information to the host at run-time. The kernel
driver reads that information and provides nec-
essary interfaces, such as interrupts or DMA,
to the user space library. The user space library
provides high level operations to control the
FPGA to the user application. 58
Figure 5.5 JSON configuration of a bitstream generated
through TaPaSCo. The JSON-file is then serial-
ized using Protobuf into a binary representa-
tion that can be read from the bitstream by the
software stack. 59
Figure 5.6 TaPaSCo launch functions to run a PEs on the
FPGA. 62
Figure 5.7 Ethernet is attached through special IP pro-
vided by the FPGA vendor, here marked in
green. The SFP+ IP provides two AXI4-Stream
interfaces for bidirectional communication. The
TaPaSCo plugin can flexibly connect different
types of PEs to the ports. The user can spec-
ify which ports should be connected to which
PE. 64
Figure 6.1 Typical stereo vision system. This paper focuses
on the disparity calculation step. 72
Figure 6.2 (a) Four, (b) Eight, and (c) 16 directions used in
Semi-Global Block Matching. 74
Figure 6.3 Base architecture for Semi-Global Block Match-
ing (SGBM). Stage 1 produces the per-pixel costs
and P2 penalty values. Stage 2 calculates the
path costs, using the outputs of the previous
stage as well as prior paths costs stored in a
stage-internal buffer. Stage 3 computes the dis-
parities from the path costs. 77
Figure 6.4 Extending the base architecture with fine-grained
parallelism: Parallel cost computations (per-
pixel, per-path) for multiple potential disparity
values 79
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Figure 6.5 Coarse-grained parallelization: Processing mul-
tiple rows in parallel 80
Figure 6.6 Detailed view of the SGBM calculation sub-architecture.
Each row processor receives a line of the rank-
transformed input image in sequential order.
The row processor calculates all disparities for
its specific row. The semi-global data from
other input lines, as shown in Equation (6.2),
is distributed in a systolic array-pattern. Two
methods of parallelization are employed: 1) Us-
ing multiple row processors, sequential lines of
the input image can be processed in parallel. 2)
Finer grained parallelism is employed inside of
each row processor, where multiple disparities
are calculated in parallel. 82
Figure 6.7 Operation of the proposed architecture. The
images are read from host memory by two
DMA engines. A control interface is used to
alter the behavior of the algorithm. The base
images are processed by rank transform and P2
calculation cores. The results are then fed into
a parallel sub-architecture which performs the
actual SGBM calculations. The resulting dispar-
ities are filtered to suppress outliers, and for-
warded to one of the DMA engines for transfer
back to the host. 84
Figure 6.8 Disparity comparison for the Teddy image set. 85
Figure 6.9 Cycles needed to process a single disparity map
for varying degrees of parallelism. 86
Figure 6.10 Frames per second achieved by the proposed
architecture at a clock frequency of 200MHz. 86
Figure 6.11 Frequency needed to achieve 30 frames per sec-
ond on the proposed architecture for varying
degrees of parallelism. 87
Figure 6.12 Hardware synthesis results for accelerators at
VGA resolution for Zedboard and ZC706 plat-
forms 88
Figure 6.13 Hardware synthesis results for accelerators at
720p resolution for ZC706 and VC709 plat-
forms 89
Figure 6.14 Hardware synthesis results for accelerators at
1080p resolution for ZC706 and VC709 plat-
forms 89
Figure 6.15 Energy consumed by different configurations of
VGA-resolution SGBM accelerators at maximum
fps 90
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Figure 6.16 Energy consumed by different configurations
of VGA-resolution accelerators when achieving
30 fps 90
Figure 7.1 Overview of the system generated by the packet
parser. Incoming packets are stored in a packet
buffer that is accessible by the individual stages.
The stage execution is controlled by the stage
controller. As the stages are provided by the
calling module, they might have side effects on
the calling module such as writing or reading
registers. 96
Figure 8.1 Example of Query Plan for Classical Execution
from [54]. The plan executes SELECT * FROM A
JOIN B JOIN C using two hash joins. Firstly,
after shuffling of B, a hash table is generated.
The hash table is probed with the shuffled A.
Afterwards the same is done for C and the in-
termediate join result A ./ B. 103
Figure 8.2 Overview of the system to process the INP
scheme proposed in [54]. A master node is
responsible to configure the other components
of the system according to the incoming query.
The system consists of multiple nodes that store
relations and can do processing. Furthermore,
a FPGA based switch is used to do calculations
inside the network. 104
Figure 8.3 Execution of SELECT * FROM A JOIN B JOIN C
in the INP scheme shown in [54]. The shuffling
necessary in Figure 8.1 is gone as the switch can
directly process incoming data. Furthermore,
there is no intermediate join result anymore as
the switch can generate and probe both hash
tables simultaneously. 105
Figure 8.4 Cost for executing the traditional and classi-
cal schemes with different relative sizes of A
compared to B and C. For very favorable sce-
narios, where the cost of A is small compared
to the other relations, the classical approach is
slightly better than the INP approach. How-
ever, for large relations A the INP approach
wins out. (Taken from [54]) 108
Figure 8.5 Cost Analysis for varying number of joins. Re-
lation costs (crel) are kept the same for all joined
relations. 109
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Figure 8.6 Overview of the proposed architecture on the
NetFPGA SUME board. Data is processed as a
stream of 64 bit words provided by the Xilinx
10G Ethernet Subsystem. The Ethernet packets
are parsed using a Bluespec-generated packet
parser. The extracted hashing and probing re-
quests are forwarded to the hashing and prob-
ing infrastructure. 112
Figure 8.7 The hash unit is responsible for storing hash
requests in the hash table. The first step is
the hashing of the request to determine the
bucket. Secondly, the corresponding bucket
is requested from the external DDR memory.
The bucket is then updated with the values
from the request and written back to the mem-
ory. If a bucket is requested a second time
before the first request has been answered, the
value can be fetched directly from a look-ahead
buffer. The second request is stored in a de-
lay buffer until the previous request has been
completed. 114
Figure 8.8 The hash tables are stored interleaved, instead
of storing them in a block. This pattern helps
spreading the load over both memories during
hash table generation. 114
Figure 8.9 The probe unit retrieves values from the hash
tables. The hashed key is used to receive the
corresponding bucket. The value extractor checks
if the bucket contains the value, which it returns
in that case. Otherwise, it will return an error
code as a response. 116
Figure 8.10 Experimental setup around the proposed NetF-
PGA SUME based FPGA switch. The server rack
at the bottom houses four compute and one
master node based on Intel Xeon 5120 CPUs.
The central Zyxel XS3700 switch connects the
experimental setup as the nodes come with
RJ45 based network interfaces and the FPGA
requires SFP+. Taken from [54]. 117
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Figure 8.11 Experimental evaluation of the findings pre-
sented in Figure 8.4. Three relations are kept at
50 000 000 each, while the last relation is scaled
from 5 000 000 to 5 000 000 000 tuples. The ex-
periment is performed with four nodes each
running at 5Gbit/s. The numbers show that
NetJoin quickly outperforms the classical ap-
proach. Only for few tuples in A the shuf-
fling overhead is small enough to be compet-
itive. The numbers have been adopted from
[54]. 118
Figure 8.12 Bandwidth required per node, in a four node
configuration, for NetJoin to match the runtime
of the baseline running at 5Gbit/s. 119
Figure 8.13 The same parameters as chosen in Figure 8.11a
applied to a heavily skewed join key scenario.
Instead of equal distribution, node 1 receives
the majority of the data, while the other nodes
are underutilized. Accordingly, node 1 has to
shoulder most of the work and the network
ingress is overloaded. This shows in the results
as the runtime of the join increases by up to
3.31×. NetJoin is not affected at all by these
changes and performs equally well. Graphs
adopted from [54]. 122
Figure 8.14 Experiment 3. Scaling number of executed joins
in query from 1 to 4. All relation sizes are fixed
to 50 000 000 tuples. NetJoin is slower for 1 join
since the complete relations are sent to switch.
With more joins NetJoin outperforms the base-
line by avoiding shuffling intermediate joined
relations. With relation A being bigger than
joined relations, the speedup increases further
as demonstrated in Experiment 1. 123
Figure 9.1 The ABD protocol as introduced in [30]. Reads
and writes require two phases to determine
which state is the current one and perform the
requested operation. 127
Figure 9.2 Memory access requests by the clients are trans-
lated by the programmable switch into ABD re-
quests. The switch is responsible to perform the
necessary operations for the protocol. 130
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Figure 9.3 CDF of the latency measured for the different
methods when reading a cache line. Local reads
the value from local memory, P4 Replication
reads the value from the remote memories via
the P4 switch and FPGA Replication reads the
values via the FPGA switch. 135
Figure 10.1 Example of a spike train of thirty neurons from
a monkey cortex. Time is plotted on the verti-
cal axes, while the vertical axis represents the
spikes. Taken from [70]. 138
Figure 10.2 System overview of the proposed Spiking Neu-
ral Network (SNN) simulation architecture. Clus-
ters contain multiple PhC around a shared mem-
ory. Each PhC serially calculates the data for
multiple neurons. Clusters are connected via
a tree Network on Chip (NoC) to one another.
Clusters that are close together can communi-
cate faster. This models the connection schemes
of neurons found in the brain. Taken from
[134]. 139
Figure 10.3 Cycles needed for one simulation step at differ-
ent router fan-outs and for different number of
PhCs per cluster. Smaller fan-outs tend to per-
form better as the routers are less crowded. 141
Figure 10.4 Cycles needed for one simulation step at differ-
ent cluster sizes. The router fan-out is kept at
two as determined in Figure 10.3. 142
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I N T R O D U C T I O N
Today data centers are dominated by two types of processing hard-
ware: Firstly there are general purpose CPUs that are used for a wide
area of applications and are the driving force behind a lot of pro-
cessing done today. They power the Internet by running web-servers
and other required infrastructure such as databases. They are used
to simulate physical processes, explore the universe or predict the
weather. CPUs might not be the fastest when looking at specific appli-
cations, however, they can reliably process pretty much any workload
thrown at them. For a long time (and even in some new data cen-
ters built today) CPUs have been the only processors available in
data centers. The ever increasing demand for performance lead to
the advent of General-Purpose Computing on Graphics Processing
Units (GPGPU)[34]. Whereas CPUs currently process up 128 threads[4]
at the same time with very little parallelism (excluding techniques like
SIMD or SMT), GPUs can process a huge number of threads simulta-
neously and can schedule new threads at an instant to hide memory
latency. The new contender in the processing game has rapidly grown
in popularity especially through their efficient integration into popular
machine learning frameworks.
Common to both types of accelerators is their easy programmability,
straight forward upgrade paths and very good tool and community
support. They are usually programmed in some kind of high-level
programming language, or in the case of GPUs, abstracted away
through powerful frameworks for certain tasks. Parallelism can be
automatically exploited through techniques such as OpenMP[25] and
OpenCL[117]. Programs written for a certain CPU architecture, com-
monly x86, can be run on CPUs introduced much later than the codes
inception. Similarly, kernels written for a given GPU generation can be
run on newer generations or different models of the same generation
with reasonably good performance. All the necessary tools to access
both architectures are widely available and in the majority of cases
even as open-source software.
The new contender in the field of datacenter application acceleration
are FPGA. They are certainly not a new invention; the earliest models
had been available as early as 1983 [128]. However, their use was
limited to certain applications and they never entered the mainstream
of processing due to a variety of reasons. FPGA always excelled at
tasks such as low latency processing (for example high frequency
trading), glue logic tasks or high throughput streaming. Until 2014
[22] they did not compete with the general purpose processors, namely
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Figure 1.1: The Xilinx Alveo U280 Data Center Accelerator Card already
looks the part to be used in a data center. Picture taken
from the manufacturer at https://www.xilinx.com/products/
boards-and-kits/alveo/u280.html.
CPUs and GPUs, in the datacenter space for application acceleration.
FPGA competed more with custom Application-Specific Integrated
Circuit (ASIC). If the volume required was relatively small, for example
in the automotive industry, an FPGA was a good alternative before
spinning silicon which leads to high initial costs. To help to understand
the difference between CPUs, GPUs, ASIC and FPGA better, a short
description of the latter is presented in Chapter 2.
Nowadays FPGAs push into the datacenter as well as they promise in-
teresting features: Higher performance and lower energy consumption
are just two of the many advantages over traditional compute nodes.
Microsoft was among the firsts bringing FPGA into the cloud in Project
Catapult in 2014 [22]. The initial results in search query processing
were impressive. A 2x speedup in throughput and a 29% reduction in
latency. About half the servers used for query processing can be cut
leading to energy and cost savings. Later on different cloud providers
such as Amazon and Huawai brought user programmable FPGAs
to their cloud offerings. In previous years experimenting with FPGA
required not only in-depth hardware development knowledge but also
substantial investment into FPGA development boards. Contrary to the
software landscape the barrier to entry was very high. With the new
cloud offerings, however, it is as easy as starting an FPGA instance on
one‘s favorite cloud provider to get started.
And this is where a bright future of FPGA accelerated datacenters
with low energy footprint and high performance could start. Sadly,
there are many caveats that apply when using FPGA.
1. FPGA are not programmed in software but represent hardware.
The thought process is very different and former software devel-
opers can not simply switch to the new accelerator as they could
with GPUs.
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2. It is not easy to scale up computation across multiple FPGAs. This
is not too different from CPU or GPU based implementations,
but the research is far less advanced (e.g. there is no FPGA-MPI).
3. Moving from one FPGA inside a family to another is difficult.
Moving from one FPGA to a different family is even more difficult.
Moving to a different FPGA vendor altogether is often not feasible
due to the high associated costs.
4. Compilation, which is a relatively pain-free process in the soft-
ware world, becomes a major bottleneck. The roughly equiva-
lent process of synthesis and place&route (See Chapter 2) can
take days for the FPGA used in datacenters today. Errors in the
toolflow can occur at any step, and even after multiple days of
runtime and for various reasons, making the run invalid.
5. There is no debugging with tools like GDB or Nsight. There is
not even "printf-Debugging" available. Finding errors in ones
design on the chip can be a big problem. Simulation is a major
time saver but can not find all problems depending on how
accurate the simulation environment is.
6. Many systems inside modern PCs, such as the PCIe bus, are
rarely properly secured. Techniques such as IOMMUs are fre-
quently disabled. A malicious design on the FPGA can read all
the host memory if no other precautions have been taken.
7. Outside of the datacenter environment, FPGAs are difficult to set
up. On premise hosting requires much work to get right.
This brief list gives an idea of the problems datacenter providers
and developers targeting FPGA must face. The FPGA community has
been battling these problems for the past decades but many of them
are still open problems and require further research.
Let‘s take for example the problems described in Item 1. Tradition-
ally, FPGAs have been programmed through Hardware Description
Languages (HDLs). In an HDL, most commonly VHDL and Verilog,
the designer describes hardware at different, but very low, levels of
abstraction. At the lowest layer one might describe individual primi-
tives of the FPGA and their connection. This would be the layer used
to describe the FPGA design after Synthesis and before Place&Route.
A human developer would usually, using the same language, describe
an FPGA design one level higher in the register-transfer-level, which
describes registers and the combinational logic between them. This
level still requires a lot of knowledge about hardware and, while the
languages look deceivingly like software programming languages,
describes a totally different method of computation. Software devel-
opers trying to utilize the power of FPGA must completely relearn a
different pattern of thinking to be productive in HDLs. Additionally,
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the traditional HDL have a tendency to confuse newcomers as they
provide features that are valid language constructs and simulate fine,
but can not be synthesized into hardware by the tools later on.
A new generation of HDL, sometimes (mainly by the Chisel au-
thors[10]) called Hardware Construction Language (HCL), has been
developed in the past decade. The purpose of these languages is also
to closely describe hardware, but in a much more convenient fashion.
These languages assist the designer with tedious tasks. For example
they can automatically connect up the large number of signals found
in common bus-interfaces such as AXI. In general, the languages in
this group do not provide a higher abstraction level compared to
Verilog and VHDL. One notable exception to this rule is Bluespec
which uses a technique called guarded-atomic-actions to improve
the abstraction level and increase productivity. A short overview of
common HDL and HCL is given in Chapter 3.
Even the newer generation of HCL still requires fundamental hard-
ware knowledge. The FPGA vendors are aware of the steep learning
curve and try to alleviate certain aspects by providing a group of
languages and tools usually grouped as High-level Synthesis (HLS). In
contrast to classical HDL the promise of HLS is that the former software
developer does not have to learn about hardware but can program
in familiar languages. In academia many tools such as [57] try to
synthesize run-of-the-mill C code into hardware. The industry focuses
on tools like Vivado HLS to fulfill the same task. Common languages
used in HLS are C and C++ as classical software languages and Sys-
temC as a library built on top of C++ incorporating certain hardware
design aspects. While all these tools promise ease-of-use and a shallow
learning curve, they generally cannot keep that promise. For most
applications the programmer has to adopt the code to the HLS tool and
convert it into some compatible form to achieve good performance.
The resulting source code often looks nothing like the original and
the programmer might have been better off using HLS directly[102]. A
second group is built around the widely used heterogeneous platform
targeted language OpenCL. However, the same caveat applies as an
OpenCL program written for GPU which will run poorly on FPGA.
The group of HLS is described in detail in Chapter 3.
Another approach in the HLS domain are Domain Specific Lan-
guages (DSLs). Instead of synthesizing general purpose languages, a
subset specific to a certain use case is used. The use case might be
machine learning, image processing or cryptography. As the scope is
relatively narrow, dedicated hardware accelerators can be provided
and combined according to the user requirements. This approach
shows very promising results [45] and could become as popular as
they have become with machine learning frameworks for GPU.
With whatever approach chosen, there is no way around synthesis
and place&route. The tools used for these steps are completely vendor
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locked and closed source. Only very recent developments allowed
for some interaction with those tools [75], previously only reverse
engineering was possible [76]. Accordingly, a user is mostly at the
mercy of the FPGA manufacturer. The process then takes from 30 min-
utes to multiple days depending on the complexity of the design and
the target FPGA. In the software world a user might notice inefficient
design with slow performance and can then proceed with tracing
and other techniques to incrementally improve the design. This in-
cremental process is a lot slower considering the lengthy process of
bringing the design on the FPGA. Accordingly, the user has to hope
the HLS tool does things efficiently or, when using HDL, have a large
knowledge about certain features of the underlying architecture and
has to know exactly what construct in the HDL leads to what structure
after device mapping. Inefficient designs on the FPGA will achieve
poor clock frequencies or are very big, often a combination of both.
Even the most experienced designers will have to debug their design.
In software there are many very well supported tools from a variety
of manufacturers. These tools give in-depth information about the
execution of a program and allow a look down to the single instruction
level. Program debugging, even by using these tools, is often the
lengthiest part in software development. However, the process is
relatively annoyance free, especially in single-threaded applications.
The FPGA world is very different. There are no traditional debugging
tools for FPGA as the concept of, for example, single-stepping hardly
translates onto the highly parallel execution of hardware. Accordingly,
different techniques have to be used. Even today the most common
approach is to simulate the design and either look at the individual
signals at the right time, as shown in Figure 1.2, or use methods akin
to printf-debugging, where console output is generated depending
on the state of the accelerator. Certain methods, such as fuzzy testing,
cropped up over the years to help notice errors.
However, the process of finding the errors location is still very
frustrating. In addition to the lack of comfortable debugging tools,
the simulations employed are also painstakingly slow. Depending
on the degree of accuracy, the simulation of the initial phases of a
DDR3 connection can take upwards of 30 minutes. If the error is
not in the initialization process, the real simulation until the error
occurs might also take as long. As some errors only occur when the
simulation replicates the behavior of the real device accurate enough,
there is sometimes no way around these simulation times. Newer
languages such as Bluespec or SystemC rapidly increase simulation
speed for code written in the respective languages. However, often
certain Intellectual Property (IP) is only provided in Verilog or VHDL
and cannot be simulated with the language specific simulators.
All in all simulation is still relatively fast compared to what happens
if an error only occurs on the device but not in simulation. Those errors
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can usually be reproduced in accurate simulation. If certain behavior
on the device is unexpected, there is no way for the simulation to
mimic that aspect. These situations are the most time-consuming
parts of FPGA debugging. Bitstreams to reproduce the error have to
be generated. The error has to be localized. Special IP that acts as a
internal logic analyzer has to be instantiated, and the error has to be
captured. After all that process the simulation has to be enhanced
to cover the error, hopefully, detected from the traces. After finding
and fixing the error based on the simulation, the whole process has
to start all over again. All of this is just a very brief overview of
what debugging means in a FPGA environment. In reality, this process
typically takes much longer as certain problems for example only
occur in very high-performance cases which are difficult to capture
and simulate.
When it comes down to performance it does not look much better.
In the software world many well-tuned tracing frameworks exist to
find out where exactly performance is lost. In the FPGA domain all
the required infrastructure has to be provided by the designer itself.
Methods such as performance counters offer some way of telling if
something is amiss. However, they are usually just very vague tools
and can only provide hints but no certainty. Performance problems
indicated by the performance counters then require another lengthy
simulation, bitstream, repeat process to lead to results. These changes
might then have unexpected consequences on the timing or resource
utilization and the whole process starts all over again.
Let‘s assume the designer generated a design using his favorite HDL
or HLS tool. Everything works alright and at a high performance. As
is the case with all types of accelerators a new FPGA generation comes
around. For software programmers the cases would be clear. In the
worst case the program has to be recompiled to work on the new
architecture at the optimal performance. All the infrastructure, how-
ever, stays the same and changes in the code are usually not necessary.
Later, some changes to the code can further improve performance, but
are not required. Looking at the FPGA world again, there are major
differences. With a new generation of FPGA most of the supporting
infrastructure has to be changed. A DDR3 controller might be inter-
faced completely different from a DDR4 controller, the new generation
might require a different PCIe interface core and so on. These changes
are usually not only limited to the infrastructure but also radiate into
the accelerator itself when changes to the utilized communication
schemes are made. Accordingly, going to a new generation is often
a very slow and error prone process. All the changes must be tested
again with the above-mentioned process. Ultimately, changing from
one generation of FPGA to another one is often very expensive. Apart
from the set-up related problems, there might also be new features
that have to be used for optimal performance. In the software world
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Figure 1.2: Debugging a Bluespec generated IP using signal waveforms for
transfers from host to device memory as used in TaPaSCo.
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these features are usually automatically employed by the compiler. For
FPGAs on the other hand the novel technologies might require in-depth
changes of any part of the design which triggers the aforementioned
resynthesize-loop again.
The preceding paragraphs paint a rather bleak picture of FPGA as
a competitor to traditional computing devices and there is certainly
a long way to go, apart from availability, for mainstream appeal.
However, the recent years have shown that there are many applications
that are not as easily mappable on CPUs or GPUs. Even problems well
suited for GPUs such as neural network inference, FPGAs offer great
power savings and an increased throughput. Techniques like playing
with single bit precision are easy to do on FPGAs but not possible on
traditional computing devices.
This thesis provides an overview of the current accelerator devel-
opment landscape for FPGA. Subsequentially, I will introduce a tool
capable of abstracting away most of the changes between FPGA gen-
erations, enabling the designer to use IP across them. Lastly, I will
present different application scenarios where FPGA provide added
value compared to other types of computation devices.
1.1 thesis contributions
• A hardware and software abstraction layer offered as part of the
open-source TaPaSCo framework that can abstract generational
and interface changes between different FPGA away from the
designer.
• A very high-performance stereo vision accelerator for SGBM that
delivers much higher framerates at lower latencies compared
to CPU or GPU based implementation while, at the same time,
being highly configurable for low power embedded as well as
high performance datacenter applications.
• An FPGA in the middle of a network, acting as a switch, for
implementing a low latency consensus protocol directly in the
network to bring reliable next generation storage class memories
to the data center.
• A Hash-Join acceleration for distributed databases directly on
the FPGA acting as a switch to prototype next generation, state
capable, programmable switches.
• Utilizing the flexible interconnection schemes of FPGA to accu-
rately simulate brain neuron function in real-time using Spiking
Neural Networks (SNN).
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1.2 thesis outline
The first part of this work gives an overview of today‘s FPGA ecosystem.
In Chapter 2 FPGAs are introduced as accelerators, shortly describing
their main components and how designs are mapped onto them. In
Chapter 3 the two major types of design languages for FPGA are pre-
sented to give an overview over the current landscape and provide
insight needed for later chapters. Lastly, in Chapter 4 certain aspects
of traditional FPGA design are compared to a more modern and data-
center focused approach. In Chapter 5 TaPaSCo, our System-on-Chip
generator that can help make FPGA more accessible, is introduced.
The second part of this work revolves around specific accelerator de-
signs. Common to all the designs is that FPGAs can stand out compared
to more traditional computing elements. In Chapter 6 an accelerator
for SGBM is shown that can provide much higher throughput, lower
latency and less energy consumption compared to CPU and GPU.
In Chapter 7 FPGAs are moved into the network and two different
applications for the devices are presented. In both applications the
FPGA functions as the switch which enables processing of data directly
in the network without the need for costly extra data movement. In
Chapter 10 FPGAs are used as a tool to simulate highly parallel and bio-
physically accurate neurons of a simulated brain for research purposes.
The FPGA shines in this task as it meets very tight latency requirements
and is able to implement difficult communication schemes.
Lastly, in Chapter 11, the results of this thesis are summarized and
the fundamental aspects learnt as part of this work are enumerated.

2
F P G A S A S TA R G E T F O R A C C E L E R AT O R
D E V E L O P M E N T
Chapter 1 has already given a brief overview of what it takes to
target an FPGA for application acceleration. The introduction contained
fundamental aspects of FPGA design such as the tedious synthesis
and place&route processes. However, targeting an FPGA without the
necessary understanding of the structure of FPGA is futile. Accordingly,
this chapter describes important aspects of a modern FPGA necessary
to understand the challenges of FPGA design. This chapter cannot
give a comprehensive in-depth view of all aspects involved in FPGA
designs. Please refer to the literature, for example [24, 81], for in-depth
information not covered here.
2.1 basic building blocks
The basic functionality of a FPGA is to replicate any logic function in
a reconfigurable manner. So, what is a logic function? Let‘s take as
example the following schematic in Figure 2.1. The schematic can be
read from left to right. The function takes three inputs and produces
one output. The gate on the left is called an AND gate and produces
true on the output only if both inputs are also true. The second gate is
a XNOR gate that produces true on the output whenever both inputs
are equal.
Both gates of the circuit in Figure 2.1, as well as their combined
output, can be represented to individual truth tables as shown in
Table 2.1. The combined truth table is a three-input, one-output table.
In the FPGA world, such a truth table is called a Lookup Table (LUT).
All logic functions that can be expressed can also be represented in the
form of a LUT which makes them the perfect basic building blocks for
FPGAs. Nowadays, the LUTs employed in FPGAs are much bigger than
three-input, one-output. A typical configuration nowadays is six-input,
one-output. Typically, those LUTs are implemented as very fast SRAM





Figure 2.1: Simple three input, one output logic function. An AND gate is
connected to a XNOR gate.
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I1 I2 I3 O1
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 1 1
(c) Combined
Table 2.1: Truth table derived from the schematic in Figure 2.1
Figure 2.2: View generated by Vivado 2019.1 of the basic logic blocks of a
Xilinx Virtex UltraScale+ device. The CLB contains eight six-input,
one-output LUTs (marked in red) and sixteen FFs (marked in green).
CLBs are the basic block of the Virtex UltraScale+ architecture.
avoid an empty device during bootup at the cost of performance and
efficiency. To improve flexibility such LUTs can typically be combined
to form larger LUTs or split into separate functions depending on the
use case.
The second resource any modern FPGA has in abundance are Flip-
Flop (FF). FFs are single bit state elements that save their input on the
rising edge of a clock signal. Their purpose will be explained further
down in Section 2.4.
So how does the basic building block containing the LUTs and FFs
on a modern FPGA look like and what other components does the
block contain contain? Figure 2.2 shows a so-called Configurable
Logic Block (CLB) as generated by Vivado 2019.1 as an implementation
overview for an Alveo U250 device. Marked in red are the eight
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individual LUTs. Each of the LUTs is highly configurable and supports
the following modes as specified in UltraScale Architecture Configurable
Logic Block User Guide (UG574) [126, p. 16]:
• "Any arbitrarily defined six-input Boolean function."
• "Two arbitrarily defined five-input Boolean functions, as long as
these two functions share common inputs."
• "Two arbitrarily defined Boolean functions of three and two
inputs or less."
Accordingly, a single CLB can serve as eight six-input LUTs, as sixteen
five-input LUTs (as long as each pair of two share common inputs) or
any combination of the two. The LUTs can also be used as so-called
multiplexers, a type of circuit that forwards a certain input port to
the output depending on the state of a set of selection bits. These
multiplexers can be used to route signals inside of the CLB.
Marked in green are the 16 FFs which will be explained in Section 2.4.
Additionally, the CLB contains a variety of functionalities that can be
used to efficiently implement certain designs. For example a dedicated
carry-logic can be used to implement arithmetic operations very ef-
ficiently. Lastly, the LUT can be used as Random-Access Memory in
contrast to their usual behaviour as Read-Only Memory.
By using a CLB any logic function fitting in the resources can be rep-
resented. However, usually the logic function, for example a 32 bit ×
32 bit multiplier, is much bigger than a single CLB can fit. Accordingly,
there has to be a way to connect different CLBs up in a flexible and
configurable manner.




and the CLBs, which
are a specific
implementation of a
LB, used in Virtex
UltraScale+.
The basic principle of FPGA architectures should be clear after reading
the previous section. However, a single LUT is not very powerful on its
own. To build larger designs there has to be a way to chain different
LUTs, or in the case of the Virtex UltraScale+ architecture, CLBs together.
Let’s take a look on a island style FPGAs architecture as a specific
example in Figure 2.3. The logic blocks (LB) are organized in a grid
across the entire FPGA. Located between any of those LBs a so called
connection box (CB). The purpose of the CBs is to connect the LBs
with the routing grid that runs horizontally and vertically across the











The implementation, and accordingly the configurability, of those
SBs varies a lot between different FPGA architectures, the fundamental
purpose, however, is the same for all implementations. The SBs offer
a certain number of inputs and a certain number of outputs. Based
on their configuration they connect certain inputs to certain outputs.
Typically, many constraints apply to SBs which are a result of their
16 fpgas as target for accelerator development
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Figure 2.3: Simple switching architecture in a island style FPGA [71]. Tracks
are layed out horizontally and vertically across the die space.
The inputs and outputs of logic blocks (LBs) are connected with
the routing network via connection boxes (CBs). The individual
traces in the routing network can be connected with one another
in switch boxes (SBs).
(highly efficient) implementation and increase the routing difficulty.
For example a certain type of SBs could only connect inputs and
outputs in a certain direction: top to bottom, left to right and top to
right are valid, but not left to right and right to left at the same time.Switch boxes (SB)
are the fundamental
switching resources





The basic design of a highly regular switch box grid around a
logic block grid can be improved in a variety of ways. A typical
extension is the introduction of a hierarchy in the SBs to speed up
the connection between LBs located further apart. The hierarchies are
also often coupled with certain “high-speed” connections with very
high bandwidth to route across larger distances on the FPGA. Other
extensions include dedicated routing resources for special signals.
In modern FPGA architecture there is an abundance of routing re-
sources. Hence, a lack of these resources seldom constrains the design.
However, there is certainly no unlimited number of connections avail-
able and with designs that are very constrained to a specific location,
such as memory controllers, routing can become an issue.
Logic blocks and switch boxes are enough to build a working FPGA.
Some special resources for interaction with the outside world, usually
referred to as Input-Output- (IO-)Blocks have to be added. However,
over the years FPGA vendors used the available die space for a variety
of additional resources.
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2.3 additional infrastructure
The basic FPGA described up till now is already capable of implement-
ing any logic function. However, certain operations are frequently
used and would require a lot of logic resources. Modern FPGAs con-
tain special units that handle only the specific function and can be







units for high speed
IO applications such
as PCIe.
One of the most fundamental and often used blocks are dedicated
memory blocks. Modern logic blocks can of course be configured to
act as random-access memory, nonetheless, they offer only limited
space and reduce the amount of logic that can be put on the device.
Accordingly, a modern FPGA contains many Block-Random-Access-
Memories (BRAM) that act as very fast SRAM and can be hooked up
to the user logic on the FPGA. The feature set of the BRAMs varies
depending on the architecture, but at the very least, they support single
port access to memory. BRAMs can usually be configured for different
sizes and input width, for instance, 36 bit× 512 or 72 bit× 1024. The
amount of BRAM available depends on the architecture but usually
there is a high availability. Modern architectures employ a tiered
approach and add additional layers of slower but larger RAM, such as
the aptly named “UltraRAM” of Virtex UltraScale+.
The second almost universally available resources are specialized
for arithmetic operations. They usually can handle operations such
as additions and multiplications for a certain bit width such as
16 bit × 16 bit. Larger operations can be realized by chaining the
operators. Next generation FPGA such as Xilinx Versal provide new
resources in this area by providing dedicated vector processors for
high performance numerical operations.
There are other dedicated resources, but memory and arithmetic
blocks are most commonly used. One additional resource worth men-
tioning in this context are dedicated high performance IO units. These
units can be used to interface with interconnects such as PCI-Express
4.0 or 100Gbit/s Ethernet.
Modern synthesis tools are capable of finding suitable specialized
blocks based on the input source code through a process called in-
ference. Alternatively, the blocks can be instantiated directly in the
source code if certain architecture dependent functionality is necessary.
Direct instantiation comes with the penalty of vendor and architecture
lock-in which is in most cases not desirable (Chapter 1 for a brief
discussion of porting issues).
2.4 the speed of light
With the information provided in the preceding sections one could
start building infrastructure for FPGA. For example, a big multiplier
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to operate on 64 bit floating point numbers can be implemented by
using the LUTs to represent the logic of everything that is necessary. InFPGA are often used
as one of the first






this example, the necessary logic needs to (1) add the exponents, (2)
multiply the mantissas and (3) normalize the results. This behavior can
be built from some basic multiplication logic based on the repeated
addition known from school and full adders for addition. Sadly, the
reality, and especially physical laws, come in the way of such concepts.
Even the tiny circuits in today‘s FPGAs are limited by the speed of light.
No matter what technology is used, the electrons have to move at a
speed lower than the speed of light between transistors. Accordingly,
the design of our multiplier will have a very large propagation delay.
The propagation delay is the time it takes until an output reflects the
changes of the corresponding input. For large circuits that delay can
be surprisingly large, ranging into the seconds.
Hence, small circuits with state elements inbetween are a way to
limit the propagation delay. These smaller circuits have a short propa-
gation delay. The state elements break the path up into smaller pieces.
All of the small circuits are then controlled with a shared time step.There is a different
approach called
asynchronous circuit




used to make sure the
calculation is correct.
The time step, called a clock, has to be chosen long enough that all
the possible paths through the small circuits are considered. The state
element commonly chosen are FFs. As those little memory elements,
usually referred to as registers, are needed between all of the tiny
circuit elements, they are also available in big quantities. Going back
to the FPGA introduction: A CLB has eight LUTs but 16 FF. The logic,
previously referred to as small circuits, is called combinatorial logic.A large circuit is




two FF through the
combinatorial logic
determines the clock
period of the design.
In detail there are a lot of problems introduced by this model. For
example, the clock period has to be precisely chosen to be just long
enough for all paths of a circuit to execute. Any shorter and a certain
change on the input might not be reflected on the output and the
result of the calculation is wrong. Accordingly, finding the longest, or
critical, path is a fundamental problem for the CAD tools targeting
FPGA. Typically the designer of the circuit gives certain constraints
about the clock period. For instance, the clock period is constrained
to be 5ns. The Place&Route process then has to set out and find a
configuration that meets this constraint. For some designs the CAD
tools have no chance to find a successful configuration. The designer
might require two Digital Signal Processor (DSP) cells between two
FFs to form a multiply-accumulate operation. However, assume a
single run through the DSP takes 3ns. Without even accounting for
the length of the wires used for routing between the DSPs it is already
obvious that the target of 5ns cannot be reached. The tool will fail
timing and the designer has to rethink the circuit. The problem can
be resolved by introducing an extra pipeline register, which is a FF
between the chained DSP cells. The critical path now passes only one
DSP unit instead of two and might be able to pass timing. Of course this
change is not free and requires an additional FF and additional routing
2.5 target mapping 19
resources. For larger designs those changes are not trivial and might
have unexpected consequences, especially for very densely packed
circuits where almost all of the routing resources are already utilized.
Another frequently faced challenge is the selection of dedicated units.
The dedicated DSP might be a lot faster than the same circuit built up
out of LUTs. However, the routing paths to and from the DSPs might
already be too long and the LUT based approach might result in a
lower critical path.
So far, this chapter detailed the most important concepts of targeting
FPGA:
• Fundamentally, FPGA contain LUTs to represent logical functions
and FFs to store state.
• Additional resources are available for special applications such
as memory or arithmetic operations.
• The execution is controlled by a common clock that makes sure
that the propagation delay through the combinatorial logic is
controlled.
The rest of this chapter briefly introduces the tool side of FPGA
targeting.
2.5 target mapping
Nothing stops a user from configuring FPGA resources directly. Using
the LUT primitives and storing the state in individual FF makes up the
circuit. Afterwards the designer selects which virtual LUT is mapped
onto which physical LUT of the target design. A vendor provided
tool creates the necessary configuration files, called a bitstream, to
program the FPGA. Surprisingly, there are certainly designers that
try to approach the limits of FPGA design using this technique to
achieve ultimate control of the device. For example, [43] tries to fit as
many functional RISC-V processor cores onto a single FPGA as possible.
However, just as with assembler programming on CPUs, this approach
is very error prone, tedious, and nowadays not common. Instead there
are specialized tools that take a higher-level representation of a design
and translates into the correct configuration for the FPGA target.
The first step is the synthesis of the design. It takes an abstract
textual representation, usually VHDL or Verilog, and determines
which virtual FPGA resources of the targeted architecture are necessary
and how they should be connected. For example, the user might write
a multiplication of two numbers into the source code. The synthesis
process will then determine how many and what type of LUTs are








remove any unnecessary parts, for example signals that never change.
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Figure 2.4: Part of a Schematic generated by Vivado 2018.3 after synthesis.
The yellow boxes represent the individual primitives such as
LUTs or FFs of myriad configurations. The blue boxes contain
instantiated modules that can be reused across the schematic. The
schematic represents part of a circuit used for copying data from
one memory location to another.
Modern synthesis tools can go one step further and also optimize
certain aspects of a design. Most frequently encountered is the state
machine detection that finds state machines in the abstract represen-
tation and finds a well-suited state name scheme depending on the
target architecture, often minimizing multiplexers as those are rather
expensive.
Additionally, a synthesis tool is capable of finding structures in
the abstract design that can be represented by dedicated units of the
target architecture such as DSPs. This process, called inference, allows
writing target independent code which does not have to instantiate
target specific cells.
A graphical representation of a synthesized design as generated by
Xilinx Vivado is shown in Figure 2.4.
The output products of the synthesis can then be used to place the
virtual cells on the physical FPGA in a process called Place&Route
explained hereafter.
2.6 place&route
After synthesis the tool already knows what kind of cells are most
likely needed to build the circuit and how they should be connected.
However, the correct placement of those cells onto the physical FPGA is
not known. To reach the final bitstream used to configure the FPGA, the
mapping of the virtual cells to the physical cells has to be generated.
This process is called Place&Route.Place&Route, the




very slow and can
take multiple days to
complete.
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Figure 2.5: Graphical representation of a Alveo U250 FPGA after
Place&Route as generated by Vivado 2018.3. The blue boxes are
those primitives selected by the Place&Route process. The green
lines represent the connections between those primitives. The
FPGA is very regular with lines containing the same resource
such as CLBs, including LUTs and FFs (the small blue boxes), or
BRAM (the long blue box).
Sadly, as hinted at in Section 2.4, this process is not simple. There is
an unfeasibly large number of mappings available between the virtual
and the physical cells. Additionally, certain constraints apply that
makes finding a working configuration even harder. Most prominently,
those are timing constraints that force the design to meet certain
clock periods. Additionally, certain placement constraints limit the
available physical cells for a given virtual cell, based for example on
IO pads of the FPGA. As the solution space is vast, finding a solution
deterministically is often not possible. Even worse: When starting the
process, it is not even clear if any solution can be found. Accordingly,
in the real world the designer might experience a failed run after
coming back to the office after the weekend as the placer is not able
to find a mapping that meets timing, or even worse, does not find
a mapping at all. In the latter case, the designer has to go back to
the drawing board and reduce resource usage. In the former case,
the designer might introduce additional pipeline stages or rerun the
process with less tight timings.
This concludes the coarse description of the structure of a FPGA. In
detail there are a lot more things to consider. For example, it might be
better avoiding DSPs and build up certain arithmetic functions using
LUTs. This is the case when operations do not map well onto DSPs
or the routing penaltiy to reach the dedicated block is too high. The
next chapter will describe common HDL used in today’s academia




M E T H O D S O F H A R D WA R E D E S C R I P T I O N
Chapter 2 introduced the hardware side of FPGAs. However, languages
are needed to efficiently design hardware for it. The days of HDLs as
the only choice are gone and a wide selection of different languages is
available. This chapter gives an overview of many of the popular and
some of the less known languages for hardware design. Most of the
languages presented in this section are not FPGA specific and can also
be used to target ASICs. In contrast to HLSs, presented in Section 3.4,
a HDL directly describes the structure and behavior of hardware at a
certain level of abstraction.
This section is not a complete introduction to hardware design using
HDL. Other sources such as [11, 44] are better suited for teaching those
languages. Instead, this chapter is designed to give an overview of
how the languages abstract hardware design and how they look like.
For this purpose a common example design will be implemented in
all of the presented languages. Additionally, exerts from the generated
Verilog of the HCLs will be shown for comparison.
3.1 scenario
The comparison is done using a circuit that shows fundamental dif-
ferences between the languages. A common functionality which is
used in many applications is a Finite Impulse Response (FIR) Filter.
An incoming discrete signal is filtered by applying a filter function to
the last n samples and summing them up to produce the new output
signal. The generalized approach is shown in Figure 3.1.
The goal of each implementation in the different languages is to
implement a FIR Filter with five taps for 16 bit signed integers. If
z–1 z–1 z–1
Figure 3.1: FIR Filter of order n. The figure is available under public do-
main[14]. The incoming signal is delayed to be used in later
iterations. For each output signal y [n] the current input sample,
as well as the last four input samples, is multiplied with their
corresponding coefficient and summarized.
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possible, a generalized FIR filter should be implemented including
a specialized four tab implementation. The chosen filter weights are
1, 2, 3, 2, 1. These settings are chosen to provide, on the one hand,
easy to follow implementations, while on the other hand, still remain
complex enough to show language differences.The FIR filter is a
non trivial example
of a circuit that is
frequently used and
can be implemented
in most HDLs and
in HLS.
All interfaces use a so called handshake mechanism to synchronize
interface activation. The handshake consists of two signals, a ready
and a valid signal. The valid signal is set by the party that controls the
data and the ready signal is set by the receiving party. For instance,
the outside world that wants to input a sample into the accelerator
controls the valid signal. The accelerator itself controls the ready signal
to indicate readiness to receive new data. Whenever both signals





rising edge of the
clock.
Handshake mechanisms are frequently encountered in todays circuit
design and are a fundamental piece of the global asynchronous, locally
synchronous method of circuit design. The handshake is used to
allow both partners in the communication to control the flow of the
communication. If, for example, the slave is busy and can not take a
new request it indicates that by setting the corresponding ready signal
to low.
The rest of this chapter is split into two parts. Initially, the classical
HDLs are introduced. In the second part of this chapter so called





despite being akin to
assembler in software
programming.
For a long time there were mainly two players in the HDL game: VHDL
and Verilog. The former was constructed around 1983 to document
ASICs and is heavily influenced by Ada [7]. Verilog came a bit later
in 1984 and follows a more C like syntax [94]. Both languages are
usually used at the Register-Transfer Level (RTL) and can usually be
transpiled into one another [33]. Apart from designing circuits using
the languages, verification is also supported and both languages can be
used to build testbenches. Their low level of abstraction makes either
language a good candidate to be used as a common denominator for
tool support. The HCLs described later in this chapter usually compile
their code into either language.There is a brisk
debate on which
language is the
superior one, as it is





In detail the languages have certain features which make them feel
quite different despite being equally powerful. VHDL is said to be
rather verbose and performs additional error checking. In VHDL a
wire that is not connected leads to warnings and errors further down
the toolflow. Verilog on the other hand is less strict and does not
enforce many of the rules that are required by VHDL. Both languages
come with certain caveats based on their origin as system verification
languages. Accordingly, they contain constructs that can not be trans-
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ferred into hardware as they are only applicable to simulation, which
is often a nuisance for beginners trying to get into hardware design.
Usually the circuits simulate fine but the tools used for synthesis
are not able to work with the code or build undesirable hardware
representations.
Nonetheless, for many years both languages shared the circuit
design market and are still heavily used to this day. VHDL mainly
stayed true to its roots with minor adjustments along the way. Verilog
received a layer of abstraction on top to simplify design verification
known as SystemVerilog.
As both languages have basically the same level of abstraction, the
example code in Listing 3.1 shows only the Verilog implementation of
the circuit described in Section 3.1.
The code closely follows the original circuit. Despite using some
generalized concepts such as loops to replicate hardware, no higher
level abstraction is possible. Generalization mainly happens through
parameters that can be used to define different widths of the registers
or additional filter tabs. The fundamental functionality, however, is
hard wired and requires more detailed changes to be adopted to new
applications.
Things such as the handshake semantics or the valid bits for the
output have to be described explicitly. There is no type system in place
and the semantics of the individual registers are completely open to
the developers discretion.
Over the years new languages emerged that aim to enhance HDLs by
adding high level features or different design methodologies. These
languages are still HDLs at heart but the term is usually associated
with Verilog and VHDL. The term HLS on the other hand does not fit
properly either, because the languages used for HLS do not directly
represent hardware and are usually DSL or re-purposed software
programming languages. The authors of Chisel coined the term HCL
for their language to avoid the misinterpretation of the traditional
notations.
3.3 hardware construction languages
Hardware Construction Languages (HCLs) are a subset of HDLs that
aims to improve on the traditional HDLs representatives in a number
of ways. Typical for HCLs are a type system and a higher level of
abstraction. For instance, much of the functionality for synchronization
such as handshakes can be implicitly handled.
HCL should not be confused with HLS. Whereas HCLs directly model
hardware, be it at a high level of abstraction, HLSs use languages
without any relation to hardware design and infer the circuits from
the logic of the languages.
The following section presents two of the most popular HCLs:
26 methods of hardware description












13 // The filter coefficients
14 localparam [15:0] coeff0 = 1;
15 localparam [15:0] coeff1 = 2;
16 localparam [15:0] coeff2 = 3;
17 localparam [15:0] coeff3 = 2;




22 reg [15:0] unfiltered[4:0];
23 reg [4:0] unfiltered_valid;
24
25 reg [15:0] unfiltered_next[4:0];
26 reg [4:0] unfiltered_valid_next;
27 // Take new values at the clocks positive
edge↪→
28 always @ (posedge clk) begin
29 if(!rst_n) begin
30 for(i = 0; i < 5; i = i + 1) begin
31 unfiltered[i] <= 0;
32 unfiltered_valid[i] <= 0;
33 end
34 end else begin








41 // Calculate new register values
42 always @ (*) begin
43 // Start with the value of the last
cycle↪→
44 for(i = 0; i < 5; i = i + 1) begin





49 // Output has been cleared
50 // -> Remove valid from last sample
51 if(y_ready && y_valid)
52 unfiltered_valid_next[4] = 0;
53 // Shift value if the next register is
empty↪→
54 for(i = 4; i >= 1; i = i - 1)
55 begin
56 if(unfiltered_valid_next[i - 1]
57 && !unfiltered_valid_next[i])
58 begin
59 unfiltered_valid_next[i] = 1;





64 // Take new input value if a register
is available↪→




69 unfiltered_valid_next[1] = 1;
70 unfiltered_next[1] = x;
71 end else begin
72 unfiltered_valid_next[0] = 1;




77 // Calculate output based on coefficients
78 assign y = unfiltered[0] * coeff0
79 + unfiltered[1] * coeff1
80 + unfiltered[2] * coeff2
81 + unfiltered[3] * coeff3
82 + unfiltered[4] * coeff4;
83 // Output is valid if all registers are
valid↪→
84 assign y_valid = &unfiltered_valid;
85 // Input is ready if first register is
empty↪→
86 // Or the output is cleared in this cycle
87 assign x_ready = !unfiltered_valid[0]
88 || (y_valid && y_ready);
89 endmodule
Listing 3.1: Verilog implementation of the circuit described in Section 3.1.
The implementation is optimized to take inputs every cycle when
available. For instance, if a value is take from the FIR filter via
the y-output, a new value can be taken through the x-input in the
same cycle. Features of higher level languages such as a proper
type system or higher-order-functions are not available. All the
necessary semantics, for example for the handshakes, have to be
enforced manually.
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• Chisel: The language which coined the term HCL. Provides a
higher level of abstraction compared to Verilog or VHDL and
is built upon a strong type system. The basic thought process
during development does not differ from the classical HDLs.
Chisel describes the circuits structure.
• Bluespec: Language with a completely different concept. The in-
troduction of the concept of “guarded atomic actions” shifts the
way hardware design is done while still maintaining very fine
grain control over the resulting circuits compared to HLSs. Blue-
spec describes the structure of the circuit but can also describe
the behavior of it.
3.3.1 Chisel
Chisel is a DSL embedded in Scala proposed in [10]. It is used to target
ASIC and FPGA flows through RTL descriptions and, in that regard,
has the same general direction as the classical HDLs. So how does
Chisel differ? Chisel is based on the very powerful Scala programming
language and extends the base language with constructs necessary
for hardware design. In that regard, Chisel tries to avoid certain
pitfalls found in classical HDLs. For instance, HDLs were invented as
simulation focused languages and contain constructs that can not
be synthesized. Hence, a developer has to know which constructs
are valid for synthesis. Chisel makes the distinction between the two
options explicit. Nonetheless, Chisel offers very powerful methods for
simulation and verification.
The general level of abstraction in regards of hardware design stays
the same compared to Verilog and VHDL. However, Chisel offers
features that simplify the lives of hardware developers. Most of the
features of the base language can be exploited to generate complex
structures automatically. For example, a FIR filter can be built on a base
unit that takes a list of functions which will be applied automatically
to the last n samples. The filter functionality is then separated from
the structure of the delay circuit to have the right sample at the right
time.
This is certainly only a simple example. Chisel offers many more
advantages such as a proper type system and correctness checks
through the compiler. All features from Scala can be used for testing
and debugging, such as automatic testing frameworks for test stimulus
generation. Chisel offers a simulation engine directly in Scala which
can be faster than a full blown simulation based on Verilog. The initial
verification and testing can happen directly in Chisel. The finalized
design is then compiled to Verilog and can be processed by a normal
Verilog based tool-flow.
The FIR Filter example in Listing 3.2 looks quite different than the
one in Verilog and increases flexibility. Instead of building a FIR filter
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for a set number of tabs, a generalized FIR filter is implemented and
then the coefficients are simply fed into the module during initializa-
tion.
The interface of the module uses the Decoupled type to implement
the handshakes. The handshake semantics are still handled by the
programmer.
Instantiation of the triangle filter is done by
1 val triangleFilter = FirFilter(16.W, Seq(1.U, 2.U, 3.U, 2.U, 1.U)).
The same module can be reused to build a wide variety of filters. A
simple two cycle delay, for example, could be created using
1 val delayFilter = FirFilter(16.W, Seq(0.U, 0.U, 1.U)).
3.3.2 Bluespec
Bluespec is a Haskell based HDL that originates at MIT [90]. During the
early years the syntax was closely intertwined with Haskell. To help
the increasing commercialization with the founding of the Bluespec
company, the syntax has been changed to resemble SystemVerilog.
The change promised increased appeal in the wider hardware design
community. However, comparing it to SystemVerilog would be unfair.
Bluespec introduces completely new concepts that can not be found
in any other language and bring a totally different thought process
into architecture based hardware design.Bluespec is a
proprietary HDL




The language is built on “guarded atomic actions”. Multiple actions
can be grouped in “rules”. Each rule contains actions that have to
be executed atomically, so, at the same time. Each action might have
certain limitations on when it can be executed, for example, putting
data into a FIFO is only possible if the FIFO is not already full. These
conditions are called implicit guards. Additionally, each rule can be
annotated by explicit guards that inhibit the firing (execution) of the
rule. A rule might only fire when a certain counter value is reached,
for example.
This simple concept is incredibly powerful when it comes to hard-
ware design. The compiler takes the rules and tries to schedule as
many rules as it can for parallel execution. The rules might be in
conflict to one another - a FIFO can only take one element per cycle. If
two rules want to access the FIFO, the compiler or the developer has
to decide which rule can fire and which has to wait for the other rule.
Interfaces to other modules use handshakes by default which pro-
motes latency insensitive design. However, the behavior can be changed
through compiler attributes. The compiler will then ensure that the
desired behavior is enforced throughout the modules. If an interface
is specified as having no handshake, the compiler will throw an error
if the interface is not read or written (depending on the direction) in
every clock cycle. Thanks to the strong type system, architectures that
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1 class FirFilter(bitWidth: Int, coeffs: Seq[UInt]) extends Module {
2 val io = IO(new Bundle {
3 val in = Flipped(Decoupled(UInt(bitWidth.W)))
4 val out = Decoupled(UInt(bitWidth.W))
5 })
6 // Create the serial-in, parallel-out shift register
7 val rdy = Reg(Vec(coeffs.length, Bool())) // Stores the valid entries
8 val zs = Reg(Vec(coeffs.length, UInt(bitWidth.W)))
9
10 // Shift all values forward that are valid, if the next register is
empty↪→
11 for (i <- 1 until coeffs.length) {
12 when(!rdy(i) && rdy(i - 1)) {
13 zs(i) := zs(i-1)
14 rdy(i) := true.B




19 // Do the multiplies
20 val products = VecInit.tabulate(coeffs.length)(i => zs(i) * coeffs(i))
21
22 // Input handling
23 // By default, the input is not ready
24 io.in.nodeq()
25
26 // If the first slot is empty
27 when(!rdy(0)) {
28 // Be ready to accept a value
29 io.in.ready := true.B
30 // Accept the value if it's valid
31 when(io.in.valid) {
32 // Store value in first stage of shift register
33 zs(0) := io.in.bits
34 rdy(0) := true.B
35 }
36 }
37 // Output handling
38 // Sum up the products
39 io.out.bits := products.reduce(_ + _)
40
41 // If all elements used for output computation are valid
42 when(rdy.reduce(_ & _)) {
43 // Signal that the output is valid
44 io.out.valid := true.B
45 when(io.out.ready) {
46 // Remove last element, as the output has been read
47 rdy(coeffs.length - 1) := false.B
48 }
49 }.otherwise {
50 io.out.valid := false.B
51 }
52 }
Listing 3.2: Chisel implementation of the triangle response FIR filter. The
filter is implemented for any number of coefficients and auto-
matically adjusts. The desired configuration is chosen during
instantiation.
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are often difficult to write in a correct manner in traditional HDL are
very easy to do. Having multiple clocks in a design is usually hard to
do as the designer has to ensure that any signals that cross the clock
domain are properly handled. In Bluespec, the compiler can ensure








The Bluespec compiler can generate a variety of output formats.
The Bluespec simulator runs natively on the host system and is based
on C++. The simulation is orders of magnitude faster than HDL based
simulation. Additionally, Verilog can be generated and the standard
Verilog based tool-flows can be used. Lastly, SystemC can be generated
to be used in verification. The tool-chain is very mature and efficient.
The proprietary nature of the compiler, however, is detrimental to its
success outside of certain companies and universities.
The FIR example written in Bluespec and presented in Listing 3.3
comes with much of the convenience already experienced with Chisel.
For instance, the number and value of filter coefficients are config-
urable by providing a list of them. However, there are certain aspects
that can not be done as easily with Chisel. The rules encapsulate a
lot of the logic that is required to, for example, ensure handshake
mechanisms. Line 26 defines the rule output_sum which does not have
any explicit guards. Accordingly, one could think that this rule is
scheduled every cycle. However, this would not make sense from a
functionality standpoint as the sum can only be calculated if enough
data is available and the previous value has been taken from the out-
put FIFO. Hence, the rule is guarded by implicit guards. There are
certain more obvious ones: (1) the last FIFO of the stages list has to
contain an element to call deq on it, (2) the out FIFO has to be able
to take another value to call enq on it. Additionally, there are some
less obvious ones. The sum functionality calls first on the FIFOs in
stages. This call is only allowed if there is an element in the corre-
sponding FIFO. Accordingly, this two line rule has n+ 2 guards when
n is the number of coefficients.
The standard library of Bluespec contains many useful operations.
As an example, the fold function employed in line 22 results in a
binary tree fold. There are other versions of this functions, like the
foldl and foldr functions which perform the operation linearly from
left or from right over the list.
Instantiating the module is done by providing the desired coef-
ficients during module instantiation. The triangle impulse example
becomes
1 let triangle <- mkFIR(cons(1, cons(2, cons(3, cons(2, cons(1, Nil))))));
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1 module mkFIR#(List#(Int#(16)) coeffs)(Server#(Int#(16), Int#(16)));
2 FIFO#(Int#(16)) in <- mkPipelineFIFO();
3 FIFO#(Int#(16)) out <- mkPipelineFIFO();
4
5 // Store size of list to have nicely named reference
6 Integer num_coeffs = length(coeffs);
7
8 // Each coefficient receives one FIFO element
9 List#(FIFO#(Int#(16))) stages <- replicateM(num_coeffs,
mkPipelineFIFO());↪→
10
11 // Helper function to be used in higher order functions.
12 // Returns first element of a FIFO without removing it from the
FIFO.↪→




17 // Multiply coefficients with the corresponding value
18 // and build a sum using a binary tree (fold)
19 function Int#(16) sum();
20 List#(Int#(16)) vals = map(getFirst, stages);
21 let m = zipWith(\* , vals, coeffs);
22 return fold(\+ , m);
23 endfunction
24
25 // Put output into sum and drop last element
26 rule output_sum;




31 // Connect all other stages
32 for(Integer i = 0; i < num_coeffs; i = i + 1) begin
33 if(i == 0) begin
34 mkConnection(toGet(in), toPut(stages[0]));
35 end else begin




40 interface request = toPut(in);
41 interface response = toGet(out);
42 endmodule
Listing 3.3: FIR Filter example implemented in Bluespec. Coefficients are
provided as a list of integers. The infrastructure for the filter is
built up based on this list. Bluespec provides many high level
functions to simplify writing hardware such as the fold func-
tion for binary tree operations, or zipWith and map known from
programming languages.
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3.3.3 Other HCLs
Chisel and Bluespec are certainly the most commonly used among
the HCLs, but not the only ones. Another notable HCL is the Python
based MyHDL[31]. The language is neither integrated into a base lan-
guage, nor defines a completely new language like Bluespec. MyHDL
comes along as a normal Python library. It extends beyond VHDL and
Verilog by utilizing some of the features of Python to provide better
generalization. However, the main parts of the program still look very
similar. The language adds features such as proper type support and








Next to Chisel other Scala based HCLs exist such as SpinalHDL [95].
In general they follow the same approaches and are very similar in
syntax to Chisel and profit from the very high flexibility of Scala as a
base language for embedded DSL.
Another few languages are built based on Haskell, similar to Blue-
spec. Compared to Bluespec they usually follow an approach closer to
that of Chisel and are realized as embedded DSL compared to Bluespec
which is its own language. A notable example is Clash [9] which takes
full advantage of Haskells powerful inference and type system to
automatically detect errors and deduce structures.
As the fundamental concepts of these languages do not differ essen-
tially from the previously introduced examples, the FIR filter example
is not extended to them. Another approach, however, is taken by
HLS, where hardware is not directly described but deduced from a
functional description.
3.4 high level synthesis (hls)
Both HDL and HCL have a steep learning curve due to their nature
as hardware descriptions. The thought process going into a circuit
design is not easily comparable to designing software. Especially for
FPGA vendors this poses a big marketing problem in the accelerator
space. Programming multi-threaded CPUs and GPUs is very straight
forward and largely comparable to one another. Unleashing the ac-
celeration capabilities of FPGA, however, requires the developer to
learn completely new languages with totally different characteristics.
Stemming from this need, all major FPGA manufacturers developed
so called HLS tool-flows aiming at software developers without major
hardware knowledge.
The circuit is described not by its inherit behavior but rather through
the desired functionality. A compiler then takes the description and
tries to deduce a working circuit with the expected functionality. For
general purpose programming languages, this is no trivial task and
many generations of scientists and engineers alike are working on this
still open issue. Details such as proper scheduling of tasks over the
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given resources, introduction of register boundaries to form pipelines
or handling of recursion and loops make HLS a very demanding topic
for compiler engineers.
This chapter introduces three different methods of HLS that are com-
monly found in the industry and research. Talking about HLS usually
refers to synthesizing hardware from general purpose programming
languages such as C and C++. Being the most common approach, it
is largely supported by many tools. A different approach is taken by
DSL based HLS. Instead of supporting general purpose programming
languages with the accompanying problems, specialized languages for
a narrow domain are used as basis for synthesis. Common examples of
domains include machine learning and bioinformatics. The narrower
set of language features improves the synthesizeability and improves
the performance of the resulting circuit. Additionally, SystemC, a mix-
ture of HCL and HLS approaches, is presented. Still following many
features found in HLS, SystemC also supports description of hardware
details such as clocking behavior.
3.4.1 Programming Language Based HLS
The dream of synthesizing hardware directly from software implemen-
tations is certainly not a new one. The advantages are clear: Software
that turns out performing poorly on general purpose hardware can
simply be compiled to run directly in hardware with a high increase
in performance. The reality, however, is not as rosy despite many
attempts. Academic (and partially also industrial) tools such as LegUp
[20] or Nymble [57] can synthesize subsets of their respective base
languages, usually C, but lack in several aspects which makes them un-
viable for productive use. LegUp for example does not support access
to main memory and only works on small scratchpad memories. A lot of marketing





In industry the situation is similarly depressing. Despite high claims
of productivity increases, commercial tools such as Vivado HLS, fall
short on many fronts. The FIR example from above implemented in C
might look like Listing 3.4.
And the code can by synthesized just fine through VivadoHLS.
However, the performance is very poor and not close to a custom
accelerator. VivadoHLS can do better but needs some additional help
to achieve proper performance. Listing 3.5 contains a hand optimized
FIR filter with the same functionality as before. However, the hand
optimized version is less of a software implementation but rather close
to the hardware implementations. A shift register is used to store the
state of the last iteration. Additional pragma‘s are used to indicate to
the compiler how certain loops are intended.
Both implementations can be compared by putting them through Vi-
vado HLS 2019.1. For both versions, the target FPGA is the xcvu9p-flga2104-2L-e
found on the VCU118 development board with a target frequency of
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1 #define N 5
2 void fir(int16_t *src, int16_t *dest, int elems, int16_t coeffs[N]) {
3 #pragma HLS INTERFACE ap_bus port=src
4 #pragma HLS INTERFACE ap_bus port=dest
5 for(int i = 0; i < (elems - (N - 1)); ++i) {
6 int sum = 0;
7 for(int j = 0; j < N; ++j) {
8 sum += src[i + j] * coeffs[j];
9 }
10 dest[i] = sum;
11 }
12 }
Listing 3.4: Simple C implementation of a FIR filter that a user might want
to synthesize into hardware through the use of a HLS tool. The
code uses as few pragma‘s as possible. Without the two ap_bus
specifications, it would not be synthesizeable by Vivado HLS
2019.1.
1 #define N 5
2 void fir(int16_t *src, int16_t *dest, int elems, int16_t coeffs[N]) {
3 #pragma HLS INTERFACE ap_bus port=src
4 #pragma HLS INTERFACE ap_bus port=dest
5 #pragma HLS ARRAY_PARTITION variable=coeffs complete dim=1
6
7 for(int j = 0; j < (elems - (N - 1)); ++j) {
8 #pragma HLS PIPELINE II=1
9
10 static int16_t shift_reg[N];
11
12 #pragma HLS ARRAY_PARTITION variable=shift_reg complete dim=1




17 Shift_Accum_Loop: for (int i=N-1;i>=0;i--) {
18 #pragma HLS LOOP_TRIPCOUNT min=1 max=16 avg=8
19 if (i==0) {
20 shift_reg[0]=src[j];
21 } else {
22 shift_reg[i]=shift_reg[i-1];
23 }
24 mult = shift_reg[i]*coeffs[i];
25 acc = acc + mult;
26 }
27 dest[j] = (int16_t) acc;
28 }
29 }
Listing 3.5: VivadoHLS optimized FIR filter example based on
https://github.com/Xilinx/HLx_Examples/blob/master/
DSP/fir_example/fir.cpp. The pragmas ensure that the
compiler knows how to deal with the different kinds of arrays.
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Table 3.1: Comparison of the naive implementation from Listing 3.4 and
Listing 3.5. Both implementations were compiled using Vivado
HLS 2019.1. The optimized version can process one sample per
cycle and has five cycles of delay before the result is available. The
naive implementation requires 13 cycles for one sample and is not





200MHz. The results in Table 3.1 show how much of a difference the
pragma‘s and the changes to the code make. The naive implementation
requires 13 clock cycles to process a single sample. This means that
the implementation can process about 15 384 615 samples per second
at a clock frequency of 200MHz. The improved implementation from
Listing 3.5, on the other hand, has a latency of only five cycles. How-
ever, the loop is pipelined, which means, that a new sample can be
processed each cycle. Accordingly, the optimized solution can process
almost 200 000 000 samples at the same clock frequency. In summary,
the changes to the code and the pragma‘s lead to a speedup of 13×.
All in all, this simple example already shows many of the problems
that are encountered when targeting state-of-the-art HLS compilers.
When it comes to performance requirements the base source code has
to be massively changed. It is open for debate if writing hardware
synthesis optimized C code or HDL directly is the easier approach.
Over the years, it became clear that it is difficult to match the per-
formance of dedicated hardware accelerators when using generic pro-
gramming languages such as C as the basis. Their target architecture is
simply too different to be of any use. Domain specific languages on the
other hand provide incredible opportunities by narrowing the design
space and allowing for many implicit hardware specific optimizations.
3.4.2 SystemC
SystemC is a language, or more precisely, a library, written in C++ for
hardware descriptions. It extends VHDL and Verilog by adding high
level features based on the base programming language. For example,
abstraction can be done through classes and templates. Furthermore,
the C++ type system is available. The library adds features to support
hardware constructs such as bit accurate types and interface mecha-
nisms between different modules. Based on the library a simulation
executable can be generated through standard C++ compilers. So far
this sounds very much like other languages described in Section 3.3.3.
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However, compared to HCLs, it is not trivial to generate Verilog or
VHDL from a SystemC model. For FPGA targets, tools like VivadoHLS
offer preliminary support, but this is usually even weaker than the
support for general purpose C or C++. In theory the language con-
structs can provide additional guidance to the compiler, but in practice,
the same caveats apply as they do for HLS based on general purpose
programming languages.
SystemC shines when it comes to simulating large designs that
are connected loosely via abstract interconnects. Since version 2 of
SystemC, an abstraction of such communications based on transac-
tions, is available that results in very fast simulation. Additionally,
certain aspects of circuit design such as state machines are very easily
described in SystemC. Sometimes it is not easy to distinguish how a
compiler might implement a certain part of the code as the compiler
has many possibilities when it comes to clocking and parallelization.
The FIR filter example can be implemented in SystemC. The main
functionality of a given module is provided as a module which is a
C++ class with added syntactic sugar. Specialized types are used to
indicate the inputs and outputs of the module. For example, for the
FIR filter we need the input data channel and the output data channel























The SC_CTHREAD macro defines a function that shall be treated as a
clocked process very much like in Verilog. Additional macros exist to
describe unclocked processes etc.
The functionality of the module is described in the entry function
and looks like any other C++ function. The only addition is that the
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wait() function is available to wait for the next clock cycle. The FIR
filter can look like shown in Listing 3.6.
The language can be used to easily express complex circuits and
is used for that purpose extensively by ASIC designers. The lack of
tool support, however, makes the language less interesting for FPGA
targets.
3.4.3 Domain Specific Language HLS
Designing dedicated languages for a certain domain is not a new
approach and has been extensively used in many domains such as
machine learning for many years. Instead of dealing with architecture
details of the underlying hardware, for example a GPU, the designer
has to deal with their specific problem domain only. The designers of
the language have to determine which kind of features are necessary
and can provide highly optimized hardware specific versions of the
necessary basic building blocks. Language designers can also leave out
concepts which are not necessary for the domain, such as recursion,
and focus solely on what features are necessary. This behavior also
makes a lot of sense for FPGA targets. DSLs designed to target FPGA can
utilize highly optimized implementations of underlying primitives.
For example, a DSL targeting signal processing can provide specialized
implementations for filters on different number formats. The user can
then use the language to specify which filters should be used in which
order. The language will not be usable for other domains such as
general linear algebra calculations, but will be very well suited for the
specific signal processing tasks.
All in all, DSLs are very well suited to be used for high level synthesis.
Accordingly, many different projects do just that. A nice feature of
DSLs is that simulation and verification can usually be done right on
the CPU. The necessary code can be automatically generated based
on the same DSL source.
Darkroom [45] is a DSL for image processing generating hardware
pipelines. Based on a simple description typical image processing algo-
rithms such as stencil filters can be created and chained together. This
approach enables the user to describe complex image pipelines with
interdependencies between the stages. However, no general purpose
processing is possible.
Another representative which uses an existing language is found
in [92]. CellML is a language used to describe mathematical models
found in biology, for example, the simulation of chemical processes
inside a cell. As the language is focused on the specific domain, the
authors are able to incorporate domain specific optimizations on the
generated models and find representations well suited for FPGA.
In [40] a simple DSL for machine learning problems is proposed.
The authors furthermore make an effort to compare the DSL approach
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8 // reset watching - Wait till execution starts
9 /* this will be an unrolled loop */
10 for (int i=0; i<4; i++)





16 // main functionality
17 while(1) {
18 output_data_ready.write(false);
19 do { wait(); } while ( !(input_valid == true) );
20 sample_tmp = sample.read();
21 acc = sample_tmp*coefs[0];
22
23 for(int i=4; i>=0; i--) {
24 /* this will be an unrolled loop */
25 pro = shift[i]*coefs[i+1];
26 acc += pro;
27 };
28
29 for(int i=4; i>=0; i--) {
30 /* this will be an unrolled loop */
31 shift[i+1] = shift[i];
32 };
33
34 shift[0] = sample_tmp;






Listing 3.6: SystemC implementation of the FIR filter. The example is
taken from https://github.com/systemc/systemc-2.2.0/blob/
master/examples/sysc/fir/fir.cpp and adopted. SystemC
adds constructs such as waiting for a clock event to C++.
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to traditional HLS tools. A simple C implementation of a vector sum
function is 74 times slower than the same functionality expressed
through the DSL. The HLS source can be optimized akin to the solution
in Listing 3.5 which makes it 20% faster than the DSL version. The
optimized version, however, is 19 lines long compared to one line in
the DSL and is not easily understandable and maintainable.
There are many more examples of DSL successfully being used
and this approach has been shown to be one of the most promising
directions for future research.

4
T H E C A S E F O R H I G H E R A B S T R A C T I O N
After reading the previous chapters the reader should have a basic
understanding of the requirements of targeting FPGA. In summary
changes are necessary to improve application possibilities and usability
of FPGA, especially in a datacenter environment:
• Availability has to increase. Rollout as part of commodity CPUs
or as cheap (and useful) add-in cards is desirable. GPUs did
start out as specialized graphic accelerators for an enthusiast
audience and later became the computation powerhouses we
know today.
• Designing akin to assembler should not be the gold standard.
Teaching modern HDLs should be focused by academia and the
industry alike.
• Switch from failed HLS approaches to better optimizable and
easier to use DSL approaches.
• Homogenize targeting of a variety of devices. Many applications
do not need all kinds of specialized functionalities offered by
modern FPGA but simply need memory access and communica-
tion facilities.
• Competition should increase through interoperability. Vendor
lock-ins hurt all parties involved.
• Development of open-source toolchains at the support level of
the GCC ecosystem should be focused.
Many of these points are known from the early software days.




usability of FPGA in
the datacenter.
free and open software. Sharing code through platforms like Github
is common and even large corporations base their business on open
source software - even better - they actively fund development in
open source projects to suit their own needs but also benefit from the
community sharing their results on those platforms. As long as FPGA
stay in their small niche with high cost of entry and limited support
they will remain an outsider in the accelerator market. The vendors
of FPGA toolchains are in a line with traditional silicon-focused (ASIC)
CAD tools with their immensely high barriers of entry. Instead, the
major players should start acting more like software companies and
open up their efforts for the benefit of many. The relatively small FPGA
manufacturers struggle to keep up with the demands for new and
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improved toolchains whenever a new FPGA design arrives. Apart from
software they also have to maintain their array of custom IP cores
for a variety of applications. If large companies such as Google and
Facebook can work together on complex software projects such as the
Linux kernel, why are hardware companies unable to do the same?
The following subchapters focus on a different aspects of these
issues faced in todays FPGA world. It shall make a case for utilizing
either higher abstraction level HDLs, or directly use DSLs, instead of
forcing unsuitable languages into a hardware shape.
4.1 change in perception
Described previously, low level HDLs such as Verilog or VHDL are
comparable to the low level assembly languages of the software world.
Accordingly, they pose much of the same challenges when it comes
to large software projects. Excluding some exceptions in VHDL, there
are no semantics to the digital circuitry described. The language can
not distinguish between an bus storing an address or a floating point
number. All of the logic is exclusively provided by the developer and
the compiler is not capable of finding any common bugs introduced
such as arithmetics with numbers of different types (e.g. signed vs
unsigned). Additionally, there is no concept of interfaces. Some in-
terfaces such as AXI can contain hundreds of signals that have to be
interpreted in a specific way. In those legacy HDL the developer has to
ensure all the requirements on their own. Additionally, debugging is
tedious and slow as simulation runs at a very low level of abstraction
and debugging tools are rather limited.
HCLs are a step away from this limited and low level approach but
they face a lot of backlash in the community for a variety of reasons.
First and foremost there are many developers who think that the
compiler can not do a proper job of generating efficient code. These
issues are very comparable to the issues faced by higher level software
languages, even those that would be considered low level by todays
standards such as C. However, at the software side it is known that
compilers often do a much better job understanding the architecture
of the processor than a typical programmer, which is necessary to
write well performing assembler. Often traditional FPGA developers
also fear a loss of control when they do not use low level languages.
However, this notion can not hold for two reasons. Firstly, most HCLs
offer the opportunity to interface with HDLs directly in the language
akin to inline assembler in the software world. Secondly, most FPGA
developers already use techniques such as inference which gives some
control to the synthesis tool. Those techniques are relatively inefficient
and coarse grained. A compiler with better semantic knowledge can
optimize the code even better.
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Additionally, HCLs face problems when it comes to their abstraction





tics to variables as well as methods for abstracting and connecting
interfaces. However, the basic concepts during development compared
to HDL stay largely the same. One notable exception is Bluespec. In
Bluespec the concept of guarded atomic actions offers a different way
of thinking about synchronous circuits and helps reduce development
time and increase productivity. However, a major problem with Blue-
spec is its closed source nature. The concept of guarded atomic actions
is furthermore patented and can not be used by other languages. Ac-
cordingly, Bluespec has a very good product but its usage is limited to
few companies and fewer universities. As the compiler is maintained
by only one company, further development of the language is slow.
Accordingly, an ideal HCL is completely open source, uses high level
concepts such as guarded atomic actions, and incorporates lessons
learned in software language development. Access to low level func-
tionality should always be possible but there should be certain safety
enforcements. A good example in the software world for very strict
compiler guided safety practices is Rust. In Rust, certain function-
alities such as direct memory access are possible, but guarded and
explicitly marked by the developer. For instance, this feature might
wrap unknown code written in an different HDL in a way that it is
safe to use in the novel HCL. As an example, this might include certain
safety guarantees regarding handshake semantics.
This new open source language should not be used by developers
directly. Instead, it can be used as the basis to a bouquet of DSLs akin to
the languages available for machine learning on CPUs and GPUs. The
novel language should be used to write highly optimized primitives
that are employed in the DSLs by any interested party. Using the DSLs
should be easy and without a high need for hardware knowledge.
Lastly, open source collaborations such as open hardware should
be intensified. A big issue when employing IP from different parties








another often involves many changes to the underlying interface logic.
Accordingly, these projects should focus more on enforcing selected
interfaces. For example there can be a group of AES encryption cores
provided by a variety of developers. Currently, each core might use
different interfaces and different configuration methods. The platform
should then enforce one standardized interface for all the cores to
make them easily interchangeable and comparable. This process would
help not only FPGA developers but also FPGA research. At the moment
it is often impossible to reproduce certain results of FPGA papers as the
development environment is very specific. Afterwards, FPGA targeted
conferences could enforce that cores for a certain application adhere to
the standardized interface. Akin to projects such as the Middleburry
Stereo Evaluation [105], the cores could be automatically verified and
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benchmarked in online comparison websites to increase trust in the
published results.
Most of these changes target those educated in FPGA design. How-
ever, the far wider audience is not knowledgeable about FPGA. Con-
sequentially, it would be very detrimental for the overall adoption
of FPGA to ignore such a large audience. The next section focuses on
the particular needs of such an audience and refines previously made
points about DSLs.
4.2 fpgas for non-fpga experts
The big two FPGA vendors are certainly aware of the adoption prob-
lems faced when scaling up FPGA deployments. Their current take
on the issue is high level synthesis tools that take languages used to
target CPUs or GPUs, such as OpenCL, and mangle them to target
FPGAs. However, the performance achieved by those languages can be
poor [102]. Additionally, the code that ends up going into the compiler
looks nothing like a software implementation would (See Chapter 3).
Accordingly, the soon to be FPGA programmer has to learn the specific
dialect of the language that works well when compiled onto the FPGA.
Besides, this approach is not new and research in this area is almost
as old as FPGA themselves [42]. In spite of the huge research efforts
involved, no major breakthroughs have been achieved. Summarized,
programming language based HLS comes down to:
• Pro:
– Languages are well known.
• Contra:
– Languages are unsuited to target FPGA, the programmer has
to learn a specific dialect and know hardware details. The
time this takes could be spent on directly learning HDLs.
– Even highly specialized code written for HLS often performs
poorly compared to hand-crafted HDL IPs.
In brief, not much is won using HLS over HDL.
Instead the community should learn from other fields where spe-
cialized accelerators are heavily used. The prime example of such aInstead of misusing
software languages
in HLS, specialized
DSLs should be used
by non FPGA
experts.
field is machine learning. GPUs are the primary accelerator utilized,
but a plethora of other, dedicated accelerators are also available [91].
From a programmers point of view nothing changes when using a
different accelerator type apart from the execution performance. The
code is not written in some general purpose language but instead in
highly specialized DSLs that support exactly the features needed for
the specific domain. This approach benefits hardware designers as
they can focus on writing highly optimized cores for certain important
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tasks and use a compiler to stitch these cores together for the given
application. This approach already produces promising results [115].
One aspect of DSLs design for FPGA targets that should be considered
quite well is the abstraction of the device. Nothing is won when
the DSL targets only one specific FPGA and does not scale across a
variety of devices. Accordingly, there should be some intermediate
representation that is independent of the FPGA fabric and interfaces
with an abstraction layer. Chapter 5 presents such a tool, TaPaSCo,
and explains how abstraction of different FPGA architectures can look
like.
The rest of this chapter presents a typical development process
targetting FPGA. The case study shows that seemingly trivial tasks,
such as moving data around between two different memories, is very
error prone on FPGA. Hence, tools such as TaPaSCo should be used
to benefit from the efforts of other people instead of reinventing the
wheel another time.
4.3 case study : nothing is straight forward on fpga
An FPGA on its own without any connection to the outside world is
rather pointless. Accordingly, moving data in and out of the FPGA is
a fundamental operation. For the PCIe based devices, TaPaSCo (See
Chapter 5) utilizes a Direct Memory Access (DMA) unit to move data
from host memory directly to device memory. A schematic of its
operation is presented in Figure 4.1 The DMA engine is located in the
device between the PCIe interface and the DDR memory. A transfer is
done by initializing the DMA unit with the host and FPGA memory
addresses, the transfer direction and size. The ensuing process can be
as straight forward as: Start the transfers on the respective interfaces
and move the data to the target location.
However, the real world is not as simple. Nowadays Linux does
not give access to physically continuous memory to the user space.
Instead, a user virtual memory is assigned that is usually not physi-
cally continuous, and not easily accessible by the PCIe attached FPGA.
Even worse: The kernel does not like to allocate physically continuous
memory, as it is a very scarce resource. Accordingly, 4MB is a typical
maximum size of those memory regions. So how does it work if more
than 4MB need to be transfered? Two frequently used techniques are
bounce buffering and scatter-/gather-lists. For the latter a list of the
pages in user space memory can be directly transferred to the FPGA
and the device has to make sure that the correct pages are transferred
(Illustrated in Figure 4.2). The advantage is that no copies between
host memory locations take place but the DMA unit has to be more
complex. TaPaSCo goes with the other approach and utilizes a bounce
buffer. For this approach the user memory is moved in chunks to the































Figure 4.1: Overview of the DMA system on the FPGA. The host memory
is accessible via PCIe 3.0. The DDR memory on the device is
accessible via memory controllers. The DMA engine moves data
from one memory to another. Blue boxes are not on the FPGA.
Gray boxes are provided by the vendor, in this case Xilinx. The
operation is controlled by the host over the PCIe link.
continuous memory, and then by the DMA engine to FPGA memory as
shown in Figure 4.3.
TPC uses a simple DMA implementation called DualDMA that is
able to handle a single transfer and has no queue to store multiple
requests. TaPaSCo introduces BlueDMA as a replacement with addi-
tional features and improved performance. The following case study
focuses on exploring various design decisions and makes a case for
not reinventing the wheel as achieving optimal performance on an









Going back to bounce buffering. A design to implement a DMA
engine using bounce buffering could work accordingly: (1) Allocate a
large chunk (typically 4MB) of continuous memory, (2) move chunk
from user space memory to continuous memory, (3) tell DMA engine
to move chunk to correct location on FPGA memory, (4) repeat (2)
to (3) till all chunks have been transferred. This approach certainly
works and achieves around 17.8% and 17.3% for reads and writes
respectively of the practical PCIe 3.0 x8 bandwidth of 7306MB/s [21]
as plotted in Figure 4.4. This peak value is reached at a transfer size
of only 256 kB and drops off considerably for larger transfers and for
smaller transfers as well.
Accordingly, the performance is not even close to what can be
expected of PCIe. Finding out the reason for limited performance
is often one of the most difficult tasks when targeting FPGA. The
first debugging step usually focuses on simulation: Does the DMA
4.3 case study : nothing is straight forward on fpga 47
A ... B ... ... C ...









... ... A B C ... ...
0 1 2 3 4 5 6
...
7
Physical Pages of Device Memory
Figure 4.2: Example of using a gather list to move data from user space of
the host to the device memory. The pages corresponding to the
continuous user space memory are not continuous on the physi-
cal memory. In this case, the pages A, C and F which represent a
continuous buffer in user space, shall be transferred to a continu-
ous block starting at address two in device memory. The DMA
engine receives a list of memory addresses that have to be trans-
ferred and automatically moves the pages to the corresponding
addresses in device memory.
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Figure 4.3: Example of using a bounce buffer to move data from user space of
the host to the device memory. The bounce buffer, represented by
the pages marked red, can hold two elements. Hence, the kernel
driver has to move the data in two chunks from the user space to
the continuous buffer. In this case, the first chunk consists of the
pages A and B. The DMA engine then moves the data from the
continuous buffer to the device memory. This process has to be
repeated until all chunks have been transferred.
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Figure 4.4: Performance for Read, Write and both in parallel over PCIe 3.0
on a AMD Athlon(tm) X4 845 for a bounce buffer of 4MB. The
measurements include the whole process of moving data from
user space to the FPGA and/or back.
engine behave strangely in simulation? Can a scenario be created that
reproduces the behavior of the device? Simulating the complete system
is not trivial as it requires accurate models of all parts involved. For
the design under user control the required models are immediately
available. However, simulating the parts that are provided by the FPGA
vendor is only possible at the mercy of the IPs creators. The PCIe
interface comes with a simple functional model which can not be used
as it is not accurate enough to find performance problems experienced
during tests with the device. Even less information is available about
the rest of the chain leading up the host such as bridges and root
complexes. Accordingly, in this case simulation can only find flaws in
the user logic part, but not in the whole system. The tests showed that
the DMA engine performs in the expected range and was capable of
exceeding the performance required for PCIe 3.0 x8.
As simulation was not able to resolve this issue in this case, the slow
and error prone process of in hardware debugging followed. Looking
into the FPGA during processing is possible by utilizing vendor pro-
vided logic analyzers that can be introduced into the bitstream during
generation. These logic analyzers can capture some specified signals
during execution. Sampling starts based on specified triggers such as
signal changes or combination of signals. The major downside of the
logic analyzers is that they often increase bitstream generation times.
Additionally, one logic analyzer can only cover a limited number of
signals and will not be able to capture all signals of interest at the
same time, leading to multiple bitstreams for a thorough investigation.
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Figure 4.5: Performance for Read, Write and both in parallel over PCIe 3.0 on
a AMD Ryzen 1600x for a bounce buffer of 4MB. The measure-
ments include the whole process of moving data from user space
to the FPGA and/or back.
Accordingly, in hardware debugging should be considered as a last
resort after other debugging methods did not find the issue.
In hardware debugging indeed found one issue: During reads,
the PCIe bridge provided data only on every other clock cycle. What
followed was a deep dive into the technical documentation of all parts
involved. In the end it turned out that the host platform is not capable
of sustaining the required data rates. Moving to a newer platform led
to the performance shown in Figure 4.5. However, the graph, which
was generated after moving to a better performing platform, also
shows that this was not the only issue leading to poor performance.
Digging deeper brings another issue to light. The transfers them-
selves are pretty fast and frequently sustain the expected PCIe 3.0 x8
bandwidth. However, the host is not able to keep up with the demand
and the time between two transfers rapidly adds up. This issue is al-
ready known from [21] and was previously resolved by using multiple
independent DMA engines. This approach however is wasteful, as each
DMA unit is already capable of achieving the required bandwidth. Any
other DMA engine has to wait in line till the previous one has finished,
basically not exploiting any parallelism.
Instead, for BlueDMA another approach is taken. The engine has a
command queue that stores requests which can be processed as fast as
possible one after another. This addition requires changes to the driver
in the host system as well. The original bounce buffering steps have
to be amended. Instead of allocating only one large chunk of 4MB,
50 the case for higher abstraction






















#Chunks 1, Size 4MB
#Chunks 16, Size 256KB
#Chunks 2, Size 1MB
#Chunks 2, Size 2MB
#Chunks 2, Size 4MB
#Chunks 4, Size 1MB
Figure 4.6: Performance for Reads (Moving data from the FPGA to the host)
over PCIe 3.0 on a AMD Ryzen 1600x for different configurations
of bounce buffers. The measurements include the whole process
of moving data from user space to the FPGA and/or back.
multiple chunks of various sizes are allocated. The driver automatically
selects the best size for a host system based upon previous benchmarks.
The host can then fill the next buffer and queue it in the FPGA while
the DMA engine is busy servicing the requests.
Figure 4.6 shows transfer speed achieved for different buffer sizes
for reads. Writes and parallel Reads and Writes improved on the
same line and were not plotted for better readability. Interestingly the
performance is much better when using many small buffers instead
of few large buffers as the load is better distributed between the
involved parties. The difference between the optimal bandwidth and
the achieved bandwidth shrinks to 78.9% and 65.4% for reads and
writes respectively. For the best performing configuration of 16 chunks
of 256 kB the transfer speeds degrade much less for larger transfers
and stay approximately linear for transfers up to multiple GB. There
is still a rather noticeable difference between promised and achieved
speeds, especially on the write side, requiring further investigation.
Adding additional techniques to reduce the host overhead such as
zero-copy buffers instead of bounce buffers can further increase the
bandwidth utilization [21].
The weaker system shows a similar increase in performance using
multiple small chunks compared to a single large chunk. However,
the weaker CPU does require a different setup and number of bounce
buffers. Accordingly, platform specific driver initialization has to be
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employed and testing on a variety of platforms has to be done to find
optimal configurations.
This case study highlights certain aspects of FPGA design. Even tasks,
that appear simple at first, such as moving memory around, have a
rats-tail of design decisions which heavily influence the performance
and are often difficult to track down. Hence, instead of reinventing the
wheel, FPGA developers should work together to build well working
infrastructure that can be reused for different purposes, evolving from
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Targeting an FPGA requires more work than just implementing the
desired functionality as an IP core and hitting the synthesis button.
Without the required on-chip infrastructure to communicate with the
FPGA, it is impossible to control the execution of the IP core. Addi-
tionally, access to off-chip memory or other peripheral devices is not
available by default. Hence, the user needs some kind of support
layer that provides all the surrounding logic around the IP core itself.
Traditionally, the peripheral design is hand crafted for that one IP core
on one device. Accordingly, the design is hard to port to a different
FPGA as this step requires the complete change of the surrounding
infrastructure.
Commercial tools that try to make IP portable, such as SDAccel or
SDSoC, exist, but they have a narrow scope. The former supports only
a small number of PCIe-based boards, while the latter works only on
Zynq based devices.
The project presented in this chapter, TaPaSCo, provides a frame-
work that can be used to easily build portable and powerful FPGA
designs. An IP core that is compatible to TaPaSCo can be run on a
many different platforms based on Zynq, MPSoC or PCIe without any
changes.
5.1 concept
The concept behind TaPaSCo, the Task Parallel System Composer,
is the automated generation of System-on-Chips (SoCs) based on in-
dividual accelerators, called Processing Elements (PEs), for compute
applications. Each design consists of a number of PEs of different types.
The type and the number of PEs per type can be freely configured.
A TaPaSCo compatible PE is shown in Figure 5.1. Three interfaces
are provided for communication with peripherals or the host.
Firstly, the host has to be able to control the PE through a con-
trol channel. On all current platforms, this channel is realized as an
AXI4-Lite interface. Secondly, the PE can access off-chip memory to
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Completion signals to host
Figure 5.1: A TaPaSCo compatible PE has to conform to this T-shape design.
The PE is controlled via control channels that can be accessed by
the host. The PE itself can access off-chip memory through the
data channel. Lastly, signaling paths can be used to notify the






























Figure 5.2: TaPaSCo PEs are grouped together in a processing cluster. The
individual channels are aggregated into a combined channel that
can be connected to the rest of the architecture. Taken from [69].
access input parameters or store results. This channel is currently
implemented as AXI4-Full. Lastly, a signaling channel is used to notify
the host when a PE has finished execution. This channel uses a plat-
form specific interrupt mechanism, for example MSI-X for PCIe based
devices.
This shape fits many accelerators already, but some accelerators
might need a wrapper to be compatible. If an accelerator uses stream-
ing instead of memory mapped data accesses, it can be connected
through a wrapper that transforms the memory mapped access into a
stream, as done in Chapter 6.
Processing elements are combined to form a processing cluster. As
illustrated in Figure 5.2, the overall shape is comparable to the PE
shape. However, the individual data, control and signaling channels
are aggregated to form a single channel.
So far, the PEs are not connected to the outside world. The TaPaSCo

















































Figure 5.3: TaPaSCo design containing the architecture which houses the
processing clusters, as well as the platform. The platform is FPGA
specific and includes different components depending on the
target architecture. In any case, it handles all communication of
the PEs with the outside world. Taken from [69].
the host and external memories. The details of the platform depend
on the target FPGA and can look very differently to one another.
An abstract view of the platform is shown in Figure 5.3. The individ-
ual implementation is device specific. For example, a PCIe based board
such as the Alveo U250 utilizes host access through PCIe. External
memory is attached as DDR4 memory through specialized memory
controllers. As the FPGA does not share memory with the FPGA, data
that needs to be accessible by the PEs, has to be moved from host
memory over PCIe to the device memory.
A Zynq based device, on the other hand, is tightly integrated. The
ARM cores that act as host are directly connected via AXI connections
with the PEs. Memory access is also handled through provided AXI
connections, and no specialized controllers have to be instantiated.
As TaPaSCo assumes nothing apart from the T-shape about PEs, the
framework can be used for a wide number of applications. There is
also no limit on how few or many PEs are used. It is even feasible to
use only one PE containing a complete system.
Accordingly, PE can look very differently. For instance, a high per-
formance stereo vision accelerator based on systolic arrays as shown
in Chapter 6 is a classical stream based accelerator with a TaPaSCo
compatibility wrapper. Another application are RISC-V based soft core
processors which are wrapped as TaPaSCo PEs [69].
TaPaSCo attaches to the vendor provided tools to build the bitstream.
Currently, all supported platforms are based on Xilinx FPGA and
TaPaSCo uses Xilinx Vivado. The bitstream generation process itself
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is very flexible and offers multiple points to attach plugins. One
example is presented in Section 5.7, where the plugin system is used
to bring Ethernet support to TaPaSCo. Other typical examples are
device specific routing optimizations on the VC709 platform, or the
inclusion of an OLED display on the ZedBoard.
5.2 software
Generating a bitstream for a platform through TaPaSCo requires the
execution of only one command:
1 tapasco compose '[counter x 2, arrayinit x 2]' @ 350MHz -p AU250
The command generates a bitstream running at 350MHz for the
Alveo U250 platform. The bitstream contains two counter PEs and two
arrayinit PEs.
TaPaSCo needs to know about PEs before usage, by running the
import command. This command will make sure that TaPaSCo knows
the necessary details about the PE.
But what happens if the designer does not know what the maxi-
mum frequency of the design is or how many PEs the target device
fits? For this purpose, TaPaSCo provides a design space exploration
(DSE) feature [69]. Depending on the requested exploration dimen-
sions, TaPaSCo finds suitable PE configurations for the target device.
Successful applications of this feature are presented in Chapter 6 or in
different papers, for instance in [46, 115].








be used on any
current or future
platform.
TaPaSCo started in 2013 as Threadpool Composer (TPC) as part of the
Repara project [68] funded by the European Unions Seventh Frame-
work Program (FP7). The project‘s goal was to homogenize targeting
of a variety of accelerators such as DSPs, GPUs and FPGAs. TPC pro-
vided a framework abstracting different FPGA, namely, one PCIe based
platform, the VC709 development board with a Virtex 7 FPGA, and
two Xilinx Zynq based platforms, the ZC706 and ZedBoard. The three
boards can be targeted homogeneously through a common software
and hardware Application Programming Interface (API). The user
provides functionality in the form of PEs. The PEs follow a specified
hardware interface, and everything else, such as the infrastructure to
talk to a host, is taken care of by TPC. A PE once integrated in TPC can







The software is also abstracted: Apart from recompilation of the
library and user space programs, no additional changes are necessary,
if the host architecture changes. With the completion of Repara, TPC
was rebranded to TaPaSCo and development focused on improving
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TPC. As the project originally targeted only two types of devices,
the code was in many parts specific to either of the platforms. For
example, there had to be two drivers, one for the ARM based Zynq
host and one for the x86 based PCIe host. Accordingly, the software
and drivers had poor modularity. Additionally, the user space library
required knowledge about the platform it was running on, leading to
separate code paths for the different platforms which resulted in poor
maintainability. Only the Zynq platform had minimal abstraction as
two instances, the ZC706 and the Zed-Board, of it existed. However,
the PCIe path consisted of only one member and adding an additional
PCIe based device was tedious.
The first problem tackled is the addition of more platforms under
the existing umbrella, as well as supporting entirely new generations
of FPGA. Besides Zynq and PCIe, TaPaSCo supports MPSoC, which
is an improved version of the legacy Zynq devices. MPSoC replaces
the two Cortex-A9 cores with four Cortex-A53 and two additional
Cortex-R5 for real-time work. The fabric has been upgraded from
seven series to UltraScale+.
TaPaSCo introduces a base PCIe platform that simplifies adding
new platforms. Nowadays, the addition of a new PCIe based platform
requires the specification of only a few key parameters such as memory
configuration and PCIe core settings and everything else is derived
automatically.
The second major change, which will be introduced in more detail
here, improves upon the user space and kernel software. As previ-
ously mentioned there is a lot of duplicated code in the legacy TPC
versions of the software. TaPaSCo introduces a unified software suit
that thoroughly abstracts different devices and provides an abstracted
interface to the user. The current version of TaPaSCo shares most of the
code paths for all the different device types. The TaPaSCo Loadable
Kernel Module (TLKM) automatically determines which platform it is
running on and extracts the necessary information about the bitstream
and the FPGA directly from the bitstream. Adding a new architecture
is as easy as adding the address of the information storage to the
bitstream. The complete software stack is shown in Figure 5.4.
5.4 bitstream identification
Initial versions of the project required very strict adherence to certain
address specifications. For example, there was support for four DMA In contrast to ASICs








engines at specified places in the device‘s memory space, all the PEs
had to be placed in a certain order and had only 4 kB of configuration
memory each and so on. Accordingly, changing anything about the
structure of the addressmap required touching of many different code
locations. As a first step towards a flexible addressmap in TaPaSCo a
status core was introduced that was supposed to contain the necessary






Offer DMA to User Space
User Logic
libPlatform
Low Level Driver Interface
IOCTL/MMAP
libTapasco
High Level Interface for PE Control
Figure 5.4: View of the TaPaSCo software stack. The bitstream generated
by TaPaSCo contains a dedicated information core providing all
necessary information to the host at run-time. The kernel driver
reads that information and provides necessary interfaces, such
as interrupts or DMA, to the user space library. The user space
library provides high level operations to control the FPGA to the
user application.
addresses and provide them to the host. The host could then initialize
the devices based on the information of the status core. Accordingly,
the host did not need to know the addresses of any other component
and could derive any other information based on the address of
the status core. The initial version of the status core was using a
custom binary representation of the information and was already
able to improve the flexibility of the software and hardware stacks.
However, the custom format soon turned out to be too restricted and
adding information required many changes to all parts of the software.
Furthermore, the custom IP that provided the information, written in
Scala, turned out to be somewhat unstable and difficult to use.
Based on this experience a second version of the status core has
replaced the old one. Instead of a custom IP, all of the information is
located in a simple BRAM ROM which can be read via AXI by the host.
Furthermore, instead of using a custom format, a highly specified and
popular format for data serialization is used, namely Protobuf [58].
Even though there are other formats that promise higher performance
and lower size, Protobuf was selected because of very light weight
libraries that are available, which are suitable for usage in the kernel
space. As TaPaSCo needs to read the information in kernel space as
well, this is one important requirement.
TaPaSCo has to extract the necessary information about the bit-
stream duing the bitstream generation process. However, as the vendor
tools used are controlled through the TCL programming language,




3 "InterruptControllers" : 1,
4 "Versions" : [{
5 "Software" : "Vivado",
6 "Year" : 2018,
7 "Release" : 3,
8 "ExtraVersion" : ""
9 },{
10 "Software" : "TaPaSCo",
11 "Year" : 2019,
12 "Release" : 6,
13 "ExtraVersion" : ""
14 }],
15 "Clocks" : [{
16 "Domain" : "Host",
17 "Frequency" : 250
18 },{
19 "Domain" : "Design",
20 "Frequency" : 100
21 },{
22 "Domain" : "Memory",
23 "Frequency" : 300
24 }],
25 "Capabilities" : {
26 "Capabilities 0" : 12
27 },
28 "Architecture" : {
29 "Base" :
"0x0000000002000000",↪→
30 "Composition" : [{
31 "Type" : "Kernel",
32 "SlotId" : 0,







38 "Platform" : {
39 "Base" :
"0x0000000000000000",↪→
























Figure 5.5: JSON configuration of a bitstream generated through TaPaSCo.
The JSON-file is then serialized using Protobuf into a binary
representation that can be read from the bitstream by the software
stack.
and there are no TCL libraries for Protobuf, an intermediate step is
necessary. After the infrastructure generation is completed, a JSON
file is generated which contains all information about the current
bitstream needed for software execution. The JSON-file, an example
is shown in Figure 5.5, is then serialized using a custom program
that parses the JSON, serializes it to Protobuf and writes it to a file
that can be read again by the vendor tool flow to initialize a BRAM.
The resulting binary representation is often smaller than the original
custom binary format while being more flexible. The configuration
can be extended by
the user through a
plugin system.
The bitstream in the example JSON-file in Figure 5.5 contains one
PE with the ID 14 at address 0x2000000. Furthermore, the bitstream
contains three platform components: (1) the status core itself. Although
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the address has to be known beforehand to read the status information,
the address is kept for completeness, (2) an interrupt controller that is
required by the TaPaSCo hardware API to signal the host completion of
PE execution, and (3) a DMA controller that can be used to move data
from host to and from FPGA memory. Moreover, some information
about the generation process itself is added (versions used, bitstream
generation time, clock frequencies). Lastly, a capabilities field is kept
for compatibility reasons to older TaPaSCo versions. The number 12
in this case refers to the bitstream using local memories and having a
dynamic address map, in contrast to the static address map used in
older versions.
The JSON, and the derived binary, can easily be extended to contain
additional platform components through a plugin system to inject user
provided platform components into the bitstream generation. Custom
components are used to transparently provide additional features,
such as Ethernet controllers. The relevant information to use those
components in a user application are provided further down the stack
through an API described hereafter.
5.5 abstract kernel driver
As mentioned at the start of Chapter 5 the drivers of TPC are not
easy to maintain and contain a lot of duplicated code. Accordingly,
TaPaSCo replaces the different platform drivers with a new driver
that works for all the different platforms. To do so the driver has to
determine what kind of platform it is running on. This is done through
either PCIe IDs for PCIe based devices or a special device tree node for
Zynq and MPSoC based devices. Depending on the platform a special
initialization sequence takes place. For example for PCIe the MSIx
interrupts are initialized. The rest of the initialization sequence is the
same for all platforms. The driver contains the address of the status
core for a given platform. This address is used to read the protobuf
information from the status core which is then parsed in the driver and
used for the rest of the initialization. First of all, the memory segments
that contain the platform components and the architecture are mapped
into kernel space using mmap. Furthermore, special components such
as DMA engines and interrupt controllers are initialized based on
the status core information. The driver is deliberately kept thin to
avoid unnecessary latency, only the functionality that can not easily
be moved to the user space remains in the driver.
The driver provides the interfaces shown in Table 5.1. The first type
mmap maps the FPGA memory segments into user kernel space, as it
was done with kernel memory space before. The second type provides
functionality through IOCTL which are basically special function calls
that are called from user space and are executed inside the kernel and
might have parameters as well as return types.
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Name Type Function
VERSION IOCTL Print TLKM version information
ENUM_DEVICES IOCTL Print available FPGA
CREATE_DEVICE IOCTL Acquire FPGA
DESTROY_DEVICE IOCTL Release FPGA
INFO IOCTL Print acquired device info
SIZE IOCTL Retrieve sizes of memory regions
COPYTO IOCTL Copy from user space to device
COPYFROM IOCTL Copy from device to user space
DEVICE MMAP Map control memory regions
USER READ Retrieve information about PEs ex-
ecution status
Table 5.1: Interfaces offered by the driver to the user space. The functionality
is very low level and should not be used directly by a user. Instead
libtapasco is provided as an intermediate layer talking to the
driver and providing high level functionality.
5.6 userspace library
The user-facing side of the TaPaSCo runtime consists of libtapasco, a
C and C++ library providing high level functionality to user applica-
tions. Furthermore, there is a second in-between layer in libplatform
that can be used to access lower level functionality such as reading
and writing device registers. The libraries follow the goal to avoid any
connections between the usage of the library and the target device. All
hardware details are supposed to be abstracted. Accordingly, device
addresses are not directly used. Instead, generic addresses, which
remain the same for all platforms, are translated to device addresses
by translation functions. Using this method, the library does not need
to be aware of the hardware details and can be reused on any of the
supported platforms.
However, the goal is that the user does not have to deal with any
addresses at all. Accordingly, the high level API works in a different
way. TaPaSCo PEs are abstracted as C++ function calls. The user calls a
special TaPaSCo-launch function that has one or two set parameters
and an additional variadic argument list for any other parameter the
function might need (see Figure 5.6). Parameters come in two types
right now: values or arrays. Value parameters can be directly used as
arguments to the function and will be written into the corresponding
configuration registers of the PE. The second type, arrays, require
additional work. They consist of a pointer to a block of memory and
the size of the array. TaPaSCo then takes the user space pointer and
makes sure the data is available to the FPGA and writes the translated,
















Table 5.2: Addresses used on the the PCIe and Zynq TaPaSCo platforms and
their corresponding user space addresses. The addresses of the
different platforms have to address the specific details of the host to
FPGA connection, for example AXI, while the user space address
is unified for all platforms.
1 template <typename R, typename... Targs>
2 job_future launch(tapasco_kernel_id_t const k_id, RetVal<R>
&ret, Targs... args);↪→
3 template <typename... Targs>
4 job_future launch(tapasco_kernel_id_t const k_id, Targs...
args)↪→
Figure 5.6: TaPaSCo launch functions to run a PEs on the FPGA.
FPGA accessible, address into the corresponding configuration register
of the PE. Translation is done using the features of the specific platform.
For shared memory devices such as Zynq, this process uses kernel
provided DMA addresses and does not include memory movement.
However, for PCIe based devices the process requires bounce buffered
memory copy with the corresponding overhead. As it is often not
necessary to move the same array to the device and back, there are
additional specifiers that let the user specify an array as input only,
output only or bidirectional. The data is moved using bounce buffering
as shown in Figure 4.3.
The previous sections described one possible way of abstracting
away the software side of targeting FPGA. Instead of letting the user
deal with the kind of device at hand, the information is retrieved
directly from the hardware. Of course this is not the only possible
solution for this problem. For example, GPU vendors also have a
lot of largely similar devices over different families that have to be
supported by their drivers and have to look the same through the
software APIs. However, as GPUs are not re-configurable, the relevant
information is often put into the driver instead of inside the chip as
the functionality will not change for the same device.
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5.7 the tapasco plugin system : sfp+
The plugin system of TaPaSCo can be used to bring new features to
any supported platform. The plugins can attach to many different
stages of the bitstream generation process. For instance, plugins can
be called right at the start, before synthesis, before implementation or
after finalizing the bitstream. Additional attachment points are also
available.
The Ethernet support, that is available on the NetFPGA SUME,
ZC706 and VC709 platforms, is one notable example of the plugin
system in action. The plugin improves the base platform by adding
all the necessary infrastructure to attach the FPGA to SFP+ connectors.
This behavior is outside the scope of normal TaPaSCo PEs as presented
in Figure 5.1.
In this case, the plugin is used to attach selected PEs the the IP
representing the SFP+ ports. On Xilinx FPGA, the interface is controlled
by a vendor provided IP that provides one streaming interface per
direction. Thus, one interface for sending and one for receiving of
Ethernet traffic. Ethernet frames arrive at the accelerator as a stream
of 64 bit words, in the case of 10Gbit/s Ethernet.
A PE that is compatible with this plugin needs two additional in-
terfaces in addition to those found on normal PEs. The PE needs two
AXI4-Stream interfaces, one for each direction. The receiving inter-
face is fed with Ethernet frames, while the sending interface can be
used by the accelerator to send out its own Ethernet frames. However,
the plugin also supports multiple SFP+ connections per PE to realize
complex Ethernet attached PEs such as smart switches.
A sample system is illustrated in Figure 5.7. The system uses two
types of PE in this case. The first type uses two Ethernet connections,
for instance, the PE could perform traffic monitoring tasks. The second
type of PE uses only one Ethernet connection. This PE could implement
a network attached key-value store.
The configuration consists a list of individual port configurations.
Each port requires the field PORT which specifies the physical port the
PEs should be connected to. Additionally, the mode has to be specified.
There are currently three connection modes: singular, which connects
a single port with a single PE, roundrobin, which connects multiple
PEs with a single port and arbitrates between them in a round-robin
fashion, and lastly, broadcast, which forwards all incoming packets
to all PEs.
The next configuration option is sync which specifies in which
clock domain the PEs should run in. If sync is true, the PEs is clocked
with the PE clock and synchronization between the SFP+ domain
and the PE domain is done in an instantiated conversion circuit. The
other option is, that the PE receives three clocks and is responsible for


















Figure 5.7: Ethernet is attached through special IP provided by the FPGA
vendor, here marked in green. The SFP+ IP provides two AXI4-
Stream interfaces for bidirectional communication. The TaPaSCo
plugin can flexibly connect different types of PEs to the ports. The
user can specify which ports should be connected to which PE.
synchronization itself. The three clocks in this case are the PE clock,
the receive clock and the transmit clock.
Lastly, the list of PE that should be connected has to be specified
as kernel. Each PE entry consists of the PE ID, the number of PE that
should be considered, and the interfaces that should be used for the
receive and transmit channels.
The plugin system allows that custom plugins are fed with parame-
ters that are provided by the user either through configuration files or
the command line. In this case, this feature is used to specify which
PE should be connected to which physical SFP+ port.
Furthermore, the plugin supports different modes of operation, to
support different system requirements. For instance, two key-value
store PEs can be attached to one SFP+ port to balance the load. For
this case, the plugin provides the round-robin mode which inserts
arbitration between the PEs and the port. An example configuration of
this scenario is shown in Listing 5.1. The other PE is directly attached
to a single SFP+ port.
The system is automatically built based on the configuration. TaPaSCo
calls the different stages of the plugin during bitstream generation at
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1 {
2 "SFP1": {
3 "PORT" : "0",
4 "mode" : "singular",
5 "sync" : "true",
6 "kernel" : [{
7 "ID" : "EthernetMonitor",
8 "Count" : "1",
9 "interface_rx" : "axis_S",




14 "PORT" : "1",
15 "mode" : "roundrobin",
16 "sync" : "false",
17 "kernel" : [{
18 "ID" : "KeyValue",
19 "Count" : "2",
20 "interface_rx" : "axis_S",




Listing 5.1: Example configuration for three PE that are attached to SFP port
0, 1 and 2. PE one is attached to two SFP+ ports directly. The
other two PE are attached to the same SFP+ port. Arbitration is
done in a round-robin fashion.
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The entry-point pre-arch is called before architecture generation
and is used to determine if the desired configuration is valid for the
given board. If more ports than available are requested, this stage
aborts the bitstream generation process immediately.
The entry-point post-address-map is called after the address map
of the rest of the system has been created. At this point, the plugin
ensures that necessary control registers are accessible by the host.
The implementation itself is done by another feature of the plugin
system. TaPaSCo can be extended by defining subsystems. A subsys-
tem in TaPaSCo is automatically connected with the clock and reset
system and can be used to provide additional functionality. The SFP+
plugin creates a subsystem called Network by creating a function called
1 proc create_custom_subsystem_network {{args {}}}
This function is called by TaPaSCo inside a fully generated subsys-
tem environment and can be used to build the desired functionality.
In this case, the plugin instantiates the necessary IP for the network
interfaces and connects the PEs to them as desired in the configuration.
Part II
A P P L I C AT I O N A C C E L E R AT I O N U S I N G F P G A

I N T R O D U C T I O N T O PA RT I I
The road to wisdom? – Well, it’s








Part I introduced FPGAs as a method to accelerate applications.
However, Chapter 1 and Chapter 4 described a variety of challenges
that hinder the widespread application of FPGA. Hence, a reader might
ask the question why he or she should deal with the hassle, and not
use CPUs and GPUs instead. And they might be right, depending
on the specific application. FPGAs are not a one-size-fits-all solution
to every acceleration problem. If the FPGA is used to emulate a GPU,
it will be slower than highly optimized ASIC GPUs. The same is true
when using soft core processors on an FPGA, instead of using dedicated
CPUs.
However, there are many applications that profit from the flexi-
bility that FPGAs offer. If the FPGA is used to implement specialized
accelerators that are optimized to their particular use case, they can
provide significant speedups with a lower energy envelop, compared
to general purpose hardware.
To demonstrate that FPGA can be highly competitive, this part of the
thesis introduces FPGA based acceleration in four different domains.
The accelerator presented in Chapter 6 is a stereo-vision accelerator
that is much faster and more efficient than GPU or CPU implementa-
tions of the same algorithm. Stereo vision deals with the extraction of
depth information from stereoscopic images. The employed algorithm
is Semi-Global Block Matching (SGBM) taht computes highly accurate
depth maps. The computations require complex communication be-
tween the individual stages which limits parallelism on traditional
off-the-shelf hardware. On the FPGA, however, the communication
pattern can be efficiently implemented using systolic arrays.
The second domain that is discussed here is in-network processing
(INP). Chapter 7 starts out by introducing the domain of in-network
processing and shows how Bluespec can be used to efficiently deal
with network traffic on FPGA.
The first INP accelerator, presented in Chapter 8, computes common
distributed database operations directly in the network. The FPGA
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acts as a network switch and performs stateful operations such as
hash joins directly on the switch. This results in improved system
performance and lowered bandwidth requirements.
The second INP accelerator, as described in Chapter 9, accelerates a
consensus protocol in the network. Again the FPGA acts as the switch.
The resulting accelerator brings down the latency of memory requests
over the network far enough to make network attached main memory
feasible.
Chapter 10 introduces a FPGA based Spiking Neural Network (SNN)
simulation. The accurate and real-time simulation of neurons of the
inferior-olive nucleus region of the brain enables novel ways for brain
research without the need for in-vito experiments. In this case, the
FPGA is a prime accelerator choice, as the communication scheme of
the neurons can be implemented efficiently.
6
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Allowing computers to perceive their environment is still one of the
most challenging tasks in computer vision. Especially stereo vision,
the perception of depth using two cameras, is important for many
areas such as robotics and autonomous driving. Stereo vision uses
two cameras that are located some distance apart horizontally, but
are on the same level vertically. Pixels in the images captured by the
two cameras are thus displaced only in the horizontal direction, with
the maximum pixel offset (traditionally called disparity) limited by the
distance of the two cameras. The computed disparity for the pixel can
then be used to derive depth information from the stereo images using
triangulation (pixels closer to the cameras have larger disparities).
The algorithm at the center of this work is called Semi-Global Block
Matching (SGBM), which is one of the fastest algorithms also scoring
well on accuracy in stereo vision benchmarks such as KITTI [39] and
Middlebury [104]. This has led to its widespread use in many practical
applications.
This work proposes a novel hardware architecture to compute the
SGBM algorithm on FPGA. The parametrized architecture is highly scal-
able, easily allowing implementations on small low-power devices
(e.g., in autonomous robots) as well as for large high-performance
chips (e.g., in stationary use-cases for processing multiple high-resolution
video streams). As shown in Figure 6.1, the focus lies in disparity com-
putation; rectification and the actual camera interfaces will not be
discussed.
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Cameras Rectification
Disparity CalculationUse Disparities
Figure 6.1: Typical stereo vision system. This paper focuses on the disparity
calculation step.
6.1 semi-global block matching
The SGBM algorithm was introduced by Hirschmüller in 2005 [48]. It
provides good accuracy at manageable computational effort and is
robust with regard to choices for configuration parameters [49].
A key difference from the simple block-based approaches, which
generally compute matches by aiming for minimal sums of differences
between pixel intensities in the base and matching images, is the
use of a more involved cost function. That cost function not only
has a widened scope (considering not just individual pixels or local
neighborhoods, but pixels along paths across the entire image), but
also looks at higher-level characteristics (e.g., Mutual Information and
Census), instead of pixel intensities.
The original implementation of the SGBM algorithm in [48] uses
Mutual Information (MI) in the cost function. The advantage of using
this characteristic, which was introduced by Viola and Wells in [121],
is its quality even when faced with unrectified image data. However,
it does not scale well to images having a greater depth (larger Z
coordinates, especially beyond depths represented as 8 bit values).
Further research by Hirschmüller et al. identified Census as a robust
matching cost calculation. It relies on encoding intensity relations (such
as “darker than center pixel”) between the pixels in a neighborhood in
bit-vectors, and then determining the cost of a potential match based
on the Hamming distance between a pair of these bit-vectors.
Here a variation of that idea is used, which considers the difference
between straight counts of pixels fulfilling the relation instead of the
Hamming distance as cost. This approach, called a non-parametric rank
transform has a matching quality similar to Census, but is easier to
implement for high compute performance [130].
The function C(p,d) ∈N0 is used to denote the cost of matching a
pixel p = (x,y) at coordinates (x,y) in the base image at an assumed
disparity (offset) of d at coordinates (x− d,y) in the matching image.
As suggested by [130], the differences in the counts of pixels darker
than the center pixel (a parametric rank transform) can be used to
realize C (see Eq. 4). Section 6.3 discusses these equations in more
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detail. To determine the actual best match, these costs are calculated
for all potential disparities d < Dmax, where Dmax is the upper limit
of the potential disparity (due to the physical mounting distance of
the two cameras). At first approximation, the match with the lowest
cost is assumed to indicate the true disparity arg mind<Dmax C(p,d)
between base and match images for an individual pixel p (but see
below for further constraints).
To achieve better matching accuracy, (semi) global approaches such
as SGBM compute these costs of potential matches not just between
individual (or neighborhoods) of pixels, but along multi-pixel paths
stretching across the entire image. The cost of matching along an entire
path, described by the relative offset of path elements r = (∆x,∆y),
for an assumed disparity d is denoted as Lr(p,d). These paths are
distributed evenly over the image (see Figure 6.2 for examples) for a
global view of the matches. Typically, at least eight evenly distributed
paths are used (Figure 6.2.b), but 16 are suggested for optimal coverage.
The number and arrangement of paths has a direct impact not only
on the matching accuracy, but also on the computational effort and, in
this case, on the actual architecture of the SGBM hardware accelerator.
The goal is a compromise between performance and accuracy. As
shown in [12], a reduction from eight down to the four paths 0°
(r = (1, 0)), 45° (r = (1, 1)), 90° (r = (0, 1)) and 135° (r = (−1, 1))
(Figure 6.2.a) results in an accuracy loss of only 1.7% (increase in
count of mislabeled disparities) in the Middlebury benchmark, but
allows a highly efficient hardware architecture computing the Lr for
all of these paths in parallel.
If even the limited accuracy loss is not acceptable, the proposed
hardware architecture could be used to perform a second pass over
the image, computing the remaining paths 180° (r = (−1, 0)), 225°
(r = (−1,−1)), 270° (r = (0,−1)) and 315° (r = (1,−1)), starting from
the opposite corner. This would reduce the frame rates for matching
by half (see Section 6.4). As the paths in the selected arrangement are
no longer distributed evenly across the image, some minor aliasing
(non-isotropic) effects can be measured in some benchmarks, but these
should not affect usability in real-world scenarios.
The raw cost L ′r(p,d) for matching the pixels p along a path r for an
assumed disparity of d is calculated using the formula
L ′r(p,d) = C(p,d) +min

L ′r(p− r,d) .a
L ′r(p− r,d− 1) + P1 .b
L ′r(p− r,d+ 1) + P1 .c
mini L ′r(p− r, i) + P2 .d
(6.1)
These raw path costs are calculated for all of the selected paths, for
all potential disparities d up to the limit Dmax. For each pixel, both
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Figure 6.2: (a) Four, (b) Eight, and (c) 16 directions used in Semi-Global Block
Matching.
the local cost C as well as a semi-global component is evaluated. The
latter considers four characteristics observed in real-world images, of
which the minimum is added to the local cost: The first characteristic
is the cost of the prior pixel along the path (1.a), the second and
third components penalize small disparity changes of |∆d| = 1 by
P1 (1.b and .c), while the final term (1.d) penalizes larger disparity
changes (so-called discontinuities) by P2. P1 is usually determined off-
line experimentally by analyzing input images typical for the actual
stereo vision use-case. P2, on the other hand, is adjusted dynamically
at run-time: As disparity discontinuities are often also represented




different pixel intensities Ip and Ip−r along the path r. As for P1, P ′2 is
a constant determined experimentally based on representative sample
images offline. For further discussion of the path cost calculation,
please refer to the original work by Hirschmüller [48]. To determine
the (semi) global matching cost, the path costs are summed up across
all paths. However, for a hardware implementation, it is worthwhile
to consider a slightly changed formulation.
In hardware, a key characteristic from both the performance as well
as area usage perspectives is the word width (in bits) of arithmetic
operators and data types. Since the paths will run across the entire
image, they can be quite long (depending on the camera resolution),
and summing their costs can result in large values that need wide
words for computation and storage. This can be counteracted by
subtracting from the raw path costs for a pixel L ′r(p,d) the minimum
of the path costs for all assumed disparities d for the prior pixel p− r
along the path r. The effect of encoding only the differences between
prior and current pixels leads to a reduction of the magnitude of
the values, which require correspondingly narrower data words for
storage and computation. Thus, the hardware-optimized path cost
computation becomes
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Lr(p,d) = C(p,d) +min

Lr(p− r,d)
Lr(p− r,d− 1) + P1
Lr(p− r,d+ 1) + P1




The path costs Lr along all paths r are summed up as S(p,d) =∑
r Lr(p,d). The disparity dwith the minimal matching cost arg mind S(p,d)
is considered the winning disparity for the pixel p. These winning
disparities are output by the accelerator for each pixel, as input for
later computing the actual depth (Z-axis position, not discussed here).
As indicated above, in practice additional constraints need to be
imposed to clean-up outliers and mark invalid disparities: The result of
arg mind S(p,d) might be multi-element set, meaning that the minimal
matching cost for a pixel p occurs for different potential disparities d.
With such a non-unique cost, the algorithm cannot decide on a single
winning disparity, and instead registers the disparity for this pixel as
“invalid”.
Additionally, a so-called left/right check is performed, which com-
pares the results of the algorithm when running it with swapped
roles of base and match images. This check can also be implemented
efficiently (avoiding recalculating all disparities for the former match
image now used as base) by re-using the previously computed S(p,d)
along an epipolar line as arg mind S((x(p) + d,y(p)),d) to select the
winning disparity d for the second image. The left/right check sets the
disparity to “invalid” if the corresponding disparities of the original
and role-swapped passes differ by more than one. This step eliminates
phantom disparities resulting from occluded surfaces that are visible
in one image, but hidden in the other.
Finally, the disparity map is post-processed using a basic 3 × 3
median filter to suppress outliers.
6.2 related work on high-performance sgbm implemen-
tations
Several implementations of SGBM exist for a wide variety of use-cases.
However, they often have unsatisfactory performance or high power
requirements.
Even when exploiting current vector extensions (SIMD) such as Intel
AVX2 on a fast i7-4960HQ processor, a recent software implementation
[116] achieved only 16 frames-per-second (fps) for VGA image pairs
and Dmax = 128. This processor is rated to draw 47 W under load.
The less power-hungry software solution described in [6] targets
the P4080 embedded eight-core processor. Clocked at 1.2GHz, the
implementation achieves 0.5 fps on VGA images, but limits the search
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space to Dmax = 64. The P4080 is rated to draw less than 30 W even
when fully loaded.
A different trade-off was used for a heterogeneous embedded sys-
tem in [107]: By combining a small Core2Duo system with an em-
bedded OMAP3530 ARM processor and a Xilinx Spartan 6 FPGA, it
achieved 14.6 fps, but has a latency of 250 ms for processing a single
image of 1024× 508 pixels and Dmax = 128. This latency might be too
high for certain real-time use-cases.
The use of GPUs leads to results similar to that of CPUs. [84]
describes an implementation achieving 11.7 fps on an NVidia GTX480
GPU for VGA images with Dmax = 64. However, this GPU is rated to
draw between 250W and 300W of power when loaded. Another GPU
based implementation can be found in [47]. The paper presents an
implementation of SGBM on an embedded Tegra X1 GPU, achieving
19 fps for VGA images and 128 disparities. They also run their code
on a Titan X which is able to process 237 fps.
FPGA implementations do significantly better, both with regard to
performance as well as power efficiency: In [122] an architecture is
proposed that is capable of processing 1024× 768 pixels with Dmax =
96 at 31.79 fps on a Altera EP4SGX230 device. Another approach is
followed in [99], where high-level synthesis from C to hardware is
used to explore different strategies targeting the Xilinx Zynq Z7020
system-on-chip on a ZedBoard. They achieve 30 fps at VGA resolution,
but have a tight search limit of Dmax = 16. A combination of FPGA
and CPU processing is used in [56] to achieve 60 fps for images of
752× 480 pixels on a Xilinx Artix 7 FPGA. While exact power numbers
are not given, in many cases FPGA draw less than 10 W for computing
purposes when the high-speed serial transceivers are not used.
6.3 architecture
The architecture proposed here is inspired by prior work by Banz et
al., presented in [12]. However, not only has the architecture been
enhanced by introducing an extra level of fine-grained parallelism
(e.g., parallel disparity computation and sorting), it has also been
implemented using a state-of-the-art latency insensitive design style
in a next-generation hardware description language. As a result, it
is significantly more scalable, easier to extend, yet also much faster
than the original work (even when compensating for the differences
in FPGA target technologies).
The algorithm described in Section 6.1 is mapped to the structure
shown in Figure 6.3. The modules in Stage 1 have the base and/or
matching image as inputs. The cost module implements the com-
putation of the per-pixel (neighborhood) cost (e.g., using Census or
Mutual Information) from both input images. This module outputs
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Figure 6.3: Base architecture for SGBM. Stage 1 produces the per-pixel costs
and P2 penalty values. Stage 2 calculates the path costs, using the
outputs of the previous stage as well as prior paths costs stored
in a stage-internal buffer. Stage 3 computes the disparities from
the path costs.
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stream starting from d = 0 up to d = Dmax − 1. Secondly, Stage 1
computes the P2 values (intensity-based penalty for discontinuities),
which are generated from the base image for every pixel and the four
path directions used. Thus, it outputs a stream of four P2 values per
pixel. Only Stage 1 actually reads image data, the next stage operates
only on streams of per-pixel costs and P2 values.
From these streams, Stage 2 computes the disparities along the
four paths in parallel, using a separate module for each path r. Since
this computation requires not just the current per-pixel cost C(p,d),
but also prior costs Lr(p,d) from earlier locations along the paths, the
stage needs internal feedback, using buffers to delay the earlier values
appropriately (storing them as three-element vectors). In summary,
the Stage 2 modules require C(p,d), which is constant for all paths, P2
which is constant for each pixel, mini Lr(p− r, i) (for the P2-penalized
L term and the magnitude reduction), which is constant for all dispari-
ties of a pixel, and finally Lr(p,d− 1), Lr(p,d) and Lr(p,d+ 1) (for the
L terms penalized by P1), all of which are unique for all disparities and
all pixels and all paths. The stage produces streams of four-element
vectors containing the costs for the four paths for each pixel, with the
path costs for the different potential disparities 0 6 d < Dmax − 1 just
being streamed-out in order.
Stage 3 operates on these streams to compute S(p,d) for each poten-
tial disparity and determine mind S(p,d). The latter is then checked
for uniqueness and also undergoes the left/right check re-using the
previously computed costs (see Section 6.1 for details). The output of
the module is a stream of the final winning disparities, cleaned-up by
a 3× 3 median filter, or the “invalid” markers for pixels for which no
winning disparity could be determined.
This base architecture can already perform the complete SGBM com-
putation, and, with some care in the implementation, can be fully
pipelined. However, it performs only the computation of the path
costs Lr in parallel. This can be improved both at the fined-grained as
well as at the coarse-grained levels.
fine-grained parallelization One key contribution of this
work beyond [12] is the computation of per-pixel and per-path costs
for n potential disparity values in parallel (see Figure 6.4). Thus, Stage
1 now needs to compute n per-pixel costs, which are then streamed
to Stage 2 as n-element vectors. Note that the P2 computation is
unaffected, it is still performed only once per path for each pixel.
Considerable extension is required in Stage 2, which will now be
replicated n-times to accept the n-element vectors from Stage 1 and
process them in parallel. Two areas require special care: The intra-
stage buffers are becoming larger (now having to hold n+ 2-element
vectors) with a more complex forwarding network, also the calculation
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Figure 6.4: Extending the base architecture with fine-grained parallelism: Par-
allel cost computations (per-pixel, per-path) for multiple potential
disparity values

























Cost Calculation P2 Calculation








Cost Calculation P2 Calculation











. . . FIFO
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Figure 6.5: Coarse-grained parallelization: Processing multiple rows in paral-
lel
comparator tree). Stage 3 is similarly sped-up, replacing the sequential
summing of paths for each potential disparity value with parallel
adder trees. The critical path determining the performance of this
solution is the parallel computation of mini L0°(p − r, i) across all
potential disparity values i, as its results are immediately needed to
compute the costs for extending the path to the next pixel. Note that
the other Lr units’ outputs are buffered and required only in the next
row, but L0° has a self-loop.
coarse-grained parallelization The base architecture can
also be parallelized on a coarse-grained level (Figure 6.5). This re-
quires m multiple instances of the entire base architecture (called a
Row Processor in this context). Each Row Processor is responsible for
processing one line of the input images, leading to an image stripe m
rows in height being processed in parallel. Buffers between the Row
Processors forward the intermediate data from the Lr computations
in Stage 2 to Stage 2 in the next Row Processor, where they will be
consumed by the corresponding Lr units. Note that this forwarding
occurs only for paths at 45°, 135°, 90° angles, as the path at 0° does not
require data from the prior row (see Figure 6.2.a). These forwarding
buffers also provide the wrap-around to the first Row Processor, as
there will be fewer Row Processors than image rows, and the first Row
Processor (which will be processing the first line of the next stripe
down) depends on the last Row Processor (which was processing the
final line of the previous stripe up). The performance of this approach
depends on how quickly the inter-row buffers can be filled with data,
as Row Processors waiting for data from their predecessors will re-
main idle. Similarly, a Row Processor will stall if it cannot deposit its
output due to the corresponding buffer to next row being full. This
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coarse-grained approach was already suggested in [12]. By treating it
as a wavefront array (systolic array with handshake instead of lock-
step data propagation), it lends itself ideally to an implementation in
the new latency-insensitive hardware design style applied.
Both parallelization techniques can be combined to mitigate their re-
spective weaknesses (critical path length in the fine-grained approach,
Row Processors stalling in the coarse-grained one). The complete ar-
chitecture with both forms of parallisation is shown in Figure 6.6.
Automatic design space exploration is used in Section 6.4 to derive
the optimal composition of the two approaches.
selected architectural details As discussed in Section 6.1,
thethe non-parametric rank transform variant of Census is used. The
rank transform consists of counting the number of pixels in a neigh-
borhood that are of lower intensity than the center pixel:
R(p) =
∥∥p ′ ∈ Ns(p)|I(p ′) < I(p)∥∥ , (6.2)
Here, R(p) is the rank transform of pixel p, Ns(p) the neighborhood
around pixel p encompassing all pixels with a distance less or equal
to (s − 1)/2 from the center, and I(p) the intensity of pixel p. The
neighborhood, also called a kernel, is square with a total size of s2




The calculation of R(p), which serves as input to the cost calculation
stage, is done in parallel for both images. The Row Processors are fed
with streams of Rb(p) for the base image and Rm(p) of the matching
image, as well as a stream for the P2 penalty values. If more than
one Row Processor is present in the system, round-robin is used to
distribute the inputs one row at a time (leading to processing occurring
in the downward moving stripe). All Row Processors require input
FIFOs which can store a full row to enable operation as a wavefront
array.
The actual per-pixel matching cost computation based on the rank
transform R is thus
C(p,d) = ‖R(p) − R((x(p) − d,y(p)))‖ . (6.3)
The wrap-around buffer from the last to the first Row Processor
(shown in Figure 6.5) is larger than the normal inter-Row Processor
buffers, as it has to hold all Dmax intermediate results for every pixel
in the last row.
In a design with multiple Row Processors, the calculated disparities
are buffered in FIFOs until they are retrieved by the output module.
The output module then merges the outputs of the Row Processors
using the same round-robin scheme as the input module. The 3× 3





































































Figure 6.6: Detailed view of the SGBM calculation sub-architecture. Each row
processor receives a line of the rank-transformed input image in
sequential order. The row processor calculates all disparities for
its specific row. The semi-global data from other input lines, as
shown in Equation (6.2), is distributed in a systolic array-pattern.
Two methods of parallelization are employed: 1) Using multiple
row processors, sequential lines of the input image can be pro-
cessed in parallel. 2) Finer grained parallelism is employed inside
of each row processor, where multiple disparities are calculated
in parallel.
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median filter is then applied to the merged stream remove outliers in
the calculated disparities.
As shown by Hirschmüller in [48] the maximum value of any L is
always less than Cmax + P2. This limits the word widths required for
data storage and arithmetic operators in the hardware implementation.
infrastructure The integration of the accelerator into TPC re-
quires certain interfaces to allow communication with the outside
world. As shown in Figure 6.7, the architecture has two AXI Master
interfaces to talk to the main memory. The interfaces are used to read
both input images in parallel. One of the interfaces is additionally used
to write back the disparty map. Another interface is used to interface
the host, controlling the execution, with the accelerator. Parameters
such as the addresses of the input and output images as well as their
size can be set before execution. Lastly, an interrupt signal signals
execution completion to the host.
6.4 evaluation
The approach is evaluated at three levels: The first consideration is
accuracy, then the simulated target-independent performance of the
hardware architecture in terms of clock cycles, and finally the wall-
clock performance on three actual FPGA platforms, encompassing
embedded system and data center use.
6.4.1 Accuracy
Since the core algorithm is the same as that of [12], the same dis-
parity computation accuracy is achieved. Using the Middlebury[104,
106] benchmark, the algorithm produces on average 8.4% disparities
exceeding an error threshold of one pixel. The difference between
the results of the proposed architecture and the ground truth in non-
occluded areas is 9.5% for Cones, 13.3% for Teddy, 6.8% for Tsukuba,
and 4.1% for Venus. A sample result for the Teddy test set is shown in
Figure 6.8. If required, higher accuracy could be achieved by doing a
full left/right check (full computation instead of re-using epipolar pro-
jected values), or performing two passes over the image to use eight
paths. Both of these approaches approximately halve the performance
of the accelerator, but it would remain useful even then for real-time
processing at 30 fps or above (see below).
6.4.2 Platform-independent performance
Cycle-accurate simulation of the architecture (described in highly
parametric Bluespec SystemVerilog, BSV) was used to determine the
run-time characteristics of sample implementations. Comparison to















































































































Figure 6.7: Operation of the proposed architecture. The images are read
from host memory by two DMA engines. A control interface is
used to alter the behavior of the algorithm. The base images are
processed by rank transform and P2 calculation cores. The results
are then fed into a parallel sub-architecture which performs the
actual SGBM calculations. The resulting disparities are filtered to
suppress outliers, and forwarded to one of the DMA engines for
transfer back to the host.
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(a) Teddy image set left
image
(b) Teddy image set
ground truth
(c) Disparity produced by
the proposed architec-
ture
Figure 6.8: Disparity comparison for the Teddy image set.
the actual hardware implementations (Section 6.4.3) shows, that these
simulations are actually representative of final performance.
The core is evaluated at three image resolutions: 640× 480 pixels
(VGA), 1280× 720 pixels (720p) and 1920× 1080 pixels (1080p). VGA
resolution images are evaluated at Dmax = 64, the higher resolutions
have Dmax = 128. For all resolutions, the number of clock cycles
needed to complete a single frame are determined through simulation.
The examination contains different compositions of coarse- and fine-
grained parallelism. An implementation is described by the pair (#p,
#d), which indicates the use of #p Row Processors, each computing
#d assumed disparities in parallel. For each of the resolutions, auto-
matic design space exploration is used to generate 250 implementation
alternatives, shown on the X-axis in order of increasing area or per-
formance. Due to space constraints, only a subset of the alternatives
could be labeled here with (#p,#d).
As shown in Figure 6.9 for VGA images, the architecture scales
well with increasing the number of Row Processors, down to a lower
bound of 654644 cycles, at which point a single pixel is calculated in
2.11 cycles and a single disparity requires 0.033 cycles. This design
is limited by the speed the input buffers can be filled, which could
be increased even more by also applying fine-grained parallelization
techniques to the Stage 1 computations (see Section 6.5).
At an assumed clock rate of 200MHz (which is realistic, see Sec-
tion 6.4.3) the architecture would reach up to 306 fps as shown in
Figure 6.10. Such large and fast systems could be used to calculate
the disparities over multiple cameras to produce a surround-view of a
scene.
More interesting for low-power applications is the minimal frequency
necessary to achieve 30 frames per second (a typical requirement for
real-time processing). As shown in Figure 6.11, the architecture is able
to fulfill this requirement at a frequency as low as 30MHz for VGA
images.
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Figure 6.9: Cycles needed to process a single disparity map for varying
degrees of parallelism.



















Figure 6.10: Frames per second achieved by the proposed architecture at a
clock frequency of 200MHz.
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Figure 6.11: Frequency needed to achieve 30 frames per second on the pro-
posed architecture for varying degrees of parallelism.
6.4.3 Performance on real FPGA platforms
The true performance of this approach can be measured only when
actually mapping an implementation of the architecture to a real
hardware platform, of which three cases are considered: ZedBoard
(ZC7Z020T), Xilinx ZC706 (ZC7Z045) and VC709 (ZC7VX690T) devel-
opment boards. The first two use Zynq-7000 reconfigurable system-
on-chip devices, the last a large Virtex-7 FPGA.
On the tools side, Bluespec 2015.09 beta2 was use to compile the
BSV descriptions into synthesizable RTL-style Verilog. TPC 2016.03
[68] was used to assemble the hardware accelerators into full system-
on-chips (e.g., adding memory and control interfaces), and perform
automatic design space exploration. The entire hardware system was
then mapped to the FPGA devices, using Xilinx Vivado 2015.2 for logic
synthesis, placement and routing.
Figure 6.12 shows the resource requirements of the core at VGA
resolution for different degrees of parallelism. Only the smaller two
platforms are considered here, as the large VC709 is severely underuti-
lized at VGA resolution (it easily holds even the largest sensible VGA
accelerator). The smaller Zedboard is capable of running a core with
#p=8 row processors and #d=1 parallel disparities as the largest core,
achieving 33 VGA fps. However, design space exploration by TPC has
discovered that an SGBM core parametrized as (#p=5,#d=2) actually
performs better (40 fps) at the 100MHz clock frequency used on the
Zedboard, and is also smaller. The ZC706 is capable of housing much
larger cores: TPC exploration suggests core configurations of (21,1),
achieving 140 VGA fps at 210 MHz, and (13,4) achieving 134 fps at
150 MHz.
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Figure 6.12: Hardware synthesis results for accelerators at VGA resolution
for Zedboard and ZC706 platforms
The increase in image resolution and disparity range to 720p reso-
lution and Dmax = 128 grows the search space by six times. However,
the implementations still manage to process images in real time. on
the two larger platforms (the Zedboard is too limited for the higher
resolutions). The ZC706, running at 140MHz, is capable of supporting
a (16,4) configuration which yields 32 fps. The larger VC709 handles
up to 45 fps at 130MHz using a (34,4) configuration.
The largest images tested are in 1080p resolution with Dmax =
128, requiring yet another 2.25x increase in search space over 720p.
Despite this large search space, the VC709 is again capable of real-
time performance at 30 frames per second in a (20,4) configuration
at 130MHz. The smaller ZC706 tops out with a (12,4) configuration
running at 140MHz, yielding 12 fps.
In addition to performance and area, the energy consumption is
an important characteristic when evaluating hardware accelerators
targeting low-power use-cases. As can be seen in Figure 6.15, the
architecture requires as low as 8.404mJ to process a single frame.
Slowing the clock frequency to reach a target of 30 fps results in
similar energy requirements per frame as shown in Figure 6.16. The
lower clock frequencies are counteracted by the longer active time per
frame.
6.4.4 Design Space Exploration in TPC
The previous section evaluates the largest core fitting on a given
platform. TPC, however, is capable of finding the configuration with
the best performance for a given platform. This feature, called Design
Space Exploration (DSE), takes into account the complex relationship
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Figure 6.13: Hardware synthesis results for accelerators at 720p resolution
for ZC706 and VC709 platforms



















Figure 6.14: Hardware synthesis results for accelerators at 1080p resolution
for ZC706 and VC709 platforms
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Figure 6.15: Energy consumed by different configurations of VGA-resolution
SGBM accelerators at maximum fps
















Figure 6.16: Energy consumed by different configurations of VGA-resolution
accelerators when achieving 30 fps
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between frequency, hardware utilization and parallelism. For example
it might find that a core with less internal parallelism can run at a much
higher frequency which results in an overall greater performance. On
the other hand it might find that multiple smaller PEs perform better
than one large PE.
The DSE step in TPC requires reasonable estimates of a given cores
performance. The results in Section 6.4.3 indicate that the number of
cycles per image calculated through simulation closely correspond to
the real world performance of a given core. Accordingly, the simulation
results were chosen as input to the DSE step.
Table 6.1 shows the results for each device and resolution, i.e., the
designs with the highest heuristic score that achieved timing closure.
The column N denotes the number of parallel instances of the core
in the design, the column F the achieved design frequency in MHz.
Using these designs, the performance on real hardware is evaluated:
A C++ program using TPC-API, which can be compiled for all three
platforms without changes to the source code, uses the accelerator pool
to compute disparity maps for random images. The actual throughput
achieved here (in frames per second) is shown in the last column FPS
and corresponds closely to the throughput predicted as h-value by the
heuristic. While accelerators operating at HD resolutions could not be
placed on the ZedBoard, even that small platform can handle real-time
(> 25 fps) stereo vision computations at VGA resolution. The large
VC709 board allows live processing of up to three independent 720p
video stream pairs, or live processing of a single full HD 1080p stream
pair.
Some of the optimal solutions found by DSE might easily have been
overlooked in a manual approach: The best design for the VC709 and
1080p resolution was the result of the target clock frequency being
lowered after a timing failure. Also, casual experimentation might lead
a designer to go for higher values of P and lower values of D, as that
leads to higher clock frequencies (e.g., 205 MHz for VGA resolution
the ZC706 board). However, the best solutions for 720p and 1080p
actually increase D and (for 1080p) lower P, and achieve the best
throughputs despite running at lower clock rates.
6.5 conclusion and future work
The proposed architecture to compute semi-global matching on FPGA
performs well over a wide range of scenarios. Low-power VGA con-
figurations run at 30 fps with a clock as low as 74MHz even on small
FPGA such as that used on the Xilinx ZedBoard. For higher perfor-
mance needs, the architecture offers multiple levels of parallelism,
and can be tuned by TPC in an automatic design space exploration to
discover optimal configurations.
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Table 6.1: Design Space Exploration results as generated by TPC for the SGBM
accelerator. Column P is the number of parallel row processors
per accelerator, D specifies the number of parallel disparities per
accelerator and N specifies the number of accelerators that are
instantiated in parallel through TPC. F is the frequency achieved for
the configuration after synthesis. Column h is the estimated per-
formance based on a heuristic and FPS the performance achieved
on the platform.
Platform Resolution P D N F h FPS
zedboard 640×480 5 1 1 110 26.6 26.6
zc706 640×480 21 1 1 205 198.2 197.0
vc709 640×480 12 2 3 131 426.9 410.0
zedboard 1280×720
zc706 1280×720 27 2 1 145 59.4 59.3
vc709 1280×720 20 2 2 121 75.8 74.9
zedboard 1920×1080
zc706 1920×1080 17 4 1 140 23.3 23.3
vc709 1920×1080 13 8 1 122 28.6 28.4
The introduction of fine-grained parallelism into Stage 2 allows a
much better adaptation of the accelerators to the needs of the individ-
ual use-case, as just increasing the number of Row Processors (as done
in [12]) does not always result in the most efficient implementation.
Areas for future work include extending the use of fine-grained
parallelism to Stage 1 of the architecture, namely the per-pixel cost
computation (including the rank transform) and the P2 calculation, as
well as reducing the number of stalls in the Row Processor wavefront
array by improvements in the buffering scheme.
7
S Y S T E M - O N - C H I P I N F R A S T R U C T U R E F O R
I N - N E T W O R K P R O C E S S I N G
In-Network Processing (INP) in general gained a lot of traction in
recent years with the rise of programmable switches. These switches,
based for example on the Barefoot Tofino architecture, are capable
of processing and switching 12.8 Tbit/s of network traffic. These pro-
grammable switching chips are utilized in a variety of other manufac-
turers switches and slowly increase adoption rate. Switches like these
are mainly programmed in DSLs and through protocols such as P4[17]
and OpenFlow[82]. In academia, many possible applications are dis-
cussed. Data Aggregation and Filtering is a natural task for on-switch
processing and can be used in many applications including Parallel
Databases, Machine Learning and Systems Monitoring. Other research
focuses on protocol implementation inside the network. Protocols that
benefit from very low latency, such as Consensus protocols[28], are
prime examples. A discussion of different research questions inside
the INP domain is presented in Section 7.2.
However, the current generation of programmable switches has
some key limitations which makes them less suitable for many other
applications: (1) Switches do not have a large amount of memory for
state. (2) Switches can not generate new packets but only react on
incoming packets. (3) Latency is high compared to the packet transmis-
sion itself. (4) Reconfiguration requires a restart of the switch. Solving
these problems in next generation switching ASICs is an ongoing re-
search topic in industry and academia.
In the meantime FPGAs, provide a good alternative for experimenting
with in-network acceleration of applications. Compared to dedicated
switching chips there are mainly two drawbacks: (1) The raw perfor-
mance and port count of FPGAs is lower, (2) Programming requires
specialized hardware knowledge. Problem 1 results from the lower
clock frequencies of FPGAs and the limited number of available se-
rial transceivers for ports. Processing multiple 100Gbit/s, however, is
very much possible [37, 87]. The second problem can be somewhat
alleviated by utilizing HLS-tools such as SDNet. While these tools are
easier to use, they come with a plethora of problems such as high
latency and difficult integration into the FPGA boards.
This chapter presents two accelerators developed in the scope of INP
and shows that FPGAs are a great tool to explore novel architectures and
feasibility to define features needed by next generation switching ASICs.
Before describing the accelerators themselves, a short intermezzo
discusses how packet parsing on FPGA can be realized using Bluespec.
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Afterwards, an accelerator for hash joins located inside a switch is
presented. Finally, an implementation of a consensus protocol on
FPGAs is compared to one running on Barefoot Tofino and a software
implementation.
7.1 network packet processing in bluespec on fpga
The applications presented in the rest of this chapter rely on the FPGA
to process incoming and outgoing network packets. Accordingly, the
FPGA has to be programmed to parse incoming network packets. This
process is usually problem dependent and the corresponding code
parts have to be rewritten anytime the protocol has to be changed.
This section presents a different approach that utilizes the high level
functionality of Bluespec to separate the packet parsing from the func-
tionality. The resulting packet parser generator improves productivity
and simplifies changes to the underlying protocols.
The packets arrive at the accelerator as a stream of 64 bit words at
a frequency of 156.25MHz. Each packet is send as a stream and the
last beat of the packet is denoted using the AXI4-Stream last signal.
Although, AXI4-Stream uses a handshake mechanism (See Chapter 3
about handshaking), the stream receiver needs to accept any packet.
Failing to do so can lead to dropped packets or loss of synchronization.
Hence, the parser needs to ensure that no packets are dropped. Luckliy,
the Bluespec compiler can be used to ensure that this is always the
case.
Furthermore, the parser has to maintain a low latency profile. For
instance, certain packets can be dropped right away because they are
not targeted at the FPGA. Additionally, the packet should be processed
as soon as possible in a cut-through fashion. The parser should not
wait until the complete packet is available. This would neither be
practical from a latency standpoint, nor be a good use of the memory
on the FPGA.




The module takes a List of PkgParserStages as argument. The logic
of what happens after each part of the packet has been received is
provided by the user of the module. The type pktType can be user
defined and is usually the type that represents the Ethernet frame or
parts of it, for instance the header. The pktType is automatically filled
with more and more data as soon as it is available and is accessible
by the parser stages. The interface that connects the module to the
outside world contains three connections:
1 interface PktParser#(type pktType);
2 interface Put#(AXI4_Stream_Pkg#(64, 0)) pktStream;
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3 method Action resetProcessing();
4 interface Get#(Bit#(64)) sideband;
5 endinterface
The pktStream interface connects the module to the Ethernet frame
stream. The method resetProcessing can be used to reset the state
machine that is implemented inside the module, for example, after
synchronization has been lost. Lastly, the sideband interface can be
used to extract raw stream data. This is useful if the pktType contains
only part of the complete packet, for instance the header, and the
payload is processed subsequently.
The parser is built from parser stages. Each stage is represented
as a structure containing the necessary information for the parser to
determine when this particular functionality should be called:
1 typedef struct {
2 Integer stage;
3 PktParserFun#(pktType) fun;
4 } PktParserStages#(type pktType) deriving(Eq);
First of all, the stage has to specify for which part of the packet it is
relevant. For example, putting zero as the stage calls the function fun
when the first beat of a new packet arrives. The function itself can be
of two different types:
1 typedef union tagged {
2 ParseFunction#(pktType) FunctionSimple;
3 List#(ParseFunction#(pktType)) FunctionList;
4 } PktParserFun#(type pktType) deriving(Eq);
Either a single function is called, or a fitting function based upon
a predicate is called from a list of candidates. Each parser function
contains a predicate, that is used to determine if the corresponding
function should be called, and the function itself:
1 typedef struct {
2 function ActionValue#(ParserStatus) _(pktType pkt) fun;
3 function Bool _() predicate;
4 } ParseFunction#(type pktType);
Each function can control the next stages of the packet parsing
process using the ParserStatus return type:




5 } ParserStatus deriving(Bits, Eq, FShow);
Each function can execute whatever functionality they like, as long
as they are callable when the corresponding packet beat arrives. If the
function is not callable, a fall back is called which. Three behaviors
can be selected for this: (1) Drop the packet if processing can not keep
















Figure 7.1: Overview of the system generated by the packet parser. Incoming
packets are stored in a packet buffer that is accessible by the
individual stages. The stage execution is controlled by the stage
controller. As the stages are provided by the calling module, they
might have side effects on the calling module such as writing or
reading registers.
up, (2) continue processing but issue a debug warning, useful for
simulation, and (3) block the pipeline and ensure processing.
Lastly, the user can decide if the Ethernet frame is buffered or not. If
it is buffered then all stages can access the packet data of the preceding
packets. Otherwise, the user has to make sure to save all critical data,
ensuring very efficient memory usage.
The architecture that is generated by the packet parser is illustrated
in Figure 7.1. The received part of the packet is forwarded to the packet
decoder and the stage controller. The stage controller determines
which stage should be active based on the individual predicates and
the stage of the decoding process. The packet decoder takes the packet
and extracts the bits into the desired packet format. This decoder
can, for instance, convert the network byte order to little endian. The
resulting data is stored in a packet buffer. The packet buffer can be
circumvented if desired to reduce the memory requirements. The
activated stages can access the packet buffer or the data directly,
depending on the mode, and process the information as desired.
As the stages are provided by the user in the PktParserStages list,
they can have side effects on the calling module. For instance, they
can access data of the calling module or write data to registers. Each
stage determines what should happen in the next stages. For example,
the stage can enforce that the rest of the packet is dropped.
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This is all that is needed to efficiently parse network packets. Parsing
a packet that consists only of an Ethernet header requires only a few
lines of code as shown in Listing 7.1.
The example code determines if the FPGA is the receiver of the
packet based on the MAC address and prints out the Ethernet type
in the second stage. Afterwards, the rest of the packet is dropped.
Additional syntactic sugar is available to simplify some of the lengthy
Bluespec syntax. The second stage could also be defined as:
1 parserStages = addSimpleFun(1, dropPacketTypes, True,
parserStages);↪→
or both stages can be added using
1 let parserStages = addSimpleFun(0, dropInvalidMac, True,
addSimpleFun(1, dropPacketTypes, True, Nil));↪→
Of course, this functionality is implementable in traditional HDL.
However, the features added by Bluespec enable more focused work.
The user can focus on processing the right data at the right time and
does not need to know how the data arrives there.
This parser, and the similarly implemented packet creator, are the
basis of the work presented in this chapter.
7.2 related work
INPs is a topic of high interest in the research communities right
now. Accordingly, many different approaches and research directions
emerged. Acceleration of consensus protocols [72] such as Paxos [73]
promises very low latency and high availability, making approaches
feasible where highly fault tolerant main memory is moved into the
network. Two main lines of research can be distinguished. The first
approach focuses on enforcing particular behaviors in the network. By
enforcing behaviors they can make strong assumptions about the net-
work which can be used to decrease latency and increase throughput.
These approaches have to fall back to traditional consensus protocols,
if their assumptions fail. For instance, speculative Paxos assumes that
messages are delivered in order. If this assumption fails, the protocol
falls back to a reconciliation protocol.
Examples of this line of research include [78, 97]. The second ap-
proach including [26, 59, 62] move consensus algorithms directly
into the network. Most of these approaches use some kind of pro-
grammable switch, usually based on the Tofino architecture [89], which
imposes certain limitations.
For example in [26] the algorithm is only implemented for a single
word of memory, because currently existing hardware in-network
processing hardware is memory limited. FPGAs however do not impose
such limitations and a different approach is shown in Chapter 9.
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1 // Define the packet type.
2 // This packet consists of only the Ethernet header.




7 } ThePacket deriving(Bits, Eq, FShow);
8
9 List#(PktParserStages#(ThePacket)) parserStages = Nil;
10 // First stage: Check if I am the destination
11 function ActionValue#(ParserStatus) dropInvalidMac(ThePacket pkt);
12 actionvalue
13 let dst_mac = toggleEndianess(pkt.mac_dst);






20 // Add stage one to the stage list





26 fun: tagged FunctionSimple
27 ParseFunction {fun: dropInvalidMac, predicate: True}},
28 parserStages);
29
30 // Second stage: Retrieve the ethernet type from the packet
31 // Print a debug message and drop the rest of the packet
32 function ActionValue#(ParserStatus) dropPacketTypes(ThePacket pkt);
33 actionvalue
34 let ethType = unpack(toggleEndianess(pack(pkt.eth_type)));




39 // Add stage two to the stage list





45 fun: tagged FunctionSimple
46 ParseFunction {fun: dropPacketTypes, predicate: True}},
47 parserStages);
48
49 // Generate packet parser based on the stage list
50 PktParser#(ThePacket) receiver <- mkPktParser(parserStages);
Listing 7.1: Parsing an Ethernet packet with the packet parser presented in
Figure 7.1. The parser consists of two stages: The destination of
the packet is checked and the packet is dropped if the receiver
is not the destination. If the packet is valid, the Ethernet type is
printed.
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Database acceleration is another topic of high interest right now. For
example [64, 119] move key-value caches into the network to increase
bandwidth and reduce latency. Another topic of interest is moving
certain primitives of distributed databases into the network. Chapter 8
presents an implementation of a hash join [32] inside the network,
leading to a lower bandwidth requirement and faster processing times.
Miao et al. show in [83] how a single switch can replace a large
number of software based Layer 4 load balancers. An interesting
approach is followed in [86] where an FPGA is used as a honeypot for
attack tracing. As the wide range of different examples show, INP is a
research question with a lot of appeal. Most of the current examples
of INP are using Tofino-based software-defined switches for their high
throughput characteristics. However, these switches are not suited for




I N - N E T W O R K H A S H J O I N
The work presented in this chapter has been partially published in:
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and Andreas Koch. “High-Performance In-Network Data Pro-
cessing.” In: International Workshop on Accelerating Analytics and
Data Management Systems Using Modern Processor and Storage
Architectures, ADMS@VLDB 2019, Los Angeles, United States. 2019
"Scalable database systems for analytical workloads such as Terra-
data, Microsoft Parallel Data Warehouse, or Amazon’s Redshift are
being used today for analyzing massive amounts of data in distributed
setups." [54] Data is distributed across many nodes of a cluster to ex-
ploit the available processing resources. Operations on such data bases
require certain movements of the data across the nodes to process
the final result in a process called shuffling. The high communication
and inefficient communication schemes cost associated with shuffling
limits the speedup potential of such approaches, especially in main
memory databases [1, 101].
High-speed networks and RDMA [131, 132] are one approach trying
to solve the underutilization of the networks. However, apart from
these approaches, that better utilize the available network bandwidth
and promise lower latencies, newer research moves the calculation
inside the switch instead. Through programmable switches, as intro-
duced in Chapter 7, or FPGA, the calculations traditionally located in
the individual nodes, can be computed inside the network itself.
This approach is already successfully applied to many problems that
work without keeping large amounts of state, such as distributed SQL
operations or in-network caching [15, 36, 103]. Nonetheless, stateful
operations are difficult to realize in such a system with the current
generation of hardware. The switches are either not capable of keeping
up with line-rate or simply can not store enough state for operations
such as SQL joins or aggregations [15, 77].
Accordingly, a new generation of switches for analytical workloads
in the network requires different design decisions than the current
generation of throughput optimized switches. The following pages
present a different switch architecture for in-network analytical SQL
workloads. The FPGA used for this tasks enables full design space
freedom and exploration of novel architectures. The resulting architec-
ture leverages the larger amount of off-chip-memory available to the
FPGA to perform a stateful operation directly inside the network. The
architecture is not limited to simple query execution but can execute
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pipelines of multiple chained stateful SQL operators, for example
hash-table building and probing.
The proposed architecture is tested in a state-of-the-art databases
application for distributed hash-join. The query optimizer selects the
desired operators to be run on the FPGA and loads the bitstreams with
the desired functionality. Additionally, the query optimizer selects the
best execution strategy for the given task [54].
Evaluation shows that the proposed switch architecture significantly
speeds-up the distributed join processing by up to 7×, in a skewed
shuffle scenario using a traditional approach. Typical ingress prob-
lems can be avoided by the in-network approach by reducing the
communication between nodes.
Firstly, in Section 8.1 the architecture and integration of the pro-
posed INP system is introduced. Changes to the query processing and
optimization optimization stages to support the INP are described in
Section 8.3. Furthermore, the section sepecifies details of the proposed
architecture. Lastly, the evaluation, running a hash-join application in
the network, is presented in Section 8.4.
8.1 background
Before delving into the architectural details of the demonstrator, the
following section introduces the INP-based query processing scheme
and includes a comparison to traditional distributed query processing.
Classical distributed query execution in a shared-nothing database
consists of one master and several compute nodes. The system is con-
nected through a central switch [54]. The execution plan in Figure 8.1
shows a typical execution plan for such a system, executed as the
result of a SQL statement such as SELECT * FROM A JOIN B JOIN C.
The join is implemented as a hash join which first has to generate hash
tables for the different B and C tables before probing the join key of the
A table based in the generated hash tables. Of course, a real world dis-
tributed database system has to go through some optimization steps
to better utilize the available resource. The join could be implemented
in a different way, but in this scenario the assumption that B and C are
much smaller than A results in a hash join being the most optimal join
to chose.
The classical execution begins by shuffling A and B according to
the join key. Shuffling distributes the relation in question across the
compute nodes to ensure even distribution of the data. After shuffling
the workload of each cluster should be even and data belonging to the
same join key should reside on the same node. Afterwards each node
generates a hash table for their part of table B. Lastly, the nodes have
to probe into the hash table with the data from A to generate A ./ B.
The process basically repeats for the second join. A ./ B and C are












Figure 8.1: Example of Query Plan for Classical Execution from [54]. The
plan executes SELECT * FROM A JOIN B JOIN C using two hash
joins. Firstly, after shuffling of B, a hash table is generated. The
hash table is probed with the shuffled A. Afterwards the same is
done for C and the intermediate join result A ./ B.
of C is probed with A ./ B to generate A ./ B ./ C. Accordingly, each
join requires two expensive shuffling operations per join [54]. The
shuffling mechanism, which is based upon the join key, might come
with other unwanted consequences. If the join keys are not equally
distributed it can happen that one node receives much more data than
the other nodes. For one that single node has to process much more
data compared to the other nodes. Furthermore, the ingress of the
network connection of that node will be overloaded with the data
coming in from multiple other nodes at the same time. Such a skewed
scenario can completely eliminate many advantages of a distributed
database.
This is where the scheme proposed hereafter improves upon the
classical scheme. Instead of shuffling the data across the network
several times, the network itself can do the calculations. The basic
steps of the execution scheme are shown in Figure 8.2. A master nodes
receives a new SQL query and compiles an execution plan based on
it (Figure 8.2 1©). The master is responsible to distribute that plan
across the nodes and configures the switch accordingly (Figure 8.2
2©). Afterwards the system is ready to process the query and all
components begin execution.
The same request as executed in the classical scheme, presented in
Figure 8.1, is also executed for the proposed scheme (See Figure 8.3).
For the INP scheme the different types of operations, such as building
a hash table or probing one, are called pipelines. The master node
splits the request into separate pipelines and programs the individual








Figure 8.2: Overview of the system to process the INP scheme proposed in
[54]. A master node is responsible to configure the other compo-
nents of the system according to the incoming query. The system
consists of multiple nodes that store relations and can do process-
ing. Furthermore, a FPGA based switch is used to do calculations
inside the network.
components. In this case, the switch is programmed to generate hash
tables for B and C and probe those tables when receiving data from
A. The nodes will send B and C to the switch which builds the corre-
sponding hash tables. Afterwards, A is streamed through the switch.
In the end the switch can directly compute A ./ B ./ C based on the
incoming data from A. Any shuffle operations that where previously
necessary in the classical scheme are gone. Each node simply sends
out the data it possesses without any concern for data distribution.
Accordingly, the main conceptual difference between the INP scheme
and the classical one, is the elimination of shuffling, as well as, the
elimination of the intermediate shuffling of join results. The switch can
calculate all necessary hash tables simultaneously. The new approach
avoids many of the problems associated with shuffling [54].
For instance, shuffling operations hinder parallelism of the execu-
tion. The following phases of the pipeline are blocked until the result
of the previous step has been computed. In the example this occurs
before the second join, which can not be processed before the shuffling
of first join has finished.
Additionally, the shuffling results in very high network load as the
result of every step has to be distributed across the network. Otherwise,
each node lacks the necessary data to continue. In data warehouse
scenarios this cost becomes prohibitively expensive. In such a scenario
a large fact table is joined with multiple smaller dimension tables.
The fact table, being orders of magnitudes bigger than the dimension
tables, still has to be shuffled to all nodes. The shuffling process of the













Figure 8.3: Execution of SELECT * FROM A JOIN B JOIN C in the INP scheme
shown in [54]. The shuffling necessary in Figure 8.1 is gone as the
switch can directly process incoming data. Furthermore, there is
no intermediate join result anymore as the switch can generate
and probe both hash tables simultaneously.
Lastly, the INP scheme is not susceptible to skew problems by
avoiding shuffling operations altogether.
8.2 design
The proposed scheme comes with many changes to established database
systems, which are described in the following section.
First of all, the query compilation has to be changed according to the
scheme proposed in [54]. The master has to decide where to execute
the different pipelines. The classical approach had only the nodes at
disposal for computations, but for the INP approach, the FPGA switch
has to be considered as well. As documented in Chapter 2 it is not
feasible to generate a bitstream based on a single query. The synthesis
and place&route times would be orders of magnitude larger than
even long running queries in a classical system. Instead, the master
has access to a set of pre-generated bitstreams for different kinds of
pipelines. The master can reconfigure the switch based on the desired
functionality in a couple of milliseconds. The system can furthermore
fall back to traditional execution if the given pipeline is not supported
by the switch or the master determines using the FPGA as slower.
The bitstreams come with different kinds of parametrizability. For
instance, one bitstream is highly optimized for hash table generation
of key-value-pairs with 4B of key and 4B of value. Another one might
support any size between 1B and 32B for either data. Processing a
(4B, 4B) tuple with the flexible architecture is possible, but results in
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lowered performance of the switch. Accordingly, the master choses the
optimal signature based upon the characteristics of the query to avoid
unnecessary steps. In particular, consider that B of Figure 8.3 is using
a (4B, 10B) setup and C is (8B, 10B) configuration. The master could
not use the specialized architecture for (4B, 4B) but has to fall back to
the generalized architecture avoiding as much overhead as possible.
At the same time, this case should not be common considering that
most workloads are known beforehand and specialized architectures
can be created for them.
Similarly, the optimizer, a system used to find the best execution
plan, has to change. Considering the change in the execution model,
the optimization objects of the existing cost-based optimization need
adjusting [54]:
• Avoid reshuffling by processing most of the operations in the
switch. Avoiding pipeline-breaking operations improves overall
performance in such a system.
• Consider the characteristics of the switch. An FPGA with 8GB
of memory can not create a hash table for a table with 16GB of
data. The optimizer might move only certain operations into the
switch or process queries in multiple steps.
The feasibility of the INP approach is shown in the scenario already
introduced in Figure 8.3. These "left-deep join trees with primary-
foreign relations" [54] are commonly found in analytical workloads
performed on databases and provide optimal opportunity to show the
effect of shuffling avoidance.
Initially, before starting with the implementation, the theoretical
benefits of such a model should be considered. Consider a left-deep
plan consisting of a left-deepest relation L, where L can be an input
relation or an intermediate result. Furthermore, a set of tables Ti which
are to be joined with L, analogous to the query plan in Figure 8.3. The
number of workers, the nodes previously introduced, is defined by N.
|R| denotes the cardinality of any relation R and ts(R) the size of the
tuple in R [54].




Going back to the example: The complete operation has to join all
three tables A,B,C. Nonetheless, the optimizer might determine that
joining A and C is feasible on the switch, but B is too large. Hence,
after processing A ./ C inside of the switch, the join between the
intermediate result and B occurs traditionally using shuffling.
The following cost models for executing SELECT * FROM A JOIN B
JOIN C in either system are based on these notations.
cost model for classical model Before calculating the cost
for processing the whole query, the cost for moving a single relation
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across the network has to be determined. The corresponding cost
value c can be calculated as described in [54]:
crel(R) = |R| ∗ ts(R) (8.1)
The cost of moving a single relation across the network can be






crel(A) + crel(A ./ Ti1) + . . .





In [54] the example shown in Table 8.1 is used to explain the formu-
las. The example uses a scenario with four works (N = 4).
Table 8.1: Example parameters for a two way join as shown in Figure 8.3.
Taken from [54].
Relation Size (|R|) Tuple Size (ts(R)) crel(R)
A 100 000 32 3 200 000
B 10 000 10 100 000
C 10 000 10 100 000
AB 100 000 32 3 200 000
The example considers the complete plan so that I consists of A,B,C.
Accordingly, the costs associated with each relation have to be entered
in the equation as shown in Equation (8.3). Additionally, the interme-





(3 200 000+ 3 200 000+ 100 000+ 100 000) (8.3)
The example so far calculates the cost for moving all of the tables
across the network. However, usually a certain percentage of each
relations can remain on the individual node. Consequently, not con-
sidering skew 34 of the data has to be shuffled and
1
4 of the data can
remain on the worker. In the end the cost of both joins in this scenario
is 34 ∗ 6 600 000 = 4 950 000 [54].
cost model for inp In like fashion, the cost for the INP scheme
is calculated, largely simplifying the cost equation by removing the
shuffling cost leaving only the raw cost for moving the relations over
the network once. Consequently the cost for the INP approach depends
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Figure 8.4: Cost for executing the traditional and classical schemes with dif-
ferent relative sizes of A compared to B and C. For very favorable
scenarios, where the cost of A is small compared to the other
relations, the classical approach is slightly better than the INP
approach. However, for large relations A the INP approach wins
out. (Taken from [54])
Applying the new equation to the example introduced in [54] results
in
cINP(I) = (3 200 000+ 100 000+ 100 000) = 3 400 000 (8.5)
As a result, the INP approach is 49500003400000 = 1.455 times faster than
the classical approach in this scenario. In general the absolute decrease
in cost can be written down as cINP(I) − cshuffle(I). The task of the
optimizer is finding an optimal set I for which the cost is minimal
but the memory constraints of the switch
∑
i∈I |Ti| 6 CRAM are met.
Additionally, I = ∅ is valid, which means that INP is not applied at all
[54].
The cost model can be used to analyze the behavior of the two
schemes for different relations. This analysis can then be used to
determine when INP is beneficial.
Equation (8.1) shows that the size (number and size of tuples) of
relation A has major impact on the cost of either approach. For this
reason, Figure 8.4 shows the effect of increasing the size of relation
A in relation to B and C. The scenario still uses four workers N = 4
[54]. The relative size of A compared to B and C is plotted along
the X-axis. The corresponding cost cshuffle(A,B,C) and cINP(A,B,C) is
plotted along the Y-axis.
The classical approach wins out for small costs of A compared to B
and C, because the cost of shuffling only part of the relation is cheaper
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Figure 8.5: Cost Analysis for varying number of joins. Relation costs (crel) are
kept the same for all joined relations.
than moving all the data to the switch. Nevertheless, for larger costs
of A the shuffling cost increases rapidly and the INP approach wins
by avoiding expensive reshuffling of the intermediate results [54].
Apart from the relative sizes of the relations, the number of joins
influences the decision for either approach [54]. The plot in Figure 8.5
illustrates the cost associated with executing an increasing number of
joins for relations at the same cost. The graph shows that the classical
approach is superior for one join, and tied for two joins. However,
for more joins the INP scheme pulls ahead. This is explained by the
high number of intermediate joins required by the classical approach.
The INP approach can, given sufficient memory, avoid all of these
relations.
These numbers show that the INP approach should be considered
for large A relations compared to B and C and if the number of joins
is high. Either scenario, and often a combination of both, are common
in data warehouse scenarios [54].
8.3 implementation
The INP scheme relies on a central switch that is capable of executing
pipelines. The prototype architecture described here can be used to
offload hash table generation and probing.
The proposed switch is built upon the network parser described
in Section 7.1. Accordingly, the architecture is written completely in
Bluespec and integrated into TaPaSCo using the plugin presented in
Section 5.7.
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However, the switch does not act as a standard TaPaSCo PE in
this case. A PE in the TaPaSCo sense executes a single operation and
then terminates, sending an interrupt to the host. The switch on the
other hand runs permanently and does never terminate. Nonetheless,
TaPaSCo provides a high level of abstraction that can be used, despite
not using the intended workflow. The TaPaSCo API is used to program
the PE and read status and performance information from the core.
Starting the PE has the effect of executing the desired command, for
instance, setting the start address and length of a hash table. After
executing the command, the PE signals completion to the host as
intended. In addition, TaPaSCo simplifies porting the switch over to
another platform.
For now the implementation utilizes the SFP+ plugin of TaPaSCo in
conjunction with a NetFPGA SUME [133] FPGA development board.
The board comes with a Xilinx Virtex 7 FPGA and 8GB of memory
across two DDR3-SDRAM DIMM modules. Furthermore, the NetF-
PGA SUME is intended for network targeted FPGA architecture design
and comes with four SFP+ ports to connect the board to 10Gbit/s Eth-
ernet. As usual, the SFP+ ports support either Direct-Attached-Copper
(DAC) or fiber optic cables.
The demonstrator is designed to perform a three way hash join
in the network. Hence, the switch has to support generating and
probing three hash tables simultaneously while serving four SFP+
ports running at line rate. The SFP+ ports are abstracted as 64 bit
wide AXI-4 Stream interface running at 156.25MHz each.
The architecture is divided into three distinct parts that are described
in detail later in this section:
• Parse incoming packets. Discard any packets of no interest. Ex-
tract the operation from the packet and collect the tuples. For-
ward those tuples to the correct processing unit.
• Hash the requests that are intended for hash table generation.
• Probe the requests that are intended for probing.
The simplest task is performed by the parsing stage. As each of the
units is independent of one another, they can all run at a relatively slow
156.25MHz. The packet parsers, as illustrated in Figure 8.6, generate
a stream of output tuples for hash table generation, or values to probe
for probing requests. Parsing is done using the default configuration of
Section 7.1. The only performance requirement that is that the parsing
stages can never block. Accordingly, the units have to make sure that
any tuple that can currently not be forwarded to the later stages is
either stored in a temporary buffer or dropped. Stalling the network
interface would lead to synchronization problems which would result
in even more problems down the line.
Moving the tuples to the next stages is a more delicate endeavor. As
the parser stages can never stall, efficiently forwarding the data to the
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corresponding units is of paramount importance. Each parser stage
has one large FIFO buffer towards each of the downstream units to
store incoming tuples. These buffers are realized using one BRAM cell
each and can store up to 1024 tuples.
The buffers are connected to an arbiter that is responsible for se-
lecting the next tuple to hash or probe. Each of the downstream units
has their own arbiter infrastructure. The arbiters run in a round-robin
mode without fixation.
Currently, the architecture utilizes three hash units which can be fed
in parallel to simultaneously generate three hash tables. Accordingly,
the best performance is achieved if the three relations intended for
probing are transmitted interleaved. Moving one relation after another
would effectively remove the opportunity for parallelization of this
step. Using multiple units to generate the same hash table would be
detrimental for the overall performance as the infrastructure to avoid
collisions results in a long critical path. Furthermore, this approach
would decrease memory controller performance.
The probing infrastructure comes with three units, as well. How-
ever, each probing request has to probe into all the generated hash
tables which means that probing multiple requests in parallel is not
possible. As probing is easier than table generation, the overall system
performance should not be impacted by this limitation.
The hashing infrastructure has to meet very tight performance
requirements to keep up with the four times 10GB of traffic. The
maximum traffic can be calculated based on the border conditions
of the system. Assuming each interface can transfer a theoretical
maximum of 1.25GB/s. Each Ethernet frame has a maximum size of
1524B in this application, resulting in 820 209 packets/s. Removing
the headers from the full frame, leaves 1468B for tuple requests. As
each tuple requires 32B, this results in 45 tuple per packet. Hence,
820209packet/s
45tuple/packet = 37 627 087 tuple/s.
The peak inserts per second that the infrastructure has to support
is 37 627 087 per SFP+ interface. The whole design has to focus on
very high throughput. Latency is less of an issue as feedback to the
sender, such as an ACK mechanism, is currently not implemented.
The hashing units can focus completely on inserts as delete operations
are not necessary for the use case.
Hash table generation on FPGA is not a new thing. Research is
especially prevalent for key-value-stores on FPGA [120, 123]. Executing
hash table generation on FPGA is a completely different beast than
performing that task on CPU. Efficient implementations for CPU have
to ensure that the caches are employed properly. FPGA, however, do
not have fast caches but come with different advantages. The CPU
is limited to process small words, usually less or equal to 64 bit. On
the contrary, FPGA do not come with such limitations and can process
much larger words. For instance, the FPGA can process the memory



















































































Figure 8.6: Overview of the proposed architecture on the NetFPGA SUME
board. Data is processed as a stream of 64 bit words provided
by the Xilinx 10G Ethernet Subsystem. The Ethernet packets are
parsed using a Bluespec-generated packet parser. The extracted
hashing and probing requests are forwarded to the hashing and
probing infrastructure.
8.3 implementation 113
data width of 512 bit directly. Consequently, a different approach
has to be taken and directly porting a CPU focused algorithm is
unrewarding.
As previously mentioned the design has to be throughput optimized.
The slowest component in the system are the two memory controllers.
Hash table generation requires a lot of random access reads and writes
of the memory and will be limited by this performance metric. Ac-
cordingly, the design has to ensure that the requests are as optimal as
possible for the characteristics of the memory. For DDR3, for example,
the number of bank machines has to be considered and requests have
to be spread across the available resources.
The design utilizes buckets of 512 bit width, which corresponds to
the width of the memory interfaces. Accordingly, fetching or writing
a single bucket requires only one read or write operation. The units
is fully pipelined and can execute the different stages in parallel to
one-another. The basic flow is as follows:
1. Hash the key provided in the request by the parsing stage to
calculate a bucket
2. Retrieve the corresponding bucket from the main memory
3. Place the key and value tuple in the first free position in the
bucket
4. Write the bucket back to main memory
The architecture is susceptible for read-after-write hazards. If a
bucket is requested a second time before the first request is written
back to the memory, the following write would overwrite the data
previously written. This problem can be solved by using look-ahead
buffers at the cost of a slightly longer critical path. The look-ahead
buffer contains previously requested data and provides this data to
secondary requests if necessary. As the architecture is limited by the
memory controller performance, anyway, this approach is chosen to
ensure data correctness. The hash unit is illustrated in Figure 8.7.
The hash units store the hash tables interleaved (See Figure 8.8). This
means that each hash table is not stored in a block of data. Instead,
the first address stores the first bucket of the first hash table, the
second address the first bucket of the second hash table and so on.
This ensures that the memory controllers are evenly hit even with all
units active at the same time.
As the architecture is limited by the random access performance
of the DDR3 controllers, the typical measured number of inserts per
second is only 56 348 300 which is close to 100% of the available band-
width. Newer devices which come with different types of memories
can utilize the same architecture for much higher performance. A
good candidate for this purpose are the new HBM2 Xilinx FPGAs.









DDR Read DDR Write
DDR Read
Response
Figure 8.7: The hash unit is responsible for storing hash requests in the hash
table. The first step is the hashing of the request to determine
the bucket. Secondly, the corresponding bucket is requested from
the external DDR memory. The bucket is then updated with the
values from the request and written back to the memory. If a
bucket is requested a second time before the first request has
been answered, the value can be fetched directly from a look-
ahead buffer. The second request is stored in a delay buffer until
the previous request has been completed.
Bucket 1 Table 1
Bucket 1 Table 2




Bucket n Table 1
Bucket n Table 2
Bucket n Table 3
Figure 8.8: The hash tables are stored interleaved, instead of storing them in
a block. This pattern helps spreading the load over both memories
during hash table generation.
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The performance of this architecture is completely determined by
the random access Read/Write performance of the DDR3 controllers
and is typically around 56 348 300 inserts per second per memory
controller. Higher performance can be reached by utilizing newer
devices with memories such as HBM having higher random access
speed.
The probing units are simpler, but have to meet tighter performance
requirements. The task of probing is difficult to parallelize across the
units as each probing request over the network results in one probing
request per hash table. Consequently, one 10Gbit/s can generate
about 119 836 254 requests per second.
On the other hand, the probing units do not need any writes, which
frees up some memory bandwidth to be used for probing. The design
looks similar to the hash units, as shown in Figure 8.9, lacking the last
two stages, instead returning the probe result:
1. Hash the key provided in the request by the parsing stage to
calculate a bucket
2. Retrieve the corresponding bucket from the main memory
3. Return the key contained in the bucket, or an invalid flag if the
key is not found
The probe units are measured to serve about 75% more requests
at around 98 430 500 probes per second per memory controller. Once
again, splitting the hash tables over both memories is very important
to reach peak performance.
Whereas, the hash units do not produce any output, the probe
units will produce the probe result. The result of all three probes is
collected and forwarded to the requesting parsing unit. The parser
is then responsible to generate a response packet and send it out via
SFP+.
All in all, the slow DDR3 controllers of the NetFPGA SUME fail to
meet the requirements to serve four SFP+ connections. The system in
total is able to process around 29.9Gbit/s of network traffic for the
hashing site. The probe units can process approximately 196 861 000
tuples per second.
8.4 evaluation
The evaluation presented hereafter is only a small step towards the
system envisioned. However, the numbers show that the theoretical
advantages, in this case for a three-way hash join, can also be achieved
in practice.
The evaluation is performed on five nodes powered by Intel Xeon
Gold 5120 CPU @ 2.2GHz [54]. Each node has access to 384GB of
memory and a 10Gbit/s network interface, running Ubuntu 18.04.









Figure 8.9: The probe unit retrieves values from the hash tables. The hashed
key is used to receive the corresponding bucket. The value extrac-
tor checks if the bucket contains the value, which it returns in
that case. Otherwise, it will return an error code as a response.
Four nodes are reserved for computation while one node acts as the
master node as shown in Figure 8.2. Furthermore, a NetFPGA SUME
board running the architecture presented in Section 8.3 serves as the
FPGA switch. As the FPGA is using SFP+ switch connections, and the
nodes are connected via RJ45, a Zyxel XS3700 performs the conversion
between either standard. The RJ45 side uses CAT 6 cables and the
SFP+ side uses two DAC cables from Digitus and two SFP+ fiber optic
transceivers from FLEXOPTIC. Figure 8.10 illustrates the experimental
setup with the FPGA highlighted in red inside a host PC that is only
used to control and program the FPGA but does not perform any
computations. The rack housing the nodes barely visible at the bottom.
Finally, the XS3700 switch that converts the connections is shown in
front.
The system, dubbed NetJoin, is able to perform HashJoin operations
efficiently using either the classical approach or the new INP focused
one. Accordingly, a shuffle-heavy scenario is chosen as described in
Section 8.2. Just like in a data warehouse where a fact table with
foreign keys are joined with the dimensions tables, the experiment
joins a table A with three tables B, C and D [54].
The tables are pre-partitioned in away that ensures that the first
join can not be done without reshuffling. In a real world scenario the
data could be partitioned in a way that the first join works without
reshuffling. Nonetheless, both processing schemes would benefit about
equally of this optimization and it will not be considered here [54].
The prototype lacks certain features that are needed in a real world
system. For example there is no mechanism to resend dropped data,
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Figure 8.10: Experimental setup around the proposed NetFPGA SUME based
FPGA switch. The server rack at the bottom houses four compute
and one master node based on Intel Xeon 5120 CPUs. The central
Zyxel XS3700 switch connects the experimental setup as the
nodes come with RJ45 based network interfaces and the FPGA
requires SFP+. Taken from [54].
instead, the experiments ensure that at most 2% of the tuples are
dropped. This approach is common in other INP papers as well and
ensures focus on the given scenario [77]. To ensure reliability, the
protocol can be changed to employ higher layers such as TCP or use a
lightweight protocol instead for RAW Ethernet frames. These changes
only affect the parsing stages of the FPGA design and would not incur
large performance penalties.
The platform is used to perform three different experiments to
validate the theoretical calculations shown in Section 8.2.
8.4.1 Experiment with skew
The first experiments replicates the calculations presented in Figure 8.4.
The size of the A relation is increased relative to the sizes of the other
three relations. The graph compares the runtime of the distributed
hash join for either approach (Figure 8.11a) and indicates the speedup
of the INP approach over the classical scheme (Figure 8.11b). The B,
C & D relations contain 50 000 000 tuples each, while the A relation is
scaled across 5 000 000 to 5 000 000 000 tuples. The experiment ensures
that all nodes receive the same number of tuples by using uniformly
distributed join keys.
The theoretical results are confirmed by the measurements. The
classical approach rapidly loses out to the more efficient INP scheme
which avoids relation shuffling. The scheme is only competitive when
the A is smaller than the other relations. The overhead associated with
shuffling is too big even though the nodes do no processing and have
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(b) Speedup of NetJoin over baseline.
Figure 8.11: Experimental evaluation of the findings presented in Figure 8.4.
Three relations are kept at 50 000 000 each, while the last relation
is scaled from 5 000 000 to 5 000 000 000 tuples. The experiment
is performed with four nodes each running at 5Gbit/s. The
numbers show that NetJoin quickly outperforms the classical
approach. Only for few tuples in A the shuffling overhead is






















Figure 8.12: Bandwidth required per node, in a four node configuration, for
NetJoin to match the runtime of the baseline running at 5Gbit/s.
to send out their complete data, compared to only 34 of the data in the
classical scheme. The speedup of the INP approach over the classical
one increases with larger sizes of A. It reaches 2× for the largest
evaluated configuration where the A relation is 100× bigger than the
remaining relations. The difference in performance can be used for
different purposes. For instance the necessary bandwidth to perform
the join in a given time can be reduced. Similarly, the computation
time can be decreased at the same bandwidth. Figure 8.12 shows
the bandwidth per node necessary to match the baseline running at
5Gbit/s. To achieve the same performance using a 5 000 000 000 tuple
A relation only 2.347Gbit/s are necessary. The saved bandwidth helps
alleviate common data center issues such as ingress congestion.
Shuffling is especially expensive if the join key is not equally dis-
tributed. In the worst case, one node receives the majority of the tuples,
while the other nodes idle. This is the worst case for a traditional sys-
tem, but does not affect NetJoin. The experimental setup to show this
behavior consists of a scenario where node 1 receives 80% of the
tuples, node 2 receives 13%, node 3 5% and the remaining 2% go to
node 4 [54].
As the protocol does not ensure data integrity, special care was
given to the adequate throttling of the network. Otherwise, most of
the packets targeted at node 1 would have been dropped by the switch
as the ingress link of the node is congested.
8.4.2 Experiment with skew
The measurements in Figure 8.13 confirm the vulnerability of the
traditional scheme to skew. The distributed join suffers from multiple
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issues: (1) One node has to process 80% of the data, overall runtime
increases due to the lack of parallelism, (2) the reduced network
bandwidth necessary to avoid dropped packets leads to slower data
movement into node 1.
NetJoin is affected from neither issue and achieves the same perfor-
mance as before. The skewed key does not have any influence without
any shuffling taking place. Accordingly, Figure 8.13a illustrates that
NetJoin shows identical runtime while the baseline is up to 3.31×
slower in the skewed scenario. For this reason, the speedup increases
to 7× for the largest A relation.
8.4.3 Number of Joins
To finish up the evaluation presented here, another experiment is
performed in which the number of joins is varied while the size of
the relations is kept constant. This experiment aims to show that
the assumptions in Figure 8.5 are correct. Not only the relation size
increases the overhead from shuffling, but also the number of joins
that are performed as each intermediate result has to be shuffled.
Accordingly, the relations sizes are all fixed to 50 000 000 tuples and the
number of joins is varied from one to four. The results in Figure 8.14a
confirms the theoretical considerations. The classical scheme is slightly
faster processing one join. For two joins both approaches are almost
equal. Afterwards, the runtime of the INP scheme grows slower and
the traditional approach is increasingly slower. The same experiment
can be repeated for varying sizes of A resulting in the same conclusion
with NetJoin increasing the lead [54].
8.5 conclusion
This chapter introduces a new type of distributed database system
where shuffling of relations can be avoided by moving processing
into a central switch. This work is published in [66]. The switch is
controlled by a new query optimizer that can incorporate the switch
to process pipelines. Off-the-shelf programmable switches are not up
to this task as they lack the necessary amount of state. For this reason,
an FPGA is the ideal demonstrator for this approach. The FPGA can
be flexibly adopted to different tasks and can keep up with line-rate
processing of stateful database operations.
Furthermore, [54] describes the necessary changes to a database
system to enable pipeline processing in the network. The optimizer
and compilation stages aim to avoid shuffling of relations across the
network by instead moving the processing into the switch.
The approach is evaluated for a four-way hash join. The evaluation
shows that the traditional approach is inferior in well behaved sce-
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narios, and loses more ground in heavily skewed scenarios. The INP
approach provides a speedup of up to 7× in this case.
As mentioned in multiple parts of this chapter, the prototype does
not implement all the features proposed. These problems range from
network related issues, for instance, the output of the switch can not be
any bigger than the ingress due to congestion issues, to more hardware
problems. The memory controllers of the FPGA used for the prototype
are a bottleneck to the overall system performance. Newer generations
of FPGA which employ HBM2 and large amounts of DDR4-SDRAM
provide the necessary features to work towards 100Gbit/s processing
inside the network, by enabling more sophisticated caching schemes
and raw performance [54].
Applying the proposed changes to the real world requires addi-
tional work in a variety of areas. Complex topologies with multiple
switches are not explored, yet. These topologies offer more possibili-
ties for parallelism but come with increased maintenance and control
overhead. Lastly, fault-tolerance or isolation is not considered right
now [54].
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(b) Speedup of NetJoin over baseline.
Figure 8.13: The same parameters as chosen in Figure 8.11a applied to a
heavily skewed join key scenario. Instead of equal distribution,
node 1 receives the majority of the data, while the other nodes
are underutilized. Accordingly, node 1 has to shoulder most of
the work and the network ingress is overloaded. This shows in
the results as the runtime of the join increases by up to 3.31×.
NetJoin is not affected at all by these changes and performs
equally well. Graphs adopted from [54].
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(b) Speedup of NetJoin over baseline.
Figure 8.14: Experiment 3. Scaling number of executed joins in query from
1 to 4. All relation sizes are fixed to 50 000 000 tuples. NetJoin is
slower for 1 join since the complete relations are sent to switch.
With more joins NetJoin outperforms the baseline by avoiding
shuffling intermediate joined relations. With relation A being
bigger than joined relations, the speedup increases further as
demonstrated in Experiment 1.
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introduction Todays computers have different tiers of memory,
from very fast SRAM caches inside each CPU core, to main memory
in the form of DDR up to very large non volatile memories in the
form of Hard Disks (HDD) and Solid State Disks (SSD). The memories
have different characteristics, namely, their response time, volatility
and cost [30]. The SRAM caches have very low latency but come at
a very high price which makes them expensive. Hard Disks are very
large, in the order of tens of terabytes, but also very slow. Whereas,
the caches can be accessed in ns, the SSDs and HDDs require many
ms to retrieve data. Accordingly, the tiered approach reduces latency
for data which is currently being worked on and kept in the caches,
while still providing large non-volatile storage options for other data.
Additional problems with the write characteristics of SSDs lead to
additional complexities, such as the limited write endurance which as
to be alleviated through wear leveling.
The rise of Storage Class Memories (SCM), such as Phase-Change
Memory (PCM) [124], Resistive RAM (ReRAM) [3], and Spin-Torque
Magnetic RAM (STT-MRAM) [66], aim to shake up the common
structure of tiered memory. These memories are non-volatile, offer
byte-addressability and are, at the same time, not much slower than
traditional DRAM. Furthermore, these memories are based on simple
memory cells that allow for denser packing, leading to cheaper prices
compared to DRAM.
Newer developments in physics [19] tip the scale further by increas-
ing the memory utilization. Cross-point PCM that is already available
as Intel Optane® M.2 is about 6.7x cheaper per gigabyte at retail
compared to DRAM. The low access times and large, non-volatile stor-
age provided through SCMs enables new memory hierarchies where
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DRAM and HDDs/SSDs are replaced with a single tier of SCMs. At
the cost of slightly higher access latencies compared to DRAM, the
system would receive "a single, cost-effective and uniform type of
memory" [30]. Additionally, the non-volatile nature of SCM could en-
able totally different types of applications compared to volatile DRAM,
for example for databases.
The prospect of these techniques is appealing, but SCMs come with
certain caveats. As all known SCM technologies are based on atom
movement, they face wear-out effects which will result in lowered
write endurance of the device. Similar to Flash based SSDs, SCM cells
have a finite number of writes before failing. Accordingly, it is difficult
to scale-out storage systems based upon these technologies. Even
single systems which use SCM main memory would fail after brief
use. Accordingly, techniques to avoid catastrophic failures need to be
developed to make SCMs feasible as DRAM replacement. Techniques
such as RAID, which replicate data over multiple devices to improve
failure tolerance by increasing redundancy, have to be adopted to
operate at the timescales of SCM access times. However, even such
a system would require different techniques as RAID relies on a
controller that poses an undesirable single point of failure.
Traditional memory hierarchies were able to ignore errors that
occurred. The caches and DRAM was treated as being flawless and
any error would lead to a system failure, going as far as being the
single most common cause for crashed systems [108]. In general, this
approach is not sufficient for larger memories [30]. Techniques to
reduce memory errors such as ECC exist, but come at a high cost and
result in lowered performance.
A very expensive approach is employed in contemporary super-
computers. Due to the large number of components that can fail at
any time, the systems employ a checkpointing mechanism. At different
times, the content of the DRAM is stored on non-volatile memory.
After a crash, the system can be restored to the checkpointed state and
continues working. These systems are not only very expensive but
also require complex management to reduce the incurred overhead
[85].
This chapter presents a different approach to fault-tolerance in
non-volatile main memory based on SCM. Memory in this system is
treated as distributed storage and data consistency is ensured through
a consensus protocol.
Traditionally known as a severe bottleneck to access performance,
the new generation of programmable switches [16, 65, 129] and FPGAs
enable high-performance, low-latency consensus in the network [27,
29, 60, 63, 79, 98]. The consensus logic is executed directly in the
network leading to large latency reductions and increased throughput.
The consensus algorithm employed here is a generalized version of













such that t is greater 














Figure 9.1: The ABD protocol as introduced in [30]. Reads and writes re-
quire two phases to determine which state is the current one and
perform the requested operation.
protocol. The protocol ensures linearized fault tolerant read/write
access to the memory. At the same time, it is less complex than other
consensus protocols such as Paxos [27], which is important for an
efficient implementation in the utilized hardware switch. Furthermore,
the state required to be stored on the switch is low during protocol
execution, accommodating for the low availability of switch resources
to keep state such as SRAM.
This chapter is organized as follows. Firstly, the ABD protocol as
well as the PCM employed is introduced (Section 9.1). Secondly, the
mapping of the algorithm onto the hardware is described (Section 9.2).
Lastly, the system, based on ASICs and FPGAs, is evaluated in Sec-
tion 9.4.
9.1 background
This paper deals with an SCM type called Phase-Change Memory. The
background and characteristics are explored hereafter. Additionally,
the ABD protocol, as it is used in this work, is introduced.
phase-change memory (pcm) To this date many different SCMs
have been proposed. The technology that is commercially most suc-
cessful is Phase-Change Memory (PCM) [125]. The technology has
been employed initially in low powered mobile devices [109], and is
nowadays also used in enterprise storage [35]. Alloys of Germanium,
Antimony, and Telluride (GST) are the basis of the memory elements.
Quickly heating and then cooling the material results in "an amor-
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phous solid state with high resistivity and good optical transparency"
[30]. Heating the material just below the critical melting temperature
results in “an opaque solid state of low resistance” [30].
These GST materials have already been employed since the late
1960s [93] in optical storage media such as BlueRay. Using GST for
solid-state memories, on the other hand, is a new development, re-
quiring suitable selector devices [19, 96, 110] to form larger arrays of
memory cells with better die utilization resulting in lower costs of the
technology. PCM can be bought in different products such as Optane®
and 3D XPoint® from Intel and Micron [67].
The response times of PCM are very fast and typically in the order
of 100ns. In laboratory conditions, access times below one ns have
been achieved [80], which makes PCM comparable to DRAM in access
latencies. Flash based SSDs have access times many orders of magni-
tude larger, typically in the range of 50µs to 70µs, without protocol
overheads and closer to 100µs with the required error correction and
protocol overhead [30]. Another advantage compared to flash is PCMs
byte-addressability for reads and writes, which, for instance allows for
many optimizations in database systems. Flash on the other hand
requires erase block management and garbage collection to deal with
the fact that Flash cells have to erased before writing new data to them
[118]. Compared to DRAM, PCM offers non-volatile memory with low
latencies. Non-volatile memories with a similarly low latency, such as
battery-packed DRAM, have to be constantly powered to retain state,
increasing their cost and maintenance complexity. PCM retains data
for many years and has a high write endurance in the millions of cy-
cles range. Furthermore, PCM is cheaper to manufacture than DRAM
because of its simpler memory cell structure and denser packing.
abd protocol The protocol used subsequently is described in
[8] by Attiya, Bar-Noy, and Dolev. As the author did not name their
algorithm, the shorthand ABD, which is derived from the first letter of
either name, is used. The protocol implements an atomic register in an
asynchronous message-passing system. An atomic register is defined
as a register that can be accessed through a read and write function.
The functions guarantee that every read "returns either the last value
written or a value that is written concurrently with this read" [8].
Similarly, a read operation R2 that is started after another read R1, can
not return an older value that R1. The protocol is optimized for read
and write requests which makes it a good candidate for a storage class
memory utilizing those functions. Competing protocols such as Paxos
[74] and Chain Replication [100] allow arbitrary operations, such as
increments, but allow so at the cost of additional communication steps.
User processes perform read and write operations on a shared mem-
ory through message channels. Accordingly, the protocol emulates
shared memory with message passing [30]. In [8] only a single writer
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is assumed, but the protocol can be generalized to support multiple
writers. The modified protocol works in the following way.
As stated in [30]: "The ABD protocol assumes there are M user
processes, and N server processes. Every user process can send a
message to every server process, and vice-versa. Each user process
Ui ∈ {U1, . . . ,UM} chooses a unique timestamp of the form t = pM+
i, where p is a positive integer. For example, if M = 32, U1 chooses
timestamps from the set {1, 33, 65, . . .}." The naming convention helps
identifying which user process issued any given request. Figure 9.1
shows the two phase process for read and write operations in ABD.
A write of value v is initiated by the user process Ui requesting the
current timestamps of all server processes. The server processes Sj ∈
{S1, . . . ,SN} respond on that message with their current timestamp
tsj. After receiving the majority of the timestamps from Sj, Ui choses
a new timestamp t in the form t = pM+ i, so that t is larger than any
tsj received and the original t. After determining a suitable candidate
t, Ui sends the pair (v, t) to all server processes. The server processes
have to compare the retrieved value of t to their local timestamp tsk.
The value v is only written if t is greater than tsk. If this is the case,
the local timestamp and value are overwritten with t and v. Lastly, an
acknowledgment is returned to Ui by the server processes to signal
write completion.
Performing a read works very similar to a write. The first phase
determines the current state of the memory cell and the second phase
updates any servers that are not up to date. Accordingly, initially Ui
sends a read message to all server processes. The server processes
Sj ∈ {S1 . . . SN} respond with the current value and timestamp (vj, tsj).
The user process Ui then determines which tuple (v, t) = (vj, tsj) is
the most recent one after receiving a response from the majority of
servers. The most recent tuple is the tuple where tsj has the highest
value. For the second phase, Ui sends the tuple (v, t) that has been
determined to be the most recent back to all server processes. The
servers process the tuple as they would with a write and update their
local value and timestamp if the received timestamp is larger than the
currently stored one. Lastly, the servers acknowledge the operation
back to Ui.
The protocol itself does not have a notion of addresses and deals
only with a single memory cell. For larger memory cells a mechanism
has to be added to perform the algorithm separately for any memory
cell. The next section describes the changes necessary to implement
the protocol on the utilized hardware.
9.2 design
The high level view of the system is presented in Figure 9.2. The
central element is the programmable switch, which is either an FPGA


















Figure 9.2: Memory access requests by the clients are translated by the pro-
grammable switch into ABD requests. The switch is responsible
to perform the necessary operations for the protocol.
or a Barefoot Tofino based switch. Both are running the modified ABD
protocol and ensure that the memories stay consistent. The switch acts
as the user as described in Section 9.1. The clients on the left of the
illustration issue read and write requests to the programmable switch.
The clients are implemented inside an FPGA using a custom memory
controller. Lastly, the SCM instances serve as the servers as introduced
in Section 9.1 and are also implemented inside multiple FPGAs.
Two implementations of the ABD functionality were done. Both im-
plementations come with stringent performance demands on memory
accesses. The first implementation uses P4 to put the protocol inside a
Tofino ASIC. Secondly, an FPGA based implementation is compared to
see what a custom architecture could achieve compared to a general
purpose switching ASIC.
The hardware characteristics of both platforms, but especially of the
ASIC, introduce certain limitations:
• The Tofino switch has limited memory available in each stage
for stateful operations [111].
• The switch is limited to one arithmetic instruction per field for
each stage of the pipeline.
• There is a limited size of the state that can be passed between
stages.
• The maximum length of the pipeline is limited as there is a fixed
number of match units.
None of these limitations apply fully to the FPGA implementation. The
FPGA can leverage more on-chip memory and has access to off-chip
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DRAM. Additionally, the architecture can be completely customized
which removes the other three limitations from the FPGA.
Accordingly, the implementation has to consider the physical im-
plementations of the ASIC to be efficient. The following assumptions
were made to take care of these issues:
• The goal is to integrate the system into off-the-shelf hardware.
Accordingly, integration should be as painfree as possible. The
requester, which will later later become, for example, the CPU
cache controller, should not need to know about the consensus
protocol. Accordingly, only simple read and write requests are
sent but no ABD logic is implemented inside the client.
• Caches work on cache lines of a certain size. The protocol ad-
dresses this by utilizing 64 bytes, a typical size for cache lines,
as its value.
• This is an initial prototype which assumes that the switch never
fails. Accordingly, complete fault-tolerance can not be addressed
right now, as the device might fail. Considering that the mean
time to failure for memories is orders of magnitudes shorter
than the mean time to failure for the switches, the trade-off for a
simpler protocol is taken.
• The protocol does only support direct connection of clients and
servers to the switches. More complex topologies are not sup-
ported. This limits the applicability in practice but greatly sim-
plifies the protocol for the proof-of-concept.
• The scenario consists of ∼1000 CPUs issuing 10 concurrent re-
quests each. The total load on the switch is approximately 10 000
requests concurrently.
The following sections describe the individual parts of the system
starting with the memory controller which acts as the client.
client memory controller The memory controller is imple-
mented inside an FPGA using the Bluespec network packet parser
presented in Section 7.1. The memory controller is kept as simple as
possible and aims to reduce latency as much as possible. The read and
write requests are configured by the host via control registers. The
request is then translated into an ABD network packet and transmitted
via the network interface. The interfacing is realized using TaPaSCo
with the SFP+ plugin. Incoming response packets are parsed and the
pending AXI request is answered. Accordingly, a single AXI request
issued by the host corresponds to a single request over the network to
the consensus system.
On the host, the ABD reads and writes should work as transparently
as possible and without modifying user applications. This is realized
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through a special device driver that performs the translations by
handling page faults. This is realized by intercepting the malloc and
free system calls to call custom versions instead of the standard
system calls. These custom implementations mmap the char device
provided by the driver and issues requests through that region. For an
allocate operation, the driver issues a remote allocate of the requested
size on the server. The address is returned to the client driver to
transparently perform the translations.
The user application can then access the shared memory transpar-
ently through the shared region. To realize this, the driver maintains a
local buffer with configurable size to serve page faults. This buffer is
typically the same size as a page (here 4 kB). A page fault is handled
by the driver by fetching the page via the FPGA from the remote mem-
ory. This page cache works with a write back approach, which means
that changes to the page will be written back only when a new page
is requested. The changed content will be written back to the remote
server and the new page is requested afterwards.
server memory controller The server side is implemented
based on the same Bluespec network packet parser. Incoming packets
are parsed and if they are requests belonging to the protocol they will
be answered accordingly.
A packet can be either of the following: (1) Memory Read, (2)
Memory Write, (3) Timestamp Request or (4) Writeback Request. For
the implementation requests (1) is the same as (3) and (2) is the same
as (4) with minimal changes to the timestamp field of the response,
simplifying the parser. The parser performs the following operations:
1. Drop packets that are neither ABD packet nor for myself.
2. Retrieve requested data from memory. Data contains timestamps
and value. Necessary for both reads and writes.
3. Process request
a) Read and Timestamp: Return the value and timestamp of the
requested address.
b) Write and Writeback: Update memory location depending
on own timestamp. Return latest known version.
Accordingly, the memory can be implemented very efficiently and in
small hardware. Memory delays are accounted for by using buffers
that contain the necessary information for later stages.
general switch logic Additional changes to the protocol in
addition to those introduced in Section 9.1 are necessary to fulfill the
assumptions made previously. The protocol is generalized to serve
multiple registers instead of just a single one as is the case for the
original version. Each register corresponds to a single cache line and
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comes with a timestamp. The user as introduced in Section 9.1 is the
switch. The clients are not performing any ABD related processing as
the memory accesses should be transparent.
The switch has to keep some state that depends on parameters of
the system. The number of cache lines stored are determined by the
size of the memory and the cache line size:
# of cache lines =
size of address space
size of cache line
(9.1)
Accordingly, with 4GB of memory and 64B per cache line, the
system stores 67 108 864 cache lines.
p4 implementation The P4 implementation has to consider limi-
tations of the hardware. State is kept in “registers”, which are arrays of
cells. Each cell is sized according to the ALUs of the underlying hard-
ware. Accordingly, each cell is usually smaller than a cache line and a
single cache line is split across multiple register cells. The number of
cells can be calculated as
cells per cache line =
size of cache line
size of cell
(9.2)
The limited available memory is a problem if each cache line comes
with its own timestamp, and the address space is large. Instead of
giving each cache line its own timestamp, a block of multiple cache
line receives a time stamp. Overall, the number of cache lines and the
number of timestamps must be less than the total memory available:
((# of cache lines× entries per cache line)
+ # of timestamps)× (size of cell)
6 (memory per stage)× (# of stages)
(9.3)
For instance, a cache line is 64 bytes and the switch can allocate 32K
registers for 64-byte cache lines and 32-bit timestamps. As a result, a
block of 2K cache lines has to share a timestamp to fit 4GB of data.
Moreover, the switch code uses an additional 4 registers, each with
(# of timestamps) cells of size 8-bits to keep track of the information
returned by the servers. The state is used to determine if a majority
has been reached in each of the algorithm steps.
The P4 implementation does packet forwarding at Layer 2.
Addressing of the memory is done through Ethernet multicast. One
multicast group is assigned to each set of replicas. Sending messages
to the replicas is done by setting the corresponding MAC address of
the multicast group identifier as the destination.
fpga implementation Contrary to the many limitations that
come with the off-the-shelf hardware, the FPGA does not have any of
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these limitations. No fixed parser stages means no limited memory
for any given stage. External memory increases the available storage
space by many orders of magnitude. Accordingly, the FPGA imple-
mentation would not need the limitation on multiple blocks of cache
lines per timestamp. However, to make a fair comparison, the FPGA
implementation also uses blocks of cache lines. This restrictions limits
the number of parallel requests, as there can only be one request per
timestamp at any time.
The implementation itself uses the same parsing library as the
memory and client does. Incoming requests are duplicated to the
outbound ports and translated into the corresponding ABD packets
for phase one. Received answers are accumulated until a majority has
been received and then retransmitted for phase two. The answer to
the client is already transmitted after completion of phase one. The
current implementation keeps track of the active requests in BRAM
and allows 65 535 concurrent requests.
failure assumptions The ABD protocol assumes only that the
a majority of participants is available. Accordingly, the protocol will
continue to work as long as the required number is reachable. This
assumption can be compromised if the switch itself fails. Switch failure
can be dealt with by the introduction of redundant components to
replace the faulty switch. Furthermore, the protocol has to be extended
to include the possibility of a backup switch. The prototype presented
here does assume that the switch will never fail. In comparison, Paxos
relies on the election of a non-faulty leader if a failure state has been
detected [74].
Another problem experienced in networks is packet loss. For now, a
time out is used to determine if a packet has been lost.
9.3 implementation
The P4 based switch for the client side is implemented in 858 lines
of P414. The code runs on a Barefoot Network Tofino ASIC and has
been compiled with Barefoot Capilano [16]. The particular model is a
32-port top-of-rack switch. All FPGA based components run on Xilinx
NetFPGA SUME, which contain four SFP+ ports and a Virtex 7 based
FPGA and 8GB of DDR3 memory.
The driver that implements the page fault handler on the client side
is written in 1157 lines of C code. As described in Section 9.2, the
driver handles page faults by requesting the pages from the server and
answers returns the requested data back to the user space application.
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Figure 9.3: CDF of the latency measured for the different methods when
reading a cache line. Local reads the value from local memory,
P4 Replication reads the value from the remote memories via the
P4 switch and FPGA Replication reads the values via the FPGA
switch.
9.4 evaluation
The evaluation presented at this point focuses on measuring the over-
head incurred by page fault handling by the remote memories.
The switch running the ABD protocol is configured to run at 10G
per port. The memory endpoints are implemented on three Xilinx
NetFPGA SUME FPGAs, another one is used as a switch if the Tofino is
not in use. The host running the client part is a dual-socket Intel Xeon
E5-2603 with 12 cores running at 1.6GHz, 16GB of 1600MHz DDR4
and a Intel 82599 10Gbit/s NIC. The individual parts are connected
using 10G SFP+ copper cables. The servers are running Ubuntu 16.04
with Linux kernel version 4.10.0.
The preliminary experiments shown here do not use a true memory
controller in hardware. Instead, the behavior is emulated using an
application that calls mmap to map a file into memory, and then issues
write requests to addresses at different pages. The time it takes to exe-
cute a single request is measured. The experiment has been repeated
100 000 times for each of the configurations. The first one does not
request a new page over the network but uses local memory instead.
The second one uses the FPGA as a switch, and the last one employs
the P4 based implementation to interface with the remote memories.
The median latency for the local approach is 3µs as shown in Fig-
ure 9.3. Fetching over the P4 switch requires 18µs. The FPGA is faster
and requires only 10µs. One caveat is that the P4 switch implementa-
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tion has to perform full Layer 2 parsing, a custom protocol can further
reduce the latency for the off-the-shelf switch. Accordingly, these
initial results are very promising. The experiments achieve lower laten-
cies compared to traditional replicated storage systems. The complete
system looks very suitable for use with scalable main memory.
9.5 conclusion
In conclusion, Storage Class Memory, offers the potential to disrupt the
traditional memory hierarchy [30]. In-network consensus solves the
problem of the limited write endurance of these new memories. Even
the preliminary tests without hardware accelerated clients already
shows very promising results. Over the network, access times are very
stable at around 10µs, not even an order of magnitude slower than
conventional memory, and require just 55% of the time than on a
state-of-the-art programmable switch.
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Scale Biophysically Accurate Neuron Simulation
Spiking Neural Networks (SNNs) are a method for simulating neuron
cells and the interaction between them using mathematical models
of their biophysical makeup [41, 61]. As SNNs model the chemical
behavior of neuron cells, they simulate more than just the firing rate
of neurons, as Artifical Neural Network (ANN) do. SNNs also include
the amplitude of spikes, spike train patterns (See Figure 10.1 for an
example), and the transfer rate [134]. A spike train is a
representation of the
neural activity. It is





Thanks to their high accuracy, SNNs can be used for brain opera-
tion research, without relying on in-vivo experiments. However, the
accuracy results in a high computational cost. The Hodgkin-Huxley
(HH) model [50] is a very accurate representation of the internal state
of neuron cells and the connectivity between them [134]. The model
requires a large number of double precision floating point (FP) opera-
tions. To put this in perspective: Calculating a single neuron cell with
no connection to another cell requires 859 FP operations [134]. Adding
one connection to another neuron requires an additional twelve FP
operations.
The simulation needs to be done very quickly and very accurately
to meet research demands. This requires that double precision floating
point is used and that the simulation is fast enough to meet brain
real-time. The brain real-time in this context is defined as 50µs per
simulation step [134].
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Figure 10.1: Example of a spike train of thirty neurons from a monkey cor-
tex. Time is plotted on the vertical axes, while the vertical axis
represents the spikes. Taken from [70].
As most of the calculations are independent from one another,
the system benefits from a high degree of parallelism. FPGAs have
been shown as promising candidates to meet the accuracy and speed
requirements. In [113] a Virtex 7 based system is proposed that meets
brain real-time for up to 96 neurons. Their approach could be scaled
up to more cells from a purely computational aspect. However, the
approach is limited by the exponentially increasing communication
cost, which is a result of the bus that is used for communication.
This chapter introduces a system to simulate neurons of the inferior
olive nucleus (ION), which is a very well charted part of the brain
[134], on FPGAs. It focuses less on the biological aspects, as they are
introduced in [134], but more on the system performance and the
intricacies of using a high level language, in this case SystemC, for
system modeling.
10.1 system design
The system as presented in [55] is built from simulation engines,
called Physical Cells (PhC). The PhC are responsible for calculating
the simulation steps for a single neuron. These calculations include the
behavior of the neuron itself, as well as all incoming communication
from connected neurons. As the calculation is short compared to the
brain real-time, it can be done multiple times per PhC in the required
50µs. For instance, the calculation of a single neuron at 100MHz
requires only a about 528 cycles, or 5.28µs, per simulation step. Hence,
each PhC can serially calculate multiple neurons in each step. The
number of cells each PhC calculates per step is called the Time Share
Factor (TSF).
The neurons have to communicate in some way. The optimal case
would be that all neurons can communicate in a single cycle with any
other neuron. This can not be done for routing and resource reasons.
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Figure 10.2: System overview of the proposed SNN simulation architecture.
Clusters contain multiple PhC around a shared memory. Each
PhC serially calculates the data for multiple neurons. Clusters are
connected via a tree NoC to one another. Clusters that are close
together can communicate faster. This models the connection
schemes of neurons found in the brain. Taken from [134].
Nonetheless, the system tries to let as many neurons as possible
communicate in a single cycle. This is realized by attaching multiple
PhC to a shared memory to form a cluster. The PhCs have time shared
access to the memory. Hence, the cells in a cluster can communicate
directly with one another. The optimal number of PhC and the TSF
in one cluster have to be determined based on the FPGA technology
and memory used. A larger number of PhC in each cluster simplifies
communication, but increases routing delays on the FPGA. In addition,
each PhC has to wait longer for memory access.
The clusters are connected through a custom Network on Chip (NoC)
that makes use of the neuron connection characteristics. Neurons are
not equally likely to be connected to one another. Instead, neurons
that are spatially closer together are more likely to be connected.
Furthermore, neurons are not connected to every other neuron, but
rather with only about 10% of their neighboring neurons [18]. Hence,
the clusters are connected using a tree architecture. Neurons that are
located close together, but not in the same cluster, can communicate
over fewer hops than neurons that are farther apart. In addition, the
tree does not have to be a fat tree, which grows thicker further up the
tree. This is the case, because communication over the upper layers of
the tree are less frequent.
The complete system is shown in Figure 10.2.
The routers of the NoC are responsible to forward cell information
to other connected cells. Routing is based on precalculated routing
tables. Each output of each router contains one routing table. A packet
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received by the router is checked against the table and is forwarded if
the sender is listed in the table. Hence, the system uses a sender based
routing protocol. This has the advantage that no information but the
sender and the data has to be transmitted.
The execution is controlled at the top of the tree by an iteration
controller. Each PhC signals completion to its cluster, and each cluster
then signals completion up the tree to the controller. The iteration
controller is responsible for ensuring that the system keeps pace.
The top of the tree also contains the input and output stages. Analog-
to-digital converters are employed here to sample signals from the
outside world and feed the signals as inputs into the tree network. The
network is responsible for moving the inputs to the correct neurons
based on the precalculated routing tables. Data output is handled in
the opposite direction, when cells forward their outputs to the top of
the tree.
Another design requirement is that the parameters of the cells, and
of their connectivity, can be changed during simulation. Communi-
cating with every component in the system is possible through a
custom bus system that follows the structure of the tree to reach every
component. Firstly, the address is transmitted. The address is used
to open up a channel to the destination component. Secondly, the
data is transmitted which is interpreted by the destination to perform
the desired operation. The bus does not provide high throughput,
but throughput is no primary concern as the system is halted during
reconfiguration.
10.2 simulation
The proposed system is written in SystemC and can be simulated
cycle accurate. The simulation is used to make design decisions. In
this case, the number of PhC per cluster and the fan-out of the tree
are determined based on simulation.
router fan-out The first parameter that has to be determined is
the size of the routers. Larger routers bring more cells closer together
but experience heavier traffic as a result. Small routers are more
efficient but can only connect few clusters. Hence, the simulation is
used to determined the optimal router sizes. The number of neurons
in the simulation is kept at 512 for all simulations. Furthermore, all
neurons are connected to one-another which is the worst case scenario
for the network.
The first simulation presented in Figure 10.3 shows that smaller fan-
outs perform better than larger fan-outs. The plot shows the number of
cycles needed to calculate a single simulation step. This time includes
the time needed for communication between the cells. The optimal fan-
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Figure 10.3: Cycles needed for one simulation step at different router fan-outs
and for different number of PhCs per cluster. Smaller fan-outs
tend to perform better as the routers are less crowded.
out for most cluster sizes is two. The only exception can be observed
at eight PhCs per cluster, where the optimal fan-out is at eight to ten.
phc per cluster As two seems to be a reasonable number for
the fan-out, the next question is how big the clusters should be. The
simulation continues to use the all-to-all connection scheme. The
simulation should show if the faster communication between cells in
larger clusters can hide the performance lost by the slower memory
access.
The simulation results in Figure 10.4 show that smaller clusters are
favorable. The optimal result is reached when using just two PhC
per cluster. The difference at 2048 neurons between the two and 18
PhC per cluster configuration is 30%. The two, four and eight PhC
configurations perform almost identically.
system performance Based on these results, the system can be
compared to the baseline as presented in [113]. The baseline itself uses
a shared bus to connect the PhC with one-another. The communication
cost in this system growth exponentially with the number of neurons.
For this comparison, the neurons are connected only to their direct
neighbors, instead of the all-to-all connection scheme used for the
other scenarios.
The results in Figure 10.5 show that the scaling of the proposed
system is linear instead of exponential. Hence, the new system is able
to meet the brain real-time requirements with a much greater number
of simulated cells.
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Figure 10.4: Cycles needed for one simulation step at different cluster sizes.
The router fan-out is kept at two as determined in Figure 10.3.





















Figure 10.5: Cycles needed to complete one iteration of the full HH model
for the given number of cells. The baseline is taken from [113].
The improved interconnect on the proposed system results in
linear scaling with the number of notes, compared to exponential
scaling of the original baseline.
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Whereas the baseline was peaking at 96 simulated neurons, the
proposed system can simulate orders of magnitude more cells. When
each neuron is connected to only its immediate neighbors, up to 19200
cells can be simulated while meeting brain real-time. About 3000 cells
are possible in a realistic scenario of about 10% connectivity.
10.3 moving to hardware
The simulation shows promising results and the next step is to move
the design onto an FPGA to confirm the findings. The complete system
thus far is written in SystemC 2.2. Accordingly, it should be no problem
to use HLS synthesis tools using the same model for simulation and
synthesis, as it is advertised by the tool providers.
Unfortunately, the tools were not there, yet. While the code was
compatible to the SystemC specifications, it was not compatible to the
small subset that VivadoHLS 2014.1 used. Accordingly, the complete
code had to be rewritten to the the dialect that was understood by
the tools. As mentioned for C and C++ in Chapter 3, this results in
very different code for SystemC as well. As many features of SystemC
could not be used the resulting code resembled an HDL more than a
HLS language.
Overall, starting out with a HCL would have resulted in shorter
development time. The experience from other projects shows that
initial development of the simulation can be faster using SystemC,
but the development of the hardware prototype is faster using HCL
directly. If the tools for SystemC catch up with the language itself, this
balance can tip over in favor of SystemC.
Nonetheless, designing using SystemC was quite pleasant. Changes
to the design were relatively pain free compared to using a HDLs. The
inclusion of C++ features for simulation and designing simplified
things further. One example of this was the use of interfaces between
modules that contained a variable number of ports based on template
arguments. This feature is used to dynamically change the fan-out of
routers.
10.4 evaluation
The evaluation is performed on a Xilinx Virtex 7 XC7VX550 FPGA
based on the adopted SystemC design. Apart from the HH model,
two simpler models are evaluated for comparison. The Izhikevich [61]
and Integrate & Fire [112] models require less computations which
means that more cells can be time shared per PhC.
The synthesis results show that all three scenarios are limited by
the number of LUTs. The system containing the fewest neurons is
unsurprisingly the HH model, because the model needs to most
floating point operations. The system contains 16 clusters housing two
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Table 10.1: Configuration and hardware utilization for the system and three
different neuron models as reported in [134]. All systems run at
100MHz.
Model Cluster PhC TSF BRAM% DSP% FF% LUT% Neurons
Hodgkin-Huxley 18 2 33 23.6 35 27.5 90 1188
Izhikevich 5 8 70 38 22 25 89 2800
Integrate&Fire 5 8 75 23 20 16 54 3000
PhC which time share 33 neurons each, resulting in 1188 total cells.
For the faster models, the number of time shared cells goes up as the
number of cycles required per cell decreases. Using the Izhikevich
system, the design consists of 2800 cells with a configuration of five
clusters with eight PhC each. Lastly, the Integrate&Fire model can be
simulated with 3000 cells.
In total, the proposed system increases the number of high accuracy
neurons by 12.375×.
10.5 conclusion
This chapter presents a system that uses FPGA to simulate accurate
models of neurons while keeping up with tight real-time constraints.
Such a system can be used to study the behavior of parts of the brain,
replacing in-vivo experiments, enabling much deeper insight into
brain operation. Furthermore, the system allows tight control of the
simulation parameters and can even be used to change concentrations
of different chemical in the neurons. In addition, the connectivity
between the neurons can be changed during run-time which can be
used to research learning.
The simulation based on a SystemC model shows that between
3000 and 19200 cells can be simulated while keeping up with the real-
time requirements. Previous attempts are limited to only 96 simulated
cells, due to exponential growth in communication cost [113]. This
performance is achieved through a custom NoC that is optimized for
the communication patterns found inside the brain.
The preliminary hardware results show that the system can simulate
1188 neurons on one medium sized FPGA. Using faster, and less
accurate, models the system can contain even more neurons. The
largest system implemented on the one FPGA contains 3000 neurons
using the Integrate&Fire model.
11
C O N C L U S I O N A N D L E S S O N S L E A R N E D
This thesis introduced FPGAs as a target for accelerator development.
Whereas the improvement potential using FPGAs is high, there are
still many open research questions that limit the current main stream
appeal of FPGAs. They are difficult to program as they require a com-
pletely different mindset when targeted directly using HDLs or HCLs.
Alternative approaches of using software programming languages
such as C, C++ or OpenCL often fail due to tools that offer only lim-
ited language support and are often unstable [114]. The tool chain
problem goes all the way down to the synthesis and place&route tools
that are offered by the FPGA vendors as closed source applications. A
common occurrence till this day is that the toolflow crashes during
execution without any explanation. Debugging those issues becomes
increasingly difficult and requires a lot of trial and error. As the tool
chains are not necessarily deterministic and use randomization during
their runs, the problem might go away by simply rerunning the same
run, but there is no guarantee for that.
However, the major vendors noticed the problem and nowadays
open up their tool chains and provide new DSL based tools. Projects
such as Xilinx Vitis [127], that was announced on the first of Octo-
ber 2019, try to bring FPGAs directly into the relevant frameworks.
Supported frameworks include TensorFlow [2] for deep learning ap-
plications and FFmpeg [13] for video decoding. The framework shows
how a wider audience can benefit from FPGA, as they provide a flexible
platform for hardware acceleration of a wide number of tasks.
The mainstream appeal right now is reduced by the limited availabil-
ity. Most FPGAs are very expensive and therefore currently not bought
by consumers. However, this might change in the not to distant future.
Apple launches their new Mac Pro with an accelerator card called the
Afterburner. The card is based on an undisclosed FPGA and promisses
to accelerate video editing task for 8k footage. Whereas, the card will
be single purpose at launch, Apple might open up development for
other accelerators later on. The Intel Hardware Accelerator Research
Program (HARP) [5] puts FPGAs inside server CPUs with full cache
coherent access to data. Hence, FPGA could become available in most
CPUs at some point.
Comparing the situation to early GPUs: They did not become pop-
ular because they could be used for complex computations. Instead,
they were the driving force behind the computer games market. Ac-
cordingly, most people already had a GPU when GPUs became more
flexible and were increasingly used for number crunching. Interested
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parties already had a GPU at home and could simply experience
GPGPU, which was the foundation of the GPU boom.
In addition, access to FPGAs can now be rented in the cloud which
makes them more accessible than half a decade ago. Servers with
attached FPGAs can be rented for a small fee from many big server
providers, such as Amazon’s F1. These instances also provide the
required tools and infrastructure to get started with FPGA.
Nonetheless, FPGA are not that useful if they can not be used for
common applications. Part II shows that FPGA can provide great im-
provements upon off-the-shelf hardware for different problem do-
mains.
In conclusion, FPGA themselves and architectures that perform well
on them are a very interesting research subject. There are many open
questions, but the landscape is slowly changing from a very closed
source and small community to an open community with mainstream
appeal. FPGA have the potential to create efficient data centers that are
not fixed function, but can be adopted to novel applications through
dedicated accelerators.
11.1 lessons learned
To end this thesis, the following section contains some more general
lessons I have learned during my time developing for FPGA.
The first and most important lesson is that nothing is easy in hard-
ware. FPGAs are hard, and the developer should take every advantage
available to tame them. Testing a design should be done right away,
even when it seems like an easy design. Too often the claim "This
can not be so difficult" resulted in deployment without proper testing,
which in turn led to tedious bug hunting because of the hubris of the
developer.
Languages such as Bluespec assist the developer in writing complex
testbenches. Projects such as QuickCheck [23] can provide automated
testing of code in software languages. A reimplementation for Bluespec
is available as BlueCheck [88]. This method of testing is especially
useful in hardware debugging and finds many issues that were not
found by hand-crafted test benches. BlueCheck will even try to find
the shortest way of replicating the problem.
For instance, often times a functional model of a hardware com-
ponent exists. This model is known to be working correctly, but is
not very efficient. Another implementation that is very efficient but
untested can be compared to the known good model using BlueCheck.
In this case, BlueCheck checks the equivalence of the two implementa-
tions as shown in Listing 11.1. If BlueCheck finds an error it will print
the execution trace of the functions and tries to find a shorter trace to
replicate the error if desired.
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1 /* Equivalences */
2 equiv("pop", s1.pop, s2.pop);
3 equiv("push", s1.push, s2.push);
4 equiv("isEmpty", s1.isEmpty, s2.isEmpty);
5 equiv("top", s1.top, s2.top);
Listing 11.1: BlueCheck can check the equivalence of two stack implemen-
tations by using random testing. The library will try to find
counter examples where the two implementations behave differ-
ently. BlueCheck then tries to find the shortest path to replicating
the issue.
When using languages such as Bluespec, the developer should make
sure to develop libraries to promote code reuse. Reusing code in high-
level languages such as Bluespec is much easier compared to Verilog.
The interfaces are clearly defined and reusing the modules of other
designers is as easy as including the correct package. Furthermore,
standardized interfaces allow implementation changes without the
need to change anything else about the design. This practice is com-
monly employed in Bluespec when it comes to FIFOs. Initially, the
default FIFO type of Bluespec is used which supports only two entries.
Later on, the FIFOs can be replaced by specialized implementations.
For example, there are FIFOs which rely on BRAM memory to store
many thousands of entries. On the other end of the spectrum, there
are PipelineFIFOs which can accept a new value even if they are full
if a value is removed from them in the same cycle. This approach
allows a focus on the design first, and perform optimization later
when everything is working.
It is important to remember that most high-level features of the
language are compile time only and do not incur hardware overhead.
Accordingly, hardware can be written as flexible and with as many
high-level features as possible. Higher order functions and lists are
two of the many useful concepts provided by the language which
come for free.
The designer should also make sure that things keep on working.
Continuous integration techniques are a very valuable tool in hardware
design. Otherwise, new bugs might appear with every change and
the designer is never sure if the design is in a good state. Apart
from functionality testing, regression testing for performance metrics
should also be used.
Another important lesson is to embrace the back-of-the-envelope
calculation. If it does not work in theory after roughly estimating the
performance, it will not magically work in hardware.
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11.2 future work
In any of the subjects touched in this thesis, there are many open
research questions. TaPaSCo is still under active and frequent develop-
ment. A very import research direction is the the optimization of the
on board interconnects using a network on chip. Currently, many de-
signs on large FPGA experience routing difficulties as the interconnects
of the design scale badly with FPGA size.
Another route of TaPaSCo development is the inclusion of on-
hardware scheduling for jobs. Right now the user space application is
responsible for all scheduling tasks. This limits performance due to
the high PCIe latency, especially if jobs rely on data from previous job
executions. On hardware scheduling promises increased flexibility and
lowered latency. Current research utilizes standardized technologies
such as the Heterogeneous Systems Architecture (HSA) [38].
Apart from FPGA itself, this thesis touched a variety of different
subjects which all have open research questions. For instance, the
stereo vision core introduced in Chapter 6 works well on its own but
is currently not integrated into a full image processing pipeline.
The in-network consensus implementation from Chapter 9 showed
very promising results. However, many open questions remain in
regards to the fault tolerance of the system. Accordingly, the protocol
has to be improved to be able to react on problems such as switch
failures.
The in-network processing of database pipelines is faced with simi-
lar challenges. The current prototype shows promising results but is
in a very early state. The accelerator supports only two pipeline types
which cannot be changed dynamically. In the future the accelerator
should be automatically configured by the query compiler.
In conclusion, the approaches presented in this thesis show great
promise and research into these directions should continue. Further-
more, these are not the only domains that benefit from reconfigurable
computing. To make FPGA more accessible research into approaches
that make them more accessible such as TaPaSCo should be continued.
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