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Mall’s theorem on systems of distinct representatives implies the existence 
of matchings between two consecutive levels of a Boolean algebra. In this 
paper a very simple construction of such matchings is given whose induced 
chains are in addition symmetric. 
I. INTRODUCTION 
One of the best known results in all of combinatorics is Hall’s transversal 
theorem [3]. By applying it to consecutive levels of a Boolean algebra gn ) 
one easily deduces the existence of a matching from gale , the set of all 
k-subsets, into Pfifl for 0 < k < (n - 1)/2, and similarly, from .9a+r into 
PF1 for (IZ -k 1)/Z < I + 1 < n. This together with the fact that the 
numbers (2) form a unimodal sequence yield another proof of Sperner’s 
famous theorem on the size of maximal antichains in L%~ . Yet, surprisingly, 
no simple or easily described explicit construction of such matchings exists 
(at least to this writer’s knowledge). To give such a construction is the 
aim of the present paper. It is a pleasure to record at this point a discussion 
with Alan Hoffman, who mentioned this problem to me. 
We take as underlying set the interval 1% = (1,2,..., n), endowed with 
the natural order, and agree to write down all A C 1, according to this 
order, i.e., A = (a, ,. .., a,} with al < a, < ... < a, I For 0 < k < ri, 
we arrange the members of PA in their lexicographic order C, , i.e., 
(a, ,..., ax2 <,? @I ,.*-, bk} if and only if ai < b, , where i is the smallest 
subscript with ai # bi . For 0 < k < n we now define an injective 
mapping A, from1 LYfi into 8,+, , called the leximgmplzic ~a~~i~~, through 
the following rules: 
1 Contrary to the usual convention, “from” will always mean that the domain of the 
mapping is only contained in, e.g., 4, but may be smaller. 
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(a) h, is defined on Pk step by step according to the order X, starting 
with the first member (l,..., k). 
(b) h,A = B, where B, is X-minimal among all B E 9,C+l , B 3 A, 
which are not already images under X, of some A’ E Pk, A’ <h A. 
(c) If no such B exists, then h, is not defined on A. 
By the analogous rules we also define the (reuerse) lexicographic mappings 
pz from 8,+, into 8, for y1 > I + 1 > 0. 
It is not very difficult to show that the mapping X, actually yields a 
matching from Yk into Pkfl for 0 < k < (n - 1)/2, and, similarly, pl 
one from 8,+, into 9, for (n + 1)/2 < 1 + 1 < n. Although we would 
have constructed an actual matching for all levels it would still not be 
satisfactory since no simple formula of how to effect this matching would 
exist. This will be done in Section II, whereas Section III will prove the 
desired equivalence, and further that X, , prc are inverse mappings of one 
another (in the wider sense explained below). As is turns out, the chains 
resulting from these lexicographic matchings are symmetric in the sense 
of [l] and, therefore, yield a simple decomposition of @?a into a minimal 
numbers of symmetric chains. It is hoped that a similar method might lead 
to a proof of Rota’s conjecture [2] on maximal antichains in the partition 
lattice. 
As illustration, the mappings X, are constructed for n = 4: 
#I -2 (1) -k (1, 2} -L (1, 2, 3) 3 (1, 2, 3,4) 
@I --f CL 31 - 0, 3,4) 
13) -j (1, 3) ----j (1, 3, 41 
(4) + u,41+ (1, 2,4) 
{2,4) 
{3>4) 
II. CONSTRUCTION OF MATCHINGS 
Since we are interested in finding an explicit matching from 8, to 8,+, , 
we have to find out where an element b is added to A = (al ,..., ak} for all 
A E PIk . As the desired matching should preserve the lexicographic order, 
this amounts to pinning down the subscript i such that b = ai + 1. The 
solution of how to find this subscript turns out to be surprisingly simple. 
Thus motivated, we are led to the following definitions. 
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Let I, , 8, as above, and set I; = (0, 1,2 ,..., k) for 1 < k < ye. Given 
AE~‘ic, A = (4 ,.“, a& set M(A) == (i E z’: ai - 2i = min), where 
a,, = 0 by definition, and finally 
44) = jpML2) i. 
Note that 
am(A) - 2@44) < 0, since a@ - 2.0 = 0. 
LEMMA 1. we have a?dA)il b %.(A) + 3 for all A E d, with m(A) < 
k- 1. 
PPQO~ By definition am(A)+1 - 2+7(A) + I> 2 amcAt - 2m(A) + 1. 
We now define the mappings #k: qk + B,+, for 0 < k < n as follows, 
It follows from Lemma 1 that & is defined on all A E ,PJC with 
%(A) <n-l. 
LEMMA 2. Let B3, = def(#,), then 
PPOO$ (i) k < (u - 1)/2. We have a,,(,) < 2m(A) ,( 2k < M - 1. 
(ii) .k > (n - 1)/Z. Let S = {n - k + 1, n - k + 2 ,..., n>, then 
?I-k+i-2i=n-k-i 
is decreasing for i > 0. Since n - 2k < 0, we obtain m(S) = k, and hence 
S$%. 
As an example let 12 = 10, k = 5 with A = (1, 4j 5, 8, lo>. Then 
M(A) = { 1, 31, m(A) = 3, and thus &(A) = (1,4, 5, 6, 8, IO>. Antici- 
pating results of Section III, we have X,(A) = &(rl), as can also be 
verified directly, since the predecessors of &(A), which contain A are 
(I, 2,4, 5, 8, IO} and { 1, 3,4, 5, 8, lo}, and they are the images of 
(I, 2, 4, 8, 10) and (1, 3, 4, 8, lo}, respectively, under hj . 
THEOREM 1. The mappings & are injective on gkfor 0 ,( k < n. 
ProoJ Suppose A = (a, ,..., a,>, B = (b1 ,..., bk)? A f 
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&A = #,B. Without loss of generality m(A) < m(B). We claim: 
m(B) 3 m(A) + 2. If, on the contrary, m(B) = m(A) + 1, then 
ad4)+1 = &n(B) = &L(B) + 1 = bm(A)+l + 1 = %(,4) + 2, 
in contradiction to Lemma 1. Hence we have 
b mL4+1 - W&4) + 1) >, h,(B) - 2mQ.9, 
and thus 
am(A) - 2m(A) = &&I)-1 - 2(m(B) - 1) - 1. 
Conversely 
a,(,) - 2m(B) = &(B)-1 - 2(m(B) - 1) - 1. 
Combining these two equations we obtain 
am(d) - 2m(A) = %(B) - 2m@), 
contradicting the definition of m(A). 
COROLLARY. For all 0 < k < (n - 1)/2, qSlc is a matching from 9h to 
9 7ct1 . 
In analogy to m(A) and & from above we now define mappings $I 
from Px+l -+ B, for 72 > I+ 1 > 0 as follows: Let 
B = lb, ,..., bz+d f gz,, 
and 
N(B) = {i E I;,, : b, - 2i = min), n(B) = jp~in, i. 
(2) #zB = @, ,..a> b&+-l , bnmtl ,.-.> bz+S. 
The mapping & is therefore defined for all B with n(B) > 0. Note that in 
this case bntB) - 272(B) < 0. 
LEMMA 3. We have bntB) = bntBleI + 1 for all B E gL+l with n(B) > 0. 
Proof. By definition bntB) - 212(B) + 1 < bn(B)--l - 2(n(B) - 1). 
LEMMA 4. Let b,,, = def(#,), then 
d - gz+1 
ntl 
z+1 +-n>z+1>----. 2 
Proof. (i) E + 1 > (n + 1)/2. We have 
b zt1 - 2(Z + 1) < n - 2(l+ 1) < 0. 
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(ii) I + 1 < (n + 1)/2. Let T = (2, 4 ,..., 2(Z + I)>, then 2i - 2i = 0 
for all i implies n(T) = 0, and hence T$6,+, ~ 
THEOREM 2. The mappings z,bL are injectbe on d,,, for 0 < I < n. 
Proof. Suppose A = {a, ,..., uz+J, B = (bL ,...) b,,,), A + BE &I ) an 
&A = z&B. We claim n(A) # n(B). Assume the opposite; then b 
Lemma 3 a,(,) - 1 = C.~~Q)-~ = bn(af.-l = bncBjmI = bncB) - 1, and thus 
W.1.o.g. PI(A) < n(B), then 
contradicting the definition of n(A). 
COROLLARY. For all n 9 I + 1 3 (n + 1)/2, z+$ is a matching from B,,i 
to 9x . 
THEOREM 3. (i) &@lC) = b,,, , 
(ii) M~k+l) = %, 
(iii) && = 1 = c&& , when restricted to 5Sa, b,,, , re~pe~ti~e~~. 
Proof. (i) Let A = (aI ,..., a&} ~59~) then 
%sA = la, >..., &n(A) 2 Gnc,, + 1, Gd4)+1 ,..., 41 
= lb1 >..a, 67d.4) 2 bL4)+1 2 h&4)+2 s.n.2 bk,d. 
For 0 < i < m(A) we have 
bi - 2i > I&,(~) - 244 = bdA)+~ - 2(m(A) + 1) f 1. 
Fork+ 1 >j>m(A)+2wehave 
b, - 24 = ajWl - 2j = ajWl - 2(j - 1) - 2 
3 4d4) - 2m(A) - 1 = bm(A)+1 - 2(m(A) f 1). 
Hence n(q&A) = m(A) + 1 > 0 and thus &A E b,,, ) and further 
&&A = A, h h w  ic proves the first part of (iii). 
(ii) Let B = (b, ,..., bBtl} E gkql , then 
v&B = @, >..., b(s)-1, bsm+l >...s LI: 
Z (6 YV.0, %(Bbl 3 Gdi?) >..*> 4. 
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For 0 d i < n(B) - 1 we have 
ai - 2i > bn(B) - 2n(ft) + 1 = an(B)--l - 2(ft(B) - 1). 
For k > j 3 n(B) we have 
aj - 2j = bj+l - 2j = bj+l - 2(j + 1) + 2 
3 brim - 2@) + 2 = a&)-l - 2@(B) - 1) + 1. 
Hence m($&) = n(B) - 1, and thus &I,B E gk, and further ~lr$xB = B 
by Lemma 3, which proves the second part of (iii). 
III. LEXICOGRAPHIC MATCHINGS 
Let h, , pk be the lexicographic mappings introduced in Section I. The 
purpose of this section is to equate them with the mappings & , Z/J~ , thus 
proving that they are in fact matchings. 
THEOREM 4. For all k, 0 < k < n, 
hk = $k> pk = #k * 
Proof. Let us first show hk = +* . We use induction on the lexico- 
graphic order h of glc . Clearly hk{l )...) k} = &{I ,..., k) = (l,..., k + 11. 
Let A = (aI ,..., ak} and suppose &A’ = &A’ for all A’ <,, A if A’ E Sk, 
or both A,, & are undefined if A’ C$ Bk . Assume first 
hkA = {aI ,..., a, , a’,..., a,(,) ,.-., akl = {bl ,.,., 6,) Ll ,..., bk+J 
with a’ < anzca) . We have for 0 < i < s, 
b m(A)+1 - 2(m(A) + 1) = a,(,) - 2m(A) - 2 < ai - 2i - 2 
= bi - 2i - 2 < b; - 2i, 
and further 
b mL4)+1 - 2(m(A) + 1) < a, - 2s - 2 < a' - 1 - 2(s + 1) 
= b e-1 -2(s4-1)-l. 
This implies n&A) 3 s + 2, and thus &A E bk+l with &&A) <,, A. 
Hence by induction and Theorem 3 &A = $,#,(X,A) = &($k(hkA)), 
contradicting the injectivity of h, . It follows that 
X,A = {a, ,,.., u,(~) ,..., a’,..., ak) 
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with G’ > amcAl , or A, is undefined on A. From the definition of 4, : 
Theorem 1, and the induction hypothesis we deduce that either X,A = &A 
or that both A, and & are undefined on A. 
To show ,u~ = lGrc we similarly use induction on the lexicographic order A 
of 9,+, . Clearly ~~{l,..., k + 1) = &(I,..~, k + I> = (1, . . . . k). Lel 
B = (b, 9..., bk+l} and suppose &?’ = $,B’ for all B’ < hB if 
or both pk , z/q< are undefined if B’ $ b,,, . Suppose first 
pkB = @, ,..., brim ,..., L > b,,, ,“., bk+,l 
- {al ,..., a,(,) ,..., at-, , at )..,, 4 with 
We have for k >, j  > t, 
a,(,) - 2@) = bntB) - h(B) < bj+l - XI’ + 1) 
= aj - 2(j + 1) < Qj - 2j. 
Similarly 
a,(,) - 24B) < b, - 2t = (b, - 1) - 2(r - 1) - 1. 
Hence &&) < bt - 2, and thus &3 E gr with &(~7$9) <,, 
induction and Theorem 3 we have pkB = ~!J~~(&&L~$?)) = ~~(~~(~~~)), a 
contradiction. It follows that pkB = {b, ,..., b,-l ) bt+l ,~.., blC,,,} with 
t < n(B), or & is not defined. Theorem 2 now yields the desired result. 
Let AE-~‘~, then A, &A, &+&A,... and A, pk+4, pk-epk-aA,.~~ 
generate a chain in the Boolean algebra .A%‘, as long as Ai, pj are defined. 
Let us denote this chain by [A]T,R if the minimal member of the chain is 
of rank Y, the maximal one of rank R. 
THEOREM 5. The chains [A]T,R are symmetric for all A E Sin ) i.e., 
r-/-R=& 
Proof. LetA=(a,,...,a,)E~~.IfAE~31,set 
hkA = ial ,..., am(A) ? am(A) + 1, anL(~)+l ,..., ad = (@l'3-.9 a;+&. 
We h.ave for 0 < i < m(A) 
ai’ - 2i 2 amcA) - 2m(A) = a&A)+1 - Z(m(A) + 1) + 1. 
Similarly for m(A) + 2 < j < k + 1 
ai’ - 2j = ajel - 2(j - 1) - 2 3 h~?n(A) - 2m(A) - I 
= akA)+l - %44) + 11, 
and finally 
a,cA) - 2m(A) = a&a)+l - 2(m(A) $ 2) f 1. 
194 AIGNER 
In summary 
min(ai - 2i) = min(q - 2i) - 1 and m&A) 2 m(A) + 1. 
Since LZ;+~ - 2(k + 1) = - 2k - a, 2, we obtain 
R - k = ((ak - 2k) - min(a, - 2i)) + (n - uk) 
= n - 2k - min(q - 2i). 
In the other direction, suppose A E gk and set 
Pkd = (4 2*.-Y Q&4-1 , WA)+1 ,..‘, 4 
zz (al” )...) c&A)-1 ) a;(A) )...) q-3. 
We have for 0 < i < n(A) - 1 
a; - 2i 2 a,~) - 2144) + 1 = a;(A)-1 - 2(n(A) - 1). 
Similarly for n(A) < j < k 
a; - 2j = ajtl - 2(j + 1) -t 2 > U,(A) - 244) + 2 
= a;(A)-, - 2@(A) - 1) + 1, 
and further 
c&l)--l - 2(44) - 1) = U,(A) - 2n(A) + 1. 
In summary 
min(u; - 2i) = min(a, - 2i) + 1 and +++,A) < n(A) - 1. 
Thus 
k - r = -min(q - 2i), 
and together with the above result 
r+R=n. 
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