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The results of scanning nuclear microprobe (SNM) 
analyses are norm ally presented as elemental maps showing 
the number of detector events, acquired within a certain ener-
gy region , for every pixel irradiated. Such elemental maps 
can be misleading if they are interpreted as directly reflecting 
the variations in the elemental concentrations across the ana-
lysed sample. The aim of this paper is to demonstrate how 
such elemental maps can be treated in order to facilitate the 
interpretation and extract the information contained in the 
data set, such as the covar iation between eleme nts. Examples 
of sample thickn ess correction, image processing and spec-
trum filtering as well as multivariate statistical data reductio n 
are given. 
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Introduction 
The scanning nuclear microprob e (SNM) has proven 
to be a powerful analytical tool in several areas of research. 
The techniqu e is most commonly used in combination with 
Particle Induced X-ray Emission (PIXE) and Rutherford 
Back Scattering (RBS) for elemental mapping of selected re-
gions of a spec imen, where the analysed area is normally less 
than 1 mm2• Other analytical methods such as Elastic Recoil 
Detection Analysis (ERDA) and Nuclear Reaction Analysis 
(NRA) have also been utilized but the high sensitivity and the 
nondestructiv e, multielemental character of PIXE has made it 
by far the most popular analytical method for SNM analysis. 
Additional method s are Secondary-Electron Emission analy-
sis (SEE) and Scanning Transmission Ion Microscopy 
(STIM). SEE may be utilized for the mapping of su rface top-
ography or for locating interesting areas on the target, in a 
simi lar way as in scanning electron microscopy (Younger and 
Cookso n, 1979), while STIM constitutes a powerful method 
for determining the interna l structure of a samp le (Overley cl 
al. , 1983). These two methods are, however, not considered 
in this paper. An extensive review of the SNM technique has 
recently been published by Walt and Grime (1987) and of the 
PIXE technique by Johansson and Campbell (1988). This 
paper describes how data obtained from SNM analysis, main-
ly by means of PIXE, can be processed so as to extract and 
enhance the inform ation gained from the analysis in an effec-
tive way . 
Concepts of elemental mapping 
The principle of elemental mapping using the SNM 
instrument is outlined in figure 1. A focused ion beam of a 
few MeV/u is scanned over the target surface, either contin-
uously or step-wise, by means of a pair of magnetic or elec-
trostatic scanning devices. The signals from one or several 
detectors are acquired together with the concurrently mon-
itored x and y co-ordinates of the beam, thus forming an 
energy spectrum for every detector and pixel location. The 
number of counts acquired within a certain energy region, 
covering the characteristic peak for the corresponding ele-
ment, is then calculated and displayed on a graphics screen, 
using either an intensity scale or a three-dimensional plot or 
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Figure 1. The principle of elemental mapping using the SNM 
instrument. The focused ion beam is scanned over the target 
surface and the signals from one or several detectors are 
acquired together with the concurrently monitored x and y 
co-ordinates of the beam. The number of counts acquired 
within a certain energy region is then calculated and dis-
played on a graphics screen by means of an intensity scale. 
both , for every pixel included in the scanning frame. 
The simplest method of obtaining an elemental map is 
by connecting the beam scanning signals to an x/y-coupled 
storage oscilloscope and the detector signal , via a single 
channel analyzer and a ratemeter, to the blanking input (z-in-
put) of the oscilloscope. Of course, there are several restric-
tions to such a system, but the meth od can be useful when 
monitoring secondary elec trons as mentioned above. A more 
sophisticated method for mapping is to read out the momen-
tary x- and y- co-ordinates of the beam via ADCs or direct ly 
from the control computer together with the corresponding 
energy event. Thu s, a list-mod e data protocol (eve nt-by-
eve nt) is formed, and the data can be sorted and eva luated on-
line and off-line. 
The elemental maps of un-processed X-ray data can 
in some cases, e.g. data from the analysis of thin biological 
sections, be directly misleading . Several aspects must be kept 
in mind when studying such maps. For instance , a variation 
in thickn ess within the irradiated area of the sample can give 
a false impression of variations in elemental concentrations, 
the quantity normally sought after. In addition, interfering 
peaks , pile-up peaks and Si-escape peaks can distort the appa-
rent elemental distributions when mapping the raw X-ray da-
ta. 
Since PIXE is a multielem ental analytical technique 
which covers a wide range of the periodic table, not only the 
elemental maps as such can be obtained, but also information 
concerning the covariation between the elements. Multivari-
ate statistical methods are powerful tools in the process of ex-
tracting and clarifying such information contained in the data 
set. 
A comprehensive software package, MICROSYS / 
MICROSTAT, has been developed at the CBNM in Geel in 
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o rder to simplify the evaluation of elemental maps from 
SNM analyses. This program package is intended to be used 
for on-line as well as off-line analysis of data obtained from 
the CBNM SNM (Lovestam NEG , Swietlicki E, Watjen U, 
Louwerix E, Perujo A, Rietveld P. The CBNM scanning pro-
ton microprobe analytical facility. To be published in Nucl. 
Instr. and Meth .). 
Model of data storage 
A serious problem when us ing the SNM instrum en t is 
the handling of the vast amount of data generated. For 













Figure 2. Schematic illustration of the sorted data format of 
SNM data storage, and the different modes of data extraction 
employed; (a) elemental mapping, (b) point analysis, (c) line 
scan histogramming and (d) spectrum profiling. E denotes 
spectrum energy, x/y co-ordinates in the area and I intensity. 
Off-line Evaluation of Nuclear Microprobc Data 
1000 events have normally to be acquired for the detection of 
a reasonable number of clements. When mapping a sample 
using, for example, a scanning frame of 256 x 256 pixels, a 
total amount of 130 Mb of data is then acquired, for just the 
X-ray data from a single sample and analysis. This problem 
can easily be avoided if one processes all the data on-line, i.e. 
no data, except for elemental maps obtained from predefined 
energy regions, are stored for further off-line analysis. Such a 
procedure will, however , not take full advantage of the infor-
mation (x, y, energy) contained in the acquired data set. A 
more practical solution is to store the acquired data tempora-
rily on large Winchester disks during the analysis, and, if the 
experiment was successful, copy the data to a mass storage 
device such as a magnetic tape or an optical disk. 
There are two commonly used methods of storing the 
acquired data. The first is to store the data as it enters the 
computer, i.e. in an event-by-event format (list -mode) (Legge 
cl al., 1986). Using this method, no information in the data 
set is lost and the experiment can be replayed. In this way , 
even the time information can be saved which can be of value 
when tracing possible specimen damage. There arc, however , 
two drawbacks with this method. Firstly, the size of the data 
field is not predefined . Thus , the field can grow to hundreds 
of megabytes for a single analysis. Secondly, to process the 
data , for example to obtain elemental maps from a different 
set up of energy windows than those chosen at the time of 
analysis, one must sort the complete data set which is a tedi-
ous work consuming a lot of computer time . 
The second method is to store the data in a sorted 
spectra format. i.e. data are stored in a data field of type (x-
pixcl) x (y-pixel) x (channel) x (ADC), sec figure 2. Thus, a 
spectrum is stored for every ADC and individual pixel co-or-
dinate within the scanning frame . The advantages of this for-
mat are obvious . Elemental maps defined from any energy 
window can be extracted more quickly from the data set (fi-
gure 2a). In addition, spectra from several pixels can be 
pooled together more rapidly to form a summed spectrum (fi-
gure 2b) . This can be useful when quantifying certain areas 
of an elemental map by means of a spectrum fitting code 
(Watjen , 1987) , since better statistics and lower detection li-
mits can be reached than when fitting each of the selected 
pixel spectra separately. Also elemental histogramming of 
data obtained from a line scan of the sample (figure 2c) and , 
finally , spectrum profiling , again from a line scan , (figure 2d) 
are facilitated. The latter case is normally used for depth pro-
filing with data obtained from an RBS analysis. 
The MICROSYS program implements this format of 
data storage, without which several of the procedures de-
scribed below would not be feasible. Some of the procedures 
do not, however, require that the complete data set has been 
acquired and, thus, these procedures may very well be exe-
cuted on-line. Hence, an energy window for elemental map-
ping can , at any time during the analysis, be selected from a 
spectrum display with the corresponding elemental map be-
ing promptly displayed. Similarily, a region of interest can be 
selected on-line from an elemental map with the correspond-
ing summed spectrum being displayed almost immediately. 
These functions have proven to be of utmost help when per-
forming the actual analyses. 
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The size, D, of the software common data field re-
quired for the on-line sorted spectra format can be calculated 
from: 
D = S·(X·Y·C-A) (bytes) (1) 
where X and Y arc the number of x and y pixels in the scan-
ning frame, C the number of channels in every spectra and A 
the number of ADCs (detectors) employed. S is the size of 
every data event; 2 for word size (16 bits) and 4 for longword 
size (32 bits). To keep this field reasonably small, we have 
chosen to use a maximum scanning frame of 64 x 64 pixels, 
512 channels spectra and four ADCs (and detectors). The 
word size has been set to 2, which limits the maximum num-
ber of counts in any channel to about 32,000. This limit has 
not yet been exceeded during an SNM analysis and is not re-
garded as a severe restriction. 
The values noted above sums up to a program data 
field of approximately 16 Mbytes which is well within the 
limit of what our main computer (Digital Equipment µVax-
IJ) can handle. This is also the approximate size of the data 
field when stored for off-line analysis and further evalua-
tions. 
Sample thickness correction 
A variation in sample thickness can, as mentioned 
above, influence the interpretation of the resulting elemental 
maps considerably, especially if the pixel-to-pixel intensities 
are believed to represent variations in elemental concentra-
tions. This can have two origins. Firstly, in any given pixel , 
the areal mass density of an element increases with increasing 
sample thickness , producing more characteristic X-rays local-
ly even if the concentration of this element is constant over 
the whole sample. Secondly , the continuous X-ray back-
ground within the energy region of the characteristic peak is 
often included in the elemental map. The local intensity of 
the continuous X-ray background is, in turn , closely depen-
dent on the local areal mass density of the sample . In the case 
of biological samples , for instance, the background mainly 
originates from low-Z elements like carbon, nitrogen and 
oxygen which constitute the bulk of the sample, but are not 
easily detected by PIXE. 
There are several ways of mapping the target thick-
ness for thin samples (areal mass densities of about 1 mg/cm 2 
or lower), such as biological microtome sections. For in-
stance, if the sample matrix is homogeneous, an approximate 
thickness mapping can be performed by means of simply 
mapping the total intensity of the backscattered protons. A 
thickness correction of the elemental maps can then be done 
by normalizing the number of counts in the elemental maps 
to the number of counts in an appropriate energy window in 
the corresponding RBS spectrum, pixel by pixel. A fast ma-
thematical RBS spectrum evaluation can also be implemented 
for every single pixel (Hult and Themner, 1990). Such an ap-
proach will give more accurate results, but at the expense of 
longer data processing times. Alternatively, an energy win-
dow set in the PIXE spectrum can be used to reflect the target 
thickness. This energy window should then be placed in a re-
N.E.G. Ll:ivestam and E. Swietlicki 
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Figure 3. PIXE spectra obtained from the analysis of an ee l 
tissue sample , from a single pixel (a) , and the summed spec-
trum from all 4096 irradiated pixels in the scanning frame of 
the analysis (b). 
gion of the spectrum where the X-ray background Brems-
strahlung continuum dominates and no characteristic peaks 
are observed. However, single spectra from SNM analyses 
usually have rather poor counting statistics even for the 
Bremsstrahlung continuum . As an example , a random single 
pixel X-ray spectrum from the analysis of a quench-frozen 
and cryosectioned eel tissue sample is given in figure 3a. Al-
so given is the summed spectrum for all pixels included in 
the scan (4096 pixels) , see figure 3b. A second problem is to 
find a spectrum area !hat is actually peak free for every pixel 
spectrum in the data set. 
The map containing the total RBS signal from the 
same analysis is given in figure 4. In addition, the signal from 
an energy region of the PIXE spectra dominated by the 
Bremsstrahlung continuum, but where no characteristic peaks 
were found, is given in the figure (right). Note how this last 
map appears mostly to be affected by random noise, while 
the RBS map is quite distinct. The two high-intensity hori-
zontal bars in the center and to the right in the maps are min-
eralized tissue sections, that have approximately the same 
bulk composition as the rest of the sample but probably 
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Figure 4. Mapping of the RBS signal (left) from the analysis 
of the eel tissue sample and mapping of an energy window 
chosen at the secondary electron background continuum where 
no characteristic X-ray peaks are observed (right). The 
indicated area is about lxl mm2. The grey scale indicates the 
intensity in each pixel. 
Figure 5. Elemental mapping of potassium of the eel tissue 
sample (top), K normalized to the mapping of backscattered 
protons (lower left) and K normalized to the mapping of a peak 
free energy region (lower right). Note how the original map 
differs in structure from the other two. The map normalized to 
the peak free X-ray region is rather blurry due to the poor 
statistics in the single pixel spectra. 
contain considerably more ·calcium and less potassium than 
the average. Due to imperfections in the cryosectioning, these 
parts of the sample are thicker than the surrounding tissue. 
There are other more elaborate ways of measuring the 
sample thickness . For STIM analysis , the energy loss of the 
incident ions while passing through the sample is measured 
and can be calibrated for target thickness (Sealock et al., 
1987). Furthermore, the observed difference in alpha particle 
energy loss, after one of the alpha particles emitted in the nu-
clear reaction 7Li(p,a) 4He have passed through the sample, 
can be used to quantify the target thickness locally down to 
about 20 µglcm 2, if the reaction products are detected in co-
incidence (Pallan and Kristiansson , 1990). 
As an example of how the thickness can influence the 
pattern in an elemental map, the original eel tissue map for 
potassium is given in figure 5 (upper), together with the same 
map normalized to the RBS signal mapping (lower left), as 
well as the potassium map normaliz ed to the peak free X-ray 
energy region as discussed above (lower right). Note how the 
pattern in the original image changes completely when it is 
normalized . The normalization to the peak free X-ray energy 
region results in a rather blurry image due to the poor statis-
tics in the single pixel spectra. Nevertheless , the two normal-
ized maps in the figure show a similar pattern of the potassi-
um distribution. As expected, little or no potassium is present 
in the mineralized tissue section. 
A third method to correct for sample thickness varia-
tions, and background variations (see below), is to normalize 
one elemental map with another and, thus, observe how dif-
ferent elements are related to each other. If N1 and N2 are the 
number of characteristic counts in the respective peaks and 
B1 and B2 the number of corresponding background counts, 
one obtains (Grime and Watt, 1990): 
when 
and (2) 
Thus, the method is useful when the background un-
der the respective peaks are well below the number of charac-
teristic counts in the peaks, for all pixels in the elemental 
maps concerned. 
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Figure 6. Elemental mapping of sulphur obtained from an analysis of ambient aerosol particles. The map to the left shows the ori-
ginal data and the one to the right displays the same data after a base line shift to 25% of the maximum pixel content. The irradi-
ated area is about 130 x 130 µm 2• 
Background reduction 
Since the X-ray background Bremsstrahlung continu-
um can influence the appearance of the elemental maps , a 
background reduction is desirable, especially for the low-Z 
elements for which this effect is most pronounced. Ideally, a 
semi-empirical polynomial fit should be used , similar to the 
existing spectrum evaluation programs (Campbell et al., 
1986, Watjen, 1987). These programs are, however , much 
too slow for processing of all the thousands of PIXE spectra 
obtained from a scanning microprobe analysis. In addition, 
several of these computer programs are intended for interac-
tive use, at least in the sense that every fitted spectrum/back-
ground must be inspected by the user. An alternative is to add 
spectra from several pixels together, or to perform single 
point analyses, thus obtaining a few spectra with good statis-
tics. These can be evaluated by means of a peak fitting pro-
gram and used to calibrate the intensity scales for the respec-
tive elemental maps in absolute concentrations (Llivestam 
and Malmqvist, 1989). This intensity scale calibration ap-
proach certainly suffers from large errors but the method may 
be adequate when the elemental distribution is highly loca-
lised to a few areas. 
A secpnd, more practical, way of removing the back-
ground is to use a fast mathematical procedure which is inde -
pendent of the physical conditions of the analysis. In the fol-
lowing, two such procedures will be described. 
Linear background subtraction 
The first and simplest way of removing the back-
ground is to subtract the number of counts below a straight 
line, drawn from the lower to the upper energy limit of the 
peak where its tails fade into the background. This method is 
quite useful as the user will anyhow select the energy win-
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dows used for elemental mapping in the spectrum used for 
peak identification. Thus, it can be performed interactively 
with full user control. 
The method can be very simple to perform if one as-
sumes that the background spectra are similar for all pixels . 
This assumption puts a certain restriction to the sample struc-
ture . For example, major element and thickness variations 
from pixel to pixel within the sample will cause variations in 
the background. Nevertheless, the method can be useful for 
the enhancement of certain elemental structures in the 
sample. Then, one simply has to shift up the base for the ele-
mental map, i.e. to define a suitable lower discriminator. As 
an example, figure 6 gives the elemental map of sulphur ob-
tained from an analysis of ambient aerosol particles (Swiet-
licki et al., 1990). Here, the irradiated area is about 130 x 130 
µm 2• The map to the left is the original sulphur map and the 
map to the right is obtained after a base line shift to 25% of 
the maximum pixel content. In both maps, several sulphur 
rich aerosol particles can be identified. Note that the particles 
are much easier to locate in the shifted 3-D map . The method 
should, however, be implemented with care since single pixel 
spectra, as mentioned above, generally suffer from poor 
counting statistics which can lead to the loss of valuable in-
formation. A more sophisticated method is the digital filter-
ing. 
Digital filtering 
The PIXE channel-to-channel variability can be seen 
as a sum of three components: The first is a high frequency 
ripple with small intensity fluctuations from channel to chan-
nel. The second is the mid frequency fluctuation giving rise 
to the characteristic peaks, and the third is the low frequency 
continuous background . Thus , the background and the ripple 
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Figure 7. The top-hat mathematical filter and a PIXE spec-
trum from the analysis of aerosol particles before top-hat fil-
tering (upper) and after filtering (lower). In the top figure, 
UW denotes upper window, UH upper height, LW lower 
window and LH lower height. These values are normally 
chosen as UW=FWHM and LW=(l/2)·FWHM, while the 
heights are set by means of the fk parameter in equation 3 to 
ensur e a zero net filter area. 
can be removed by applying a suitable digital filtering proce-
dure to the data set. 
Several filters for this purpose have been developed 
(Walraven 1984, Statham 1976, Hnatowicz, 1976). Most of 
them, however , require too much computer time to be applic-
able to microprobe data , since an analysis using a 64 x 64 
scanning pattern produces 4096 spectra which, preferably, 
should all be filtered. 
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A fast digital filter, the top-hat filter, has been sug-
gested by Schamber (Schamber 1977, Maxwell et al., 1984, 
Connelly and Black, 1970, Robertson et al., 1972) and has 
been widely used in Electron Probe Microanalysis. This filter 
is also employed in the GUPIX spectrum fitting program (Jo-
hansson and Campbell, 1988). The filter is a symmetric func-
tion of zero net area as shown in figure 7. The number of 
counts, Nr(m), in a channel, m, in the filtered spectrum is cal-
culated from the original channel counts N;(m) according to; 
I 
Nr(m)= Ifk -Ni(m+k) 
k=-t 
(3a) 
where 2t+ 1 is the number of channels covered by the filter 
defined by 
(symmetric filter, 3b) 
(zero net area, 3c) 
This procedur e is analogous to taking the second derivative 
of the spectrum. 
The effec t of the top-hat filter is demo nstrated in fi-
gure 7, when applied to the PIXE spectrum summed over all 
pixels obtained from the analysis of the ambient aerosol par-
ticles discus sed above. The upper spectrum gives the spec-
trum before the filtering and the lower after. The UW value is 
chosen, as suggested by Schamber, as the approximate (inte-
ger) average FWHM - in number of channels - for the peaks 
in the spectrum. Further, the parameter fk is chosen as 1/UW 
for the positive filter region and as -1/LW for the negativ e re-
gion. The filtering effect on the corresponding sulphur map is 
shown in figure 8. This should be compared to the original 
sulphur map in figure 6 (left) and the base line shifted map in 
figure 6 (right). In all three maps , several aerosol particles 
can be identified, but in the filtered map (figure 8), several 
particles with low sulphur concentrations that are excluded in 
the base line shifted map can be discerned in addition to the 
main peak structure of the map. The execution time required 
to perform the filtering of all 64 x 64 spectra within the scan-
ning frame was less than 300 seconds on a Digital Equipment 
V AXstation 3100 work station. 
Note in figure 7 how the filter removes peaks with 
poor statistics. Peaks are removed that are below a positive 
quantity F expressed in terms of the local variance V10c of the 
transformed spectrum (Hnatowicz, 1976): 
I 
F=c.JV 10c =c Iff"Ni(m+k) 
k=-t 
(4) 
where c is normally set to three. By adjusting the critical 
level F for peak detection, using the parameter c, the number 
of small peaks included in the filtered spectrum can be con-
trolled. The removal of small peaks may be appropriate for 
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Figure 8. The effect of top-hat filtering of every pixel spectra 
included in an elemental map from the analysis of the am-
bient aerosol particles. The total scanning area is about 130 x 
130 µm 2• The figure should be compared to the original ele-
mental map of sulphur shown in figure 6 (left). 
PIXE spectra with good statistics, but may also remove infor-
mation from the data set used for elemental mapping. When 
mapping, even a single count in an energy window in a single 
pixel spectrum, together with neighbouring pixels, can build 
up a pallern of an elemental distribution. Thus, the filtering 
procedure described above is only recommended when map-
ping the major constituents of the sample, located on a high 
background. 
Granularity reduction and smoothing 
An elemental map can be rather difficult to interpret 
to the eye if the image resolution, i.e. the number of pixels in 
the scanning frame, is low (Grime and Watt, 1990). The 
quality of an image is mainly determined by the number of 
pixels (X· Y) and the width of the intensity scale presented. 
An obvious solution to this problem would be to increase the 
number of irradiated pixels, but this can only be done al the 
expense of poorer counting statistics in every pixel or pro-
longed time of irradiation. It is not strictly necessary to have 
good counting statistics when the sole purpose of the analysis 
is to do elemental mapping of the raw X-ray data. On the 
other hand, if the data are to be further processed and evalu-
ated, e.g. by pixel-by-pixel X-ray spectrum filling and quan-
tification of constituents, then at least a few thousands of 
counts per single pixel spectrum are necessary. In this case, 
the practical time of analysis sets the limit of the scanning 
frame to total a few thousands of pixels, e.g. 64 x 64 pixels or 
maximum 128 x 128 pixels. Of course, if a larger scanning 
frame, e.g. 256 x 256, is used, the number of pixels can al-
ways be reduced off-line. In our case, however, the max-
imum scanning frame is set to 64 x 64 pixels by the data 
acquisition computer, if full 512 channel spectra are to be 
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Figure 9. Elemental map of copper obtained from the analysis 
of a 2000 lines/inch copper mesh which has a grid period of 
12. 7 µm. The upper left hand figure shows the original map 
and the figure to the lower left displays the pixel expansion of 
the map from 64x64 to 256x256 pixels. The upper right hand 
figure shows the map after weighted average smoothing and the 
lower right hand figure after smoothing and pixel expansion. 
acquired for each pixel. 
A 64 x 64 pixels irradiation results in elemental maps 
with high granularity and poor image resolution. A pixel ex-
pansion technique can be applied to the maps to enhance the 
visibility to the human eye. This is done by inserting new 
pixels in the image between the original ones. The new pixels 
are given values that are calculated by linear interpolation 
from the neighbouring pixel contents (Lovestam and Swiet-
licki 1989, Pallan 1990). The technique gives a similar result 
as the commonly used grid plot mode for three dimensional 
imaging. Here a grid bar is drawn between every pixel and its 
four neighbouring pixels. As an example of the technique, the 
elemental map of copper, obtained from an analysis of a 2000 
lines/inch copper mesh, is shown in figure 9. The upper left 
hand figure displays the original map and the map to the 
lower left the same map after a pixel expansion from 64 x 64 
to 256 x 256 pixels. Note how the visualization of the map is 
considerably increased. 
A second problem, closely related to the bad image 
resolution of the elemental maps, is the poor signal-to-noise 
ratio frequently experienced in practical analyses. This prob-
lem can be mitigated by means of a smoothing procedure. 
One way of doing this is to set the number of counts in every 
pixel to the weighted average of the intensity of that very pix-
el together with its nearest neighbours. An example of such a 
smoothing of the mesh discussed above is given in the upper 
right hand map in figure 9. The lower right hand image in the 
figure gives the elemental map after smoothing and pixel ex-
pansion. A second way of smoothing is the median filtering. 
Here the number of counts in every pixel is replaced by the 
median number of counts in a given window, covering the 
pixel and its neighbours. 
The smoothed map in figure 9 is easier to interpret, 
but has a slightly worse resolution compared with the origi-
nal. The median filter is known to deteriorate the edge resolu-
tion less than the weighted average method . In addition, seve-
ral other filters, more or less sophisticated, have been re-
ported (Bonnet et al., 1988). These include advanced polyno-
mial smoothing where a curved plane is fitted to the element-
al distribution, but only at the cost of long execution times. 
Some of these have already been successfully applied to ele-
mental maps obtained from Electron Probe Microanalysis 
(Lee, 1980). 
Peak overlaps 
Unfortunately, several elements in a PIXE spectrum 
may have overlapping peaks (see e.g. table 9.1 in Johansson 
and Campbell, 1988). When mapping an element, one might 
thus unintentionally add a second interfering element. A sim-
ilar problem will, of course, occur for other peak effects such 
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Figure 10. Elemental mapping of Ca from the analysis of the ambient aerosol particles. The left hand map shows the mapping of 
the Ca Ka peak and the right hand map the peak believed to be the corresponding Ca l<jl peak (see also the summed spectrum in 
figure 7). In both maps, a high concentration spot can be localized , but they do not coincide. Thus, one can conclude that most of 
the data contained in the second peak in the spectrum is not a Ca l<jl peak, but probably Sc Ka. 
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for, for example, X-ray Ka and Kj! overlaps since these ratios 
are well known. If the major element is known , its corre-
sponding second larges t peak, such as the Kj! peak, can be 
calculated and subtracted from the spectrum region and , thus, 
reve al any und erlying peak. The method is, however, very 
uncertai n since the characteristic peaks are, in addition, lo-
cated on a background continuum as discussed above. 
A second method is simply to map the respective 
peaks separately. As an exa mple , the mapping of the Ca 
peaks from the analysis o f the ambient aerosol particl es dis-
cussed above is given in figure 10. The corresponding spec-
trum is the upp er spectrum shown in figure 7. From the spec-
trum it can, indeed, be tempting to suggest that the pair of 
peaks denoted as Ca are simply Ca Ka and Ca Kj!. This con-
clusion can, how ever, be rejec ted when studying figure 10, in 
which the figure to the left shows the elemental map from the 
Ca Ka region and the figure to the right the elemental map 
from the Ca Kj! region. The Kj! map certainly revea ls a peak 
where the Ca rich particle can be loca ted from the Ka map, 
but the main Kj! peak content seems to be located at a diffe-
rent pos ition and is, thus, not coinciding with the Ca rich par-
ticl e. Instead, this see ms to be a locally high concentration of 
Sc, a very rare metal mainly used for space applic ations. 
Pile-up mapping 
Pile-up occurs when two or more events, acquired by 
the detector , overlap in time. Normally , an elec tronic pulse 
pile-up rejec tor (PPR) is included in the pulse processor cir-
cuits, eliminating essentially all the pile-up events except for 
complete pulse addition. This residual pile-up will, however, 
cause disc rete pile -up peaks at the summed energies of the 
origina l charac teristic peaks involved. 
The pile-up effect can give rise to false results when 
mapping an e lement. Durin g ana lysis, possible pile-up is nor-
mally superv ised through the control of the count-rate. The 
count-rate is, howeve r, usually displayed as the numb er of 
counts per seco nd. Thus, loca lly high count-rat es at sing le 
pixe ls will be averaged out if the beam moves fas ter than the 
integration time for the cou nter module . As an exa mple, fo r 
the ana lys is of the ee l tissue discussed above the peak cou nt-
rate, while keeping the beam current constant, varied from 
100 to 3000 cps for the irradiated pixel s. Note that this can be 
a severe probl em when adding spectra from severa l pixels to-
gether for spectrum eva luation by means of a peak fitting 
program. Such program s do normally include a pulse pile-up 
tracer (Johan sso n 1982). But the programs usually calculate 
the pile-up peaks by treating them as an element. After a first 
linear fit of the spectrum, the largest peaks are selected and 
the relative intensities and energies are calculated for all pos-
sible pile-up combinations. But when pooling data from seve -
ral pixels and thus forming a single spectrum , the largest pile-
up peaks do not necessa rily correspond to the largest peaks in 
the spectrum. Thus , these pile-up routin es may not be applic-
able in this case and should be turned off. 
Normally , the PPR resolves two pulses with a reso lu-
tion of about 1 µs . For the pulse_ processor used in the analy-
sis desc ribed here , a pile-up interval of 1.64 µs was measured 
for the studied energy region. The res idual pile-up interval 
will give rise to peak pile-up events with energies approxima-
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tely eq ual to the sum of the ene rgies of the X-ray events in-
volved . 
As an exa mple of pile-up, the summed spec trum for 
all irradiated pixels from the ee l tissue sample discussed 
above is given in figure 3b. The nicke l peak is most likely in-
terpreted as a pile-up peak originating from calcium. This as-
sumption is see mingly confirmed by the corresponding ele-
mental maps of calcium and nickel, see figure 11. Neverthe-
less, a detailed analysis of the data in the two maps shows 
that they do not fully coincide. 
If pile-up eve nts with more than two pulses involved 
are neg lected, the total numb er of co unts, Npu, in a pile-up 
peak can be approximated as (Steinbauer, 1981 ); 
(5) 






for the case of equal energ ies. Ns, N, 1 and N,2 denote the 
number of counts in the source peaks, N,0 1 the total number of 
events in the spectrum, i: the residual pile-up interval of the 
pulse processor and µ the count-rate . 
If this express ion is applied to the elemental map of 
Ca, a pile-up map as shown in figure 12 is obtained. Also 
shown in the figure is the Ni map after subtracti on of the Ca 
pile-up map. Note in the figures that most of the Ni map va-
nishes, but some Ni seems to be present in the sa mple. 
In this case, the pile-up problem could have been 
solved by the use of a suitabl e absorber, partly absorbing the 
low energy Ca X-rays but transmitting the high er energy Ni 
X-rays , pos itioned in front of the detec tor. A second way of 
handling the pile-up problem is to introduce an on-demand 
beam deflection unit. Then , the beam is removed from the 
target by means of two electros tatic deflec tor plates that are 
trigged and exci ted whenever a pulse is recorded in the pro -
cessor (Teesdale and Campb ell, 1990). 
Multivariat e statistical analysis 
When employing PIXE and RBS in an SNM analysis, 
the pixel-to-pixel variation in number of counts for a certain 
element is normally not independent of the other elements 
present. In oth er words , the elements covary to some extent. 
The reason for this is that the elemental variation is deter-
mined by a small number of underlying - but not directly ob-
servable - factors. For instance, if a biological sample cover-
ing the intersection of two different types of tissue is exam-
ined , such as tumour and normal tissue, the elements present 
in the tumour tissue will covary in accordance with the "tu-
mour factor", and the elements present in the normal tissue 
will covary in accordance with the "normal tissue factor". 
These factors describe the overall elemental composition of 
the normal and the tumour tissue respectively. In the immedi-
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Figure 11. Elemental maps of Ca (left and Ni (right) obtained from the analysis of the eel sample. See also figure 3b for the 
summed spectrum. 
Figure 12. Peale pile-up map of Ca (left) and the Ni map subtracted by the Ca pile-up map (right) from the analysis of the eel 
sample. 
ate intersection of the normal and the tumour tissue, the ele-
mental composition can be seen as a mixture of the two fac-
tors. Since the factors are not directly observable, but are 
nevertheless the cause of the elemental variations, these fac-
tors are often called latent or causal factors. In the tumour 
example (Tapper et al., 1991), the elemental maps can be re-
placed by one map showing e.g. the amount of tumour tissue 
present, coupled with the information concerning the ele-
ments characteristic for the tumour and the normal tissue. In 
this way, all the relevant information contained in the origin-
al elemental maps can normally be presented in a much 
smaller number of maps. The remaining variation in the ele-
mental pixel-to-pixel data that cannot be explained by latent 
factors can be seen as noise or variability that is unique to a 
single variable, originating e.g. from poor counting statistics. 
The extraction of latent factors can therefore also be seen as a 
form of noise reduction, since this noise is excluded from the 
maps displaying the intensity of the first few latent factors. 
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Principal component analysis applied to elemental maps 
The objective of a principal component (PC) analysis 
is two-fold. Firstly, the PC analysis aims at finding the true 
dimensionality of the multivariate elemental data, i.e. the 
number of latent factors that are needed to sufficiently repro-
duce the original pixel-to-pixel data. This number is general-
ly less than the number of detected elements. Secondly, a PC 
analysis will reveal the elemental composition of the latent 
factors. 
If an SNM analysis produces ten elemental 64 x 64 
pixels maps, then, if each pixel is seen as a separate sample, 
the result of the analysis can be plotted as 4096 points in a 
ten-dimensional measurement space, one dimension for each 
element detected. The first PC is calculated as the direction in 
this measurement space which is such that the projections of 
the given data points onto it accounts for most of the variance 
in the data, or to put it differently, as the direction in mea-
surement space along which the data points are most dis-
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Figure 13. The first principal component (PC) is calculated as 
the direction in measurement space which accounts for most 
of the variance in the data set. The second PC is orthogonal 
to the first one explaining most of the remaining variance , 
and so on. The first few PCs will generally explain most of 
the variance (60-90 %) in the data set. This means that the re-
levant information can be described by a lesser-dimensional 
subspace to the original measurement space. In the figure, Zl 
to Z3 represents three different elements, while the circles de-
scribe the elemental intensity distribution for each pixel and 
PCl the direction of the first principal component. The PC 
scores are the projections of the data points onto the PCs . 
persed (see e.g. Morrison , 1978) . The second PC is the direc-
tion in measurement space , orthogonal to the first PC , which 
accounts for most of the remaining variance in the data , and 
so on . Ultimately one can calculate as many PCs as there are 
variables (elements) in the data set, but the first few PCs will 
generally explain most of the variance (60-90 %) in the data . 
This means that the relevant information can be described 
using fewer dimensions than the number of directly observ-
able, or manifest, variables . This subspace, in turn, is spanned 
by the calculated PCs which are expressions of the latent, 
causal factors determining the elemental composition , see fi-
gure 13. However, if the latent factors determining the over-
all sample composition do not give rise to an observable vari-
ation in the detectable elements, then a multivariate statistical 
analysis is unable to reveal the nature of these latent factors. 
The most common approach to calculate the PCs is to 
perform a spectral decomposition of the correlation matrix. 
The PCs are then given by the eigenvectors while the eigen-
values indicate the amount of the observed variance ex-
plained by the corresponding PC. The projections of the data 
points onto the vectors defined by the PCs are called the PC 
scores (see figure 13). In the MICROSTAT program, how-
ever, the PCs are calculated according to the NIPALS algo-
rithm, which determines the PCs one at a time using an itera-
tive procedure (Wold, 1966). 
An example of the usefulness of PC analysis of ele-
mental maps is given in figure 14, showing an external milli-
probe PIXE analysis of a nodule, obtained from the bottom 
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Figure 14. Elemental mapping of data obtained from an 
external milliprobe PIXE analysis of a Baltic sea nodule. The 
elements Si and Mn seem to correlate as well as P and Fe. The 
irradiated area is about 35x35 mm2. 
Figure 15. Score plot maps from the first and second PCs, 
calculated from the elemental maps in figure 14 and those of 
K, Ca, Ti and V. The first PC explains about 40% of the 
variance in the data set and the second 20 % . On! y pixels 
definitely covering the nodule were used in the calculation, 
hence the sharp borders. 
of the Baltic sea. The main constituents of the nodule, Mn 
and Fe, are shown together with the elemental maps of Si and 
P. Other detected elements were K, Ca, Ti and V. Of thes e, P 
seems to correlate with Fe while Si, K, Ca, Ti and V seem to 
correlate to some extent with Mn. It is not, however , straight-
forward to tell from the elemental maps the degree of correla-
tion or anti-correlation . This is due to the poor er statistics in 
some of the maps which give the images blurry patterns. 
The degree of correlation can be inspected in a PC 
score plot. In figure 15, the PC score maps, obtained from the 
first and second PCs calculated for the listed elements , are · 
given . This first PC explains about 40 % of the variance in 
the data set which suggests that some elements do indeed cor-
relate to a high degree. From figures 14 and 15 it can be seen 
that the first PC score plot shows a similar pattern as that of 
the elemental map of Fe and an inverse pattern to that of the 
Mn map. The conclusion is that the dominant structure in the 
nodule at this level of magnification is that of the major ele -
ments, Mn and Fe. These two elements show the seasonal va-
riations in the making of the nodule from the metals dis-
solved in the sea water, much like the annual rings of a tree. 
Not all eight elements can be adequately accounted 
for by the one-dimensional PC model, as indicated by the 
amount of remaining variance. The second PC explains an-
other 20 % of the variance and is necessary to make up for the 
variation of some of the other elements, e.g. Si. 
Principal component noise reduction 
Following a PC analysis of elemental maps, the PCs 
have to be interpreted as recognizable, physical factors . As 
demonstrated above, the first few PCs can normally be attri-
buted to different types of sample structure, and they also ex-
plain most of the variance in the data. The remaining , unac-
countable factors, explaining little variance in the data, can 
be seen as noise and can generally be discarded with little 
loss of relevant information concerning the sample. This re-
duction in dimensionality is one of the main objectives of a 
PC analysis. The elemental data can be recreated using only 
the accountable PCs and compared with the original element-
al maps, see figure 16. 
An example of such a principal component noise re-
duction is seen in figure 17, which displays the elementa l 
map of Si, recreated from the first two PCs of the data ob-
tained from the nodule analysis discussed above. Compared 
with the original and uncorrected Si map in figure 14, it is 
evident that all relevant structures in the Si map can be re-
created with a two-dimensional PC model. The same was true 
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Figure 16. The data matrix X containing the elemental data 
from n pixels and m elements can be seen as a sum of m n x 
m matrices, each of which is a product of two vectors p' 
(transpose of p) and t. The loading vectors p describe the ele-
mental composition of the latent or causal factors or compo-
nents, while the score vectors t describe how much of each 
component is needed to reproduce the original data. The p 
and t vectors are calculated in a principal component analysis 
in a way that the components account for a decreasing a-
mount of variance. The first components therefore normally 
contain most of the variance in the data set, and the last few 
components can be discarded as being noise in the measured 
elemental data. The first components can usually be inter-
preted as recognizable, physical factors determining the ele-
mental composition. 
for all eight elements. The conclusion is therefore that there 
are only two dominant factors controlling the making of the 
nodule, at least when seen at this scale of magnification. Note 
that this type of noise reduction does not decrease the variabi-
lity between adjoining pixels, as will be done for instance in 
a smoothing procedure. The purpose of a PC noise reduction 
is instead to show the data as it would appear when only af-
fected by the dominant features of the data set. 
Partial least-squares regression 
A PC analysis finds the underlying, true dimensional-
ity of the elemental data and describes the required subspace 
by the use of latent factors, but this method cannot directly be 
used to examine the dependence of one or several variables 
on the others. This is better done in a regression analysis. 
Apart from principal component analysis and PC noise reduc-
tion, the MICROSTAT program offers the possibility to per-
form a Partial Least-Squares (PLS) regression on the ele-
mental maps. In PLS (Geladi and Kowalski, 1986), one or 
more dependent variables (the Y block data) are regressed on 
several independent variables (the X block data). The depen-
dent variables are not necessarily elements, but can be other 
measured properties such as sample thickness or discrete 
classification quantities such as sample type. The main differ-
ence between PLS regression and the more commonly used 
Multiple Linear Regression (MLR) is that PLS offers a possi-
bility of noise reduction when calibrating the regression mo-
del. This is done by extracting mutually orthogonal compo-
nents from the X block data one component at a time, in a 
procedure similar to the NIP ALS algorithm for the previous-
ly described PC analysis. In a PLS regression, however, the 
components are slightly changed so that they, apart from ac-
counting for the X block variance, also explain a maximum 
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Figure 17. Principal component noise reduction of Si based 
on the first two PCs (see figure 15), obtained from the analy-
sis of the nodule in figure 14. See also figure 14 for the origi-
nal elemental map of Si. 
of the covariation between the X and Y block data. Only a 
few PLS components are generally needed to adequately mo-
del the relationship between the X and the Y block calibra-
tion set data. If only these few components are retained when 
performing a prediction of unknown Y block data from new 
X block data, the test set, then this noise reduction will give 
better predictability than the MLR model. 
Figure 18 gives examples of using PLS regression 
analysis on elemental maps. In the left hand figure, a clear 
image of the two nodule types in the nodule discussed above 
has once again been obtained, but this time by means of PLS 
regression. For the PLS regression calibration set data, about 
350 pixels were selected from both the Mn rich and the Fe 
rich parts. These pixels constitute the X-block calibration da-
ta set. A single variable, set to either "O" for Fe area or "1" 
for Mn area, was added as the Y-block data set. This PLS 
procedure is often called discriminant-PLS as the model tries 
to discriminate between the two types of matrices included in 
the nodule. Compared with the corresponding map obtained 
from the PC analysis (see first PC in figure 15), the distinc-
tion between the two types of nodule is slightly clearer in the 
discriminant-PLS map. The reason for this is that the PC mo-
del only accounts for the elemental variance in the nodule da-
ta, while the PLS model is explicitly set to distinguish bet-
ween the nodule types. Discriminant-PLS has previously 
been used in connection wllh SNM analyses to enhance con-
trasts in elemental maps (Uivestam and Swietlicki (1989), 
Llivestam and Swietlicki 1990). 
In the image to the right in figure 18, the result from a 
discriminant-PLS regression analysis, performed on the data 
from the eel tissue sample discusssed above, is shown. The 
Off -line Evaluation of Nucle ar Microprob e Data 
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Figure 18. The image on the left hand side shows the result of a discriminant-PLS regression 
analysis applied to the elemental maps shown in figure 14 and those of K, ca Ti and V. The 
figure shows the two varieties of nodule matrices, Fe rich and Mn rich, that appear in the 
Baltic sea nodule. Compared with the corresponding PC score map (see first PC in figure 15), 
the contrast between the two types of nodule is slightly clearer in the discriminant-PLS map, 
owing to the fact that the PLS regression model was explicitly calibrated to differentiate 
between the nodule types. The image to the right displays the result of a similar discriminant-
PLS regression analysis of the eel sample. Here, the mineralized tissue section can easily be 
discerned , see also figure 5. min 
proc ed ure used is similar to that for the nodul e, but here, the 
ex tra s ingle variable was se t to "O" for the sof t tissue region 
and to "l" for the mineralized tissue region, see also figure 5. 
As ca librati on set data, pixels were selec ted from the respec-
tive regions by means of the eleme ntal maps of K (soft sec-
tion) and Ca (mineralized sec tion). In add ition to K and Ca, 
12 de tecte d and mapped elements were used for the PLS re-
gression (Si, P, S, Cl, Ti, V, Cr, Mn, Fe, Ni, Cu and Zn). 
From the figure, the sof t and mineralized tissue sec tions can 
now be clearly identified. 
A third example is given in figure 19. Here, the objec-
tive was to reconstruct missing or partly missing charac ters 
from an ancient papy rus document (Lovestam and Swietlicki 
1989, Lovestam and Swietlicki 1990). The papyrus was irra-
di ated and analysed ex ternall y in air using a 64 x 32 pixels 
sca nning pattern. The PLS model was based on a sma ller 
numb er of pixels that could clearly be classified as either pa-
pyru s or ink . Again, a discriminant PLS model, class ifying 
ink and papyru s, was used to make predictions of the grey 
ton e of eac h pixe l in the analysed area. The upper image in 
figure 19 shows a photograph of the analysed area while the 
res ult of the PLS analysis is given in the middle image. The 
Gree k character u (upsilon, writt en as y) is clearly visible in 
the plot , based on the PLS model , whereas only fragments of 
the character can be seen in the original photograph . The 
low er figure shows the elemental map of iron covering the 
same reg ion of the papyru s. This Fe map is the bes t single 
e leme ntal map for indicating the presence of the Greek upsi-
lon character. Comparing the Fe and the PLS maps , it can be 
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see n that the PLS map is clearly to be preferred since it offe rs 
an improved legibi lity of the Gree k character. This is only 
natural as the PLS model makes use of the informat ion in pa-
pyrus-to-ink con trast contained in all the measured elements. 
Conc lusions 
Elemental maps of raw X-ray data obtained from 
SNM analys is are often mislead ing and difficult to interpret. 
Sample thickness variations within the analysed area as well 
as the background cont inuum from secondary electron 
Bremsstrahlung can give rise to completely false concentra-
tion distribution images. Pile-up and peak over lapping have 
also been show n to cause erro neous results when mapping an 
element. In addit ion, a low pixe l density in an ele mental map 
can complicate the visual interpretation. 
Simple image processi ng can, however, reduce these 
effec ts. For instance, the thickn ess variations can be over-
co me by means of norm alizing a map to the corresponding 
map ob tained from backsca ttered protons. The continuous 
background can be removed by a fast mathematical digital 
filter. Smoothing procedures and pixel expension techniques 
can reduc e the granularity in the image. 
The data obtained from an SNM analysis constitutes a 
true multivari ate data set. Quit e often, a single analysis gene-
rates five to ten e lemental maps, where the elements are more 
or less correlated to each other. Redundant information is dis-
played when the data is mapped showing one element at a 
time, and the covariation between elements, caused by latent 
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Figure 19. Photograph of the papyrus document (upper) and 
the plot based on the PLS mode l (middle) for the indicated 
area. Notice that the Greek character -u (upsilon, written as y) 
is clearly visible in the PLS plot, whereas only fragments of 
the character can be seen in the photogra ph. The lower figure 
shows the eleme ntal map of iron covering the same region of 
the papyrus . Th e Fe map is the best single elemental map for 
indica ting the prese nce of the Greek upsilon character. 
- not direc tly observable - factors responsibl e for the struc-
tures in the data , can be difficult to discern. AB has been 
shown above, a multivariate approach to the problem can re-
veal such hidden information. Both principal component ana-
lysis (PC) and multivariate regression techniques (PLS) have 
been proven to be useful when analysing the data set. 
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Discussion with Reviewers 
G. Legge: Why do you regard the unrestricted size of the data 
field in event recording as a disadvantage whereas it is one of 
the major advantages? If one wishes to restrict the field, the 
data can be binned , without losing the resolution in the pri-
mary data. 
Authors : From experience we have found that an ever grow-
ing data field can cause problems when several users are 
sharing disk space, even for very large disks . At a total count 
rate of 1000 cps, about 20 Mb of data is collected per hour. 
For good statistics, microbeam analysis may go on for hours 
which could burden the disks, even if the data is compressed 
in some way. 
G. Legge: In the storage of data, many would regard the re-
striction to to 64 x 64 pixels (forced by the adoption of spect-
ral recording) as a very severe and unacceptable one. The on-
ly advantage could be speed. Speed, however, is very import-
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ant; so, could you therefore give some times for the various 
operations? 
Authors: It should be pointed out that, using our acquisition 
software, we can optionally acquire data onto elemental maps 
of maximum 512 x 512 pixels. The sorting process will then 
be made for a certain set-up of energy windows. If a new set-
up is chosen, the sorting has to be restarted. This procedure 
requires that the data is stored on-line in a list-mode format 
which is only done on request from the user. Due to the time-
consuming sorting procedure, and the huge data fields 
created, we have found ourselves using this option quite sel-
dom. 
The following times have been measured for certain 
applications (on a Vaxstation 3100): 
- Loading of data set (4096 spectra): 50 seconds. 
- Extraction and display of one elemental map (4 + 0.0l·c) 
seconds, where c is the number of channels in the energy 
window. 
- Extraction of a summed spectrum from an area on the scan-
ning frame ( 4 + 0.06·p) seconds, where p is the number of 
pixels in the region. 
These times are all dependent on the settings of the computer 
parameters and should be regarded as being typical. 
U.Lindh: Do you see any drawbacks of the data format you 
have chosen for storage? 
Authors: The major drawback, as pointed out by G. Legge , is 
the limited number of pixels in the elemental frame (64 x 64) . 
When need ed, we still have the option to acquire data in list 
mode format for off-line sorting of data into elemental maps 
of say 256 x 256 pixels. In addition , today's fast development 
of computers will probably facilitate "high resolution" ele-
mental mapping on-line , using either method , with small 
desk-top computers. 
It should also be kept in mind that one of the basic 
motivations for a 64 x 64 pixel scanning frame is the physical 
limitation of the ion probe forming itself. Even with a state-
of-the-art system, the ion current available in a micrometer-
size beam will be limited , thereby restricting the number of 
characteristic counts (X-ray, backscattered ions etc.) in the 
detectors. Increasing the scanning frame from 64 x 64 pixels 
will thus inevitably either increase the time of analysis or fur-
ther reduce the counting statistics within each pixel, making 
the subsequent data processing more difficult. 
N. Bonnet: You mention the possible use of the Rutherford 
Backscattering (RBS) and the Bremsstrahlung continuum 
(BC). Could you comment on the respective interest of these 
two alternatives? Considering the couple of pictures you 
show in figure 4, the RBS alternative seems to be definitely 
advantageous, but is it really impossible to improve the sig-
nal-to-noise ratio of the BC picture (enlargement of the ener-
gy window, spatial smoothing ... ) before performing the nor-
malization? 
Authors: Due to the low number of counts per pixel normally 
found in BC-maps, any form of image processing will suffer 
from large statistical errors. There are, of course, certain situ-
ations where a large peak free background continuum is pre-
sent and the use of BC for thickness correction is more ap-
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propriate than in the case shown in figure 4. Generally, how-
ever, the RBS alternative should be more accurate and is also 
the method most often utilized. 
U. Lindh: I agree that the old Hall method for thickness de-
termination, or mass under the probe, is of less value in nuc-
lear microscopy than RBS. Are there situations when the ana-
lyst can be mislead by the RBS spectrum? 
Authors: Yes, for instance when mapping an inhomogeneous 
biological sample, assuming that the summed RBS peaks of 
C, N and O represent the mass under the probe. Extraordinar-
ily large concentrations of other elements in some pixels 
could invalidate the mass assumption and also cause the RBS 
cross sections for C, N and O to vary over the scanned area. 
U. Lindh: Do you think that pixel expansion in some cases 
might lead to erroneous elemental maps? 
Authors: The pixel expanded elemental maps can give an im-
pression of a better beam resolution than employed during 
analysis , even though of course the absolute resolution will 
not be improved . If, however unlikely, erroneous patterns 
should appear in the pixel expanded map, a smoothing of the 
map will normally make these small-scale patterns vanish. 
N. Bonnet: First and second difference filters are more and 
more used in spectrum processing. Top-hat filters, though not 
optimum, seem to be rather powerful for background reduc-
tion. But they also produce a second derivative of the charac -
teristic peaks. Don't you have any problems with overlapping 
peaks, for instance? More generally, can you comment on the 
relative merits of background reduction by modelling and by 
digital filtering. 
Authors: So far we have not met any major problems with 
overlapping peaks, but evaluation is still going on. For back-
ground reduction on PIXE spectra, analytical modelling is 
more often used than digital filtering. The major drawback 
with digital filtering appears in the quantification, which is an 
iterative process. Here the filtered spectrum is to be fitted 
with the filtered version of a tentative background-free spect-
rum containing the assumed amounts of the various elements. 
Since the filter operation is, as pointed out, analogous to 
double differentiation, a least-squares fitting procedure has to 
be applied on the spectrum curvature rather than as a best fit 
of channel content. It should be emphasized, though, that we 
only do the filtering for the removal of patterns in the ele-
mental maps caused by variations in background continuum 
and not for final quantification . 
U. Lindh: You state in the conclusion that the continuous 
background can be removed by a fast mathematical filter. In 
the paper you mention that the digital filtering should be used 
only for mapping the major constituents of the sample lo-
cated on a high background. How general is then your con-
clusion? 
Authors: The continuous background can, as pointed out in 
the conclusion, be removed by digital filtering. The problem 
for single pixel spectra is the poor counting statistics. Even if 
a clear background is present in the spectrum summed over 
all pixels, only single small peaks, with no background, may 
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be present in a single pixel spectrum for the same energy re-
gion. If, in addition, these peaks only contain a few counts, 
they will probably be removed by the filtering procedure. 
Thus, only the major constituents of the taget should be map-
ped following a digital filtering. 
G.W. Grime: I am concerned that although multivariate tech-
niques have the potential of revealing hidden structure in the 
data, their use may be too complex and time consuming for 
routine use. Approximately how long does it take (both set-
ting up time and CPU time) to process a data set? How does 
it depend on the number of elements and the pixel dimen-
sion? 
Authors: To calculate the first two PCs from the eight 64 x 64 
pixels elemental maps in the nodule example (figures 14, 15, 
17 and 18) takes altogether approximately ten minutes. This 
includes setting up the data set (importing data from element-
al maps, displaying an elemental map and selecting the pixels 
that are to be used for the calculations and data normaliza-
tion), calculation of two PCs on the selected pixels and dis-
playing and exporting the results. Each PC takes about one 
minute of computation time, but this time can be decreased if 
the criterion of convergence is relaxed somewhat. The com-
putation time increases approximately linearly with the num-
ber of elements included. Only 64 x 64 pixels elemental maps 
have been processed so far. PLS regression with one depen-
dent variable as in the papyrus example is faster than PCA 
since the NIPALS algorithm converges in only one iteration, 
which takes a few seconds. 
P.J. Statham: The PCA approach provides an elegant mathe-
matical basis for eliminating redundant information in a seri-
es of elemental images. However, is there any possibility that 
variable instrumental distortion of spectra could give rise to 
artefacts that could be mistaken for real image structure? Is 
there any way of routinely providing an independent cross-
check to validate details revealed by the analysis? 
Authors: Any process capable of inducing spurious element-
to-element correlations in the data will, if it is strong enough, 
affect the multivariate statistical analysis. Fortunately, ran-
dom noise is not such a process. Processes which increase the 
correlations between all elements simultaneously can normal-
ly be eliminated in the normalization of the data prior to the 
multivariate analysis. Various normalization methods should 
therefore be attempted on the same data set and are therefore 
implemented in our MICROSTAT software. Processes which 
only increase the correlations between selected elements are 
more difficult to handle. Pile-up is one such process were the 
pile-up peak could be mistaken for an element which then 
seemingly correlates with the element causing the pile-up. 
Such correlations can only be discovered by careful examina-
tion and possible pre-treatment of the data (such as pile-up 
correction) before the elemental maps are subjected to a mul-
tivariate statistical analysis. 
