Abstract -SpaceFibre is the next generation of SpaceWire network technology for spacecraft on-board data-handling. It runs over electrical or fibre-optic cables, operates at very high data rates, and provides in-built quality of service (QoS) and fault detection, isolation and recovery (FDIR) capabilities, providing high-reliability and high-availability. This paper provides an introduction to SpaceFibre and then describes how SpaceFibre can be used as an instrument interface, as the interface and memory interconnection network in a massmemory unit, as the interface to a downlink transmitter and as the backplane for a payload processing unit. The paper also describes an overall payload processing architecture based on SpaceFibre and explains how existing SpaceWire equipment can be readily integrated into a SpaceFibre network.
INTRODUCTION
SpaceFibre [1] [2] [3] [4] is the next generation of SpaceWire [5] [6] network technology for spacecraft on-board datahandling. It runs over electrical or fibre-optic cables, operates at very high data rates, and provides in-built quality of service (QoS) and fault detection, isolation and recovery (FDIR) capabilities, providing high-reliability and high-availability. This paper lists the main characteristics and capabilities of SpaceFibre and introduces some of the main concepts used in a SpaceFibre network. The architecture of a SpaceFibre instrument interface is then described and an example of a SpaceFibre camera provided. The use of SpaceFibre in a mass memory unit is then considered and the interface architecture for a downlink transmitter described. A payload processing system is explored which uses SpaceFibre as a backplane connecting dual-redundant system controllers and payload processing modules together. Based on SpaceVPX, the use of SpaceFibre enhances reliability and reduces the backplane pin count. Finally, an example spacecraft onboard data-handling architecture is outlined, explaining how the various elements communicate with one another over a SpaceFibre network.
SPACEFIBRE
The main characteristics of SpaceFibre will now be summarised and SpaceFibre networks, links, lanes and virtual channels described.
SpaceFibre Characteristics and Capabilities
The main characteristics and capabilities of SpaceFibre are summarised below:
• Very high-performance with 3.125 Gbps single-lane performance (including overhead for 8B/10B encoding) in current radiation tolerant FPGAs, 12.5 Gbps with four lanes, and substantially high data rates planned in future devices.
• Electrical and Fibre Optic media with the electrical medium supporting cable lengths up to 5 m, depending on data rate, and fibre optics supporting up to 100 m.
• High reliability and high availability using errorhandling technology which is able to recover automatically from transient errors in a few microseconds without loss of information and which is able to continue operation, preserving data transfer of critical and important information, when a lane in a multi-lane link fails.
• Quality of service using multiple virtual channels across a data link, each of which is provided with a priority level, a bandwidth allocation and a schedule.
• Virtual networks that provide multiple independent traffic flows on a single physical network, which, when mapped to a virtual channel, acquire the quality of service of that virtual channel.
• Deterministic data delivery of information using the scheduled quality of service, in conjunction with priority and bandwidth allocation.
• Low-latency broadcast messages which provide timedistribution, synchronisation, event signalling, error reporting and network control capabilities.
• Small footprint which enables a complete SpaceFibre interface to be implemented in a radiation tolerant FPGA, for example, around 3% of an RTG4 FPGA for an interface with two virtual channels.
• Backwards compatibility with SpaceWire at the network level, which allows simple interconnection of existing SpaceWire equipment to a SpaceFibre link or network.
SpaceFibre Links and Networks
A SpaceFibre network is made up of nodes, routing switches and links that connect the nodes and routing switches together. The nodes are the units that use the services of SpaceFibre including instruments, mass-memory units, payload processors, etc. These nodes can be connected together directly with a SpaceFibre link, for example an instrument being connected directly to a mass-memory unit. Alternatively, the nodes can be connected via a routing switch. When several nodes are all connected to a routing switch those nodes can all communicate with each other via the routing switch. A SpaceFibre packet includes an address at the start of the packet which determines how that packet is routed through the network.
SpaceFibre Virtual Channels
A SpaceFibre link is bi-directional and carries one or more virtual channels over the link. There is a SpaceFibre interface at each end of the link, either in a node or in a routing switch.
A SpaceFibre interface includes a number of virtual channels.
Each virtual channel provides a FIFO type interface similar to that of a SpaceWire link. When data from a SpaceFibre packet is placed in a SpaceFibre virtual channel it is transferred over the SpaceFibre link and placed in the same numbered virtual channel at the other end of the link. Data from the several virtual channels are interleaved over the physical SpaceFibre connection. A virtual channel can be assigned a quality of service which determines the precedence with which that virtual channel will compete with other virtual channels for sending data over the SpaceFibre link. Priority, bandwidth reservation, and scheduled qualities of service can be supported, all operating together using a simple precedence mechanism.
To provide quality of service, it is necessary to be able to interleave different data flows over a data link or network. If a large packet is being sent with low priority and a higher priority one requests to be sent, it must be possible to suspend sending the low priority packet and start sending the higher priority packet. To support the interleaving, packets are chopped up and sent in short frames of up to 256 SpaceFibre N-chars each. An N-Char is a data byte, End of Packet marker (EOP) or Error End of Packet marker (EEP). When the high priority packet requests to be sent, the current frame of the low priority packet is allowed to complete transmission, and then the frames of the high priority packet are sent. When all the frames of the high priority packet have been sent, the remaining frames of the low priority packet can be sent. Each frame has to be identified as belonging to a particular data flow so that the stream of packets can be reconstructed at the other end of the link.
Each independent data stream allowed to flow over a data link is referred to as a virtual channel (VC). Virtual channels are unidirectional and have a QoS attribute. The QoS attributes are priority, allocated bandwidth and schedule. Together these attributes determine the precedence of a virtual channel. If one virtual channel exceeds its allocated bandwidth, the precedence of that virtual channel is automatically reduced so that its use of link bandwidth is constrained and it cannot adversely affect the traffic in other virtual channels.
SpaceFibre Lanes
The multi-laning capabilities of the SpaceFibre protocol [7] allow several lanes to operate in parallel to provide enhanced throughput. For example, with four lanes each running at 2.5 Gbits/s an aggregate throughput of 10 Gbits/s is achieved. SpaceFibre multi-laning can operate with any number of lanes, from 1 to 16. Each lane is normally bi-directional, but to support spaceflight instruments with very high-data rate in one direction and to save mass and power, it is possible to have some uni-directional lanes in a multi-lane link, provided that at least one lane is bi-directional. SpaceFibre multi-laning also supports graceful degradation in the event of a lane failure. If a lane fails, the multi-lane link will rapidly reconfigure to use the remaining lanes so that important (high priority) information can still get through. It takes a couple of microseconds for this reconfiguration to occur, which happens without loss of information. Clearly, with reduced bandwidth some information will not be sent over the link, but this will be less important, low priority, information. If a redundant lane is available in the link, it can be enabled and full capacity operation will resume.
SPACEFIBRE INSTRUMENT INTERFACE

Instrument Interface
An instrument interface is straightforward to design with SpaceFibre. The primary data from the instrument can be allocated to one virtual channel, while configuration and control commands and housekeeping data can be allocated to a separate virtual channel. There is then no need for a separate control bus, improving reliability and reducing mass and power consumption. A single-lane interface can be used for moderate data rate instruments and this can be replaced by a multi-lane link for higher data rate instruments, the number of lanes being matched to the instrument data rate. Additional lanes can be added, when the instrument data is critical, to provide hot or cold lane redundancy, allowing rapid recovery in the event of a lane failure. Nominal and redundant interfaces can be added to the instrument, with support for autonomous redundancy switching if required.
A typical SpaceFibre instrument interface is illustrated in Figure 1 . The main part of the SpaceFibre interface is implemented using a SpaceFibre IP core which connects to one or more SerDes to provide the interface to the SpaceFibre link. In Figure 1 there are two SerDes providing a dual-lane SpaceFibre interface. One or more virtual channel interfaces provide the connection to the instrument. Virtual channel VC0 is used for network configuration, control and monitoring and provides access to the control and status registers of the SpaceFibre IP core using the Remote Memory Access Protocol (RMAP) [8] . VC1 is also connected to an RMAP target which is used to access the configuration, control and status registers of the instrument. It is possible to use VC0 to access both SpaceFibre network and equipment configuration spaces, but in the instrument interface of Figure 1 these two functions operate over separate virtual channels. VC2 provides the data interface for the instrument. Data is passed from the instrument electronics to SpaceFibre via a parallel FIFO type interface. The data is packetized by adding an address at the start of the packet and an end of packet marker (EOP) at the end. The packet can hold the data in a way that suits the application. For example, a multispectral image sensor can put each image row in its own packet, or each spectral-band image in a packet, or the entire set of data for each image in one packet. It is up to the application.
SpaceFibre Camera
STAR-Dundee has developed a SpaceFibre camera which provides high-resolution and high frame-rates [9] . It is suitable for both Earth Observation, vision-based navigation and robotic applications. The camera incorporates a Microsemi RTG4 FPGA [10] [11] which, as well as providing the image sensor interface, control logic and SpaceFibre interfaces, has plenty of room left for data compression or other image processing applications to be integrated in the camera. One specific example is image feature extraction and tracking for the vision-based navigation of planetary landers. A block diagram of the SpaceFibre Camera is provided in Figure 2 . Camera configuration, control and housekeeping requests are received over virtual channel 0 of the active SpaceFibre link or over the active SpaceWire link when in SpaceWire interface mode. The FPGA interprets these commands and transfers information to and from the image sensor accordingly, using the control interface of the image sensor.
Attached to the image sensor is a bank of EDAC protected DDR memory which can be used to store images when the FPGA is being used as an image processor.
A photograph of the SpaceFibre Camera is shown in Figure 3 . 
SPACEFIBRE IN MASS MEMORY UNITS
SpaceFibre can be used to provide both the interface to a massmemory unit and the high-data rate network for interconnecting memory modules. Virtual channels can be used to separate different classes of traffic within the memory system, for example, data to be stored, data to be retrieved and control and housekeeping information. A SpaceFibre interface to a mass memory unit is illustrated in Figure 4 . The SpaceFibre interface can use multiple lanes to support the required data rates into the mass memory. The main instruments can be assigned their own virtual networks which are mapped to the virtual channels in the mass memory interface. The traffic from these instruments is then assigned a bandwidth allocation for its virtual network and it is then guaranteed to have that bandwidth on the physical SpaceFibre network. Other instruments, for example legacy instruments with SpaceWire interfaces, can be connected together to a single virtual network. In this case the packets from each instrument are multiplexed one after the other on to the virtual network. The bandwidth allocated to that virtual network is the aggregate bandwidth for all the instruments connected to it.
In Figure 4 there are several virtual networks. Data arriving from the instruments in SpaceFibre packets is extracted from those packets and passed to the memory array for storage. The memory array may be formed from several memory modules interconnected by a SpaceFibre network, in which case the data arriving on the external SpaceFibre network is repackaged for sending to the appropriate memory modules.
The external SpaceFibre links of the mass memory unit can also be used for passing data from the mass memory unit to the downlink transmitter or to a payload data processor or data compression unit. The data read from the memory array is encapsulated in SpaceFibre packets with appropriate addresses to send them to the required destinations.
A prototype mass memory system developed by Airbus GmbH, STAR-Dundee and IDA is shown in Figure 5 [12].
Figure 5: Prototype Next Generation Mass Memory System
Starting on the left of the rack at the bottom of the photograph there are the following boards:
• External SpaceFibre and SpaceWire interface board
• Two SpaceFibre routing switches forming a SpaceFibre network inside the mass memory unit
• Four memory modules attached to the SpaceFibre network On the top of the photograph is a computer that controls the mass memory operation, which is connected into the internal SpaceFibre network by a SpaceWire link.
SPACEFIBRE DOWNLINK INTERFACE
A SpaceFibre interface to a downlink transmitter is illustrated in Figure 6 . The SpaceFibre IP core, SerDes, RMAP target on VC0 for network control and RMAP target on VC1 for equipment control are identical to that of the SpaceFibre instrument interface of Figure 1 . There are two other virtual channels, VC2 and VC3, which supply the data to be sent over the downlink. VC2 is providing the primary data source and VC3 is providing a secondary data source. It is possible to use a single virtual channel or more than two depending on the application requirements. Normally the downlink is connected to the mass-memory unit which determines the flow of data to the downlink. Having two virtual channels supporting two streams allows a direct broadcast instrument to send data concurrently with data from the mass-memory.
SPACEFIBRE IN PAYLOAD PROCESSING
There is a growing need for a standard electronics backplane for spacecraft on-board processing systems to help reduce development costs, timescales and schedule risk, and to increase the reuse of proven components. Standard backplane racks are widely used in commercial, industrial and military applications, but spacecraft electronics tend to be bespoke, owing to the severe environment and mass and size constraints. The primary issue with operation in the space environment is the general lack of serviceability and the resulting need for the system to operate reliably for many years. It must be possible to recover from any single fault on a spacecraft and to prevent a fault from propagating to other parts of the spacecraft systems. SpaceVPX [13] is a new development in the area of standard backplanes for spacecraft applications, which addresses the key issue of fault tolerance. SpaceFibre has been designed into SpaceVPX standard as a backplane communication medium.
SpaceVPX uses several physical planes (data plane, control plane and utility/management plane) to separate different classes of backplane traffic, to avoid one class interfering with another class. Using SpaceFibre, these different planes can be run over separate virtual channels on a single physical network. This improves reliability and reduces mass and power consumption. It also frees up pins on the backplane. A new development within SpaceVPX is exploring the use of SpaceFibre virtual planes. The proposed backplane arrangement is illustrated in Figure 7 . The broadcast message capability of SpaceFibre can be used to distribute the timing signals and interrupts that are carried over the AUX_CLK signals in SpaceVPX. SpaceFibre can carry a wide range of time distribution, synchronisation, event signalling and fault notification information, and it does this while saving the pins that would otherwise have been used for AUX_CLK.
SPACEFIBRE ONBOARD DATA-HANDLING NETWORK
The overall payload processing and instrument control and monitoring network is straightforward to design with SpaceFibre. For many requirements a single SpaceFibre routing switch is all that is required, or two when nominal and redundant networks are required. When a single routing switch does not provide enough interfaces, two or more routing switches can be cascaded to provide the required number of interfaces. This network can also distribute time information, pulse-per-second signals, event signals and network health status information.
An example SpaceFibre payload data handling network is illustrated in Figure 8 . The SpaceFibre routing switch has eight ports, with various numbers of lanes. All lanes throughout the network operate at 3.125 Gbit/s, including 8B10B encoding, giving a date rate per lane of around 2.5 Gbit/s. There are two high data-rate instruments; Instrument 1 which requires four lanes and Instrument 2 which requires two lanes. Each of these instruments has three virtual channels with VC0 being used for network control and VC1 for instrument control. The SpaceFibre routing switch maps the virtual channels to virtual networks, so that, for example, Instrument 1 VC 2 (the virtual channel used for the main data from the instrument) is mapped to virtual network 2 (VN2) and Instrument 2 VC2 is mapped to VN3.
There are four instruments with SpaceWire interfaces that are connected to a SpaceWire to SpaceFibre bridge. Each SpaceWire interface in this example is connected to a separate SpaceFibre virtual channel. The SpaceFibre routing switch maps them to separate virtual networks (e.g. VN3 to VN6). It is also possible for the SpaceWire interfaces to be connected all to the same virtual channel and hence to one virtual network.
The mass-memory unit has two SpaceFibre interfaces with four lanes each. Together they are able to provide a data rate of up to 20 Gbit/s into the mass memory unit. The downlink transmitter has a dual-lane SpaceFibre interface supporting data rates of up to 5 Gbit/s. VC2 and VC3 are used for the data being streamed to the downlink. A payload data processing system is also included in the network again with two virtual channels used for data transfer.
A control computer is connected to the network using a singlelane SpaceFibre interface. It provides both network management and equipment management services. Network management commands and responses travel over VC0 mapped to VN0, and equipment management commands and responses travel over VC1 mapped to VN1. Through the network the control computer is able to configure control and monitor all of the equipment attached to the network. To send commands to the SpaceWire instruments additional virtual channels are required on the control computer which are mapped to the virtual networks being used by the SpaceWire instruments. If the SpaceWire instruments are all mapped to a single virtual network, the control computer can access them all with a single virtual channel.
The architecture and implementation of a SpaceFibre routing switch is described in [14] and [15] .
To provide a redundant network a second routing switch is used connected to all of the equipment with a second set of SpaceFibre links from each unit.
CONCLUSIONS
The architecture of a SpaceFibre based onboard data-handling network based on a SpaceFibre routing switch has been outlined and the SpaceFibre interfaces to the data-handling elements have been described. STAR-Dundee has a complete range of SpaceFibre IP cores available: SpaceFibre singlelane and multi-lane interfaces, SpaceFibre routing switch and SpaceWire to SpaceFibre bridge. Using these IP cores it is straightforward to construct a very high performance, high reliability and high availability network for spacecraft payload data-handling applications.
