Abstract-Universal fixed-to-variable lossless source coding for memoryless sources is studied in the finite blocklength and higher order asymptotic regimes. Optimal three-term fixed-error asymptotic expressions are derived for general fixed-to-variable codes and for prefix codes. It is shown that the non-prefix Type Size code, in which codeword lengths are chosen in ascending order of type class size, achieves the optimal third-order term, and outperforms classical two-stage codes. Converse results are proved making use of a result on the distribution of the empirical entropy and Laplace's approximation. Finally, the fixed-tovariable coding problem without a prefix constraint is shown to be essentially the same as the universal guessing problem.
exceeding a given number of bits, which we call the -length, as it is more in-keeping with the finite blocklength literature (e.g., [3] , [4] , [8] ). These appear to change the problem, as our achievable and converse bounds on the third-order coding length differs (are tighter) from the corresponding one from [5] , [6] . More recently, [9] proved a general converse for universal prefix-free coding of parametric sources under the redundancy metric, and found similar results to ours.
We consider fixed-to-variable length coding schemes for a stationary memoryless-often referred to as independent and identically distributed (i.i.d.)-source with unknown distribution P. For such a source, the minimal number of bits required to compress a length-n sequence with probability (1 − ) is given by 1 
n H (P) + nV (P)Q −1 ( ) + c log n + O(1).
The first term is the usual entropy, giving the best asymptotically achievable rate. The second term is the so-called dispersion, characterizing the additional required data rate due to random variation in the information content of the source sequence. The third term is the main focus of this work, as it is the largest term in which the cost of universality is evident. When the source distribution is known [10] , 2 the third-order coefficient is given by c = −1/2; it was further pointed out in [4] that this is the optimal third-order coefficient whether or not the prefix code restriction is in place. We find that in the universal setting, the optimal third-order coefficient becomes
where X P is the support set of the source distribution P. Achievability is proved using the Type Size code, wherein sequences are coded in increasing order of type class size.
Ordering by type class size is similar to [11] , in which a universal scheme is constructed by ordering sequences by empirical entropy (i.e. entropy of the type), later extended to ordering by rate-distortion function in [12] . Even though the type class size is closely related to the empirical entropy, they are not exactly the same, and we find that we obtain a tighter third-order result in our context using the Type Size code. The Type Size code differs from the Two-Stage code, a common approach to fixed-to-variable universal coding in which the type of the source sequence is encoded, followed by the index of the sequence within its type class [13, Chap. 13, pp. 433] . We find that, at least for a basic form of a two-stage code, the Type Size codes outperforms it in terms of third-order coding length. Thematically related to two stage codes are [5] , [6] , [14] , [15] , which focus on estimation of an unknown source distribution from a data sequence and the complexity (in bits) of doing so. The two-stage approach arises from separately accounting for the unknown source distribution and the probability of the sequence with respect to this distribution. However, these works differ significantly from ours in that they focus exclusively on prefix codes, for which a code is equivalent to a distribution via the Kraft inequality, and so density estimation and universal coding are more intimately linked. However, our outer bound uses a similar mixture distribution to [6] . Subsequent to our introduction of the Type Size code in [1] , [9] shows that the Type Size code is minimax optimal with respect to redundancy. To prove that (2) is the optimal, we prove a converse using a characterization of the distribution of the empirical entropy, as well as an application of Laplace's approximation.
While the above results apply for codes that are not restricted to be prefix codes, we also find that subject to this restriction, the optimal third-order coefficient is
While the difference in coding lengths between (2) and (3) may seem small, when the compression algorithm is used very many times over small blocks of data, this difference can significantly affect storage capability. Our results are summarized and compared to prior findings in Table I , which lists the relevant terms both in terms of -length and redundancy for distributions with positive varentropy (i.e. are not equiprobable). Our results are along the lines of [6] , which found that for a parametric source with dimension d, the best achievable redundancy of a universal prefix code is roughly d 2 log n (in our case, the relevant dimension is |X P | − 1, the dimension of the simplex of distributions with the same support). As -length is a more refined metric than redundancy, our results can be used to recover those of [6] in the case of i.i.d. sources (although their results were more general).
From Table I , one can see that the difference in length for optimal non-prefix and prefix universal codes is roughly log n.
Two effects account for this difference, each contributing 1 2 log n: 1) There is a difference of 1 2 log n between non-prefix and prefix even in the non-universal setting. This difference appears in Table I for redundancy, but not for -length. This is because, even though, as proved in [4] , both nonprefix and prefix codes can achieve a third-order length of − 1 2 log n, the non-prefix code does not depend on , while the prefix code does. 3 To achieve universality in costs 1 2 log n in length. In general, we allow codes to depend on ; in particular, our converse results Thm. 8 and Cor. 14, which give lower bounds on universallyachievable third-order lengths, apply for any fixed , meaning they apply even for codes designed for a specific . However, our achievable schemes, namely the Two-Stage codes and the Type Size code considered in Sec. V, do not depend on , even though they match the corresponding converse bounds in terms of third-order length. Thus, for these universal settings, unlike the nonuniversal prefix setting considered in [4] , dependence on does not improve achievable third-order length. 2) Without a prefix constraint, codewords of different lengths do not affect one another: they do not compete for 'codeword space'. Thus the additional length needed for universality depends only on the dimension of the manifold of distributions with roughly the same entropy, which is |X P | − 2. This leads to a third-order length
log n larger than the non-universal length. With the prefix constraint, codewords of different lengths do affect one another, so the relevant dimension is |X P |−1, leading to a third-order length
log n larger. The fixed-to-variable coding problem without a prefix constraint is closely related to the guessing problem. First introduced by Massey [18] (also see [11] , [12] , [19] ), guessing is a variation on source coding in which a random sequence X n is drawn, and then a guesser asks a series of questions of the form "Is X n equal to x n ?" until the answer is "Yes". The guesser wishes to minimize the required number of guesses before guessing correctly. In fact, the fixed-to-variable coding problem and the guessing problem can be easily seen to be equivalent, so as such all our results apply both for problems.
The paper is organized as follows. In Sec. II, we formally introduce both the universal coding problem and the universal guessing problem, as well as performance metrics, and related definitions. In Sec. III, we explore in detail the case of binary sources. In Sec. IV, we provide several auxiliary results to be used in our main achievability and converse proofs. These include a precise characterization of the distribution of the empirical entropy, as well as an exploration of type class size. In Sec. V, we present results on specific achievable schemes, namely Two-Stage codes and the Type Size code. In Sec. VI, we present our converse results, both for general fixed-to-variable codes and those restricted to be prefix codes. We conclude in Section VII.
II. PROBLEM SETUP
First, a word on the nomenclature in the paper: we use P to denote probability with respect to distribution P,P for probability with respect to distributionP, and E to denote expectation. All logarithms are with respect to base 2. Let P be the simplex of distributions over the finite alphabet X . Given a distribution P ∈ P, X P denotes the support set of P; i.e., X P = {x ∈ X : P(x) > 0}. ForX ⊂ X , define P(X ) to be the set of distributions P with X P =X . Note that we allow a distribution to have as support a strict subset of X . Our universal setup assumes knowledge of X , the largest possible set of observable letters, but not the support set of the distribution in force.
Define the information under a distribution P as
The source entropy and the varentropy are given as
where the expectation and variance are over P. We will sometimes abbreviate these as H and V , when the distribution P is clear from context. Given a sequence x n ∈ X n , let t x n be the type of x n , so that
Let X x n := X t x n , i.e. the set of letters that appear in x n . For a type t, let T t be the type class of t, i.e.
Let P n be the set of all types of n-length sequences on alphabet X . ForX ⊆ X , let P n (X ) be the set of n-length types with t with X t =X . An n-length fixed-to-variable source code is given by a oneto-one function φ : X n → {0, 1} = {∅, 0, 1, 00, 01, 10, 11, 000, . . .}.
Any such fixed-to-variable source code has an equivalent representation as an n-length guessing functioñ
where by conventionφ(x n ) is the index of φ(x n ) in the ordered list ∅, 0, 1, 00, 01, 10, 11, 000, . . . .
Throughout this paper we will equivalently refer to φ orφ depending on the context. Interpreted as a guessing function, the code represents a guessing strategy that first guesses φ −1 (1), thenφ −1 (2) , and so forth. Thusφ(x n ) is the number of guesses required if X n = x n . A code φ is a prefix code if for for any pair of sequences x n , x n ∈ X n , φ(x n ) is not a prefix of φ(x n ). In general, we do not restrict only to prefix codes, but some results will only apply to this subclass. Let (φ(x n )) be the number of bits in the compressed binary string when x n is the source sequence.
Note that (φ(x n )) = logφ(x n ) . The figure of merit is the -coding length L(φ; , P), the minimum length such that the probability of exceeding it is at most ; that is
where in the probability X n is drawn i.i.d. from P. We also define the excess probability figure of merit for the guessing functionφ as
Note that
Thus L(φ; , P) can be determined from M(φ; , P), but not vice versa; that is, M provides strictly more refined information on the performance of the code than L. Moreover, as a consequence of (11), L(φ; , P) and log M(φ; , P) differ by less than 1 bit, so any asymptotic result of the form (1) that applies for one immediately applies for the other. As such, all our results of this form are stated for both quantities.
III. BINARY SOURCES
We begin by examining universal codes for binary i.i.d. sources. Consider first the optimal code when the distribution is known. These codes were studied in detail in [3] , [4] . It is easy to see that the optimal code simply sorts all sequences in decreasing order of probability, and then assigns sequences to {0, 1} in this order. Thus the more likely sequences will be assigned fewer bits. Similarly, the optimal guessing function guesses sequences in decreasing order of probability. For example, consider an i.i.d. source with X = {A, B} where P(A) = δ and δ > 0.5. The probability of a sequence is strictly increasing with the number of As, so the optimal code will assign sequences to {0, 1} in an order where sequences with more As precede those with fewer. For example, for n = 3, one optimal order is (sequences with the same type can always be exchanged) AAA, AAB, ABA, BAA, ABB, BAB, BBA, BBB. (12) Interestingly, this is an optimal code for any binary source with δ ≥ 0.5. If δ < 0.5, the optimal code assigns sequences to {0, 1} in the reverse order. That is, there are only two optimal codes. 4 To design a universal code or guessing function, we can simply interleave the beginnings of each of these orders, so for n = 3 the sequences would be in the following order:
AAA, BBB, AAB, BBA, ABA, BAB, BAA, ABB. (13) In this order, any given sequence appears in a position at most twice as deep as in the two optimal orders with known distribution. Hence, as a binary code it requires at most one additional bit as compared to the optimal code when the distribution is known, and as a guessing function it requires at most twice as many guesses. This holds for any n, as stated in the following.
Proposition 1: Let φ n be an n-length optimal code for known distribution P with |X | = 2. There exists a universal code φ n achieving
(15) Note that the guessing order for the universal code illustrated in (13) is such that sequences with more biased type distributions always precede those with less biased type distributions. There are a number of ways one might imagine generalizing this principle to larger alphabets-for example, ordering by entropy of the type-but we find in the sequel that an optimal way to generalize this is to order by size of type class.
IV. AUXILIARY RESULTS

A. Distribution of the Empirical Entropy
We begin with a lemma bounding the distribution of the empirical entropy of a length-n data sequence X n . This lemma will be used in both achievability results as well as converses for both prefix and non-prefix codes to derive third-order coding lengths. The proof of the lemma, given in Appendix A, is a version of the delta method [20] , wherein central-limitlike results are proved for nonlinear functions of i.i.d. sums. In this case, the empirical entropy is a nonlinear function of the type, which is indeed an i.i.d. sum. Here we prove a tight bound on the distribution of the empirical entropy akin to the Berry-Esseen theorem, where the bounding constant B is universal in the distribution P, up to lower limits on min x P(x) and V (P).
Lemma 2: Fix a positive constant β. There exists a constant B, depending only on β and |X |, such that for any δ and any distribution P such that P(x) ≥ β for all x ∈ X and
Proof: See Appendix A.
B. Type Class Size
Obtaining third-order asymptotic bounds on achievable lengths requires precise bounds on the size of type classes. The size of a type class is closely related to the empirical entropy of the type, but importantly one is not strictly increasing with the other. The following Lemma, proved by a direct application of Stirling's approximation, makes this precise.
Lemma 3 (Exercise 1.2.2 in [21]):
The size of the class of type t ∈ P n is bounded as
where
12 ln 2 and
where X t is the support set of t. We apply Lemma 3 in combination with Lemma 2 to prove the following lemma, giving bounds on the distribution of the size of the type class given by the empirical entropy.
Lemma 4: Fix P ∈ P such that V (P) > 0. There exist a finite constant B (dependent on P) such that for any γ
Proof: See Appendix B.
V. ACHIEVABLE SCHEMES
A. Two-Stage Codes
A typical approach to encode sequences from an unknown i.i.d. distribution is to use a two-stage descriptor to encode the type t of the sequence x n first followed by its index within the type class T t [13, Chap. 13, pp. 433]. We refer to such a coding scheme as a Two-Stage code. There is some variety in the class of Two-Stage codes, depending on the exact choice of first and second stages. We study two specific Two-Stage codes with fixed-length first stages: that is, the number of bits used to express the type of the source sequence is fixed. Let φ 2S-FV n be the n-length Two-Stage code with fixed-length first stage and optimal variable-length second stage. That is, given a source sequence with type t, the second stage assigns elements of T t to the shortest |T t | bit strings in {0, 1} in any order. It is easy to see that this code is the optimal two-stage code with fixed-length first stage. Note also that it is not a prefix code. Let φ 2S-FF n be the n-length Two-Stage code with fixed-length first stage and fixed-length second stage, wherein for a source sequence with type t, the second stage consists of log |T t | bits. This code is prefix. The following theorem characterizes the finite blocklength performance of each these two codes.
Theorem 5: The -lengths achieved by φ 2S-FV n and φ 2S-FF n are given by
where Type classes (denoted T (P) for type P) are sorted from smallest to largest. Given an observed sequence, its codeword is given by the shortest available bit string, assigned after all previous sequences in this order.
using at most k bits one can encode 2 k+1 − 1 sequences. Thus given that X n has type t, the probability of exceeding k bits in the second stage is
Hence k FV ( ) as defined in (23) is the minimum number of bits such that the probability of the length of the second stage exceeding k FV is at most . This proves (20) . For φ 2S-FF n , the length of the second stage exceeds k if and only if log |T X n | > k. Thus k FF ( ) is the smallest length such that the probability of the second stage exceeding it is at most . This proves (21) .
The following theorem gives the asymptotic performance of these two-stage codes.
Theorem 6: For any and any distribution P where
The third-order coding length achieved by these TwoStage codes matches that in our converse for prefix codes in Sec. VI-D. Thus φ 2S-FF n is a near-optimal universal prefix code. Moreover, Theorem 6 asserts that φ 2S-FV n achieves the same third-order length as φ 2S-FF n , suggesting that the Two-Stage structure is not suited to optimality in the absence of the prefix constraint. Indeed, the Type Size code, discussed below, achieves a third order coding length log n smaller than that of these Two-Stage codes.
B. Type Size Codes
The Type Size code is illustrated in Fig. 1 . The basic principle is that sequences are ordered based on the size of the type class. However, there are two complications: 1) Because the support set of the underlying distribution is unknown, sorting all types over an alphabet X by type class size is not in general optimal for distributions on X with support that are a strict subset of X . Thus, we first define a separate code for each subsetX ⊆ X which codes only the sequences x n for which X x n =X (i.e. all letters inX appear in x n but no others). Then we interleave these 2 |X | separate codes into a single code. 2) Even among types with the same support, multiple types may have the same size. We interleave these equal-size type classes. Each of the two interleaving operations described above introduces ambiguity in the definition of the Type Size code, because when interleaving sequences we must choose an order. The same phenomenon occurred for the binary code in Sec. III, where (13) was but one of two almost equivalent universal orderings; the order (13) introduces a slight bias in favor of distributions for which A is more likely than B. In general, the choice of these interleave orders in the Type Size code constitutes a slight trade-off between different possible source distributions-affecting the code length by an exponentially vanishing number of bits (see Remark 1 below)-and as such there is no principled way to choose among them.
We now precisely define the Type Size code. For each X ⊆ X and each integer τ , let
Now letψ
be a bijective guessing function on all type classes of supportX and size τ , in which different type classes are interleaved. That is, any |P n (X , τ )| consecutive sequences in the guessing function must include one element from each type class in P n (X , τ ). Note that there are exactly
. Now, define a guessing function on all sequences x n with X x n =X as
Finally, define the Type Size code φ TS n to be the code where the equivalent guessing order is formed by interleaving the orders ψ (X ) n for allX ⊆ X . In particular, if we let
be an arbitrary ordering of the subsets of X , then 5
An alternative-and less efficient in terms of code lengthmethod of combining these 2 |X | codes is to append |X | bits denoting the support set X x n to the encoded sequence ψ
This method is in fact equivalent to adding 2 |X | − 1 to (32). We focus on the more efficient method of (32), although the alternative method would yield the same asymptotic result.
Note that the code described in Sec. III for binary sources is very similar to the Type Size code. The only difference is that in the binary case, the support set division is unnecessary, and so we only need to interleave between type classes of the same size, but not among type classes of different support.
We proceed to prove a theorem giving tight upper and lower bounds on the finite blocklength performance of the Type Size code. Unlike for the two-stage codes in Thm. 5, we do not give the exact values of the performance metric, because, as discussed above, for the Type Size code its performance depends slightly on the interleaving orders. We wish to avoid characterizing the performance of the Type Size code in terms of these fundamentally arbitrary choices, so the bounds given below are essentially the tightest possible bounds that do not depend on them.
Before stating the theorem, we first make several definitions. First, for real numbers α, β, let
That is α β is the largest integer multiple of β less than or equal to α, and similarly for α β . Now for anyX ⊆ X and integer m, let τ (X , m) ∈ N and λ (X , m) ∈ [0, 1) be such that
Finally, define
Theorem 7: For any n-length Type Size code φ TS n , for any distribution P and any , 5 As usual, we useφ to denote the equivalent guessing function to φ.
orders sequences x n with X x n =X in increasing order of type class size, interleaving type classes of the same size. By (34), the sequences x n with ψ (X ) n (x n ) ≤ m consist of all type classes with size strictly smaller than τ (X , m), as well as a λ (X , m) fraction of those type classes with size exactly τ (X , m). Dropping the dependence of τ and λ onX and m for convenience, we note that the type classes of size τ consist of exactly
|T t |=τ
sequences, which are grouped into τ groups of |P n (X , τ )| sequences, each of which contains exactly one sequence from each type class in P n (X , τ ). Thus, for any integer k,
where we have used the fact that all sequences of the same type have the same probability. In particular, the probability in (40) does not depend on the interleaving order, because it divides the ordering exactly at the boundary of a group. Using (34) we have
Note that λ 1/τ τ and λ 1/τ τ are integers. Thus, using (41) and the definitions in (35)-(36),
Hence, applying (32) and using the fact that π(X ) ∈ {1, . . . , 2 |X | } gives
Using similar argument to find a lower bound gives
Therefore (37)- (38) follow from the definition of M(φ; , P). Remark 1: The exact difference between the upper and lower bounds in Thm. 7 is somewhat opaque, but we can bound this difference to see that it is indeed very small. One way to characterize + and − is to define
we have
Thus, the values of m achieving the minimums in (37) and (38) also differ by at most (n + 1) |X |−1 . Therefore, letting M + and M − be the upper and lower bounds on M(φ TS n ; , P),
While this is polynomial in n, note that it characterizes the gap between the bounds on the guessing number, rather than the log-guessing number or the code length. In particular,
where (60) holds for any δ > 0 and sufficiently large n by the standard asymptotic converse. Therefore, the bounds on the log-guessing number (or, equivalently, the code length) differ by an exponentially vanishing quantity.
The following theorem bounds the asymptotic performance achieved by the Type Size code.
Theorem 8: For any distribution P where V (P) > 0, the Type Size code satisfies
Remark 2: In Thms. 6 and 8, we have discarded distributions for which V (P) = 0. Such distributions are uniform on their support X P , and as such almost every code is equally good, because all sequences in X n P have the same probability. For the Type Size code, it is easy to see that, if
On the other hand, for the optimal non-universal code φ n (which codes all sequences in X n P in an arbitrary order), M(φ n ; , P)
Noting that H (P) = log |X P | we can easily derive the asymptotic expressions
Therefore the Type Size code is nearly optimal for such distributions, indeed with no O(log n) cost for universality.
VI. CONVERSE RESULTS
In this section, we develop tight outer bounds on the third order coding length of fixed-to-variable length coding schemes for both general codes and prefix codes. Intuitively, our converse bounds arise from the degree of uncertainty about the source distribution. What the bound reveals is that if the set of distributions that occur has dimension |X P |−1, then the required length for the universal code will be approximately
log n larger than in the non-universal setting. Consider a specific source distribution P 0 . In the nonprefix setting, what matters is uncertainty among P 0 and other distributions with the same support and approximately the same entropy. This is because the 'natural' length of codewords for typical sequences drawn from distribution P is about n H (P). Thus sequences with H (P) ≈ H (P 0 ) compete with each other for the same codewords. Distributions with substantially different entropy have little effect each other. The dimension of this set is |X P 0 | − 2. This dimension leads to a converse bound on the length of about
log n larger than in the non-universal setting (i.e., a third-order coefficient of
). This is precisely the third-order coding length achieved by the Type Size code, indicating that the Type Size code performs about as well as any universal scheme.
Our converse proof for general codes makes use of the bounds on the distribution of the empirical entropy derived in Lemma 2, as well as an application of Laplace's approximation, as described next in Sec. VI-A. In Sec. VI-B, we apply Laplace's approximation to bound the values of mixture distributions, which will be a key element in our converse proofs. Our converse for general fixed-to-variable codes is presented in Sec. VI-C, and for prefix codes in Sec. VI-D.
A. Laplace's Approximation
Laplace's approximation allows one to approximate an integral around the maximum of the integrand on both vector spaces and manifolds. The following theorem gives the result for integrals on R k . Subsequently, Corollary 10 extends the result to integrals on manifolds.
Theorem 9 ([22] , Chap. 9, Thm. 3): Let D ⊆ R k , and f and g be functions that are infinitely differentiable on D. Let
Assume that 1) The integral J (n) converges absolutely for all n ≥ n 0 .
2) There exists a point x in the interior of D such that for every > 0, ρ( ) > 0 where
3) The Hessian matrix
is positive definite. Then
Corollary 10: Let D be a k-dimensional differentiable manifold embedded in R m . Consider the same setup as Theorem 9. Let F ∈ R m×k be an orthonormal basis for the tangent space to D at x . Then
Since D is a differentiable manifold, there exists a neighborhood U ⊆ D of x on which h is a diffeomorphism.
Moreover, h (0) = F. By changing variables using h and applying Theorem 9, we find
where we have used the fact that F T F = I because the columns of F are orthornormal. It is easy to see that there exist constants K and δ > 0 such that
Combining (75) with (76) completes the proof.
B. Approximating Mixture Distributions
The following lemma on mixture distributions uses Corollary 10 and bounds the distribution of a uniform mixture of i.i.d. distributions.
Lemma 11: Let P 0 be a subset of the probability simplex on X that is a k-dimensional differentiable manifold, and let P(x n ) be a uniform mixture among n-length i.i.d. distributions with marginals in P 0 . That is
LetX = P∈P 0 X P . For any sequence x n , let p min (x n ) := min x∈X t x n (x). Assume that there is a unique
Then
Proof: See Appendix E. Remark 3: The crux of the statement of Lemma 11 is the exponent k/2. In applying this lemma, k = |X | − 2 is the dimension of uncertainty in the probability distributions, so this yields a bound on the third-order coding length k 2 log n larger than that of non-universal codes.
C. Converse Bound for General Fixed-to-Variable Codes
The following is a simple finite blocklength converse bound.
Theorem 12: Fix any set P 0 of distributions on X , and let P(x n ) be any mixture distribution of n-length i.i.d. distributions with marginals in P 0 . For any n-length code φ, if we set
, for any τ > 0, we obtain
Now we use Theorem 12 to derive the following converse bound on the third-order coding length. Define J ,n (P) :=
When the relevant values of and n are clear from context, we write simply J (P).
Theorem 13: FixX ⊆ X , > 0, and ∈ (0, log |X |). There exists a finite constant d such that, for any blocklength n and any n-length code φ n ,
log M(φ n ; , P)
The following corollary is straightforward. Corollary 14: For anyX ⊆ X , > 0, and any sequence of codes φ n ,
D. Converse for Fixed-to-Variable Prefix Codes
Theorem 15: For anyX ⊆ X , and > 0, and any sequence of n-length prefix codes φ n ,
VII. CONCLUDING REMARKS
We have derived achievability and converse bounds on the third-order coding lengths for universal prefix-free and prefix fixed-to-variable codes. This required the new Type Size code for prefix-free achievability, unlike traditional Two-Stage codes. The converse involved an approach based on mixture distributions, bounds on the empirical entropy, and Laplace's approximation. Future work includes studying sources with memory and lossy coding.
where (89) follows from the Berry-Esseen theorem and (90) follows from the assumption that V (P) ≥ β and because, for any H ≥ 0
To lower bound the CDF, we first observe that for any x, y ∈ [0, 1] where x > 0 and y ≥ x/2,
where a 0 := 2 log(e/2).
We have
We may bound the second term in (99) using Chebyshev's inequality, to find
Let U i be the |X |-length random vector where
where p is the vector of P(x) for each x ∈ X . Let Z ∼ N (0, V). Let λ min (V) and λ max (V) be the smallest and largest non-zero eigenvalues of V respectively. We bound each of these quantities by noting that r is an eigenvector of V with eigenvalue λ if
Thus
In particular we need
Certainly λ = 0 satisfies this condition. However, the quantity on the LHS of (104) is strictly increasing in λ for λ <
By the multidimensional Berry-Esseen theorem (in particular, Bentkus' version from [23] ), for any convex set
where the second inequality follows because |U i,x | ≤ 1, so U 2 ≤ |X |, and because λ min (V) ≥ β. We apply (106) with the convex set
Note that the first term in (99) can be written as P(t X n − P ∈ C). To complete the proof, it will be enough to show
for some constant B , after which we apply (99), (100), and (106). We have that
Note that − x Z x log P(x) is zero mean and has variance
Let W be an |X | − 1 dimensional Gaussian random vector with identity covariance. Note that V has rank |X | − 1. Thus, there exists a matrix A ∈ R |X |×|X |−1 where Z = AW and
Moreover,
where the last inequality follows because λ max (V) ≤ 1. Thus, from (111) we have
It remains to show that the second term in (123) is O(1/ √ n). Let p S be the distribution of a chi-squared distribution with |X | − 1 degrees of freedom. Thus W 2 ∼ p S . We may write the second term in (123) as
Conditioning on W 2 = s, W is uniformly distributed on the sphere of radius √ s. The conditional distribution of W 1 given W 2 = s is given by the density
We may upper bound this density by
Thus, we have
Thus (124) may be upper bounded by
where we have used the fact that the mean of a chi distribution with k degrees of freedom is √ 2
. Combining (99), (100), (106), (123), and (128) yields
APPENDIX B PROOF OF LEMMA 4
Define the event
By Chernoff bounds, P(E) ≤ |X P |e −n D , where
We may upper bound the CDF of log |T t X n | by
where (133) follows from Lemma 3, using the fact that if E c occurs, then X t = X P , (134) holds by the definition of E, (135) holds by Lemma 2, and (136) holds because the maximum derivative of Q is 1/ √ 2π. On the other hand, we may lower bound the CDF by
where (137) holds by Lemma 3, (139) holds by Lemma 2, and (140) holds again by upper bound on the derivative of Q. Combining (136) with (140) completes the proof.
APPENDIX C PROOF OF THEOREM 6
We first note that s = (|X P | − 1) log n + O (1) . Thus it remains to show that both k FV ( ) and k FF ( ) can be written
This follows for k FF ( ) directly from Lemma 4. Now consider k FV ( ), which we may write
Since g k takes values in [0, 1] and is monotonically increasing for y > log(2 k+1 − 1), the expectation in (142) can be written as
We can rewrite the integrand using Lemma 4 as
for all x, and Z ∼ N (0, 1) .
Now substituting (144) in (143) gives
Let n be the second term in (150). Letting ϕ be the standard Gaussian pdf, for any α
Applying this with α = (ln 2) √ nV gives
for any x, we may upper bound n by
Combining (154) with the fact that n ≥ 0 gives
Recall that k FV ( ) is the smallest value of k for which Eg k (Y ) ≤ . Define
where d is a constant to be determined. Since k ≤ log(2 k+1 − 1) ≤ k + 1, we may bound z k 1 ≥ Q −1 ( ), and so by (155)
We may also bound
Hence by (155)
where the last inequality holds for some constant d and sufficiently large n. Combining (159) and (163) we find, for sufficiently large n,
APPENDIX D PROOF OF THEOREM 8
Fix and P. We may upper bound + as defined in (35) by
Let μ n = P(X X n = X P ). Large deviation bounds can be used to derive that μ n vanishes exponentially fast in n. We have
Now applying (37) gives
Note that for any τ satisfying P(|T t X n | ≥ τ ) ≤ − μ n , it must be that τ ≥ τ (X P , m ). Moreover, by the fact that τ (X P , m ) must satisfy (34), we have
By Lemma 4 there exists a constant B such that
Hence, if we define τ such that 6 log τ
Let γ := log τ n . Also fix > 0, and, for integers i , define
where in (174) we have applied Lemma 3 in two different ways. We now bound the term |A i ∩ P n (X P )|. Define a 2-norm ball of radius 1/2n around a distribution P as B(P) = Q : P − Q 2 < 1 2n . Note that for any two different types t 1 , t 2 , t 1 − t 2 2 ≥ 1 n , so B(t 1 ) and B(t 2 ) are always disjoint. Since P(X P ) is an (|X P | − 1)-dimensional space, we define volumes on P(X P ) via the (|X P | − 1)-dimensional Lebesgue measure. For any type t ∈ P n (X P ), t (x) ≥ 1/n for all x ∈ X P , so
for a constant d that depends only on |X P |. We may bound the number of types in A i with X t = X P by
where (179) holds because the balls are disjoint. There exists a constant C so that for any distributions Q 1 and Q 2 ,
In particular, for any
For any λ ≥ 0 let
Let K be the constant so that for all a, b,
Note that K depends only on |X P |. For any real a,
where (186) 
The above holds for any > 0, so we may take = C n to write
where we have used the expression for τ (and equivalently γ ) from (171), as well as the fact
), since μ n is exponentially decreasing. Applying (194) to (166) completes the proof.
APPENDIX E PROOF OF LEMMA 11
Fix a sequence x n with type t. If t (x) > 0 for any x / ∈X , then certainlyP(x n ) = 0, so (79) holds. We henceforth assume that t (x) = 0 for all x / ∈X . We havē
If P is on the boundary of P 0 , extend P 0 so that it is remains a k-dimensional manifold but with P in its interior, where P is still the unique minimizer of D(t P) for P ∈ P 0 . Thus
Applying Corollary 10 to the integral in (196) with f (P) = (ln 2)D(t P) and g(P) = 1 gives
where F is an orthonormal basis for the tangent space to P 0 at P , and A is an |X | × |X | diagonal matrix with elements
We lower bound the singular values of F T AF as follows. Take any y with y = 1, and we have (letting z = Fy)
where in (202) we have used the fact that Fy = y = 1 by the orthonormality of the columns of F , and in (203) we have used that P (x) ≤ 1 and the definition of p min (x n ). Now we have that
Applying this to (197) and using the fact that D(t P ) ≥ 0 proves (79).
APPENDIX F PROOF OF THEOREM 13
Let P 1 be a constant distribution on an element ofX , and let P 2 be a uniform distribution onX . Note that J (P 1 ) = 0 and J (P 2 ) = log |X |. Moreover, since J is a continuous function of P, by the intermediate value theorem any continuous path of distributions between P 1 and P 2 passes through all values of J between 0 and log |X |. Hence, since 0 < < log |X |, the set {P : X P =X , J (P) = } is a |X | − 2-dimensional manifold. We further choose β > 0 small enough so that
It suffices to show that there exists finite d such that for any n,
Applying Theorem 12 gives that, ifP is a uniform mixture among n-length i.i.d. distributions with marginals in P 0 , then
Let P 0,δ := {t : min P∈P 0 D(t P) ≤ δ}. Because P 0 has limited curvature, for sufficiently small δ, if t (x n ) ∈ P 0,δ , then there is a unique P ∈ P 0,δ minimizing D(t x n ||P). Also for sufficiently small δ, if t (x n ) ∈ P 0,δ , then min x∈X t X n (x) ≥ β/2. Choose δ > 0 small enough to satisfy these two conditions. By Lemma 11, if t x n ∈ P 0,δ , then for sufficiently
Moreover, by Sanov's theorem, for sufficiently large n, for any P ∈ P 0
Thus, continuing from (209) and applying (210) gives
≥ inf
where in (216) we have applied Lemma 2. Setting τ = 1 2 log n and rearranging gives
where in (218) Q ( ) is the derivative of the Q function at , and the bound holds for sufficiently large n, in (219) we have upper bounded the varentropy as V (P) ≤ (log β) 2 , and in (220) d is a constant depending only onX , , and . The above holds only for sufficiently large n; call it n > n 0 for some n 0 . We can extend the result for all n by setting d = max{d , n 0 + |X |−3 2 log n 0 }. Using (220) and the fact that k ≥ 0 proves (207) for all n.
APPENDIX G PROOF OF THEOREM 15
We assume all distributions considered in this proof satisfy X P =X (i.e., P(x) = 0 for x / ∈X ). The theorem follows trivially if the sequence of prefix codes φ n is such that sup P [L(φ n ; , P) − n J (P)] = ω (log n) .
We therefore may assume there is a constant C so that for all n, , P L(φ n ; , P) ≤ n J (P) + C log n.
We define a sequence of non-prefix codes φ n as follows: For each n, list all n-length sequences by their length (φ n (x n )), and then map sequences to variable-length bit-strings in this order (breaking ties arbitrarily). Certainly L(φ n ; , P) ≥ L(φ n ; , P) for all P. For each ∈ (0, log |X |), let P be a distribution in arg max P:J ( P)= L(φ n ; , P).
By Theorem 13, L(φ n ; , P ) ≥ n + |X | − 3 2 log n − d .
Recall that d may depend onX , , and , but not n or φ n , and that d is finite for all ∈ (0, log |X |).
Let k 0 , k 1 , . . . , k I be an increasing sequence of integers k for which k = L(φ n ; , P ) for some . Define the following for i = 1, . . . , I :
r i := log |{x n : (φ n (x n )) ≤ k i }|.
By the prefix code constraint, there are no more than 2 k i sequences with codeword length at most k i . Thus r i ≤ k i . Let i ( ) be the integer such that L(φ n ; , P ) = k i( ) . By the definition of φ n , for any , L(φ n ; , P ) ≤ r i( ) . Thus we have L(φ n ; , P ) ≤ r i( ) ≤ L(φ n ; , P ). 
Now, by Kraft's inequality
Note that this is in fact a slight relaxation of Kraft's inequality, since in (225) (φ n (x n )) may be strictly smaller than k i .
Recalling that L(φ n ; , P ) ≤ r i( ) and L(φ n ; , P ) = k i( ) , we may lower bound the difference between these two lengths by L(φ n ; , P ) − L(φ n ; , P ) ≥ − log 2 
where the second inequality is derived from Kraft's inequality in (236). Let g i (α) = j ≤i 2 k j −k i α j . We claim that there exists an optimal point for the linear program such that the constraint g i (α) ≥ t holds with equality for all i . Suppose not: that g i (α) > t for some i . Then we may form a different feasible point with the same value of t as follows. Let i 1 be the smallest i such that g i (α) > t. Let > 0 be such that g i 1 (α) = t + . Note that for all i > 0
For convenience, we adopt the convention that k −1 = −∞ and g −1 (α) = t. With this convention (242) holds even for i = 0. Moreover, since by assumption g i 1 −1 (α) = t, we have that 
Hence for i > i 1 we have g i (α ) ≥ g i (α) ≥ t. Thus α is a feasible point, with an additional equality g i 1 (α ) = t that did not hold for α. Repeating this procedure yields a feasible point for the same t where g i (α) = t for all i . Therefore,
