This paper addresses both validity and efficiency issues with regard to the use of matching and random sampling as alternative methods of subject selection in follow-up and case-control studies.
Introduction
In the field of epidemiology, there is probably no more misunderstood and hence misused technique than that of matching.
This term itself is quite descriptive, since it refers to a method of subject selection which "matches" individuals in a comparison group (e.g., unexposed persons in a follow-up study or controls in a case-control study) with those in an index series (e.g., the exposed group in a follow-up study or the case group in a casecontrol study). The goal of such matching is to make the comparison group similar to the index group with respect to the distributions of one or more variables which, although not of primary concern, need to be controlled or adjusted for when describing an exposuredisease relationship of interest. Such extraneous factors are often referred to as potential confounding factors) since their presence, if ignored, may result in a distorted (or confounded) impression of the true exposure-disease relationship.
Many distinguished authors have discussed in one way or another the notions of confounding and matching (see, for example, Fisher and Patil [1974] , McKinlay [1977] , Miettinen [1970] , and Seigel and Greenhouse [1973] to name just a few). In spite of these discussions, there still appears to be confusion concerning exactly what purpose matching serves with regard to the control of confounding and under what circumstances, if any, is matching like~y to be a worthwhile enterprise.
It is the goal of this paper to address these two important issues in a quantitative way and to make some definitive recommen-dations concerning the use of matching in fOllow-up and case~control studies as it pertains to issues of validity (lack of bias) and efficiency (i.e., precision and power). It will be seen that our discussions and subsequent conclusions and recommendations will very much depend on the type of epidemiologic study design being considered.
In this regard, we will focus on the follow-u; and case-control study designs, the two designs which most commonly involve the use of matched samples.
In the discussions to follow, we will utilize a probabilisticbased popUlation model (to be described in the next section), and we will reach conclusions regarding the relative merits of random and matched samples by an examination of "expected" cell counts based on the given model. We will restrict our attention to the special case involving a dichotomous disease variable (with levels D for present and 0 for absent), a dichotomous exposure variable (with levels E and E for present or absent, respectively), and a single dichotomous extraneous factor F (with F l and F O denoting its two levels). This is the simplest situation that can be considered and is the one that has been almost exclusively examined by other investigators. Even so, its treatment has previously led to imprecise and Sometimes even incorrect conclusions; we hope to remedy this situation here. Extensions of these concepts to the more general and realistic situation involving several mutually correlated extraneous factors is currently underway.
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Probabilistic Model
In this section 1 the probabilistic framework is developed for the population model we will consider. The parameters to be utilized in subsequent discussions are best appreciated if introduced separately for the follow-up and case-control study situations.
2a. Follow-up study
In a follow-up studY1 subjects. are selected from each of the The association between any two variab1es 1 either conqitiona1 on or averaged over the levels of a third, can be expressed in terms of the parameters just defined.
For a follow-up study, the parameters used to measure the exposure~disease relationship are typically the risk ratio (RR) and the risk difference (RD). In particular. for the i-th stratum of the factor F, Without going into further detail, some other odds ratios of future interest in the follow-up study situation are:
- 
2b. Case-control study
In a case-control study, subjects are selected separately from the case and control groups. The following probabilities are relevant in this framework. For i =0 and 1, define:
and
For a case-control study, the parameter used to quantify the strength of the exposure-disease relationship is the odds ratio.
Here, the stratum-specific odds ratios OR I and ORO defined earlier take the form and the corresponding crude odds ratio is cOR = Pr(E ID) 
We have now described the probabilistic structure of our population. In our subsequent discussions on matching, we will be looking at "expected" cell frequencies based on selecting random and matched samples from this population, and such expected frequencies will clearly depend on the study design used.
However, before we can examine matching in any detail, we need to discuss the phenomenon known as oonfounding. Such discussion is necessary in order for us to see what connection, if any, matching has with regard to issues of validity. We will consider the followup and case-control study design situations separately.
s'RR = -7-3. Confounding 3a. Follow-up study One recommended method for establishing the presence or absence of confounding in a set of data (e.g' l see Miettinen [1974] and Rothman [1975] ) is to compare the crude effect measure with a "standardized" effect measure; there is said to be confounding or no confounding in the data depending on whether or not the crude and standardized measures differ in value. For follow-up studies, the standardized measure is a weighted sum of the stratum-specific risk ratios or risk differences, with the weights typically being chosen to reflect the distribution of the extraneous factor over the strata among either the unexposed or the exposed subjects. In terms of the risk ratio, the former choice of weights leads to Miettinen's "externally" standardized risk ratio [1972, 1979] B 1 8 0l (~)+ B 0 8 00 (~) (For notational simplicity, we will avoid putting "hats" on parameters to denote sample estimates, although we wish to emphasize that confounding is generally considered to be a property of the sample.)
It is now easy to specify the necessary and sufficient conditions for which cRR = s'RR and for which cRR = sRR. In particular, the general, an assumption of uniformity of the risk difference implies non-uniformity with respect to risk ratio, and vice versa. This point has been stressed by Miettinen [1974] , Mantel, Brown and Byar [1977] , and Kupper and Hogan [1978] , and bears repeating. (1-°0)°0
(1-°1) under the uniformity assumption, it is clear that the above necessary and sufficient conditions can be expressed in a number of equivalent ways. Now, from Section 2, we know that the condition°1
(1-°0) Thus, as with risk ratio, the no confounding conditions vary with the choice of standardized measure used.
This now completes our discussion on confounding. A summary of the conditions for no confounding by study design type and by choice of standardized effect measure is presented in Table 1 . 
In the absence of interaction for case-control data, and
In conclusion, we reiterate that, practically speaking, confounding is an issue only when it manifests as an attribute of the sample, and that a sample of individuals may exhibit confounding with respect to one or more factors even when there is no "confounding" in the population. Such an undesirable occurrence is simply a manifes-tat ion of the method by which the individuals to be studies are selacted from that population; e.g., matching and even the vagaries of random sampling can introduce confounding into a sample.
One final comment is in order regarding the question of how
to decide on what set of extraneous factors to consider as potential confounders in a study. It is our belief that "this set should be restricted to include only those extraneous factors considered by tt~investigator to be risk factors (i.e., disease determinants), Tnis list should be decided on at the design stage of the study, and the uecision should be based on previous empirical evidence aud on theoretical knowledge concerning the disease process under investigation .. Allowing only risk factors to be potential confounders follows logically from the desired study objective, namely, to assess the effect of the exposure variable on the disease process after controlling for the effects of established disease determinants, Note that a risk factor F would necessarily be associated with a non-null value for
In our'forthcoming discussions on matching, we will utilize the quantification of confounding given in this section. ThlS~;, because we will be comparing matching to random sampling as a method for selecting subjects from our population, and such a comparison will be based on examining sample properties determined using expected cell frequencies. We will again treat follow-up and casecontrol studies separately. Section 4 will discuss matching with regard to issues of validity, while Section 5 will deal with questions of efficiency. Because these frequencies are those expected from random sampling, it should be clear that the properties of these "typical" data would exactly duplicate those of our hypothetical population, Our reasons for including these rather obvious random sampling results are, firstly, to highlight the contrast with the structure of the corresponding tables based on selecting matched samples, and, secondly, to help in our discussions on efficiency to be presented in Section 5.
To examine the consequences of choosing a matched sample of unexposed subjects, suppose we select, as before, a random sample of N I exposed subjects, but now choose the group of NO unexposed individuals in such a way that the distribution of the factor F is the same in the sample of NO unexposed persons as it is in the sample of N I exposed people. Under this sampling scheme, we would obtain the following tables of expected cell counts:
Strictly speaking, the matching scheme described here is that of category or frequency matching, However, the same expected cell counts would have been obtained by first matching on an individual basis (i.e., pair matching) and then ignoring the individual matches within each of the two strata of the factor F (see the Appendix).
Most other authors (e.g.,~tiettinen [1970] , Seigel and Greenhouse [1973], and McKinlay [1977] ) have chosen to retain the matched pairs in exactly the setting we have described. Although we could have easily done the same, we feel that a matched pairs analysis is inappropriate here because of the inherent nonuniqueness of the pairs formed within each level of the extraneous factor; e.g., within each of the two strata of F, any member of the unexposed group can be paired up with any member of the exposed group without altering the basic within-stratum structure. Such "random" pairing is clearly artificial, and leads (within the framework 2 we are considering) to a smaller X statistic value (based on McNemar's test) than the appropriate one involving just two strata.
-15-An inspection of the previous tables of expected cell frequencies based on the category matching of unexposed to exposed subjects reveals the following. First of all, the "expected" value of the risk ratio based on the "expected" cell counts for the overall (pooled) Miettinen's internally standardized risk ratio sRR. The conclusion to be made here is that the act of category matching itself leads to a valid estimate of the population SMR, without the necessity of performing a stratified analysis. So, the fact that a matched sample has been selected can be ignored at the analysis stage without introducing a bias in the estimation of the SMR. Again, we hasten to reiterate our concern as to the relevance of such a summary index when the stratum-specific risk ratios vary considerably in value.
In this regard, note that the two sub-tables do provide the correct stratum-specific risk ratios, namely 0. Note that the matching process itself has insured that there will be no confounding in these data due to the factor F, thus obviating the need for a stratified analysis on validity grounds (but . not necessar11y with regard to efficiency). This is because the unexposed subjects have been selected specifically so that there will be no exposure-factor F association in the data; L e., the odds ratio is 1 for the And, as we know from Section 3a, this is a sufficient condition for no confounding in a follow-up study. Clearly, this matching process eliminates any chance to examine the true exposure-factor F association in the population. In fact, in the population (OR)ef may be much different from 1 in value and sRR may not equal cRR, even though there is no evidence of confounding in the sample. For random sampling, on the other hand, "confounding" in the population would generally be reflected as confounding in the observed data, thus necessitating a stratified analysis.
To summarize, regardless of whether or not we category match in a follow-up study, we can corne up with a valid estimate of the population standardized risk ratio. If we match, we are not required to perform a stratified analysis on validity grounds; if we do not match, we may have to conduct a stratified analysis to control for confounding. Thus, since a valid estimate of effect can be obtained in either situation, the decision to match or not must necessarily be based solely on efficiency considerations (e.g., issues regarding precision in estimation of effect and/or power in hypothesis testing).
We will now move on to a discussion of the validity issue with regard to category matching in case-control studies. In this setting as well, although we can no longer ignore at the analysis stage the fact that a matched sample has been selected l we will find that the decision to match or not must be based solely on efficiency considerations.
4b. Case-control study Suppose we select random samples of N l cases and NO controls from our population. Then 1 we would obtain the following tables·of "expected" cell frequencies:
As we know l these expected frequencies based on the random sampling of cases and controls provide an exact description of relevant population associations. We will refer again to these tables in Section 5.
To examine the effects of category matching l suppose we select a random sample of N l cases, and then choose the NO controls in such a way that the distribution of the factor F is the same in the sample of controls as it is in the sample of cases. Under this sampling scheme, we would obtain the following tables of expected cell counts:
An examination of these tables indicates that the effect of category matching in a case-control study is decidedly different from that in a follow-up study. In particular, the "crude" odds ratio obtained from the combined table (i.e., by ignoring the matching) is this quantity, like cOR, is not a valid estimator of the cornmon stratum-specific odds ratio when there is confounding. Thus, it is apparent that one cannot ignore at the analysis stage the fact that a matched sample has been chosen in a case-control study, and still be assured (as in follow-up study) that a valid estimate of the effect measure of interest will be obtained due solely to the matching process itself.
In fact, it can be shown that category matching in a casecontrol study accomplishes nothing more than random sampling with regard to the control of confounding, and, in certain circumstances, could even introduce confounding into the observed data when random sampling would not. To see all this, one need only compare the odds ratios (OR)dfle and (OR) efleI -19-for the tables of expected cell counts based on matching to those based on random sampling. Thus, category matching in a case-control study has nothing to recommend it over random sampling on validity grounds, since, under either sampling scheme, a stratified analysis would be required to control for any confounding present in the data. Clearly, then, any decision to match in a case-control study must be based solely on efficiency considerations; such considerations will be pursued in Section 5.
Matching: Efficiency Considerations
Based on our earlier findings, it is clear that any recommendations regarding whether or not to match either in a followup study or in a case-control study will necessarily hinge on considerations of efficiency. Since a properly analyzed random sample preserves validity as well as a correctly handled category matched sample, while also providing a better representation of the population under study, the extra effort required in choosing a matched referent group is worthwhile only if there is expected to be a reasonable gain in statistical efficiency over random sampling.
Such a gain in efficiency will be reflected, for example, in terms of Before proceeding, however, we wish to point out that previous work concerning the efficiency of matched samples for the case of dichotomous factors (e.g., Worcester [1964] , Billewicz [1965] , Miettinen [1968 Miettinen [ , 1969 Miettinen [ , 1970 Sa. Follow-up study
We will first dispense with the "no confounding" situation.
In particular, if either (OR)ef =1 (Le., 8 11 =8 01 ) or if (OR)dfle =1 (i.e., Sl =SO)' then matching is a futile exercise because the appropriate unstratified analysis results will be the same for matching . and random sampling; this follows directly from an inspection of the tables at the beginning of Section 4a.
To make efficiency comparisons when confounding is pres~nt, we need to return to the stratified analysis framework introduced earlier.
In particular, the large-sample Taylor series approximation to 
N~i
The "expected" sample sizes involved in expressions (1) anCl. (2) will vary depending on whether a random or a matched sample is chosen.
In fact, and are the only quantities in expressions (1) and (2) which depend on the sampling scheme; so, any gain in efficiency due to matching in a follow-up study can be attributed directly to e1e fact that the category matching process itself has introduced some stratum~specific symmetry with regard to subject allocation. Thus, based just on the above findings, we would be inclined to recommend matching over random sampling as a method of subject selection in foUow""up studies when confounding is present and when RR is the effect measure because: i) the region for which matching is better is larger than the region for which it is worse;
ii) the closer the risk ratio is to 1, the more likely it is that matching will be advantageous; and, this is. the very situation in which the variance of the effect estimator needs to be as small as possible to detect only a moderately large risk ratio (say, between As far as the risk difference is concerned, the region for which a; >O~has a shape similar to that for the RR (see Figure 1) , although it can appear below the diagonal. Further theoretical results, however, were much less useful than those for the risk ratio.
Although the above findings concerning the magnitude and sign 2 2
(OM -OR) suggest that matching will often lead to some gain in efficiency in follow-up studies when there is confounding, they do not address the practical issue of whether or not the expected gain is large enough to make any difference in real-life situations. In order to find out, we compared numerically the "expected" 95% confidence -27-Thus, for a'given set of parameter values for which RR >1 (or RD >0), a large value for n OO suggests that neither interval is very sensitive at detecting a true non-null effect, while a large value for nIl suggests that both intervals are sensitive in this regard.
Furthermore, if n Ol >n lO ' this is evidence that matching is preferable to random sampling, whereas random sampling gets the nod if n lO >n Ol '
We considered the following parameter values: , 250, 506; NO/N l =1, 2, 3; RR =1.5, 2.5, 4.0.
The choices for RD were determined as the values of (a O -SO),
where a O =SO(RR); thus, the a l values must necessarily be different for the RR and RD cases in order for the uniformity assumption to hold.
Since there are a large number of parameter value combinations under consideration, we have only presented in Tables 2 and 3 illustrative subsets of the outcomes for RR and RD, respectively.
However, based on all our numerical findings, the following general statements can be made.
For RR, we can distinguish the following two extreme cases: i) N l and NO are small, the a's and S's are small (so that the ratios (1 -a)/a and (1 -8)/13, which appear in the expression for the variance of the estimator of lnRR,are large), and the true RR value is not much greater than 1. In this situation, n OO is very large) nIl is-zero, and n Ol and n lO are either zero or very small in value. This suggests that neither matching nor random sampling provides a "sensitive enough!! interval. and RR is fairly large (say, RR~2.S). Then, nIl is very large, n OO is zero, and n Ol and n lO are either zero or very small in value. This suggests that either method of subject selection will provide a "sensitive enough" interval.
For situations between these two extremes, the n OO and nIl values are typically smaller in value (so that n Ol and/or n lO are necessarily larger), and n Ol is always greater than n lO (see Table 2 for a typical set of results). These findings suggest that matching is worthwhile in such fairly common circumstances.
For RD, a completely analogous pattern emerges, except that the variance of the estimator of RD increases or decreases with the sizes of the products a(l -a) and B(l -B); e.g., see Table 3 .
Also, in each case considered for RR and RD, the confidence interval width based on matching is shorter, on the average, than t}~c corresponding width for random sampling.
Given the limitations to generality imposed by the special framework in which we are working (and ignoring cost considerations), then, based on all our findings, we reaommendmatching as a method of subject selection in foUow-up studies. One can expect a meaningful gain in efficiency when matching on a confounder, and can anticipate no loss in efficiency when matching on a nonconfounder.
Sb. Case-control study
We will address the "no confounding" situation first. If 01 =°0,. or equivalently (OR)efld=l, then, from an inspection of the tables at the beginning of Section 4b, it follows that the "expected" unstratified data layouts for matching and for random sampling will be identical. Hence, matching is unnecessary, since random sampling provides comparable efficiency. The futility of matching in this situation is clear: the equality (OR)efld = (OR)efld =1 means that matching on F will have absolutely no effect on the distribution of the exposure variable in the D and D groups.
In contrast, if (OR) ef I'd~1 but (OR) df Ie =1 (which also implies "no confounding"), then a stratified analysis is required for matched data but not for randomly selected data (again, see the . tables at the beginning of Section 4b). This is because the unstratified data layout based on matching provides the crude effect measure cOR (defined in Section 4b), which will not equal the m uniform odds ratio value (OR, say) unless 01 =00. The need to consider these two case-control study "no confounding'! conditions separately with regard to efficiency is an added complexity which does not arise in the follow-up study situation.
To compare equitably the efficiency of matching to randOli1 sampling when (OR) d.f 1e = 1 but we will contrast (using the computer-based approach employed in the follow-up study situation) the "expected" 95% confidence interval based on stratification after matching to the "expected" 95% confidence interval based on the has a more complex structure for a than the latter, and so we will defer the discussion of our numerical comparison until we have described the forms of confidence intervals for OR based on stratificatioa after matching and after random sampling.
In particular, the large~sample Taylor 
where Ni i and N;i are the "expected" numbers of cases and controls appearing in the i-th stratum, i =0, 1. Then, based on (5) The confidence interval evaluation in the "no confounding" situation when but compares interval (4) to that same form of interval with oM replacing 0; the confidence interval study in the "confounding" situation when both (OR) df Ie 11 an~0
1 100 compares (4) using OM for (J to (4) using OR for 0. In summar~matching on a particular type of non-confounder can sometimes lead to a loss in efficiency, although such a loss will only be of practical importance when considering an unusually common exposure. Furthermore, since (OR)df Ie = 1 is the no confounding condition under consideration, and this is characteristic of a non-risk factor , the policy of considering only disease determinants in a study would help to avoid such over-matching.
In the confounding situation, interpretations of the results , are also complicated by the fact that they depend on the sizes of 00 and OR.
First, suppose that 00 =0.10. Then, we can identify the following two extreme situations: i) If the sample sizes and OR are small, then n OO is quite large and nIl is zero, which means that neither sampling method can be expected to detect an OR just slightly greater than 1.
ii) If the sample sizes and OR are large, then n OO is zero and is quite large, which means that both methods for choosing controls are sensitive at detecting an OR appreciably greater than 1.
In situations intermediate between these two extremes, n Ol may be fairly large but n lO is always zero (e.g., see Table 5 ).
And, in every case examined for 00 =0.10, .the confidence interval based on matching was shorter than that based on random sampling.
These findings tend to favor matching over random sampling.
Let us now consider the case when 00= 0.30. If OR is small (about 1.5 or so), then neither interval detects such a nonnull value even with fairly large samples. If OR is moderate in size (say, about 2.5), then neither interval is good for small samples, but both are good for intermediate to large samples.
However, in the situation when both 00 and OR are large, random.
sampling often provides shorter confidence intervals for OR, the advantage becoming more pronounced with very high exposure rates (e.g., on the order of 60 to 70% or more).
In summary, we would say that matching in case-control studies can provide an important gain in efficiency in the presence of confounding when the exposure is not overly conunon and when OR is not extremely large; however, the gain will not be to the degree expected in follow-up studies. When the exposure is quite common and OR is large, then random sampling can yield a shorter confidence interval. Sc. Summary of efficiency studies Table 6 provides a summary of the various analysis comparisons made between matching and random sampling as a function
. of the type of study design and the nature of the confounding. in the fOllow-up study situation, this estimator loses meaning when the stratum-specific odds ratios differ considerably in value. In any case, stratification with respect to the factor F will provide the correct stratum-specific values OR I and ORO' Behavior of the sign of 
