This paper presents a novel adaptive vector quantisation scheme based on the SOFM neural network. All adaptatio'n is performed directly from the quantised image with no explicit adaptation information transimitted or stored. Thus the network learns an input distribution it has never actually seen. Training sets are generated from the received image by scaling the image t o approximate the statistics of the original image and selecting blocks in such a way as to capture edges and other image features. This data is fed t o a SOFM neural network t o update the codebook. A new method is also presented for ensuring that all neurons are well used, by estimating directly from the quantised image how much distortion each neuron introduces. The ability of thiis scheme to adapt successfully is verified by simulation.
Introduction
When transmitting images over a telecommunications channel, it is important that the bandwidth required be minimised by using some form of compression, such as vector quantisation (VQ) [SI. A vector quantiser stores a table (codebook) of "typical" image blocks (codevectors). It codes an image by dividing it into blocks, and representing each block by the index (codeword) of the most similar block in the table. Since the codebook must match the source, a given static vector quantiser can only be optimal for a limited class of sources. Much better results can be obtained using an atlaptive vector quantiser which learns l,he statistics of the source. Neural networks are well known for their ability to learn from their environment, which makes them well suited t o adaptive VQ tasks. KOhonen's self-organising feature map (SOFM) [lo] has often been used t o design image vector quantiser codebooks [3, 5, 13, 17, 18] , but interest has been concentrated on designing a static codebook. Little work has been done [11, 14, 15] exploiting the network's ability to adapt as coding progresses.
Nearly all existing adaptive VQ schemes explicitly transmit adaptation information over a "side channel", which is a stream of data other than the codewords, usually multiplexed over the same physical channel (Figure l(a) ). In [9, 11, 15] this takes the form of transmitting a list of codewords (neuron numbers) which the transmitter decides are no longer useful, along with either replacement vectors [9,11] or information t o allow the receiver to perform an update [15] . New codebooks quantised with a very large super codebook are transmitted in [6] and [16] . A different approach is taken in [4] , where new vectors are introduced whenever they are needed and transmitted in an efficient approximate form, and displace an existing vector. This paper presents a novel SOFM based adaptive image sequence vector quantiser which uses no side channel (Figure l(b) ). After each frame is quantised and transmitted, one SOFM learning pass is performed at the transmitter, and an identical update is performed at the receiver. Because of the need for the receiver t o be able to follow the changes made to the transmitter, all training at both ends must be performed on the quantised form of the image. This paper is concerned with techniques for overcoming this restriction. It proposes new methods for generating training data and for overcoming neuron underutilisation. Section 2 of this paper describes the adaptation algorithm with particular reference t o the generation of the training set. One of the key techniques proposed is the scaling of the variance of the training set to allow the dynamic range of the quantiser to be extended if necessary. Section 3 describes a scheme to estimate the relative distortion produced by different neurons, without having the original image to use for comparison, and discusses its use for avoiding underuse of neurons. The stability of the network and the affect of scaling are discussed in section 4 and simulation results are presented in section 5. T h e scaling in step 2 has two functions. Firstly, the variance of an optimally quantised signal is less than that of the original signal by the variance of the quantisation error. Thus the quantised data must have its variance artificially increased, which can be achieved by the scaling.
A more vital reason for scaling is that SOFM training cannot produce weight vectors outside the convex hull of its training data. Thus if the dynamic range of the image is greater than that of Since the network learns from a scaled image, it will learn a scaled version of the source PDF.
Thus the scale factor should be as close to unity as possible, given that it must overcome the reduction in variance and allow a sufficiently rapid increase in dynamic range. Fortunately, high rate quantisers with low quantisation error only need small values of U . In this study, a fixed v was chosen empirically. An adaptive scheme which selects v based on the usage of different neurons would also be possible, but is beyond the scope of this paper.
Step 3 is crucial to this algorithm. Typically a VQ training sequence comes from blocks which tessellate the training image in the same way as those selected for coding. If that is done in an adaptive scheme, then the training data will be vectors which the network can already represent. If instead data are taken from random positions as in step 3 above, then the codebook will form a better model of the source. (Clearly the pseudo-random sequence used must be the same at the encoder and decoder.) For example (see Figure a) , if uniform vectors are used to depict a diagonal edge, the result will be a staircase. If the network is then trained on misaligned blocks, the new vectors will themselves be staircased, so the next time a similar edge is represented, it will consist of much finer steps. Smooth variations of intensity will be learned similarly.
Step 4 is simply the batch form of the SOFM learning rule [lo] . For the decoder to track the changes at the encoder, identical arithmetic must be used. For this reason, and for speed, fixed point arithmetic is preferable to floating point.
neuron yields approximately equal1 distortion [7] . Since the receiver cannot determine the true distortion due t o each neuron, an estimate must be used. This section introduces a new distortion estimator, d~, and compares it with some alternatives.
Assuming the distortion of each neuron is known, underused neurons can be modified explicitly t o relieve overused ones [19] . Here, a neuron is deemed underused if its distortion, as a fraction of the mean distortion, is below an adaptively chosen threshold. The weights of these neurons were reassigned to be slightly offset from those of the neurons with the highest distortion, such that a neuron whose distortion is n times the mean is allocated n underused neurons. Several estimates of the per-neuron distortion may be used, giving the following schemes.
Scheme A uses the above reassignment algorithm with a novel distortion measure, d~( i ) , defined below. Because an image is highly correlated, the difference between edge piixels in adjacent blocks should be small. If the blochs are quantised coarsely, introducing large distortion, then the edge mismatch (blocking effect) will be much higher than in the original. Let d~( i ) be the sum of the mean square edge mismatch each time neuron i is used.
is a good measure of the distortion introduced by neuron i . It also penalises two visually annoying artifacts of low bit-rate coding: blocking and false intensity contours. Scheme C does not reassign underused neurons, but simply causes each underused neuron to migrate towards the mean pixel intensity. If the distribution is sufficiently convex this will eventually lead to all neurons being used.
Stability of the Adaptation Scheme
Because the codebook is trained on its own output, this scheme is a feedback system, and hence its stability must be investigated. In particular, the scaling of the image corresponds to positive feedback, so unless some form of damping is introduced, it will cause instability. This system will be in equilibrium if and only if the expected weights after an update are equal to those before, E[wY+'] =: E[wr]. Here, only a simplified model of the network will be considered. This model consists of a scalar quantiser with levels wi, with training data being randomly In the four neuron case, the thresholds do depend on the weights, which means analysis becomes more difficult, but also that a workable system can result. Numerical solution of the equations E[wY+'] = w l shows that a range of v values yield stable quantisers. Figure 3 shows the stable quantisers under the assumption that input is uniformly distributed on the interval 2-0.5,0.5]. In this case the optimal quantiser has levels f 1 / 8 , f3/8, which is approximately achieved for v = 1.12. This shows that the scheme can produce almost optimal results for a suitable v value, and that for a range of 21 values around this optimum, the network will converge, but to a suboptimal quantiser. The reason for this is that the thresholds increase in magnitude as the weights do, and so more of the image is coded by the neurons with smaller weights. Thus more of the image blocks surrounding those coded by neurons with large weights are coded by neurons with small weights. This causes the large weights to be reduced. This effect can be expected to increase as the number of neurons increases, so in the high rate possibly suboptimal, solution.
limit, almost any value of will give a stable, but
Analytic bounds on the range of v values which yield stable quantisers for arbitrary symmetric distributions can be found for "small U " ; that is, when vw3 < (wg + w4)/2 so that, for each i , a training vector composed of vectors from a level i will affect wi in the next stage. In this case, any v E ((3 + 2 4 ) / 6 , 6 / 5 ) E (1.077,1.2) will result in a stable quantiser for any symmetric input distribution. Comparison with Figure 3 shows that in the special case of a uniform distribution a slightly larger range of v values is permissible, but that the bound is not excessively loose.
As mentioned in section 2, this algorithm learns a scaled version of the source PDF, which incurs a performance penalty. An estimate of this penalty may be obtained using results for scale mismatch in quantisers designed for a generalised exponential distribution [20] . In the case of a Gaussian distribution with the mean square error criterion, the degradation is proportional
where f ( t , a ) = t ( l -t / a ) " is the degradation factor [20] , t = k / ( k + 2 ) and a = k / 2 , where k is the vector dimension. Writing w = 1 + 6 gives so if E M 0.1 then for IC = 1, the worst, case, p x 0.04, which is a 0.27 dB degradation in performance.
. Simulation Results
To demonstrate the effectiveness of the above adaptation algorithm, a 256 neuron quantiser was trained on two repetitions of the first 25 frames of the Miss America sequence. The vectors consisted of 4 x 4 blocks, giving a rate of 0.5 bits per pixel.
N o attempt has been made to use interframe coding; rather the aim has been to demonstrate the ability to train a VQ without side information. Hence this scheme as described is more suited to adapting a VQ to an ensemble of images, rather than transmitting a video sequence. However, interframe coding can easily be incorporated eitflier by vector quantising the motion compensated frame difference or by simultaneously quaritising multiple frames [ 121.
In a practical system, the init-ial codebook must be a good general purpose codebook. However to demonstrate the ability of this algorithm to adapt to the image sequence, it has been run on two artificial initial codebooks, the first consisting of blocks of independent random data, and the second consisting of uniform blocks of uniformly distributed intensity. These results are presented in Figure 4 which shows the peak signal to noise ratio (PSNR) of successive frames. This clearly shows the network's ability to adapt to the image sequence despite never having seen the original. The scaling factor used was v = 1.1. It is interesting to note the effect of the different schemes to combat underuse. Scheme A, based on measure d E , consistently outperforms the other schemes, but the order of the others varies greatly. Scheme C performs poorly initially with the random initial codebook, since it cannot make large changes to very bad weights, but eventually clearly outperforms scheme B using do, which aims to maximise the entropy of the output data [1] . However with the uniform initial codebook, scheme B using dz reallocates too many neurons and performs the worst by a significant margin, while do gives reasonable results.
To test the ability of this algorithm to recover from scene changes, it was tested on an artificial sequence consisting of alternating runs of 10 frames of "lena" and 10 frames of "peppers", which have substantially different statistics. Figure 5 shows how the network quickly adapts to each new scene. The sharp dips at 10 and 30 correspond to scene changes from "lena" to "peppers". The PSNR for "peppers" is consistently worse than that for "lena" since it contains more detail, but it is clear that the network adapts t o give good results in each case.
To see the importance of the scaling factor, IJ, 30 cycles of the first 25 frames of the Miss America sequence were coded using v = 1, 1.05,1.1,1.2 by both a 64 neuron and a 256 neuron network. The total PSNR for each cycle is shown in Figure 6 .
It is clear that either too high or too low a value
gives results inferior t o those with an appropriate scaling. It is also clear that the optimal scaling is lower for the higher resolution case as mentioned in section 2. If the scaling is too low, the initial results are good since the training set is very representative of the source, but the dynamic range gradually drops, because of the nature of the SOFM, causing the PSNR t o drop. The sensitivity to w is greater than indicated by (1). This may be because the source model used in deriving (1) is inaccurate, but is more probably due to distortions in the empirical PDF other than scaling.
Discussion and Conc1usi.on.s
This paper has presented a new neural network technique for adapting a vector cquantiser using codebook adaptation based entireky on the reconstructed image. This obviates the need for a side channel in transmission over telecommunications networks. Simulation shows that this is a feasible if not optimal approach to the problem of codebook adaptation.
Some issues for further research include the choice of step length for training [2] , and the effect of transmission noise. No use has been made of the neighbourhood updates of Kohonen' (using side channels) which are asymptotically optimal. It would be useful to investigate whether the method proposed here is also asymptotically optimal without a side channel.
