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Introduction
Cette the`se se compose de cinq chapitres dont le premier est totalement inde´pendant
des quatre autres. De´taillons le contenu principal et le contexte dans lequel se trouvent ces
chapitres.
Le premier chapitre est consacre´ a` des proble`mes d’approximation. Comme chacun sait,
dans un cadre hilbertien, si C est un convexe ferme´ non vide, la distance de tout point x de
l’espace a` l’ensemble C est atteinte en un unique point. Inversement, nous e´tudierons dans
ce chapitre l’existence de points les plus e´loigne´s par rapport a` un certain sous ensemble C
borne´, et en fait nous serons inte´resse´s par des re´sultats de perturbation. On obtiendra le
re´sultat suivant :
The´ore`me A. Soit X est un espace de Banach re´el, C ⊂ X un compact faible et r l’appli-
cation de´finie par
r(x) = sup{‖x− z‖ − f(z), z ∈ C}
ou` f : X → R est une perturbation minore´e et semi-continue infe´rieurement pour la topologie
faible, alors l’ensemble
D(C, f) = {x ∈ X;∃z ∈ C, r(x) = ‖x− z‖ − f(z)}
est re´siduel dans X.
Dans le cas ou` f = 0, ce re´sultat est du a` Lau (et correspond donc ge´ome´triquement a`
l’existence ge´ne´rique de points les plus e´loigne´s par rapport a` C). Comme conse´quence directe,
on en de´duit que si C est faiblement compact, l’ensemble des x ∈ X tels que z 7→ ‖x−z‖−‖z‖
atteint son sup sur C est dense dans X. On verra cependant que l’ensemble des x ∈ X tels
que z 7→ ‖x− z‖+ ‖z‖ atteint son sup sur C n’est pas ne´cessairement dense dans X.
La suite de cette the`se est centre´e sur quelques proble`mes d’ope´rateurs line´aires borne´s.
Dans cette branche des mathe´matiques, la question la plus importante est certainement la
suivante, connue sous le nom de proble`me du sous-espace invariant :
Proble`me. Soit H un espace de Hilbert se´parable de dimension infinie, et T un ope´rateur
line´aire non nul et borne´ sur H. Est-ce que T admet un sous-espace invariant ?
Par sous-espace invariant, on entend implicitement que ce sous espace est ferme´ et non
trivial, c’est a` dire non re´duit a` {0} et diffe´rent de l’espace tout entier. Notons par ailleurs
que T admet toujours un sous espace vectoriel invariant non ne´cessairement ferme´. En effet,
si x est tel que Tx 6= 0, l’espace engendre´ par les T nx (n ∈ N) est invariant par T et ne saurait
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eˆtre l’espace tout entier, car dans ce cas H posse´derait une base (alge´brique) de´nombrable
ce qui est impossible pour un espace de Banach. On peut aussi remarquer que ce re´sultat
peut tomber en de´faut en dimension finie sur le corps des re´els (en dimension 2 par exemple)
mais que dans le cas complexe, il demeure vrai puisque tout endomorphisme en dimension
finie admet une valeur propre, ce dernier fait re´sultant lui meˆme du the´ore`me de d’Alembert-
Gauss affirmant que tout polynome complexe de degre´ non nul admet au moins une racine.
Cela montre que, de´ja` en dimension finie, le proble`me (complexe) admet certes une solution
positive, mais pour une raison non triviale. On de´finit l’orbite d’un e´le´ment x ∈ H par
OT (x) = {T nx, n > 0}.
On voit facilement que le proble`me du sous espace invariant revient a` eˆtre capable de dire s’il
existe x 6= 0 ∈ H tel que span(OT (x)) 6= H ou` A de´signe bien suˆr l’adhe´rence d’une partie
A ⊂ H et span(A) l’espace engendre´ par A (on a conserve´ quelques notations anglicistes
classiques). Cela explique en partie l’importance qu’on porte a` l’e´tude des orbites. D’autre
part, le proble`me du sous-espace invariant a e´te´ re´solu ne´gativement par Read [R] dans
l’espace `1. Read a meˆme fait beaucoup mieux en construisant un ope´rateur T borne´ sur
`1 tel que pour tout x 6= 0, OT (x) = `1 ce qui exprime de fac¸on e´quivalente le fait que
T n’admet aucun sous ensemble invariant (ferme´). D’autre part, Haydon et Argyros ont
re´cemment construit un espace de Banach se´parable X de dimension infinie dans lequel
tous les ope´rateurs sont de la forme T = λI + K ou` λ est un scalaire et K un ope´rateur
compact. D’apre`s un classique re´sultat de Lomonosov, tout ope´rateur compact posse`de un
sous-espace invariant, donc ce Banach X re´pond positivement a` la question. Revenons sur
l’exemple de Read : toutes les orbites de l’ope´rateur qu’il a construit sont denses (excepte´
0 bien suˆr !). L’ope´rateur admet donc un comportement hautement ”irre´gulier”. Si pour un
espace de Banach X et au moins un vecteur x, l’orbite associe´e est dense dans l’espace, on dit
que l’ope´rateur est hypercyclique (et le vecteur associe´ est appele´ un vecteur hypercyclique,
on peut alors montrer que l’ensemble des vecteurs hypercycliques est automatiquement un
Gδ-dense). Il se trouve que de tels ope´rateurs sont de´ja` de´licats a` e´tudier (on renvoie a` [BM]
pour ce sujet). Rappelons toutefois le re´sultat suivant, connu sous le nom de crite`re de Kitai,
qui est une fac¸on commode de montrer qu’un ope´rateur est hypercyclique sans en exhiber un
vecteur hypercyclique.
The´ore`me. Soit T un ope´rateur borne´ sur un Banach X. On suppose qu’il existe une suite
(nk) strictement croissante d’entiers, deux parties D1 et D2 denses dans X et une suite d’ap-
plications Snk : D2 → X telles que :
1) T nkx→ 0 pour x ∈ D1.
2)Snky → 0 pour y ∈ D2.
3) T nkSnk(y)→ y pour y ∈ D2.
Alors T est hypercyclique.
Un ope´rateur T peut admettre des orbites re´gulie`res, comme des orbites irre´gulie`res (i.e.
des vecteurs hypercycliques). L’exemple suivant est standard et illustre le comportement tre`s
varie´ des orbites d’un ope´rateur comme le shift, dont la de´finition est tre`s simple (mais qui
est en quelque sorte l’ope´rateur universel).
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Exemple. Soit T = 2B sur `p (1 6 p <∞) ou` B est le backward shift, c’est a` dire l’ope´rateur
de´fini par Be1 = 0 et Ben = en−1 (n > 2), ou` l’on a note´ (en) la base canonique de `p. Alors
il existe trois partie A1, A2 et A3 denses dans X telles que :
- Si x ∈ A1, ‖T nx‖ → 0.
- Si x ∈ A2, ‖T nx‖ → ∞.
- Si x ∈ A3, x est hypercyclique.
Pour A1, il suffit de choisir l’ensemble des vecteurs a` supports finis. Pour A2, on a
‖T n‖ = 2n, et on verra que d’apre`s un re´sultat de Mu¨ller et Vrsˇovsky´, tout ope´rateur ve´rifiant∑∞
n=1 1/‖T n‖ <∞ admet un ensemble d’orbites qui s’en vont a` l’infini et pour A3, cela pro-
vient du crite`re de Kitai.
Dans cette the`se, nous allons essentiellement nous inte´resser a` des orbites qui admettent
un comportement re´gulier. Avant de rentrer dans les de´tails concernant ce type de proble`me,
le chapitre 2 sera consacre´ a` de´finir certaines notions de ge´ome´trie des espaces de Banach
utiles pour le chapitre 3. La notion la plus classique de petitesse en analyse est certainement
celle de Baire : i.e. une partie est petite si elle est incluse dans le comple´mentaire d’un
Gδ-dense, mais cette proprie´te´ n’est pas quantitative. La σ-porosite´ est un cas plus ge´ne´ral
que cette dernie`re notion, avec ”estimations”. D’autre part, une autre fac¸on de mesurer la
taille d’un ensemble en dimension finie est de conside´rer sa mesure de Lebesgue. Une possible
ge´ne´ralisation de ceci en dimension infinie est le fait, pour une partie, d’eˆtre Haar-ne´gligeable.
Ces 2 notions de ne´gligeabilite´ sont par ailleurs distinctes : Preiss et Tisier ont montre´ que
tout espace se´parable de dimension infinie peut eˆtre de´compose´ en la re´union disjointe de
deux parties, dont l’une est σ-poreuse et l’autre Haar-ne´gligeable. Les autres outils que nous
allons de´finir seront les modules de convexite´ et de lissite´, qui permettent de quantifier le
fait qu’un ensemble est uniforme´ment lisse ou uniforme´ment convexe. Plus particulie`rement,
notre inte´reˆt se portera sur les modules asymptotiques. Le fait d’eˆtre asymptotiquement
uniforme´ment convexe (resp lisse) est plus faible que d’eˆtre uniforme´ment lisse (resp convexe).
Ces modules traduisent une information ge´ome´trique de l’espace en fonction de ses ”gros”
sous-espaces : rappelons par exemple la de´finition du module de lissite´ asymptotique uniforme
ρX(t) de X
ρX(t) = sup
‖x‖=1
inf
dim(X/Y )<∞
sup
y∈Y,‖y‖=1
(‖x+ ty‖ − 1) (t > 0).
Le chapitre 3 est consacre´ aux premiers re´sultats sur les orbites re´gulie`res. Comme l’indique
explicitement son nom, on s’inte´resse au ”gap” entre ‖T n‖ (la norme des ite´re´s de l’ope´rateur)
et ‖T nx‖ (la norme des ite´re´s ponctuels). La question basique est : peut-on trouver des bons
vecteurs x tels que la suite (‖T nx‖)n ne soit pas trop loin (en un certain sens) de la suite
(‖T n‖)n ? Mu¨ller a montre´ le re´sultat suivant.
The´ore`me. Soit T un ope´rateur line´aire borne´ sur X, et soit (an) une suite de re´els positifs
telle que an → 0. Alors, l’ensemble
{x ∈ X, ‖T nx‖ > an‖T n‖ pour une infinite´ de n}
est re´siduel dans X.
Nous ge´ne´ralisons ce re´sultat a` l’aide des notions de petitesse du chapitre pre´ce´dent, en
montrant :
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The´ore`me B. Soit T un ope´rateur line´aire borne´ sur X, et soit (an) une suite de re´els
positifs telle que an → 0. Alors, l’ensemble
{x ∈ X, ‖T nx‖ > an‖T n‖ pour une infinite´ de n}
est de comple´mentaire σ-poreux et si X est se´parable, ce comple´mentaire est Haar-ne´gligeable.
Dans le cas compact, on donne des exemples qui permettent d’ame´liorer la condition
an → 0.
Toujours dans le meˆme esprit, Beauzamy, puis Mu¨ller (par une preuve diffe´rente) ont prouve´
le re´sultat suivant.
The´ore`me. Soit T un ope´rateur borne´ et non nilpotent sur un espace de Hilbert H. Soit
aussi q < 2, alors
A =
{
x ∈ H,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
=∞
}
est dense dans H et si on remplace le Hilbert H par un Banach X, la meˆme conclusion reste
vraie en remplac¸ant q < 2 par q < 1.
La ”meilleure” constante q semble donc de´pendre de la ge´ome´trie de l’espace. On montrera
en particulier :
The´ore`me C. Soit T un ope´rateur borne´ et non nilpotent sur un espace de Banach X, q > 0
et A l’ensemble pre´ce´dent. Alors, la conclusion reste vraie :
- Pour tout q < p, si X = `p.
- Pour tout q < min(p, 2), si X = Lp(0, 1).
- Pour tout q > 0, si X = c0.
De plus, ces constantes ne peuvent eˆtre ame´liore´es.
Cela proviendra en fait d’un re´sultat un peu plus ge´ne´ral faisant intervenir le module de
lissite´ asymptotique uniforme de l’espace X.
Le chapitre 4, quant a` lui, est consacre´ a` l’e´tude des orbites qui s’en vont a` l’infini. Si
un ope´rateur T n’est pas a` puissances borne´es, le classique the´ore`me de Banach-Steinhauss
entraine que ponctuellement (‖T nx‖)n n’est pas borne´e sur un Gδ-dense de X. En revanche,
il existe des exemples d’ope´rateurs T tels que ‖T n‖ → ∞ mais
AT = {x ∈ X, ‖T nx‖ → ∞}
soit vide. Re´pondant ne´gativement a` une conjecture de Praˇjituraˇ, Ha´jek et Smith ont construit
en 2010, dans tout espace de dimension infinie, muni d’une base syme´trique, un ope´rateur T
tel que AT ne soit ni vide, ni dense. On e´tendra en particulier ce re´sultat a` tout espace de
Banach se´parable de dimension infinie en montrant :
The´ore`me D. Soit X un espace se´parable de dimension infinie (re´el ou complexe). Alors,
il existe un ope´rateur line´aire borne´ T sur X tel que, si l’on pose
AT = {x ∈ X, ‖T nx|| → ∞} et BT = {x ∈ X, lim‖T nx− x‖ = 0},
- AT et BT sont d’inte´rieurs non vides et {AT , BT} forment une partition de X.
- T = I +K ou` K est un ope´rateur compact.
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On s’inte´ressera aussi, sur quelques exemples, a` des questions basiques sur la structure
de AT : a` quelle condition peut-il eˆtre dense ? Peut il contenir des sous espaces de grande
dimension ? etc.
Le chapitre 5, quant a` lui, s’inte´resse a` la proprie´te´ de Blum-Hanson. Rappelons qu’un
ope´rateur T est dit ergodique lorsque pour tout x ∈ X,(
1
N
N∑
n=1
T nx
)
converge en norme. La proprie´te´ de Blum-Hanson, introduite dans les anne´es 60 par ces deux
auteurs est une forme forte d’ergodicite´. On exige la convergence des moyennes pre´ce´dentes
sur toute suite (kn) d’entiers strictement croissants et non seulement sur la suite (n). Certains
espaces sont connus pour avoir cette proprie´te´ pour toute contraction T , de`s que (T nx)
converge faiblement pour tout x. Nous montrerons notamment que c0 a cette proprie´te´. On
e´tudiera e´galement des re´sultats ne´gatifs dans cette direction.

Chapitre 1
Perturbation de points les plus
e´loigne´s dans les ensembles faiblement
compacts
Ce chapitre est une reproduction de [Au1].
X sera ici un espace de Banach re´el, BX sa boule unite´ ferme´e, X
∗ l’espace des formes
line´aires continues sur X, C un ensemble borne´ de X et f : X → R une fonction minore´e
sur C. On e´tudie les ensembles suivants.
D(C, f) = {x ∈ X;∃z ∈ C, r(x) = ‖x− z‖ − f(z)},
ou` par de´finition, r est l’application de X dans R donne´e par la formule
r(x) = sup{‖x− z‖ − f(z), z ∈ C}.
L’application r de´pend de f et devrait eˆtre note´e rf , mais comme il n’y aura pas d’ambiguite´
possible, on note r = rf . On peut remarquer que r est 1-Lipschitz et convexe en tant que
sup de telles fonctions, et que, quitte a` remplacer f par f + a ou` a est une constante, on
peut supposer f > 0. Lorsque f = 0, l’ensemble D(C, 0) est l’ensemble des points x ∈ X qui
admettent un point le plus e´loigne´ dans l’ensemble C et r(x) est la plus grande distance de x a`
C, i.e. r(x) est le plus petit rayon des boules centre´es en x qui contiennent C . Ici, la fonction f
va jouer un role de perturbation, on va montrer que sous certaines hypothe`ses de re´gularite´ de
f , certains re´sultats concernant l’ensemble D(C, 0) peuvent eˆtre ge´ne´ralise´s. Pour eˆtre plus
pre´cis, on va s’inte´resser a` l’existence de points ge´ne´riques dans l’ensemble D(C, f). Pour
les points les plus e´loigne´s, le proble`me a d’abord e´te´ e´tudie´ par Edelstein dans [Ed] pour
des espaces uniforme´ment convexes, en supposant que C est borne´ et ferme´ en norme. Cela
a e´te´ ge´ne´ralise´ par Asplund dans [As] pour des espaces re´flexifs localement uniforme´ment
convexes. Ensuite, Lau dans [Lau] a montre´ que lorsque C est faiblement compact (sans
hypothe`se ge´ome´trique sur X), l’ensemble des points les plus e´loigne´s est dense et il a aussi
montre´ que ce dernier re´sultat impliquait celui d’Asplund. Ici, on va donner une ge´ne´ralisation
du the´ore`me de Lau (voir aussi [Wan] qui traite des re´sultats de perturbation relatifs aux
espaces euclidiens, et [HNS] qui e´tudie le cas des espaces p-norme´s).
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1.1 Densite´ de l’ensemble D(C, f )
Un outil technique dont on aura besoin ici est le sous-diffe´rentiel de l’application r. La
de´finition suivante reste d’ailleurs valable pour toute application convexe.
Definition 1.1.1. Le sous-diffe´rentiel de r est l’ensemble
∂r(x) = {x∗ ∈ X∗; ∀y ∈ X, 〈x∗, y − x〉 6 r(y)− r(x)} .
Puisque r est 1-lipschitz, ∂r(x) est contenu dans la boule unite´ du dual. On peut main-
tenant e´noncer le re´sultat principal qui reprend les techniques de la preuve originale de Lau.
The´ore`me 1.1.1. Supposons que C est un ensemble faiblement compact dans X et que
f : X → R est minore´e et faiblement continue semi infe´rieurement pour la topologie faible
sur X, alors l’ensemble D(C, f) contient un Gδ-dense de X.
Pour cela, nous utiliserons le lemme suivant :
Lemme 1.1.1. Soit
G = {x ∈ X;∀x∗ ∈ ∂r(x), sup{〈x∗, x− z〉 − f(z), z ∈ C} = r(x)} .
Alors G est un Gδ-dense de X.
De´monstration. On e´crit X \G = ⋃∞n=1 Fn avec
Fn =
{
x ∈ X;∃x∗ ∈ ∂r(x), sup{〈x∗, x− z〉 − f(z), z ∈ C} 6 r(x)− 1
n
}
.
Par le lemme de Baire, il suffit de voir qu’a` chaque n > 1 fixe´, Fn est ferme´ et d’inte´rieur
vide.
- Montrons d’abord que Fn est un ferme´ de X : soit (xk) une suite d’e´le´ments de Fn qui
converge vers x ∈ X. Par de´finition de Fn, il existe x∗k ∈ ∂r(xk) tel que
∀z ∈ C, ∀k > 1, 〈x∗k, xk − z〉 − f(z) 6 r(xk)−
1
n
.
Soit maintenant z ∈ C, il existe une sous suite (x∗kq) telle que 〈x∗kq , x− z〉 converge. Puisque
BX∗ est compact pour σ(X
∗, X), on peut choisir x∗ une valeur d’adhe´rence de (x∗kq). On a
par ailleurs pour tout k :
|〈x∗k, xk − z〉 − 〈x∗, x− z〉| 6 |〈x∗k, xk − z〉 − 〈x∗k, x− z〉|
+ |〈x∗k, x− z〉 − 〈x∗, x− z〉|
6 ‖x∗k‖‖xk − x‖+ |〈x∗k, x− z〉 − 〈x∗, x− z〉|
6 ‖xk − x‖+ |〈x∗k, x− z〉 − 〈x∗, x− z〉|.
La dernie`re ine´galite´ permet donc de voir que 〈x∗, x − z〉 est une valeur d’adhe´rence de
(〈x∗k, xk − z〉). Par continuite´ de r, on obtient donc pour tout z ∈ C
〈x∗, x− z〉 − f(z) 6 r(x)− 1
n
,
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et donc
sup{〈x∗, x− z〉 − f(z), z ∈ C} 6 r(x)− 1
n
.
Pour conclure que x ∈ Fn, il suffit de montrer que x∗ ∈ ∂r(x). En effet, puisque x∗k ∈ ∂r(xk),
on a
∀y ∈ X, 〈x∗k, y − xk〉 6 r(y)− r(xk)
et donc on obtient a` la limite : x∗ ∈ ∂r(x).
- Montrons a` pre´sent que chaque Fn est d’inte´rieur vide. Supposons que ce ne soit pas le cas,
alors on peut trouver y0 ∈ X et r > 0 tels que B(y0, r) ⊂ Fn. Soit α = sup{‖z‖, z ∈ C},
λ = r
α+‖y0‖ et ε =
λ
n(1+λ)
. Par la de´finition de r(y0), il existe z0 ∈ C tel que
r(y0)− ε < ‖y0 − z0‖ − f(z0) 6 r(y0).
Finalement, posons x0 = y0 + λ(y0 − z0). Avec le choix de λ, on a x0 ∈ B(y0, r) ⊂ Fn. On
estime maintenant r(y0)− r(x0) :
r(y0)− r(x0) < ε+ ‖y0 − z0‖ − f(z0)− r(x0).
Mais,
x0 = y0 + λ(y0 − z0) =⇒ x0 − z0 = (1 + λ)(y0 − z0).
D’ou`
r(y0)− r(x0) < ε+ 1
1 + λ
‖x0 − z0‖ − f(z0)− r(x0)
= ε+
1
1 + λ
(‖x0 − z0‖ − f(z0)) + ( 1
1 + λ
− 1)f(z0)− r(x0)
6 ε+ 1
1 + λ
r(x0)− λ
1 + λ
f(z0)− r(x0)
= ε− λ
1 + λ
r(x0)− λ
1 + λ
f(z0).
Comme x0 ∈ Fn, il existe x∗ ∈ ∂r(x0) tel que
r(x0) > sup{〈x∗, x0 − z〉 − f(z), z ∈ C}+ 1
n
> 〈x∗, x0 − z0〉 − f(z0) + 1
n
,
ce qui donne, en combinant avec la dernie`re estimation
r(y0)− r(x0) < ε− λ
1 + λ
〈x∗, x0 − z0〉 − ε = 〈x∗, y0 − x0〉,
ce qui contredit x∗ ∈ ∂r(x0).
Pour l’instant, on a juste utilise´ le fait que C est borne´. L’hypothe`se de faible compacite´
de C et de faible semi-continuite´ infe´rieure de f nous permet d’achever la preuve comme suit.
De´monstration du The´ore`me 1.1.1. Il suffit de voir que G ⊂ D(C, f). Conside´rons x ∈ G et
x∗ ∈ ∂r(x), donc
sup{〈x∗, x− z〉 − f(z), z ∈ C} = r(x).
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Puisque f est faiblement semi-continue infe´rieurement et que z 7→ 〈x∗, x− z〉 est faiblement
continue, z 7→ 〈x∗, x − z〉 − f(z) est faiblement semi-continue supe´rieurement sur C, donc
atteint son sup en un certain point z0. On obtient :
r(x) 6 ‖x∗‖‖x− z0‖ − f(z0) 6 r(x)
car ‖x∗‖ 6 1 et donc r(x) = ‖x− z0‖ − f(z0).
Puisque z 7→ ‖z‖ est faiblement semi-continue infe´rieurement, on en de´duit :
Corollaire 1.1.1. Si C est faiblement compact, l’ensemble des x ∈ X tels que z 7→ ‖x −
z‖ − ‖z‖ atteint son sup sur C est dense dans X.
1.2 Contre-exemples et remarques
Il est naturel de se demander si on peut supprimer l’hypothe`se de semi-continuite´ infe´rieure
pour la topologie faible dans le The´ore`me 1.1.1. La re´ponse est non : plus pre´cise´ment, on
construit le contre-exemple suivant dans des espaces de fonctions continues.
Exemple 1.2.1. Soit (K, d) un espace me´trique compact infini et X = C(K) l’espace des
fonctions continues sur K (a` valeurs re´elles) muni de sa norme habituelle, alors il existe un
ensemble faiblement compact C de X et une fonction f continue et faiblement semi-continue
supe´rieurement sur X telle que D(C, f) ne soit pas dense dans X.
De´monstration. Conside´rons f(z) = max(−1,−‖z‖) ainsi qu’une suite (Un)n>1 d’ouverts non
vides de K tels que
⋂
n>1 Un = ∅ (il suffit de fixer y ∈ K qui ne soit pas un point isole´ de K,
et un choix possible est Un = {x ∈ K \ {y}; d(x, y) < 1n}), fixons aussi tn ∈ Un et posons
xn(t) =
d(t, Un
c)
d(t, tn) + d(t, Un
c)
(t ∈ K,n > 1).
xn est une fonction continue sur K et par construction de Un, on a ‖xn‖ = 1 et (xn)n>1
converge simplement vers 0 ce qui implique que (xn)n>1 converge faiblement vers 0 comme
on le voit facilement en utilisant le the´ore`me de repre´sentation de Riesz et le the´ore`me de
convergence domine´e. Posons
C = {(1− 1
n
)xn, n > 1} = {0} ∪ {(1− 1
n
)xn, n > 2}
qui est faiblement compact comme re´union d’une suite faiblement convergente et de sa limite.
Notons que C est contenu dans BX et donc f(z) = −‖z‖ pour tout z ∈ C. Par conse´quence
r(x) = sup{‖x − z‖ + ‖z‖, z ∈ C}. On e´tudie donc le sup de la fonction fx (x ∈ X fixe´)
de´finie pour z ∈ C par fx(z) = ‖x − z‖ + ‖z‖. On va montrer que pour x ∈ B(2, 1) (ou`
2 de´signe la fonction identiquement e´gale a` 2), fx n’atteint jamais son sup et donc D(C, f)
n’est pas dense. Puisque pour t ∈ K, x(t) > 1, on obtient pour z ∈ C
‖x− z‖ = sup |x(t)− z(t)| = sup(x(t)− z(t)) 6 supx(t) = ‖x‖
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et d’autre part, ‖z‖ < 1 donne fx(z) < ‖x‖+ 1. Pour terminer, la dernie`re chose qu’on doit
voir est que supz∈C fx(z) > ‖x‖+ 1. Fixons t0 tel que ‖x‖ = |x(t0)|, alors
sup
z∈C
fx(z) > fx((1− 1
n
)xn) > |x(t0)− (1− 1
n
)xn(t0)|+ (1− 1
n
).
La conclusion de´coule alors du fait que (xn)n>1 converge simplement vers 0.
Remarque 1.2.1. - Ce dernier exemple montre aussi que l’ensemble des points x ∈ X tels
que z 7→ ‖z−x‖+‖z‖ atteint son sup sur C n’est pas toujours dense dans X. Rappelons que
d’apre`s le Corollaire 1.1.1, l’ensemble des x ∈ X tels que z 7→ ‖z − x‖ − ‖z‖ atteint son sup
sur C est lui, toujours dense dans X.
- Il existe des espaces, par exemple `1(N), ou plus ge´ne´ralement tout espace de Banach ayant
la proprie´te´ de Schur ou` on ne peut pas construire de contre-exemple du type pre´ce´dent car
les ensembles faiblement compacts et (fortement) compacts coincident.
- Cependant si C = BX et X est re´flexif (pour assurer la faible compacite´ de C), l’ensemble
des x tels que fx (de´finie par fx(z) = ‖x − z‖ + ‖z‖) atteint son sup sur C est dense dans
X. Pour voir cela, on utilise le fait suivant.
Fait 1.2.1. Soit f une fonction continue convexe sur X, C un ensemble convexe faiblement
compact de X et ε(C) l’ensemble des points extre´maux de C, alors supC f = supε(C) f .
De´monstration. On a e´videmment, supε(C) f 6 supC f . Supposons que l’ine´galite´ inverse soit
fausse et introduisons t tel que
sup
ε(C)
f < t < sup
C
f.
Alors, on a ε(C) ⊂ C0 := {f 6 t}. Puisque f est continue convexe, C0 est un ensemble
convexe et ferme´ dans X. Le the´ore`me de Krein-Milman dit que conv‖.‖(ε(C)) = C, donc
C ⊂ C0. Maintenant, puisque supC f > t, on peut trouver x ∈ C tel que f(x) > t ce qui
contredit x ∈ C0.
Cela implique l’affirmation de la dernie`re remarque. En effet, si C = BX , ε(C) est contenu
dans la sphe`re unite´. En utilisant le fait pre´ce´dent a` 2 reprises, on voit donc que
sup
z∈C
fx(z) = sup
z∈ε(C)
fx(z) = 1 + sup
z∈ε(C)
‖x− z‖ = 1 + sup
z∈C
‖x− z‖
et le The´ore`me 1.1.1 (avec f = 0) permet de conclure.
Remarque 1.2.2. Pour finir, mentionnons que l’application f 7→ D(C, f) n’a pas de bonnes
proprie´te´s. Prenons X = R, C = [0, 1] et posons pour z ∈ R, fk(z) = 1{0,1}(z)k ou` 1{0,1}
de´signe la fonction indicatrice de la paire {0, 1}, qui vaut 1 si z = 0 ou z = 1 et 0 sinon. Il
est e´vident que (fk)k>1 converge uniforme´ment vers 0 (donc D(C, 0) = X) et pourtant, tous
les D(C, fk) sont vides.
En effet, soit x ∈ R et supposons que x > 1
2
. Pour z ∈ [0, 1], |x− z| est maximal lorsque
z = 0 et vaut x. Donc
sup{|x− z| − fk(z), z ∈ [0, 1]} 6 x.
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D’autre part, en conside´rant une suite (zn) ⊂]0, 1[ qui converge vers 0, on obtient l’autre
ine´galite´. Si on avait un z qui atteint son sup, on devrait avoir
fk(z) = |x− z| − x 6 x− x = 0,
ce qui implique z ∈]0, 1[. Cela donne |z − x| = x avec z ∈]0, 1[, ce qui contredit |x− z| < x.
Pour x 6 1
2
, on proce`de de la meˆme fac¸on avec le point z = 1.
Chapitre 2
Quelques outils de ge´ome´trie des
espaces de Banach
2.1 Deux notions de petitesse en analyse
Nous allons de´finir ici la σ-porosite´ et la Haar ne´gligeabilite´ des parties d’un espace
de Banach X. Ces notions seront illustre´es dans le chapitre suivant pour des proble`mes
d’ope´rateurs line´aires borne´s. La porosite´ a e´te´ introduite par P. Dolzˇenko [D], et a e´te´
e´tudie´e en de´tails depuis (voir [Z]). Comme de´ja` e´voque´ dans l’introduction, cette notion
quantifie le fait qu’un ensemble est d’inte´rieur vide. Cette notion apparait par exemple dans
l’e´tude de proprie´te´s de diffe´rentiabilite´ pour des fonctions convexes a` valeurs re´elles de´finies
sur un espace de Banach se´parable X. Dans la suite, on note B(x, r) la boule ouverte de
centre x et de rayon r > 0 d’un espace X.
Definition 2.1.1. Une partie E d’un Banach X est dite poreuse si il existe λ ∈]0, 1[ tel que
l’assertion suivante soit ve´rifie´e : pour tout x ∈ E, pour tout  > 0, il existe un point y ∈ X
tel que 0 < ‖y−x‖ <  et E∩B(y, λ‖x−y‖|) est vide. Une re´union au plus de´nombrable (nous
dirons de´nombrable dans la suite) d’ensembles poreux est appele´e un ensemble σ-poreux.
Les ensembles σ-poreux sont donc en particulier de premie`re cate´gorie de Baire. Si l’espace
X est re´el de dimension finie, on peut aussi voir qu’ils sont de mesure nulle. Notons λ la mesure
de Lebesgue sur Rd. Si f : Rd → R est une fonction inte´grable, rappelons (cf [Rud], chapitre
7) que x ∈ Rd est un point de Lebesgue pour f si
lim
r→0
1
λ(B(x, r))
∫
B(x,r)
|f(y)− f(x)|dy = 0
et que presque tout point de Rd est un point de Lebesgue pour f . Si E ⊂ Rd est poreux de
mesure non nulle, on peut quitte a` le remplacer par un sous-ensemble E0 ⊂ E supposer que
0 < λ(E) < ∞. Alors, la fonction inte´grable f = 1E (fonction indicatrice de E) admet au
moins un point de Lebesgue x ∈ E. On voit donc que
lim
r→0
λ(B(x, r) ∩ E)
λ(B(x, r))
= 1,
ce qui contredit le fait que E soit poreux.
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La seconde notion qu’on va e´tudier est celle de Haar ne´gligeabilite´. Les ensembles Haar-
ne´gligeables ont e´te´ introduits par Christensen dans [C]. Ils apparaissent dans l’e´tude de la
diffe´rentiabilite´ d’applications lipschitziennes de´finies sur un espace de Banach.
Definition 2.1.2. Soit X un espace de Banach se´parable. Une partie E ⊂ X est dite Haar-
ne´gligeable s’il existe une mesure de probabilite´ m sur X telle que pour tout x ∈ X, le translate´
x+ E est de m-mesure 0.
Plus ge´ne´ralement, cette notion peut eˆtre de´finie dans un groupe abe´lien polonais G. Si
G est abe´lien et localement compact, comme cela est bien connu, il existe une unique (a`
multiplication pre`s) mesure invariante par translation sur G, appele´e mesure de Haar. La
proposition suivante justifie la terminologie.
Proposition 2.1.1. Soit G un groupe abe´lien localement compact. Alors un bore´lien A ⊂ G
est Haar-ne´gligeable si et seulement si il est de mesure de Haar nulle.
De´monstration. Soitm0 la mesure de Haar surG. Sim0(A) = 0, alorsm0(A+x) = m0(A) = 0
pour tout x ∈ G et donc m(A + x) = 0 pour toute mesure de probabilite´ m absolument
continue par rapport a` m0. Supposons maintenant qu’il existe une mesure de probabilite´ m
telle que m(A + x) = 0 pour tout x ∈ G. Alors, en calculant de deux fac¸ons diffe´rentes (a`
l’aide de Fubini et en utilisant l’invariance par translation de m0) l’inte´grale∫
G
∫
G
1A(x+ y)dm(x)dm0(y),
on tire m0(A) = 0.
En particulier sur Rd, un ensemble est Haar-ne´gligeable si et seulement si il est de mesure
de Lebesgue nulle. De plus, les ensembles Haar-ne´gligeables ont la proprie´te´ suivante qui est
attendue pour toute notion ”raisonnable” de ne´gligeabilite´ (pour les preuves des re´sultats
suivants, voir [BL], chapitre 6).
Proposition 2.1.2. Une re´union de´nombrable d’ensembles Haar-ne´gligeables est-elle meˆme
Haar-ne´gligeable.
Pour finir, voici deux crite`res commodes pour montrer qu’un ensemble est (resp n’est pas)
Haar-ne´gligeable.
Proposition 2.1.3. Soit E ⊂ X un bore´lien de X. Supposons qu’il existe un sous espace de
dimension finie V ⊂ X tel que
pour tout x ∈ X, pour presque tout v ∈ V, x+ v /∈ E,
alors E est Haar-ne´gligeable (ici ”pour presque tout” fait re´fe´rence a` la mesure de Lebesgue
sur V ).
Proposition 2.1.4. Soit E ⊂ X. Si E contient un translate´ de tout compact, alors E n’est
pas Haar-ne´gligeable.
Un re´sultat important (que nous signalons mais n’utiliserons pas explicitement dans la
suite) est le the´ore`me de Matousˇkova` et Stegall [Ma] qui relie la re´flexivite´ d’un espace a` la
Haar-ne´gligeabilite´ de ces parties convexes, ferme´es, et d’inte´rieur vide. Plus pre´cise´ment :
2.2. Modules de lissite´ asymptotique 19
The´ore`me 2.1.1. Soit X un espace de Banach se´parable.
1) Si X est re´flexif, alors toute partie convexe, ferme´e et d’inte´rieur vide de X est Haar-
ne´gligeable.
2) Si X est non re´flexif, il existe une partie convexe, ferme´e et d’inte´rieur vide de X qui
contient un translate´ de toute partie compacte de X.
En particulier, X est re´flexif si et seulement si toute partie convexe, ferme´e et d’inte´rieur
vide de X est Haar-ne´gligeable.
Signalons finalement que les notions de Haar-ne´gligeabilite´ et de σ-porosite´ sont distinctes
(i.e. aucune des deux n’implique l’autre) et qu’il existe de nombreuses autres notions de
petitesse en dimension infinie. A ce sujet, on pourra consulter le chapitre 6 de [BL].
2.2 Modules de lissite´ asymptotique
2.2.1 De´finitions et premie`res proprie´te´s
Nous pre´sentons ici les de´finitions des diffe´rents modules. En re´alite´, seul la de´finition du
module de lissite´ asymptotique uniforme sera explicitement ne´cessaire dans la suite. Cepen-
dant, ces modules sont relie´s entre eux par certaines proprie´te´s que nous allons pre´ciser. Soit
X un espace de Banach, on commence par les modules usuels :
Definition 2.2.1. - La fonction
ρX(t) =
1
2
sup
‖x‖=1,‖y‖=1
(‖x+ ty‖+ ‖x− ty‖ − 2) (t > 0)
est appele´e module de lissite´ de X. On dit que X est uniforme´ment lisse lorsque limt→ ρX(t)/t =
0.
- La fonction
δX(t) = inf‖x‖=1,‖y‖=1,‖x−y‖>t
(
1− ‖x+ y‖
2
)
(t > 0)
est appele´e module de convexite´ de X. On dit que X est uniforme´ment convexe lorsque δX(t) >
0 pour tout t > 0.
Quant aux modules asymptotiques, ils ont e´te´ introduits par Milman [Mi] sous des no-
tations diffe´rentes de celles que nous donnons ici. Nous suivons la terminologie plus re´cente
donne´e dans [JLPS].
Definition 2.2.2. - La fonction
ρX(t) = sup
‖x‖=1
inf
dim(X/Y )<∞
sup
y∈Y,‖y‖=1
(‖x+ ty‖ − 1) (t > 0)
est appele´e module de lissite´ asymptotique uniforme de X. On dit que X est asymptotiquement
uniforme´ment lisse lorsque limt→0 ρX(t)/t = 0.
- La fonction
δX(t) = inf‖x‖=1
sup
dim(X/Y )<∞
inf
y∈Y,‖y‖=1
(‖x+ ty‖ − 1) (t > 0)
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est appele´e module de convexite´ asymptotique uniforme de X. On dit que X est asymptoti-
quement uniforme´ment convexe lorsque δX(t) > 0 pour tout t > 0.
La proposition suivante (voir [JLPS]) donne les liens e´le´mentaires entre ces diffe´rents
modules.
Proposition 2.2.1. 1) Les fonctions ρX et δX sont croissantes et 1-lipschitziennes. Pour
tout t > 0, δX(t) 6 ρX(t) et la fonction ρX est convexe.
2) Si X0 ⊂ X, alors ρX(t) 6 ρX0(t) et δX(t) > δX0(t) pour t > 0.
3) Pour tout t, 0 < t < 1, 2ρX(t) > ρX(t) et δX(t) 6 δX(t).
En particulier, d’apre`s 3), si l’espace X est uniforme´ment convexe alors X est asympto-
tiquement uniforme´ment convexe. De meˆme, si X est uniforme´ment lisse alors X est asymp-
totiquement uniforme´ment lisse.
2.2.2 Quelques calculs sur des espaces classiques
On va ici donner quelques valeurs explicites des modules asymptotiques introduits dans
le paragraphe pre´ce´dent. Ces valeurs seront utilise´es dans le chapitre suivant. Si X = `p(N)
avec 1 6 p <∞, on a pour t > 0
ρX(t) = δX(t) = (1 + t
p)1/p − 1 ∼ t
p
p
(t→ 0)
et pour X = c0, t > 0
ρX(t) = δX(t) = max(0, t− 1).
En particulier, on voit que c0 est le plus asymptotiquement uniforme´ment lisse possible alors
que son module de lissite´ usuel est le pire possible, i.e. vaut t. De´taillons par exemple le
calcul sur le module de lissite´ asymptotique uniforme dans le cas `p (les autres calculs sont
analogues). Fixons  > 0 et x ∈ `p, ‖x‖ = 1. Il existe un vecteur a` support fini x tel que
‖x − x‖ 6 . Soit N un entier tel que xn = 0 pour n > N . Soit (en) la base canonique et
posons
Y = span{en, n > N}
qui est de codimension finie. Fixons y ∈ Y , ‖y‖ = 1, puisque x et y sont a` supports disjoints,
on obtient
‖x+ ty‖ 6 ‖x− x‖+ ‖x+ ty‖ 6 + ‖x+ ty‖ = + (1 + tp)1/p.
Ceci conduit a`
ρX(t) 6 (1 + tp)1/p − 1 + ,
puis a` une premie`re ine´galite´ en laissant  aller vers 0. Pour l’autre ine´galite´, nous allons
voir que le sup est atteint en x = e1. Il suffit donc de voir que pour tout sous espace Y de
codimension finie, il existe y ∈ Y , ‖y‖ = 1 tel que
‖x+ ty‖ > (1 + tp)1/p,
et cette ine´galite´ est re´alise´e en choisissant y, ‖y‖ = 1 dans Y ∩ span{en, n > 2} 6= {0}.
2.2. Modules de lissite´ asymptotique 21
Dans le cas des espaces X = Lp(0, 1), Milman [Mi] a obtenu les estimations suivantes.
Pour p = 1, ρX(t) = t et δX(t) = 0.
Pour 1 < p < 2, il existe une constante Cp > 0 telle que :
1
p
tp 6 ρX(t) 6
2
p
tp et Cpt
2 6 δX(t) 6 (p− 1)t2 (t→ 0).
Pour 2 < p <∞, il existe une constante C ′p > 0 telle que :
(p− 1)t2 6 ρX(t) 6 C ′pt2 et Cptp 6 δX(t) 6
1
p
tp (t→ 0).
Pour p = 2, les modules de L2(0, 1) sont e´gaux a` ceux de `2 puisque les espaces sont
isome´triques.

Chapitre 3
‖Tn‖ vs ‖Tnx‖
Ce chapitre reproduit l’article [Au3].
Soit X un espace de Banach (re´el ou complexe) et T ∈ L(X) un ope´rateur borne´. Le but de
ce chapitre est de construire des orbites suffisamment re´gulie`res pour que la suite des ite´re´s
(‖T nx‖)n soit suffisamment proche de (‖T n‖)n.
3.1 σ-porosite´ et Haar ne´gligeabilite´
Mu¨ller a montre´ le re´sultat suivant.
The´ore`me 3.1.1. Soit T ∈ L(X), et soit (an) une suite de re´els positifs telle que an → 0.
Alors, l’ensemble
{x ∈ X, ‖T nx‖ > an‖T n‖ pour une infinite´ de n}
est re´siduel dans X.
La preuve utilise bien e´videmment du Baire. Il n’est pas inutile de noter qu’en fait, dans
l’e´nonce´ pre´ce´dent, la suite des puissance (T n)n peut eˆtre remplace´e par une suite arbitraire
d’ope´rateurs (Tn)n ⊂ L(X). Ce re´sultat est alors une forme plus forte que le the´ore`me de
Banach-Steinhauss. En effet, supposons que sup ‖Tn‖ = ∞ et introduisons (nj) telle que
‖Tnj‖ → ∞. On pose aj = 1√‖Tnj ‖ puis on applique le the´ore`me pre´ce´dent a` Sj = Tnj pour
obtenir qu’il y a un ensemble re´siduel de points x ∈ X tels que ‖Tnjx‖ >
√‖Tnj‖ pour
une infinite´ d’indices j, et en particulier sup ‖Tnx‖ = ∞. De fac¸on e´quivalente, le re´sultat
pre´ce´dent exprime que le comple´mentaire de l’ensemble conside´re´ est de premie`re cate´gorie
de Baire. Nous allons ge´ne´raliser ce re´sultat sous la forme suivante (voir chapitre pre´ce´dent
pour les de´finitions de σ-porosite´ et Haar ne´gligeabilite´).
The´ore`me 3.1.2. Soit (Tn) ⊂ L(X), et soit (an) une suite de re´els positifs telle que an → 0.
Alors, l’ensemble
{x ∈ X, ‖Tnx‖ > an‖Tn‖ pour une infinite´ de n}
est de comple´mentaire σ-poreux dans X. Si de plus, X est se´parable, ce comple´mentaire est
e´galement Haar-ne´gligeable.
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De´monstration. Si une infinite´ de Tn valent 0, le re´sultat est e´vident. On peut supposer, sans
perte de ge´ne´ralite´, que pour tout n, Tn 6= 0. Prouvons d’abord la premie`re assertion au sujet
de la σ-porosite´. On peut e´crire le comple´mentaire sous la forme ∪∞N=1EN , avec
EN = {x, ∀n > N, ‖Tnx‖ < an‖Tn‖}.
On va voir que pour N > 1 fixe´ , EN est poreux avec la constante λ = 1/4 (mais en fait,
n’importe quel λ ∈]0, 1[ convient en ajustant les calculs dans ce qui suit). Conside´rons a`
pre´sent x ∈ EN et  > 0. Fixons successivement n > N et y0 avec ‖y0‖ = 1 tels que
an 6

8
et ‖Tny0‖ > ‖Tn‖
2
.
On a
‖Tn(x+ 
2
y0)‖+ ‖Tn(x− 
2
y0)‖ > ‖Tny0‖ > 
2
‖Tn‖,
donc
‖Tn(x+ 
2
y0)‖ > 
4
‖Tn‖ ou ‖Tn(x− 
2
y0)‖ > 
4
‖Tn‖.
En remplac¸ant e´ventuellement y0 par −y0, on peut supposer que ‖Tn(x + 2y0)‖ > 4‖Tn‖.
Posons y = x+ 
2
y0, alors ‖y − x‖ = 2 < . Pour conclure, il suffit de voir que
B(y,
1
4
‖x− y‖) ∩ EN = B(y, 
8
) ∩ EN = ∅
ou` la boule B(a, r) renvoie a` la boule ouverte de centre a et de rayon r. Soit z ∈ B(y, 
8
), on
a
‖Tnz‖ > ‖Tny‖ − ‖Tn(z − y)‖ > 
4
‖Tn‖ − 
8
‖Tn‖
> 
8
‖Tn‖ > an‖Tn‖
et z /∈ EN , comme annonce´.
Prouvons maintenant la seconde assertion. Il suffit de la voir dans le cas re´el. En gardant
les notations pre´ce´dentes, il suffit de voir qu’a` chaque N fixe´, EN est Haar ne´gligeable puis-
qu’une re´union de´nombrable d’ensembles Haar ne´gligeables est Haar ne´gligeable. Pour cela,
on rappelle le crite`re du chapitre pre´ce´dent : si E ⊂ X est un bore´lien de X et s’il existe un
sous-espace V ⊂ X de dimension finie tel que
pour tout x ∈ X, pour presque tout v ∈ V, x+ v /∈ E,
alors E est un ensemble Haar ne´gligeable (ici ”pour presque tout” renvoie a` la mesure de
Lebesgue sur V ). On peut trouver u ∈ X tel que pour une infinite´ de n, ‖Tnu‖ > √an‖Tn‖
(en raison de la premie`re partie du the´ore`me) et on montre que V = Ru est un sous-espace
auquel on peut appliquer le crite`re pre´ce´dent. Fixons x ∈ X. Posons ensuite
Λ = {λ ∈ R, x+ λu ∈ EN}
et ve´rifions que Λ est de mesure 0 (pour la mesure de Lebesgue). Soit λ ∈ Λ, alors
‖Tn(x+ λu)‖ 6 an‖Tn‖ (n > N).
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D’ou` ∣∣∣∣|λ| − ‖Tnx‖‖Tnu‖
∣∣∣∣ 6 an ‖Tn‖‖Tnu‖ (n > N).
Posons bn = ‖Tnx‖/‖Tnu‖, l’ine´galite´ pre´ce´dente montre que λ ∈ E+ ∪ E−, ou`
E+ =
⋂
n>N
[bn − an ‖Tn‖‖Tnu‖ , bn + an
‖Tn‖
‖Tnu‖ ]
E− =
⋂
n>N
[−bn − an ‖Tn‖‖Tnu‖ ,−bn + an
‖Tn‖
‖Tnu‖ ].
Cela implique que la mesure de Λ est infe´rieure a` 4 infn>N an‖Tn‖/‖Tnu‖, qui est 0. En effet,
pour une infinite´ de n,
an
‖Tn‖
‖Tnu‖ 6
√
an → 0 (n→∞),
et cela ache`ve la preuve.
Remarque 3.1.1. Ces notions de petitesse, en rapport avec la dynamique line´aire ont
e´galement e´te´ e´tudie´es dans [Bay1] et [BMM] (pour des proble`mes d’hypercyclicite´).
Soit X un espace de Banach complexe et T ∈ L(X). Soit r(T ) le rayon spectral de T et
rx(T ) son rayon spectral local de´fini par rx(T ) = lim‖T nx‖1/n. On obtient :
Corollaire 3.1.1. Si T ∈ L(X), alors l’ensemble des x tels que rx(T ) = r(T ) est de
comple´mentaire σ-poreux et Haar-ne´gligeable (si X est se´parable).
De´monstration. Imme´diat en appliquant ce qui pre´ce`de a` an = 1/n et la formule du rayon
spectral : lim ‖T n‖1/n = r(T ).
3.2 Cas compact
Dans cette section, on oublie la Haar-ne´gligeabilite´ et la σ-porosite´ et on essaie d’ame´liorer
la condition an → 0. Notons que contrairement au The´ore`me 3.1.2, la preuve de la proposition
suivante (tre`s e´le´mentaire) utilise vraiment les puissances de l’ope´rateur de T .
Proposition 3.2.1. Soit T 6= 0 ∈ L(X). On fait deux hypothe`ses :
i) T est compact.
ii) (‖T n‖) est croissante.
Alors, pour tout  > 0, il existe x ∈ X, ‖x‖ 6 1 tel que pour une infinite´ de n, on ait
‖T nx‖ > (1− )‖T n‖.
De plus, {
x ∈ X, lim ‖T
nx‖
‖T n‖ > 0
}
est une partie dense de X.
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De´monstration. Il existe (xn) ⊂ X avec ‖xn‖ = 1 telle que ‖T nxn‖ > (1 − 2)‖T n‖. Par
compacite´ de T , on peut extraire de (Txn) une suite (Txnk) convergeant en norme. On peut
donc trouver N tel que pour k > N :
‖T (xnk)− T (xN)‖ 6

2
.
Posons x = xN , pour k > N , on obtient
‖T nkx‖ > ‖T nkxnk‖ − ‖T nk(x− xnk)‖
> (1− 
2
)‖T nk‖ − ‖T (x− xnk)‖ ‖T nk−1‖
> (1− 
2
− ‖T (x− xnk)‖) ‖T nk‖ car (‖T n‖) est croissante
> (1− )‖T nk‖.
Voyons la densite´. Soit η > 0 et x ∈ X. D’apre`s ce que l’on vient de montrer, on peut en
particulier trouver un point x0 avec ‖x0‖ 6 1 tel que pour une infinite´ de n
‖T nx0‖ > 1
2
‖T n‖.
Pour de tels n, on a
‖T n(x+ ηx0)‖+ ‖T n(x− ηx0)‖ > 2η‖T nx0‖ > η‖T n‖.
D’ou`
lim
‖T n(x+ ηx0)‖
‖T n‖ > 0 ou lim
‖T n(x− ηx0)‖
‖T n‖ > 0
et puisque ‖x− (x± ηx0)‖ 6 η, on obtient la densite´.
Les deux exemples suivants montrent qu’on ne peut pas supprimer les assertions i) ou ii).
Exemple 3.2.1. i’) Il existe T ∈ L(`p(N)) tel que (‖T n‖) est croissante et pour tout x ∈
`p(N),
‖T nx‖
‖T n‖ → 0.
ii’) Il existe un ope´rateur compact T ∈ L(`p(N)) tel que pour tout x ∈ `p(N),
‖T nx‖
‖T n‖ → 0.
De´monstration. Pour i), soit (en) la base canonique et T = B le backward shift de´fini par
Be1 = 0 et Ben = en−1 de sorte que ‖T n‖ = 1 et pour tout x
‖T nx‖
‖T n‖ =
∞∑
k=n+1
|xk| → 0.
Pour ii’), on conside`re T le backward shift a` poids de´fini sur `p(N) par
Tx =
∞∑
k=2
wkxkek−1
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ou` (wk) est une suite de´croissante tendant vers 0, il est facile de voir que T est compact en
tant que limite en norme d’ope´rateurs de rang fini. Pour n ∈ N, on a
T nx =
∞∑
k=n+1
xkwkwk−1 · · ·wk−n+1ek−n,
ce qui implique
‖T nx‖p =
∞∑
k=n+1
|xkwkwk−1 · · ·wk−n+1|p 6 (
n+1∏
k=2
wk)
p
∞∑
k=n+1
|xk|p.
En conside´rant ‖T nen+1‖, on obtient exactement ‖T n‖p =
(∏n+1
k=2 wk
)p
et donc
‖T nx‖p
‖T n‖p 6
∞∑
k=n+1
|xk|p → 0.
Si l’espace X est re´flexif, on peut ame´liorer le´ge`rement le re´sultat pre´ce´dent.
Proposition 3.2.2. Soit T ∈ L(X). On fait les hypothe`ses i) et ii) comme dans dans la
Proposition 3.2.1 et on suppose de plus que X est re´flexif. Alors, il existe x ∈ X, ‖x‖ 6 1
tel que
lim
‖T nx‖
‖T n‖ = 1.
De´monstration. Un ope´rateur compact atteint toujours sa norme sur un re´flexif (bien que
ce fait ne soit pas strictement ne´cessaire ici). Ecrivons ‖T n‖ = ‖T nxn‖ avec (xn) ⊂ BX . De
(xn), on peut, par re´flexivite´ extraire une suite (xnk) qui converge faiblement vers un point
x avec ‖x‖ 6 1. En estimant ‖T nkx‖ comme pre´ce´demment, on obtient
‖T nkx‖ > (1− ‖T (x− xnk)‖)‖T nk‖.
Ensuite, on utilise le fait (bien connu) qu’un ope´rateur compact transforme toute suite fai-
blement convergente en suite convergente. Ainsi ‖T (x− xnk)‖ tend vers 0 et
lim
‖T nx‖
‖T n‖ > 1,
ce qui conclut la preuve.
Notre dernier exemple montre qu’on ne peut pas se passer de l’hypothe`se de re´flexivite´.
Exemple 3.2.2. Il existe un ope´rateur compact T sur c0, tel que (‖T n‖) est croissante et
pour tout x ∈ c0 avec ‖x‖ 6 1,
lim
‖T nx‖
‖T n‖ < 1.
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De´monstration. On conside`re cette fois l’ope´rateur T de´fini sur c0 par
Tx =
∞∑
k=1
wkxkek−1 + x0e0
ou` (wn) est une suite de´croissant vers 0 avec w0 = 1. Ainsi, on voit de´ja` que T est compact
(meˆme argument que pour ii’)). Des formules,{
Te0 = e0
Tek = wkek−1 (k > 1)
On de´duit par re´currence l’expression suivante :
T nx =
(
n∑
k=0
Wkxk
)
e0 +
∞∑
k=1
wk+nwk+n−1 · · ·wk+1xk+nek
ou` on a pose´ Wn =
∏n
i=0wi. Puisque (wn) de´croit vers 0, (Wn) elle-meˆme tend vers 0 plus
vite que n’importe quelle suite ge´ome´trique, donc W =
∑∞
k=0Wk < ∞. D’autre part, on a
pour ‖x‖ 6 1
‖T nx‖ = max
(∣∣∣∣∣
n∑
k=0
Wkxk
∣∣∣∣∣ , supk>1 wk+nwk+n−1 · · ·wk+1|xk+n|
)
6
n∑
k=0
Wk
car 0 6 wi 6 1. En conside´rant le vecteur e0 + · · · + en, on obtient ‖T n‖ =
∑n
k=0Wk, donc
(‖T n‖) bien croissante. Supposons maintenant qu’il existe un point x ∈ c0, ‖x‖ 6 1 tel que
lim
‖T nx‖
‖T n‖ = 1.
On voit qu’il existe une application ϕ : N→ N strictement croissante telle que∣∣∣∣∣∣
ϕ(n)∑
k=0
Wkxk
∣∣∣∣∣∣→ W (n→∞).
Soit N un entier tel que k > N , |xk| 6 1/2. Alors∣∣∣∣∣∣
ϕ(n)∑
k=0
Wkxk
∣∣∣∣∣∣ 6
∞∑
k=0
|xk|Wk 6
N∑
k=0
Wk +
1
2
∞∑
k=N+1
Wk.
A la limite quand n→∞, l’ine´galite´ pre´ce´dente fournit
W 6
N∑
k=0
Wk +
1
2
∞∑
k=N+1
Wk < W,
une contradiction.
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Remarque 3.2.1. Dans le dernier exemple et dans i’), on peut aussi imposer que ‖T n‖ → ∞
(en remplac¸ant T par 2T ).
Enfin, la dernie`re proposition de cette section peut eˆtre vue comme une variation du cas
compact (voir la remarque apre`s la fin de la preuve). Elle nous sera e´galement utile dans la
section suivante.
Proposition 3.2.3. Soit T ∈ L(X) un ope´rateur non nilpotent. Supposons qu’il existe a ∈
]0, 1[ et un sous-espace M de codimension finie tel que ‖T n|M‖ 6 a‖T n‖ pour une infinite´ de
n, alors {
x ∈ X, lim ‖T
nx‖
‖T n‖ > 0
}
est une partie dense de X.
De´monstration. D’apre`s un argument pre´ce´dent, il suffit de trouver juste un point pour avoir
une densite´ automatique. En remplac¸ant M par son adhe´rence, on peut supposer que M
est ferme´ dans X. Ecrivons X = F ⊕M ou` F est un sous-espace de dimension finie. Soit
(f1, · · · , fr) une base norme´e de F et (f ∗1 , · · · , f ∗r ) sa base duale (dans F ). Pour 1 6 i 6 r,
on e´tend chaque f ∗i a` X en imposant que la restriction de f
∗
i a` M soit 0. Si l’on note P la
projection (continue) sur F (par rapport a` la de´composition pre´ce´dente), on voit facilement
que f ∗i est continue avec ‖f ∗i ‖ 6 ‖f ∗i |F ‖‖P‖. Soit C = supi ‖f ∗i ‖ et choisissons ar > 0 tel que
Crar + a < 1. Posons
A = {n ∈ N, ‖T n|M‖ 6 a‖T n‖}
et
Ai = {n ∈ A, ‖T nfi‖ > ar‖T n‖}.
On montre que A = ∪ri=1Ai et comme A est infini par hypothe`se, un des Ai le sera e´galement
et cela donnera la conclusion. Supposons au contraire qu’il existe n ∈ A \ ∪ri=1Ai. Fixons
αr ∈]Crar + a, 1[ et soit x ∈ X, ‖x‖ = 1 tel que ‖T nx‖ > αr‖T n‖. On peut e´crire x =∑r
i=1 xifi + u ou` u ∈M . Par construction des f ∗i , xi = f ∗i (x), d’ou` |xi| 6 C et on obtient
‖T nx‖ 6
r∑
i=1
|xi|‖T nfi‖+ ‖T nu‖
6 (Crar + a)‖T n‖ < αr‖T n‖,
une contradiction.
Remarque 3.2.2. Soit T ∈ L(X), on de´finit
‖T‖µ = inf{‖T|M‖,M ⊂ X, codim M <∞}.
Cette quantite´ mesure le degre´ de non compacite´ de T puisque ‖T‖µ = 0 si et seulement si T
est compact (voir [LS] pour les de´tails). Le re´sultat pre´ce´dent dit grosso-modo que si ‖T n‖µ
n’est pas trop grand ”uniforme´ment” (c’est le meˆme M qui marche pour une infinite´ de n),
alors on a une conclusion similaire au cas compact.
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3.3 Module de lissite´ asymptotique uniforme et expo-
sants optimaux
On revient dans cette section au cas ge´ne´ral. Une autre fac¸on de dire que ‖T nx‖ n’est pas
trop e´loigne´ de ‖T n‖ est la condition suivante
∞∑
n=1
‖T nx‖
‖T n‖ =∞.
Beauzamy a montre´ que si H e´tait un espace de Hilbert, et T ∈ L(H) est un ope´rateur non
nilpotent, alors {
x ∈ H,
∞∑
n=1
‖T nx‖
‖T n‖ =∞
}
est une partie dense de H. Par une preuve diffe´rente, Mu¨ller a ame´liore´ ce re´sultat sous la
forme suivante : si q < 2, alors{
x ∈ H,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
=∞
}
est une partie dense de H, et si q < 1 et T ∈ L(X) (ou` X est un espace de Banach arbitraire),
alors {
x ∈ X,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
=∞
}
est une partie dense de X. Il a e´galement construit des exemples qui montrent que les
constantes 1 et 2 ne peuvent eˆtre ame´liore´es dans les cas banachiques et hilbertiens. On
peut montrer qu’en fait, ces re´sultats ont des connexions avec des the´ore`mes fins, duˆs a` K.
Ball et que nous rappelons ci-dessous :
The´ore`me 3.3.1. (K.Ball, [Bal1]) Soit X un espace de Banach (re´el ou complexe) et (fn) ⊂
X∗ telle que ‖fn‖ = 1 pour tout n. Soit aussi (αn) ⊂ R+ telle que
∑∞
n=1 αn < 1. Alors il
existe un point x, ‖x‖ = 1 tel que pour tout n, |〈fn, x〉| > αn.
Dans [Bal2], la condition
∑∞
n=1 αn < 1 est ame´liore´e par
∑∞
n=1 α
2
n < 1 dans les espaces de
Hilbert complexes. Montrons par exemple, a` l’aide de ce re´sultat, que dans le cas banachique,
on a pour q < 1 {
x ∈ X,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
=∞
}
6= ∅,
la densite´ sera explique´e dans la suite et sera automatique. Soit
αn =
C
n1/q
,
alors
∑∞
n=1 αn < 1 pour un C > 0 assez petit qui est fixe´ pour avoir cette condition. On note
S∗ l’adjoint d’un ope´rateur S ∈ L(X). Il existe (fn) ⊂ X∗ telle que
‖(T n)∗fn‖ > 1
2
‖(T n)∗‖ = 1
2
‖T n‖.
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On peut appliquer le the´ore`me de Ball a` la suite de formes line´aires ((T n)∗fn/‖(T n)∗fn‖)n.
Il existe x ∈ X, ‖x‖ = 1 tel que pour tout n :
|〈(T n)∗fn, x〉|
‖(T n)∗fn‖ > αn,
ce qui conduit a`
‖T nx‖ > |〈fn, T nx〉| = |〈(T n)∗fn, x〉| > αn‖(T n)∗fn‖ > αn
2
‖T n‖.
Puisque
∑∞
n=1 α
q
n =∞, on obtient bien la conclusion souhaite´e.
Remarque 3.3.1. Ici, on peut remplacer les ite´re´s de T par une suite arbitraire (Tn) ⊂ L(X)
telle que Tn 6= 0 a` partir d’un certain rang.
Les exposants obtenus dans les deux cas sugge`rent une de´pendance ge´ome´trique vis a` vis
de l’espace ambiant. Pour cette raison, on introduit
qX = sup{q > 0, pour tout ope´rateur line´aire borne´ et non nilpotent T ;
∃x ∈ X,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
=∞}.
D’apre`s ce qui pre´ce`de, qX est bien de´fini pour tout Banach X (i.e. l’ensemble sur lequel
on prend le sup est non vide) et qX > 1, tandis que qH = 2 si H est un espace de Hilbert.
Nous allons obtenir les valeurs suivantes.
The´ore`me 3.3.2. On a pour 1 6 p <∞ : q`p = p, qLp(0,1) = min(p, 2), qc0 =∞.
Remarque 3.3.2. Une discussion similaire, traitant d’exposants optimaux, et faisant rentrer
en jeux des suites faiblement ferme´es ainsi que le type de l’espace peut eˆtre trouve´e dans [Bay2]
et [BM], chapitre 10.
Notons d’abord qu’en fait, on a qX = q
′
X ou`
q′X = sup{q > 0, pour tout ope´rateur line´aire borne´ et non nilpotent T ;
l′ ensemble {x ∈ X,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
=∞} est dense dans X}.
Cela provient de l’observation suivante, qui est une conse´quence du lemme de Baire.
Proposition 3.3.1. Soit T ∈ L(X) non nilpotent, q0 > 0 et supposons que pour tout q < q0,
il existe x0 ∈ X tel que ∞∑
n=1
(‖T nx0‖
‖T n‖
)q
=∞.
Alors l’ensemble
A =
{
x ∈ X, ∀q < q0,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
=∞
}
est un Gδ-dense de X.
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De´monstration. En conside´rant une suite croissante (sk) telle que sk < q0 pour tout k et
sk → q0 quand k → ∞, on voit qu’il suffit de montrer que pour tout q < q0, A˜ est un Gδ
dense de X, ou`
A˜ =
{
x ∈ X,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
=∞
}
.
On peut e´crire A˜ =
⋂∞
N=1 ΩN , ou`
ΩN =
{
x ∈ X,
∞∑
n=1
(‖T nx‖
‖T n‖
)q
> N
}
.
En utilisant par exemple le lemme de Fatou (ou en passant par les sommes partielles), il est
facile de voir que X \ ΩN est un ferme´ de X pour tout N . Par Baire, il suffit de ve´rifier que
ΩN est dense dans X pour tout N . Fixons  > 0 et x ∈ X. En remplac¸ant x0 par λx0 pour
un λ > 0 convenable, on peut supposer que ‖x0‖ = . Il existe une constante C > 0 telle que
(x+ y)q 6 C(xq + yq) pour tout x, y > 0. De cela et de l’ine´galite´ triangulaire, on tire
∞∑
n=1
(‖T n(x− x0)‖
‖T n‖
)q
+
∞∑
n=1
(‖T n(x+ x0)‖
‖T n‖
)q
> 2
q
C
∞∑
n=1
(‖T nx0‖
‖T n‖
)q
=∞.
Donc x−x0 ou x+x0 appartient a` A˜ et puisque ‖x−(x±x0)‖ = , cela conclut la preuve.
Remarque 3.3.3. Il est possible (au moins dans le cas ou` q > 1 et X est re´flexif) de montrer
que sous les hypothe`ses de la Proposition 3.3.1, l’ensemble A est Haar ne´gligeable. En effet,
il suffit de voir qu’a` chaque N fixe´, X \ ΩN est Haar ne´gligeable et cela de´coule directement
du the´ore`me de Matousˇkova` [Ma] : un ensemble convexe, ferme´ et d’inte´rieur vide est Haar
ne´gligeable.
Pour calculer qX , on va utiliser le module de lissite´ asymptotique uniforme de X, qui
est un outil utile de ge´ome´trie des espaces de Banach (voir chapitre pre´ce´dent), mais dont
l’utilisation en the´orie des ope´rateurs n’est pas fre´quente . . . Rappelons que le module de
lissite´ asymptotique uniforme de X est note´ ρX(t) et de´fini par
ρX(t) = sup
‖x‖=1
inf
dim(X/Y )<∞
sup
y∈Y,‖y‖=1
(‖x+ ty‖ − 1) (t > 0).
On peut maintenant e´noncer :
The´ore`me 3.3.3. Soit X un espace de Banach et T ∈ L(X) non nilpotent. Supposons que
le module de lissite´ asymptotique uniforme de X ve´rifie : ρX(2t) = O(ρX(t)) lorsque t → 0.
Soit ρ : R+ → R+ une application croissante telle que ρ(t) > 0 de`s que t > 0 et
lim
t→0
ρX(t)
ρ(t)
= 0,
alors, il existe un point x ∈ X tel que
∞∑
n=1
ρ
(‖T nx‖
‖T n‖
)
=∞.
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En conse´quence, on obtient les re´sultats mentionne´s pre´ce´demment. Plus pre´cise´ment :
The´ore`me 3.3.4. Soit T ∈ L(X) (X = `p(N), X = Lp(0, 1)(1 6 p <∞) ou X = c0(N)) un
ope´rateur non nilpotent. Alors
a) Si X = `p, l’ensemble {
x ∈ X, ∀q < p,
(‖T nx‖
‖T n‖
)
n
/∈ `q
}
est un Gδ dense de X. D’autre part, il existe S ∈ L(X) (non nilpotent) tel que pour tout x,
∞∑
n=1
(‖Snx‖
‖Sn‖
)p
<∞.
b) Si X = Lp, l’ensemble{
x ∈ X, ∀q < min(p, 2),
(‖T nx‖
‖T n‖
)
n
/∈ `q
}
est un Gδ dense de X. D’autre part, il existe R ∈ L(X) (non nilpotent) tel que pour tout x,
∞∑
n=1
(‖Rnx‖
‖Rn‖
)min(p,2)
<∞.
c) Si X = c0, l’ensemble {
x ∈ X, ∀q > 0,
(‖T nx‖
‖T n‖
)
n
/∈ `q
}
est un Gδ dense de X. En particulier, on a
q`p = p, qLp = min(p, 2)(1 6 p <∞), qc0 =∞.
De´monstration. Les premie`res assertions de a) et b), ainsi que c) sont une conse´quence directe
du The´ore`me 3.3.3, de la Proposition 3.3.1, et des exemples de calculs des modules donne´s
dans le chapitre pre´ce´dent (notons que seul le comportement de ρX(t) lorsque t → 0 est
important). On passe donc aux exemples. a) peut eˆtre trouve´ dans [Mu]. Le travail est fait
pour p = 2, mais le cas ge´ne´ral ne pre´sente pas de difficulte´ supple´mentaire. On le rede´taille
cependant. Soit (ei) la base canonique de `
p et posons e1,0 = e1, e1,1 = e2, e2,0 = e3, e2,1 = e4,
e2,2 = e5 . . . De cette fac¸on, on peut e´crire `
p = ⊕∞k=1Xk ou` Xk est l’espace `p de dimension
(k + 1) muni de la base ek,0, . . . , ek,k. S est alors de´fini par S = ⊕∞k=1 12kBk ou` Bk est le
backward shift usuel sur L(Xk), i.e. Bk(ek,j) = ek,j−1 pour j > 1 et Bkek,0 = 0. Pour n > 1,
Sn(en,n) = 2
−n2en,0 donc ‖Sn‖ > 2−n2 . Soit xk =
∑k
j=0 αjek,j ∈ Xk, on a
∞∑
n=1
(‖Snxk‖
‖Sn‖
)p
6
k∑
n=1
(
2n
2
2nk
(
k∑
j=n
|αj|p)1/p
)p
6
k∑
n=1
1
2np(k−n)
‖xk‖p 6 2‖xk‖p.
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Il suit que pour x =
∑∞
k=1 xk
∞∑
n=1
(‖Snx‖
‖Sn‖
)p
6
∞∑
k=1
∞∑
n=1
(‖Snxk‖
‖Sn‖
)p
6
∞∑
k=1
2‖xk‖p <∞.
Maintenant pour b), on utilise le fait que pour 1 6 p <∞, `p est isomorphe a` un sous-espace
comple´mente´ E ⊂ Lp. Ecrivons donc Lp = E ⊕ F ou` F est sous-espace ferme´ de Lp. Si
Q : `p → E est un isomorphisme, alors clairement S0 = QSQ−1 est un ope´rateur borne´ sur
E satisfaisant pour tout x ∈ E,
∞∑
n=1
(‖Sn0 x‖
‖Sn0 ‖
)p
<∞.
Soit P la projection sur E par rapport a` la de´composition Lp = E ⊕ F et posons R = S0P
qui est borne´ sur Lp. Alors, pour tout n, Rn = Sn0P . Puisque P est une projection sur E, on
a ‖Rn‖ > ‖Sn0 ‖. Donc
∞∑
n=1
(‖Rnx‖
‖Rn‖
)p
6
∞∑
n=1
(‖Sn0 (Px)‖
‖Sn0 ‖
)p
<∞.
Cela montre b) pour p 6 2. Pour p > 2, on utilise le meˆme argument et le fait que `2 est
isomorphe a` un sous espace comple´mente´ de Lp.
Il nous reste a` e´tablir le The´ore`me 3.3.3. Avant de passer a` la preuve, on a besoin du
lemme e´le´mentaire suivant.
Lemme 3.3.1. Soient f, g deux applications de R+ dans R+ et supposons que pour tout
x > 0, g(x) > 0. Supposons e´galement que
lim
x→0
f(x)
g(x)
= 0 et lim
x→0
f(x) = 0.
Alors, il existe une suite (αi) ⊂ R+, αi → 0 (quand i→∞) telle que
∞∑
i=1
f(αi) <∞ et
∞∑
i=1
g(αi) =∞.
De´monstration. Si g(x) 9 0, il existe  > 0 et (αi) ⊂ R+, αi → 0 telle que pour tout i > 1,
g(αi) > . Quitte a` passer a` une sous suite, on peut supposer que
∑∞
i=1 f(αi) < ∞ (car
f(x)→ 0) et puisque g(αi) >  pour tout i, on obtient aussi
∑∞
i=1 g(αi) =∞. Maintenant, si
g(x)→ 0, fixons (i) ⊂ R+ avec i > 0 pour tout i et telle que
∑∞
i=1 i <∞. Choisissons pour
chaque i > 1, xi ∈]0, 1i [ tel que f(xi) 6 ig(xi) et g(xi) 6 12 . Posons n1 = 1 et ni+1 = ni+[ 1g(xi) ]
ou` [x] de´signe la partie entie`re du re´el x. Si k est un entier tel que ni 6 k 6 ni+1− 1, posons
αk = xi, ainsi αk → 0 parce que xi → 0. On a
∞∑
j=1
f(αj) =
∞∑
i=1
ni+1−1∑
k=ni
f(αk) =
∞∑
i=1
f(xi)(ni+1 − ni)
6
∞∑
i=1
ig(xi)(ni+1 − ni) 6
∞∑
i=1
i <∞.
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D’autre part,
∞∑
j=1
g(αj) =
∞∑
i=1
g(xi)(ni+1 − ni)
>
∞∑
i=1
(1− g(xi)) >
∞∑
i=1
1
2
=∞,
et cela conclut la preuve du lemme.
Nous sommes finalement preˆts pour la preuve du The´ore`me 3.3.3. Pour cela, on combinera
des techniques de [Mu] et [L].
De´monstration du The´ore`me 3.3.3. On peut faire l’hypothe`se (*) suivante : pour tout sous-
espace M de codimension finie, ‖T n|M‖ > 12‖T n‖ a` partir d’un certain rang. En effet, si ce
n’est pas vrai, alors la Proposition 3.2.3 garantit qu’il existe  > 0, un point x ∈ X et une
suite strictement croissante (nj) telle que pour tout j :
‖T njx‖
‖T nj‖ > .
Puisque ρ() > 0, cela implique e´videmment
∞∑
n=1
ρ
(‖T nx‖
‖T n‖
)
=∞.
Donc on peut supposer (*). Par le Lemme 3.3.1, il existe une suite (α˜i), α˜i → 0 telle que
∞∑
i=1
ρX(α˜i) <∞ et
∞∑
i=1
ρ(α˜i) =∞.
Puisque ρ est croissante et ρX(2t) = O(ρX(t)), on voit que
∞∑
i=1
ρX(αi) <∞ et
∞∑
i=1
ρ(
αi
2
) =∞
ou` on a pose´ αi = 2α˜i. Maintenant, en utilisant a` nouveau l’hypothe`se ρX(2t) = O(ρX(t)),
on voit que pour tout k,
∑∞
i=1 ρX(2
kαi) < ∞ et donc
∏∞
i=1(1 + ρX(2
kαi)) converge. De cela
et du fait que αi → 0, on peut trouver une suite strictement croissante d’entiers (mk) telle
que
αi 6 2−k (i > mk) et
∞∏
i=mk
(1 + ρX(2
kαi)) 6 2.
Sans perte de ge´ne´ralite´, on peut supposer m1 = 1. Fixons e´galement une fois pour toute une
suite (βi) ⊂ R+, βi > 0 telle que
∏∞
i=1(1 + βi) converge. Dans la suite, on va construire par
re´currence deux suites (nj) et (ui) telles que : n1 < n2 < · · · , ‖ui‖ = 1. De plus, ces suites
devront satisfaire 2 proprie´te´s. En premier lieu, pour tout l > 1 et j 6 l :
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∥∥∥∥∥T nj
(
l∑
i=1
αiui
)∥∥∥∥∥ > αj2 ‖T nj‖. (1)
Ensuite, pour tout k > 1, et mk 6 l 6 mk+1 − 1 :∥∥∥∥∥
l∑
i=mk
αiui
∥∥∥∥∥ 6 21−k
(
l∏
i=mk
(1 + βi)
)(
l∏
i=mk
(1 + ρX(2
kαi))
)
. (2)
Une fois que cela est acquis, par (2) et puisque
∏∞
i=mk
(1 + ρX(2
kαi)) 6 2, on voit que(∑l
i=1 αiui
)
l
est de Cauchy, et donc converge vers un point x. Par (1), pour j fixe´, on obtient
a` la limite
‖T njx‖ > αj
2
‖T nj‖,
d’ou` ∞∑
n=1
ρ
(‖T nx‖
‖T n‖
)
>
∞∑
j=1
ρ
(‖T njx‖
‖T nj‖
)
>
∞∑
j=1
ρ(
αj
2
) =∞
et c’est la conclusion de´sire´e. Il reste maintenant a` faire la partie inductive de la preuve. Soit
n1 = 1. Il existe u1 ∈ X tel que ‖u1‖ = 1 et ‖Tu1‖ > α12 . Soit k > 1 et supposons que la
construction a e´te´ amene´e jusqu’a` un point mk 6 l 6 mk+1−1. Si l+1 = mk+1, alors quelque
soit le choix de ul+1, ‖ul+1‖ = 1,
‖αl+1ul+1‖ 6 2−(k+1) 6 21−(k+1)(1 + βl+1)(1 + ρX(2k+1αl+1)),
donc (2) est automatiquement satisfaite pour l + 1. Les arguments pour obtenir (1) seront
de´taille´s ulte´rieurement. Supposons de´sormais que l + 1 6 mk+1 − 1. Pour plus de visibilite´,
jusqu’a` la fin de cette preuve, on pose sl =
∑l
i=mk
αiui et xl =
∑l
i=1 αiui. On distingue 2
cas. Supposons d’abord que ‖sl‖ 6 2−k. Alors, pour tout choix de ul+1 tel que ‖ul+1‖ = 1,∥∥∥∥∥
l+1∑
i=mk
αiui
∥∥∥∥∥ 6 ‖sl‖+ αl+1 6 21−k.
Et la` encore, (2) est automatiquement satisfaite. On indique maintenant comment obtenir
(1). Pour chaque j 6 l, on se´lectionne une forme line´aire fj telle que ‖fj‖ = 1 et |fj(T njxl)| =
‖T njxl‖ et on pose
M =
l⋂
j=1
ker(fjT
nj)
qui est clairement de codimension finie. En appliquant (*), on peut trouver nl+1 > nl et
v ∈M , ‖v‖ = 1 tels que
‖T nl+1v‖ > 1
2
‖T nl+1‖.
Puisqu’on a
‖T nl+1(xl + αl+1v)‖+ ‖T nl+1(xl − αl+1v)‖ > 2‖T nl+1v‖αl+1
> ‖T nl+1‖αl+1,
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il existe  = ±1 tel que
‖T nl+1(xl + αl+1v)‖ > αl+1
2
‖T nl+1‖.
En posant ul+1 = v, on a donc prouve´ (1) pour j = l + 1. Pour j 6 l, on obtient
‖T nj(xl + αl+1ul+1)‖ > |fjT nj(xl + αl+1ul+1)|
= |fjT njxl| = ‖T njxl‖
> αj
2
‖T nj‖,
ou` la dernie`re ine´galite´ provient de l’hypothe`se de re´currence de (1). Supposons maintenant
que ‖sl‖ > 2−k. Par de´finition du module de lissite´ asymptotique uniforme, on peut trouver
un sous-espace Y ⊂ X de codimension finie tel que pour tout y ∈ Y , ‖y‖ = 1,∥∥∥∥ sl‖sl‖ + 2kαl+1y
∥∥∥∥ 6 (1 + βl+1)(1 + ρX(2kαl+1)). (3)
Cette fois, on pose
M =
l⋂
j=1
ker(fjT
nj)
⋂
Y
ou` les fj sont contruits exactement comme dans le cas pre´ce´dent. On construit e´galement de
la meˆme manie`re nl+1 et ul+1 ∈M , ‖ul+1‖ = 1 pour que (1) soit ve´rifie´e en l+ 1. A pre´sent,
(3) avec y = ul+1 ∈M ⊂ Y fournit∥∥sl + 2k‖sl‖αl+1ul+1∥∥ 6 ‖sl‖(1 + βl+1)(1 + ρX(2kαl+1)). (4)
La condition ‖sl‖ > 2−k implique que sl + αl+1ul+1 se trouve sur le segment joignant sl et
sl + 2
k‖sl‖αl+1ul+1. Donc, on tire de (4)∥∥∥∥∥
l+1∑
i=mk
αiui
∥∥∥∥∥ = ‖sl + αl+1ul+1‖
6 ‖sl‖(1 + βl+1)(1 + ρX(2kαl+1))
6 21−k
(
l+1∏
i=mk
(1 + βi)
)(
l+1∏
i=mk
(1 + ρX(2
kαi))
)
,
ou` la dernie`re ine´galite´ de´coule de l’hypothe`se de re´currence. On voit que (2) est ve´rifie´e pour
l + 1 et cela ache`ve la construction.
Remarque 3.3.4. Ce que Lindenstrauss [L] a montre´ est le re´sultat suivant : si (xi) ⊂ X est
telle que
∑∞
i=1 ixi diverge pour tout choix de signes (i) ⊂ {−1, 1}, alors
∑∞
i=1 ρX(‖xi‖) =∞
ou` ρX le module de lissite´ usuel, de´fini pour t > 0 par
ρX(t) =
1
2
sup
‖x‖=1,‖y‖=1
(‖x+ ty‖+ ‖x− ty‖ − 2).
Remarque 3.3.5. On ne sait pas si l’hypothe`se ρX(2t) = O(ρX(t)) est vraiment ne´cessaire
bien qu’il semble (comme G. Lancien l’a fait remarquer) qu’un mauvais espace d’Orlicz puisse
mettre cette hypothe`se en de´faut.

Chapitre 4
Sur les orbites d’ope´rateurs borne´s
qui tendent vers l’infini
Une partie de ce travail est tire´e de [Au2].
Soit X un espace de Banach et T ∈ L(X) un ope´rateur line´aire borne´ sur X. On s’inte´resse
encore dans ce chapitre a` des orbites re´gulie`res, plus particulie`rement celles qui tendent vers
l’infini. On note
AT = {x ∈ X, ‖T nx‖ → ∞}.
Si AT 6= ∅ et x ∈ AT , il n’est pas difficile de voir que l’orbite de x sous T est ferme´e dans X
(et non trivial). L’e´tude de AT est donc susceptible de fournir des sous-ensembles invariants
ferme´s. D’autre part, par de´finition, on a
AT =
∞⋂
k=1
∞⋃
N=1
⋂
n>N
{x ∈ X, ‖T nx‖ > k}.
AT est donc une intersection de´nombrable d’une re´union de´nombrable de ferme´s, ce qui d’un
point de vue topologique est assez pauvre. Ainsi, par rapport au chapitre pre´ce´dent ou` on a
parfois pu appliquer le the´ore`me de Baire (ou sa forme forte de σ-porosite´), on voit qu’ici a
priori la structure de AT est plus complique´e et ne s’y preˆte pas. D’autre part, si ‖T n‖ → ∞,
alors d’apre`s le the´ore`me de la borne uniforme, il y a un ensemble dense de points x tels que
sup ‖T nx‖ =∞, mais il se peut tre`s bien que AT soit vide. En effet, c’est par exemple le cas
avec le backward shift a` poids B suivant de´fini sur `p (voir [HaSm]) par
Bei =

(
i
i− 1
) 1
p
ei−1 si i > 1.
0 si i = 1.
Cependant, on verra dans la suite que des conditions de croissance de la suite (‖T n‖)n
assurent la densite´ de AT . Praˇjituraˇ [P] a cependant fait la conjecture suivante :
Conjecture 4.0.1. Soit T un ope´rateur sur un espace de Banach, alors AT est soit vide,
soit dense.
Cette conjecture a e´te´ re´solue ne´gativement par Ha´jek et Smith ([HaSm], 2010) pour des
espaces de Banach de dimension infinie posse´dant une base syme´trique. Leur construction se
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base sur des calculs de normes faisant intervenir de fac¸on cruciale l’invariance de la norme par
permutations ; ils posent donc la question suivante : si l’espace est a` base inconditionnelle (no-
tion plus faible que a` base syme´trique), peut-on construire un ope´rateur T tel que AT ne soit
ni vide, ni dense ? On re´pond a` cette question de fac¸on positive en montrant qu’en fait, une
construction est possible dans tout Banach se´parable de dimension infinie. De plus, ils posent
une seconde question qui est de savoir si l’ope´rateur T peut eˆtre une perturbation compacte
de l’identite´, i.e. s’e´crire sous la forme T = I +K ou` K est un ope´rateur compact. La raison
de cette question (a` laquelle nous re´pondrons e´galement positivement) est qu’ils ont observe´
que, pour un ope´rateur compact K, et meˆme pour un ope´rateur strictement singulier S (c’est
a` dire un ope´rateur dont la restriction a` un sous-espace de dimension infinie n’est jamais
un isomorphisme), AS est soit vide, soit dense. D’autre part, il existe des espaces posse´dant
tre`s peu d’ope´rateurs : Gowers et Maurey [GM] ont construit un espace de Banach ou` tout
ope´rateur est de la forme λI + S, avec S strictement singulier ; tre`s re´cemment Argyros et
Haydon [AH] ont meˆme construit un espace ou tout ope´rateur est de la forme λI +K, avec
K compact. Ainsi, lorsque l’on cherche a` faire une construction d’ope´rateurs sur un espace
de Banach arbitraire, on doit pouvoir forcer la construction pour que cet ope´rateur soit de
la forme λI + K. Citons a` ce propos un re´sultat classique de Ansari [An] : tout espace de
Banach se´parable de dimension infinie contient un ope´rateur hypercyclique de la forme I+K.
Pre´cise´ment, nous montrons ici le re´sultat suivant.
The´ore`me 4.0.5. Soit X un espace se´parable de dimension infinie (re´el ou complexe). Alors,
il existe un ope´rateur line´aire borne´ T sur X tel que, si l’on pose
AT = {x ∈ X, ‖T nx|| → ∞} et BT = {x ∈ X, lim‖T nx− x‖ = 0},
A) AT et BT sont d’inte´rieurs non vides et {AT , BT} forment une partition de X.
B) T peut s’e´crire sous la forme I +K, ou` K est un ope´rateur compact.
On note AX l’ensemble des ope´rateurs qui satisfont la condition A).
Ainsi tout point de l’espace s’envoie soit a` l’infini (par T ) ou bien est re´current.
Comme conse´quence de ce re´sultat, on obtient le corollaire suivant un peu plus ge´ne´ral.
Corollaire 4.0.1. Les conclusions du The´ore`me 4.0.5 restent vraies si l’on suppose seulement
que X contient un sous-espace ferme´ de dimension infinie comple´mente´ dans X.
De´monstration. On e´crit X = X0⊕Y ou` X0 ⊂ X est un espace se´parable ferme´ de dimension
infinie de X et Y un sous espace ferme´ de X. On conside`re ensuite T = T0 ⊕ I ou` T0 est
un ope´rateur sur X0 qui satisfait le The´ore`me 4.0.5. Puisque T
n = T n0 ⊕ I, on obtient
AT = AT0 + Y , BT = BT0 + Y et il est clair que T a les proprie´te´s voulues.
Remarque 4.0.6. Soit T ∈ L(X), l’ensemble BT a une structure plus agre´able que AT :
c’est un Gδ. De plus BT est dense si et seulement si pour tout x ∈ X, il existe une suite
(xn) ⊂ X et une suite d’entiers kn > 1 telle que xn → x et ‖T knxn − xn‖ → 0.
De´monstration. Le fait que BT est un Gδ re´side dans l’e´criture
BT =
∞⋂
n=1
∞⋃
N=1
{x ∈ X, ‖TNx− x‖ < 1
n
}.
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Montrons maintenant l’e´quivalence. Supposons BT dense dans X et soit x ∈ X. Il existe alors
une suite (xn) ⊂ BT telle que xn → x. Pour tout n > 1, on a
lim‖T kxn − xn‖ = 0 (k →∞).
En particulier, pour chaque n > 1, il existe donc kn > 1 telle que ‖T knxn − xn‖ 6 12n → 0.
Pour la re´ciproque, il suffit avec le the´ore`me de Baire de voir que a`  > 0 fixe´
∞⋃
N=1
{x ∈ X, ‖TNx− x‖ < }
est dense dans X. Si ce n’est pas le cas, il existe x ∈ X et r > 0 tel que
∀N > 1,∀z ∈ B(x, r), ‖TNz − z‖ > .
Par hypothe`se, il existe kn > 1 et xn → x telles que ‖T knxn − xn‖ → 0. Pour n assez grand
xn ∈ B(x, r), donc ‖T knxn − xn‖ >  ce qui donne une contradiction.
Expliquons maintenant l’organisation de ce chapitre. La premie`re section rappelle les faits
utiles sur les bases dans les espaces de Banach. La seconde section s’inte´resse a` quelques
questions basiques sur AT et traite quelques exemples. La troisie`me section est la` pour
prouver deux lemmes de se´paration asymptotique qui seront utilise´s pour les construc-
tions d’ope´rateurs de la section suivante, dans laquelle on de´taille notamment la preuve du
The´ore`me 4.0.5. On donne ensuite une version simplifie´e de l’ope´rateur construit par Ha´jek
et Smith dans la cinquie`me section. Enfin, la section 6 est constitue´e de comple´ments et
remarques qui de´bouchent sur certaines questions.
Dans toute la suite de ce chapitre, on utilisera pour T ∈ L(X) les notations spectrales clas-
siques suivantes :
- σ(T ) le spectre de T .
- σp(T ) l’ensemble des valeurs propres de T .
- r(T ) le rayon spectral de T .
On notera aussi GL(X) l’ensemble des ope´rateurs inversibles.
4.1 Rappels sur les bases dans les espaces de Banach
Soit X un espace de Banach. On rappelle ici la de´finition des bases de Schauder, ainsi
que d’autres bases posse´dant des proprie´te´s plus riches. Cette notion est particulie`rement
utile pour de´finir un ope´rateur, tout comme on le fait naturellement en dimension finie. Les
de´finitions et re´sulats suivant proviennent de [LQ] et [LT], ouvrages auxquels on renvoie pour
des informations plus avance´es.
Definition 4.1.1. Soit (ek) ⊂ X. On dit que (ek) est une base de Schauder si on peut e´crire
de fac¸on unique tout vecteur x sous la forme
x =
∞∑
k=1
xkek
ou` (xk) est une suite de scalaires.
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On a alors la caracte´risation suivante.
Proposition 4.1.1. Soit (ek) ⊂ X. Alors (ek) est une base de Schauder si et seulement si :
a) X = span{ek, k > 1}.
b) Il existe une constante K > 0 telle que :∥∥∥∥∥
m∑
k=1
xkek
∥∥∥∥∥ 6 K
∥∥∥∥∥
n∑
k=1
xkek
∥∥∥∥∥
pour tous n > m, et tous scalaires x1, . . . , xn.
La meilleure constante K > 0 s’appelle la constante de basicite´ de la base (ek).
On de´finit maintenant les suites basiques.
Definition 4.1.2. Soit (ek) ⊂ X. On dit que (ek) est basique si et seulement si c’est une
base de Schauder du sous espace ferme´ qu’elle engendre.
Un re´sultat important de S.Mazur assure que tout espace de Banach contient une suite
basique. D’autre part, si (ek) est une suite basique et si X0 = span{ek, k > 1}, tout e´le´ment
x de X0 s’e´crit de fac¸on unique sous la forme
x =
∞∑
k=1
xkek
et on ve´rifie facilement avec la proposition pre´ce´dente que les formes coordonne´es : e∗k(x) = xk
sont continues sur X0. On de´signera toujours par e
∗
k toute extension continue a` X (qui existe
par Hahn-Banach).
Le re´sultat suivant constitue un autre moyen tre`s utile pour montrer qu’une suite est basique.
Il dit que le fait d’eˆtre basique est stable par ”petites perturbations”.
Proposition 4.1.2. Soit (ek) une suite basique dans X, et soit (fk) ⊂ X telle que
∞∑
k=1
‖e∗k‖‖ek − fk‖ < 1.
Alors (fk) est basique et est e´quivalente a` (ek) (c’est a` dire que la convergence de
∑∞
k=1 xkek
e´quivaut a` celle de
∑∞
k=1 xkfk pour tout choix de scalaires (xk)).
On passe maintenant a` des bases ayant des proprie´te´s supple´mentaires.
Definition 4.1.3. Soit (ek) une base de Schauder de X. On dit que (ek) est une base in-
conditionnelle si et seulement si (epi(k) est une base de Schauder pour toute permutation des
entiers pi. On peut alors montrer que (ek) est inconditionnelle si et seulement si a` chaque
fois que
∑∞
k=1 xkek converge, alors
∑∞
k=1 λkxkek converge pour tout choix de scalaires (λk)
de modules 1.
Definition 4.1.4. Soit (ek) une base de Schauder de X. On dit que (ek) est une base
syme´trique si et seulement si (epi(k) est une base de Schauder e´quivalente a` (ek) pour toute
permutation des entiers pi.
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Exemple 4.1.1. La base canonique de c0 (resp `
p, 1 6 p <∞) est syme´trique.
Si pour x =
∑∞
k=1 xkek ∈ X, on pose
‖x‖0 = sup
|λk|61
sup
pi
∥∥∥∥∥
∞∑
k=1
xkλkepi(k)
∥∥∥∥∥ ,
alors ‖.‖0 est une norme e´quivalente sur X qui satisfait pour tout pi,∥∥∥∥∥
∞∑
k=1
xkepi(k)
∥∥∥∥∥
0
=
∥∥∥∥∥
∞∑
k=1
|xk|ek
∥∥∥∥∥
0
et de`s que 0 6 xk 6 yk, ∥∥∥∥∥
∞∑
k=1
xkek
∥∥∥∥∥
0
6
∥∥∥∥∥
∞∑
k=1
ykek
∥∥∥∥∥
0
.
Une telle norme est qualifie´e de syme´trique.
Signalons e´galement la de´finition suivante qui force la se´parabilite´ du dual (mais qui ne
sera utile qu’au chapitre suivant) :
Definition 4.1.5. Une famille (en) ⊂ X est appele´e une base shrinking si (en) est une base
de Schauder de X et de plus (e∗n) est une base de X
∗.
Revenons au cas ou` X est seulement suppose´ se´parable. Une question reste´e longtemps
ouverte e´tait de savoir si X contient une base. Ce proble`me fut re´solu ne´gativement par
Enflo dans les anne´es 70. Cependant, on peut toujours construire une suite (en) ⊂ X qui se
comporte a` peu pre`s comme une base de Schauder [OP].
The´ore`me 4.1.1. Si X est un espace de Banach se´parable et  > 0, on peut trouver 2 suites
(en, e
∗
n) ⊂ X ×X∗ telles que :
i) span(en, n > 1) est dense dans X.
ii) 〈e∗n, em〉 = δn,m ou` δn,m = 0 si n 6= m et 1 si n = m.
iii) sup ‖en‖‖e∗n‖ 6 1 + .
4.2 Croissance et line´arite´
4.2.1 Croissance
Soit T ∈ L(X). Comme de´ja` e´voque´, le fait que ‖T n‖ → ∞ n’implique pas que AT 6= ∅.
Cependant, c’est vrai si ‖T n‖ croit suffisamment vite vers l’infini. Ces questions ont d’abord
e´te´ e´tudie´es par Beauzamy [Be] dans le cadre des espaces de Hilbert. Par exemple, AT est
dense de`s que r(T ) > 1 (on se place dans un espace complexe), c’est a` dire que ‖T n‖ croit a`
une vitesse ge´ome´trique.
The´ore`me 4.2.1. Soit X un espace de Banach complexe et T ∈ L(X) tel que r(T ) > 1.
Alors, AT est dense dans X.
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Ce re´sultat est du a` Beauzamy ([Be], partie I, chapitre 3) dans le cas hilbertien et a` Da
Costa Bernardez Jr [Ber] dans le cas banachique. Nous en donnons ici une preuve alternative,
dont la de´monstration est inspire´e d’une me´thode de Sokal [Sok] qui prouve le the´ore`me de
Banach-Steinhauss sans utiliser le lemme de Baire. On va utiliser le lemme tre`s e´le´mentaire
suivant.
Lemme 4.2.1. Soit T ∈ L(X). Alors pour tout x ∈ X et r > 0, on a
sup
x′∈B(x,r)
‖Tx′‖ > ‖T‖r.
De´monstration. Soit  > 0 et y de norme 1 tel que ‖Ty‖ > ‖T‖ − , on a
2 sup
x′∈B(x,r)
‖Tx′‖ > ‖T (x+ ry)‖+ ‖T (x− ry)‖
> 2r‖Ty‖ > 2r(‖T‖ − )
d’ou` le re´sultat a` la limite lorsque → 0.
Prouvons maintenant que AT est dense. On peut supposer que ‖T n‖ > 4n pour tout n.
En effet, supposons la conclusion e´tablie dans ce cas et soit T avec r(T ) > 1, y ∈ X et  > 0.
Posons α = r(T ) et soit r tel que αr > 4 , de sorte que par la formule du rayon spectral,
‖T nr‖ > 4n pour tout n. Il existe donc x tel que ‖T jrx‖ → ∞ (j → ∞) et ‖x− y‖ 6 . On
e´crit n+ r = jr + r0 ou` 0 6 r0 < r. On a alors
‖T jrx‖ = ‖T n+(r−r0)x‖ 6 C‖T nx‖,
ou` on a pose´ C = supi6r ‖T i‖ et donc ‖T nx‖ → ∞.
On suppose de´sormais ‖T n‖ > 4n pour tout n. Soit a` nouveau y ∈ X et  > 0. On pose
x0 = y et on construit une suite (xn) par re´currence (en appliquant le lemme) telle que pour
tout n > 1
‖xn − xn−1‖ 6 3−n et ‖T nxn‖ > 2
3
3−n‖T n‖.
(xn) est donc de Cauchy et converge vers un certain point x. Pour p > n, on a
‖xp − xn‖ = ‖
p−1∑
k=n
(xk+1 − xk)‖ 6
p−1∑
k=n
3−k−1 6 
2
3−n,
donc ‖x− xn‖ 6 3−n/2 et en particulier ‖x− y‖ 6 . Il reste a` voir que x ∈ AT . On a
‖T nx‖ > ‖T nxn‖ − ‖T n(x− xn)‖
> 2
3
3−n‖T n‖ − 
2
3−n‖T n‖ > 
6
(
4
3
)n
,
d’ou` ‖T nx‖ → ∞.
On peut montrer que la condition de croissance ge´ome´trique peut eˆtre remplace´e par des
conditions bien plus faibles. Le re´sultat suivant, du a` Mu¨ller et Vrsˇovsky´ [MV] est essentiel-
lement optimal (on ne peut pas ame´liorer les exposants). Sa preuve est base´e sur l’utilisation
des the´ore`mes de Ball (voir chapitre pre´ce´dent pour un e´nonce´).
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The´ore`me 4.2.2. Soit X un espace de Banach (re´el ou complexe) et (Tn) ⊂ L(X) ve´rifiant
∞∑
n=1
1
‖Tn‖ <∞,
alors il existe une partie D dense dans X telle que
∀x ∈ D, ‖Tnx‖ → ∞.
De plus si X = H est un espace de Hilbert complexe, il existe une partie dense D telle que
∀x ∈ D, ‖Tnx‖ → ∞,
sous l’hypothe`se plus faible
∞∑
n=1
1
‖Tn‖2 <∞.
Voici maintenant une autre condition suffisante qui s’applique a` certains ope´rateurs T
tels que r(T ) = 1.
Proposition 4.2.1. Soit X un espace de Banach et T ∈ L(X) tel que⋃
|λ|>1
∞⋃
k=0
Ker (T − λI)k \Ker (T − λI)
est dense. Alors, AT est dense.
De´monstration. Il suffit de voir que⋃
|λ|>1
∞⋃
k=0
Ker (T − λI)k \Ker (T − λI) ⊂ AT .
Soit |λ| > 1, x ∈ X tel que (T − λI)x 6= 0 et k > 2 tel que (T − λI)kx = 0. On va montrer
que ‖T nx‖ → ∞. Ecrivons T = λI + N . Soit l l’entier minimal tel que (T − λI)lx = 0. On
obtient
T nx =
n∑
j=0
(
n
j
)
λn−jN jx =
l−1∑
j=0
(
n
j
)
λn−jN jx.
Il est facile de voir que (x,Nx, . . . , N l−1x) est une famille libre.
Posons F = span(x,Nx, . . . , N l−1x) et soit ϕ la forme line´aire (de´pendant de x) de´finie sur
F par ϕ(N jx) = 0 si j 6= 1 et ϕ(Nx) = 1. Puisque F est de dimension finie, ϕ est continue
sur F et on obtient
‖ϕ‖‖T nx‖ > |〈ϕ, T nx〉| = |tλn−1| > n,
ce qui assure que ‖T nx‖ → ∞.
Bien suˆr, dans l’e´nonce´ de la proposition pre´ce´dente, l’ensemble
⋃
|λ|>1
⋃∞
k=0 Ker (T −
λI)k \Ker (T − λI) peut tre`s bien eˆtre vide ! Voila` un corollaire imme´diat plus explicite que
la proposition.
46 Sur les orbites d’ope´rateurs borne´s qui tendent vers l’infini
Corollaire 4.2.1. Soit X un espace de Banach et T ∈ L(X) tel que T n’est pas une ho-
mothe´tie et tel qu’il existe |λ| > 1 ve´rifiant : T − λI est nilpotent, alors AT est dense.
De´monstration. La preuve de la proposition pre´ce´dente montre que dans ce cas, AT contient
le comple´mentaire d’un sous espace vectoriel strict, donc est dense.
Une question qui vient a` l’esprit est : peut-on ge´ne´raliser ce dernier corollaire en rem-
plac¸ant nilpotent par quasi-nilpotent ? (Un ope´rateur e´tant quasi-nilpotent si son spectre est
re´duit a` {0}.) On peut remarquer qu’il est vain d’espe´rer d’obtenir une re´ponse positive a`
l’aide de la proposition pre´ce´dente. En effet, conside´rons par exemple l’ope´rateur N de´fini
sur `p(N) (1 6 p < ∞) par Nek = ek+1k ou` (ek) est la base canonique de `p(N), alors on a
pour n > 1
Nnx =
∞∑
k=1
xkek+n
k(k + 1) . . . (k + n− 1) .
En utilisant l’ine´galite´ k(k + 1) . . . (k + n− 1) > n!, on obtient donc
‖Nnx‖pp 6
1
n!
∞∑
k=1
|xk|p
et donc ‖Nn‖ 6 1
(n!)1/p
. La formule de Stirling et celle du rayon spectrale assurent alors que
σ(N) = 0, donc que N = T−I est quasi-nilpotent. N e´tant clairement injective, T ne posse`de
pas de valeurs propres donc
⋃
|λ|>1
∞⋃
k=0
Ker (T − λI)k \Ker (T − λI)
est vide.
Cela e´tant, on a pour x ∈ `p(N)
T nx =
n∑
k=0
(
n
k
) ∞∑
l=1
xlel+k
l(l + 1) . . . (l + k − 1) .
En e´valuant en x = e1, et en minorant la somme ci-dessous par le terme d’ordre k = 2, on
trouve
‖T n‖pp >
n∑
k=0
((
n
k
)
k!
)p
>
(
n(n− 1)
4
)p
.
Donc (‖T n‖p) tend suffisamment vite vers l’infini pour appliquer le the´ore`me de Mu¨ller et
Vrsˇovsky´ qui assure que AT est dense.
4.2.2 Line´abilite´
Nous avons vu que AT e´tait gros (au sens topologique) de`s que (‖T n‖)n croissait assez vite
vers l’infini. On s’inte´resse ici a` gros, en un sens plus alge´brique. On a la de´finition suivante.
4.2. Croissance et line´arite´ 47
Definition 4.2.1. Soit E ⊂ X une partie d’un espace de Banach X et N un entier, N > 1.
On dit que :
- E est N-line´able si E contient un sous espace vectoriel de dimension N .
- E est line´able si E contient un sous espace vectoriel de dimension infinie.
- E est space´able si E contient un sous espace vectoriel ferme´ de dimension infinie.
Evidemment, space´able ⇒ line´able ⇒ N -line´able. On a la proposition suivante qui est
essentiellement une remarque mais qui donne des hypothe`ses simples de ”line´abilite´”.
Proposition 4.2.2. Soit X un espace de Banach et T ∈ L(X). On suppose qu’il existe une
suite (xi) ⊂ X telle que pour tout i
‖T n(xi)‖ → ∞ et ‖T
n(xi)‖
‖T n(xi+1)‖ → ∞,
alors AT ∪ {0} est line´able.
De´monstration. On pose Z = span{xi, i > 1}. Soit z 6= 0 ∈ Z, on peut e´crire z =
∑s
i=r αixi
avec αr 6= 0, on a alors
‖T n(z)‖ > |αr|‖T n(xr)‖ −
(
s∑
i=r+1
|αi|
)
sup
r+16i6s
‖T n(xi)‖,
et le quotient ‖T n(xr)‖/ supr+16i6s ‖T n(xi)‖ tend vers l’infini par hypothe`se donc z ∈ AT .
Pour la meˆme raison, voit que la famille (xi) est libre donc Z est de dimension infinie.
On peut par exemple appliquer ce re´sultat a` T = 2B sur `p(N) : on prend pour (ei) la
base canonique usuelle. On choisit (λi) ⊂]1/2, 1[ une suite de´croissante et on pose pour i fixe´,
xi = (λ
n
i )n. On a ainsi
‖T nxi‖p = 2
npλnpi
1− λpi
→∞,
et par de´croissance de la suite (λi), les quotients ‖T n(xi)‖/‖T n(xi+1)‖ tendent e´galement
vers l’infini. Cependant, cette proposition n’est pas vraiment satisfaisante dans la mesure ou`
elle ne donne pas de space´abilite´. En re´alite´, on peut montrer que dans l’exemple pre´ce´dent,
AT est space´able. Plus ge´ne´ralement, on s’inte´resse a` pre´sent au backward shift a` poids Bw
et on montre par une me´thode diffe´rente que si il n’y a ”pas trop” de poids proches de 1,
alors ABw est space´able.
Exemple 4.2.1. Soit X = c0 ou X = `
p(N) (1 6 p < ∞). Soit (wn) ⊂ R+ une suite
borne´e de poids telle que wn > 1 pour tout n et soit Bw le backward shift associe´. On pose
un = infk>nWk,n ou`
Wk,n = wkwk−1 . . . wk−n+1
et on suppose que la suite (un) tend vers l’infini. Alors ABw est space´able.
De´monstration. On fait la preuve dans `p (le cas c0 e´tant en fait un peu plus simple). On
va construire une suite (xi) ⊂ `p a` supports disjoints et telle que ‖T n(xi)‖ → ∞ pour tout
i. Ces e´le´ments forment alors une suite basique de `p. Posons Z = span{xi, i > 1}. Soit
z 6= 0 ∈ Z, z = ∑∞i=1 αixi, il existe un s tel que αs 6= 0. Les supports des ite´re´s restent
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disjoints (puisque le shift de´cale . . .), donc ‖T nz‖ > |αs|‖T n(xs)‖ → ∞. On construit a`
pre´sent les (xi) par re´currence. Supposons que pour un entier r, x1, . . . , xr sont construits
(on omet l’initialisation qui est implicitement contenue dans la construction de xr+1) tels que
leurs supports sont disjoints et
K := Supp(x1) ∪ . . . ∪ Supp(xr)
est de comple´mentaire infini et pour tout i 6 r, ‖T n(xi)‖ → ∞. Notons que ne´cessairement,
Supp(xi) est infini pour tout i 6 r et e´crivons
K = {an, n > 0} et N \K = {pn, n > 0} ∪ {qn, n > 0}
ou` (an), (pn) et (qn) sont des suites strictement croissante d’entiers avec (pn) et (qn) disjointes.
Soit x = xr+1 tel que xan = xpn = 0 pour tout n (et xqn a` ajuster), ce qui assure de´ja` que
x1, . . . , xr, x sont a` supports disjoints et K ∪ Supp(x) est de comple´mentaire infini. On a
Bnwx =
∞∑
k=n
xkWk,nek−n =
∞∑
k=n
xqkWqk,neqk−n.
On voit qu’il suffit de trouver y = (yk) ∈ `p satisfaisant
∞∑
k=n
|yk|pW pk,n →∞
car alors le choix xqk = yk conviendra. Comme par de´finition de un,
∞∑
k=n
|yk|pW pk,n >
( ∞∑
k=n
|yk|p
)
upn
et que (un) tend vers l’infini, il suffit d’avoir
∞∑
k=n
|yk|p = 1√
upn
,
et cette dernie`re condition est re´alise´e en posant
yk =
(
1√
upk
− 1√
upk+1
)1/p
,
choix possible car la suite (un) est visiblement croissante puisque wi > 1 pour tout i.
Remarque 4.2.1. Dans la proposition pre´ce´dente, l’hypothe`se (un) tend vers l’infini est
re´alise´e sous la condition a` priori plus faible
∃a > 1,∃n,∀k > n,Wk,n > a.
En effet, il suffit de faire une division euclidienne et de minorer toutes les tranches de lon-
gueurs n par a pour s’en convaincre.
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Nous avons donne´ jusqu’a` pre´sent des exemples positifs, la proposition suivante fournit
quant a` elle des conditions suffisantes pour que AT soit ”alge´briquement” petit.
Proposition 4.2.3. Soit X un Banach et T ∈ L(X). On suppose qu’il existe un ope´rateur
R de rang N commutant avec T et tel que ‖T −R‖ < 1, alors AT est au mieux N-line´able.
De´monstration. On peut e´crire pour x ∈ X,
Rx =
r∑
i=1
x∗i (x)xi
ou` x∗i ∈ X∗ et les vecteurs xi sont line´airement inde´pendants. Soit
Z =
N⋂
i=1
Ker x∗i ,
c’est un sous espace ferme´ de codimension au plus N et si x est dans Z, ‖T nx‖ tend vers 0
car avec la formule du binome et la commutation, ‖T nx‖ = ‖(T − R)nx‖ 6 ‖T − R‖n‖x‖.
On voit donc que si Y est un sous espace de X tel que pour tout x 6= 0, x ∈ Y , ‖T nx‖ → ∞,
dim(Y ) 6 N .
On ne peut pas supprimer l’hypothe`se de commutation dans la proposition pre´ce´dente,
et un ope´rateur compact T peut tre`s bien ve´rifier que AT est space´able comme le montre
l’exemple suivant.
Exemple 4.2.2. Soit X = c0 ou X = `
p. On de´finit T par Te1 = 2e1 et Ten = wnen−1
(n > 2) ou` wn > 0, wn → 0 ce qui assure la compacite´ de T . Clairement AT = X \ {0} et si
R l’ope´rateur de rang 1 de´fini par Re1 = 2e1 et Ren = 0 pour n > 2, on voit que ‖T −R‖ < 1
si les wn sont assez petits.
Dans la dernie`re section, on verra un exemple d’ope´rateur tel que AT ∪ {0} est space´able
et diffe´rent de l’espace tout entier : mieux, AT ∪ {0} sera un sous-espace ferme´ propre de X.
4.3 Lemmes de se´paration asymptotiques
Nous allons ici de´montrer deux lemmes de se´paration asymptotique, qui permettront de
fabriquer un ope´rateur re´pondant ne´gativement a` la conjecture de Praˇjituraˇ.
Ici, d > 2 est un entier.
Proposition 4.3.1. Soit X un espace vectoriel norme´ de dimension d et H 6= ∅ un sous-
ensemble ferme´ de X tel que H soit une re´union d’hyperplans vectoriels. Alors, il existe une
suite de formes line´aires (fn) sur X telle que
1) Pour tout x /∈ H, lim |fn(x)| =∞.
2) Pour tout x ∈ H, lim|fn(x)| = 0.
On va faire la preuve dans le cas re´el. On note S = SX la sphe`re unite´ de X et on pose
C = S ∩H. On prouve d’abord le lemme suivant.
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Lemme 4.3.1. Il existe une constante K > 0 et une suite (un) ⊂ C telle que pour tout
x ∈ C, il existe une suite d’entiers (pn) tendant vers l’infini, et satisfaisant pour tout n,
pn 6 n et ‖x− upn‖ 6 Kn1/d−1 .
De´monstration du Lemme 4.3.1. Il existe L > 0 tel que pour tout k, on peut trouver un 2−k
re´seau Hk de C avec |Hk| 6 L(2k)d−1 ou` |Hk| de´signe le nombre d’e´le´ments de Hk. La suite
(un) est obtenue en e´nume´rant d’abord les e´le´ments de H1, puis tous ceux de H2 et ainsi de
suite . . . Fixons x ∈ C et ve´rifions la proprie´te´ du lemme. Pour n ∈ N, il existe un entier k
tel que |H1|+ . . .+ |Hk| 6 n < |H1|+ . . .+ |Hk|+ |Hk+1|, en particulier, on obtient
n 6 L
k+1∑
i=1
(2d−1)i = 2d−1L
(2d−1)k+1 − 1
2d−1 − 1 6 Cd2
k(d−1)
ou` Cd > 0 de´pend seulement de d. Par de´finition de Hk, il existe un e´le´ment upn ∈ Hk tel que
‖x− upn‖ 6 2−k 6 (Cdn )1/d−1. Puisque k − 1 6 |H1| + . . . + |Hk−1| < pn 6 |H1| + . . . + |Hk|,
pn 6 n, lim pn =∞ et le lemme est de´montre´.
De´monstration de la Proposition 4.3.1. Pour chaque n, on peut se´lectionner une forme line´aire
fn telle que fn(un) = 0, Kerfn ⊂ H et ‖fn‖ = n1/2(d−1). Si x /∈ H, alors
|fn(x)| = ‖fn‖d(x,Kerfn) > ‖fn‖d(x,H) > n1/2(d−1)d(x,H)
ainsi on a 1). Pour 2), on peut supposer que x 6= 0 et appliquer le lemme avec y = x‖x‖ ∈ C,
on obtient une suite (pn) avec pn 6 n, lim pn =∞ et ‖y−upn‖ 6 Kn1/d−1 . Pour chaque n, on a
|fpn(x)| = ‖x‖|fpn(y − upn)| 6 ‖fpn‖‖y − upn‖‖x‖ 6
K
n1/2(d−1)
‖x‖
ce qui prouve 2) et ache`ve la preuve.
Pour le cas complexe, la preuve est essentiellement la meˆme. La seule diffe´rence est que
pour  > 0, l’entropie de la sphe`re unite´ est de l’ordre de 1
2d−1 ce qui donne une estimation
diffe´rente de ‖x− upn‖ dans le lemme, et donc il faut ajuster les exposants dans ‖fn‖ en vue
de la preuve de la proposition.
Voici a` pre´sent une variante de ce re´sultat qui nous servira (comme mentionne´ dans la
section pre´ce´dente) a` construire des ope´rateurs T tels que AT ∪{0} soit un sous-espace ferme´
de codimension finie arbitraire.
Proposition 4.3.2. Soit X un espace vectoriel norme´ de dimension d et soit F une droite
vectorielle. Alors, il existe une suite (fn) ⊂ X∗ ve´rifiant :
1) ∀x ∈ F \ {0}, lim |fn(x)| =∞.
2) ∀x /∈ F \ {0}, lim|fn(x)| = 0.
De´monstration. Il suffit de ve´rifier cela pour des vecteurs unitaires. On pose comme dans la
proposition pre´ce´dente C = SX ∩F . Plac¸ons nous par exemple dans le cas re´el et remarquons
que C = {e,−e} pour un e ∈ X, ‖e‖ = 1. On introduit pour k > 1
Lk = {ϕ ∈ X∗, ‖ϕ‖ 6 1, |ϕ(e)| > k} ,
ou` (k) est une suite de´croissant vers 0 a` ajuster ulte´rieurement.
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Fait 4.3.1.
S \ C ⊂ ∪∞k=1 ∪ϕ∈Lk Kerϕ.
De´monstration. Soit x ∈ S \ C et comple´tons (e, x) en une base (e, x, e3, . . . , en) de X avec
‖ei‖ = 1. Pour  > 0 assez petit ϕ : X → R de´finie par ϕ(x) = ϕ(ei) = 0 (i > 3) et ϕ(e) = 
ve´rifie clairement ‖ϕ‖ 6 1. L’affirmation du fait en est une conse´quence imme´diate.
On conside`re maintenant Fk un 2
−k re´seau de Lk avec |Fk| 6 L2kd (ou` L = Ld > 0 est
une constante). On construit une suite (ϕn) ⊂ X∗ en e´nume´rant d’abord tous les e´le´ments de
L1, puis tous ceux de L2, . . . On pose alors fn = αnϕn ou` (αn) ⊂ R+ est une suite croissant
vers l’infini a` ajuster e´galement.
Fixons x ∈ S \C, on peut trouver k0 tel que pour k > k0, il existe ϕ ∈ Lk telle que ϕ(x) = 0.
Soit alors n assez grand pour qu’il existe k > k0 tel que |F1|+. . .+|Fk| < n 6 |F1|+. . .+|Fk+1|
(de sorte que ϕn ∈ Fk+1). On obtient alors (comme dans la proposition pre´ce´dente) que
n 6 C2kd ou` C = Cd > 0. Puisque ϕ ∈ Lk, on peut trouver ϕpn ∈ Fk avec
‖ϕ− ϕpn‖ 6 2−k 6
(
C
n
)1/d
.
On voit encore, comme dans la proposition pre´ce´dente, que pn 6 n et pn →∞ et donc
|fpn(x)| = αpn|ϕpn(x)− ϕ(x)| 6 αn
(
C
n
)1/d
.
D’autre part, on a clairement n > k − k0 + 1 et puisque ϕn ∈ Fk+1, on obtient
|fn(e)| > αnk+1 > αnn+k0 .
Les choix
n =
1
n1/4d
et αn = n
1/2d
assurent alors que 1) et 2) sont ve´rifie´s.
4.4 Construction d’ope´rateurs
4.4.1 Un ope´rateur dans C2
Ce paragraphe, purement pe´dagogique, est la` pour expliquer l’ide´e de base de construction
d’un ope´rateur ve´rifiant le The´ore`me 4.0.5. On va regarder le comportement de l’ope´rateur
T donne´ par sa matrice (
1 0
α λ
)
dans une base (e1, e2) de C2. On a T = S +R ou` S et R ont pour matrices respectives(
1 0
0 λ
)
et
(
0 0
α 0
)
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Comme R2 = 0 et RS = R, on a
T n = Sn + (I + S + · · ·+ Sn−1)R.
T n a pour matrice (
1 0
αλn λ
n
)
avec λn =
n−1∑
k=0
λk.
Si λ = eipi/m et m est choisi tel que 1/m α 1, on voit que
• T − I est petit car |λ− 1| ' pi/m.
• T 2m = I car λ2m = 0 et λ2m = 1.
• Pour n 6 m, ‖T n‖ est de l’ordre de αn, donc grand si n est assez proche de m. En effet,
un petit calcul montre que le coefficient αλn a pour module
α
∣∣∣∣sin(pin/2m)sin(pi/2m)
∣∣∣∣ ' αm nm = αn.
Cependant, un ope´rateur en dimension finie ne peut pas satisfaire les conclusions du The´ore`me
4.0.5. Dans le paragraphe suivant, on montre comment y arriver en combinant l’ide´e base´e
sur la matrice pre´ce´dente, et l’utilisation des lemmes de se´paration pre´ce´dents.
4.4.2 Cas complexe
Dans cette sous-section, on prouve la version complexe du the´ore`me principal :
The´ore`me 4.4.1. Soit X un espace de Banach se´parable complexe de dimension infinie.
Alors, il existe T ∈ AX tel que T − I est nucle´aire.
Rappelons qu’un ope´rateur N est nucle´aire si il existe des formes line´aires continues
x∗k et des vecteur xk tels que N puisse s’e´crire sous la forme N =
∑∞
k=1 xk ⊗ x∗k avec∑∞
k=1 ‖x∗k‖‖xk‖ <∞ ou` xk ⊗ x∗k est l’ope´rateur de rang 1 de´fini par
xk ⊗ x∗k(x) = 〈x∗k, x〉xk.
Ces ope´rateurs sont clairement compacts, en tant que limite en norme d’ope´rateurs de rangs
finis.
Pour construire notre ope´rateur, on va utiliser le The´ore`me 4.1.1. Pour notre cas, on aura pas
besoin de l’estimation pre´cise avec . Cependant, observons qu’en remplac¸ant en par en/‖en‖
et e∗n par ‖en‖e∗n, on peut supposer que ‖en‖ = 1, K = sup ‖e∗n‖ < ∞ et les proprie´te´s i) et
ii) du The´ore`me 4.1.1 sont toujours satisfaites. On conside`re ensuite un sous ensemble ferme´
F ⊂ span(e1, e2) qui est une re´union de droites vectorielles et (fk) la suite de formes line´aires
associe´e sur span(e1, e2) dans la Proposition 4.3.1 (on se place donc dans le cas d = 2).
De´signons par P la projection de´finie sur X par
Px = 〈e∗1, x〉e1 + 〈e∗2, x〉e2.
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P est continue avec ‖P‖ 6 2K. On pose ensuite λ1 = λ2 = 1 et pour k > 3, λk = e
ipi
mk ou`
(mk) est une suite d’entiers positifs telle que mk|mk+1 et qui va tre`s vite a` l’infini, de fac¸on
a` avoir
∞∑
k=3
mk−2
mk−1
‖fk‖ <∞ et mk > 15mk−1.
On note c00 le sous espace engendre´ par (en)n>1. Pour x ∈ c00, x =
∑n
k=1 xkek, on pose
Sx =
n∑
k=1
λkxkek.
Cela de´finit un ope´rateur borne´ S sur c00, en effet pour x =
∑n
k=1 xkek ∈ c00,
‖Sx‖ 6
n∑
k=1
|λk − 1|‖xkek‖+ ‖x‖ 6
(
K
∞∑
k=1
|λk − 1|+ 1
)
‖x‖
et par notre hypothe`se sur (mk), il est clair que
∑∞
k=1 |λk − 1| < ∞. Ainsi, S s’e´tend en un
ope´rateur borne´ sur X (parce que c00 est dense dans X). On de´signera encore ce prolongement
par S.
Remarque 4.4.1. Notons que si (ek) est une base de Schauder normalise´e, alors si x =∑∞
k=1 xkek, S est explicitement donne´ par
Sx =
∞∑
k=1
λkxkek.
Pour x ∈ X, on de´finit maintenant T par
Tx = Sx+
∞∑
k=3
1
mk−1
fk(Px)ek.
Notons que le second terme de´finit un ope´rateur borne´ car
∑∞
k=3
1
mk−1
‖fk‖ <∞. Donc T est
lui-meˆme borne´ ; si l’on pose
A˜T = {x ∈ X,Px /∈ F} et B˜T = {x ∈ X,Px ∈ F},
alors on va montrer que AT = A˜T et BT = B˜T donc T sera l’ope´rateur attendu (en imposant
que l’inte´rieur relatif de F dans span(e1, e2) est non vide et que F 6= span(e1, e2)). Puisque
λ2mkk = 1 et plus ge´ne´ralement λ
2mn
k = 1 pour n > k (par l’hypothe`se de divisibilite´ des mk),
l’ope´rateur S a la proprie´te´ suivante.
Lemme 4.4.1. Pour x ∈ X, limn→∞ S2mnx = x.
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De´monstration. On montre d’abord que la suite (‖S2ml‖) est borne´e. Si l’on fixe x = ∑nk=1 xkek
tel que ‖x‖ = 1, on a
∥∥S2mlx− x∥∥ = ∥∥∥∥∥
n∑
k=1
(λ2mlk − 1)xkek
∥∥∥∥∥
=
∥∥∥∥∥
n∑
k=l+1
(λ2mlk − 1)xkek
∥∥∥∥∥ car λ2mlk = 1 pour l > k
6 K
n∑
k=l+1
∣∣λ2mlk − 1∣∣
6 2K
∞∑
k=l+1
2piml
mk
car |ez − 1| 6 2|z| pour |z| 6 1/2
6 K
∞∑
k=1
4pimk−1
mk
.
Ainsi, (‖S2mlx‖) est borne´e par 1 + K∑∞k=1 4pimk−1mk < ∞ de`s que x ∈ c00, ‖x‖ = 1. Par
densite´ de c00 dans X, cela implique que la suite (‖S2ml‖) est borne´e. Pour voir l’affirmation
du lemme, fixons x ∈ X,  > 0 et y ∈ c00 tels que ‖y − x‖ 6 , on a∥∥S2mlx− x∥∥ = ∥∥S2ml(x− y) + (S2mly − y) + (y − x)∥∥
6 sup ‖S2ml‖+ ‖S2mly − y‖+ .
Puisque pour l assez grand, S2mly = y, on a la conclusion.
On explicite maintenant l’expression des ite´re´s de T .
Lemme 4.4.2. Pour x ∈ X et n > 1, on a
T nx = Snx+
∞∑
k=3
λk,n
mk−1
fk(Px)ek ou` λk,n =
n−1∑
l=0
λlk.
De´monstration. Le re´sultat est clair pour n = 1, on proce`de par re´currence et on suppose le
re´sultat vrai au rang n, on a
T n+1x = T (T nx) = T (Snx) + T
( ∞∑
k=3
λk,n
mk−1
fk(Px)ek
)
= Sn+1x+
∞∑
k=3
1
mk−1
fk(PS
nx)ek +
∞∑
k=3
λkλk,n
mk−1
fk(Px)ek
+
∞∑
k=3
1
mk−1
fk(Py)ek
ou` y =
∑∞
l=3
λl,n
ml−1
fl(Px)el, donc Py = 0. Puisque λ1 = λ2 = 1, on a PS
nx = Px, et puisque
λkλk,n + 1 = λk,n+1, on en de´duit la formule au rang n+ 1.
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On e´tudie maintenant le comportement de λk,n. On a le fait facile suivant.
Fait 4.4.1. i) Pour tous k, n > 1, |λk,n| 6 n.
ii) λk,2mn = 0 pour n > k.
iii)Pour mk−1 6 n 6 mk, |λk,n| > 2pimk−1.
De´monstration. i) est juste l’ine´galite´ triangulaire. ii) est imme´diat car λk,n se calcule facile-
ment en tant que somme ge´ome´trique :
λk,n =
e
ipin
mk − 1
e
ipi
mk − 1
.
Pour iii), on obtient
|λk,n| =
∣∣∣sin( pin2mk)∣∣∣∣∣∣sin( pi2mk)∣∣∣ .
La minoration souhaite´e re´sulte des ine´galite´s : sin(y) > 2
pi
y pour y ∈ [0, pi
2
] et | sin(y)| 6 |y|
pour y ∈ R.
On peut maintenant passer a` la preuve du re´sultat principal. Soit x ∈ c00, x =
∑p
k=1 xkek.
Fixons k > 3, on pose δk6p = 1 si k 6 p et δk6p = 0 si k > p. On a
K‖T nx‖ > |〈e∗k, T nx〉| =
∣∣∣∣λnk〈e∗k, x〉δk6p + λk,nmk−1fk(Px)
∣∣∣∣
>
∣∣∣∣ λk,nmk−1fk(Px)
∣∣∣∣− |λnk〈e∗k, x〉δk6p|
>
∣∣∣∣ λk,nmk−1fk(Px)
∣∣∣∣−K‖x‖.
Puisque la dernie`re ine´galite´ ne fait intervenir que des fonctions continues, elle reste vraie
pour x ∈ X (par densite´ de c00 dans X) et pour k > 3, n > 1. Maintenant, fixons k > 1 et
mk−1 6 n 6 mk, en utilisant la dernie`re ine´galite´ et le fait pre´ce´dent, on obtient
‖T nx‖ >
∣∣∣∣ λk,nKmk−1fk(Px)
∣∣∣∣− ‖x‖ > 2piK |fk(Px)| − ‖x‖.
Cela prouve que ‖T nx‖ → ∞ lorsque x ∈ A˜T puisque d’apre`s le lemme de se´paration,
|fk(Px)| → ∞.
Soit maintenant x ∈ B˜T , alors il existe une suite d’entiers (kn) strictement croissante telle
|fkn(Px)| tende vers 0. On a
∥∥∥∥∥
∞∑
k=3
λk,2mkn−1
mk−1
fk(Px)ek
∥∥∥∥∥ 6
kn−1∑
k=3
∣∣λk,2mkn−1∣∣
mk−1
|fk(Px)|+
∣∣λkn,2mkn−1∣∣
mkn−1
|fkn(Px)|
+
∞∑
k=kn+1
|λk,2mkn−1|
mk−1
|fk(Px)|.
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La premie`re somme est e´gale a` 0 d’apre`s le fait pre´ce´dent. En utilisant encore ce fait,
on voit que le second terme tend vers 0 puisque
|λkn,2mkn−1 |
mkn−1
6 2. Pour la dernie`re somme,
k > kn + 1 donc kn − 1 6 k − 2, et mkn−1 6 mk−2, d’ou`
∞∑
k=kn+1
∣∣λk,2mkn−1∣∣
mk−1
|fk(Px)| 6
( ∞∑
k=kn+1
2mkn−1
mk−1
‖fk‖
)
‖P‖‖x‖
6
( ∞∑
k=kn+1
2mk−2
mk−1
‖fk‖
)
‖P‖‖x‖.
Puisque
∑
k>1
mk−2
mk−1
‖fk‖ < ∞, le dernier terme tend vers 0. D’autre part, S2mkn−1x tend
vers x, cela montre que lim‖T nx− x‖ = 0 lorsque x ∈ B˜T .
Enfin, voyons le dernier point du the´ore`me, par un argument de densite´ on voit que pour
x ∈ X
(S − I)x =
∞∑
k=3
(λk − 1) 〈e∗k, x〉ek.
D’ou`
N = T − I =
∞∑
k=3
ek ⊗
(
(λk − 1)e∗k +
1
mk−1
fkP
)
.
Puisque
∑∞
k=3 |λk−1| <∞,
∑∞
k=3
1
mk−1
‖fk‖ <∞, et (ek) et (e∗k) sont borne´es, N est nucle´aire
et T = I +N .
Remarque 4.4.2. Bien que le corollaire 4.0.1 ne s’applique par a` `∞, on peut voir que
l’exemple donne´ fonctionne dans `∞. On conjecture donc que des ope´rateurs avec les pro-
prie´te´s du The´ore`me 4.0.5 peuvent eˆtre construits dans des espaces de Banach arbitraires.
Remarquons que l’e´nonce´ du the´ore`me peut eˆtre renforce´ : il suit en effet de la de´finition
de T que pour tout  > 0, on peut choisir la suite (mk) pour avoir ‖T − I‖ 6 . Cela
prouve que I est dans l’adhe´rence (en norme d’ope´rateur) de AX . On peut aussi montrer la
proposition suivante.
Proposition 4.4.1. Soit X un espace de Banach complexe de dimension infinie tel que X
posse`de une base syme´trique. Soit D un ope´rateur diagonal et borne´ sur X dont le spectre
est contenu dans le cercle unite´. Alors pour tout  > 0, on peut trouver un ope´rateur T sur
X tel que T −D est compact, ‖T −D‖ 6  et tel que AT et son comple´mentaire soient tous
les deux d’inte´rieur non vide.
Pour essayer de se ramener au cas ou` D est un multiple de l’identite´, on utilisera le lemme
suivant :
Lemme 4.4.3. Soit D un ope´rateur diagonal sur X a` spectre contenu dans le cercle unite´.
Etant donne´  > 0, il existe un ope´rateur diagonal D0 tel que ‖D −D0‖ 6  et D0 posse`de
un sous espace propre de dimension infinie.
On suppose sans perte de ge´ne´ralite´s que la norme ‖.‖ est syme´trique et la base normalise´e.
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De´monstration. Remarquons de´ja` que D est automatiquement borne´ puisque la base est
syme´trique. Si Dei = λiei et que la suite (λi) ne prend qu’un nombre fini de valeurs (par
exemple λ1, . . . , λn), alors on peut e´crire :
X = Ker (D − λ1I)⊕ . . .⊕Ker (D − λnI).
Puisque X est dimension infinie, l’un des sous espaces ci-dessus est de dimension infinie et il
suffit donc de poser D0 = D.
Supposons maintenant que la suite (λi) prend une infinite´ de valeurs et que tous les sous
espaces propres associe´s sont de dimension finie (sinon c’est termine´). (λi) e´tant une suite
du compact σ(D), on peut en conside´rer un point d’accumulation µ. On peut ainsi trouver
ϕ : N→ N strictement croissante telle que
∞∑
k=1
|λϕ(k) − µ| <∞.
Posons µk = λϕ(k) et soit n un entier tel que
∞∑
k=n+1
|µk − µ| 6 .
Puisque la base est syme´trique et l’ope´rateur D diagonal, on peut dans l’expression x =∑∞
i=1 xiei regrouper les ei suivant leur appartenance a` un sous espace propre. On voit donc
que l’on peut e´crire :
X = An ⊕Bn ⊕ Cn
ou` An =
⊕n
k=1 Ker (D−µkI), Bn est le sous espace ferme´ correspondant aux valeurs propres
µk, pour k > n + 1 et Cn le sous espace ferme´ correspondant aux valeurs propres restantes.
Suivant cette de´composition, on peut e´crire
D = DAn ⊕DBn ⊕DCn
et on pose
D0 = DAn ⊕ µI ⊕DCn .
Il suffit donc de controler ‖(D −D0)x‖ si x ∈ Bn. Tout e´le´ment x ∈ Bn est de la forme
x =
∞∑
k=n+1
∑
l∈Jk
xlel
avec pour l ∈ Jk, el ∈ Ker (D − µkI) et |Jk| = dim Ker (D − µkI), on en de´duit
‖(D −D0)x‖ 6
∞∑
k=n+1
|µk − µ|
∥∥∥∥∥∑
l∈Jk
xlel
∥∥∥∥∥ 6 ‖x‖.
Puisque Bn est de dimension infinie, on voit que Ker (D − µI) est le sous espace recherche´
pour D0.
58 Sur les orbites d’ope´rateurs borne´s qui tendent vers l’infini
La proposition s’en de´duit maintenant facilement. Soit D un ope´rateur comme dans
l’e´nonce´. Quitte a` le remplacer par D0, on peut supposer en vertu du lemme pre´ce´dent
qu’il existe λ ∈ σ(D) tel que X0 = Ker (D − λI) est de dimension infinie. On e´crit
alors X = X0 ⊕ H ou` H est un sous espace ferme´ de X. Ecrivons (relativement a` cette
de´composition) D = λI ⊕D′ et soit T0 ∈ L(X0) tel que ‖T0 − λI‖ 6  et T0 − λI compact
avec AT0 et son comple´mentaire d’inte´rieur non vide. En effet, un tel ope´rateur existe et est
donne´ par le the´ore`me principal en multipliant par λ l’ope´rateur qui perturbe l’identite´ (on
perd cependant a` priori le fait que x soit un point re´current lorsque x ∈ X0 \AT0 , ce qui est
du au fait que λ n’est pas ne´cessairement une racine de l’unite´). Il est alors imme´diat que
l’ope´rateur T = T0 ⊕D′ convient.
Revenons maintenant sur l’ope´rateur T construit dans le The´ore`me 4.4.1. Il ve´rifie ‖T −
I‖ < 1 ( si les mk sont choisis assez grands), donc s’e´crit en particulier expA pour un unique
ope´rateur borne´ A. L’expression de T t pour t dans N se prolonge donc sur R par exp tA. On
se propose d’e´tudier ici cette dynamique. En premier lieu, on explicite l’ope´rateur A. Pour
simplifier, on suppose que l’espace complexe se´parable X est muni d’une base de Schauder
normalise´e (ek). On a d’abord :
Proposition 4.4.2. T = exp(A) ou` A est donne´ par la formule
Ax =
∞∑
k=3
µkxkek +
∞∑
k=3
µk
(λk − 1)mk−1fk(Px)ek (x ∈ X),
ou` µ1 = µ2 = 0 et µk =
ipi
mk
pour k > 3. Le spectre de A est alors donne´ par σ(A) = {µk, k >
1}.
De´monstration. Notons d’abord que comme |µk| ∼ |λk − 1|, A est bien de´fini et borne´ sur
X. Fixons x ∈ X. Comme Aek = µkek pour k > 3, on obtient pour l > 1
Alx =
∞∑
k=3
µlkxkek +
∞∑
k=3
µlk
(λk − 1)mk−1fk(Px)ek.
On a donc ∞∑
l=1
Alx
l!
=
∞∑
l=1
∞∑
k=3
µlk
l!
xkek +
∞∑
l=1
∞∑
k=3
µlk
l!(λk − 1)mk−1fk(Px)ek,
puis en utilisant Fubini,
∞∑
l=1
Alx
l!
=
∞∑
k=3
∞∑
l=1
µlk
l!
xkek +
∞∑
k=3
∞∑
l=1
µlk
l!(λk − 1)mk−1fk(Px)ek.
Comme eµk = λk, on obtient
∞∑
l=1
Alx
l!
=
∞∑
k=3
(λk − 1)xkek +
∞∑
k=3
1
mk−1
fk(Px)ek,
et donc on trouve bien expA = T en ajoutant x aux deux membres de l’e´galite´ pre´ce´dente.
Remarquons maintenant que A est compact vu le choix de (mk) (meˆme argument que pour
4.4. Construction d’ope´rateurs 59
l’ope´rateur T − I), donc que σ(A) = σp(A)∪{0}. Soit µ ∈ σp(A) et x 6= 0 ve´rifiant Ax = µx,
il vient 0 = µxk pour k ∈ {1, 2}.µkxk + µk
(λk − 1)mk−1 = µxk pour k > 3.
Si µ 6= 0, on obtient donc x1 = x2 = 0, soit Px = 0 et en reportant dans la deuxie`me e´quation
on a µ = µk pour un entier k > 3. D’autre part, en rappelant que Aek = µkek pour k > 3,
on trouve bien que σ(A) = σp(A) ∪ {0} = {µk, k > 1}.
La dynamique de exp tA est alors semblable a` celle des ite´re´es de l’ope´rateur T . De plus
on peut regarder ce qui se passe en −∞, et on obtient sans grande surprise la meˆme chose
qu’en +∞.
Proposition 4.4.3. Les ensembles P−1(X \ F ) et P−1(F ) sont d’inte´rieurs non vides et
forment une partition de X ve´rifiant :
Si Px /∈ F , ‖ (exp tA) .x‖ → ∞ lorsque |t| → ∞.
Si Px ∈ F , il existe une sous suite d’entiers (tn) ve´rifiant : ‖ (exp tnA) .x − x‖ → 0 lorsque
|n| → ∞.
De´monstration. En remplac¸ant A par tA pour t ∈ R et en suivant la preuve de la proposition
pre´ce´dente, on trouve
(exp tA) .x =
∞∑
k=3
(λtk − 1)xkek +
∞∑
k=3
λtk − 1
(λk − 1)mk−1fk(Px)ek,
ou` on a pose´ par commodite´ λtk = e
tµk = e
ipit
mk . Puisque |λtk − 1| =
∣∣λ−tk − 1∣∣. Les arguments de
la preuve du the´ore`me principal passent pour t ne´gatif et on obtient les proprie´te´s voulues.
4.4.3 Cas re´el
On montre ici la version re´elle du The´ore`me 4.0.5.
The´ore`me 4.4.2. Soit X un espace de Banach se´parable re´el de dimension infinie. Alors, il
existe T ∈ AX tel que T − I est nucle´aire.
On garde les meˆmes notations que dans le cas complexe pour F , (fk), c00, (ek),(e
∗
k), K et
P . On de´finit S sur c00 par les formules suivantes Se1 = e1, Se2 = e2 et pour k > 2 :
Se2k−1 = cos(θk)e2k−1 + sin(θk)e2k and Se2k = − sin(θk)e2k−1 + cos(θk)e2k
ou` θk =
pi
mk
et (mk) satisfont les meˆmes hypothe`ses de croissance et de divisibilite´ que dans
le cas complexe. Ainsi dans la base (alge´brique) (ek), S est un ope´rateur diagonal par blocs,
constitue´ de matrices de rotations. On ve´rifie alors que S est borne´ sur c00, donc se prolonge
a` X et on ve´rifie aussi que S2mnx→ x. de´finit ensuite T par
Tx = Sx+
∞∑
k=2
1
mk−1
fk(Px)e2k.
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Le calcul des ite´re´s de T donne
T nx = Snx+
∞∑
k=2
1
mk−1
fk(Px)µk,n
ou` µk,n =
(∑n−1
l=0 cos(lθk)
)
e2k−
(∑n−1
l=0 sin(lθk)
)
e2k−1. On ainsi µk,n = 0⇔ λk,n = 0, ‖µk,n‖ 6
2n et en conside´rant les formes line´aires e∗2k−1 et e
∗
2k :
‖µk,n‖ > 1
K
max
(∣∣∣∣∣
n−1∑
l=0
cos(lθk)
∣∣∣∣∣ ,
∣∣∣∣∣
n−1∑
l=0
sin(lθk)
∣∣∣∣∣
)
> 1√
2K
|λk,n|.
Ainsi, les ine´galite´s pour µk,n sont les meˆmes que pour λk,t (a` une constante multiplicative
pre`s) ce qui permet de reprendre la preuve pre´ce´dente (du cas complexe) sans autre change-
ment.
4.5 La construction de Ha´jek et Smith
On pre´sente ici une version simplifie´e de l’exemple de Ha´jek et Smith. Le re´sultat qui suit
est bien suˆr un cas particulier du The´ore`me 4.0.5. Cependant, on verra plus tard que les 2
ope´rateurs pre´sentent des diffe´rences.
The´ore`me 4.5.1. Soit X un espace de Banach (re´el ou complexe) de dimension infinie et
muni d’une base syme´trique. Alors, il existe T ∈ AX .
D’apre`s la premie`re section, on sait que quitte a` renormer X, on peut supposer que la
norme ‖.‖ est syme´trique, ce que l’on suppose dans tout ce qui suit ici.
Dans le cas complexe, l’ope´rateur S e´tait construit sur des racines de l’unite´, S sera main-
tenant un ope´rateur de permutation. Comme dans l’article original de Ha´jek et Smith, on
va d’abord prouver des estimations fini-dimensionnelles. Cependant, Ha´jek et Smith font des
estimations dans `p et c0 puis les combinent avec un re´sultat de Tzafriri [T]. On va donner
ici une preuve plus directe et plus courte.
4.5.1 Estimations locales
Soit Z un sous-espace de dimension H > 1 avec une base syme´trique (e1, . . . , eH) tel que
H > 4m (m et H sont des entiers positifs). On de´finit S sur Z par Sei = ei+1 pour 1 6 i 6
H − 1 et SeH = e1. On va s’inte´resser au comportement de la suite : wn = (I + . . .+ Sn−1)w
ou` w =
∑m
i=1 ei −
∑2m
i=m+1 ei (cela est motive´ par le fait que (wn) apparˆıtra ensuite dans le
calcul des ite´re´s de l’ope´rateur dans le cas ge´ne´ral). On a :
Lemme 4.5.1. i) wH = 0 et la suite (wn)n>1 est H-pe´riodique.
ii) Si 2m 6 n 6 H − 2m, ‖wn‖ atteint son maximum et
‖wn‖ > m
2
‖w‖.
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De´monstration. i) S est un ope´rateur de permutation, dont la permutation en question est
un cycle de longueur H, donc pour 1 6 i 6 H, on a (I + S + . . . + SH−1)ei =
∑H
i=1 ei, et si
on pose s =
∑H
i=1 ei, on obtient wH = ms−ms = 0.
De plus, puisque SH vaut l’identite´, on a
wn+H = (I + S + . . .+ S
H−1)w + (I + . . .+ Sn−1)w = (I + . . .+ Sn−1)w = wn.
ii) Un calcul facile re´ve`le que pour 2m 6 n 6 H − 2m, wn a 2 bosses de hauteur m et de
taille 2m− 1, l’une a` termes positifs, l’autre a` termes ne´gatifs :
wn = e1 +2e2 + . . .+mem + (m− 1)em+1 + . . . e2m−1
− (en+1 + 2en+2 + . . .+men+m + . . . en+2m−1).
Puisque la norme est syme´trique, on peut ranger les termes de fac¸on de´croissante et
annuler les signes, donc
‖wn‖ = ‖m(e1 + e2) + (m− 1)(e3 + e4 + e5 + e6) + . . .
+(e4m−5 + e4m−4 + e4m−3 + e4m−2)‖.
Si l’on conserve simplement les coordonne´es supe´rieures a` m
2
, on obtient
‖wn‖ > m
2
‖e1 + . . .+ e2m‖ = m
2
‖w‖.
On a aussi montre´ que si un est le re´arrangement de´croissant de ‖wn‖, n = 1, · · · , H, alors
pour 2m 6 n 6 H − 2m et 2m 6 s 6 H − 2m, un = us. Un autre calcul montre que pour
1 6 s 6 2m et 2m 6 n 6 H − 2m, ‖us‖ 6 ‖un‖ et donc que ‖ws‖ = ‖us‖ 6 ‖un‖ = ‖wn‖
par syme´trie de la norme. Pour H − 2m 6 s 6 H, on obtient les meˆmes estimations que
pour 1 6 s 6 2m. Cela montre que ‖wn‖ atteint son maximum pour 2m 6 n 6 H − 2m.
Ci-dessous figurent des graphiques de wn pour 1 6 n 6 2m qui illustrent les ine´galite´s (avec
H=30, m=6).
Coordonne´es de w4.
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Coordonne´es de w8.
4.5.2 L’ope´rateur de Ha´jek et Smith
On suppose que X est un espace de Banach muni d’une base syme´trique normalise´e (en)
et on e´crit
X = span(e1, e2)⊕ span(en, n > 3) = span(e1, e2)⊕ Y.
A pre´sent, on de´finit S sur X (on lui donne le meˆme nom dans dans le cas de la dimension finie
car ce sera une somme directe de tels ope´rateurs sur des blocs de dimension finie). On choisit
des suites (Hk) et (mk) d’entiers positifs strictement croissants avec Hk > 4mk et Hk|Hk+1.
On de´finit σk, une permutation d’ordre Hk par la formule suivante : σk = (1, 2, . . . , Hk), c’est
a` dire σk(i) = i+ 1 pour 1 6 i 6 Hk − 1 et σk(Hk) = 1. On e´nume`re les vecteurs de base de
Y comme suit
span(en, n > 3) = span(ei,1, 1 6 i 6 H1)⊕ span(ei,2, 1 6 i 6 H2)⊕ . . .
Ainsi, tout e´le´ment x de X peut s’e´crire
x = x1e1 + x2e2 +
∞∑
k=1
Hk∑
i=1
yi,kei,k
et on pose
Sx = x1e1 + x2e2 +
∞∑
k=1
Hk∑
i=1
yi,keσk(i),k.
S posse`de les proprie´te´s suivantes :
Lemme 4.5.2. i) S est bien de´finie et est une isome´trie.
ii) Pour x ∈ X, lim ‖SHkx− x‖ = 0.
De´monstration. i) est vrai parce que la norme est syme´trique. Pour ii), il suffit de le ve´rifier
pour y ∈ Y . Fixons  > 0, il existe un entier N tel que∥∥∥∥∥
∞∑
l=N+1
Hl∑
i=1
yi,lei,l
∥∥∥∥∥ 6 , ou` y =
∞∑
l=1
Hl∑
i=1
yi,lei,l.
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Pour k > N , Hk est un multiple de HN , donc pour 1 6 l 6 N et 1 6 i 6 Hl, SHk(ei,l) = ei,l,
d’ou`
SHky =
N∑
l=1
Hl∑
i=1
yi,lei,l + S
Hk
( ∞∑
l=N+1
Hl∑
i=1
yi,lei,l
)
alors
SHky − y = −
∞∑
l=N+1
Hl∑
i=1
yi,lei,l + S
Hk
( ∞∑
l=N+1
Hl∑
i=1
yi,lei,l
)
.
Puisque S est une isome´trie, on obtient pour k > N : ‖SHky − y‖ 6 2.
On de´finit maintenant l’ope´rateur T = THS (on garde les meˆmes notations et hypothe`ses
que dans la section pre´ce´dente pour F , (fk) et P ; la de´finition de A˜T et B˜T reste e´galement
inchange´e). Pour x ∈ X, on pose
Tx = Sx+
∞∑
k=1
fk(Px)vk
ou`
vk = k
(
mk∑
i=1
ei,k −
2mk∑
i=mk+1
ei,k
)
.
Les ite´re´s de T sont donne´s par (meˆme preuve que la section pre´ce´dente).
Lemme 4.5.3. T nx = Snx +
∑∞
k=1 fk(Px)vk,n lorsque x ∈ X, n > 1, avec vk,n = (I + S +
. . . Sn−1)vk.
Choisissons maintenant les diverses constantes : d’abord on introduit une suite (ak) crois-
sante d’entiers positifs telle que
∞∑
k=1
‖fk‖
ak
<∞ et 1 + ak | 1 + ak+1.
Ensuite, on pose mk = a1 . . . ak, Hk = 2(mk +mk+1). On a
Hk+1
Hk
=
mk+1 +mk+2
mk +mk+1
=
∏k+1
i=1 ai(1 + ak+2)∏k
i=1 ai(1 + ak+1)
= ak+1
1 + ak+2
1 + ak+1
et donc Hk|Hk+1.
La constante k est choisie pour que ‖vk,2mk‖ = 1. Les estimations en dimension finie
entraˆınent : ‖vk‖ 6 2mk . On de´duit de cela que T est bien de´fini et borne´ parce que∥∥∥∥∥
∞∑
k=1
fk(Px)vk
∥∥∥∥∥ 6
( ∞∑
k=1
2
‖fk‖
mk
)
‖P‖‖x‖ 6
( ∞∑
k=1
2
‖fk‖
ak
)
‖P‖‖x‖.
Le lemme suivant est alors une reformulation des estimations en dimension finie.
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Lemme 4.5.4. i) Pour k fixe´, vk,Hk = 0 et la suite (vk,n)n est Hk-pe´riodique.
ii) Pour 2mk 6 n 6 Hk − 2mk, ‖vk,n‖ est maximal (en n) et ‖vk,n‖ = 1.
iii) Pour tout n, ‖vk,n‖ 6 2nmk .
De´monstration. i) and ii) ont e´te´ prouve´s avant. Pour iii), il suffit d’utiliser l’ine´galite´ trian-
gulaire et ‖vk‖ 6 2mk .
La fin de la preuve est maintenant dans le meˆme esprit que celle produite pre´ce´demment.
D’abord, puisque la norme est syme´trique et que les vecteurs (vk,n)k>1 sont a` supports dis-
joints, on obtient pour k > 1 et x ∈ X∥∥∥∥∥
∞∑
l=1
fl(Px)vl,n
∥∥∥∥∥ > |fk(Px)|‖vk,n‖.
Pour chaque n, il existe k tel que 2mk 6 n 6 2mk+1 = Hk−2mk, ainsi le Lemme 4.5.4 donne
‖vk,n‖ = 1 et on voit que ‖T nx‖ → ∞ quand x ∈ A˜T . Soit maintenant x ∈ B˜T , on coupe
comme pre´ce´demment en 3 parties :
∥∥∥∥∥
∞∑
k=1
fk(Px)vk,Hkn−1
∥∥∥∥∥ 6
∥∥∥∥∥
kn−1∑
k=1
fk(Px)vk,Hkn−1
∥∥∥∥∥+ |fkn(Px)|‖vkn,Hkn−1‖
+
∥∥∥∥∥
∞∑
k=kn+1
fk(Px)vk,Hkn−1
∥∥∥∥∥
La premie`re somme est nulle d’apre`s i) du fait pre´ce´dent. Le second terme tend e´galement
vers 0. En effet, d’apre`s le lemme de se´paration fkn(Px)→ 0 (n→∞) et d’apre`s ii) du fait
pre´ce´dent
‖vkn,Hkn−1‖ 6
2Hkn−1
mkn
6 8.
Lorsque k > kn + 1, kn − 1 6 k − 2 et donc
|fk(Px)|‖vk,Hkn−1‖ 6
2Hkn−1
mk
‖fk‖‖x‖ 6 2Hk−2
mk
‖fk‖‖x‖
6 8mk−1
mk
‖fk‖‖x‖ = 8
ak
‖fk‖‖x‖.
Puisque la se´rie
∑∞
k=1
‖fk‖
ak
converge, la dernie`re somme tend donc e´galement vers 0 et
comme SHkx→ x, on a le re´sultat annonce´.
4.6 Quelques comple´ments et remarques
4.6.1 Comparaison entre les 2 ope´rateurs
On se place ici dans des espaces complexes. Soit D le disque unite´ ferme´ et ∂D le
cercle unite´ dans C. Rappelons que AX est l’ensemble de tous les ope´rateurs qui satisfont
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a` la proprie´te´ A) du The´ore`me 4.0.5 et que d’apre`s le re´sultat de Mu¨ller et Vrsˇovsky´’s, si∑∞
k=1
1
‖Tk‖ < ∞ alors AT est dense, il en re´sulte que si T ∈ AX , ne´cessairement r(T ) = 1
puisque AT est dans ce cas ni vide, ni dense. En particulier, tout ope´rateur T ∈ AX a un
spectre contenu dans le disque unite´ et qui doit intersecter le cercle unite´. Plus pre´cise´ment,
dans les deux exemples e´tudie´s (qui sont construits avec une forte analogie), on a :
Proposition 4.6.1. Supposons que l’ope´rateur que dans la construction de l’ope´rateur T de
la section 4, (ek) est une base de Schauder normalise´e, alors σ(T ) = {λk, k > 1}. D’autre
part, si on conside`re l’ope´rateur THS de la section 5, alors ∂D ⊂ σ(RHS) ⊂ D.
De´monstration. Le premier ope´rateur s’e´crit sous la forme I +N , donc a σ(T ) = {1 + λ, λ ∈
σ(N)}. Puisque N est compact, σ(N) = σp(N)∪{0}. Soit λ ∈ σp(N) et x 6= 0, x =
∑∞
k=1 xkek
tel que Nx = λx, alors0 = λxk pour k ∈ {1, 2}.(λk − 1)xk + fk(Px)
mk−1
= λxk pour k > 3.
Si λ 6= 0, alors x1 = x2 = 0, c’est a` dire Px = 0 et on obtient que λ = λk − 1 pour un k > 3.
D’autre part, Nek = (λk − 1)ek pour k > 3, d’ou` σ(N) = σp(N) ∪ {0} = {λk − 1, k > 1} et
σ(T ) = {λk, k > 1}.
Maintenant, l’ope´rateur SHS de la section 5 (associe´ a` THS) peut se voir comme une matrice
infinie diagonale par blocs avec l’identite´ sur le premier bloc, et des matrices de Frobenius
0 · · · · · · · · · 0 1
1
. . .
... 0
0
. . . . . .
...
...
...
. . . . . . . . .
...
...
0
. . . . . . 0 0
0 · · · · · · 0 1 0

qui ont XHk − 1 comme polynoˆme caracte´ristique sur le k-ie`me bloc (i.e. span(ei,k, 1 6 i 6
Hk)), donc en prenant un vecteur propre associe´ a` une racine de l’unite´ d’ordre Hk pour la
matrice de Frobenius sur le k-ie`me bloc, et en comple´tant par des 0, on voit que
G =
∞⋃
k=1
UHk ⊂ σp(THS) ⊂ σ(THS)
ou` UHk de´signe le groupe multiplicatif des racines Hk-ie`mes de l’unite´. Puisque Hk|Hk+1, G
est lui meˆme un groupe infini de ∂D en tant que re´union croissante de groupes, ainsi G est
dense dans ∂D et puisque σ(THS) est un sous-ensemble ferme´, on obtient ∂D ⊂ σ(THS).
Le spectre de T est donc une suite qui tend tre`s vite vers 1 alors que le spectre de THS
n’est pas de´nombrable.
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4.6.2 Taille de l’ensemble AX : sur la conjecture de Praˇjituraˇ
On revient ici a` un proble`me plus ge´ne´ral. On a montre´ que pour tout espace se´parable
X, AX est non vide. Ainsi, une question naturelle est : que peut-on dire de la taille de AX ? Il
est clair qu’un tel ensemble ne peut pas eˆtre dense pour la norme d’ope´rateur car si T ∈ AX ,
‖T‖ > 1. Cependant, on a :
Proposition 4.6.2. Si X est un espace de Banach se´parable de dimension infinie (ou plus
ge´ne´ralement ve´rifie les hypothe`ses du Corollaire 4.0.1), alors l’ensemble AX est dense pour
la topologie forte d’ope´rateurs sur L(X).
Pour prouver, cela on utilise le lemme suivant [BM] (p 45).
Lemme 4.6.1. Soit X un espace vectoriel topologique localement convexe et T ∈ L(X).
Supposons que pour tout entier N , on puisse trouver x1, . . . , xN ∈ X tels que les vecteurs
x1, . . . , xN , T (x1), . . . , T (xN) soient line´airement inde´pendants. Alors Sim(T ) est SOT dense
(i.e. pour la topologie forte) dans L(X).
De´monstration de la Proposition 4.6.2. Rappelons que la classe de conjugaison (ou de simi-
larite´) de T ∈ L(X) est de´finie par
Sim(T ) = {JTJ−1, J ∈ GL(X)}
Il est e´vident de ve´rifier que AX est invariant par conjugaison : en effet, avec les notations du
The´ore`me 4.0.5, observons que si S = JTJ−1, alors x ∈ AT ⇔ Jx ∈ AS et x ∈ BT ⇔ Jx ∈
BS. Donc, il suffit de prouver la SOT densite´ de Sim(T ) pour un ope´rateur T ∈ AX . Pour
cela, on va utiliser l’ope´rateur T de la section 4 (et le Lemme 4.6.1). Par exemple, on fait la
ve´rification dans le cas complexe. Pour N > 1, on pose x1 = e3 + e4, x2 = e5 + e6, . . . , xN =
e2N+1 + e2N+2. Puisque Tek = λkek pour k > 3, on voit que pour tout k, (xk, Txk) est
une famille libre et que plus ge´ne´ralement x1, . . . , xN , T (x1), . . . , T (xN) sont line´airement
inde´pendants. Donc Sim(T ) et en conse´quence AX sont denses dans L(X). En particulier,
l’ensemble des ope´rateurs qui mettent en de´faut la conjecture de Praˇjituraˇ est SOT dense
dans L(X).
D’autre part, on a :
Proposition 4.6.3. Soit X un espace de Banach complexe, alors l’ensemble des ope´rateurs
qui satisfont la conjecture de Praˇjituraˇ, i.e.
P = {T ∈ L(X), AT = ∅ ou AT est dense dans X}
est dense (pour la norme d’ope´rateur) dans L(X). En particulier, AX est d’inte´rieur vide.
De´monstration. Fixons  > 0 et T ∈ L(X), on peut supposer que T /∈ P . Les arguments du
de´but de cette section disent que r(T ) = 1. Soit λ ∈ σ(T ) avec |λ| = 1. Posons T = T +2λI,
alors ‖T − T‖ = 2 et λ(1 + 2) ∈ σ(T). Donc r(T) > 1 + 2 et AT est dense dans X, d’ou`
T ∈ P .
Bien que la conjecture de Praˇjituraˇ soit fausse, on peut raisonnablement espe´rer la chose
suivante.
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Conjecture 4.6.1. Soit X un espace de Banach de dimension infinie et T ∈ L(X), alors
span(AT ) est de dimension infinie de`s que AT 6= ∅.
Il est au moins clair que span(AT ) ne peut jamais eˆtre de dimension 1, sinon cela en-
traˆınerait l’existence d’un vecteur propre dans AT ce qui forcerait que r(T ) > 1 et donc que
AT soit dense. Cependant, on a pas re´ussi a` de´montrer cette conjecture hormis dans le cas
tre`s particulier ou` H est un espace de Hilbert non se´parable. Dans ce cas, supposons par
l’absurde que span(AT ) soit de dimension d avec d <∞ . On peut e´crire
F = span(AT ) = span(a1, . . . , ad)
avec pour tout 1 6 i 6 d, ai ∈ AT . Puisque H n’est pas se´parable, on a que
span(a1, . . . , ad, T
∗a1, . . . , T ∗ad, . . . , (T ∗)na1, . . . , (T ∗)nad, . . .)
n’est pas dense dans H, donc son orthogonal est non re´duit a` {0}. Si x 6= 0 est dans l’or-
thogonal de ce dernier espace, il ve´rifie : ∀n > 0, T nx ∈ F⊥. Remarquons e´galement que AT
e´tant T invariant, F est T invariant donc
‖T n(x+ a1)‖2 = ‖T n(a1)‖2 + ‖T n(x)‖2 > ‖T n(a1)‖2 →∞.
Par suite x + a1 ∈ F et comme x ∈ F⊥ \ {0}, (a1, . . . , ad, x + a1) est une famille libre de F
ce qui est une contradiction.
Remarque 4.6.1. Si T est un endomorphisme syme´trique, le re´sultat reste vrai si H est
se´parable puisque dans ce cas, F e´tant T -invariant, F⊥ est T -invariant et il suffit de prendre
n’importe quel x 6= 0 ∈ F⊥.
Remarque 4.6.2. En revanche, span(BT ) peut tre`s bien eˆtre de dimension 1 si BT 6= {0}.
En effet, conside´rons x 6= 0 ∈ H ou` H est un espace de Hilbert. Posons F = span(x), alors
H = F ⊕ F⊥ et l’ope´rateur T = I ⊕ 2I ve´rifie clairement que span(BT ) = span(x).
4.6.3 Un dernier lemme
On signale ici que les lemmes de se´paration donne´s dans la section 3 admettent une
extension en dimension infinie. On n’obtient pas d’estimations de normes explicites (car
on ne connait pas dans un espace a priori ge´ne´ral les nombres d’entropie d’un compact).
Cependant, on va voir que l’on a la proposition suivante.
Proposition 4.6.4. Soit X un espace de Banach, K ⊂ X∗ un compact (pour la norme
usuelle sur le dual) et C = ∪ϕ∈KKerϕ. Alors il existe une suite de formes line´aires continues
(fn) sur X
∗ telle que :
1) ∀x /∈ C, |fn(x)| → ∞.
2) ∀x ∈ C, lim|fn(x)| = 0.
De´monstration. Remarquons d’abord qu’on peut supposer que 0 /∈ K, car sinon C = X et
il n’y a rien a` faire. On reprend la construction donne´e en dimension finie : soit pour chaque
k, Hk un 2
−k re´seau de K. On construit alors une suite (ϕn) en e´nume´rant d’abord tous les
e´le´ments de H1, puis tous ceux de H2, etc . . . Posons ensuite fn = αnϕn ou` (αn) ⊂ R+ est
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une suite strictement croissante tendant vers +∞ a` ajuster ulte´rieurement.
Si x /∈ C, on a
|fn(x)| = αn|ϕn(x)| = αn‖ϕn‖d(x,Kerϕn)
> αn
(
inf
k
‖ϕk‖
)
d(x,C).
Puisque 0 /∈ K et que K est compact, inf ‖ϕk‖ > 0. D’autre part, d(x,C) > 0, donc le
dernier membre de droite tend vers l’infini et on a le point 1). En effet :
Fait 4.6.1. C est une partie ferme´e de X.
De´monstration. Soit (xn) ⊂ C telle que xn → x. Par de´finition de C, il existe une suite
(ψn) ⊂ K telle que ψn(xn) = 0. Quitte a` passer a` une sous suite, on peut supposer qu’il
existe ψ ∈ K telle ψn → ψ pour la norme de X∗. On a alors :
|ψ(x)| 6 |ψ(x)− ψn(x)|+ |ψn(x)− ψn(xn)|
6 ‖ψ − ψn‖‖x‖+ ‖ψn‖‖x− xn‖.
Comme (‖ψn‖) est borne´e, il vient a` la limite : ψ(x) = 0, donc x ∈ Ker ψ et x ∈ C.
Fixons maintenant n ∈ N, il existe un entier k tel que
|H1|+ . . .+ |Hk| 6 n 6 |H1|+ . . .+ |Hk+1|.
Posons ρ(k) = |H1| + . . . + |Hk|. Clairement, ρ est une fonction strictement croissante de
N∗ dans N∗ et tendant vers l’infini. Prolongeons la` en une bijection continue strictement
croissante de R+ dans R+ de sorte que ρ−1 est strictement croissante et tend vers l’infini en
l’infini.
Donnons nous x ∈ C, il existe ϕ ∈ K tel que ϕ(x) = 0 puis on peut choisir ϕpn ∈ Hk tel
que : ‖ϕ− ϕpn‖ 6 2−k. On a alors
ρ(k − 1) = |H1|+ . . .+ |Hk−1| < pn 6 |H1|+ . . .+ |Hk| 6 n,
donc pn 6 n et pn → ∞. D’autre part, on a vu que n 6 ρ(k + 1) donc k > ρ−1(n) − 1 puis
‖ϕ− ϕpn‖ 6 21−ρ−1(n). On obtient alors
|fpn(x)| = αpn|ϕpn(x)| = αpn|(ϕ− ϕpn)(x)| 6 αpn‖ϕ− ϕpn‖‖x‖
6 αn21−ρ
−1(n)‖x‖.
Il suffit de choisir αn =
√
2ρ−1(n) et on a que 2) est satisfait.
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4.6.4 Re´capitulatif
Pour terminer ce chapitre, on e´nonce dans le the´ore`me suivant la synthe`se des exemples
et re´sultats connus sur la structure de AT .
The´ore`me 4.6.1. Soit X un espace de Banach se´parable de dimension infinie.
1) ∃T ∈ L(X) tel que AT soit un ouvert non vide, et non dense dans X.
2) Pour tout d > 0, ∃T ∈ L(X) tel que AT ∪ {0} soit un sous-espace ferme´ de codimension
d ; mais si X est complexe, AT ∪ {0} n’est jamais un sous espace vectoriel (non nul) de di-
mension finie.
3) span(AT ) est de dimension infinie si X = H est un espace de Hilbert non se´parable.
De´monstration. 1) et 3) ont e´te´ vus. Pour 2), si d = 0, il suffit de prendre T = 2I. Si d > 1,
il faut modifier le´ge`rement la construction qu’on a donne´ dans ce chapitre. On se place dans
le cas complexe et on reprend les notations de la preuve du The´ore`me 4.4.1. On note cette
fois P la projection de´finie par
Px = 〈e∗1, x〉e1 + 〈e∗2, x〉e2 + . . .+ 〈e∗d+1, x〉ed+1
et on conside`re la suite de formes line´aires (fn) donne´e dans la Proposition 4.3.2 avec F =
Ced+1. T est alors de´fini par la formule
Tx = Sx+
∞∑
k=d+1
1
mk−1
fk(Px)ek.
On voit alors en reprenant la construction que AT = P
−1(F \ {0}). Comme x ∈ P−1(F )
e´quivaut a` 〈e∗i , x〉ei = 0 pour tout i 6 d. On a
AT ∪ {0} = span(en, n > d+ 1)
qui est bien ferme´ de codimension d. Le fait que AT ∪ {0} ne peut pas eˆtre de dimension
finie est duˆ a` l’invariante de AT sous T car alors, T posse`derait une valeur propre et donc on
devrait avoir r(T ) > 1 ce qui entraˆınerait la densite´ de AT ∪ {0} dans X, chose improbable
pour un espace de dimension finie . . .
Il demeure la question exotique suivante dont on ne voit pas tre`s bien comment la re´ponse
pourrait eˆtre positive.
Question. AT∪{0} peut-il eˆtre e´gal a` un sous-espace de dimension infinie posse´dant une base
alge´brique de´nombrable ? Typiquement, sur un espace de suite, AT ∪{0} peut-il coincider avec
l’ensemble des vecteurs a` supports finis ? En particulier, AT ∪{0} peut-il eˆtre un sous-espace
vectoriel non ferme´ de X ?

Chapitre 5
Quelques comple´ments sur la
proprie´te´ de Blum-Hanson
Comme de´ja` mentionne´ en introduction, la proprie´te´ de Blum-Hanson est une forme forte
d’ergodicite´. Ici, X de´signera comme toujours un espace de Banach.
Definition 5.0.1. Soit x ∈ X et T ∈ L(X). On dit que T a la proprie´te´ de Blum-Hanson au
point x ∈ X si et seulement si pour toute suite (kn) strictement croissante d’entiers positifs,
la limite
lim
N→∞
1
N
N∑
n=1
T knx
existe pour la norme de X.
On dit que T a la proprie´te´ de Blum-Hanson si T a la proprie´te´ de Blum-Hanson pour tout
x ∈ X.
La proprie´te´ de Blum-Hanson pour un espace est alors de´finie comme suit.
Definition 5.0.2. On dit que X a la proprie´te´ de Blum-Hanson si et seulement pour toute
contraction T ∈ L(X), (i) et (ii) sont e´quivalentes, ou` :
(i) (T nx) converge faiblement pour tout x ∈ X.
(ii) T a la proprie´te´ de Blum-Hanson.
Il n’est pas tre`s complique´ de montrer que ii) implique i) (voir [K], p 253), ce qui implique
alors que T est a` puissances borne´es.
5.1 Re´sultats positifs
On s’inte´resse ici aux espaces classiques qui sont connus pour avoir la proprie´te´ de Blum-
Hanson. Voici quelques cas ou` la re´ponse est positive.
- Si H est un espace de Hilbert [JK] (Jones-Kuftinec, 1971).
- Si X = L1 [AS] (Ackoglu-Sucheston, 1972).
- Pour les contractions positives sur Lp [Bel] (Bellow, 1975).
- Si X = `p [MT] (Mu¨ller-Tomilov, 2007).
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Nous exploitons a` pre´sent la preuve de ce dernier the´ore`me pour prouver le re´sultat
suivant.
The´ore`me 5.1.1. c0 a la proprie´te´ de Blum-Hanson.
De´monstration. Comme de´ja` dit, (ii) ⇒ (i) est toujours vraie. On suppose donc (i) et on
montre (ii). On peut supposer sans pertes de ge´ne´ralite´s que (T nx) converge faiblement vers
0 pour tout x ∈ X. Remarquons e´galement qu’il suffit de de´montrer que (ii) est vrai pour les
vecteurs unitaires. On fixe donc x ∈ c0 avec ‖x‖ = 1.
On note comme toujours e1, e2, · · · la base canonique de c0. Soit e´galement Pr la projection
canonique sur l’espace engendre´ par ces r premiers vecteurs pour r > 1. Notons que Pr et
I − Pr sont des contractions.
Soit δ > 0, il existe un entier naturel t tel que 2/t 6 δ. Puisque 2 − 1/s 6 2 − 1/(s + 1), il
existe  > 0 tel que
2− 1
s
+ (s+ 1) 6 2− 1
s+ 1
(∗)
pour tout s = 1, · · · , t− 1.
Puisque x ∈ c0, on peut trouver un entier r tel que ‖(I − Pr)x‖ 6 . Puisque la suite (T nx)
tend faiblement vers 0, on peut trouver un entier d tel que ‖Pr(T jx)‖ 6  de`s que j > d.
Nous allons maintenant montrer que
‖Tm1x+ · · ·+ Tmsx‖ 6 2− 1
s
pour tous les entiers naturels s 6 t et toutes les suites d’entiers naturels (mi) ve´rifiant
mi+1 −mi > d pour tout i. Remarquons que le re´sultat est vrai pour s = 1 car T e´tant une
contraction et puisque ‖x‖ = 1, ‖Tm1x‖ 6 1 = 2− 1
1
.
On proce´de par re´currence en supposant le re´sultat vrai pour s < t. On conside`re donc des
entiers m1, · · · ,ms+1 ve´rifiant les conditions ci-dessus. On a alors
‖Tm1x+ · · ·+ Tms+1x‖ 6 ‖x+ Tm2−m1x+ · · ·Tms+1−msx‖.
D’ou`
‖Tm1x+ · · ·+ Tms+1x‖ 6 ‖Prx+ (I − Pr)(Tm2−m1x+ · · ·Tms+1−msx)‖
+ ‖(I − Pr)x‖+ ‖Pr(Tm2−m1x+ · · ·Tms+1−msx)‖.
On peut alors appliquer l’hypothe`se de re´currence a` ‖Tm2−m1x+ · · ·Tms+1−msx‖. On obtient
alors en notant qu’on additionne des vecteurs a` supports disjoints
‖Prx+ (I − Pr)(Tm2−m1x+ · · ·Tms+1−msx)‖ 6 max(1, 2− 1
s
) 6 2− 1
s
.
D’autre part, par le choix de r et d, on a ‖(I−Pr)x‖ 6  et ‖Pr(Tm2−m1x+· · ·Tms+1−msx)‖ 6
s. Donc en mettant toutes ces estimations bout a` bout, on obtient
‖Tm1x+ · · ·+ Tms+1x‖ 6 2− 1
s
+ (s+ 1) 6 2− 1
s+ 1
,
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ce qui ache`ve la re´currence (la dernie`re ine´galite´ vient de (∗)).
Soit (ni) une suite strictement croissante. Pour N assez grand, on peut e´crire selon la division
euclidienne de N par t, N = mt+ r avec 0 6 r 6 t− 1 et m > d. On a alors∥∥∥∥∥
N∑
i=1
T nix
∥∥∥∥∥ 6
∥∥∥∥∥
r∑
i=1
T nix
∥∥∥∥∥+
m∑
s=1
∥∥∥∥∥
t−1∑
i=0
T nr+s+imx
∥∥∥∥∥ 6 r + 2m.
D’ou`
1
N
∥∥∥∥∥
N∑
i=1
T nix
∥∥∥∥∥ 6 t− 1N + 2t
donc
lim
1
N
∥∥∥∥∥
N∑
i=1
T nix
∥∥∥∥∥ 6 2t 6 δ
ce qui apre`s avoir fait tendre δ vers 0 permet de conclure.
Ce re´sultat, ainsi qu’une partie des autres re´sultats mentionne´s plus haut ont e´te´ dans
le meˆme temps unifie´s par Armel Primot [Prim]. On explique brie`vement une partie de son
travail.
The´ore`me 5.1.2. On de´finit pour x ∈ X et t > 0,
ρ(x, t,X) = sup(lim‖x+ tyn‖)
ou` le sup est pris sur toutes les suites (yn) convergeant faiblement vers 0 et telles que ‖yn‖ 6 1
pour tout n. Si pour tout x,
limt→∞ (ρ(x, t,X)− t) 6 0,
alors X a Blum-Hanson.
En remarquant que pour ‖x‖ = 1, ρ(x, t,X) 6 ρX(t) + 1 et en se rappelant que ρ`p(t) =
(1 + tp)1/p − 1 et ρc0(t) = t− 1 pour t > 1, on retrouve donc que `p et c0 ont Blum-Hanson.
5.2 Re´sultats ne´gatifs
Il est montre´ dans [AHR] que la proprie´te´ de Blum-Hanson est fausse pour une certaine
classe de contractions positives sur un C(K). Si on remplace contraction par a` puissances
borne´es sur l’espace de Hilbert, il est possible de trouver un exemple d’ope´rateur T tel que (i)
et (ii) ne soient plus e´quivalents. Mu¨ller et Tomilov ont ainsi re´ussi a` construire un ope´rateur
T ayant les proprie´te´s suivantes :
The´ore`me 5.2.1. Il existe un ope´rateur borne´ sur un espace de Hilbert H, x ∈ H et une
suite (kn) strictement croissante d’entiers positifs tels que :
(i) T n → 0 pour la topologie faible.
(ii)
(
1
N
∑N
n=1 T
knx
)
n’admet pas de limite lorsque N →∞.
(iii) Pour tout x 6= 0, infn ‖T nx‖ > 0.
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Notre but est de montrer que cet exemple s’adapte a` une plus large classe d’espaces que le
Hilbert. Notons que le re´sultat de Mu¨ller et Tomilov devient faux si l’espace X a la proprie´te´
de Schur. En effet, si (T nx) converge faiblement vers 0, elle converge fortement vers 0, donc
la sous suite (T knx) converge elle aussi vers 0, ce qui entraine la convergence des moyennes
de Ce´sa`ro vers 0. Cela exclut par exemple l’espace `1.
Nous allons cependant prouver le re´sultat suivant, en suivant de pre`s la construction de
Mu¨ller et Tomilov.
The´ore`me 5.2.2. Soit X un espace de Banach muni d’une base syme´trique shrinking. Alors,
il existe un ope´rateur borne´ sur l’espace X, x ∈ X et une suite (kn) strictement croissante
d’entiers positifs tels que :
(i) T n → 0 pour la topologie faible.
(ii)
(
1
N
∑N
n=1 T
knx
)
n’admet pas de limite lorsque N →∞.
Si de plus, X = c0 ou X = `
p(N) (1 < p <∞), alors peut assurer
(iii) Pour tout x 6= 0, infn ‖T nx‖ > 0.
Rappelons qu’une base est shrinking si (en) est une base de Schauder de X et de plus (e
∗
n)
est une base de X∗. Cela exclut effectivement l’espace `1 car `∞ n’est pas se´parable. Avant de
passer a` la construction de l’ope´rateur en question, isolons une affirmation imme´diate, mais
qui montre ou` intervient le caracte`re shrinking de la base.
Fait 5.2.1. Soit x ∈ X. On suppose que T est a` puissances borne´es et que pour tout i, on a
lim
n→∞
〈e∗i , T nx〉 = 0,
alors (T nx) converge faiblement vers 0.
De´monstration. Soit x∗ ∈ X∗ et  > 0, il existe un entier N et des scalaires λi (1 6 i 6 N)
tels que
‖x∗ −
N∑
i=1
λie
∗
i ‖ 6 .
Posons C = sup ‖T n‖, on obtient
|〈x∗, T nx〉| 6 |〈x∗ −
N∑
i=1
λie
∗
i , T
nx〉|+ |〈
N∑
i=1
λie
∗
i , T
nx〉|
6 C‖x‖+ |〈
N∑
i=1
λie
∗
i , T
nx〉|.
La conclusion en de´coule en passant successivement a` la limite supe´rieure en n, puis a` la
limite lorsque → 0.
On peut supposer, quitte a` renormer l’espace, que la norme est syme´trique, c’est a` dire
ve´rifie ∥∥∥∥∥
∞∑
k=1
xkepi(k)
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
k=1
|xk|ek
∥∥∥∥∥
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et lorsque 0 6 xk 6 yk, ∥∥∥∥∥
∞∑
k=1
xkek
∥∥∥∥∥ 6
∥∥∥∥∥
∞∑
k=1
ykek
∥∥∥∥∥ .
De´finition de l’ope´rateur T .
Puisque N ∪ (N∗ × Z) est de´nombrable, on peut trouver une base syme´trique et shrinking
forme´e par des vecteurs unitaires ei (i > 0) et fi,j(i > 1, j ∈ Z). On de´finit r(k) = [log2 k] + 1
pour k ∈ N ou` [.] est la partie entie`re. T est alors de´fini par les formules :
Tfi,j = fi,j−1 (i > 1, j 6= 0),
T fi,0 = 4
−ifi,−1 (i > 1),
T ej = ej+1 (j /∈ {3k, k > 1}),
T e3k = e3k+1 + fr(k),3k (k > 1).
T est a` puissances borne´es.
On note
X0 = span{ej, j > 0} et Xi = span{fi,j, j ∈ Z} (i > 1).
On a donc X = ⊕∞i=0Xi et suivant cette de´composition, T admet la matrice
T =

S0 0 0 · · ·
Q1 S1 0 · · ·
Q2 0 S2 · · ·
...
...
...
. . .

ou` S0 est le forward shift sur X0 : S0ej = ej+1 et les Si sont des shifts bilate´raux a` poids sur
Xi : Sifi,j = fi,j−1 si j 6= 0 et Sifi,0 = 4−ifi,−1. Notons que puisque l’on travaille avec une
base syme´trique, on a ‖Si‖ 6 1 pour tout i. Pour n ∈ N, on a
T n =

Sn0 0 0 · · ·
Q1,n S
n
1 0 · · ·
Q2,n 0 S
n
2 · · ·
...
...
...
. . .

La partie diagonale de T n, i.e.
Dn =

Sn0 0 0 · · ·
0 Sn1 0 · · ·
0 0 Sn2 · · ·
...
...
...
. . .

e´tant une contraction. Il nous reste a` analyser la partie perturbation.
Soit X+ = span{fi,j, i > 1, j > 0}⊕X0 et soit P+ la projection canonique de la base sur X+.
Soit Q(n) : X0 → ⊕∞i=1Xi de´fini par
Q(n)ej =
∞∑
i=1
Qi,nej.
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Nous allons estimer ‖P+Q(n)‖ et ‖(I − P+)Q(n)‖. Pour j > 0, en calculant par blocs, on
obtient
Q(n)ej =
∞∑
i=1
∑
06a6n−1
Sn−a−1i QiS
a
0ej =
∞∑
i=1
∑
j63k<j+n
Sn−3
k+j−1
i QiS
3k−j
0 ej.
La dernie`re e´galite´ provenant du fait que si a n’est pas de la forme 3k − j, QiSa0ej = 0. D’ou`
Q(n)ej =
∞∑
i=1
∑
j63k<j+n
Sn−3
k+j−1
i Qie3k =
∑
j63k<j+n
Sn−3
k+j−1
r(k) fr(k),3k .
On a P+S
n−3k+j−1
r(k) fr(k),3k 6= 0 si et seulement si n − 3k + j − 1 6 3k, c’est a` dire lorsque
n + j − 1 6 2.3k. Cela arrive pour au plus un entier k ve´rifiant j 6 3k < j + n. En effet si
k < k′ sont deux indices ve´rifiant ces conditions. Alors n+ j − 1 > 3k′ > 2.3k ce qui est une
contradiction.
De plus, si j 6= j′, alors P+Q(n)ej et P+Q(n)ej′ sont a` support disjoints. Supposons encore
par l’absurde qu’existent j 6= j′ et k, k′ ∈ N tels que n + j − 1 6 2.3k, j 6 3k < j + n et
n+j′−1 6 2.3k′ , j′ 6 3k′ < j+n et 2.3k−n−j+1 = 2.3k′−n−j′+1, i.e. 2.3k−j = 2.3k′−j′.
j 6= j′, donc k 6= k′. Si par exemple k < k′. Alors j′ − j = 2.3k′ − 2.3k > 3k′ ce qui contredit
j′ 6 3k′ . Le fait que la norme soit syme´trique implique donc que ‖P+Q(n)‖ 6 1.
On a
(I − P+)Q(n)ej =
∑
k
Sn−3
k+j−1
r(k) fr(k),3k =
∑
k
4−r(k)fr(k),2.3k−n+−j+1,
ou` la somme est prise sur tous les k ve´rifiant j 6 3k < j + n et 2.3k − n − j + 1 < 0. Donc
(I − P+)Q(n) =
∑
k Vk ou` Vk est de´fini par
Vkej = 4
−r(k)fr(k),2.3k−n−j+1
si j 6 3k < j + n et 2.3k − n− j + 1 < 0 et Vkej = 0 sinon. On a que ‖Vk‖ 6 4−r(k). Donc∥∥∥∥∥
∞∑
k=1
Vk
∥∥∥∥∥ 6
∞∑
k=1
4−r(k) =
∞∑
s=1
∑
2s−16k<2s
4−r(k)
=
∞∑
s=1
4−s.2s−1 = 1/2
Donc ‖T n‖ 6 1 + 1 + 1/2 = 5/2 pour tout n et T est a` puissances borne´es.
(T n) tend vers 0 pour la topologie faible.
Fixons t > 1, pour n > t, T ne0 et et sont a` supports disjoints, donc 〈e∗t , T ne0〉 = 0. Si s ∈ Z
est fixe´, on voit aussi, au vu de la de´finition de T pour un n assez grand, 〈f ∗t,s, T ne0〉 = 0.
Ainsi d’apre`s l’e´tape pre´ce´dente et le fait, on en de´duit que (T ne0) converge faiblement vers
0.
Soit M = {x ∈ X,T nx → 0 faiblement}. M est un sous espace T -invariant et ferme´ car T
est a` puissances borne´es. D’autre part, on voit, en utilisant a` nouveau l’argument pre´ce´dent
que fi,j ∈ M pour tout i > 1, j ∈ Z. Donc ⊕∞i=1Xi ⊂ M . On vient de voir que e0 ∈ M . Par
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re´currence, on montre que ej ∈ M pour tout j : si ej ∈ M , Tej ∈ M et P0Tej ∈ M ou` P0
est la projection sur X0 paralle`lement a` ⊕∞i=1Xi. En effet, si x∗ ∈ X∗, on a
|〈x∗, T n(P0Tej)〉| = |〈P ∗0 (T n)∗x∗, T ej〉| 6 ‖P0‖ |〈(T n)∗x∗, T ej〉|
= ‖P0‖ |〈x∗, T n(Tej)〉| → 0 (n→∞)
Puisque P0Tej = ej+1, on a bien ej+1 ∈M . Donc X0 ⊂M et M = X ce qui prouve que (T n)
tend vers 0 pour la topologie faible.
T n’a pas la proprie´te´ de Blum-Hanson.
Posons kn = 2.3
n + 1 pour n > 1, on obtient
T kne0 = ekn + fr(n),0 +
∞∑
j=1
4−r(j)fr(j),2.3j−2.3kn .
Donc
1
2s−1
∥∥∥∥∥
2s−1∑
n=1
T kne0
∥∥∥∥∥ > 12s−1
∣∣∣∣∣
2s−1∑
n=1
〈f ∗s,0, T kne0〉
∣∣∣∣∣
> 1
2s−1
∣∣∣∣∣∣
∑
2s−16n62s−1
〈f ∗s,0, T kne0〉
∣∣∣∣∣∣ > 2
s−1
2s − 1 >
1
2
pour tout s ∈ N. Cela prouve que la suite
(
1
N
∑N
n=1 T
kne0
)
ne converge pas vers 0 et puisque(
1
N
∑N
n=1 T
kne0
)
tend vers 0 faiblement (car (T n) tend vers 0 pour la topologie faible), la
suite
(
1
N
∑N
n=1 T
kne0
)
ne converge pas.
Preuve de (iii).
Soit x =
∑∞
i=0 xi, x 6= 0 avec xi ∈ Xi. Puisqu’on est dans c0 ou `p, le forward shift est ici une
isome´trie (mieux qu’une contraction). Si x0 6= 0, on en de´duit
inf ‖T nx‖ > inf ‖Sn0 x‖ = ‖x0‖ > 0.
Si xi 6= 0 pour un i > 1, alors
inf ‖T nx‖ > inf ‖Sni xi‖ > 4−i‖xi‖ > 0.
En fait, on peut construire beaucoup d’ope´rateurs de ce type comme le montre le re´sultat
suivant.
Proposition 5.2.1. Soit X un espace de Banach avec une base syme´trique et shrinking.
Alors l’ensemble des ope´rateurs ve´rifiant les proprie´te´s du the´ore`me pre´ce´dent est une partie
dense de L(X) pour la topologie forte des ope´rateurs.
De´monstration. On sait que pour cela, il suffit de prouver qu’un tel ensemble est invariant
par similarite´ et de trouver un ope´rateur T tel que pour tout entier N > 1, on puisse trouver
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des vecteurs x1, · · · , xN tels que (x1, · · · , xN , Tx1, · · · , TxN) soit une famille libre de X. Si
l’on conside`re l’ope´rateur T pre´ce´dent, il suffit de choisir x1 = f1,0, x2 = f1,−2, · · · , xN =
f1,−2N . Voyons l’invariance par similarite´. Fixons P un ope´rateur inversible. Si (T n) converge
faiblement vers 0, on a pour tout y∗ ∈ X∗ et tout z ∈ X que
〈(T n)∗y∗, z〉 → 0.
Soit x∗ ∈ X∗ et x ∈ X, alors :
〈x∗, (P−1TP )nx〉 = 〈x∗, P−1T nPx〉 = 〈(T n)∗(P−1)∗x∗, Px〉.
Cette quantite´ tend vers 0 en prenant y∗ = (P−1)∗x∗ et z = Px. D’autre part, il existe
x ∈ X et (kn) une sous suite d’entiers tels que
(
1
N
∑N
n=1 T
knx
)
ne converge pas. Alors, en
composant par P−1,
(
1
N
∑N
n=1 P
−1T knx
)
ne converge pas et donc
(
1
N
∑N
n=1 P
−1T knPy
)
ne
converge pas avec y = P−1x.
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Quelques proble`mes de dynamique line´aire dans les espaces de Banach
Re´sume´. Cette the`se est principalement consacre´e a` des proble`mes de dynamique line´aire
dans les espaces de Banach. Re´pondant a` une question re´cente de Ha´jek et Smith, on construit
notamment, dans tout espace de Banach se´parable de dimension infinie, un ope´rateur borne´
tel que ses orbites tendent vers l’infini sur une partie ni vide, ni dense. On relie e´galement, a`
l’aide d’un autre re´sultat, le module de lissite´ asymptotique au comportement des ope´rateurs
borne´s.
Mots-cle´s. Espace de Banach, ope´rateur borne´, orbite, hypercyclicite´, module de lissite´.
A couple problems of linear dynamics in Banach spaces
Abstract. This thesis is mainly devoted to some problems of linear dynamics in Banach
spaces. In particular, we answer a recent question of Ha´jek and Smith by constructing, in any
separable Banach space of infinite dimension, a bounded operator such that its orbits tending
to infinity form a set which is neither empty, nor dense. We also connect the behaviour of
bounded operators with the asymptotic modulus of smoothness.
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ness.
