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Abstract
In this thesis, the persistent current qubit in the presence of large amplitude mi-
crowave radiation is studied. Three main results are presented in this work. A new
coherent quasiclassical regime has been observed, where coherent quantum dynamics
persist even while transitions between energy levels are caused by many photon modes
simultaneously. A new theoretical treatment of this regime has been developed, and
remarkable agreement between theory and experiment is observed. Also presented
is a novel application of strong driving, where unwanted excited state population is
cooled to the ground state by utilizing a second avoided crossing. This method of
cooling, via a third, ancillary qubit level, is analogous to atomic sideband cooling.
Cooling from 400mK to 3mK has been achieved. Finally, a new type of spectroscopy
is presented, where an entire manifold of quantum levels is characterized with a sin-
gle driving frequency, by studying the amplitude dependence of the qubit's behavior.
Characterization of energy level spacings reaching 120GHz is achieved with radiation
on the order of 0.1GHz.
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Chapter 1
Introduction
1.1 Motivation
In the last ten years, quantum information science [1, 2] has blossomed into a popular
and well-respected discipline within the physical sciences. Besides the promise of great
advances in computational abilities and other technological applications, the study of
quantum information also presents an opportunity to study the fundamental nature
of quantum mechanics.
1.1.1 Simulation, Computation, and Other Applications
Classical information science studies the storage, manipulation, and communication
of information, where the fundamental component of data is the bit. It was not until
1980 that it was first suggested that computation could in principle be performed
with a quantum computer, made of quantum bits (qubits) [3].
Strong theoretical interest in quantum computing did not arise though until 1982,
when Richard Feynman suggested that quantum computers might be more useful in
the simulation of quantum systems than a classical computer [4]. This notion was
not verified until 1996, when it was shown that a quantum computer could indeed
efficiently simulate other quantum systems, where no efficient quantum simulation
algorithms were known for a classical computer [5]. The first quantum simulation
performed with another quantum system was done in 1999 with nuclear spins [6].
The more general problem of whether a quantum computer could outperform
classical computers was first considered by Deutsch [7]. He asked whether a quantum
computer could challenge the strongest form of the Church-Turing thesis, which says
that any algorithmic process can be simulated efficiently using a probabilistic Turing
machine. The answer to this question is still not known [8], but there are now
many examples of problems with efficient solutions on quantum computers, where no
known efficient solutions on classical computers exist [2]. The most famous of these
efficient quantum solutions is Peter Shor's algorithm that finds the prime factors of
an integer [9]. Besides addressing Deutsch's original question, the algorithm also has
important consequences for public key cryptography, due to the widespread use of the
RSA cryptosystem, whose security rests solely on the intractability of factoring large
numbers into their prime factors [10]. The first implementation of Shor's factoring
algorithm was achieved in 2001 using nuclear spins [11].
Another important application of quantum information science is in private key
cryptography, the basic notion of which was first put forth in 1983 [12]. The basic
idea behind classical private key cryptosystems is that only the parties in communi-
cation have access to the keys. However, this is obviously difficult to do without an
eavesdropper compromising the key when the two parties originally exchange it. The
quantum solution lies in the fact that quantum information is always disturbed when
it is measured. This way, it is possible to develop a means of communicating a key
by which the private parties can always know whether their key has been intercepted
along the way. Private key cryptography was first demonstrated in 1992 with photons
traveling in free space [13].
There are many other applications of quantum information science, and I would
like to mention just one more such application. Probably the most popular quantum
technology to have been studied, other than cryptology and computation, is tele-
portation [14]. There one transmits the state of a quantum system, over arbitrary
distances, to another quantum system. The popularity of quantum teleportation is
certainly attributable to the dream of traveling to a distant place by just reappearing
there. Though still not possible for humans, teleportation with photons was indeed
demonstrated in 1997 [15].
1.1.2 Fundamental Physics
The study of quantum systems that can be used for quantum information applica-
tions is also of great interest from a fundamental physics standpoint. For instance,
macroscopic quantum physics is still largely unexplored territory [16]. Since the birth
of quantum mechanics there have been questions about when macroscopic realism
becomes reality out of our fundamentally quantum mechanical world, embodied no
better than in Schrddinger's famous cat paradox [17]. Temporal Bell inequalities un-
der the assumptions of macroscopic realism have indeed recently been found [18], and
experiments using devices much like the one studied in this thesis have been proposed
to test those inequalities [19, 20]. Though the assumptions used in deriving the in-
equalities and the exact nature of what one can learn by studying the inequalities are
still under debate [21, 22], the study of the transition from quantum mechanics to
macroscopic realism is of great importance for understanding nature.
Another fundamental issue that can be explored with qubits is quantum measure-
ment [16]. During an ideal projective quantum measurement, the states of the system
being measured become entangled with the measurement apparatus states [23]. How-
ever, quantum theory has seemed to leave ambiguous which system states will entangle
with the measurement apparatus states [24]. As any experimentalist of quantum me-
chanics knows though, measurement apparatuses measure one unique set of system
states. The reason why one system basis is realized over another during measurement
has been unresolved since the birth of quantum measurement theory. The most popu-
lar theory on how the measured basis is chosen is given by Zurek and Paz [24, 25], who
argue that decoherence effectively chooses the measured system basis based on the
interaction between the measurement apparatus and the environment. The basic idea
is that the realized measurement basis is that set of states which is able to persist
despite constant environmental monitoring. Work has already begun on designing
the apparatus-environment Hamiltonian in order to create quantum measurement
apparatuses with specified measurement bases [26].
Another issue within quantum measurement theory that can potentially be studied
with qubits is the collapse of the wavefunction [16]. If the quantum state being
measured is in a superposition of states, why is only one state realized in an ideal
projective measurement? The collapse of the wavefunction is the ad hoc assumption
that superposition states will be projected onto a single state during measurement.
There are many theories as to what really happens during the collapse, including
those based on gravity [27], those based on missing non-linear terms in Schr6dinger's
equation [28], and those based on decoherence [29]. In fact, these are the same theories
that try to explain why quantum phenomenon aren't typically seen on the macroscopic
scale. Qubits like the one studied in this thesis should provide the ability to design
the Hamiltonian of a quantum system specifically for testing collapse theories.
Finally, many of the quantum phenomena seen in textbooks, e.g., Rabi oscillations
between quantum states, have been studied mostly in atomic systems. Qubits devel-
oped in the solid state will allow for a comparison of the results seen in atomic and
molecular physics, enhancing our understanding of these quantum processes. Besides
the difference in environment, qubits developed in the solid state can also be engi-
neered with a variety of Hamiltonians, providing a greater breadth of physics than
that which is provided to us naturally in atomic and molecular systems.
1.2 Outline
This doctoral thesis presents experiments done on the persistent current qubit, with a
major focus on the qubit's behavior in the presence of large amplitude driving fields.
Chapter 2 will introduce the reader to the persistent current qubit. The Hamil-
tonian for the qubit will be derived and an intuitive discussion of its properties and
behavior will be presented. I will then discuss how the qubit is measured in the exper-
iments. As a necessary prerequisite for all of the above, the Josephson junction will
also be introduced. Chapter 2 will conclude with a brief description of the process
used to fabricate the device, as well as a brief overview of the experimental setup
used in the work presented.
In Chapter 3 I will present a new quasiclassical regime of coherent quantum dy-
namics of a qubit, realized at low driving frequencies in the strong driving limit.
A two-level system approximation, consisting of the lowest two levels of the qubit's
energy spectrum, with a single avoided crossing between them, is considered. Back-
ground theory will be covered, including a very helpful analogy to Mach-Zehnder
interferometry that will be used throughout the thesis. A new theoretical model
that is valid in the quasiclassical regime will be described, and remarkable agreement
between theory and observation will be shown.
Chapter 4 then moves on to strong driving experiments with an additional energy
level and side avoided crossing. I will present a novel way of cooling qubits, where
thermally excited population in the two-level model is forced to the ground state via
radio frequency driving. The technique is analogous to atomic sideband cooling, where
a third, ancillary level is utilized to cool an effective two-level system. The added
energy level and avoided crossing accessed in this chapter will act as the ancillary
level for qubit cooling. Effective temperatures as low as Teff 3 millikelvin are
achieved for bath temperatures Tbath = 30 - 400 millikelvin.
In chapter 5 I will then consider more than 2 avoided crossings, and discuss a novel
way of characterizing the full energy spectrum of the qubit by studying the population
changes as a function of driving amplitude. Only a single driving frequency is utilized,
which may be orders of magnitude smaller than the energy scales being probed.
The main feature of amplitude spectroscopy will be "spectroscopy diamonds", which
contain interference patterns and population inversion that serve as a fingerprint of
the qubit's energy spectrum. By analyzing these features, the energy spectrum of
a manifold of states with energies from 0.01 to 120 GHzxh (where h is Planck's
constant) was determined, using a single driving frequency near 0.1 GHz.
Finally, Chapter 6 will conclude with a summary of the major results of the thesis,
along with a summary of unfinished and future work.
Appendix A contains a discussion of the rotating wave approximation, a technique
which allows for the analytic solution of the driven, two-level atom. The appendix will
provide a review of the approximation, along with a derivation of its assumptions that
I have not seen performed anywhere else in the literature. A similar approximation
will be used when driving the persistent current qubit, and a full understanding of
the rotating wave approximation will provide insight into the analysis performed in
this thesis.
Appendix B is a self-contained review paper discussing the implementation of
the factorized quantum lattice-gas algorithm for the one dimensional diffusion equa-
tion, using the persistent current qubit. The algorithm is the quantum extension of
classical lattice-gases, whose goal is to simulate fluid dynamics without reference to
specific microscopic interactions. The quantum version allows for improvements in
memory usage and viscosity constraints over its classical counterpart. The class of
all factorized quantum lattice-gas algorithms was very popular at the beginning of
experimental quantum computing efforts because they require coherence over only
individual lattice sites (a few qubits), rather than over the entire lattice (hundreds of
qubits), which is a daunting experimental challenge.
Two contrasting implementation schemes are presented, one unique to the PC
qubit, the other analogous to what would be done in nuclear magnetic resonance
quantum computing. The work originally served as a feasibility study of quantum
computing with persistent current qubits, with very positive conclusions. The work
now also serves as a review of the differences between the PC Qubit and NMR sys-
tems, as well as a review of Bloch sphere rotations. Finally, the paper provides
an introduction to some of the fundamental concepts one confronts when trying to
implement an algorithm with the persistent current qubit, and qubits in general.
Appendix C contains four more reprints, on the work presented in Chapter 3,
Chapter 4, and Chapter 5.
Chapter 2
The Persistent Current Qubit
There are many physical systems that can be utilized as qubits [2]. These range from
systems provided to us by nature, like nuclear spins [30], to man-made systems, like
quantum dots [31]. One of the most popular classes of qubits is known as supercon-
ducting qubits [32]. These are fabricated superconducting circuits that use Josephson
junctions [33] as the elements that allow for qubit-like behavior [34, 35, 36]. There
are many superconducting circuits that can be used as a qubit [37, 38, 39, 40], and
here I will only consider one, the persistent current qubit [41]. In this chapter I will
review the persistent current qubit and how it is measured. I will also briefly discuss
how the device was made and the experimental setup used to study the qubit.
2.1 Theory of the Persistent Current Qubit
How does one make a quantum mechanical system from a circuit? And what exactly
is the quantum object in a persistent current (PC) qubit that is suitable for quantum
computation? Is it an electron inside the superconductor, or maybe a Cooper pair?
Ch. 2.1 will address these issues by deriving the eigenstates of the PC qubit from first
principles. I will begin with a discussion of Josephson junctions, the main component
of any superconducting qubit. From there I will find the Hamiltonian of the PC
qubit, and proceed via a tight-binding approach to a two-level model for the qubit.
Though the qubit dynamics of more than two levels is the focus of Ch. 4 and Ch. 5,
Superconductor
Insulator
Superconductor
+ I= Isin(Wp)
V = U0V/2x
Figure 2-1: Josephson junction schematic and circuit symbol. (A) A Josephson
junction is physically just a thin insulator sandwiched between two superconductors.
The wavefunction for all the Cooper pairs in a superconductor can be described by
T = iexp(iE), where n is the density of Cooper pairs and E is a phase. (B)
The circuit symbol for a Josepshon junction. The current I and voltage V across
a JJ are related to the gauge invariant phase difference o across the sandwiching
superconductors (see text).
a thorough understanding of the two-level PC qubit is very important for this thesis,
and will be the focus of Ch. 2.1. Ch. 3 will focus purely on two-level dynamics, and
will provide the necessary background for the multi-level studies discussed later on.
2.1.1 Josephson Junctions
The fundamental building block for all superconducting qubits is the Josephson junc-
tion. Physically, a Josephson junction (JJ) is simply an insulator sandwiched be-
tween two superconductors. A schematic of this sandwich is seen in Fig. 2-1A. The
current-voltage properties of the JJ can be derived by solving the quantum mechan-
ical boundary-value problem the metal-insulator-metal sandwich presents [42]. By
assuming that all the Cooper pairs in a superconductor can be described by a wave-
function of the form I = V/exp(iO), where n is the density of Cooper pairs and
E is a phase, one can find the current-phase and voltage-phase relationships for the
Josephson junction circuit element. One finds that the current I through the junction
is
I = Ic sin(c) (2.1)
where = - 2 - 12 f 2 A(r,t) -dl is the gauge invariant phase difference across
the sandwiching superconductors, where the line integral over the magnetic vector
potential A(r,t) is from superconductor 1 to superconductor 2, and Ic is known as
the critical current of the junctions, and is a function of the materials used to create
the junction and the width of the junction. One can also show that the voltage V
across the junction is
V = (2.2)27r
where (0 is a single flux quantum. The standard way of drawing a JJ as a circuit
element, along with its current-phase and voltage-phase relationships, is summarized
in Fig. 2-1B.
The energy associated with a single JJ can be broken up into two terms. The first
is the capacitive energy, where the capacitance of the JJ is denoted by C. The second
contribution to the JJ energy is the integrated power found from the current-voltage
relations (Eq. 2.1 and Eq. 2.2), giving the total energy E stored by the JJ
1E = 2CV2 + Ej(1 - cos(p)) (2.3)
where Ej =- is the Josephson energy.
2.1.2 The Persistent Current Qubit Hamiltonian
Armed with the energy for a single junction, one can now find the Hamiltonian of
the PC Qubit [43]. A schematic of the qubit is seen in Fig. 2-2. The qubit is simply
a loop of superconducting wire interrupted by three Josephson junctions, where the
third junction's cross-sectional area is smaller than the area of the other two junctions
by a factor a. Taking the capacitive energy terms as the kinetic part, the Lagrangian
is
3 3
L= 2CiV2 - Eji(1 - cos( i)). (2.4)
i=1 i=1
By analyzing the total phase around the qubit loop, one can show [42] that the JJ
phases are constrained by the magnetic flux threading the loop such that
c'1 -l02 +t3 = 27rf, (2.5)
+ +
+ f +
Figure 2-2: Schematic of the PC qubit. The PC qubit is a loop of superconduct-
ing wire interrupted by three Josephson junctions, where the third junction's cross-
sectional area is smaller than the area of the other two junctions by a factor a. f is
the applied magnetic flux piercing the qubit loop, in units of a flux quantum Go.
where f is the applied magnetic flux piercing the qubit loop in units of Go. With this
flux/phase constraint, and the voltage relation for a JJ, the Lagrangian for the qubit
can be rewritten as
£=c)•= "2C + (1 + a) ( )2C " 2 - Ej [2 + a - 2 cos(p,) cos(om) - a cos(27rf+ 2ým)]
(2.6)
where cp = (ýi + 02)/2 and pm = (ýp - ýp2)/2, and C is the capacitance of the larger
junctions.
Taking one variable to be the phase Sop,m, the conjugate
In analogy to a 2D simple harmonic oscillator (SHO) in real
as a 2D "position" space, and call the conjugate momentum
space. From here one can write down the Hamiltonian as
momenta are OC/la&p,m.
space, one can view op,m
Pp,m, a 2D "momentum"
SP2 1 p 2H = P + m + Ej [2 + a - 2 cos(pp) cos( m) - a cos(27rf+ 2'pm)]
2 Mp 2 Mm
(2.7)
where Mp = 2C(° )2 and Mm = 2C(1 + a)( )2 . The quantum version of this
Hamiltonian is obtained by simply replacing Pp,m with the operators A , and
having Sp,m become operators as well. Fig. 2-3 shows the energy levels calculated by
finding the eigenvalues of the quantum mechanical, matrix form of Eq. 2.7 [44]. The
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Figure 2-3: 25 lowest energy levels of the PC qubit found numerically. Energy eigen-
values are plotted as a function of the magnetic flux f applied to the qubit. The
energy levels are symmetric about f= 1/2.
2D phase space was discretized and 6-function basis states were used, with periodic
boundary conditions imposed on a single lattice site.
2.1.3 Tight-Binding Solution
The Hamiltonian derived for the PC qubit (Eq. 2.7) is the same as for a particle in
an anisotropic 2D periodic potential, except here, the phases cp,m play the role of
position coordinates. Each individual lattice site is a 2D double-well, as seen in a plot
of the potential energy in Fig. 2-4. The qubit parameters are chosen such that inter-
well tunneling is negligible compared to intra-well tunneling, and so a tight-binding
solution is extremely accurate for the problem at hand.
The fundamental concept behind tight-binding is the use of a linear combination of
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Figure 2-4: Contour plot of the 2D potential energy for the PC qubit at f = 0.46,far detuned from the symmetry point f = 1/2. The qubit sees an anisotropic 2D
periodic potential, with lattice vectors al and a 2 . By designing for negligible inter-well
tunneling, the potential can be viewed as a single double-well. When the transverse('p, direction) quantum modes of the 2D double-well can be ignored, the potential
energy can be treated as a 1D double-well along the 'Pm direction.
localized wavefunctions to create the entire system's
over the entire 2D plane can be written as
cal [Roo]
ca2 [Roo]
CaN [Roo]
ca, [Ro1]
ca 2[Rol]
wavefunction. The wavefunction
(2.8)
where al, a 2 , etc., denote different localized wavefunctions, and R~1 , 2, denotes dif-
ferent lattice sites written in terms of the basis al and a2 pictured in Fig. 2-4. Bloch's
equation, ca, [Rn1n2I = exp(ik Rn,,2 )c11 [Roo], allows one to solve the problem at just
one lattice site, with the wavefunction
ca, [Roo]
(2.9)
The Schr6dinger equation can then be written as
HijT = Ex, (2.10)
where
Hij = E ( Ii(Roo) I-JIj(Rann 2)) exp(ik -Ruin2), (2.11)
ni ,n2
where H is the quantum Hamiltonian of the system, and the i,j labels denote different
localized states. Note that in arriving to Eq. 2.10, it has been assumed that the
localized states at adjacent lattice sites have negligible overlap.
For illustrative purposes, I will now consider for the localized basis only the ground
SHO states of each individual well of the double-well, call them 10, L) and 10, R).
These uncoupled left and right well states, respectively, along with higher energy
uncoupled well levels, are referred to as diabatic states. I will also take as the zero of
energy the configuration when the two wells are aligned; i.e., when f=1/2. Finally,
by considering only nearest neighbor interactions, Eq. 2.10 becomes
1 ( -o,0-Aout expikal -Aout expik-a2  C|0,L)
2 -Ao,o-Aout exp-ik-al -Aout exp-ik-a2 -E
c o,a)
= E C|°,L) ( 2 . 12 )
where Ao,o oc exp-Ej/Ec is related to the tunneling rate between the two sides of the
double-well, Aout is related to the tunneling rate between adjacent lattice sites, where
Ao/Aout oc expEij/E, Ec = e2 /2C, e - 2(9U/of)(f - 1/2) = %(oI3(f - 1/2), and 13
is the current through the third junction, which is also the circulating current in the
qubit [43]. In general, avoided crossings will be denoted as Aq,q,, where q and q'
are the energy levels, in the left and right well respectively, coupled by the specified
avoided crossing. The quantity f - 1/2 is known as the flux detuning and will be
denoted as 6f. As noted earlier, the qubit was designed to have a negligible inter-
well tunneling rate Aout , via a large Ej/Ec, approximately 400 here. In fact, this
ratio is large enough so that the inter-well tunneling can be completely ignored. The
Hamiltonian then reduces to
H = - Aoo = -- (eaz + A0,0oa), (2.13)
where az and ax are Pauli matrices defined in App. A.1. Eq. 2.13 represents a 2D
problem, since the localized basis states are two-dimensional. The 2D nature of the
PC qubit's Hamiltonian will become important in Ch. 5, but for now one can consider
just a simple 1D double-well, by assuming complete symmetry with respect to the
long axis of the double-well (the ýpm axis).
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Figure 2-5: 1D, two-level representation of the PC qubit. The ground state energy
of the double-well follows the solid blue curve, while the excited state energy follows
the upper red curve. At 6f=0, the double-well is symmetric and the eigenstates are
symmetric and anti-symmetric combinations of the diabatic states 10, L) and 10, R).
As flux is tuned away from 6f=0, the double-well tilts and the eigenstates are just
10, L) and 10, R). The energies of the diabatic states are represented by dashed lines.
If there were no coupling between wells, the eigenstates would always be the diabatic
states. 10, L) and 10, R) correspond to opposite circulating currents in the qubit loop.
Fig. 2-5 diagrams the simplified two-level, 1D double-well system, and how it
changes with flux detuning 6f. At 6f=0, the double-well is symmetric and the eigen-
states are symmetric and anti-symmetric combinations of the two diabatic states 10, L)
and 10, R). As one increases the flux from the degeneracy point, the double-well tilts
and the eigenstates are now just the two diabatic states. The same thing happens as
you tilt the wells the other direction, except the ordering of energy eigenstates flips.
The two-level system described in Eq. 2.13 has eigenvalues
E 2 = 1 /  + A 2,0  (2.14)
with eigenstates given by
-) = cos 0, R) + sin X0, L) and I) = - sin -10, R) + cos -0, L) (2.15)2 2 2 2
where X tan-l( ).
··
Ld W ~d
The diabatic states 10, R) and 10, L) (along with the higher energy diabatic states),
correspond to counter-clockwise and clockwise circulating currents, respectively. This
is easily seen by calculating the circulating current 13 from the energy levels, and seeing
that it is of opposite sign for the ground and excited states away from 6f=0. The
circulating current generated by the qubit eigenstates is the means by which the state
of the PC qubit will be measured, via a magnetometer.
The main difference between this Hamiltonian and the one commonly seen in
atomic physics or NMR, is that the a. coupling element is a constant that is always
there, whereas in the other cases the coupling element typically arises when a mi-
crowave field is applied. With an adjustable a, term and a constant ax term, one can
tune the eigenstates of the system, whereas without the constant ax term one would
only be able to change the energy level spacing. Also note that applied magnetic
fields, both DC and AC, enter the Hamiltonian solely along the z-axis, whereas in
atomic physics and NMR, magnetic fields can couple into the system along any axis,
though typically the AC field is along a, and the DC field is along the au direction.
This makes arbitrary quantum gate operations a bit more difficult to accomplish in
the PC qubit (see attached paper [45] in App. B for a discussion of the challenges
involved in implementing gate operations with the PC qubit). It is exactly this dis-
tinction however that will provide for some extremely interesting new physics in this
thesis.
2.2 Theory of Measuring the Persistent Current
Qubit
So the superconducting qubit has eigenstates with different magnetic fluxes. The
most natural way to measure these states is with a DC Superconducting Quantum
Interference Device (DC SQUID). This section will introduce the DC SQUID, and
how it is used to measure the qubit state. I will begin by deriving the energy of the
SQUID, and show how this allows one to use it as a magnetometer. I will consider
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Figure 2-6: Schematic of the DC SQUID. The DC SQUID is a loop of superconducting
wire interrupted by two Josephson junctions, with four leads attached, two used to
pulse the SQUID and two for measuring the SQUID voltage after pulsing. f, is the
applied magnetic flux piercing the SQUID loop, in units of a flux quantum (o.
the most common way to use the DC SQUID to measure magnetic flux, and then
describe a faster readout that will allow the study of quantum coherent phenomena.
The effect of thermal noise on the SQUID will also be considered.
2.2.1 The DC SQUID as a magnetometer
A DC SQUID is simply a superconducting loop with two JJ's [42]. However, unlike
the qubit, there will be four wires connected to the loop, two to apply a current Iq to
the SQUID, and two to measure the voltage Vsq across the SQUID. The DC SQUID is
pictured in Fig. 2-6. Throughout this work it will be assumed that both junctions of
the SQUID have the same Ic,sq (and hence the same Ej,sq) and capacitance Csq, with
negligible self-inductance. The phase variables of junctions 1 and 2 will be denoted
(1,s and p2,sq, respectively. From Kirchoff's current law, one knows that the current
through the SQUID is just the sum of the currents due to each junction (Eq. 2.1)
Isq = Ic,sq sin(pl,sq) + Ic,sq sin(W2,sq) (2.16)
Just as was done for the qubit loop, one can show that the JJ phases are con-
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Figure 2-7: Switching measurement overview. The phase particle associated with the
SQUID sits in a local minimum of the SQUID potential energy. As the bias current
Ib is ramped, the SQUID potential energy tilts until the phase particle falls out of
the local minimum, when Ib reaches IC,,q I. More realistically, thermal activation and
quantum tunneling cause escape from the local minima to occur at a distribution of
currents about Ic,sq .
strained by the magnetic flux threading the loop such that
(P2,sq - Pl,sq = 2 7rfsq (2.17)
where fq is the applied flux piercing the SQUID loop in units of ~Do. Combining
Eqs. 2.16 and 2.17, one finds that the current through the SQUID is
Isq = 2 1c,sq cos(Trfq) sin(cl,sq + 7rfsq) (2.18)
This equation has the same form as the single junction case (Eq. 2.1), so one can
immediately write down the energy of the SQUID Esq from Eq. 2.3
h sCqs2+ Ej,sq(1 - COSq•sq)) (2• .19)
where C = 2 Csq, Vs = , Esq = , I,sq = 2Ic,sq COs(rfq ) , and ,sq -1,sq sq. sq sq 2,sq
(Pl,sq + 7rfsq.
One now adds a current source Ib to the SQUID to make it a working magne-
tometer. The current source will act as a force on the phase particle [51], giving an
extra term in the potential energy of the form Ib(ý1,sq + rfsq). Dropping the constant
phase offset due to the flux penetrating the loop, and the constant energy term, the
SQUID energy then becomes
1 • _0Ib 0I',sqEsq = MsqSq 2-  1,sq - cos W,q,1 (2.20)
where Msq = Cq( 0)2. This is just the energy of a particle in a cosine potential that
is tilted by the bias current. When Ib reaches [Ic',sqI, the particle will escape from
a local minimum and start to "roll" down the tilted cosine potential, generating a
voltage due to its changing phase. A schematic of the switching process is seen in
Fig. 2-7. The way this is used as a magnetometer is that the current I",,q at which
escape, and a non-zero voltage occur, depends on the magnetic flux fq seen by the
SQUID. Mapping out I',,s as a function of flux allows one to then apply an unknown
magnetic flux, and then go back to the original I', vs. f, scan and deduce the
unknown magnetic flux from I~,q.
The way the SQUID switching measurement is most commonly implemented is by
using a triangle current waveform for ramping the current, with a peak value above
the maximal critical current 2 1c,sq of the SQUID, and recording the time Tsw it takes
from the beginning of the ramp for a voltage to appear across the SQUID. From 7,,
and the ramp rate dI/dt, one can calculate the switching current Iw, the point the
SQUID phase particle escapes from the well. Is, though is not exactly I",,, due to
thermal activation or quantum tunneling of the phase particle out of the local minima
(I consider the effect of thermal activation on I",, in Ch. 2.2.2). To account for the
fluctuating Is,, one must repeat the ramping measurement many times to find the
full ILw distribution. The measurement process is summarized in Fig. 2-8.
Fig. 2-9 shows the measured switching current Isw as a function of fq. One clearly
sees the expected cosine dependence of Iw, I,sq on fq, along with the width of Iw
due to noise processes and quantum tunneling. There are two other strong features
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Figure 2-8: Timing of switching measurement. Ic,sq is measured by ramping Ib Sig-
nificantly higher than the maximum of Ic,sq, and by measuring the time from the
beginning of the ramp to the appearance of a non-zero voltage across the SQUID,
the current Isw at which the SQUID phase particle escapes from the well is measured.
To fully account for a fluctuating Ic,sq , the switching measurement is repeated many
times.
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Figure 2-9: The measured SQUID switching current I,,w as a function of fsq. Note the
expected cosine dependence of Iw F, Iw,sq on fsq, along with the width of Isw due to
noise processes and quantum tunneling. Data shown here was taken at 15mK.
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Figure 2-10: Mean DC SQUID switching time (Tsw) as a function of flux in the
presence of the qubit (mean of data in Fig. 2-9). The step due to the qubit is visible
in the circled region. Data shown here was taken at 15mK.
in Fig. 2-9. The first is the variation of the width of Isw with fsq, which is maximal for
high switching currents. This is due to the changing barrier height with Ib that the
SQUID phase particle must cross to escape (see Ch. 2.2.2), combined with a longer
time for escape to occur during the ramp for higher switching currents. The second
strong feature is the double-valued switching currents at the minima in Iw. This
feature is due to the self-inductance of the SQUID, which has been ignored here for
clarity of presentation. In the limit of large self-inductance, the potential energy of
the SQUID will be an infinite series of parabolas, centered at integer values of Go [42].
It is this multi-valued potential energy which leads to multiple switching currents.
When the qubit is placed inside the DC SQUID, fsq becomes fsq + MI 3/Q0 , where
13 is the circulating current generated by the qubit; i.e., the current through the
smaller junction, and M is the mutual inductance between the SQUID and the qubit.
On each side of the avoided crossing the ground states have opposite circulating
currents, changing the flux seen by the SQUID by . ± 3 mbo. This causes a step-like
structure near f=-1/2, which is hard to see when plotting the full switching distribution
(Fig. 2-9), but is clearly visible when plotting the mean of the switching distribution
(Fig. 2-10). A zoom-in of the step-like structure is seen in Fig. 2-11. The white
dashed line represents Isw when there is no qubit, the green dashed line represents
Isw when the qubit has a counter-clockwise circulating current, in this case when the
qubit is in the ground state when 6f > 0, and the red dashed line represents Isw when
the qubit has a clockwise circulating current, in this case when the qubit is in the
ground state when 6f < 0. When, for instance, the ground state to the left of f= 1/2
is driven to the excited state, Trw will be suppressed by approximately 40 ps. To be
able to distinguish the two circulating current states, the switching histogram must
be narrower than the separation between the two switching current levels.
There is indeed a "double" step-like structure seen in Fig. 2-11. The reason for the
extra step on the left is that while the SQUID is ramped, a circulating current in the
SQUID (self-inductance of the SQUID has been neglected here for clarity) tilts the
qubit potential, which can cause population transfer from the left well to the right
well via quantum tunneling [47]. As will be seen in Ch. 2.2.3, a modified readout
performed orders of magnitude faster than the one discussed here will remove this
resonant tunneling feature from the readout.
One might be wondering at this point how quantum measurement theory affects
the above discussion; i.e., what happens when you measure a superposition of cir-
culating currents? Shouldn't the superposition states at f = 1/2 give a bi-modal
distribution due to the projective nature of quantum measurement? The textbook
projective measurement in fact only comes about when the system and measure-
ment apparatus stay completely entangled for the duration of the measurement; i.e.,
the joint qubit-SQUID system can never be written as a product state before the
joint wavefunction collapses. What is indeed being done with the SQUID in these
experiments is an expectation value measurement, where the average of the circulat-
ing currents is measured, due to a loss of entanglement between the qubit and the
SQUID while Ib is ramped. It can be shown that entanglement is not expected to
last throughout the measurement in systems with design parameters like the ones for
the device used here [46]. Let me now turn to the switching current histogram due
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Figure 2-11: DC SQUID switching time Tsw as a function of flux near the qubit
step. The full switching distribution of the circled region in Fig. 2-10 is shown. The
circulating currents due to the qubit increase or decrease the flux seen by the SQUID,
altering Isw of the SQUID, creating a step-like structure in I1w that can be used to
distinguish the qubit eigenstates. The right-most step is due to the two-level qubit,
whereas the left step is due to resonant tunneling during the measurement ramp (see
text). Data shown here was taken at 15mK.
to thermal activation.
2.2.2 The Switching Current Distribution
In the derivation of a 1D potential for the SQUID, I have assumed that the self-
inductance of the SQUID is negligible. Otherwise, I would have had to account for
the flux generated by the SQUID itself as contributing to fq, turning the problem
into a 2D problem once again. The escape of a 2D SQUID phase particle has been
studied at length [52], and it indeed becomes the 1D problem derived above when the
self-inductance of the SQUID is negligible. Also, in what follows I will only consider
thermal activation from the tilted cosine potential, making the discussion most useful
above the typical quantum-dominated escape temperatures of e 50mK, a regime that
will be studied in depth in Ch. 4.
The 1D rate of escape r due to thermal activation is approximately the probability
that the particle has been excited from the ground state to the state with energy equal
to the barrier height, multiplied by the rate at which the particle attempts to get out
of the well; i.e., the natural frequency sq of the phase particle in the well [48]. The
former term is the Boltzmann ratio:
exp(-Etop of well/kT) = exp(-AU/kT), (2.21)
exp(-Ebottom of well/kT)
where AU(see Fig. 2-12) is the barrier the phase particle must overcome to enter the
finite voltage state. From Ref. [49] one finds the rate
r = a(w/27r) exp(-AU/kT), (2.22)
where a is a correction that depends on the amount of damping in the equivalent
single junction. For a nice summary of escape rates for the different damping limits,
and for both quantum and classical limits, see the paper by Garg [50]. With the goal
of fitting experimental escape-rate data to this expression in mind, one first needs to
find the functional form for AU and Wsq.
Figure 2-12: Thermal activation in a DC SQUID. Switching of the SQUID can occur
before Ib=I',sq due to thermal excitation of the phase particle out of a local minimum.
The rate of escape F is in general due to classical activation and quantum tunneling
processes, cross and Ftunnel, but here I ingore quantum tunneling, so that F=Pcross.
Fcross is related to the height of the barrier presented to the SQUID phase particle,
as well as the rate of escape attempts, determined by AU and Wsq respectively.
A potential minimum and the closest maximum to its right, labeled ýPl,sq,min and
l,sq,max respectively (see Fig. 2-12), can be found by taking the 1st derivative of U
and setting it equal to zero, upon which one obtains the condition
Ic,sq sin(Pl,sq,min) = Ib (2.23)
and, so,
Ib Ib(Pl,sq,min = arcsin( ) and p,sq,max = - arcsin( ) + 7r. (2.24)
Ic,sq c,sq
The natural frequency wsq as a function of Ib can now be calculated by setting the
second derivative of U (evaluated at the minimum of the metastable well) equal to
Msqwq, where Msq s= (-) C q [51]:
d 2U I_ /I 2d2U =min [- cos(Cp)] = ~O 1- - Msq ,d(p2 27,q Icsq
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Figure 2-13: Histogram of DC SQUID switching current at a single flux bias. The
SQUID was biased at a maximum of Isw and the data was taken at 2K. Data is shown
as blue + signs, and the theoretical fit is shown as a solid red line.
and so, (sq 2 s 1/2
Wsq --- i) (cb •q 1/4
Ic,sq
To find the barrier AU over which the phase particle must be activated to observe a
switching event, one subtracts the potential energy at its minimum from the potential
energy at its adjacent maximum:
AU I=c,sq Ib
c,sq E2 sin - (lb) r + 2 cos sin -1 (I,))
To fit the histogram, one finally needs an expression for the histogram as a function
of the escape rate. By considering the probability of switching in a small interval of
time dt, one finds
1 d - oIbP (Ib) = I/ d 1 - -]Pdl/dto P(i)di] (2.27)
where P(i) is the probability of switching at bias current i and dI/dt is the ramp rate
of the bias current Ib*
(2.25)
(2.26)
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Figure 2-14: (A) Rapid readout cumulative histogram of DC SQUID switching cur-
rent as a function of flux in the presence of the qubit. The colorscale shows the
cumulative switching probability Pw. The circulating currents due to the qubit in-
crease or decrease the flux seen by the SQUID, altering Isw of the SQUID, creating
a step-like structure in P,. Data shown here was taken at 15mK. (B) A single slice
taken along the center dashed line in (A) gives 10, L) and 10, R) populations as a
function of flux detuning.
Fig. 2-13 shows the fit obtained with T = 2K, Csq = 3pF, and Ic,,q = 5.5/pA. These
values agree well with expectations from thermometry (1.9K) and device designs (2pF
and 5.5pA).
2.2.3 Rapid Readout
Experimentally it takes roughly 20ps for the voltage across the SQUID to develop
when it switches, due to the 50kHz bandwidth of the bias-T the SQUID readout
line is attached to (see Ch. 2.3.2). To do the switching time measurement discussed
earlier, one must go significantly slower than this for the voltage development to look
instantaneous. However, running the experiment at say 100Hz would not allow one
to see effects that decay away on the microsecond timescale or faster, e.g., Rabi oscil-
lations. To have rapid ramps, on the order of nanoseconds, one must rely on simply
noting whether a switching event has occurred or not during the ramp, and repeat
the experiment many times to yield the cumulative switching probability P,w for a
given ramp height. Note though, one must now repeat the ensemble measurement
at all the ramp heights necessary to find the full cumulative switching distribution
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Figure 2-15: Rapid readout pulse. The SQUID is now ramped in 10ns, losing the
ability to distinguish exactly when the SQUID switches. One now records a cumula-
tive switching history of the qubit by repeating the ensemble measurement at each
pulse height Is.
at a given f. This is in contrast to the timed SQUID measurement discussed earlier,
where one ramped the current above the maximum possible switching current, and
found the entire switching distribution with one set of ensemble measurements.
The qubit step measured via the rapid readout is seen in Fig. 2-14. Instead of
using a triangle waveform to ramp the SQUID, the pulse shape seen in Fig. 2-15 is
now used. The sample part of the pulse provides the bias current to the SQUID,
while the hold part of the pulse allows a DC voltage to be held across the SQUID
in the case of switching. Though the ramp is only 5ns, and the hold only 20ps, one
cannot repeat the readout at a rate faster than 10kHz, so that the qubit has a chance
to relax to the ground state after each measurement. To make the measurements less
time consuming, I will in fact only ramp the current over the center line pictured in
Fig. 2-14, since all the information about the qubit state is contained along that line.
Notice also the lack of a "double" step (Fig. 2-11) due to quantum tunneling during
the rapid measurement (Fig. 2-14), since the ramp now happens so quickly.
Figure 2-16: Summary of fabrication layers in device. The qubit and surrounding
SQUID circuitry are made with a fully-planarized niobium trilayer process and optical
lithography.
2.3 Implementation
I will now summarize the process used to create the PC qubit and SQUID circuitry,
which has previously been thoroughly explained by Daniel Nakada, who made the
device and helped develop the fabrication scheme for this doctoral thesis [53]. I will
also describe the setup used for experimentation on the qubit, which was mostly in
place before I used it [54].
2.3.1 Device Fabrication and Parameters
The device used for all experiments was fabricated at Lincoln Laboratory using a
fully-planarized niobium trilayer process and optical lithography. Fig. 2-16 provides
a brief overview of the fabrication process. Let me just focus in Fig. 2-16 on the center
section where one sees M2, M3, and M4, which form a single Josephson junction. The
process begins with a thermally oxidized Si wafer, and upon that is grown the trilayer
of Nb, Al/AlOX, and Nb. The pillars that form the cross section of the junctions are
then made with 350-nm I-line lithography. Photoresist is spun on and the mask
defines what M3 portions will not be etched away. To help protect the pillars against
the next etch of M2, a Niobium Pentoxide (Nb 2Os) layer is grown via anodization.
The M2 layer is then defined with lithography and etched away. Silicon dioxide is
then laid everywhere and is planarized. One then lays down the 2nd wiring layer M4,
Figure 2-17: SEM image of a PC qubit. The inner loop is the qubit, with three JJ's
and one via to connect the different fabrication layers (upper right corner). The outer
loop is the measurement SQUID, with 2 JJ's and two leads for measurement.
and uses lithography once again to define its structure before etching.
The device used here has a critical current density J, e 160 A/cm 2, and the
characteristic Josephson and charging energies are EJ i (27rh)300 GHz and Ec -
(27rh)0.65 GHz respectively (Ec = e2/2C). The ratio of the qubit JJ areas is a e 0.84,
with 0.42pm 2 cross-section larger JJ's, and A 0,0 r (27rh)10 MHz (see Ch. 3 for char-
acteristic decoherence times and Ch. 5 for a complete energy level characterization.)
The qubit loop area is 16 x 16 pm2 , and its self inductance is Lq, 30 pH. The
SQUID Josephson junctions each have a cross-section of 1.1p/m2. The SQUID loop
area is 20 x 20 pm2, and its self inductance is Ls % 30 pH. The SQUID junctions were
shunted with 2pF on-chip capacitors. The mutual coupling between the qubit and the
SQUID is M , 25 pH. Finally, the widths of the M2 and M4 wiring layers are 0.8pm
and 1.5pm respectively, with a thickness of 200nm. Note that for Nb the penetration
depth A0 at zero temperature is 85nm, the critical temperature Tc=9.25K, and the
energy gap A0=1.5meV. An SEM image of a PC qubit can be seen in Fig. 2-17.
2.3.2 Experimental Setup
All experiments were performed in an Oxford Kelvinox 400 dilution refrigerator. The
base temperature for the experiments was typically 15mK. Four layers of cryoperm-10
p-metal shielding were installed in the Kelvinox to provide magnetic shielding.
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Figure 2-18: Microwave package for device. (A) The qubit and DC SQUID chip
is mounted at the center of the package. Readout electronics are connected to the
SQUID using 4 ssmb connectors, via microstrip lines and wirebonds, and RF mi-
crowaves are applied to the qubit via a small loop connected to a co-planar waveguide,
which is connected to the K-connector at the bottom right. (B) DC magnetic flux is
applied to the qubit via a small solenoid in the shape of a bobbin, that is mounted
on the the bottom of the lid that seals the package, and sits directly above the qubit
when the package is closed.
The qubit and surrounding SQUID circuit are on a 5 x 5 mm 2 chip, which is
mounted in a closed microwave package, as seen in Fig. 2-18. The package is made
of oxygen-free high conductivity Cu and then Au-plated. The chip itself is attached
directly to the package, within a small cutout of the alumina substrate used for
external wiring (Fig. 2-18A). Four ssmb panel mounts on the package are used for
the SQUID readout. The ssmb lines connect to the chip via microstrip lines, which
are attached to the SQUID via wirebonds. One of two K-connectors is used for radio
frequency (RF) microwave irradiation of the qubit. The connector is attached directly
to a co-planar waveguide, and a small loop of wire (-lcm long) connected from the
waveguide centerline to ground, in the vicinity of the qubit, is used as an antenna. A
niobium wire coil is mounted to the lid so that it sits directly above the qubit when
the package is closed(Fig. 2-18B). This coil is used to provide the DC magnetic field.
A SQUID bias lines. send and
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The package is placed within an aluminum can to shield it from magnetic flux
noise as well as 50mK blackbody radiation, and is thermally anchored to the mixing
chamber (see Fig. 2-19).
The slow SQUID readout current and voltage lines utilize a Constantan Nomax
loom with 24-twisted pairs, that goes to an RC filter bank (50kHz cutoff) at the 1K
pot. The loom is then thermally anchored at every stage, until it breaks out into a
D-sub connector at the mixing chamber. From the D-sub the SQUID current and
voltage pairs split to two bias-T's, whose outputs subsequently go through stainless
steel powder filters (acting as 1GHz low-pass filters) and then resistor boxes (to
increase the impedance seen by the SQUID and hence lower the current noise it sees),
via Cu-Cu coax on the way to the package. The bias-T's allow for the rapid readout
lines to share the powder filters, resistor boxes, and package connections. The rapid
readout voltage line was never implemented, as it would require a cryogenic amplifier,
and so the RF input of that bias-T is just terminated with 50Q.
The rapid SQUID readout current line and RF microwave line are made of 3 types
of semirigid coaxial cables. Ag plated BeCu inner with stainless steel (SS) outer is
used from room temperature to the 1K pot, SS inner with SS outer coax is used
from the 1K pot to the mixing chamber, and Cu inner with Cu outer coax is used
from the mixing chamber to the package. This setup minimizes heat transfer in the
first leg while providing decent electrical conductivity, maximizes thermal isolation in
the second leg at a cost of poor electrical conductivity, and maximizes electrical and
thermal conductivity in the final leg. Each line is also attenuated at the 1K pot (40dB
on SQUID line and 10dB on microwave line) and mixing chamber (10dB on SQUID
line and 6dB on microwave line), for thermalization of the inner coax conductor and
for reduction of Johnson-Nyquist noise produced at higher temperatures. The SQUID
line is additionally connected to the bias-T shared with the slow SQUID current line,
before the bias-T output is connected via Cu-Cu coax to a stainless steel powder filter
and a resistor box that are located below the mixing chamber. Thermal anchoring of
the outer conductors of these lines are also performed at 4K, still, and 50mK stages.
The NbTi DC magnetic flux line is filtered at the 1K pot by 100Q resistors, and
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Figure 2-19: Picture of dilution refrigerator insert. (A) The entire dilution refrigerator
insert is shown. The 1K pot, still, 50mK, and mixing chambers stages are labeled.
(B) A zoom-in of the insert below the mixing chamber. One sees the bias-T's, powder
filters, and resistor boxes for the readout lines, along with the microwave line. Not
pictured is the powder filter for the magnet line, which is on the back of the probe.
then thermally anchored at every stage before passing through a powder filter below
the mixing chamber, just before it reaches the DC flux solenoid mounted on the
package lid.
Outside the refrigerator, the SQUID voltage line goes to a low-noise AD624 battery
powered instrumentation amplifier. An Agilent 53132A Universal Counter is then
used to record the time between the start of a triangle ramp and switching (slow
measurement), or the total number of switches within an allotted gate time (rapid
measurement). The slow SQUID current ramp is performed with an Agilent 33250A
Arbitrary Waveform Generator, which passes through a 100kQ bias resistor before
being optically isolated using a Burr-Brown ISO100 device. The rapid SQUID current
line is attached directly to the 33250A. The microwave generators used throughout
this work are the Agilent E8257C PSG Analog Signal Generators. At times the SRS
DG535 Four Channel Digital Delay/Pulse Generator was also used as a trigger for
experiment timing. Finally, the DC magnetic flux bias is provided by a Yokogawa
7651 Programmable DC Source, which passes through a 10kQ resistor on the way to
the refrigerator.
In the setup just described, 1 [A of current applied to the magnet coil produced
.58 m~0 in the qubit loop, which corresponded to 1.67 GHz energy splitting between
the two-level model diabatic states. 12.2 mV applied to the microwave antenna cor-
responded to 1 mo in the qubit loop.
2.4 Summary
In this chapter I have reviewed the basic principles of the PC qubit, how it is measured,
and how experiments on the PC qubit are experimentally realized. The discussion
began with the derivation of the PC qubit Hamiltonian of the PC qubit, which re-
quired a review of Josephson junctions. While the full Hamiltonian was numerically
solved, I focused on the analytic solution of the lowest two eigenstates of the qubit,
which create an ideal two-level quantum system. From there I reviewed magnetic
flux measurements with a DC SQUID, accounting for thermal noise with a simple
escape model. A faster version of the standard (slower) DC SQUID readout was then
introduced. The rapid readout will be used for the remainder of this thesis because
it allows for the study of rapidly decaying quantum coherent phenomena. I finally
summarized the lithographic technique used to create the qubit/SQUID device, along
with the experimental configuration used to study the qubit.
Chapter 3
Large Amplitude Driving with a
Single Avoided Crossing:
Quasiclassical Coherence
In this chapter I will present a new coherent quasiclassical regime of the strongly
driven PC qubit. Thus far I have not considered the effects of driving the PC qubit
with microwave radiation, and as such I will begin the chapter with a discussion of
previous work in the strongly driven qubit, with a review of the necessary theoretical
concepts. I will then present the new quasiclassical regime, along with a new per-
turbative theory that is used to explain it. All of the discussion in this chapter will
involve only a single avoided crossing, with the qubit behaving like a two-level system
(Fig. 2-5). In Ch. 4 and Ch. 5 I will discuss the implications of the full energy level
spectrum of the qubit (Fig. 2-3), which has many more than 2 energy levels and 1
avoided crossing.
3.1 Introduction
A common experiment used to study the coherence of a quantum system is Rabi
oscillations [55], where population coherently oscillates between two energy levels with
energy spacing AE due to an oscillating applied field. In typical Rabi oscillations,
hw=AE, where w is the driving-field angular frequency, and the driving amplitude A
(parameterized in units of energy), is much smaller than AE. The population of the
two levels then oscillates at a Rabi frequency wR = A/2h < AE/h = w. By watching
the decay of these oscillations in time, one can study the decoherence of the quantum
system. Rabi oscillations have been studied at length in superconducting Josephson
devices [40, 56, 57, 58, 59, 60, 61, 62].
In a system such as a PC qubit, coherent quantum dynamics can also be inves-
tigated at driving frequencies much less than AE, and at strong driving amplitudes
A - AE > hw. In this case, the transitions occur via the Landau-Zener (LZ) process
at a level crossing [63, 64]. Acting in an analogous way to a coherent beamsplitter
in optics, LZ transitions between the energy levels create a quantum superposition of
the ground and excited states. Each period of the microwave drive will induce two se-
quential LZ transitions, with a phase accumulated between them, inducing quantum
mechanical interference. The latter leads to Stueckelberg oscillations [65], analo-
gous to the interference patterns seen in a Mach-Zehnder interferometer [66, 67, 68].
Mach-Zehnder-type interference is a signature of temporal coherence complementary
to Rabi oscillations, the time between sequential LZ transitions clocking the dynamics
similarly to Rabi pulse width.
Under such strong driving, the PC qubit will exhibit multiphoton resonances,
whereby transitions from the ground state to the excited state occur only at flux
detunings such that AE = nhw. In this chapter I will consider two limits of this
strongly driven regime of the PC qubit. I will begin with a discussion of the case
where resonances do not overlap, where one can analytically solve for the dynamics of
the qubit due to the highly separated resonances [66]. I will then consider the case of
overlapping resonances, where coherent dynamics are still observed, despite the qua-
siclassical nature of the transitions. A new perturbative approach has been developed
to study the qubit's dynamics in this limit, and excellent agreement between theory
and experiment is observed.
3.2 Discrete Resonance Limit
When strongly driven transitions from the ground state to the excited state can be
attributed to a unique number of photons, n, one can make a resonance approxi-
mation that reduces the problem to the standard Rabi oscillation calculation. One
then invokes the Rotating Wave Approximation (RWA) (see App. A.1 for a review of
the RWA), allowing for the analytic solution of the dynamics of the strongly driven
PC qubit. In this section I will begin by reviewing the resonance and RWA ap-
proximations for the PC qubit, and then present the experimental realization of the
well-separated resonance regime. A useful analogy to Mach-Zehnder interference that
will be utilized throughout the thesis will also be reviewed.
3.2.1 Rotating Frame Calculation
While being irradiated at angular frequency w and amplitude A (in energy units),
the PC qubit's Hamiltonian in the two-level approximation can be written as
HE + A cos(wt) 1oo0H Ao,o -E - A cos(wt)) 
- [(E + A cos((wt))a, + Ao,o]a,
(3.1)
where E is the DC magnetic flux detuning in units of energy, and Ao,o is the static
coupling between diabatic states (see Eq. 2.13).
This Hamiltonian is different than the typical Hamiltonian (Eq. A.1) considered
when a two-level system is driven by microwaves, e.g., in atomic physics:
1 A cos(wt) 1Hatomic = A cos [a, + A cos(wt)u ], (3.2)
2 (A cos(wt) -E 2
In the typical two-level system the stationary states are az eigenstates and coupled
only when radiation is applied. Here though, the PC qubit's eigenstates are not always
az eigenstates (due to the permanent static coupling Ao,o along oo), and driving is
along Oz. In the case of Eq. 3.2 one can only use the RWA to analytically solve the
problem when the amplitude of driving is small. Due to the nature of Eq. 3.1, it is in
fact possible to find an analytic solution for the PC qubit at all driving amplitudes.
The ability to solve for large driving amplitudes does not come for free though. As I
will now show, one will have to assume that a new, renormalized driving amplitude
is kept small, and that multiphoton resonances cannot overlap.
It is often convenient to solve time-dependent problems by going to a rotating
frame such that the time-dependence is removed. Here I will remove the time depen-
dence in Eq. 3.1 by making two sets of transformations. The rotations I will make
are such that the effective Hamiltonian is H = Rz(-O)HRz(O) - -h(do/dt) and
IF) = Rz(-)I~F), where Rz(-q) = exp(-ih\). By first going to a frame whose ori-
entation is rotating around z as A = sin wt, where A = A/hw, the qubit Hamiltonian
becomes [69]
1 = I=-o Ao,oJk(Ax) exp(ikwt)H = 2 -oo , (3.3)
2 =- Ao,oJk (A) exp(-ikwt) -E
where the Jk are Bessel functions of the first kind of order k, and their generating
function, e((t1/t)/2) k= Jk()t k , has been used. In analogy to the 1-photon
RWA (see App. A.1), k corresponds to the number of photons involved in the tran-
sition between eigenstates. To study the behavior of the n-photon process, one first
ignores all off-resonant terms; i.e. all photon modes with energy khw not equal to
e = nhw
H 1( Ao,oJ,(A)[exp(-inwt) + exp(inwt)]
- 2 Ao,oJn(A)[exp(inwt) + exp(-inwt)] -E
(3.4)
This resonance approximation will not be suitable when the resonances start to
overlap, and a new theory will be needed (see Ch. 3.3). Continuing with the non-
overlapping resonances case, one makes the RWA by ignoring the second off-diagonal
terms in Eq. 3.4, and by going to a frame whose orientation is rotating around z as
= nwt, one has
1- En Ao,oJn(xA) (3.5)
2 1 -J((3) - 'E" )
where en= e - nhw. Note that since all rotations have been around z, nothing has
been changed from the perspective of the z measurement the SQUID makes. This
will be computationally convenient when I calculate the dynamics of a, eigenstates
resulting from H shortly, since there will be no need to rotate these eigenstates back
to the lab frame.
Ignoring the second off-diagonal terms in Eq. 3.4 is identical to the step made in
going from Eq. A.1 to Eq. A.2 in the standard RWA, where one requires that A << e
in Eq. 3.2 (for a proof of this requirement in the standard RWA see Appendix A).
The equivalent constraint here is that Ao,oJ,(A) << e. Here the coefficient in front
of the oscillating terms is A~ A o,oJ~ (A); whereas for the typical Rabi problem, it is
just the amplitude A of the driving field. The reason for the difference is the starting
Hamiltonians (Eq. 3.1 and Eq. 3.2). In the typical Rabi problem, radiation naturally
couples transversely (along a.), and only one rotation is needed to remove the time-
dependence in the Hamiltonian. For the PC qubit, radiation is coupled longitudinally
(along a,), with a static transverse coupling term, and an extra rotation is needed to
first bring the driving onto ar, effectively convolving the static coupling and driving
terms, and resulting in an effective renormalized driving amplitude.
By going to a rotating frame such that a system with longitudinal driving of
amplitude A is transformed to one with transverse driving of amplitude An, one can
solve the strongly driven PC qubit for any A by keeping the renormalized amplitude
An small. This is a key point, so let me reiterate it. No one knows how to solve
the standard two-level, strong driving problem analytically (Eq. 3.2), but for the PC
qubit (Eq. 3.1), by effectively changing the driving amplitude from A to An via a z
rotation, one can study the PC qubit driven by large A as long as Ao,o is small or w
is large. Keep in mind though, this only works when the resonances do not overlap,
a necessary requirement to get to Eq. 3.4.
The two-level system described in Eq. 3.5 has eigenvalues
E± = - + A (3.6)2
with eigenstates given by
IT_ = cos -10, R) + sin 10, L) and I''+) = -sin 10, R) + cos 10, L) (3.7)2 2 2 2
where X = tan-1((--), and the states 0, R) and 10, L) are the uncoupled az eigen-
states. As mentioned earlier, since all rotations have been around z, nothing has been
changed from the perspective of the z measurement the SQUID makes. Hence I will
permanently drop all notation indicating a rotated wavefunction, since the rotated
nature is not observable in the experiment.
Since Ao,o < e during a typical experiment, the initial state, say on the right side
of f=1/2, is approximately
S(0))= 0, R) = cos T_) - sin 1T+). (3.8)2 2
The state at some later time t can simply be written as
I eW(t)) = - Et cos - E t !sin )T+). (3.9)2 2
The probability for being in the excited state, pn(t), can then be written as
Pn(t)= (0, LI I (t)) (2
n sin 2  (3.10)E2 + A2 2
which has the same form as the standard Rabi expression, except for the driving
amplitude being renormalized.
One can also show that the steady state excited state population is
p() =- lim 1 dt I(0, L| I(t)) 2
_ 1 A2 1 _2 2 A
= A2 n- = A J a- (3.11)
e2 + A 2 ( hw)2 +L oJ 2(A (
3.2.2 Accounting For Decoherence
Up to this point I have treated the PC qubit as a perfectly isolated quantum sys-
tem. The PC qubit however is always interacting with its environment, constantly
re-establishing equilibrium with its surroundings. As such, the PC qubit experiences
both a trend towards equilibrium among its eigenstate populations, known as relax-
ation, as well as a loss of coherence when in a superposition of eigenstates, known as
dephasing. The PC qubit also experiences inhomogeneous broadening, a lower fre-
quency version of dephasing. There are many elegant, highly mathematical models
which can be used to understand the origins of decoherence in systems such as the
PC qubit [70, 71], but here I will focus on a more intuitive picture of decoherence.
For simplicity, the following discussion of decoherence will be for the two-level model
of the PC qubit only. Since A0,0 < e during a typical experiment, I will also limit
the discussion of decoherence to what happens for ua eigenstates.
Relaxation is the process whereby populations in the ground and excited state
adjust until the transition rates from one state to the other have reached their steady-
state equilibrium [72]. For the PC qubit, transitions between the two states can
occur classically via thermal activation over the barrier, or via quantum mechanical
tunneling through the barrier. Relaxation stems from a coupling element between
the ground and excited state, along ao, and results in an exponential decay towards
equilibrium of eigenstate populations. The excited state falls to the ground state
at the characteristic rate denoted by I1 (1/T 1), and the rate of excitation from the
ground state to the excited state is denoted by F',.
For relaxation to occur, energy must also be absorbed or emitted by the envi-
ronment. This energy can come in the form of thermal noise; i.e., a continuum of
environmental modes, or as individual photons; i.e., another two-level system embed-
ded in the solid state of the qubit. Quantized environmental modes could also provide
coupling between levels when there is none in the isolated system, e.g., a fluctuating
two-level system in the environment could flip back and forth, causing fluctuations
in the junction's critical current and hence A 0,0 . The exact nature of the environ-
mental modes contributing to relaxation is an ongoing part of superconducting qubit
research [73].
Dephasing is the process whereby phase information in a superposition state is lost
over time due to random phase kicks from the environment. These random events
couple into the PC qubit along the au axis, via mutual inductance to the qubit,
resulting in an exponential decay of coherence at a characteristic rate F2 (1/T 2). The
source of these fluctuations could be anything from current noise in the dc flux bias or
microwave lines, to flux generated from other two-level systems in the environment.
Which noise source dominates dephasing in the PC qubit is still an active research
topic [74].
It is interesting to note that the dephasing rate F2 is actually a multivariate
function, given by 12 = 17+0 1/2, where 1F is the pure dephasing rate, a characteristic
rate of the dephasing process by itself [72]. This result is most easily understood by
thinking about a a. eigenstate allowed to evolve under a purely a, Hamiltonian,
where there is no dephasing mechanism, just relaxation, and the relaxation rate F',
from the ground to excited state is negligible. The a. eigenstate will clearly evolve
into the az ground state, and so dephasing has in fact occurred with no dephasing
mechanism.
In the setup studied here, it will be seen that r2 > IF1. As such, decoherence
can be introduced into previous discussions of the strongly driven qubit by simply
assuming the decay of the excited state at the rate F2. With a normalized exponential
decay, Eq. 3.11 becomes
p = dt rP 2 exp(-F 2t) (0, L| I (t))12
1 A2 _ 12 2 A
S1 A2 2A,0J() (3.12)2E2 + A2 + ]p 2 (e - nhw)2 + 02,0j2(L)+r
One immediately sees from this expression that if the qubit is driven for a long time,
the excited state population will be a "Bessel Staircase", which consists of a series
of resonances along the f axis, as well as a Bessel dependence along the A or w
axes. Compared to Eq. 3.11, dephasing broadens the resonances, with a new width
of 2V/A +1.
The exponential decays associated with relaxation and dephasing were just as-
sumed to have Lorentzian linewidths. However, when a dephasing process occurs
on timescales longer than the time it takes to complete a single measurement of the
system, the center of those Lorentzian resonances may start to drift randomly. This
kind of broadening is known as inhomogeneous broadening, and it will be the domi-
nant noise source in this work. The exact shape of the inhomogeneously broadened
resonances depends on the underlying mechanism, and as I will show shortly, in these
experiments it takes on a Gaussian lineshape.
3.2.3 Experimental Realization
To study the qubit's response to large driving I have utilized the pulse sequence shown
in Figure 3-1. A sinusoidal microwave pulse of frequency v, amplitude V (Aoc V),
and width At, was applied to the qubit. A static magnetic flux detuning, 6 fdc, was
also applied, giving a total flux detuning in time of 6f = 6fdc --rf sin 27rvt, where
4rf is proportional to the source voltage V. The state of the qubit was determined
with the rapid readout pulse (see Ch. 2.2.3), approximately 100ns after the end of
the microwave pulse.
The repetition rate for the experiment was 10 kHz, with typically 1000 measure-
ments made at each bias point. The qubit is indeed disturbed by the measurement,
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Figure 3-1: Pulse sequence for large amplitude driving experiments. A sinusoidal
microwave pulse of frequency v, amplitude V (Aoc V), and width At is followed within
100ns by the rapid SQUID readout pulse (see Fig. 2-15).
and takes - 5 ms for the post-measurement excited state population to relax to the
ground state. However, a 100 ps repetition period was achieved here, by cooling the
qubit after each measurement (see Ch. 5 for an in-depth discussion of cooling). With
our qubit, cooling takes less than 1 ps to reset the qubit, and actually causes there
to be less population in the excited state than in equilibrium.
Figure 3-2 shows the measured qubit population in the left well as a function of
V and 6 fdc, for v = 270 MHz. One immediately sees the Bessel staircase derived in
Ch. 3.2.2 (Eq. 3.12). Fig. 3-2 shows photon transitions from n=1 photons to n=44
photons. Along a line of constant 6 fdc, on-resonance, one sees the Bessel-function
dependence J2(A/hv) expected when P2 is the dominant term in Eq. 3.12. Population
transfer due to qubit driving first appears at amplitudes that vary linearly with 6 fdc,
and symmetrically about the qubit step. This diagonal threshold arises because Bessel
functions' first lobe maxima grow linearly with V as n is increased. I will now discuss
a nice analogy which provides physical insight into where Eq. 3.12 and Fig. 3-2 come
from. The analogy comes from optics and will be utilized throughout this thesis.
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Figure 3-2: Measured qubit population, strongly driven at v = 270 MHz. The Bessel
ladder (Eq. 3.12) is observed, with multiphoton resonances up to n = 44 visible. One
can also see the n= 1 Bessel function out to 14 lobes. A pulse of duration At = 3 ps
was used. Data shown here was taken at 15mK, and the qubit was pre-cooled before
each measurement (see Ch. 4 on cooling).
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Figure 3-3: Mach-Zehnder interferometer analogy. Due to the longitudinal coupling
of microwaves to the qubit, along with a permanent static coupling Ao,o, the qubit
is swept through its energy level spectrum during an RF pulse. Pictured here is one
period of the RF driving pulse. Sequential LZ transitions during one period create
Mach-Zehnder-like interference patterns. LZ transitions correspond to beamsplitters,
and the phase accumulated between LZ transitions corresponds to the phase difference
between the two optical path lengths for the split beams.
3.2.4 Mach-Zehnder Interference Analogy
As illustrated in Fig. 3-3, the qubit is initially prepared in the ground state at static
flux detuning 6 fdc = 6 fdc*. The qubit is driven longitudinally with a time-dependent
flux 5f(t) = 6f* - (rf sin 27vt. As discussed in Ch. 3.2.1, the PC qubit is different
than the typical atomic system in that microwaves couple to the qubit longitudinally,
with a permanent static transverse coupling Ao,o. Thus when an RF pulse is applied to
the qubit, the microwaves are sweeping the qubit through the two-level energy system,
inducing sinusoidal excursions with angular frequency w = 27rv through the energy
bands about 6 fdc* as pictured in Fig. 3-3. Visualizing the microwaves as sweeping
the qubit through it's energy level spectrum will be a useful concept throughout this
thesis.
Under the influence of these microwaves, the qubit state is swept through the
avoided crossing at time tl, where it undergoes an LZ transition, and it is subsequently
IA
in a coherent superposition of the two diabatic states. The LZ transition can be
described by the transformation
| F ) =R t ) (3.13)
where I'i) is the state before the LZ transition, I|sf) is the state after the LZ transi-
tion, t = exp( hv), v = d(E+ - E_)/dt, and r 2 1 2 It will be useful to keep
in mind two limits of the LZ transition throughout this thesis. When the microwaves
sweep the qubit through an avoided crossing slowly, compared to the magnitude of
the avoided crossing, the qubit state adiabatically evolves from one diabatic state to
the other (t=O, r=1 since h- >» 1). When the sweep through the crossing is much
faster than the avoided crossing strength, the qubit state is unchanged (t=l, r=O
since ,0 << 1). Typically, a situation between these two limits will be realized. It
is in this regime that one speaks of non-adiabatic control of a qubit.
For times tl < t < t 2 , the superposition state created after the first LZ transi-
tion accumulates a relative phase AO12, which mediates quantum interference at the
second LZ transition at time t2 (this is clear since if A0 12 = 0, the state in at tl
will be the same state out at t 2, due to the reversibility of the unitary transforma-
tion in Eq. 3.13). The sequence of two LZ transitions, repeated many times during
the RF pulse, is analogous to a cascade of Mach-Zehnder interferometers [66]. The
LZ transitions correspond to beamsplitters, and the phase accumulated between LZ
transitions corresponds to the phase difference between the two optical path lengths
for the split beams.
One now expects Mach-Zehnder-type interference fringes in the qubit population
due to changes in A0 12, associated with changes in A, w, and 6fdc. One also expects
interference due to the total roundtrip phase 0, associated with changes in 6fdc and
w, whenever multiple periods of RF fall within a microwave pulse (the roundtrip
phase interference pattern is identified as a multiphoton resonance condition 0=27rn).
The two dimensional interference pattern just described is exactly the Bessel staircase
derived in Eq. 3.12 and demonstrated in Fig. 3-2. Consider a vertical slice at constant
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Figure 3-4: Measured qubit population, strongly driven at v = 270 MHz. Slice
taken along the dashed line in Fig. 3-2, at V= 24 0mVrms. Resonances arise from a
constructive roundtrip phase 0=27rn, and the envelope on top of the resonances is
Mach-Zehnder-like interference from the phase A0 12 accumulated between LZ transi-
tions.
A and w, as in Fig. 3-4. One clearly sees multiphoton resonances due to the roundtrip
phase interference, as a function of 6 fdc. One also sees an envelope on top of the
resonances, due to A012 varying between constructive and destructive interference, as
a function of 3 fdc.
Of course, to have a coherent interference effect, one needs to evade decoherence.
To have interference from varying 0 one needs coherence over at least one full period
of the RF drive. On the other hand, to have interference from varying A012, one
only needs coherence from tl to t 2. In Fig. 3-2 and Fig. 3-4, coherence times are
longer than the period of the RF drive, since interference from both A012 and 0 is
observed. I will now present results where coherence is still preserved between LZ
transitions, but not over an entire driving period. This will remove the individual
resonances along 6fdS, but keep the Mach-Zehnder interference fringes varying with
V and 6 fdc, resulting in the first observation of a coherent quasiclassical regime in
superconducting qubits.
-
3.3 A New Coherent Quasiclassical Regime
When strongly driven transitions from the ground state to the excited state result
from the absorption of many different photon modes; i.e., multiple values of n simul-
taneously, one is in a "quasiclassical" limit. There one can no longer make the reso-
nance approximation made in Ch. 3.2.1 because now the linewidths of the resonances
overlap. In this section I will show the experimental realization of the multi-moded
transition regime, where coherent effects are still observed. I will then present a new
perturbative treatment of the qubit's ground state to excited state transition rate,
which will allow description of the qubit in the overlapping resonance limit.
One must be careful to separate T2 effects from inhomogeneous broadening, be-
cause it is only when the resonances overlap due to dephasing that mutli-moded
transitions actually occur. By comparing the new transition rate theory to experi-
mental results, I will show that resonances indeed overlap due to dephasing, proving
that the qubit is truly in the quasiclassical limit. The high accuracy of the perturba-
tive theory will also become evident. The work in this section is based on published
material [75].
3.3.1 Experimental Realization
Fig. 3-5 shows the qubit's response when driven at v = 90 MHz. The individual
photon resonances are no longer distinguishable because the resonance widths exceed
the resonance spacing. Nonetheless, interference fringes are still observed along the
V and 6fdc axes, indicating that coherent interference is still occurring due to A0 12.
However, it is not clear at this point whether driving at v = 90 MHz is too slow
for coherence to be preserved over a full cycle of the microwaves, destroying the
roundtrip interference condition on 0 that yields the resonance condition, or whether
one is still in the discrete resonance limit, and the resonances are just blurred out
by inhomogeneous broadening. In the former, vT 2 < 1, and multiple photon modes
contribute to each resonance, whereas in the latter, a single photon mode is still
responsible for every transition, and it is just inhomogeneous broadening that is
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Figure 3-5: (A) Measured qubit population, strongly driven at v = 90 MHz. Data
shown here was taken at 15mK, and the qubit was pre-cooled before each measure-
ment (see Ch. 4 on cooling). Coherent behavior is still observed even though mul-
tiphoton resonances can no longer be discerned. A pulse of duration At = 3 ps was
used. (B) Slice taken along the dashed line in Fig. 3-5A, at V=17lmVrms. A andB should be contrasted to the v = 270 MHz case, where multiphoton resonances are
still discernible (Fig. 3-2 and Fig. 3-4).
making the resonances overlap.
Assuming vT 2 < 1, I will now proceed to summarize a new theory that is valid
when multiple photon modes contribute to transitions at a single static flux detuning.
By then comparing this new theory with Fig. 3-5 (see Ch. 3.3.3), I will show that at
v = 90 MHz the qubit is indeed in the coherent quasiclassical limit.
3.3.2 Transition Rate Calculation
While making the resonance approximation earlier (Ch. 3.2.1), it was assumed that
the resonance spacing, before inhomogeneous broadening effects, was wider than the
resonance width. To study the case where resonances overlap, and avoid the resonance
approximation, one can consider the transition rate from the ground to excited state
via perturbation theory [76, 77]. The result will be an example of Fermi's golden
rule [78], where the group of final states is due to the linewidth of the excited state
arising from dephasing. The theory that follows was developed in collaboration with
Leonid Levitov and Andrey Shytov.
Including the effects of dephasing, Eq. 3.1 becomes:
1 h(t) Ao,oH =- - .(3.14)2 kAo,o 
-h(t) J
Here, h(t) = E + 6E(t) + A cos wt is the energy detuning from an avoided crossing
modulated by the driving field in the presence of classical noise 6E(t). By going to a
frame whose orientation is rotating around z with 0(t) = t fo h(T)dT, the Hamiltonian
is brought to the form
1 ( 0 A(t)H = -- (3.15)2 A*(t) 0
where A(t) = Ao,oe -iO(t). This transformation has brought the problem into the
interaction picture. First order perturbation theory in A(t) then gives the rate of
transitions between the ground and excited state, denoted by W, as [78]
d
W d = tIAtt 12 (3.16)d(tf - t)
where At,t, = ft/ A(tl)dt.
For the first order perturbation approach to be accurate, there should be no
oscillatory behavior of the excited state population in time. In the experiments in this
thesis, oscillations in the excited state population are not observed because population
transfer is slow relative to the dephasing time T2. Hence, the requirement to use first
order perturbation theory here can be written down as W < F2 = 1/T 2. This
inequality does not imply that the effect of driving the qubit is weak. The rate W
can still be large compared to the relaxation rate FI, leading to the strong deviation
of population from equilibrium observed in experiments.
By introducing Bessel functions in the Fourier series of e- i(A/hw) sint and letting
60(t) = r f! o (7)dT, one has
e-i(t) = e-i t -i6(t))  Jn(A)eiw n t . (3.17)
n
The transition rate can then be written as
Wjn = J (A)J/ (A)eiw(nti-n't2) -iL(tl -t2)e -i1-62)d ld -t 2
n n'
Averaging over 6$(t) with the help of the white noise model (ei6o(t) - i6e(t'))
e- r 2It- t' l [72], and integrating in Eq. 3.18 as f e-i(-wn)--r2 rIld = 2F2/((L - nw) 2 +
F]), one obtains
W(E, A)= 2 z 2 + )p2 (3.19)
(n - nw)2 2
For large n, Bessel functions can be expressed through the Airy function Ai(u) =
1 fo cos(uy+ y3)dy as J,(A) = aAi(a(n-A)) where a = (2/A) 1/ 3 . Using the identity
-7r f n\\ w'U\' / """" ' " 3b""'""
cot z = E(z - rn)- 1, Eq. 3.19 is approximated as
a2  0 2W = Im cot - iF2)) Ai2  ( - A)) (3.20)
2w W hw A)
There are two main regimes exhibited by this expression: (i) v > F 2 , and (ii)
v < F2. In case (i) one has a sum of non-overlapping resonances. For each value of
e, the sum in Eq. 3.19 is dominated by the term with n the nearest integer to e/hw,
giving rise to resonances of strength Jn2(A), the Bessel ladder of Eq. 3.12.
In contrast, in case (ii), the peaks in Eq. 3.19 are overlapping. Setting cot = i in
Eq. 3.20 [79], one obtains
7-a22 i2W(e, A) 2 °' Ai2 (a(e - A)/w). (3.21)2w
The effect of F2 on the Airy function oscillation is small at I 2 < (27r/a)v. Since
a ^ 0.3 for e/hv < 50, this condition is compatible with v < F2. Eq. 3.21 can also
be obtained by considering just two subsequent passages of a level crossing at a short
time separation It2 - tlI << - 1 , and ignoring the periodicity of the driving.
Since Ai(u < 0) oscillates as i- 1/21uI-1/4 COs(Iu 3/2 - ), while Ai(u > 0) decays
exponentially, Eq. 3.21 implies that the transitions occur only for A > e, with a rate
which oscillates as a function of A - e. The oscillations are the same for both integer
and non-integer e/hw, confirming that, while the resonances merge into a continuous
band, the interference fringes persist at v < F2.
To describe the population dynamics in the presence of driving, a rate equation
approach will be employed, where the qubit level occupations obey
P= Z (3.22)
where g_+ = -g++ = W + IF, g+_ = -g__ = W + F', i,j take on the values -,+
(representing the ground and excited state), and IF = 1/T 1, IF = Fie- e/kBT, are the
down and up relaxation rates as dictated by the detailed balance relation, where kB
is the Boltzmann constant, and T is the bath temperature. The magnetization of
the stationary state is m8 = p_ -p+ = (IF - rF)/(2W + rl + ]P), which gives the
equilibrium value mo = tanh 2kT at weak excitation, W <« F1, and ms < mo at
high excitation due to saturation of the transition.
3.3.3 Comparison of Experiment and Theory
I will now study the validity of the perturbative theory just discussed by analyzing the
qubit's evolution in time. By fitting theoretical predictions to experimental results I
will find best fits for Ao,o, F2, I1, and the inhomogeneous broadening width a. Besides
showcasing the accuracy and utility of the perturbative theory, I will also show that
vT2 z 1, proving that a new coherent quasiclassical regime has indeed been observed.
Interference fringes in the excited state population as a function of RF pulse length
At are shown in Fig. 3-6A. The rate equation (Eq. 3.22) predicts an exponential time
dependence for the magnetization,
m(At) = ms + (mo - ms)e - Frt, Fr - 2W + P + r]'. (3.23)
Since T1 here is much longer than the observed transition time, T1 i 20 ps [66], I
will assume F ?. 2W, allowing for a simple comparison of experimental and theoretical
characteristic rates. By fitting exponentials to the qubit population at each flux
detuning seen in Fig. 3-6A (four example fits are shown in the inset of Fig. 3-6B),
one finds the rate F which characterizes how fast the stationary state is approached
(Fig. 3-6B).
In Fig. 3-7 I compare the experimental characteristic rate and qubit population
with those predicted by the model (Eq. 3.19 and Eq. 3.23). Inhomogeneous broaden-
ing is numerically incorporated into the model by assuming a Gaussian broadening
mechanism with standard deviation a. The agreement between the experimental re-
sults and the perturbative theory, seen in Fig. 3-7, is remarkable. From the best
fits I obtain F 2/27r = 12 - 18MHz (T2 -- 9 - 13ns), o/2ir = 40 - 45MHz, and
Ao,o/2w7h = 13 MHz. Since F2 = 1/T 2 - 90 MHz, the quasiclassical limit has indeed
been reached.
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Figure 3-6: (A) Temporal evolution of excited state population obtained by varying
the pulse width At (v = 90 MHz, V = 171 mVrms). Data shown here was taken at
15mK, and the qubit was pre-cooled before each measurement (see Ch. 4 on cooling).
(B) The characteristic rate F as a function of static flux detuning 6fdc, obtained by
fitting to the exponential time dependence (Eq. 3.23) (inset shows examples of fits
for the points I, II, III and IV).
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Figure 3-7: Comparison of experiment (blue dots) and theory (red lines). (A) The
transition rate from the right half of Fig. 3-6B fitted with F defined by Eqs. 3.19 and
3.23. (B) Left well occupation taken from the right half of Fig. 3-6A, compared to
the model, Eq. 3.23.
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Figure 3-8: Simulation of qubit population using model parameters extracted from
data. (A) v = 270 MHz. (B) v = 90 MHz. These simulations should be compared
with the data shown in Fig. 3-2 and Fig. 3-5
By using the fit parameters for the 3ps magnetization curve, I calculate the qubit
population in the multiphoton (Fig. 3-8A) and quasiclassical (Fig. 3-8B) regimes as a
function of 6fdc and V, which agree remarkably with the data shown in Fig. 3-2 and
Fig. 3-5.
3.4 Summary
I have just demonstrated a new quasiclassical regime of coherent quantum dynamics
of a qubit, realized at low driving frequencies in the strong driving limit. Coherent
transitions between qubit states occur via the LZ process when the system is swept
through an energy-level avoided crossing. The quantum interference mediated by
repeated transitions gives rise to an oscillatory dependence of the qubit population
on the driving field amplitude and static flux detuning. These interference fringes,
which at high frequencies consist of individual multiphoton resonances, persist even
for driving frequencies near the dephasing rate F2, where individual resonances are
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no longer distinguishable. A new theoretical model that is valid in the quasiclassical
regime was described, and shows remarkable agreement with the observations.
Chapter 4
Large Amplitude Driving with an
Additional Crossing:
Microwave Cooling
Thus far I have only considered the two lowest levels of the PC qubit. If one drives
the qubit strong enough, higher energy levels and avoided crossings can be accessed
(Fig. 2-3). In this chapter I present a new method for cooling two-level quantum
systems, which utilizes an additional, higher-energy avoided crossing to remove un-
wanted excited state population. I will begin with a background discussion on atomic
sideband cooling that is analogous to the cooling performed here on the PC qubit. I
will then discuss how cooling works in the PC qubit, and then finally quantify exactly
how much cooling is being performed and on what timescales.
4.1 Introduction
Quantum-coherent phenomena, from superconductivity to Rabi oscillations, are all
destroyed by high temperatures. However, by cooling the quantum system under
study, one can reduce the thermal noise to the point where coherence can persist over
the time scale of the experiments. Conventionally, the entire system under study is
cooled with 3He or 3He-4 He cryogenic techniques [80]. Although this straightforward
Fe,n4g,n
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Figure 4-1: Diagram of atomic sideband cooling. External excitation transfers the
thermal population from state 1g, n + 1) to state le, n) (straight line), from which it
decays into the ground state 1g, n). Wavy lines represent spontaneous relaxation and
absorption, where Fe,n-*g,n » pe,n-g,n+l pg,n-*g,n+l is required for cooling from n+1
to n.
approach has advantages, such as cooling ancillary electronics, it also has drawbacks.
In particular, poor heat conduction at millikelvin temperatures limits the lowest tem-
peratures attainable.
A fundamentally different approach to cooling has been developed and imple-
mented in quantum optics [81]. The key idea is that the degrees of freedom of inter-
est may be cooled individually, without relying on thermal conduction between the
refrigerator and the experiment. By such directed cooling processes, the temperature
of individual quantum states can be reduced by many orders of magnitude with little
effect on the temperature of surrounding degrees of freedom.
In one successful approach known as sideband cooling [82], the unwanted thermal
population of an excited state is eliminated by driving it via a resonant sideband
transition to a higher excited state, whose population quickly relaxes into the ground
state. The three-level system just described is illustrated in Fig. 4-1, and results from
a two-level atomic system (TLAS) confined as a simple harmonic oscillator (SHO)
from a trap potential, where the goal is to cool the excited state population in the
SHO degree of freedom. Using the notation ITLAS state, SHO state) with TLAS
states Ig), le) and SHO states in) with n = 0, 1, 2,..., one drives population from
the TLAS ground state with higher SHO energy, Ig, n+1), to the TLAS excited-state
with lower SHO energy, le, n), from which it relaxes to the TLAS ground state with
with lower SHO energy Ig, n) (see Fig. 4-1). One has thus moved population from the
I , re,n49, n 'r-
SHO state with quantum number n+1 to the SHO state with quantum number n,
hence cooling the SHO degree of freedom. For cooling to be effective, the relaxation
rate between le, n) and Ig, n), Fe,'n - g,n, must be much faster than both the decay rate
from le, n) to Ig, n + 1), Fe,n-g,n+l , and the rate from Ig, n) to Ig, n + 1), pg,n-g, n +1 .
Note also that the TLAS represents internal atomic states, whereas the SHO levels
are external trap states.
I will now present a method of cooling the PC qubit analogous to sideband cooling
just described. The idea will be to cool the two-level system of the PC qubit discussed
thus far in the thesis, consisting of the states I-_) and I|+), by driving unwanted
thermal population in the excited state 9I+) to a third level that decays rapidly to
the ground state IT_) of the two-level system. In contrast to conventional atomic
sideband cooling, internal degrees of freedom of the PC qubit will be cooled by using
ancillary internal states. In Ch. 4.2 I will consider how cooling is achieved in the PC
qubit, focusing on a qualitative understanding of the cooling process. In Ch. 4.3 I will
then consider cooling more quantitatively, with a study of the amount of thermally
excited population that is actually being cooled and on what timescales. The work
in this section is based on published material [83].
4.2 Cooling the PC Qubit
When the qubit is in equilibrium with its environment, some population is thermally
excited from the ground state I-_) to the excited state 9I+) according to p+/p_ =
exp[-(E+ - E-)/kBTbath], where p± are the qubit populations for energy levels E±,
kB is the Boltzmann constant, and Tbath is the bath temperature. To cool the qubit
subsystem below Tbath, in analogy to atomic sideband cooling, an RF flux of amplitude
V and frequency v is applied, driving the thermal population in I|+) to an ancillary
state, from which it quickly relaxes to the ground state I1_).
In the case where 6fdc < 0 , see Fig. 4-2, thermal population in 10, R) (I9+)) is
driven to the ancillary state 11, L), from which it quickly relaxes to the ground state
10, L) (|J_-)). The hierarchy of relaxation and absorption rates required for efficient
1 , L)
I1,L-O,L
IO,L
Figure 4-2: Diagram of sideband cooling in the PC qubit (illustrated for 6fdc <
0). External excitation transfers the thermal population from state 10, R) to state
I1, L) (straight line), from which it decays to the ground state 10, L). Wavy lines
represent spontaneous relaxation and absorption, where F1,L-+O,L > F1,L-0*,R pO,L-*O,R
is required for cooling from R to L.
cooling, jL-OL » plL-*O0R,  L-O0R , is achieved in the PC qubit system due to a
relatively weak tunneling between wells, which inhibits the inter-well relaxation and
absorption processes, 1, L) to 10, R) and 10, L) to 10, R), compared with the relatively
strong intra-well relaxation process I1, L) to 10, L). The same cooling description
applies when 6fdc > 0, with the potential tilted in the opposite sense, and the labels
R and L simply interchanged.
The cooling procedure illustrated in Fig. 4-2 is generalized to the energy-band
diagram shown schematically in Fig. 4-3. For a particular static flux detuning 6 fdc =
6fc < 0, and driving amplitude increasing from V = 0, population transfer from 10, L)
to 10, R) first occurs when the Ao,o avoided crossing is first reached. As discussed in
Ch. 3, this population transfer arises from an LZ transition. As the amplitude V is
further increased past A 0,0 , Mach-Zehnder-like interference due to the repeated action
of oscillating through Ao,o arises as in Fig. 3-8. As the amplitude is further increased
however, the adjacent avoided crossing A 1,0 is reached, inducing LZ transitions be-
tween levels 10, R) and 11, L). This action now provides a mechanism for populating
the ancillary state 1, L) that is used in the cooling process. (The interesting behav-
ior observed upon increasing V further until the A0,1 crossing is also reached is the
subject of Ch. 5.2).
The corresponding qubit population as a function of static flux detuning 6 fdc
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Figure 4-3: Energy level schematic explaining cooling of the PC qubit via an addi-
tional avoided crossing A1,0. The resonant and adiabatic sideband cooling regimes are
illustrated. OR) --+ 11L) transitions are resonant at high driving frequency v (blue
lines) and occur via adiabatic passage at low v (red lines). A0,0 and A1,0 are the
tunnel splittings between |OR) - |OL) and OR) - I1L), respectively. The amplitude V*
shown is the amplitude at which cooling will begin to occur no matter the starting
static flux detuning 6fdc, which also happens to be the optimal cooling amplitude
(see Ch. 4.3).
and amplitude V is shown in Fig. 4-4 when driven at v = 160 MHz. Consider the
behavior for a given flux detuning 6 fdc = 6fd*, as shown by the horizontal dashed line
in Fig. 4-4. As the amplitude of the RF source voltage is increased from V=O, the
population stays in the ground state 10, L) until V=V1 is reached. At this point A0,0
is reached, and LZ transitions begin to transfer population from 10, L) to 10, R). As
the amplitude V is further increased past A0,0, Mach-Zehnder-like interference due
to the repeated action of oscillating through A0o,o0 is observed. It is when V=V2 that
A 1,0 is reached, inducing transitions between levels 10, R) and I1, L). However, due
to the fast relaxation rate from I1, L) to 10, L), most of the population transferred
from 10, R) to I1, L) is quickly transferred to 10, L). One has thus cooled the two-
level system approximately defined by j0, L) and 0, R) at 6fdc . One can actually
see in Fig. 4-4 the regime where A 0,1 is reached (right edge), causing an increase in
population again in 10, R) (see Ch. 5.2 for a discussion of this regime).
Fig. 4-5 shows the qubit step before and after applying a cooling pulse at several
frequencies, for Tbath = 300 mK. The 10, R) -+ I1, L) transition rate can be described
by a product of a resonant factor and an oscillatory Airy factor, in direct analogy
to the discussion in Ch. 3.3.2 for the 10, L) -- 10, R) transition. The resonant factor
dominates at high frequencies (800 and 400 MHz), where well-resolved resonances
of n-photon transitions are observed, as illustrated in Fig. 4-3 (transition in blue)
and shown in Fig. 4-5 (top traces and inset). The cooling is thus maximized near
the detuning values matching E1,L - EO,R = nhv (downward arrows in Fig. 4-5).
This should be contrasted with Fig. 3-4, where transitions are pushed away from
equilibrium in the opposite sense.
At intermediate frequencies (400 and 200 MHz), the Airy factor becomes more
prominent and accounts for the oscillations that modulate the intensity of the n-
photon resonances. Below v = 200 MHz, although individual resonances are no longer
discernible, the modulation envelope persists due to the coherence of the LZ dynamics
at the A 1,0 avoided crossing. The 10, R) to 11, L) transition becomes weak near the
zeros of the modulation envelope, where less efficient cooling is observed, or even
slight heating (e.g., upward arrows in Fig. 4-5, 800 and 400 MHz). This is a result of
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Figure 4-4: Measured qubit population, strongly driven at v = 160 MHz. For Sfdc < 0
the back side of region D1 is due to coupling between 10, R) and [1, L) mediated by
A 1,0. For a constant Jfdc = 6ff*, one sees the onset of population transfer at V=V 1,
and cooling of the excited state population after V=V 2. V=V* is the amplitude of
optimal cooling (see Fig. 4-8). Data shown here was taken at Tbath = 15 mK, and the
qubit was in fact pre-cooled before each measurement.
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Figure 4-5: Cooling induced by RF pulses with driving frequencies v = 800, 400,
200 and 5 MHz, with V=V*. Population in IR) versus static flux detuning 6 fdc for
the cooled qubit and for the qubit in thermal equilibrium with the bath (black lines,
Tbath = 300 mK). Measurements for v = 800, 200 and 5 MHz are displaced vertically
for clarity. (Inset) Population in IR) versus 6 fdc over a wider range of flux detuning;
v = 800 MHz.
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Figure 4-6: Verification of cooling to the ground state. Spectroscopy of (A) uncooled
and (B) cooled qubit (5 MHz, 3-ps cooling pulse) at Tbath = 30 mK. The cumulative
switching-probability distributions as a function of Is and 6fdc under 500-MHz RF
excitation are shown. The effective temperature of the cooled qubit is 3mK.
the 10, L) to 10, R) transition rate which, although relatively small, A0,0 < A2,o, acts
to excite the qubit when the usually dominant 10, R) to I1, L) transition rate vanishes.
At low frequencies [v < Vo = (A,0/A*)1/ 2/h e 10 MHz], the state I1, L) is reached
via adiabatic passage (Fig. 4-3, red lines) and the population transfer and cooling
become conveniently independent of static flux detuning (see v = 5 MHz in Fig. 4-5).
To determine whether the observation of a sharp qubit step proves that the sys-
tem makes transitions to the ground state, as opposed to populating an excited state
with the same circulating current as the ground state, the excitation spectra of the
"pre-cooled" qubit and of the qubit in thermal equilibrium with the bath were mea-
sured (Fig. 4-6). In the former, a weak RF excitation was applied immediately after
the cooling pulse (time-lag less than 100 ns), well before the system equilibrates by
warming up to the bath temperature (see discussion of cooled qubit equilibration
times in Ch. 4.3). By comparing the excitation spectra of the equilibrium and cooled
systems one sees that, although cooling markedly reduces the step width, the exci-
tation spectrum remains unchanged. Because the RF excitation is resonant with the
IT_) to IT+) transition only, this strongly indicates that the population in a cooled
qubit is indeed in the ground state.
Thus far, I have only considered the basic mechanism behind cooling, and a qual-
itative measure of whether cooled population actually goes to the ground state. I
will now turn to a more quantitative characterization of the cooling process. I will
focus on the definition of temperature, and study what temperatures are actually
being achieved via cooling. I will then study the dependence of the cooled tempera-
ture on driving parameters, and finally consider the utility of cooling by studying the
timescales involved in the cooling process.
4.3 Quantifying Cooling
Under equilibrium conditions, the two-level qubit populations exhibit a thermally-
broadened qubit step, given by mo = p- - p+ = tanh 2kTbath (see Ch. 3.3.2), where e
is the static flux detuning 6fdc in units of energy. Up to this point though, it has been
assumed that the SQUID measurement of the qubit is a single shot measurement; i.e.,
one can perfectly distinguish the two circulating currents eigenstates. This has been a
valid assumption thus far, since temperatures have been kept low enough, but as the
bath temperature increases, the SQUID distribution increases, reducing the fidelity
F of the measurement. The measured equilibrium qubit step is then measured to be
Pop. in IR) = -(1 + Fmo). (4.1)2
When an RF field is applied, the qubit is no longer in equilibrium with the bath,
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Figure 4-7: Definition of effective temperature Teff of qubit. Qubit steps measured
at v = 5 and 245 MHz (circles) and best fits to Eq. 4.1. At 245 MHz, the aggregate
temperature fitting (blue, Tef = 13.8 mK) and the convex fitting (orange, Tef = 9.1
mK) are shown. Tbath = 30 mK and V=V*.
but it can still be well-characterized by an effective temperature Teff using Eq. 4.1 with
Teff instead of Tbath. This is illustrated in Fig. 4-7 for v = 5 MHz and v = 245 MHz
(Tbath = 30 mK). At v = 5 MHz, the qubit step clearly follows Eq. 4.1, as shown
with a fit line for Teff = 3.4 mK. At 245 MHz, individual multiphoton resonances
are evident, and the population in R) is a non-monotonic function of 6 fdc. In this
case, Tff is still a useful parameter to quantify the effective cooling, but it should be
interpreted as an aggregate temperature over all detunings. Alternatively, because
the cooling is maximized at individual resonances, one may perform a convex fitting of
Eq. 4.1, where only the solid (orange) symbols are taken into account to determine the
effective temperature at the resonance detunings. The convex effective temperature
Tecfnvex = 9.1 mK is smaller than the aggregate value Teff = 13.8 mK. Throughout
this work I will only refer to the more conservative effective temperature obtained
using the aggregate definition.
Fig. 4-8 shows the variation of Teff about V = V*, the region marked in Fig. 4-
4, for v = 5 MHz and v = 245 MHz (insets show the raw data). As seen in these
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Figure 4-8: (Insets) Detail of the region V - V* (Fig. 4-4) for (A) v = 5 MHz and
(B) v = 245 MHz. In each case, Tff is extracted from the qubit step. Lines are guides
for the eye; At = 3 ps, Tbath = 150 mK.
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Figure 4-9: Effective temperature Te*f and measurement fidelity F. (A) Te* versus
Tbath at the indicated driving frequencies v. Te*f increases with Tbath at high v, but
remains constant at low v. (B) TeI* versus v for different Tbath. Lines are linear fits.
(C) F versus Tbath at the indicated v. A pulse width At = 3 ps was used, with V=V*,
in all cases.
figures, Teff typically presents a minimum, where the cooling is most efficient and from
which V* can be determined. This can be understood as the amplitude at which only
one side avoided crossing is reached for any static flux detuning within the two-level
approximation. Once two side avoided crossings are reached, the effects of cooling
are destroyed due to transitions at the third crossing.
Figure 4-9, A and B, summarize the dependence of Te'* = Teff(V*) on the dilution
refrigerator temperature Tbath = 30 - 400 mK for several frequencies v, spanning the
resonant sideband to the adiabatic passage limits, with a fixed pulse width At =
3 ps. In Fig. 4-9A, at large v, T•ff exhibits a monotonic increase with Tbath, which
becomes less pronounced as v decreases, due to a decreasing fraction of uncooled
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Figure 4-10: Cumulative switching distribution of the qubit as a function of Is and
6fdc of the qubit in equilibrium with the bath (top) and of the cooled qubit (bottom)
at different Tbath. The cooling pulse has At = 3 ps, and v = 5 MHz. Although
the cooled qubit step remains sharp (Teff - 3 mK), the readout SQUID switching
distribution broadens as Tbath increases (yellow dashed lines), reducing the readout
fidelity F (along the dashed black lines).
qubit step portions with decreasing v. In the adiabatic passage limit, e.g. v = 5
MHz, Te§*l 3 mK is practically constant and reaches values that, notably, can be
more than two orders of magnitude smaller than Tbath. In Fig. 4-9B, T*ff is observed
to increase linearly with v for different values of Tbath. The apparent cooling limit of
Te* 3 mK is consistent with the inhomogeneously broadened linewidth observed in
these experiments (see Ch. 3.3.3), which likely places a lower limit on the measurable
minimum temperature, but is not a fundamental cooling limit.
Fig. 4-9C displays the measurement-fidelity F versus Tbath. Although the qubit is
effectively cooled, Te•f < Tbath, over the range of Tbath in Fig. 4-9, A and B, the readout
SQUID is not actively cooled, and its switching current distribution broadens with
Tbath. The full 2D cumulative switching distribution of the SQUID near the qubit
step is shown in Fig. 4-10. One can see the cooled qubit step, while the SQUID
distribution broadens as Tbath is raised. At high temperatures, the fidelity F, defined
in Eq. 4.1, becomes too small to discriminate the two qubit states, independent of
the qubit's effective temperature. The fidelity F is observed to be larger than 0.8 for
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Figure 4-11: Dynamics of qubit cooling and equilibration. (A) (Upper panel) Popu-
lation in IR) as a function of 6fdc and cooling pulse width At (v = 245 MHz). (Lower
panel) Teff versus At extracted from upper panel (circles) and exponential fit (blue
line) with - 1-ps time constant. (B) (Upper panel) Population in IR) as a function
of 6 fdc and waiting time tw after the cooling pulse (At = 3 ps and v = 5 MHz).
(Lower panel) Tef versus tw extracted from upper panel (circles) and exponential fit
(blue line) with - 100-ps time constant. Tbath = 150 mK.
Tbath < 100 mK, remains above 0.5 at 3 He refrigerator temperatures, but drops to
F - 0.1 at Tbath = 400 mK, limiting one's ability to measure the qubit state at higher
temperatures.
The cooling and equilibration dynamics of the qubit are summarized in Fig. 4-11
and Fig. 4-12 (Tbath = 150 mK). Cooling a qubit in equilibrium with the bath requires
a characteristic cooling time. In turn, a cooled qubit is effectively colder than its envi-
ronment, a non-equilibrium condition, which over a characteristic equilibration time
will thermalize to the environmental bath temperature. This relation between cooling
and equilibration times determines the facility of cooling the qubit and performing
operations while still cold. Fig. 4-11, A and B, show the time evolution of cooling
and warming up of the qubit step. The top panels show the population in IR) as a
function of 6 fdc and cooling-pulse length At (Fig. 4-11A, v = 245 MHz), and as a
function of 6 fdc and waiting-time tw after pre-cooling with a 5 MHz pulse (Fig. 4-11B).
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Note the difference in the time scales, where it is observed that substantial cooling is
accomplished within 1 ps (Fig. 4-11A), but equilibration occurs over a much longer
time scale (Fig. 4-11B).
Fitting to Eq. 4.1 yields Teff as a function of At and tw (Fig. 4-11, A and B,
bottom panels). The near exponential behavior of Teff versus At and tw allows one to
infer the characteristic cooling and equilibration times as defined by an exponential
fitting (solid blue lines), which are summarized in Fig. 4-12. Notably, the cooling
characteristic time is nearly independent of both v and Tbath and, on average, is about
500 ns. It is this quick cooling time that allows a repetition rate between experiments
of 10kHz, rather than the 200Hz used before cooling was developed, necessary for
post-measurement relaxation to occur naturally over - 5ms. In contrast, at the
base temperature of the dilution refrigerator, the equilibration time is about three
orders of magnitude longer, 300 [is, and remains one order of magnitude longer at
250 mK, a temperature that is accessible with 3He refrigerators. The decrease of
the equilibration time with increasing Tbath is simply due to the Boltzmann factor
described in Ch. 3.3.2. The large discrepancy between equilibration and cooling times
allows for the straightforward implementation of pre-cooling, with little concern for
a loss of cooling between the pre-cooling pulse and the experiment.
4.4 Summary
I have just presented the first demonstration of microwave-induced cooling in a super-
conducting flux qubit. The thermal population in the first-excited state of the qubit
was driven to a higher-excited state by way of a sideband transition. Subsequent
relaxation into the ground state resulted in cooling. Effective temperatures as low as
Teff e 3 millikelvin are achieved for bath temperatures Tbath = 30 - 400 millikelvin, a
cooling factor between 10 and 100. This demonstration provides an analog to optical
cooling of trapped ions and is generalizable to other solid-state quantum systems. Ac-
tive cooling of qubits, applied to quantum information science, provides a means for
rapid qubit-state preparation with improved accuracy, and for suppressing decoher-
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Figure 4-12: Characteristic equilibration and cooling times for different Tbath. Cool-
ing is performed at the indicated frequencies and equilibration follows a cooling pulse
of At = 3 ps and v = 5 MHz. Characteristic times are found via the procedure
outlined in Fig. 4-11.
ence in multi-qubit systems. Pre-cooling of the PC qubit was an integral part of the
experiments done in Ch. 3 and Ch. 5, as it allowed for better state preparation and
less wait time between experiments, and is now a standard part of most experiments
done in our laboratory.
Chapter 5
Large Amplitude Driving with
Many Avoided Crossings:
Amplitude Spectroscopy
Thus far I have only considered the lowest 4 levels of the PC qubit, with a pair of
side avoided crossings flanking the main two-level system of the qubit. If one drives
the qubit strong enough, even higher energy levels and avoided crossings can be
accessed (Fig. 2-3). In this chapter I will discuss a new form of spectroscopy, dubbed
"amplitude spectroscopy", that is achieved by increasing the driving amplitude as far
as possible. The technique can be used to characterize the full energy level spectrum of
the PC qubit, just by studying the qubit population as a function of driving amplitude.
Ch. 5 is truly a culmination of the previous work I have presented in Ch. 3 and Ch. 4,
and as such I will refer back to the concepts discussed there regularly.
5.1 Introduction
The energy-level structure of a quantum system plays a fundamental role in determin-
ing its behavior and manifests itself in a discrete absorption and emission spectrum.
Conventionally, spectra are probed via frequency spectroscopy whereby the frequency
v of a harmonic driving field is varied to fulfill the condition AE = hv, where the driv-
ing field is resonant with level separation AE and h is Planck's constant. Although
this technique has been successfully employed in a variety of physical systems, in-
cluding natural and artificial atoms [39, 84, 85], its application is not universally
straightforward, because it generally requires scanning a broad range of frequencies
nominally at a fixed amplitude. This becomes particularly challenging for frequencies
in the range of 10's and 100's of gigahertz due to dispersion and increased attenuation.
Here, I introduce amplitude spectroscopy, an alternative approach to characteriz-
ing the multi-level energy spectrum of the PC qubit, that circumvents the challenge
of high frequencies. Amplitude spectroscopy, in contrast to frequency spectroscopy,
probes the energy level structure of a quantum system via its response to driving-field
amplitude rather than frequency. It is generally applicable to systems with energy-
level avoided crossings that can be traversed using an external control parameter.
Such longitudinal excursions throughout the energy level diagram would typically be
realized by strongly driving the system with an external field at a fixed frequency,
which may be several orders of magnitude lower than the energy-level spacing. In
this limit, the system evolves adiabatically, except in the vicinity of energy-level
avoided crossings where LZ-type quantum-coherent transitions occur. The quantum
interference between repeated LZ transitions gives rise to interference fringes that
encode information about the system's energy spectrum. By trading amplitude for
frequency, the amplitude spectroscopy approach allows one to probe quantum sys-
tems with strong coupling to external fields, such as solid-state artificial atoms, over
extraordinarily wide bandwidths, bypassing the limitations of a frequency-based ap-
proach.
The rest of this chapter will be broken up into two main parts. In Ch. 5.2 I
will consider the basic mechanisms behind amplitude spectroscopy. I will focus on a
qualitative understanding of what happens when driving amplitude is strong enough
to sweep the qubit through many avoided crossings. The observed qubit population
will be the result of many of the concepts introduced in Ch. 3 and Ch. 4, now just
being realized at higher avoided crossings. In Ch. 5.3 I will move on to a quantitiatve
characterization of the energy spectrum of the PC qubit. From the observed qubit
population as a function of driving amplitude, I will reconstruct a portion of the
qubit's energy spectrum. The work in this section is based on material recently
submitted for publication [86].
5.2 Diamonds: Accessing an Entire Energy Mani-
fold
Fig. 5-1A displays the amplitude spectroscopy of the qubit driven towards satura-
tion. Driving frequency v was chosen such that, throughout the driving cycle, hv is
generally much smaller than the instantaneous energy-level spacing, while the speed
at which the qubit is swept through avoided crossings is large enough to make the
evolution through avoided crossings non-adiabatic. As previously discussed (Ch. 3
and Ch. 4), LZ transitions drive the system into coherent superpositions of energy
eigenstates associated with different wells. Four primary "spectroscopy diamonds"
with large population contrast, centered about 6 fdc = 0 (D1, D2, D3, and D4), are
observed in the data; they are flanked by eight fainter diamonds, as shown in Fig. 5-
1A. The diamond structures and the interference patterns within them result from the
interplay between driving parameters and the energy level spectrum of the qubit. The
energy spectrum is characterized by three features: avoided crossing locations, energy
level slopes, and avoided crossing sizes, as shown in Fig. 5-1B. The diamond shapes
and inner interference patterns will allow for a full characterization of these features,
and hence the energy level spectrum. Before extracting spectroscopic information,
let me describe how the diamonds come about.
Fig. 5-1A shows the measured qubit population as a function of driving amplitude,
while Fig. 5-1B shows the energy level diagram with a description of the physical
processes involved in creating the diamonds (for 6fdc <0). As the amplitude of the
RF source voltage is increased from V=0, the population stays in the ground state
10, L) until V=V 1 is reached. At this point Ao,o is reached, and LZ transitions begin to
transfer population from 10, L) to 10, R). This event, occurring at different amplitudes
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Figure 5-1: (A) Amplitude spectroscopy with long-pulse driving towards saturation.
The qubit is driven at a fixed frequency v = 0.160 GHz (At = 3 ps), while amplitude
V is swept for each static flux detuning 6fdc. The diamond edges signify the driving
amplitude V for each value of 6fdc when an avoided level crossing is first reached
(amplitudes V1 - V5 for 6 fdc = 6f•*f). The main diamond regions, symmetric about
bfdc = 0, are labeled D1 to D5. Arrows indicate signatures of transverse mode
coupling (see Fig. 5-9). Top axis: the 10, L) - 0, R) energy spacing AEo,o accessed
by V from 6 fdc = 0. (B) Schematic energy-level diagram illustrating the relation
between the driving amplitude V and the avoided crossing positions for a particular
static flux detuning 6 fdc = 6f*T. The arrows represent the amplitudes V1 - V5 of the
RF field at which the illustrated avoided crossings are reached, marking the onset of
the diamond regions in (A).
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for different values of 6fdc create the front side of diamond 1. As the amplitude V
is further increased past Ao,0, Mach-Zehnder-like interference due to the repeated
action of oscillating through Ao,o is observed (see Ch. 3 for an in-depth discussion of
this region).
As the amplitude is further increased however, the adjacent avoided crossing A1 ,0
is reached, inducing transitions between levels 10, R) and |1, L). This happens when
V=V2. However, due to the fast relaxation rate from 1, L) to 10, L), most of the
population transferred from 10, R) to |1, L) is quickly transferred to 10, L). One has
thus cooled the two-level system approximately defined by 10, L) and 10, R) at 6f c
(see Ch. 4 for an in-depth discussion of this region). This marks the back of the first
diamond.
For V2 < V < V3 (see Fig. 5-1, A and B), the saturated population depends on the
competition between transitions at Ao,o and A 1,0, on fast intrawell relaxation, and to
a lesser extent on much slower interwell relaxation processes. Because in this experi-
ment A0o,o < hiv e Ai,o, the result is dominated by the dynamics at the A 1,0 crossing.
Although transitions 10, L) --+ 0, R) are induced at the A0o,o crossing, stronger transi-
tions at A1,0 convert a substantial fraction of that population to |1, L). This excited
population quickly relaxes back to 10, L), thus suppressing the net population transfer.
For the combinations of 6fdc and V where interference between successive passages
through A 1,0 is instead destructive, signatures of transitions due to Ao,o are visible,
albeit with reduced contrast (detail, Fig. 5-2A, and upward arrows in Fig. 4-5).
At even larger amplitudes, transitions to additional excited states become possible.
When V > V3 , the qubit can make transitions between 10, L) and |1, R), marking the
front side of diamond D2 (see Fig. 5-1, A and B). The backside of this diamond
is marked by the amplitude V = V4 that reaches A 2,0, allowing transitions between
10, R) and 12, L). This description can be extended straightforwardly to the remainder
of the spectrum. In this device, explicit signatures of coherent multi-path traversal
between the 6f < 0 and 6f > 0 regions of the energy-level diagram (e.g., via avoided
crossings A1,1 and A2,2, ... ) were not found.
There are two remarkable features associated with the amplitude spectroscopy
shown in Fig. 5-1A. First, one is able to probe the qubit continuously over extraor-
dinarily wide bandwidths using a single driving frequency of only 0.16 GHz. The
highest diamond (D5) in Fig. 5-1A results from transitions to energy levels more
than 100 GHzxh above the ground state. Even at such high energy levels, the PC
qubit retains its energy-level structure in the presence of the strong driving used to
access them.
Second, diamond D2 (see Fig. 5-1A) exhibits strong population inversion, due to
competition between transitions at avoided crossings A0 ,1 and A1 ,0, combined with
fast intrawell relaxation to 10, L) and 10, R). The transition rates at Ao,j and A1 ,0
exhibit strong oscillatory behavior due to LZ interference, constructive or destructive,
depending on the values of 6fdc and V. As seen in Fig. 5-2A, the competition between
these rates leads to a checkerboard pattern symmetric about 6 fdc = 0 with alternating
regions of strong population inversion and efficient cooling. For detunings 6 fde < 0
at fixed frequency v, there exist certain amplitudes V for which the interference
conditions at Ao,1 result in a strong transition from 10, L) -- 1, R). When followed by
fast intrawell relaxation to 10, R), this transiently inverts the population. As the qubit
is subsequently driven through A1,0, if these driving conditions keep the population in
10, R), the net result is strong population inversion in saturation. Conversely, when
the conditions are reversed for 6 fdc < 0, and lead to a build-up of population in
state 10, L), the result is strong cooling. Both the inversion and cooling effects are
symmetric about Sfde = 0 and are present in the interference patterns in D2 (Fig. 5-
2A) and in the higher diamonds (Fig. 5-1A). The population inversion observed here is
incoherent, and can serve as a pump, in analogy to a pump in a single-atom laser [87].
5.3 Characterizing the Energy Level Spectrum
In this section I will derive the main features of the energy spectrum of the PC qubit
by analyzing the amplitude dependence of the driven qubit population. I will begin
by analyzing the diamonds shown in Fig. 5-1A, which were taken using a pulse width
At =31ps. This pulse width corresponds to a qubit population that is approaching
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saturation (see Fig. 3-6). Analysis of higher diamonds though becomes easier when
the pulse width considered is shorter, and so I will later proceed to extract energy
spectrum information from scans with At on the order of nanoseconds.
5.3.1 Long-time Analysis
As discussed in Ch. 5.2, the onset of each diamond is associated with transitions at a
particular avoided crossing. The diamond boundaries thus signify the avoided crossing
locations. However, since the first avoided crossing is defined to be at 6fdc = OmIo,
and it is assumed that the energy level spectrum is symmetric, it is simplest to find
higher crossing locations just from the ending point of diamonds. These are the am-
plitudes where a qubit biased at 6 fdc = OmI 0o just reaches the next avoided crossing.
A linear relation between V and Yrf exists, and the frequency-dependent conversion
factor a between RF flux and source voltage is found to be a = 0.082m4o/mVrms,
inferred from the slope of the front edge of the first diamond (see Fig. 5-2A). From
the ending locations of diamonds, and the conversion factor a, I obtain the avoided
crossing locations 6fq,q,, in units of m(o, listed in Fig. 5-7.
Given the linear nature of the energy level spectra away from the avoided crossings,
one can find an expression for the energy-level separation as a function of static flux
detuning in these regions. The energy-level separation between states 1q, L) and |q',R)
can be written as AE,,q, _ h(m|qI + -mqi )(6fdc - 6fq,q'), which is proportional to the
net flux detuning from the location 6 fq,q, of the avoided crossing Aq,q,, and to the
sum of the magnitudes of the energy-level slopes mq and mq,. Because the relative
phase accumulated between the Iq, L) and Iq', R) components of the wave function
over repeated LZ transitions is sensitive to AEq,q,, the slopes can be derived from the
interference patterns which arise when varying 6fdc (see Ch. 3.2.4). The theory that
follows was developed in collaboration with Mark Rudner and Leonid Levitov [88].
The interference between sequential LZ transitions at an isolated avoided crossing
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Figure 5-2: Energy-level slopes and avoided crossing locations. (A) Detail of dia-
monds D1 and D2 (Fig. 5-1A) showing interference patterns due to single (Dl) and
multiple (D2) avoided crossings (see text). Diamond D2 exhibits strong population
inversion. Arrows mark the location of the avoided crossing positions. Energy-level
slopes are extracted in (B) from the interference fringes (dashed white lines) at 43
mVrms (Dl) and 150 mVrms (D2). The flux-to-voltage conversion factor is deter-
mined by the front side of D1 (dotted white line). (B) Determination of the energy-
level slopes for levels 10, L), 10, R), I1, L), and |1, R). Detuning location of the Nth
interference-node (see inset) vs. N 2/ 3 at the voltages marked with dashed lines in
(A) and their corresponding linear fits (red line). Inset: Vertical slice from diamond
D1 (43 mVrms). Interference nodes N used in the main panel are indicated by dot-
ted lines. (C) 2D Fourier transform of both diamonds in (A). The sinusoids with
wavenumbers ko and kL are contributions from diamonds D1 and D2, respectively,
and are related to the energy-level slopes (see Ch. 5.3.1).
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is sensitive to the relative phase
= 27r AE(t') dt' (5.1)
accumulated by the two components of the wave function between the first and second
traversals of the avoided crossing (see Ch. 3.2.4). Here AE(t') is the instantaneous
diabatic energy level separation at time t', and tl,2 are the times of the first and
second traversals, respectively. Note that the energy AE is measured in frequency
units (GHz), and this is why the expression contains the factor 27r rather than 1/h.
The Nth node in the interference pattern occurs when a relative phase of 27rN is
picked up during the qubit's excursion beyond the avoided crossing.
For demonstration, I will focus on the interference in the first diamond where the
driving 6f (t) = - 6 fdc + aV cos wt sweeps the qubit through only the lowest avoided
crossing A0,0 . Using the definition of the energy level slopes, for times near the
maximum of the cosine driving flux one gets
AE(t) ; 2jmol(aV - 6fdc) - Imo0aV w2t2 , (5.2)
where the driving 65f(t) near the maximum of cos wt has been fit to a parabola. This
second order Taylor series approximation is valid since I am only considering RF
amplitudes that have not swept the qubit too far past A0,0.
By setting AE(t,) = 0, one finds the initial and final crossing times t1, 2 = :Ft,,
with t, - 2(V d In the parabolic approximation to the driving signal, the
phase accumulated between crossings is
= 27r (2Imol(aV - 6 fdc) - ImolaVw 2t'2) dt' (5.3)
8w
= 2mol -- (aV - 5fdc) t*. (5.4)
Using the quantization condition for interference, 4 = 27N, and the definition of
t,, the values of static flux detuning {6 f N )} where interference occurs with driving
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source voltage V are found to be
8irV (aV - 6 f(N))3/22wN = 2Imo de (5.5)3 (aV)1/2w
Rearranging Eq. (5.5) and using w = 2rv one has
f(N ) = aV - / 2 mov W N 2/3, (5.6)
where the prefactor to N 2/ 3 is identified with the fit parameter so,o.
Expression (5.6) can be generalized to any avoided crossing Aq,q, by making the
replacement 2moI -- Imq, + Jmq, I. The detuning locations of the nodes (inset, Fig. 5-
2B) thus follow the power-law sqqN 2/3 with a prefactor sqq, related to the energy-level
slopes:
mq| + Imq,| I= av aV/s , (5.7)
where a = 37r/2v/. Fig. 5-2B shows the N 2/3 power-law fits to the nodes of the
vertical slices in diamonds D1 and D2 which are used to extract mo and mi (Fig. 5-
2A, dashed vertical lines), where it is assumed that |mql = Imq,| I mq for q = q' in
this system. The slopes are obtained sequentially from the fitted values sqq, in Eq. 5.7,
starting with 2mo = 2.88 GHz/m0o, followed by mo + mi = 2.534 GHz/m>o; their
values are summarized in Fig. 5-7.
The amplitude spectroscopy plots in Fig. 5-1A and Fig. 5-2A display structure on
several scales. On the largest scale, the boundaries of the "spectroscopy diamonds"
are readily identifiable. The interiors of the diamonds are textured by fringes arising
from the interference between successive LZ transitions at a single or multiple avoided
crossings. On an even smaller scale, these fringes are composed of a series of hori-
zontal multiphoton resonance lines. In order to extract information from these small
scale structures, it is helpful to apply a transformation that is able to invert length
scales; the two-dimensional Fourier transform (2DFT) provides this service. Using
Fourier analysis, the apparently complicated mesh of overlapping Bessel functions is
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transformed to a pair of sinusoids, Fig. 5-2C, with periodicity related to the energy
level slopes, kv = kag sin (k6f,c/g), where g = 2(jImq + mq, )/1v [89]. The sinusoid
associated with q = q' = 0 arises from the transitions at A0,0, while the second sinu-
soid with q = 0, q' = 1 and q = 1, q' = 0 is degenerate and arises from the transitions
at Ao,1 and Ai,o.
I will now summarize the theory for the Fourier analysis of the diamonds, which
was developed in collaboration with Mark Rudner, Leonid Levitov, and Andrey Shy-
tov [89]. The analytic treatment that follows is applicable to the perturbative driving
regime A 2 /hwA < 1 (see Ch. 3.3), where A is the splitting at the largest traversed
avoided crossing and the driving amplitude A = 21mo0iRF is expressed in energy
units. In the device used here, for the driving frequencies employed, this condition
is satisfied in the first two diamonds, where one finds good agreement between the
analytical treatment, numerics, and the data. For higher diamonds, where the dy-
namics are non-perturbative, more complicated behavior is observed. The numerical
approach can still be employed, but in practice it is found that in such cases it is more
efficient to extract the desired information directly from the short-time dynamics (see
Ch. 5.3.2).
For simplicity, let's consider the internal structure of the first diamond, which
arises from repeated passages through a single weak avoided crossing. As discussed
in Ch. 3, the "Bessel staircase" structure seen in the front half of diamond 1 (Fig. 5-
1A), can be understood as a combination of multiphoton resonance lines and Mach-
Zehnder interference fringes. The internal structure of the first diamond reflects the
amplitude and detuning dependence of the transition rate
A2 Z IJ1()I( 2W(V, 6fdc) = 2 n (X)12 r2 + (5.8)
n=-oo(2 h2mo lfd - nhv) 2 ÷ 2 '
where x = 21molaV/v. Eq. 5.8 is the same as Eq. 3.19, with the linear slope relation
inserted.
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To obtain the Fourier transform of Eq. (5.8),
r(kx, kfdc) = JJ eikxx-ikdc ' fd W(V, 6fdc) dx d6fc, (5.9)
one can employ the standard formulae
Jn (X) = e-ino eixsin , (5.10)
"2 1 dqe-iqAe -r2Ijq (5.11)A 2 + p2 2 
_2
with Ae -- 2 hlmo16fdc - nhv. The Fourier transform of Eq. (5.8) can be found and
indeed displays intensity concentrated along the curve
kv = + sin mo fd', (5.12)
v 4Imo
with kv = 2 mo k [89].
Most strikingly, the apparently distinct phenomena of interference fringes and
multiphoton resonances observed in the real space image are manifested as a single
smooth curve in Fourier space. This structure can be understood by considering
k, and kfyd to be smoothly varying functions of the spatial coordinates (x, 6 fdc).
Through a stationary phase analysis of the Fourier integrals [89], one finds the map-
ping between real space patches and regions of k-space depicted in Fig. 5-3A.
In numerical simulations it is found that the steady-state magnetization in the
second diamond was well reproduced by a simple rate model based on incoherently
adding two additional transition rates of a form similar to Eq. (5.8) to account for
transitions at the avoided crossings with the left and right first excited states. These
additional rates are calculated using values of A appropriate for the excited state
avoided crossings (approximately 90 MHz), and also take into account the different
slopes of the ground and excited state energy bands.
In the above model, the Fourier image of the second diamond is simply the sum
of the Fourier transforms of the three relevant transition rates. Due to the different
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Figure 5-3: Graphical interpretation of 2D Fourier transform technique. (A) Diamond
1 at v = 400 MHz is pictured alongside a schematic of its Fourier transform. On a local
scale within the wedge-shaped region of (V, Sfdc) space outlined by a solid red line, the
image everywhere looks like a simple series of evenly spaced horizontal bands. Thus
the Fourier transform over this region maps to a region of (kv, k6fdc) space localized
near the k6fd axis as indicated by the red dots. Within the region outlined by the
dashed white line, the local periodicity is along the angled interference fringes; the
Fourier transforms maps this region to the region of (kv, k6fC) space localized near
the extrema of the sinusoid in the kv direction as indicated by the open white circles.
(B) The utility of transforming diamonds decreases for higher diamonds, because
the Fourier integral samples a smaller sector of the real space image associated with
the higher excited states. Due to the mapping between sectors of real space and
localized regions of k-space, the sinusoids associated with higher diamonds are not
fully developed.
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coefficients in the linear dependence of the ground and excited energy bands on static
flux bias, the wavelengths of the sinusoids resulting from the ground and excited state
crossings differ by the ratio of these slopes. In addition, the real-space integration in
the Fourier transform samples a more limited sector of the fringes arising from each of
the avoided crossings than in the case of the first diamond (see Fig. 5-3B). As a result,
the regions around L(Imil + moa)- k6fdC = (n + 1/2)7r, kv = ±--(I1mi + |mo|) are
absent from the sinusoids arising from the excited state crossings, while the regions
around 4vi k6fdc = nTr, kv = 0 are absent from the sinusoid arising from transitions
at the lowest avoided crossing [89].
5.3.2 Short-time Analysis
Amplitude spectroscopy can also be performed over short time scales, providing valu-
able information about the energy-level spectrum and temporal coherence (Fig. 5-4-
Fig. 5-6). Temporal-response measurements are performed by initializing the system
to the ground state at detuning 6 fdc and then applying an RF field pulse of a variable
length At, with fixed frequency and amplitude. The phase of the sinusoid is carefully
adjusted to maintain the timing and directionality of the RF-flux excursion through
the energy levels between pulses. When the pulse ends abruptly at time At, the state
of the system is preserved as the flux detuning instantaneously returns to 6 fdc (finite
decay-time corrections are discussed below).
This is exemplified in Fig. 5-4A, where parameters are tuned to investigate the
A2 ,0 (when 6 fdc > 0) and AO,2 (when 6 fdc < 0) level crossings (Fig. 5-4B). For
example, starting in the ground state at positive detuning (Sfdc > 0), the qubit is
driven through 6f(t) < 0, diabatically crossing Ao,o and A 1,0 at the beginning of
the first quarter-period with no significant population transfer (beginning of region
A). Significant population transfer first occurs in region A when A 2 ,0 is first reached.
The sharp onset of population transfer is followed by brief temporal oscillations. The
population becomes stationary after the qubit returns through A 2,0 in the second
quarter period (region B).
In the third quarter-period (region C), the driving pulse takes the qubit through
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Figure 5-4: (A) Qubit response to a short RF pulse of variable length At as a function
of static flux detuning 6 fdc, with V = 181 mVrms; v = 0.045 GHz. Top axis: driving
field period (regions A-E); the maximum pulse width corresponds to -1.5 oscillation
periods. The scan is performed at an amplitude value in the left side of diamond D3
shown in (B), which reaches all crossings through AO, 2 and A 2,0 . (B) Diamond 3 at
v = 45 MHz. Dashed line indicates the amplitude (181mVrms) at which pulse width
scan in (A) was taken.
the excited state avoided crossing AO,2 located on the opposite side of the level diagram
(positive flux bias, Fig. 5-1B). This event is marked by a second sharp population
transfer. The population subsequently remains nearly constant (region D) until a
third abrupt population transfer occurs during the first quarter of the second period
(region E), which signals the qubit's return through A2,0 and the repetition of the
driving cycle. The population transfer does not reach its furthest extent in flux
during the first half-period (as it does for the subsequent half-periods) because the
pulse shape used has slightly lower amplitude for times smaller than 5 ns.
The observed response over short time scales is not symmetric about JfdA = 0.
When starting in the ground state at static bias 6fdc = 6fcf < 0, the system is
drawn deep into the ground state during the first half-period, without inducing any
transitions (see Fig 5-1B). It is only during the second half-period that A0 ,2 is finally
reached and significant population transfer occurs. The detailed time dependence of
population in this interval is shown in Fig. 5-5. The curved line in Fig. 5-5 marks the
pulse width At at which the sinusoidal flux excursion first exceeds and, subsequently,
109
Co0
x
X
.J -3
'I-IU)
0o
IC
0
r
3.
i
14 18 22RF Pulse Width At (ns)
Figure 5-5: Detail of the interference pattern in the boxed region of Fig. 5-4A. The
dashed curve marks the pulse width At at which the sinusoidal flux-excursion first
exceeds and, subsequently, returns through A0 ,2 at flux detunings 6 fdc. The detail
along the two straight, dashed lines is shown in Fig. 5-6.
returns through A0,2 for different flux detunings 6 fdc; the sinusoidal excursion about
the specific static flux 6fcT is correspondingly indicated in Fig. 5-1B by the green
sinusoidal curve. The detail along the dashed lines in Fig. 5-5 is shown in Fig. 5-6.
The temporal oscillations displayed in Fig. 5-5 and Fig. 5-6A can be understood
qualitatively as a Larmor-type precession, or "ringing," that results after the qubit
is swept through the avoided crossing. In a pseudo-spin-1/2 picture where the qubit
states are identified with up and down spin states relative to a fictitious z-axis, the
qubit precesses about a tipped effective magnetic field which steadily increases in
magnitude and rotates toward the z-axis. This picture is consistent with a temporal
analysis of the standard LZ problem, in which a linear ramp with velocity v sweeps
the qubit through the avoided crossing , followed by an instantaneous return through
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the crossing at the end of the pulse which preserves the diabatic population.
In the regime where the LZ transition probability is small, a perturbative model to
describe these oscillations in terms of the well-known Fresnel integral has been devel-
oped in collaboration with Mark Rudner and Leonid Levitov [90]. By linearizing the
sinusoidal driving signal near the moment of traversal through the avoided crossing,
one arrives at the familiar LZ Hamiltonian H(t) = (1/2)(vt a_ + Au,), where v is
the sweep velocity and A is the splitting at the avoided crossing. The system is then
transformed to a non-uniformly rotating frame by I R(t)) = ei~(t)[z 10(t)), where
q(t) -- f0 vt' dt' = -ývt. The rotating frame effective Hamiltonian is purely off
diagonal (as done in Eq. 3.15)
Hi 0 An(t) (5.13)
2 A(t) 0
with AR(t) A exp(-ivt 2/2).
Proceeding with a perturbative treatment of the system's dynamics by expanding
the system's time evolution operator U(t, to) to first order in A, one has
U(t, to) = i - i t HR(t')dt' + O(A 2 ). (5.14)
This approach is valid when the driving conditions are far from adiabaticity; i.e.,
A2/hwA < 1 (as in Ch. 3.3). The probability P(t) = I( +± IU(t, to)l - )12 to find
the system in the excited state I T+ ) at time t given that it started in the ground
state I '_ ) at vto < -A is given by
P(t) = i t'2/2dt . (5.15)
In practice, the pulse does not turn off instantly, but, rather, exhibits a transient
that is well-approximated by a rapid parabolic decay. Although Eq. 5.15 captures
the essential features of the data in Fig. 5-6A, to obtain a quantitative fit one must
account for the non-abrupt ending of the pulse. This transient slightly modifies the
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Figure 5-6: (A) Temporal oscillations along the horizontal line in Fig. 5-5 at the
specific static flux bias 6 fdc = 6fc, fitted by a LZ model with damping (red line,
see text). (B) Nth interference node versus N 2/3 along the vertical line in Fig. 5-5
and best linear fit. Inset: interference pattern along vertical line in Fig. 5-5 and node
locations.
total precession phase accumulated before read-out, and adds a small Mach-Zehnder-
type interference due to the finite ramp speed back through the avoided crossing
A0 ,2 . Remarkable agreement is found between the data and a simulation of the Bloch
dynamics of the two level system near AO,2, which included longitudinal sinusoidal
driving up to time t = At, followed by a rapid parabolic decay over approximately
2 ns, and intrawell relaxation with a rate of 0.65 ns- 1 (Fig. 5-6A). The value of A0 ,2
is extracted as a fitting parameter in the simulation and, in this regime, is largely
insensitive to the details of the pulse decay and intrawell relaxation.
As in the case of the long-time data, the energy-level slopes can be extracted from
the vertical fringes (Fig. 5-5) using the N 2/3 power-law fitting (Fig. 5-6B) and Eq. 5.7.
Eq. 5.7 is used to infer m 2 and m 3 from the sums mo + m 2 = 2.189 GHz/mo and
mo + m 3 = 1.929 GHz/m0o. The short-time amplitude spectroscopy procedure was
applied to obtain Aq,q, for diamonds D2-D4 and slopes mq for diamonds D3-D4, and
they are presented in Fig. 5-7 (Ao,o was previously obtained using the rate-equation
approach discussed in Ch. 3.3.3).
Though ignored up to this point, the system's eigenstates are comprised of trans-
verse (p = 0, 1, 2,...) and longitudinal (q = 0, 1, 2,...) modes, with diabatic states
denoted as Ip, q, L) and |p', q', R) . Since the transverse and longitudinal modes should
be decoupled for a symmetric system, I have assumed that only the lowest trans-
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Figure 5-7: Energy spectrum parameters determined using amplitude spectroscopy.
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Figure 5-8: (A) Contour plot of 2D double-well potential energy for our qubit at 6fo =
0.460O, far detuned from the symmetry point 6 fdc = 0. When the transverse quantum
modes can be ignored, the potential energy can be treated as a 1D double-well along
the dashed line pictured. (B) 1D double-well potential energy for 6fo = 0.49540. The
wells are slightly tipped to the left and the four lowest energy eigenstates are shown.
verse mode is populated and have used the reduced notation: Ip, q, L) -- Iq, L),
Ip', q', R) -+ q', R), and Apq,p,q, -+ Aq,q, (Fig. 5-8); i.e., thus far I have assumed the
transverse modes to be in their ground state (p = 0). However, it was in fact possible
to populate excited transverse modes. This population transfer is relatively weak,
indicating small deviations from an ideally symmetric double-well potential and lon-
gitudinal driving. Signatures of these states appear in diamonds D3 and D4 (e.g.,
arrows in Fig. 5-1A).
The temporal response to a short RF pulse taken on the front side of diamond D3
is shown in Fig. 5-9A. The front side of diamond D3 (when 6 fdc > 0) results from ac-
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Figure 5-9: Identification of transverse states of the qubit's double-well potential.
(A) Qubit response to a short RF pulse of variable length At as a function of static
flux detuning 6 fdc, with V = 179 mVrms; v = 0.025 MHz. The scan is performed at
an amplitude value in the right half of diamond D3, where the crossing Ao3,00 (but
not A0 0 ,03 ) is reached. The signatures of two crossings with transverse states, A 12 ,00
and A 22 ,00 , are indicated. (B) Schematic energy-level diagram showing the locations
of the transverse states.
cessing A 2,00o during the first half-period, where some population is transferred from
the right to the left wells (Fig. 5-9A), and I have used the full notation to explicitly
indicate both longitudinal and transverse modes. Two weak population transfers are
identified during the second half-period between the known positions of the longitudi-
nal avoided crossings Aoo0 ,02 and A00,03. This result is in agreement with simulations
of the qubit Hamiltonian, which indicate that two transverse modes 1, 2, R) and
12, 2, R) exist in this region, as illustrated in Fig. 5-9B. Although their locations can
be identified, the values of A 0o, 12 and Aoo, 22 are not conclusively determined from
this measurement, because the fringe contrast of their temporal oscillations are small
compared with those of the adjacent longitudinal crossings A0 0,0 2 and Aoo, 03.
5.4 Summary
I have just demonstrated amplitude spectroscopy, a means of characterizing the en-
ergy spectrum of the PC qubit by varying only the RF driving field amplitude. The
amplitude spectroscopy technique demonstrated here is generally applicable to sys-
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tems with traversable avoided crossings, including both artificial and natural atomic
systems. The main feature of amplitude spectroscopy is prominent diamonds, which
contain interference patterns and population inversion that serve as a fingerprint of
the qubit's energy spectrum. By analyzing these features, the energy spectrum of a
manifold of states with energies from 0.01 to 120 GHzxh was determined, using a
single driving frequency near 0.1 GHz.
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Chapter 6
Summary and Future Work
6.1 Summary
The work presented in this thesis can be summarized by a single picture, Fig. 6-1.
The energy spectrum of the PC qubit consists of a sequence of energy levels coupled
by avoided crossings. By virtue of the qubit's longitudinal coupling of RF microwaves,
one is able to sweep the qubit state through the avoided crossings and induce quantum
coherent interference. At relatively weak driving fields, I have explored coherent,
quasiclassical dynamics of a single, central avoided crossing that serves as a two-
level model for quantum computation and other qubit studies. With slightly higher
amplitudes, I have developed a new method of cooling the two-level qubit, by using
a higher avoided crossing. Finally, by increasing driving amplitudes even further, I
have accessed an entire manifold of energy levels and avoided crossings, and have
developed a means of characterizing these features to reconstruct the qubit's energy
spectrum.
In Ch. 3 I demonstrated a new quasiclassical regime of coherent quantum dy-
namics of a qubit. This regime was realized at low driving frequencies in the strong
driving limit, with amplitude still small enough that higher avoided crossings were
not reached. Coherent transitions between qubit states occurred via the Landau-
Zener process when the system was swept through an energy-level avoided crossing.
The quantum interference mediated by repeated transitions gave rise to an oscillatory
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Figure 6-1: Diamonds: A summary of this thesis. The qubit is driven at a fixed
frequency v = 0.160 GHz (At = 3 ps), while amplitude V is swept for each static
flux detuning 6 fdc. Top axis: the 10, L) - 10, R) energy spacing AEo,o accessed by V
from Jfdc = 0. Quasiclassical coherence was studied in the two-level approximation,
at relatively weak amplitudes. Cooling of the two-level system via a second avoided
crossing was accomplished at slightly higher amplitudes, and characterization of many
levels and crossings was achieved by studying higher amplitudes.
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dependence of the qubit population on the driving field amplitude and static flux de-
tuning. These interference fringes, which at high frequencies consisted of individual
multiphoton resonances, persisted even for driving frequencies near the dephasing
rate F2, where individual resonances are no longer distinguishable. A new theoretical
model that is valid in the quasiclassical regime was described, and showed remarkable
agreement with the observations.
In Ch. 4 I presented the first demonstration of microwave-induced cooling in a
superconducting flux qubit. The thermal population in the first-excited state of the
qubit was driven to a higher-excited state by way of a sideband transition. Subse-
quent relaxation into the ground state resulted in cooling. Effective temperatures as
low as Teff , 3 millikelvin were achieved for bath temperatures Tbath = 30 - 400 mil-
likelvin, a cooling factor between 10 and 100. This demonstration provides an analog
to optical cooling of trapped ions and is generalizable to other solid-state quantum
systems. Active cooling of qubits, applied to quantum information science, provides
a means for rapid qubit-state preparation with improved accuracy, and for suppress-
ing decoherence in multi-qubit systems. Cooling was instrumental in achieving the
results in Chapters 3, 4, and 5.
In Ch. 5 I demonstrated amplitude spectroscopy, a means of characterizing the en-
ergy spectrum of the PC qubit by varying only the RF driving field amplitude. The
amplitude spectroscopy technique demonstrated is generally applicable to systems
with traversable avoided crossings, including both artificial and natural atomic sys-
tems. The main feature of amplitude spectroscopy was prominent diamonds, which
contain interference patterns and population inversion that serve as a fingerprint of
the qubit's energy spectrum. By analyzing these features, the energy spectrum of a
manifold of states with energies from 0.01 to 120 GHzxh was determined, using a
single driving frequency near 0.1 GHz.
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6.2 Future Work
This thesis has given us a much better understanding of the coherent control of
two-level quantum systems possible with large-amplitude driving. The backbone of
this thesis was the single crossing work done in Ch. 3, which thoroughly studied
the coherent nature of the transitions that occur when strongly driving the two-level
qubit. This work was flushed out further in the study of cooling, with a nice overview
of all the different frequency regimes displayed in Fig. 4-5. The strongly driven
Landau-Zener dynamics were then further explored in a near-sudden approximation in
Ch. 5.3.2, where Larmor-type oscillations were explored, with a slight Mach-Zehnder
like correction due to finite pulsing. With that said though, Rabi oscillations still hold
supreme in any discussion of controlling a two-level quantum system. I believe that
an effort to do precise, large amplitude, non-adiabatic control of two-level quantum
systems would be a promising line of follow-on research to do in the near future.
As shown in Ch. 4.3, the usefulness of cooling the PC qubit disappears at higher
temperatures because the SQUID is not also cooled (see Fig. 4-10). The SQUID is
of course a quantum system itself, and hence it should be possible to cool it in a
way similar to what was done here for the qubit. Figuring out a way to cool the
SQUID would be a very exciting research endeavor, as it may allow for operation
of a quantum computer at higher temperatures. Such higher temperature studies
could also serve as a useful tool in the study of qubit decoherence and measurement.
Proposed schemes to cool the SQUID have in fact already been reported [91], though
none have been implemented.
Finally, I believe that in general, superconducting qubits provide a great way
to study the fundamentals of quantum physics, but are not fully utilized in this
realm. It is the ability to engineer a vast number of Hamiltonians from these circuits
that allows for an incredible array of problems to be studied with them. At the
current moment, the focus of studies on superconducting qubits is limited to a few
circuit configurations, with a major focus on decoherence in these systems, due to
their application in quantum computing. I believe that a broader scope of problems
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and qubits should be considered, with an aim to study fundamental physics like
macroscopic quantum physics and measurement theory.
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Appendix A
Rotating Wave Approximation:
What is it and when is it valid?
In this appendix I will derive the assumptions under which the Rotating Wave Ap-
proximation (RWA) is a valid approximation. I will begin with a review of what the
RWA is, and then discuss the conditions the RWA is typically claimed to be valid
under. I will then review time-dependent perturbation theory, and then use those
results to derive the conditions under which the RWA is an accurate approximation.
A.1 Introduction
The response of a two-level quantum system subject to a time-varying electromagnetic
field has been of great interest for a very long time [55]. The Hamiltonian for a two-
level system defined by a, eigenstates, and driven along ao at angular frequency w
and amplitude A (parameterized in units of energy), can be written as
1 ( A cos(wt) 1 A - [exp(-iwt)+exp(iwt)]H = - (A.1)H 2 AAcos(wt) -c 2 [exp(iwt)+exp(-iwt)] -6
where e is the energy spacing between the two eigenstates. It has been known for
quite some time that this problem has no closed analytic solution [92, 93]. However,
it is well known that if the second term in the off-diagonal elements is ignored, the
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problem becomes exactly solvable, with the Hamiltonian
H = 2 (A.2)2(A.2)H = ~- exp(iwt) - w
The transition from Eq. A.2 to Eq. A.1 is the RWA. The name makes more sense if
one considers the field felt by the fictitious spin-! particle associated with the two-
level system. This mapping is achieved by noticing that the Hamiltonian H8 for a
spin-! particle in a magnetic field can be written as
h
H8 = y-(B au + Bya + Bzua) (A.3)2
where - is the gyromagnetic ratio of the spin, and the Pauli matrices are defined as(0 1 0 -i 1 0
x = ;aY = ;z = (A.4)1 0 i 0 0 -1
Before the RWA is made (Eq. A.1), the fictitious spin-! particle therefore sees the
following magnetic field:
e A
B = - cos(wt)i
rotating counter-rotating
E A A
= + cos(wt) + sin(wt)+] + [cos(wt)& - sin(wt)]] (A.5)
Tyh 2•Ay 2-y-
After the RWA is made (Eq. A.2), the magnetic field seen by the fictitious spin-!
particle is
rotating
B = + [cos(wt): + sin(wt) ] (A.6)
B yh 2-yh
It is now clear that going from Eq. A.1 (A.5) to Eq.A.2 (A.6), converts the problem
from that of a linearly oscillating drive, equivalent to the sum of two oppositely
124
rotating drives, to that of a solely rotating drive, and hence the name Rotating Wave
Approximation.
A.2 What assumptions are made in the RWA?
When the RWA is invoked in the literature, it is often casually stated that the ap-
proximation is valid if the cosine drive is on resonance; i.e., w = e/h. The argument
is that if the two-level is driven on resonance, then the counter-rotating drive at w =
-e/h is considerably off resonance, and hence can be ignored. This requirement almost
intuitively makes sense, since when a classical oscillator is driven far off resonance,
no power is absorbed by the oscillator, and the external field effectively does nothing
and can be ignored. However, I have no intuition for resonance effects that have a
dependence on the directionality of the driving field. Resonance is always a scalar
phenomenon in the textbook examples, e.g. a driven classical harmonic oscillator,
and so this argument falls short for me.
Occasionally I also see statements that the amplitude of the drive must be small
when compared to the unperturbed energy separation in order to utilize the RWA;
i.e., A < e. Once again I have no intuitive explanation for this condition, and it
concerns me that this condition is not always mentioned in the literature when the
RWA is invoked. Since my thesis is about the behavior of a qubit when strongly
driven, this assumption is of particular interest to me. The goal for the remainder of
this appendix is to explicitly determine the assumptions under which the RWA is a
valid approximation.
To resolve this issue I will use time-dependent perturbation theory and show that
the original problem, with a linear driving field, is similar to the RWA version under
certain circumstances. I will do this by calculating the coefficient to be in the ground
and excited states when the drives are applied, and show that through second order
the linear and rotating drives will approximately give the same answers under a certain
set of conditions.
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A.3 Time-Dependent Perturbation Theory
The evolution of a two-level quantum state with Hamiltonian H0 and perturbation V
obeys the Schroedinger equation
ih = (Ho + A0 V)Pdt (A.7)
where A is a parameter introduced to keep track of the number of times the pertur-
bation enters, and the eigenstates of Ho are given by
Hoi,If = hwi,f ifi (A.8)
At time t > 0 the state of the system can be written as a superposition of eigenstates
with time dependent coefficients
(A.9)
where I have chosen to separate out the natural time dependence of the eigenstates
from the time dependence due to the perturbation. Combining equations A.7 and
A.9, and operating on the left with f Tk, one has
ihck = A E exp(-iwknt)Vknc,
n=i,f
where wkn k - wn and Vkn (k V tn). Assuming a solution of the form
Ck = C + 2C(2) +...kl l k k +.
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(A.10)
(A.11)
T(t) = c,(t) exp(-iwat)qf,
n=i,f
and plugging it into Eq. A.10, after collecting terms of the same order in A one finds
that
ic (°) = 0
ihc(1) = exp(-iwknt)VknC(O)
n=i,f
ik ) - E exp(-iwknt)Vknc ( )
n=i,f
(A.12)
(A.13)
(A.14)
These are the perturbative equations of motion that I will now use to study the
RWA.
A.4 Comparing the Effects of Linear and Rotating
Driving Fields
I will now calculate to first order the amplitude of going from the ground state i to
the excited state f. By doing this with both the full Hamiltonian (Eq. A.1) and the
RWA Hamiltonian (Eq. A.2), I will show that the RWA is a suitable approximation,
to first order in the driving field amplitude A, if the system is driven on resonance,
and the time t considered is long with respect to the intrinsic time scale, 2wh/e.
RWA Hamiltonian Contributions up to 1st order in A
Here V = VRWA where
RW A =AVRWA = exp(-iwt)Ii)(fI + exp(iwt)If)(iI.4 4 (A.15)
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Assuming co ) = ci(t = 0) = 1 and c(o) = cf(t = 0) = 0, and since V only couples
different eigenstates, one need only consider k = f and n = i in Eq. A.13. Integrating
Eq. A.13 from time 0 to t, and plugging in Eq. A.15, one finds
c= - , Vfi exp(-iwfit')c)dt = ti f Aexp(iwt')-h -4 (A.16)
Upon integration one has
(1)  =
C -
A (1 - exp(i(w - wfi)t)
4h (w - wfi)
To first order in A the probability to be in the excited state is then
A2 in [(w-)t
I ((1c )12 2 2 .())2 4h2 (w - wfi) 2
Full Hamiltonian Contributions up to 1st order in A
Now V = VLinear where
VLinear = exp(iwt)li)(f4
A
+ exp(iwt)Jf)(il4
(A.19)
- exp(-iwt) i)(f I + - exp(-iwt) f )(i|.
4 4
Once again, setting k = f and n = i in equation A.13, integrating both sides from
times 0 to t, plugging in Eq. A.19, and using c °o) = 1, one finds
c(= -- fo Vfi exp(-iwfit')eo)dt' =
Upon integration one then has
(1) _ A
f - 4h
-
t
h
A [exp(iwt')+exp(-iwt')] exp(-iwft')dt'.
(A.20)
(1 - exp(i(w - wfi)t) (1 - exp(-i(w + wfi)t)
(W - Wfi) (W + Wfi) (A.21)
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(A.17)
(A.18)
exp(-iwfit')dt'.
I . .•. I .I I •1 I \I • I.
To first order the probability to be in the excited state is
I II
(cW A2 sin 2 [( )] 2 in2 [( )tf 4h2 (W Wf,)2 4h2 (W + Wf, 2
III
1 A2  1 - cos[(w - wfi)t] - cos[(w + wfi)t] + cos(2wfit)l (A.22)
2 4h 2  (w - Wfi)(W + Wfi)
When are the 1st order contributions to the excited state probability the
same?
In the RWA case, the probability to be in the excited state goes like a sinc2 function
centered at wfi (Eq. A.18). In the linear drive case the probability goes like a sinc2
function centered at wfi (term I in Eq. A.22), with another sinc2 function centered at
-wfi (term II in Eq. A.22), and an interference term (term III in Eq. A.22). Driving
at a frequency w 2_ wfi, one can ignore the probability contributed by terms II and
III if the width Sw of the main peak of the sinc2 function centered at wfi, is much less
than 2 wfi, the distance to the center of the other sinc2 function. But since 6w a_ ~,
this inequality can be rewritten as t> -2. So for the RWA to be valid to first order,Wfi
one must have:
1. w -- Wfi =
2. t> 2__= 2-h_Wfi
These two requirements are both related to driving on resonance. The first con-
dition is the standard statement of being on resonance, and the second condition
ensures that the driving field is left on for long enough, so that to the two-level sys-
tem, the driving field has a definite single frequency. Only then can the drive truly
be deemed on resonance.
To summarize what has been done so far, I have found two conditions which
amount to driving on resonance, that make the full and RWA Hamiltonians give the
same observable results to first order in A. I will now proceed in a similar manner as
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above, and calculate the 2nd order contributions to the populations of the two states.
I will find a third and final requirement one must meet to be able to legitimately use
the RWA.
RWA Hamiltonian Contributions up to 2nd order in A
Here V = VRWA where
A A
VRWA = A exp(-iwt) i)(f + exp(iwt) f)(i I  (A.23)4 4
With cl) 0 since c) C ) given by Eq. A.17, and V only coupling differenti 0since differen
eigenstates, one need only consider k = i and n = f in Eq. A.14. Integrating both
sides of Eq. A.14 to time t, plugging in Eq. A.23, and using c. given by Eq. A.17,
one finds
S2)  - Vif exp(-iwift')c(1)dt'
i t•A A (1 - exp(i(w - wfi)t')dt' (A.24)
=- exp(-iL') exp(iwfit') dt'. (A.24)h fo 4 4h (W - Wfi)
Upon integration one has
(2)_ A2  exp(-i(w - wfi)t) t 1(A.25)
c 16h2  (w - Wfi)2  (w - Wfi• (w - fi)2.25)
Full Hamiltonian Contributions up to 2nd order in A
Now V = VLinear where
A A
VLinear  exp(iwt)i) (f I + - exp(iwt) f)(il4 4
A A
- exp(-iwt) i) (f I + - exp(-iwt) f) (ij (A.26)4 4
Once again, cý')= 0 since cfO)= 0, and c ) given by Eq. A.17, and since V only
couples different eigenstates, one need only consider k = i and n = f in Eq. A.14.
I do not use c ) given by expression A.21, since I must now honor the constraints
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found in the first order calculations, requirements 1 and 2, when searching for the
final constraints from higher order contributions. Integrating both sides of Eq. A.14
to time t, plugging in Eq. A.26, and using c•) given by expression A.17, one finds
c2) = t Vf exp(-iwift')cl1 )dt'
i tA . ,A (1 - exp(i(w - wfi)t') dt'.- [exp(-iwt') + exp(iwt')] exp(ifit') (1 - ep((w 
- wfi)dtS 4 4t (w - Wfi)
(A.27)
Upon integration one then has
(2) = A2  exp(i(w + wfi)t) exp(-i(w - wfi)t) exp(2iwt) t
c2[ 16h [(w + Wfi)(w - wfi) (W - Wfi)2  2w(w - wfi) (w - wfi)
1 1 1
(w + Wfi)(W - Wfi) + ( - Ofi) 2  2w(w - wfi)
(A.28)
When are the 2nd order contributions to the ground state amplitude the
same?
The 2nd order contributions from the two different drives are the same when
A 2  exp(i(w + wfi)t) exp(2iwt) 1 1
16 2 (+- ) 2( - )  ( + Wfi))( - fi  2((w Wf) w + fi(W - fi)y w - Wfi)
(A.29)
In the most stringent limit of requirement 1 above one has w = a, in which case
Eq. A.29 always holds. When considering the case of being slightly off-resonance,
one can do a Taylor series expansion around w = f and find that this equality is
approximately valid when A <A 1. And so the regime so far in which the RWA
is valid is:
1. w - Wfi =
2. t> 2 -_ 2ahWfi e
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3. A< E
The third requirement for the validity of the RWA is quite interesting, in that it
is coincidentally the same requirement typically used to justify the validity of keeping
only the first order terms when using perturbation theory. And so the derivation here
contrasts the case where you get the third condition by invoking the ad hoc restriction
that the problem be accurately solved by going only to first order in A [94].
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We present two experimental schemes that can be used to implement the Factor-
ized Quantum Lattice-Gas Algorithm for the ID Diffusion Equation with Persis-
tent-Current (PC) Qubits. One scheme involves biasing the PC Qubit at multiple
flux bias points throughout the course of the algorithm. An implementation analo-
gous to that done in Nuclear Magnetic Resonance (NMR) Quantum Computing
is also developed Errors due to a few key approximations utilized are discussed
and differences between the PC Qubit and NMR systems are highlighted
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1. INTRODUCTION
Most algorithms designed for quantum computers will not best their clas-
sical counterparts until they are implemented with thousands of qubits.
For example, the factoring of binary numbers with a quantum computer is
estimated to be faster than a classical computer only when the length of
the number is greater than about 500 digits.() Accounting for error cor-
rection circuitry(2) would bring the size of the needed quantum computer
to be in the thousands of qubits. In contrast, the Factorized Quantum
Lattice-Gas Algorithm (FQLGA)(3) for fluid dynamics simulation, even
SDepartment of Physics, Massachusetts Institute of Technology, Cambridge, MA 02139, USA.2Department of Electrical Engineering and Computer Science, Massachusetts Institute of
Technology, Cambridge, MA 02139, USA.
3To whom correpondence should be addressed. E-mail: dmb@MIT.edu
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when run on a quantum computer significantly smaller than the one just
discussed, has significant advantages over its classical counterparts.
The FQLGA is the quantum version of classical lattice-gases (CLG).(4)
The CLG are an extension of classical cellular automata with the goal of
simulating fluid dynamics without reference to specific microscopic inter-
actions. The binary nature of the CLG lattice variables is replaced for the
FQLGA by the Hilbert space of a two-level quantum system. The results of this
replacement are similar to that of the lattice-Boltzmann model, but with a few
significant differences. (5) The first is the exponential decrease in required mem-
ory. The second is the ability to simulate arbitrarily small viscosities.
As of today there is a plethora of qubits to choose from when designing a
quantum computer, and a promising class is superconducting qubits based
on Josepshon junction circuits. (6- 10) One major advantage of any of these
superconducting systems is the ability to precisely engineer the quantum
Hamiltonian, which extends from single qubit design to multi-qubit coupling
arrangements to measurement engineering. The quantum computer consid-
ered here will be built using the Persistent-Current Qubit (PC Qubit). (6)
The goal of this paper is to show how one can implement a 1D
version of the FQLGA with the PC Qubit. To this end we will begin
by reviewing the algorithm, specifically the one that simulates the diffu-
sion equation, without a loss of generality in understanding the essence
of the algorithm or its general requirements. We will then review the PC
qubit and show explicitly how to implement the algorithm with this sys-
tem. Some important differences between the PC qubit and the two-state
system studied in Nuclear Magnetic Resonance Quantum Computation
(NMRQC)(1 ) will be shown to allow for some interesting new techniques
in implementing quantum logic. We will also show how to implement
the algorithm with the PC qubit in a very analogous way to NMRQC
schemes (12) with a few significant differences.
2. FQLGA FOR THE 1D DIFFUSION EQUATION
The first thing one must do in the FQLGA is to define a lattice. Each
lattice point n will represent a unique position in the simulated fluid. The
simulation will contain a finite number of lattice points, hence space is dis-
cretized in the simulation.
Next one must encode the mass density p of the fluid at each lat-
tice site. In the FQLGA this is done by building at each lattice site a set
{i) of coupled qubits. Each qubit represents the motion of particles on
the microscopic level in one of a finite set of directions. For the diffusion
equation in one dimension, at any point in your fluid, there are only two
136
266
Factorized Quantum Lattice-Gas Algorithm
possible directions for each particle to be moving, to the left and to the
right. Hence, only two qubits are needed to specify the mass density pn
at each lattice site. This intuitive reasoning does not extrapolate to higher
dimensional simulations because even in two dimensions there would be
an infinite number of directions particles could travel in. In higher dimen-
sions one must adhere to much more mathematical conditions to decide
on the small set of directions one must include for a faithful simulation. (4 )
The probability P of a particle to be participating in the motion assigned
to each qubit will be encoded in the probability amplitude of the qubit
being in its excited state I1). The state of a qubit is thus set to
IPin) = 1- pin 10) + iV i 1), (1)
where i is the qubit index, n is the lattice site index, and 10) is the ground
state of the qubit. For the ID problem considered here, i = {1,2) and
n = {1, N), where N is the number of lattice sites used in the simulation.
One can easily conceive of fluids of multiple phases with multiple types of
interactions even in one dimension, in which the size of {i would be much
larger, but this will not be considered here. The mass density p is then cal-
culated by summing the occupation probabilities for all qubits at a node.
At time t=0 in a 1D simulation the occupation probabilities P1n and P2n
are set to pn/2, which is the condition for local equilibrium in the fluid. (13)
Now that the fluid is initialized, one must account for the interaction
of particles in the fluid. These collisions are encoded by the application of
a unitary transformation to the coupled systems at each lattice site. For
the 1D diffusion equation this unitary transformation is
2 0 0 0
1 I+i 1 -i (2)
2•'ar'= 0 1-i 1+i 0
0 0 0 2
The basis for computation is the set of four product states: 10)10), rep-
resenting no particles at the site, 10)11), representing the existence of only
a particle moving to the right at the site, 11)10), representing the existence
of only a particle moving to the left at the site, and 11)11), representing
particles moving in both directions at the site. To conserve particle num-
ber there can be coupling only between the middle two states. The identity
transformation on the first and last states corresponds to no collisions and
a perfectly elastic collision, respectively. Transformation of the middle two
states was something that never existed in the classical algorithm because
there was no superposition of these two states.
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After collision the states of the qubits at each lattice site are in
general entangled, and we denote that state as ITn). The state of each
qubit is then measured, and the process described thus far is repeated
many times to achieve an ensemble average. Upon completion of these
measurements one will have found the post-collision outgoing occupation
probabilities, denoted by Pin once again, and hence the post-collision state
of each qubit, denoted by IXin). Note that the occupation probabilities
now represent something very different than before the collision. The par-
ticles have now interacted and are ready to move to the next lattice site.
One must now "stream" the occupation probabilities to their new lat-
tice sites. This is done in a classical computer by storing the occupation
probabilities at each lattice site that are coming from adjacent lattice sites
due to collisions. More precisely, Pin becomes P1n+ 1 and P2n becomes
p2n- 1. Periodic boundary conditions are assumed when streaming at the
edges of the fluid.
To find the mass density pn at t = 1 one simply adds the occupation
probability for both qubits at site n once streaming has been done. One
time step of the algorithm has now been completed. To simulate the next
time step simply start the above procedure all over again except now set-
ting the initial states with the new occupation probabilities just found.
The algorithm can be summarized by four major steps, which are
illustrated in Fig. 1. The first step encodes the initial state of the fluid by
quantum mechanically setting the state [I lin) of each qubit at each lattice
site. The second step transforms the two-qubit product state at each lattice
site to in general an entangled state, whose state is denoted by ITn). Third
one makes a projective measurement of the post-collision states IXin), and
one must repeat the first three steps to find the outgoing occupation prob-
abilities Pin". In the fourth and final step one streams the mass density
with the appropriate post-collision occupation probabilities, from the left
with particles representing positive momentum, and from the right with
particles representing negative momentum, and the mass density is calcu-
lated. Subsequent time steps are identical except for a change in the initial
mass density profile, i.e., initial qubit states in the first step.
3. PERSISTENT-CURRENT QUBIT
The fundamental unit of quantum logic we will use to implement the
algorithm is the PC Qubit.(14) It consists of a superconducting loop that is
interrupted by three Josephson junctions, pictured as x's in Fig. 2(a). The
magnetic flux c is the only control field for our qubit, and as shown in
the figure, is usually denoted by f = 4)/ 4o, where Do =h/2e is a single flux
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T 1 1 T12 T, 3 ... 'p N-2 TJN-1 T I
1. Initialize
Y21 y2 2 123 ... IF2N-2 'P2N-1 1P2N
2. Collide yi y2 r3 . yN-2 yN-1 yN
X,1 xZ2  x 3  ... VN-2 XVN-1 XVN3. Measure
y 1 72 y 3 ... ,N-2 yN-1 yN
4. Stream P1 - p1 2 p3 . ... I P N-2 P p1 N-1 _ p1N
P21 i, P 22 _ P 23 ... P N-2 4 P2N-1 _ P N
Fig. 1. General summary of the four major steps that comprise one time step of the I D
FQLGA fluid dynamics simulation. The sequence of initialization of mass density, collision
of particles, and measurement of post-collision states is repeated many times to make an
ensemble measurement. Propagation between collisions is accomplished by storing the adja-
cent occupation probabilities for a given site in a classical computer, where the mass density
is then calculated for this time step. Subsequent time steps utilize these "streamed" occupa-
tions when initializing again for the next set of collisions and "streaming".
quantum, h is Planck's constant, and e is the magnitude of the charge of
an electron. Physically, a Josephson junction is a small layer of insulator
sandwiched between superconductors, so our system is a superconducting
loop interrupted by three layers of insulator about 1 nm thick. For single
qubit manipulation the magnetic flux through the loop will be modified.
The flux seen by a DC SQUID magnetometer, a combination of applied
flux and qubit-induced flux, will serve as our measurement variable.
The Hamiltonian of the qubit is derived by considering a circuit ele-
ment model of our system, which consists of three Josepshon junctions,
where two junctions have the same cross-sectional area, and the third is
smaller by a factor of a. The constituent relations for an ideal Josephson
junction are
I = Ic sin (q), (3a)
4o d•0
V = d(3b)27r dt
where I is the current through the junction, V the voltage across the junc-
tion, Ic the maximum current the junction can hold without a voltage
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- T3 + "•to
r-I
Fig. 2. (a) Schematic drawing of the PC Qubit. The x's represent Josephson junctions, with
all connecting leads made of the same superconductor that is part of the junctions. The sign
conventions chosen when summing phases are shown, and the magnetic flux penetrating the
loop (in units of o,) is labeled by f. (b) The potential energy of the full Hamiltonian for
the PC Qubit is plotted when the system is biased at f = 0.495(D. The phase particle sees an
infinite 2D lattice with unit cells resembling a double well potential.
appearing across it, q0 =01 - 02, and 01,2 is the gauge-invariant phase that
characterizes the superconductor condensate on the +, - side of the junc-
tion, respectively. Note that I, is a function linear in the cross-sectional
area of the junction, and hence the third junction has a lower Ic by a fac-
tor of a.
The energy associated with an ideal Josephson junction is found by
integrating the power from time t = 0 to some final time to, which is equiv-
alent to an integral from zero phase to some phase 0p. The energy it takes
to set the phase of a Josephson junction to q~ is
E= (Ic sin )') dt .""--c sin \'dqV'=Ej (1 - cos ýp), (4)
where Ej = olcI/27r.
By including the charging energies due to the capacitance of the junc-
tions, the Hamiltonian of our circuit is(14)
P2  2
H = P + + Ej [2 + o- 2cos(ýpp) cos(Pm) - a cos(27rf + 2 pm)], (5)2M- 2M,
where (Pp = 1 +922, ýPm l01 - 02, P =Mpdcpp/dt, Pm =Mmdýom/dt, Mp=
((o/27r)22C, and Mm = (4o/2r)22C(1 + 2a). The number of degrees of
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freedom in the problem was reduced by the fluxoid quantization condi-
tion0( 5)
2,r e,
P01 +9 3 - ý2 = 27rn + , (6)
which forces the sum of the gauge invariant phases to be proportional to
the amount of flux quanta modulo an integer multiple of 27r.
We have chosen to associate the capacitive energy, the first two terms
in (5), with the kinetic energy, and the ideal Josephson energy, the last four
terms in Eq. (5), with the potential energy. The potential energy is that of
an infinite lattice of double wells, as seen in Fig. 2(b). The arrow in the
plot shows the direction one would take to traverse from one side of a
double well to another.
Although quantum mechanics plays a foremost role in deriving the
constitutive relations for the superconducting circuit elements, the Hamil-
tonian for the circuit itself so far has been classical. The quantum version
of the circuit can be understood by imagining a phase "particle" in the
potential shown in Fig. 2(b). The behavior of this "particle" is analogous
to a particle with an anisotropic mass moving in a 2D periodic potential,
and so there exist energy bands in a k-space, which is here related to the
charge stored capacitively by the Josephson junctions. By properly choos-
ing Ej/IE, where Ec = e2/2C, one can remove any k (and hence charge)
dependence in the energy of the system, and hence can reduce the problem
to that of an effective double well. What we have done is choose param-
eters such that tunneling between adjacent double wells can be neglected
relative to the tunneling within a double well in the tight-binding solu-
tion(intra-well tunneling typically about 104 times more likely), making the
solution effectively that of a single double well.
By considering only the lowest two levels of the double well, the
equivalent Hamiltonian is
H = @olp /- - OIX, (7)
where ,Ip are the eigenvalues of circulating current for the two &z eigen-
states and r is the tunneling element from one side of the double well to
the other. The energies of the two eigenstates along with a sketch of the
double well as a function of applied flux are shown in Fig. 3. One sig-
nificant difference between this qubit and the one used in NMRQC is the
presence of the ^ term. The implication of such a term is that the energy
of the eigenstates as well as the eigenstates themselves change as the bias
field is modified. In Fig. 3 we see that at the classical degeneracy point
f =1/2 the qubit's eigenstates are & eigenstates, while far from f = 1/2,
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t t t
-as ax as
eigenstates eigenstates eigenstates
Fig. 3. The energy levels of the PC Qubit are
shown as a function of f. The eigenstates of the
system change with f and are labeled on the plot.
The change in the potential of the phase particle
is also depicted at the top of the plot. The energy
difference between the states at f = 1/2 is seen to
be twice the intra-well tunnelling.
but still far from f = 1, the eigenstates are those of &z. The same thing
happens for f < 1/2, but now the eigenstates have switched energies, i.e.,
the ground state here is the first excited state of &z and vice versa.
The PC Qubit has some advantages over other superconducting
qubits.(14,16) Charge fluctuations, a consequence of trapped substrate
charge, are deemed inconsequential through the choice of parameters used
when designing the PC Qubit circuit. Also, flux noise has been reduced in
this system over other flux qubits since this system has a smaller loop.
A typical conceptual misconception can be addressed at this point.
The two different states used in computation are not related to sin-
gle Cooper pair behavior. Rather, they are macroscopically distinct states
described by the circulating current due to millions of Cooper pairs, char-
acterized by different average induced fluxes when in a magnetic field.
As seen in Sec. 2, the qubits will need to be coupled. For the PC
Qubit we have discussed thus far, just as microwaves can only be coupled
in through &z, coupling between qubits can only be of the form &zz.
Slight modifications of the aforementioned qubit design does allow for
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different coupling, despite the fact that the structures are still completely
planar.(14)
4. IMPLEMENTATION WITH THE PC QUBIT
We now show how one can use the PC Qubit to simulate the 1D diffu-
sion equation. In Sec. 4.1, we elaborate on a scheme based upon changing
the flux bias points of the qubits during the algorithm, which will lead to
a very general initialization scheme, but a less general collision. In Sec. 4.2,
we discuss a more general collision, analogous to that done in NMRQC,
and how to initialize the qubits before this general collision. Note that the
two implementations differ solely in the way single lattice sites are treated.
In both cases one has N qubit pairs fabricated monolithically that are ini-
tialized, transformed, and measured simultaneously.
4.1. The Multiple Bias Point Implementation
The first of the four steps of the algorithm is initializing each qubit
at each node. As discussed in Sec. 2, each qubit must be initialized into a
state of real and positive phase in its own Hilbert space. This set of states
consists of all those lying on the real phase geodesic between the ground
and first excited states on the Bloch sphere. The ground state of the PC
Qubit as a function of applied flux coincidentally also occupies exactly this
geodesic on the Bloch sphere, as discussed in Sec. 3. Initialization can thus
be accomplished while staying in the ground state by adiabatically chang-
ing the applied magnetic flux, as depicted in Fig. 3.
The flux used to set the state of one qubit will be affected by the state
of the other qubit and its bias current. This permanent inductive coupling
can be accounted for by slightly adjusting the applied flux to compensate
for the flux introduced by the other qubit and its bias line. On the other
hand, by initializing into the ground state we have avoided the detrimen-
tal effects of dephasing and relaxation, as well as the errors found in a
typical NMR initialization scheme. (12) We emphasize that the initialization
portion of the algorithm is identical for any simulation, whether it be for
a different equation, a multi-phase simulation, or in a different number of
dimensions.
The second step of the algorithm is the collision. Here we study a
very specific unitary transformation, the / described in Sec. 2. This
matrix simply "half-way" swaps the middle two (first and second excited)
computational states of the coupled system. In NMRQC, the coupled
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eigenstates are exactly those computational states, but there are no direct
matrix elements connecting these states.(17) When the PC Qubits are cou-
pled, the first and second excited states of the four-level system, denoted
as I1) and 12), respectively, are in general not the same as the computa-
tional basis states the s.-wap intends to affect. However, the DC bias fields
of each qubit can be tuned to make these two sets of eigenstates coincide.
Once this is done, one can then implement the s-wap by simply oscillat-
ing the magnetic field bias at the frequency corresponding to the energy
difference between the middle two eigenstates. This is just a Rabi oscil-
lation between the middle two eigenstates, and since one wants to only
"half-way" swap the states, the radiation should only be left on for a quar-
ter of a Rabi period.
Besides finding the appropriate bias points such that the middle two
eigenstates of the coupled system are very similar to the middle two com-
putational states, one must also verify that the coupling between these
states in the presence of an oscillating magnetic field is non-zero. The
results of these calculations are shown in Fig. 4. The bias point of qubit
1, fl, must be chosen to be far from 1/2, but not too far. In these calcula-
tions we take fi = 0.508. In the figure, we see that when qubit 2 is biased
at around f2 = 0.51, the first two system excited states are very similar to
the middle two computational states, with overlap elements of about 0.97.
At this same bias point one sees a Rabi matrix element of about 0.02,
which is more than sufficient for our purposes.
This approximate swap has been incorporated into simulation of the
FQLGA for the ID diffusion equation and the results are pictured in
Fig. 5. Snapshots of three different times have been shown, for both an
ideal simulation and one including the error introduced due to the approx-
imate collision. At time t = 0 one can see that we have initialized our
fluid to a gaussian profile. Later time steps of the ideal implementation
show the expected spreading due to diffusion, while conserving the total
number of particles. Increase in the diffusion constant of the approxi-
mate collision when compared to the ideal simulation results from the
enhanced population in the 100), 101), and 110) states relative to the I11)
state due to extra matrix elements in the approximate swap that couple
the four states. The matrix elements are actually enhanced more in the
upper triangle elements than in the lower triangle elements(with respect to
the anti-diagonal), which gives rise to the slight drift to the right that is
observed in the simulation.
Even with an ideal swap operator, an interesting timing issue arises
upon non-adiabatically switching the bias fields from the initialization set-
tings to the proper settings to do a Rabi oscillation between the two
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Fig. 4. The overlap between the first (second) excited state II) (12)) of the PC Qubit cou-
pled system and the 101) (110)) computational state are plotted when qubit 1 is biased at f =
0.508. The coupling between II1) and 12) in the presence of an AC magnetic field is also plot-
ted. Qubit coupling equal to t (same for both qubits) was assumed in the calculation.
middle product states. We first illustrate this timing issue and then show
how it can be made negligible by making a larger ensemble measurement.
Once the applied fluxes are changed to those appropriate to perform
the approximate swap, the initialized states will most likely not be eigen-
states anymore, and hence will begin to precess due to a time-independent
perturbation. Assuming things can not be accurately controlled at these
timescales, one will have now introduced a random phase difference
between the two qubits due to this Larmor precession. This effect is pic-
tured in Fig. 6. The states before the bias fields are switched lie along the
same geodesic. Upon changing the magnetic flux seen by each qubit, the
qubits begin to precess, out of phase.
The effect of this phase difference 3 on the algorithm will be to
alter the fraction of particles at each lattice site, post-collision, that are
"moving" to the right and to the left. The results of measuring the
post-collision occupation probabilities having accounted for a constant
phase difference is summarized by
P1 = P1, 8=0 + y sin(S), (8a)
P2 = P2. 8=o - Y sin(S). (8b)
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Fig. 5. The results of the FQLGA are simulated having accounted for the
approximate nature of the collision proposed in Sec. 4.1 (+). Qubit coupling
equal to r (same for both qubits) was assumed in the approximate swap simula-
tion. The ideal results of the FQLGA are also shown (o).
The effect of this error on the simulation is effectively averaged away when
an ensemble is measured, since S is randomly different for each member
of the ensemble. These results are shown in Fig. 7. One can see small
random deviations from the ideal simulation that can be made infinitesi-
mally small by measuring a larger ensemble (an ensemble average of 1000
repeated measurements was simulated here).
In summary, an initialization scheme has been developed that is not
available to qubits with only one term in their Hamiltonian. This initiali-
zation scheme is limited only by the precision of the current source used
to create the magnetic field that biases the qubit. The scalability of this
scheme relative to those used in NMRQC is an interesting question, but
is not resolved here. The collision implementation is also unique to qubits
with multiple term Hamiltonians, but the unitary transform implemented
is unique to the diffusion equation, and fortuitously simple. A collision
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N0;
Fig. 6. The unfilled circle and triangle represent two typical initialized states at
one lattice point, both on the same north pole to south pole geodesic, before their
flux bias is changed to perform the collision. The filled circle and triangle repre-
sent the same states after imprecise bias changing has occurred. Imprecisely timed
Larmor precession introduces a random phase difference 8 between the two states.
The unfilled triangle corresponds to the -ax ground state.
scheme that could be generalized to any unitary transformation would be
much more useful.
4.2. Generalized NMRQC-like Implementation
Generalization of the above implementation to any fluid dynamics,
i.e., any unitary transformation, can be done in an analogous way to
NMRQC schemes. Generalization of the collision transformation consists
of using a universal set of quantum computation gates, and decompos-
ing all transformations into a sequence of these. (2) In NMRQC collision
is performed by a sequence of single qubit unitary transformations and
coupled free evolution. In this section, we will begin by discussing the sin-
gle qubit rotations needed for a general decomposition, and briefly men-
tion the role they could play in initialization. We will then explore the
free evolution of a coupled PC Qubit system, and then show how to com-
bine the single and coupled pulses to implement the collision of the 1D
FQLGA for the diffusion equation.
147
Berns and Orlando
t=O t=5 t=10
* -
4-
00 o
+
0-9 e
o !
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
S n
-
o 0+
Z+ +o
o o
+ +
o P
o o
0 0
-+ +
+
5 10 5 10 5 10
0 15 0 15 0 15
Lattice Site
Fig. 7. The results of the FQLGA are simulated having accounted for a random
phase difference introduced before the collision for each member of the measure-
ment ensemble (+). The ideal results of the FQLGA are also shown (o).
Single qubit transformations can most easily be achieved in a rotat-
ing frame, since here the frequency of precession can be much lower than
the Larmor timescale. For this implementation we will only study the case
where our qubit is biased at f = 1/2. This discussion is easily generalized
to any bias point, but the mathematical notation can get quite cumber-
some. The Hamiltonian of the PC Qubit in an applied AC field is
H = woIx +gocos(wot + P)Iz, (9)
where wo is the frequency of the applied field, go is proportional to the
amplitude of the applied field, 0 is the phase of the applied field, and Ii =
-hi /2.
In the frame rotating about ix this Hamiltonian becomes
H = go[Ccos()Iz + sin( ) I]. (10)
The quantum state will now precess in this frame about the axis defined
by 0, with the angle through which the state has precessed given by
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0= g0t/2. It will be convenient to only consider the set of two rotations
defined by 4= 0 and 7r/2, which are rotations about Iz and Iy, respectively.
These rotations, denoted as Rz(O) and Ry(0), respectively, can be used in
conjunction to bring the qubit state to any point on the Bloch sphere in
the rotating frame.
One can use these single qubit rotations not only as part of the colli-
sion, but also for initializing, since they can bring the qubit state to any-
where on the Bloch sphere. As already discussed in Sec. 4.1, the ground
state of a coupled PC Qubit system is not in general the product of single
qubit ground states. Thus, when initializing a qubit via Rz(O) and Ry(O),
one is not starting rotation from the single qubit ground state. However,
since the ground state is very close to a product of single qubit ground
states, this difference is nearly negligible. In Fig. 8, we show the effects of
incorporating this error into the algorithm when the coupling constant is
taken to be 1/10 of the qubit resonant frequencies, a rather exaggerated
estimate since the coupling is usually much smaller. The diffusion constant
is decreased by this approximation, due to the enhanced population in the
I11) state relative to the 100) state from the coupling.
The other gate operation needed to form a universal set for general
decomposition is coupled free evolution. It is easiest to go to a co-rotat-
ing frame where one can have a coupled Hamiltonian only, i.e., no single
qubit terms, that is time-independent. In NMRQC this is done by going
to the frame where both qubits are rotated around the Z axis. However,
since our coupling does not commute with our single qubit terms, a differ-
ent method will be used. For notational convenience only, we consider the
case where both qubits are biased at f = 1/2, where our Hamiltonian is
/_ 2"2 27r (2)
I= o +  -, J12[ (11)zz
In the co-rotating frame where both qubits are rotating around the :^
axis, one has the Hamiltonian
IH= - J12[zi 2 + Ily] (12)
as long as w = W2 . This constraint of wI = w2 imposes limitations on
some NMRQC initialization schemes which use frequency selective initial-
ization.
One can now rewrite the unitary collision transformation in the fol-
lowing suggestive way:
Sexp [ i ( z2 y2 exp_ 12(13)
P, 1 ,,2 -C a•] (13)
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Fig. 8. The results of the FQLGA are simulated for NMR-like single qubit pulse
initialization, where errors arise from initializing a coupled ground state that is not
a product state (+). The ideal results of the FQLGA are also shown (o).
The first term is just free evolution in the co-rotating frame. The second
term can be written as:
exp - r = R ( R (
x exp i R - R - , (14)
where the middle term can be written as:
7 2 1 ,2 I 1 I2exp = exp [-ij ( ? ) R (7)
x exp -ij7 (I2+& &)] Rz (). (15)
Hence one can perform a decomposition of the collision transformation
into a sequence of single qubit rotations and coupled free evolution.
In summary, we have shown that the PC Qubit can implement the
unitary transform that performs collisions in the 1D FQLGA for the
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diffusion equation by a single and coupled qubit evolution decomposition.
The single qubit rotations were shown to be feasible for qubit initialization
as well, with a slight approximation due to the coupled ground state that
is not a product state. The coupled free evolution was seen to require iden-
tical qubit frequencies over a lattice site, making initialization a bit more
challenging.
5. CONCLUSIONS
In this paper, we have shown that the implementation of the FQLGA
for the ID diffusion equation is feasible with PC Qubits. We began by
considering the simplest scheme possible using the PC Qubit. This con-
sisted of first initializing the qubits while keeping them in their ground
state, and then performing the collision by quickly changing their flux bias
points and then performing a single 7r/2 pulse. This initialization tech-
nique could prove useful, but the way we have implemented the collision
is not easily generalized to other collisions. We needed to develop a more
general collision scheme, and then see how we could initialize in conjunc-
tion with that new scheme.
A more general collision transformation was then discussed by decom-
posing the unitary matrix into a sequence of single qubit rotations and
coupled free evolution. We first developed single qubit rotations for the PC
Qubit that could be used as part of the collision decomposition as well
as for initializing the occupation probabilities. The initialization was con-
sidered only approximate due to the permanent non-commuting coupling
between qubits. For the coupled free evolution we saw that transform-
ing to a rotating frame analogously to NMRQC set a strong but feasi-
ble constraint on the frequencies of our qubits. Ultimately one would like
to remove the constraint of equal frequencies, so that frequency-selective
initialization can be done analogously to the NMRQC implementation,
alongside the very general collision scheme. One would then also need to
account for initialization pulses rotating states from a non-product ground
state.
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A new regime of coherent quantum dynamics of a qubit is realized at low driving frequencies in the
strong driving limit. Coherent transitions between qubit states occur via the Landau-Zener process when
the system is swept through an energy-level avoided crossing. The quantum interference mediated by
repeated transitions gives rise to an oscillatory dependence of the qubit population on the driving-field
amplitude and flux detuning. These interference fringes, which at high frequencies consist of individual
multiphoton resonances, persist even for driving frequencies smaller than the decoherence rate, where
individual resonances are no longer distinguishable. A theoretical model that incorporates dephasing
agrees well with the observations.
DOI: I 0.1 103/PhysRevLett.97.150502
Macroscopic quantum systems coherently driven by
external fields provide new insights into the fundamentals
of quantum mechanics and hold promise for use in quan-
tum information science [1,2]. Superconducting Josephson
devices are model quantum systems [3] that can be ma-
nipulated by rf driving fields, and recent years have seen
rapid progress in the understanding of their quantum dy-
namics [4-13]. Quantum coherence of these systems can
be probed by temporal Rabi oscillations [4,7-13]. There,
the driving-field frequency v equals the energy-level sepa-
ration AE/h, and the population of the two levels oscillates
at a frequency wR much smaller than AE. In the weak
driving limit, hwR - A < AE = hv, where A is the driv-
ing amplitude parameterized in units of energy.
Coherent quantum dynamics can also be investigated at
driving frequencies much less than AE/h, and at strong
driving amplitude A - AE > hr. In this case, the transi-
tions occur via the Landau-Zener (LZ) process at a level
crossing [14,15]. Acting as a coherent beam splitter, LZ
transitions create a quantum superposition of the ground
and excited states and, upon repetition, induce quantum
mechanical interference. The latter leads to Stueckelberg
or Ramsey-type oscillations [16,17] in analogy to a Mach-
Zehnder (MZ) interferometer [18,19]. These oscillations
are also related to photoassisted transport [20-22] and
Rabi oscillations observed in the multiphoton regime
[7,13]. MZ-type interference is a unique signature of tem-
poral coherence complementary to Rabi oscillations, with
the time between sequential LZ transitions clocking the
dynamics similarly to the Rabi pulse width.
In this Letter, we report a new quasiclassical regime,
where coherence is still observed at driving frequencies in
the classical domain, PT2 5 1 [23], where T2 is the de-
phasing rate. This occurs because the interval between
consecutive LZ transitions, relevant for MZ interference,
0031-9007/06/97(15)/150502(4)
PACS numbers: 03.67.Lx, 03.65.Yz, 85.25.Cp, 85.25.Dq
is only a fraction of the driving-field period. We investigate
the crossover between the multiphoton and quasiclassical
regimes, demonstrating that coherent MZ-type interfer-
ence fringes in the qubit population persist for frequencies
PT2 : 1 even though individual multiphoton resonances
can no longer be resolved. This behavior should be con-
trasted with driven Rabi oscillations, where at low driving
frequency, PT2 5 1, there is no signature of coherence.
The crossover between the two regimes, vT 2 - 1, is also
influenced by inhomogeneous broadening resulting from
repeated measurements, as discussed below.
In our experiment we utilize a persistent-current (PC)
qubit [24]: a superconducting loop interrupted by three
Josephson junctions (JJ), one of which has a reduced
cross-sectional area [Fig. 1(a)]. A time-dependent mag-
netic flux f(t) = f* + fac(t) controls the qubit. For f(t) -
c 0/2, the qubit exhibits a double-well potential profile
with individual wells representing diabatic circulating-
current states, 10) and l1), with energies ±Et -Sf, where
8f = fc' - )o/2 is the flux detuning. These states are
coupled with a tunneling energy A. The driving and read-
out pulse sequence is illustrated in Fig. l(b). Qubit tran-
sitions are driven by a microwave flux fl a A cos21rvt,
with A, parameterized in units of energy, proportional to
the microwave source voltage Vrms. The qubit state is read
out with a dc SQUID, whose switching current Isw de-
pends on the flux generated by the qubit and, thereby, the
qubit circulating-current state. The device was fabricated at
Lincoln Laboratory using a fully planarized niobium tri-
layer process and optical lithography. The device has a
critical current density Jc - 160 A/cm 2, and the charac-
teristic Josephson and charging energies are Ej
(2vrh)300 GHz and Ec - (2rh)0.65 GHz, respectively.
The ratio of the qubit JJ areas is a - 0.84, and A -
(2vrh)10 MHz. The experiments were performed in a di-
150502-1 @ 2006 The American Physical Society
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FIG. 1 (color). (a) Schematic of the PC qubit surrounded by a
dc SQUID readout. dc and rf fields control the state of the qubit.
(b) A rf pulse of duration At >> •- drives the qubit, and its state
is inferred from the voltage VsQ across the SQUID pulsed with
current IsQ. (c) The qubit experiences two Landau-Zener tran-
sitions over a single rf period, accumulating a relative phase
A012 between them. (d) The resulting interference fringes in
qubit population for v = 270 and 90 MHz, and Vms = 240 and
171 mV, respectively, (vertical lines on Fig. 2).
lution refrigerator at a base temperature of 20 mK. The
device was magnetically shielded, and all electrical lines
were carefully filtered and attenuated to reduce noise (see
Ref. [18] for details).
The qubit dynamics in the strongly driven limit is influ-
enced by quantum interference at sequential LZ transi-
tions. As illustrated in Fig. 1(c), the qubit is initially
prepared in the ground state at flux detuning 8f, and, after
a first LZ transition at time t1 , it is in a coherent superpo-
sition of the two diabatic states. For times tl < t < t2, the
superposition state accumulates a relative phase A012,
which mediates the quantum interference at the second
LZ transition at time t2 . The sequence of two LZ transi-
tions, repeated many times during the rf pulse, is analogous
to a cascade of MZ interferometers. One expects MZ-type
interference fringes in the qubit population due to changes
in A012 associated with changes in Vrms and 8f, which are
indeed observed [Fig. l(d)].
Figure 2 presents the measured qubit population of state
I1) (color scale) as a function of V 0ms and 8f for high- and
low-frequency driving, v = 270 and 90 MHz, respectively.
Population transfer due to qubit driving appears at Vrms
exceeding a threshold value which varies linearly with I Ifl
and symmetrically about the qubit step. For high-frequency
driving, vT 2 ; 1, the individual multiphoton resonances
are distinguishable and form a "Bessel ladder" [18]
[Fig. 2(a)]. The population of state 11) for the nth-photon
resonance follows a Bessel-function dependence,
J2(A/h v). The range of 3f in Fig. 2(a) accommodates pho-
ton transitions with n = 1-45, which together define coher-
ent MZ interference-fringe bands of discrete resonances.
In contrast, for low-frequency driving, T2 ;! 1, the
individual photon resonances are no longer distinguishable
rf Source Vo~ag. V,. (mV)
FIG. 2 (color). Measured qubit population at strong driving in
two regimes. (a) v = 270 MHz. Multiphoton resonances of order
up to n = 45 can be discerned (PT2 > 1). (b) v = 90 MHz.
Individual resonances are no longer distinguishable (VT2 < 1),but coherent interference is still observed. Vertical lines indicate
the scans displayed in Fig. 1(d). A pulse of duration At = 3 pus
was used in both cases.
because the resonance widths exceed the resonance spac-
ing [Fig. 2(b)]. Nonetheless, the MZ interference-fringe
bands, a signature of coherence in the strongly driven
regime, indicate that the coherent interference mediating
the population transfer persists.
To understand these results we consider a driven qubit
subject to the effects of decoherence:
S= 1 ( h(t)2 A
Here, h(t) = e + 8E(t) + A cos27rvt is the energy detun-
ing from an avoided crossing modulated by the driving
field in the presence of classical noise SE(t). By a gauge
transformation, the Hamiltonian is brought to the form
A(t) = Ae-i(t), (2)
where Q(t) = fo h(7)dr (we set h = 1 while developing
our model, and restore it in the final results). Perturbation
theory gives the rate of LZ transitions between the states
10) and 11):
W = lim IA2,t,12/5t, At, = A(t')dt',
it-.oo 2
where 8t = t' - t > 0, and the limit physically means that
St is large compared to T2.
For the perturbation approach to be valid, the change of
qubit population must be slow on the scale of T2. This
condition can be written down as W << r2 = 1/T2. We
stress that this inequality does not imply that the effect of
driving the qubit is weak. The rate W can still be large
compared to the inelastic relaxation rate F1, leading to the
strong deviation of population from equilibrium observed
in our experiment.
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To evaluate W, we write the expression in Eq. (3) as
W = f(A(t + T)A*(t))d7, A(t) = Ae - i (t). (4)
By introducing Bessel functions in the Fourier series of
e
- i(A/w)sin t o, o = 27rP, we have
e-io(t) = e-`et-i84(•t) Jn(x)eiont,
n
A
x-
We average over 6t(t) with the help of the white noise
model (e0is( t) - i8 ( ')) = e - r 2 t - t'l, and integrate in (4) as
f e-i(E-'n) r-r2171 d7 = 2F 2 /[(e - &)n)2 + F2] to obtain
Z , E - n)- -12
For large n, Bessel functions can be expressed through the
Airy function Ai(u) = ( fo cos(uy + Sy3 )dy as J,(x) =
aAi[a(n - x)], a = (2/x)'/3 . Using the identity cotz =
,,n(z - rn)-l we approximate Eq. (5) as
iTra2A2 7F2i - a -A)]. 6W = 2 Imcot (e- iF2 )JAi 2[E-A) (6)
There are two main regimes exhibited by this expression:
(i) v > F2, and (ii) v s • 2. In case (i), we have a sum of
nonoverlapping resonances. For each value of E, the sum is
dominated by the term with n the nearest integer to /wo,
giving rise to resonances of strength J2(x), the Bessel
ladder of Ref. [18].
In contrast, in case (ii), the peaks in Eq. (5) are over-
lapping. Setting cot= i in Eq. (6) [23], we obtain
7ra2 A2
W(E, A) = Ai 2[a(E - A)/wo]. (7)
2w
The effect of F2 on the Airy function oscillation is small at
F2 5 (21r/a)v. Since a - 0.3 for E/hv < 50, this condi-
tion is compatible with v 5 F2. Equation (7) can also be
obtained by considering just two subsequent passages of a
level crossing at a short time separation It2 - tl <<
V-1[see Fig. 1(c)], and ignoring the periodicity of the
driving.
Since Ai(u < 0) oscillates as 1i-1/21u-1/4 COS(3 Jul 3/2 -
4), while Ai(u > 0) decays exponentially, Eq. (7) implies
that the transitions occur only for A > E, with a rate which
oscillates as a function of A - E. The oscillations are the
same for both integer and noninteger E/hv, confirming
that, while the resonances merge into a continuous band,
the interference fringes persist at v : F2, in agreement
with our observations.
To describe the population dynamics in the presence of
driving, we employ a rate equation approach, in which the
qubit level occupations Po,I obey Pi = ijgijPj, where
g01 = -gll = W + F1 , glo = -goo = W + F'. (8)
Here, F l = 1/T1 , F' = Fie-#' are the down and up re-
laxation rates. The magnetization of the stationary state is
a
i
c4
FIG. 3 (color). (a) Time evolution of excited state population
(v = 90 MHz, Vrm. = 171 mV) obtained by varying the pulse
width At. (b) The characteristic rate F as a function of flux
detuning 8f obtained by fitting to the exponential time depen-
dence [Eq. (9)] (inset shows examples of fits for the points I, II,
III and IV).
ms = Po - Pl = (IF - F')/(2W + F1 + Fl), which
gives the equilibrium value mo = tanh½ ce at weak exci-
tation, and ms << mo at high excitation.
To validate this model, we investigate the interference
fringes in the excited state population as a function of rf
pulse length At [Fig. 3(a)]. The rate equation predicts an
exponential time dependence for the magnetization,
m(At) = m, + (mo - ms)e - r t
(9)F = 2W + r, + F1.
By fitting exponentials [Eq. (9)] to the qubit population at
each flux detuning, we find the rate F which characterizes
how fast the stationary state is approached [Fig. 3(b)].
Since our Tl - 20 pzs [18] is much longer than the ob-
served transition time, we have Fr 2W. Comparing the
extracted F at points I and II in Fig. 3(b) with Eq. (7), we
obtain A/27rh = 13 MHz.
We now compare the experimental characteristic rate F
with the quantity 2W [Eq. (5)] in Fig. 4(a), and the ob-
served qubit population with that predicted by the model
[Eqs. (5) and (9)] in Fig. 4(b). From the best fits we obtain
F2/27r = 12-18 MHz (T2 - 9-13 ns), consistent with the
transition between the multiphoton and quasiclassical re-
gimes of Fig. 2: 270 MHz > F2 = 1/T 2 > 90 MHz.
502-3
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FIG. 4 (color). Comparison of experiment (blue) and theory
(red). (a) The transition rate from the right half of Fig. 3(b) fitted
with F defined by Eqs. (5) and (9). (b) State I 1) occupation taken
from Fig. 3(a), compared to the model, Eq. (9).
Inhomogeneous broadening is incorporated into the
model by assuming a Gaussian broadening mechanism
with standard deviation oT/21T = 40-45 MHz. The result-
ing power-broadened linewidth is approximately 150 MHz,
consistent with the linewidth observed in Fig. 2(a). Best fits
in Fig. 4 are obtained with slightly different values of F2
and o" within the ranges above. By using the fit parameters
for the 3 As magnetization curve, we can calculate the
qubit population in the multiphoton [Fig. 5(a)] and quasi-
classical [Fig. 5(b)] regimes as a function of 8f and Vrn.
In conclusion, we have observed quantum coherent qu-
bit dynamics at strong driving for frequencies smaller than
rf Source Votage Vm (mV)
FIG. 5 (color). Simulation of qubit population using model pa-
rameters extracted from data. (a) v = 270 MHz. (b) v = 90 MHz.
a 4
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the dephasing rate. In this limit, well-resolved multiphoton
transitions merge into a continuous band, while the Mach-
Zehnder-like coherent interference pattern persists. A
simple model of a driven two-level system subject to
decoherence is in remarkable agreement with the observed
interference patterns.
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Microwave-Induced Cooling of a
Superconducting Qubit
Sergio 0. Valenzuela, 1* William D. Oliver, z David M. Berns, 3 Karl K. Berggren,z 2Leonid S. Levitov,3 Terry P. Orlando4
We demonstrated microwave-induced cooling in a superconducting flux qubit. The thermal
population in the first-excited state of the qubit is driven to a higher-excited state by way of a
sideband transition. Subsequent relaxation into the ground state results in cooling. Effective
temperatures as low as =3 millikelvin are achieved for bath temperatures of 30 to 400 millikelvin, a
cooling factor between 10 and 100. This demonstration provides an analog to optical cooling of
trapped ions and atoms and is generalizable to other solid-state quantum systems. Active cooling of
qubits, applied to quantum information science, provides a means for qubit-state preparation with
improved fidelity and for suppressing decoherence in multi-qubit systems.
ooling dramatically affects the quantumdynamics of a system, suppressing de-
phasing and noise processes and reveal-
ing an array of lower-energy quantum-coherent
phenomena, such as superfluidity, supercon-
ductivity, and the Josephson effect. Convention-
ally, the entire system under study is cooled with3He- 4He cryogenic techniques. Although this
straightforward approach has advantages, such
as cooling ancillary electronics and providing
thermal stability, it also has drawbacks. In
particular, limited cooling efficiency and poor
heat conduction at millikelvin temperatures limit
the lowest temperatures attainable.
A fundamentally different approach to cool-
ing has been developed and implemented in
quantum optics (1-4). The key idea is that the
degrees of freedom of interest may be cooled
individually, without relying on heat transfer
among different parts of the system. By such
directed cooling processes, the temperature of
individual quantum states can be reduced by
many orders of magnitude with little effect on the
temperature of surrounding degrees of freedom.
In one successful approach, called sideband
cooling (5-8), the unwanted thermal population
of an excited state I1) is eliminated by driving a
resonant sideband transition to a higher excited
state 12), whose population quickly relaxes into
the ground state 10) (Fig. IA). The two-level sub-
system of interest, here {10), I1)), is efficiently
cooled if the driving-induced population transfer
to state 10) is faster than the thermal repopulation
of state 1). The sideband method, originally used
to cool vibrational states of trapped ions and atoms,
allows several interesting extensions (1-4, 9-12).
For example, the transition to an excited state can
be achieved by nonresonant processes, such as
'Massachusetts Institute of Technology (MIT) Francis Bitter
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adiabatic passage (9), or by adiabatic evolution in
an optical potential (10-12). Other approaches,
such as optical molasses and evaporative cooling,
have been developed to cool the translational de-
grees of freedom of atoms to nanokelvin temper-
atures, establishing the basis for the modem
physics of cold atoms (13).
Superconducting qubits are mesoscopic arti-
ficial atoms (14) that exhibit quantum-coherent
dynamics (15) and host a number of phenomena
12)
lo> \
u of,
Flux detuning (arb. un.)
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known to atomic physics and quantum optics,
including coherent quantum superpositions of
distinct macroscopic states (16, 17), time-
dependent Rabi oscillations (18-24), coherent
coupling to microwave cavity photons (25-27),
and Stiickelberg oscillations via Mach-Zehnder
interferometry (28-30). In a number of these
experiments, qubit state preparation by a de
pulse or by thermalization with the bath was
used. It is tempting, however, to extend the ideas
and benefits of optical cooling to solid-state
qubits, because they present a high degree of
quantum coherence, a relatively strong coupling
to external fields, and tunability, a combination
rarely found in other fundamental quantum
systems.
We demonstrate a solid-state analog to op-
tical cooling by using a niobium persistent-
current qubit (31), a superconducting loop
interrupted by three Josephson junctions (32).
When the qubit loop is threaded with a de
magnetic fluxf, = o0/2 , where Do - h/2e is the
flux quantum (h is Planck's constant), the
qubit's potential energy exhibits a double-well
profile (Fig. IA), which can be tilted by ad-
justing the flux detuning, 8f, =fq - 0o/2, away
from zero. The lowest-energy states of each
0
1.5 E
a-
01.0 i
0.0
-0.5
Flux detuning, Sfq (mo,)
Fig. 1. Sideband cooling in a flux qubit. (A) External excitation transfers the thermal populationfrom state 11) to state 12) (straight line) from which it decays into the ground state 10). Wavy lines
represent spontaneous relaxation and absorption, F20 >> F2 l,Fo1. The double well is the flux-qubitpotential comprising energy levels. (B) Schematic band diagram illustrating the resonant and
adiabatic sideband cooling of the ac-driven qubit. 11)-12) transitions are resonant at high drivingfrequency v (blue lines) and occur via adiabatic passage at low v (red lines). AOl and A12 are thetunnel splittings between 10) and 1) and between I1) and (2). (C) Cooling induced by ac-pulses withdriving frequencies v = 800, 400, 200, and 5 MHz. State 10) population Psw versus flux detuning6fq for the cooled qubit and for the qubit in thermal equilibrium with the bath (black lines, Tbath =300 mK). Measurements for v = 800, 200, and 5 MHz are displaced vertically for clarity. (Inset) Ps,
versus Sf, over a wider range of flux detuning; v = 800 MHz.
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well arc the diabatic qubit states of interest, !0)
and i1), characterized by persistent currents I,
with opposing circulation, whereas the higher-
excited states in each well, e.g., 12), are ancillary
levels that form the "sideband transition" with
the qubit. In contrast to conventional sidcband
cooling, which aims to cool an "external" har-
monic oscillator (c.g., ion trap potential) with an
"internal" qubit (c.g., two-level system in an
ion), our demonstration aims to cool an "inter-
nal" qubit by using an ancillary "intemal"
oscillator-like state [supporting online material
(SOM) Text].
When the qubit is in equilibrium with its en-
vironment, some population is thennrmally excited
from the ground-state |0) to state i) according to
Pl/po = exp[ -(El- Eo)/kiTbthl], where po0, are the
qubit populations for energy levels EO., k13 is the
Boltzmann constant, and Tbah, is the bath tcmpcr-
ature. To cool the qubit subsystem below Tbath, in
analogy to optical pumping and sideband
cooling, a microwave magnetic flux of ampli-
tude A and frequency v targets the |1)--12)
transition, driving the state 1) thermal popula-
tion to state |2), from which it quickly relaxes to
the ground state |0). The hierarchy of relaxation
and absorption rates required for efficient
cooling, F20 1 21, 0!, is achieved in our
system owing to a relatively weak tunneling
between wells, which inhibits the interwell
relaxation and absorption processes, 2)-- 1)
and 0)-- |1), compared with the relatively
strong intrawell relaxation process, 12)-10).
This three-level system behavior is markedly
different from the population saturation observed
in two-level systems.
The cooling procedure illustrated in Fig. 1A
is generalized to the energy-band diagram
shown schematically in Fig. 1B. The diabatic-
state energies
F-,0 - q 6,/q , E 2 "2 - E *1•qj• (1)
are linear in the flux detuning 68/, with the
energy E* 25 GHz and I = 1.44 GHz/meo
in our device, and exhibit avoided crossings
Aol = 12 MHz and A12 = A02 • 100 MHz due
to quantum tunneling through the double-well
barrier (Fig. 1A). The diabatic levels exchange
roles at each avoided crossing, and the energy
band is symmetric about 8f, = 0 (33).
Under equilibrium conditions, the average
level populations exhibit a thennally broad-
ened "qubit step" about 8fj - 0, the location of
the |0) to 1) avoided crossing. This is de-
termined from the switching probability P,,
of the measurement superconducting quantum
interference device (SQUID) magnetometer,
which follows the 10) state population (32)
P,. (1 + Fm ), mo2
E
tanh 2
2k5 T
(2)
where F is the fidelity of the measurement,
m o = Po - P is the equilibrium magnetization
that results from the qubit populations p0o, T-
Tbath, and E = cEl eo Fo 6-~ as inferred from
Eq. I. In the presence of microwave excitation
targeting the 1 )--2) transition, the resultant
cooling, which we will later quantify in terms of
an effective temperature Tff < Tbath, acts to
increase the ground-state population and, there-
by, sharpen the qubit step. This cooling signature
is evident in Fig. IC, where we show the qubit
step before and after applying a cooling pulse at
several frequencies for Thbi, = 300 mK.
The cooling presented in Fig. 1, B and C,
exhibits a rich structure as a function of driving
frequency and detuning, resulting from the man-
ner in which state |2) is accessed. The I1)-i2)
transition rate can be described by a product of a
resonant factor and an oscillatory Airy factor
(30). The former dominates at high frequencies
(800 and 400 MHz), where well-resolved res-
onances of n-photon transitions are observed, as
illustrated in Fig. 1B (transition in blue) and Fig.
IC (top traces and inset). The cooling is thus
maximized near the detuning values matching
e2 - e = nhv (downward arrows in Fig. I C). At
intcnncdiate frequencies (400 and 200 MHz),
the Airy factor becomes more prominent and
accounts for the Stickelbcrg-like oscillations
that modulate the intensity of the n-photon
resonances (28, 30). Below v - 200 MHz,
although individual resonances are no longer
discernible, the modulation envelope persists
due to the coherence of the Landau-Zcncr
dynamics at the A12 avoided crossing (30).
The 1)-- 2) transition becomes weak near the
zeros of the modulation envelope, where we
observe less efficient cooling, or even slight
heating (e.g., upward arrows in Fig. IC, 800
and 400 MHz). This is a result of the 0)-- 1)
transition rate which, although relatively small,
Aý << A,2, acts to excite the qubit when the
usually dominant 1)--•2) transition rate van-
ishes. At low frequencies [v < vo = (A] 2/A*)
12' 2
10 MHz], the state |2) is reached via adiabatic
passage (Fig. IB, red lines) and the popula-
tion transfer and cooling become convenient-
ly independent of detuning (see v - 5 MHz in
Fig. IC).
Maximal cooling occurs near an optimal
driving amplitude (Fig. 2). Figure 2A shows the
0) state population P,, measured as a function
of the microwave amplitude A and flux de-
tuning 6/8; for frequency v = 5 MHz. The
adiabatic passage regime, realized at this
frequency, is particularly simple to interpret,
although higher frequencies allow for an
analogous interpretation. Cooling and the dia-
mond feature of size A* - e*/21, can be
understood in terms of the energy band diagram
(Fig. 1B). For amplitudes 0 < A < A*/2,
population transfer between states 10) and 1)
occurs when A > |Gf|, such that the sinusoidal flux
reaches the Ao1 avoided crossing; this defines the
front side of the observed spectroscopy diamond
symmetric about the qubit step. For amplitudes
A*/2 < A < A*, the A12 (Ao2.) avoided crossing
dominates the dynamics, resulting in a second pair
of thresholds A = A* f, ,which define the back
side of the diamond. As the diamond narrows to
F I
_8r
4A*
ý30 MK 77 4 nKlllll
.15
(it (M+)
5 MHz ti 5 mK
AA'0 0()m 'm8AIA"
20 -
16 24 MOz T,- 15n, -K'
IVA
Flux i0oimii 1,? "ii
nci rg Dnrvm"
Pule Pulse
Fig. 2. Optimal cooling parameters and effective temperature. (A) State 10) population P,, versus
flux detuning, -A*12 < 8f, < A*I2, and driving amplitude A with v = 5 MHz, t, = 3 ps, and Tbath =
150 mK. Optimal conditions for cooling are realized at A = A*, where A* is defined in Fig. 1B. (B)
Effective temperature Teff. Qubit steps measured at v = 5 and 245 MHz (circles) and best fits to
Eq. 2. At 245 MHz, the aggregate temperature fitting (blue, Ttff = 13.8 mK) and the convex fitting
(orange, Teff = 9.1 mK) are shown. Tbath = 30 mK. (C and D) (Inset) Detail of the region A = A*
[white box in (A)] for v = 5 MHz (top) and v = 245 MHz (bottom). In each case, Teff is extracted
from the qubit step as in (B). Lines are guides for the eye; tp = 3 ps, Tbath = 150 mK. (E)
Spectroscopy of uncooled (top) and cooled (middle) qubit (5 MHz, 3-ps cooling pulse) at Tbath =
30 mK. Cumulative switching-probability distribution as a function of I, and 6f, under 500-MHz ac
excitation.
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the point A = A*, cooling is observed. There only
one of the two side avoided crossings is reached
and, thereby, strong transitions with relaxation to
the ground state result for all 6fq, yielding the
sharpest qubit step. ForA > A*, both side avoided
crossings A12 and A02, are reached simultaneously
when |Sfq < A - A*, leading again to a large
population transfer between 10) and I1).
When an ac field is applied, the qubit is no
longer in equilibrium with the bath, but it can
still be well characterized by an effective tem-
perature Teff using Eq. 2 with T = Tef. This is
illustrated in Fig. 2B for v = 5 MHz and v = 245
MHz (Tbath = 30 mK). At v = 5 MHz, the qubit
step clearly follows Eq. 2, as shown with a fit
line for Tet = 3.4 mK. At 245 MHz, individual
multiphoton resonances are evident, and Psw is
a nonmonotonic function of 8f, In this case, Teff
is still a useful parameter to quantify the ef-
fective cooling, but it should be interpreted as
an aggregate temperature over all frustrations.
Altematively, because the cooling is maximized
at individual resonances, one may perform a
convex fitting of Eq. 2, where only the solid
(orange) symbols are taken into account to de-
termine the effective temperature at the resonance
detunings. The convex effective temperature
TCnvex = 9.1 mK is smaller than the aggregate
value Tff = 13.8 mK. In the remainder of the
paper, we refer to the more conservative effec-
tive temperature obtained using the aggregate
definition.
Figure 2, C and D, show the variation of
T,ff about A = A* for v = 5 MHz and v = 245
MHz, respectively, in the region marked with a
white rectangle in Fig. 2A (insets show the raw
data). As seen in these figures, Teff typically
presents a minimum, where the cooling is most
efficient and from which A* can be determined.
To determine whether the observation of a
sharp qubit step proves that the system makes
transitions to the ground state, as opposed to
2
E
I-
100 200 300 400
T, (mK)
selectively populating an excited state with the
same magnetization, we measured the excitation
spectra of the "precooled" qubit and of the qubit
in thermal equilibrium with the bath (Fig. 2E). In
the former, a weak ac excitation was applied
immediately after the cooling pulse (time lag
less than 100 ns), well before the system equil-
ibrates by warming up to the bath temperature
(see below). By comparing the excitation spectra
of the equilibrium and cooled systems (Fig. 2E,
Tbarh = 30 mK), we note that, although cooling
markedly reduces the step width, making the
qubit much colder, the excitation spectrum re-
mains unchanged. Because the ac excitation is
resonant with the 10)-- 1) transition only, this
strongly indicates that the population in a cooled
qubit is in the ground state.
Figure 3, A and B, summarize the depen-
dence of Tf = Teff(A*) on the dilution re-
frigerator temperature Tbath = 30 to 400 mK for
several frequencies v, spanning thý resonant to
the adiabatic passage limits, with a fixed pulse
width t, = 3 Its. In Fig. 3A, at large v, Te,"
exhibits a monotonic increase with Tbath, which
becomes less pronounced as v decreases. In the
adiabatic passage limit, e.g., v = 5 MHz, Tkf -• 3
mK is practically constant and reaches values
that, notably, can be more than two orders of
magnitude smaller than Tbath. In Fig. 3B, T7*t is
observed to increase linearly with v for different
values of Tbath. Because the number of reso-
nances in the qubit-step region is inversely
proportional to v, the cooling at the individual
resonances depends only weakly on v when
using the convex definition TcYvex(A*).
Figure 3C displays the measurement-fidelity
F versus Tbath. Although the qubit is effectively
cooled, Tf << Tath, over the range of Tbth in
Fig. 3, A and B, the readout SQUID is not
actively cooled, and its switching current dis-
tribution broadens with Tbath (fig. S2). At high
temperatures, the fidelity F, defined in Eq. 2,
Fig. 3. Effective temperature Teff or A = A* and measurement fidelity F. (A) T*ff versus Tbath at the
indicated driving frequencies v. T*ff increases with Tbath at high v, but remains constant at low v.(B) T*ff versus v for different values of Tbath. Lines are linear fits. (C) F versus Tbath at the indicated
v. A pulse width tp = 3 ps was used in all cases.
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becomes too small to discriminate the two qubit
states; this is independent of the qubit's effective
temperature, which remains -3 mK at all values
of Tbath. We observe that the fidelity F is larger
than 0.8 for Tbath < 100 mK, remains above 0.5
at 3He refrigerator temperatures, but drops to F=
0.1 at Tbath = 400 mK, limiting our ability to
measure the qubit state at higher temperatures
(SOM Text).
The cooling and equilibration dynamics of
the qubit are summarized in Fig. 4 (Tbath = 150
mK). Cooling a qubit in equilibrium with the
bath requires a characteristic cooling time. In
turn, a cooled qubit is effectively colder than its
environment, a nonequilibrium condition, which
over a characteristic equilibration time will
thermalize to the environmental bath temper-
ature. This relation between cooling and equil-
ibration times determines the facility of cooling
the qubit and performing operations while still
cold. Figure 4, A and B, show the time evolution
at cooling and warming up of the qubit step. The
top panels show Psw as a function of 6fq and
cooling-pulse length t, (Fig. 4A, v = 245 MHz),
and as a function of ifq and waiting-time tw after
A B
100 bath =150 mK X 1
E v = 245MHz
=oa=150 mK
0 1 2 31 0 100 200
S tp (S) tt4s)
100-
*1
0 100 200 300 400
Tbath(mK)
Fig. 4. Dynamics of cooling and equilibration.
(A) (Upper panel) State |0) population Ps, as a
function of fq and cooling pulse width tp (v =
245 MHz). (Lower panel) Teff versus tp extracted
from upper panel (circles) and exponential fit(blue line) with -1-ps time constant. (B) (Upper
panel) State 10) population Ps, as a function of
6fq and waiting time t. after the cooling pulse(t, = 3 Is and v = 5 MHz). (Lower panel) Teff
versus t, extracted from upper panel (circles)
and exponential fit (blue line) with -100-is time
constant. Tbath = 150 mK. (C) Characteristic
equilibration and cooling times for different
Tbath. Cooling is performed at the indicated
frequencies.
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precooling with a 5-MHz pulse (Fig. 4B) (for t,
and t, definition, see fig. SI). Note the dif-
fcrencc in the time scales, where it is observed
that substantial cooling is accomplished within
1 as (Fig. 4A), but equilibration occurs over a
much longer time scale (Fig. 4B). Fitting to Eq. 2
yields T,ff as a function oftp, and tw (Fig. 4, A and
B, bottom panels). The near-exponential behav-
ior of Tfo" versus tp and tw allows one to infer the
characteristic cooling and equilibration times as
defined by an exponential fitting (solid blue
lines), which are summarized in Fig. 4C.
Notably, the cooling characteristic time is nearly
independent of both v and Tbath and, on average,
is about 500 ns. In contrast, at the base temper-
ature of the dilution refrigerator, the equilibration
time is about three orders of magnitude longer,
300 gs, and remains one order of magnitude
longer at 250 mK, a temperature that is acces-
sible with 3He refrigerators.
The minimum qubit effective temperature
demonstrated in this work was estimated to be
Tff z 3 mK. This value is consistent with the
inhomogeneously broadened linewidth ob-
served in the experiment, which likely places a
lower limit on the measurable minimum temper-
ature. The microwave-induced cooling presented
here can be applied to problems in quantum in-
formation science, including ancilla-qubit reset
for quantum error-correcting codes and quantum-
state preparation, with implications for improved
fidelity and decoherence in multi-qubit systems.
This approach, realized in a superconducting
qubit, is generalizable to other solid-state qubits
and can be used to cool other on-chip elements,
e.g., the qubit circuitry or resonators.
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U-Pb Isotopic Age of the StW 573
Hominid from Sterkfontein,
South Africa
]oanne Walker,' Robert A. Cliff,'* Alfred G. Latham 2
Sterkfontein cave, South Africa, has yielded an australopith skeleton, StW 573, whose completeness
has excited great interest in paleoanthropology. StW 573, or "Little Foot," was found 25 meters below
the surface in the Silberberg Grotto. 238U-206Pb measurements on speleothems immediately above
and below the fossil remains, corrected for initial 234U disequilibrium, yield ages of 2.17 ± 0.17 million
years ago (Ma) and 2.24 L~09 Ma, respectively, indicating an age for StW 573 of close to 2.2 Ma.
This age is in contrast to an age of -3.3 Ma suggested by magnetochronology and ages of -4 Ma based
on z'Be and 26"A, but it is compatible with a faunal age range of 4 to 2 Ma.
S terkfontein, 50 km northwest ofJohannesburg, is part of a world heritage
site dubbed the Cradle of Humankindbecause it has produced about one-third of the
world's known early hominid fossils (1). The
Sterkfontein deposits formed in the lower levels
'School of Earth and Environment, University of Leeds,
Leeds L52 9]T, UK. 2School of Archaeology, Classics, and
Egyptology, University of Liverpool, Liverpool L69 3GS, UK.
*To whom correspondence should be addressed. E-mail:
bob@earth.leeds.ac.uk
of the pre-Cambrian Malmani dolomite (2) and
are divided into stratigraphic members (members
1 to 6 from the base), correlating the deposits to a
layer-cake stratigraphy (3, 4). StW 573 comprises
a skull, foot, tibia, radius, humerus, and other arm
and hand bones (5, 6). With its combination of
human and ape-like features, this fossil has the
potential to provide new insights into the
evolution of early hominids, such as their degree
of adaptation to bipedalism (5-7). The fossil is
found within member 2 in the Silberberg Grotto,
where the deposits comprise calcified breccias
interlayered with flowstoncs, of which three flow-
stone layers are associated with StW 573 (Fig. I).
The skeleton is cemented in breccia on the flank
of a former talus slope (4, 5). The lower leg bones
are separated from the remainder of the skeleton
by part of flowstone layer 2C. This is due to par-
tial slumping of the middle section of the skeleton
before the formation of this flowstone (5). The
flowstones are intact and show no signs of post-
depositional faulting that would indicate later
disturbance, and they are considered to lie in their
original stratigraphic order.
Previous work on the age of StW 573 has
been based on several types of evidence: fauna,
stratigraphic position relative to an indepen-
dently dated horizon, electron spin resonance
(ESR), paleomagnetism, and cosmogenic iso-
topes. StW 573 was initially dated at 3.5 to 3.0
million years ago (Ma) according to the strati-
graphic separation between members 2 and 4
(7, 8) and the presence of a Chasmaporthetes
specimen within the member 2 deposits (6) that
was likened to a specimen at the Miocene-
Pliocene site of Langcbaanweg, South Africa
(9). It was estimated that the intervening mem-
ber 3 deposit, which is -8 m in thickness (10),
would have taken 300,000 to 500,000 years to
accumulate (7, 8). Member 4 was dated at 2.8 to
2.4 Ma through faunal correlation studies with
dated East African assemblages (11-13) and at
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Amplitude Spectroscopy of a Solid-State Artificial Atom
D. M. Berns,' M. S. Rudner,' S. O. Valenzuela, 2 K. K. Berggren, 3, * W. D. Oliver,3 ,t L. S. Levitov,' and T. P. Orlando4
'Department of Physics, Massachusetts Institute of Technology, Cambridge MA 021392MIT Francis Bitter Magnet Laboratory, Cambridge, MA 02139
JMIT Lincoln Laboratory, 244 Wood Street, Lexington, MA 02420
4Department of Electrical Engineering and Computer Science,
Massachusetts Institute of Technology, Cambridge, MA 02139
(Dated: May 11, 2008)
The energy-level structure of a quantum system plays a fundamental role in determining its behavior and
manifests itself in a discrete absorption and emission spectrum [1]. Conventionally, spectra are probed via fre-
quency spectroscopy [1, 2] whereby the frequency v of a harmonic driving field is varied to fulfill the conditions
AE = hv, where the driving field is resonant with the level separation AE (h is Planck's constant). Although
this technique has been successfully employed in a variety of physical systems, including natural [1, 2] and
artificial [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] atoms and molecules, its application is not universally straightfor-
ward, and becomes extremely challenging for frequencies in the range of 10's and 100's of gigahertz. Here
we demonstrate an alternative approach, whereby a harmonic driving field sweeps the atom through its energy-
level avoided crossings at a fixed frequency, surmounting many of the limitations of the conventional approach.
Spectroscopic information is obtained from the amplitude dependence of the system response. The resulting
"spectroscopy diamonds" contain interference patterns and population inversion that serve as a fingerprint of
the atom's spectrum. By analyzing these features, we determine the energy spectrum of a manifold of states
with energies from 0.01 to 120 GHz x h in a superconducting artificial atom, using a driving frequency near 0.1
GHz. This approach provides a means to manipulate and characterize systems over a broad bandwidth, using
only a single driving frequency that may be orders of magnitude smaller than the energy scales being probed.
Spectroscopy has historically been used to obtain a wide
range of information on atomic and nuclear properties [1, 2].
Early on, the determination of spectral lines helped eluci-
date the principles of quantum mechanics through studies of
the hydrogen atom and facilitated the discovery of electron
and nuclear spin. Since then, several spectroscopy techniques
to determine absolute transition frequencies (or, equivalently,
wavelengths) have been developed, involving the emission,
absorption, or scattering (e.g. Raman) of radiation. The ad-
vent of tunable, coherent radiation sources at microwave and
optical frequencies led to the age of modern atomic spec-
troscopy, where a primary approach is to identify absorption
spectra as the source frequency is varied [1, 2].
The study of artificial atoms at cryogenic temperatures,
whose spectra extend into the microwave and millimeter wave
regimes (10-300 GHz), faces different challenges. Stable tun-
able microwave sources in excess of 70 GHz exist, but are
expensive, and generally require multipliers which are inef-
ficient and intrinsically noisy [14]. Frequency dependent dis-
persion and attenuation, tight tolerances to control impedance,
and multi-mode or restricted-bandwidth performance of trans-
mission lines and waveguides [14], limit the application of
broadband frequency spectroscopy in these systems. De-
spite these challenges, superposition states in superconduct-
ing [3, 4, 5] and semiconducting artificial atoms [6] have
been probed directly up to several 10's of GHz. A number
of leading groups have developed alternative techniques, e.g.,
resonant- and photon-assisted tunneling [7, 8], which can be
used to access spectroscopic information in specific systems at
*Present address: EECS Department, MIT
tElectronic address: oliver@ll.mit.edu
even higher frequencies, though each has its own advantages
and limitations and may not be easily applicable to other sys-
tems.
"Amplitude spectroscopy," introduced in this manuscript,
probes the energy level structure of a quantum system via its
response to driving-field amplitude rather than frequency (Fig.
IA). It is applicable to systems with energy-level avoided
crossings that can be traversed using an external control pa-
rameter. For a generic artificial atom, such longitudinal ex-
cursions throughout the energy level diagram (Fig. IC) are
realized by strongly driving the system with an external field
at a fixed frequency, which may be several orders of magni-
tude lower than the energy-level spacing. In this limit, the
system evolves adiabatically, except in the vicinity of energy-
level avoided-crossings where Landau-Zener-type quantum
coherent transitions occur. The quantum interference between
repeated Landau-Zener transitions gives rise to interference
fringes that encode information about the system's energy
spectrum. By trading amplitude for frequency, the amplitude
spectroscopy approach allows one to probe quantum systems
with strong coupling to external fields, such as solid-state arti-
ficial atoms, over extraordinarily wide bandwidths, bypassing
many of the limitations of a frequency-based approach.
We demonstrate amplitude spectroscopy with a supercon-
ducting qubit, a solid-state artificial atom exhibiting discrete
energy states [7] that can be strongly coupled to external ra-
dio frequency (RF) fields while preserving quantum coher-
ence [9]. Artificial atoms are natural systems for probing a
wide range of quantum effects: coherent superpositions of
macroscopic states [3, 4, 5], Rabi oscillations [9, 10, 11, 12,
13, 15, 16, 17, 18], incoherent Landau-Zener transitions [19],
Stiickelberg oscillations [20, 21, 22, 23], microwave cool-
ing [24, 25, 26], and cavity quantum electrodynamics [27,
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FIG. 1: Amplitude spectroscopy with long-pulse driving towards saturation. (A) Amplitude spectroscopy diamonds. The qubit is driven at
a fixed frequency v = 0.160 GHz, while amplitude V is swept for each static flux detuning Sfdc. Color scale: net qubit population in state1q, L), where L (R) labels diabatic states of the left (right) well of the qubit double-well potential, and q = 0, 1, 2,... labels the longitudinal
modes. The diamond edges signify the driving amplitude V for each value of Sfdc when an avoided level crossing is first reached (amplitudesV1 - V5 for 6fdc = 6fd*c). The main diamond regions, symmetric about Sfd, = 0, are labeled Dl to D5. Arrows indicate signatures of
transverse mode coupling (see Fig. 4). Top axis: the 10, L) - 10, R) energy spacing AEo,o accessed by V from 6 fdc = 0. (B) Schematic of thequbit surrounded by a SQUID magnetometer readout. Static and radio-frequency (RF) fields control the state of the qubit: a 3-jis cooling-pulsefollowed by an amplitude-spectroscopy pulse of duration At and amplitude V. The qubit state is determined with a synchronous readout pulse
applied to the SQUID. (C) Schematic energy-level diagram illustrating the relation between the driving amplitude V and the avoided crossingpositions for a particular static flux detuning 6fdc = Jf,*c. The arrows represent the amplitudes V1 - V5 of the RF field at which the illustratedavoided crossings are reached, marking the onset of the diamond regions in (A).
28, 29] have been demonstrated with these systems. Signif-
icant progress has also been made toward their application to
quantum information science [30, 31], including state initial-
ization [24], tunable [32, 33, 34] and long-distance [35, 36]
coupling, quantum control [37, 38, 39, 40], quantum state to-
mography [41], and measurement [42, 43, 441.
Our qubit (Fig. IB) is a niobium superconducting loop in-
terrupted by three Josephson junctions (see also App. A) [45,
46]. The qubit potential has a two-dimensional double-well
profile near flux-bias f 4%0/2, parameterized by the de-
tuning 6f - f - 0o/2, where 4o is the superconducting
flux quantum (Fig. A5). The system's energy eigenstates are
comprised of transverse (p = 0, 1, 2,...) and longitudinal
(q = 0, 1, 2,...) modes, with energies controlled by the flux
detuning 6f. When the potential is tilted so that resonant inter-
well tunneling is suppressed, the eigenstates closely approxi-
mate the diabatic well states localized in the left (L) and right
(R) wells, and are associated with loop currents of opposing
circulation. In this limit, the energies of localized states in
the left (right) well increase (decrease) approximately linearly
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with flux detuning (Fig. IC). Whenever the diabatic states
Ip, q, L) and jp', q', R) are degenerate, resonant interwell tun-
neling mixes them and opens avoided crossings Apq,p,q,.
We drive the qubit longitudinally with a time-dependent
flux f (t) = 6fdc - 4rf sin wt, with a harmonic term of am-
plitude 4 rf, proportional to the source voltage V, that induces
sinusoidal excursions with frequency v = w/2ir through
the energy bands about a static flux bias 6 fde. Because the
transverse and longitudinal modes should be decoupled for a
symmetric system, we assume initially that only the lowest
transverse mode is populated and use the reduced notation:
1p, q, L) - jq, L), Ip', q', R) -~ Iq', R), and Apq,p'q, I Aq,q,
(Fig. A5B). We do observe, however, signatures of weak exci-
tations of transverse modes (see Fig. 4 and related discussion).
Each experiment uses the pulse sequence shown in Fig. IB,
which consists of a harmonic cooling pulse to initialize the
qubit to its ground state [24], followed by the desired ampli-
tude spectroscopy pulse. The qubit state is determined with a
synchronous readout pulse applied to a superconducting quan-
tum interference device (SQUID) magnetometer (App. A 3).
Using this technique, we investigate both the long and short
time behavior of our qubit, and infer the energy-level slopes
mq, and the splittings Aq,qt and locations 65 fq,q of avoided
crossings to construct the energy level diagram.
Fig. IA displays the amplitude spectroscopy of the qubit
driven towards saturation. We choose a driving frequency v
such that, throughout the driving cycle, hv is generally much
smaller than the instantaneous energy-level spacing, yet the
speed is large enough to make the evolution through avoided
crossings non-adiabatic. In this regime, Landau-Zener tran-
sitions drive the system into coherent superpositions of en-
ergy eigenstates associated with different wells. Four primary
"spectroscopy diamonds" with large population contrast, cen-
tered about 5fde = 0 (DI, D2, D3, and D4), are observed
in the data; they are flanked by eight fainter diamonds. The
diamond structures result from the interplay between static
flux detuning and driving amplitude, which determine when
the various avoided crossings are reached. Because the on-
set of each diamond is associated with transitions at a par-
ticular avoided crossing, the diamond boundaries signify the
avoided crossing locations. We use the linear relation between
V and 4(rf (see Fig. 2A) to obtain the avoided crossing loca-
tions 5fq,q, listed in Table 1.
For a particular static flux detuning 6fad = 6fic < 0
(Figs. IA and IC) and driving amplitude increasing from
V = 0, population transfer from 10, L) to 10, R) first occurs
when the Ao,o avoided crossing is reached at V = V1 (front
side of diamond DI, see Fig. IA). For V1 < V < V2 , in-
terferometric Landau-Zener physics [20, 21, 22, 48] at the
Ao,o avoided crossing results in the observed fringes (detail,
Fig. 2A). At V = V2, the adjacent avoided crossing A 1,0 is
reached, inducing transitions between levels 10, R) and (1, L)
and marking the back of D 1.
For V2 < V < Va, the saturated population depends on
the competition between transitions at A0 ,o and A 1,0, on fast
intrawell relaxation, and to a lesser extent on much slower
interwell relaxation processes. Because in our experiment
Ao,o < hv - A1 ,0 , the result is dominated by the dynam-
ics at the A1 ,0 crossing. Although transitions 10, L) - 10, R)
are induced at the A0o,o crossing, stronger transitions at A 1,0
convert a substantial fraction of that population to 11, L). This
excited population quickly relaxes back to 10, L), thus sup-
pressing the net population transfer. For the combinations of
6fdc and V where interference between successive passages
through A 1,0 is instead destructive, signatures of transitions
due to A0 ,0 are visible, albeit with reduced contrast (detail,
Fig. 2A).
At even larger amplitudes, transitions to additional excited
states become possible. When V > V3, the qubit can make
transitions between 10, L) and II, R), marking the front side
of diamond D2. The backside of this diamond is marked by
the amplitude V = V4 that reaches A 2,o, allowing transitions
between 10, R) and 12, L). This description can be extended
straightforwardly to the remainder of the spectrum. In this
device, we did not find explicit signatures of coherent multi-
path traversal between the 6f < 0 and 6f > 0 regions of
the energy-level diagram (e.g., via avoided crossings A1,1 and
A 2 ,2, .. )-
There are several remarkable features associated with the
amplitude spectroscopy shown in Fig. IA. First, we are able to
probe the qubit continuously over extraordinarily wide band-
width using a single driving frequency of only 0.16 GHz. The
highest diamond (D5) in Fig. IA results from transitions to
energy levels more than 100 GHz xh above the ground state.
Even at such high energy levels, our artificial atom retains
its energy-level structure in the presence of the strong driv-
ing used to access them.
Second, diamond D2 exhibits strong population inversion
due to competition between transitions at avoided crossings
A 0,1 and A 1,0 combined with fast intrawell relaxation to
10, L) and 10, R) (Fig. 2A). The transition rates at Ao,1 and
A 1,0 exhibit strong oscillatory behavior due to Landau-Zener
interference, constructive or destructive, depending on the val-
ues of 6fdc and V. The competition between these rates leads
to a checkerboard pattern symmetric about 6 fdc = 0 with
alternating regions of strong population inversion and effi-
cient cooling. Similar checkerboard patterns are present in
the higher diamonds. The population inversion observed here
is incoherent, and can serve as the pump for a single-atom
laser [49].
The energy-level separation AEq,q, h(jmqI +
Imq, I)(6fdc - bfq,q') between states Iq, L) and Iq',R) is pro-
portional to the net flux detuning from the location 6fq,q, of
the avoided crossing Aq,q,, and to the sum of the magnitudes
of the energy-level slopes mq and mq,. Because the relative
phase accumulated between the Iq, L) and Iq', R) components
of the wave function over repeated Landau-Zener transitions
is sensitive to AEq,q,, the slopes can be derived from the in-
terference patterns which arise when varying 6fdc. The Nth
node in the interference pattern occurs when a relative phase
of 27rN is picked up during the qubit's excursion beyond the
avoided crossing. The detuning locations of the nodes (inset,
Fig. 2B) follow the power-law sqq, N 2/3 with a prefactor sqq,
165
RF Flux Excursion tbf (m4fo)
M0.1 , 1f.o06f,o
A
4
E
j 2
p
.2
JSto
nr Cource vonzage v (mvm)
B
s
E
Ur.
FIG. 2: Energy-level slopes and interference patterns. (A) Detail of diamonds D1 and D2 (Fig. lA) showing interference patterns due to
single (Dl) and multiple (D2) avoided crossings (see text). Diamond D2 exhibits strong population inversion. Arrows mark the location of
the avoided crossing positions. Energy-level slopes are extracted in (B) from the interference fringes (dashed white lines) at 43 mVrm (D1)
and 150 mV,,s (D2). The flux-to-voltage conversion factor is determined by the front side of D1 (dotted white line). (B) Determination ofthe energy-level slopes for levels 10, L), 10, R), I1, L), and I1, R). Detuning location of the Nth interference-node (see inset) vs. N2/ 3 atthe voltages marked with dashed lines in (A) and their corresponding linear fits (red line). Inset: Vertical slice from diamond D1 (43 mVm,,).Interference nodes N used in the main panel are indicated by dotted lines. (C) 2D Fourier transform of both diamonds in (A). The sinusoids
with wavenumbers ko and ki are contributions from diamonds D1 and D2, respectively, and are related to the energy-level slopes (see text).
related to the energy-level slopes (App. B 1):
Imq + mfj= av a s (GHz(m•0o)'
where a = 37r/2x/2. The factor a is the frequency-dependent
conversion factor between RF flux and source voltage; its
value a = 0.082 mlo/mV,,m is inferred from the slope of
the front edge of the first diamond (Fig. 2A). Fig. 2B shows
the N 2/ 3 power-law fits to the nodes of the vertical slices
in diamonds Dl and D2 which are used to extract mo and
mi (Fig. 2A, dashed vertical lines), where we take Imq| =
Imq, I a mq for q = q' in our system. The slopes are ob-
tained sequentially from the fitted values sqq, in Eq. 1, starting
with 2mo = 2.88 GHz/m4 0 , followed by mo + mi = 2.534
GHz/m<o; their values are summarized in Table 1.
The relation between the slopes mo and m, is most clearly
exhibited by the 2D Fourier transform of the diamonds in
Fig. 2C (App. B 2). The observed structure in the first two
diamonds arises from the underlying "Bessel-function stair-
cases" of multi-photon resonances associated with transitions
between the lowest four energy levels, where the n-photon
absorption rate depends on driving amplitude through the
square of the Nth-order Bessel function [20, 22, 23]. Us-
ing Fourier analysis, the apparently complicated mesh of
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FIG. 3: Amplitude spectroscopy with short-pulse driving. (A) Qubit response to a short RF pulse of variable length At as a function of static
flux detuning 6 fdc, with V = 181 mVrms; v = 0.045 GHz. Top axis: driving field period (regions A-E); the maximum pulse width corresponds
to -1.5 oscillation periods. The scan is performed at an amplitude value in the left side of diamond D3 (Fig.Al 1), which reaches all crossings
through Ao, 2 and A2,0. (B) Detail of the interference pattern in the boxed region of (A). The black curve marks the pulse width At at which
the sinusoidal flux-excursion first exceeds and, subsequently, returns through AO, 2 at flux detunings 6fdc. (C) Temporal oscillations along thehorizontal line in (B) at the specific static flux bias 5fdc = fd*, fitted by a Landau-Zener model with damping (red line, see text). (D) Nth
interference node versus N21 3 along the vertical line in (B) and best linear fit. Inset: interference pattern along vertical line in (B) and node
locations.
overlapping Bessel functions is transformed to a pair of si-
nusoids with periodicity related to the energy level slopes,
kv = ±ag sin (k6fd, /g), where g = 2(Imq + Imrq I)/v [50].
The sinusoid associated with q = q' = 0 arises from the tran-
sitions at A 0,0 , while the second sinusoid with q = 0, q' - 1
and q = 1, q' = 0 is degenerate and arises from the transi-
tions at A 0,1 and A 1 ,0 . All four diamonds and their individual
Fourier transforms are presented in Figs. A6-A 10.
Valuable additional information about the energy level
spectrum and temporal coherence is gained by perform-
ing amplitude spectroscopy over short time scales (Fig. 3).
Temporal-response measurements are performed by initializ-
ing the system to the ground state at detuning 6fd,: and then
applying an RF field pulse of a variable length At, with fixed
frequency and amplitude. The phase of the sinusoid is care-
fully adjusted to maintain the timing and directionality of the
RF-flux excursion through the energy levels between pulses.
Crossing Location Coupling Slope
q, q' 6f,q,L(mo) Aq,q, /h (GHz) mq, (GHz/m(o)
0, 0 0 0.013 ± 0.001 1.44 ± 0.01
0, 1 8.4 ± 0.2 0.090 ± 0.005 1.09 ± 0.03
0, 2 17.0 - 0.2 0.40 + 0.01 0.75 ± 0.04
0, 3 25.8 - 0.4 2.2 ± 0.1 0.49 ± 0.08
TABLE I: Energy spectrum parameters of a superconducting artifi-
cial atom determined using amplitude spectroscopy
When the pulse ends abruptly at time At, the state of the sys-
tem is preserved as the flux detuning instantaneously returns
to 5fd(c (finite decay-time corrections are discussed below).
This is exemplified in Fig. 3, where parameters are tuned to
investigate the A 2,0 level crossing (Fig. Al l). For example,
167
T 'A.E
I-
SV~(mr',) I
I
1
I
4 5
4LIi
RF Pulse Width At (ns)
480N. 12 2 R>
O.0.0> 11,2,R>"•'• "• "'9---..
o'o.•,2,R>
Flux Detuning
6f (m4wo)
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starting in the ground state at positive detuning (6 fdc > 0), the
qubit is driven through 6f(t) < 0, diabatically crossing A0 ,0
and A 1,0 at the beginning of the first quarter-period with no
significant population transfer (beginning of region A). Sig-
nificant population transfer first occurs in region A when A2 ,0is reached. The onset of population transfer is followed by
brief temporal oscillations, which we use to find the splitting
A 2,0 (see below). The population becomes stationary after
the qubit returns through A2 ,0 in the second quarter period(region B).
In the third quarter-period (region C), the driving pulse
takes the qubit through the excited state avoided crossing A0 ,2located on the opposite side of the level diagram (positive flux
bias, Fig. IC). This event is marked by a second sharp pop-
ulation transfer. The population subsequently remains nearly
constant (region D) until a third abrupt population transfer oc-
curs during the first quarter of the second period (region E),
which signals the qubit's return through A 2,o and the repe-
tition of the driving cycle. The population transfer does not
reach its furthest extent in flux during the first half-period (as it
does for the subsequent half-periods) because our pulse shape
has slightly lower amplitude for times smaller than 5 ns.
The observed response over short time scales is not sym-
metric about 6fdc = 0. When starting in the ground state at
static bias Sfde = 6f~c < 0, the system is drawn deep into
the ground state during the first half-period, without inducing
any transitions (see Fig IC). It is only during the second half-
period that A0 ,2 is finally reached and significant population
transfer occurs. The detailed time dependence of population
in this interval is shown in Fig. 3B. The curved line in Fig. 3B
marks the pulse width At at which the sinusoidal flux excur-
sion first exceeds and, subsequently, returns through A0 ,2 for
different flux detunings 6 fdc; the sinusoidal excursion about
the specific static flux 6fd*c is correspondingly indicated in
Fig. IC.
The temporal oscillations displayed in Fig. 3B and Fig. 3C
can be understood qualitatively as a Larmor-type precession,
or "ringing," that results after the qubit is swept through the
avoided crossing. In a pseudo-spin-1/2 picture where the
qubit states are identified with up and down spin states rela-
tive to a fictitious z-axis, the qubit precesses about a tipped
effective magnetic field which steadily increases in magni-
tude and rotates toward the z-axis. This picture is consis-
tent with a temporal analysis of the standard Landau-Zener
problem, in which a linear ramp with velocity v sweeps the
qubit through the avoided crossing. In the perturbative (non-
adiabatic) limit (B 3), this model yields the transition proba-
bility
P(t) = ,2  it'/2 2
-- to
The integral in Eq. 2 often arises in the context of optical
diffraction, giving rise to Fresnel oscillations similar to the
coherent oscillations observed in Fig. 3C.
Although Eq. 2 captures the essential features of the data
in Fig. 3C, to obtain a quantitative fit we must account for
the non-abrupt ending of the pulse. This transient slightly
modifies the total precession phase accumulated before read-
out, and adds a small Mach-Zehnder-type interference due
to the finite ramp speed back through the avoided crossing
A 0,2 . We found remarkable agreement between the data and
a simulation of the Bloch dynamics of the two level system
near Ao, 2 which included longitudinal sinusoidal driving up to
time t = At followed by a rapid decay over approximately 2
ns, and intrawell relaxation with a rate of 0.65 ns - ' (Fig. 3C).
The value of AO, 2 is extracted as a fitting parameter and, in
this regime, is largely insensitive to the details of the pulse
decay and intrawell relaxation.
As in the case of the long-time data, the energy-level slopes
can be extracted from the vertical fringes (Fig. 3B) using the
N 2/3 power-law fitting (Fig. 3D) and Eq. 1. We used Eq. 1 to
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infer m2 and m3 from the sums mo + m2 = 2.189 GHz/m@o0
and mo + m3 = 1.929 GHz/m 0o. The short-time amplitude
spectroscopy procedure was applied to obtain Aq,q, for dia-
monds D2-D4 and slopes mq for diamonds D3-D4, and they
are presented in Table 1 (Ao,o was previously obtained using
the rate-equation approach [22]).
So far we have focused only on the strongly coupled lon-
gitudinal modes. However, the lack of perfect symmetry al-
lows us to probe excited transverse modes within our driving
scheme as well. The population transfer is relatively weak, in-
dicating small deviations from an ideally symmetric double-
well potential and longitudinal driving. Signatures of these
states appear in diamonds D3 and D4 (e.g., arrows in Fig. 1A
and Fig. A13). The temporal response to a short RF pulse
taken on the front side of diamond D3 (Fig. A12) is shown in
Fig. 4A. The front side of diamond D3 results from accessing
A02,00 during the first half-period, where some population is
transferred from the right to the left wells (Fig. 4A), and we
have used the full notation explicitly indicating both longi-
tudinal and transverse modes. Two weak population trans-
fers are identified during the second half-period between the
known positions of the longitudinal avoided crossings A00,02
and A00,03. This result is in agreement with simulations of
the qubit Hamiltonian [46], which indicate that two transverse
modes 11, 2, R) and 12, 2, R) exist in this region, as illustrated
in Fig. 4B. Although we can identify their locations, the values
of A00,12 and A00,22 are not conclusively determined from
this measurement, because the fringe contrast of their tempo-
ral oscillations are small compared with those of the adjacent
longitudinal crossings A00,02 and A00,03-
The amplitude spectroscopy technique demonstrated here
is generally applicable to systems with traversable avoided
crossings, including both artificial and natural atomic sys-
tems. Due to the sensitivity of interference conditions and
transition probabilities to system parameters, it is a useful
tool to study and manipulate quantum systems. The technique
is extensible to anharmonic excitation, e.g., one can utilize
arbitrary-waveform excursions through the energy levels and
targeted harmonic excitations to achieve desired transitions.
This type of hybrid driving has been very recently demon-
strated with Cs [51] and Rb [52] atoms about Feshbach res-
onances, systems containing weakly-coupled levels that are
otherwise challenging to address with a standard frequency-
based approach. The amplitude spectroscopy technique is
complementary to frequency spectroscopy, allowing the char-
acterization of a quantum system, and, more generally, should
open new pathways for quantum control [53].
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APPENDIX A: SUPPLEMENTARY INFORMATION
1. Device Fabrication and Parameters
The device was fabricated at MIT Lincoln Laboratory. It
has a critical current density J,: z 160 A/cm2 , and the
characteristic Josephson and charging energies are EJ
(2wrh)300 GHz and Ec ; (27rh)0.65 GHz respectively.
The ratio of the qubit JJ areas is a , 0.84, and A
(2rh)10 MHz. The qubit loop area is 16 x 16 pm2, and
its self inductance is Lq P 30 pH. The SQUID Josephson
junctions each have critical current Ico : 2 jA. The SQUID
loop area is 20 x 20 /pm2 , and its self inductance is Ls P 30
pH. The SQUID junctions were shunted with 2 1-pF on-chip
capacitors. The mutual coupling between the qubit and the
SQUID is Al 25 pH.
2. Potential Energy of the PC Qubit
The potential energy of the PC Qubit is a 2D anisotropic
periodic potential with double-well structures at each lattice
site. After designing for negligible inter-lattice-site tunneling,
the potential energy can be visualized as a single double-well,
as seen in Fig. A5a. It is convenient to parameterize the po-
tential energy U with phase variables Yom = (Ol1 - 'p2)/ 2 and
(Pp = V1 + 502)/2, where pl and 02 are the phases across
junctions 1 and 2, respectively, in Fig.lB. It is also convenient
to plot U/Ej, where Ej = 4oIc/ 27r and Ic is the critical current
of the larger junction. When the double-well potential is sym-
metric and the qubit is driven symmetrically, one can reduce
the 2D potential to a lD double-well along the p,, direction,
as seen in Fig. A5b. This is the longitudinal direction along
which the qubit circulating current varies through the phase
0m [46].
a b
FIG. 5: 2D and 1D double-well potential energies (see text). a,
Contour plot of 2D double-well potential energy for our qubit at
6fo = 0.46¢0o, far detuned from the symmetry point 6fdc = 0.
When the transverse quantum modes can be ignored, the potential
energy can be treated as a ID double-well along the dashed line pic-
tured. b, 1D double-well potential energy for 6fo = 0.4950o. The
wells are slightly tipped to the left and the four lowest energy eigen-
states are shown.
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3. Qubit Readout
The qubit states are read out using a DC-SQUID, a sen-
sitive magnetometer that distinguishes the flux generated by
the qubit persistent currents, Iq. The readout is performed by
driving the SQUID with a 20-ns "sample" current I. followed
by a 20-Ls "hold" current (Fig. IB). The SQUID will switch
to its normal state voltage V, if IT > Isw,L (Is > Isw,R),
when the qubit is in state IL) (JR)). By sweeping the SQUID
current I, and qubit flux detuning 6fo, while monitoring the
presence of a SQUID voltage over many trials, we generate a
cumulative switching-current distribution function. From this
distribution, we extract a best-estimator line in the space of I,
and 6fo that allows us to characterize the population of state
IL) for a given flux detuning.
4. Implementation
The experiments were performed in a dilution refrigerator
at a temperature of approximately 20 mK. The device was
magnetically shielded with 4 Cryoperm-10 cylinders and a su-
perconducting enclosure. All electrical leads were attenuated
and/or filtered to minimize noise. The electrical temperature
of the device in the absence of microwave cooling was approx-
imately 40 mK. After applying the microwave cooling pulse
(Fig. lB), the effective temperature of the qubit was less than
3 mK. Microwave cooling enabled the data to be obtained at a
repetition rate of 10 kHz, much faster than the intrinsic equi-
libration rate due to interwell relaxation. For all experiments,
the static flux detuning was swept in 6-Lvo steps, and the RF
amplitude was scanned in 0.5-mV steps (at the source). The
pulse width was scanned in steps of 0.005 ns to .1 ns, and
each data point comprised an average of 500 to 30,000 trials,
depending on the desired resolution.
APPENDIX B: SUPPLEMENTARY DISCUSSION
1. Slope Extraction from Landau-Zener Interference Patterns
The interference between sequential Landau-Zener transi-
tions at an isolated avoided crossing is sensitive to the relative
phase
= 27t AE(t') dt' (B1)
accumulated by the two components of the wave function be-
tween the first and second traversals of the avoided crossing.
Here AE(t') is the instantaneous diabatic energy level sepa-
ration at time t', and t1, 2 are the times of the first and second
traversals, respectively. We note that the energy AE is mea-
sured in frequency units (GHz), and this is why the expression
contains the factor 27r rather than 1/h.
For demonstration, we focus on the interference in the first
diamond where the driving 5f(t) = -- fdej + aVcoswt
sweeps the qubit through only the lowest avoided crossing
Ao,o. Using the definition of the energy level slopes given
in the text, this gives
AE(t) z 21mol(aV - Sfdc) - ImolaV W2t 2 , (B2)
where we have fit the driving 9Sf(t) near the maximum of
cos wt to a parabola.
By setting AE(t.) = 0, we find the initial and final cross-
ing times t1 ,2 = :t., with t. a- V( ,2f. In the
parabolic approximation to the driving signal, the phase ac-
cumulated between crossings is
-t.
= 27r (21maJ(aV - 6 fdc) - ImolaV W2t 2) 2 3)
8ir
= 21mo- (aV - 6fdc) t.. (B4)3
Using the quantization condition for interference, =
27rN, and the definition of t., we find the values of static
flux detuning {SfJ( } where interference occurs with driving
source voltage V:
8r/' (aV - 6f (N))3/22rN = 21mol 3 (aV)- / '
Rearranging Eq. (B5) and using w = 2rv we find
d6f(N) (v v N22 21fdc a- 2 2V l2moI
(B5)
(B6)
where the prefactor to N 2 /3 is identified with the fit parameter
s0,0 in the text.
Expression (B6) can be generalized to any avoided crossing
Aq,q, by making the replacement 2mo I -- Imq I + Imq, , from
which we arrive at Eq. (1) in the text.
2. 2D Fourier Transform of Amplitude Spectroscopy
Diamonds
The amplitude spectroscopy plots in Figs. 1 and 2 of the
main text display structure on several scales. On the largest
scale, the boundaries of the "spectroscopy diamonds" are
readily identifiable. The interiors of the diamonds are tex-
tured by fringes arising from the interference between succes-
sive Landau-Zener transitions at a single or multiple avoided
crossings. On an even smaller scale, these fringes are com-
posed of a series of horizontal multiphoton resonance lines. In
order to extract information from these small scale structures,
it is helpful to apply a transformation that is able to invert
length scales; the two-dimensional Fourier transform (2DFT)
provides this service.
An analytic treatment is presented in detail in Ref. [50];
the main conclusions are presented here. The treatment in
Ref. [501 is applicable to the perturbative driving regime
A 2 / hv < 1, where A is the splitting at the largest traversed
avoided crossing and v = dE/dt is the speed of sweeping the
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qubit through level crossing. In our device for the driving fre-
quencies employed, this condition is satisfied in the first two
diamonds, where we find good agreement between the analyt-
ical treatment, numerics, and the data. For higher diamonds
where the dynamics are non-perturbative, more complicated
behavior is observed. The numerical approach can still be
employed, but in practice we find that in such cases it is more
efficient to extract the desired information directly from the
short-time dynamics as described in the discussion of Fig. 3
in the text.
The internal structure of the first diamond arises from re-
peated passages through a single weak avoided crossing. As
discussed in [50], the primary features of the 2D Fourier
Transform of qubit magnetization for this perturbative driv-
ing regime can be understood by studying the 2DFT of the
transition rate at the qubit level crossing. The 2DFT of the
transition rate displays intensity concentrated along the curve
k, = 2-sin ( k -d) , (B7)
where the flux detuning and the driving signal are measured
in the energy units: 6 fdc = 21moI6fdc and V = 2ImolaV.
After going back to the physical units, Eq.(B7) gives
kv = +moa sin (4 ksfd , (B8)V |(41mol )
The simplicity of the result can be traced to the fact that the
curve (B7) reproduces time evolution of the quantum phase of
the qubit [50] which is harmonic for harmonic driving.
Most strikingly, the apparently distinct phenomena of inter-
ference fringes and multiphoton resonances observed in the
real space image are manifested as a single smooth curve in
Fourier space. This structure can be understood by consider-
ing kv and ksfd, to be smoothly varying functions of the spa-
tial coordinates (V, 5 fdc). Through a stationary phase analysis
of the Fourier integrals, one finds the mapping between real
space patches and regions of k-space depicted in Fig. Al 0a.
In numerical simulations we found that the steady-state
magnetization in the second diamond was well reproduced by
a simple rate model based on incoherently adding two addi-
tional transition rates to account for transitions at the avoided
crossings with the left and right first excited states. These ad-
ditional rates are calculated using values of A appropriate for
the excited state avoided crossings (approximately 90 MHz),
and also take into account the different slopes of the ground
and excited state energy levels.
In the above model, the Fourier image of diamond two is the
sum of the Fourier transforms of the three relevant transition
rates. Due to the difference in the dispersion of the lowest
and second lowest qubit energy levels versus dc flux bias, for
the A0 1 and A 0o level crossings we have 6fde = (Imol +
Jml )Sfdc, V = (Jmol + Jml j)aV. This gives a sinusoid
k 2(lmo + Imll)a si. ( v )kfd
= sin 2(1mol + Im) k (B9)
with the wavelength different from that of (B8) by the ratio
of the slopes 21mol/(Imol + Imil). Both sinusoids can be
seen in the Fourier transform of the second diamond, shown in
Fig. A7, which indicates that the transitions at the Aoo cross-
ing and the A0 1 (A 1o) crossings contribute to the observed
pattern. From the measured ratio of the sinusoids' wave-
lengths we obtain the ratio of the slopes of the qubit energy
levels mo/mi without any fitting parameters.
In addition, in the Fourier transform of the second diamond
the real-space integration samples a more limited sector of the
fringes arising from each of the avoided crossings as com-
pared to the case of the first diamond (see Fig. Al0b). As
a result, the regions around the middle part of a sinusoid,
2( i|+|mo)kSfd, (n + 1/2)7r, are absent from the sinu-
soids arising from the A0 1 and A 0o crossings, while the re-
gions around the nodes, v-o kfdc M nxr, are absent from the
sinusoid arising from transitions at the Aoo0 crossing.
3. Perturbative Treatment of Fresnel Oscillations
The time-dependent oscillations observed in temporal-
response measurements (see Fig. 3C) result from Larmor pre-
cession about a tilted axis following the qubit's transit through
an avoided crossing. In the regime where the Landau-Zener
transition probability is small, we use a perturbative model to
relate these oscillations to the well-known Fresnel integral.
By linearizing the sinusoidal driving signal near the mo-
ment of traversal through the avoided crossing, t., we ar-
rive at the familiar Landau-Zener Hamiltonian H(t) =
(h/2)(vt &z + A&'), where v = h(ImqI + Imq, |I)RF coswt,
is the sweep velocity and A is the splitting at the avoided
crossing. Next, we transform to a non-uniformly rotat-
ing frame by |IR(t)) = ei*(t)&' |(t)), where 0(t)
-2 fo Vt' dt' = -¼vt 2 . The rotating frame Hamiltonian is
purely off diagonal, with AR(t) = A exp(-ivt 2 /2),
HR = (At)RA 
t
AR(t)
0. ,
(B10)
We now expand the system's time evolution operator
U(t, to) to first order in A:
U(t, to) = i - f J -- (t')dt' + O(A 2). (B1)
This approach is valid when the driving conditions are far
from adiabaticity, i.e. A 2 /v < 1. The probability P(t) =
I(T IU(t, to)l )12 to find the system in the excited state
I T) at time t given that it started in the ground state I 1)
at vt0 < -A is given by
2  t 2
P(t) =ivt' /2 dt (B12)
as given in Eq. (2) of the main text. The oscillatory depen-
dence of this this integral on the final time t can be verified
with the help of the Cornu spiral.
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FIG. 6: Diamond 1 and its 2D Fourier transform, a, Diamond 1
in Fig.1 in the main text. Driving frequency v = 160 MHz. b, 2D
Fourier transform of diamond 1. A single sinusoid is visible, along
with its lower harmonics [501.
0 Sa-urce V*"*a V (tm...)
FIG. 7: Diamond 2 and its 2D Fourier transform. a, Diamond
2 in Fig.1 in the main text. Driving frequency v = 160 MHz. b,
2D Fourier transform of diamond 2. Two sinusoids are visible with
slightly different period due to the multiple energy bands and avoided
crossings that lead to diamond 2 [50].
FIG. 8: Diamond 3 and its 2D Fourier transform. a, Diamond
3 in Fig.1 in the main text. Driving frequency v = 160 MHz. b,
2D Fourier transform of diamond 3. Because the Fourier transform
samples progressively smaller sectors of the diamonds as diamond
number increases, the extent of the sinusoids in the kasf direction is
limited [50].
RP source W ng. (mV,,,)
FIG. 9: Diamond 4 and its 2D Fourier transform. a, Diamond
4 in Fig. 1 in the main text. Driving frequency v = 160 MHz. b,
2D Fourier transform of diamond 4. Because the Fourier transform
samples progressively smaller sectors of the diamonds as diamond
number increases, the extent of the sinusoids in the kaf,e direction is
limited [501.
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FIG. 12: Diamond 3 at v = 25 MHz. Dashed line indicates the
amplitude (179mVrm,,,) at which the pulse width scan in Fig.4 was
taken.
FIG. 10: Graphical interpretation of 2D Fourier transform tech-
nique. a, Diamond I at v = 400 MHz is pictured alongside a
schematic of its Fourier transform. On a local scale within the
wedge-shaped region of (V, 6fdc) space outlined by a solid red line,
the image everywhere looks like a simple series of evenly spaced
horizontal bands. The Fourier transform over this region maps to a
region of (kvy, kfd,
,
) space localized near the ksf,,. axis as indicated
by the red dot in (B). Within the region outlined by the dashed white
line, the local periodicity is along the angled interference fringes;
the Fourier transforms maps this region to the region of (kv, k6fd,: )
space localized near the extrema of the sinusoid in the kv direction
as indicated by the open white circle. b, The Fourier integral samples
a smaller sector of the real space image associated with the higher ex-
cited states in higher diamonds. Due to the mapping between sectors
of real space and localized regions of k-space, the sinusoids associ-
ated with higher diamonds are not fully developed. Only the portion
of the sinusoid corresponding to the mapped region in real space is
realized in the Fourier image.
160 200
RF Source Voltage V (mV,,)
1
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3 2
2 -2xU.
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160 200
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FIG. 11: Diamond 3 at v = 45 MHz. Dashed line indicates the
amplitude (181mVm,) at which the pulse-width scan in Fig.3 was
taken.
FIG. 13: Pulse width scan at v = 25 MHz in diamond 3. a,
Diamond 3 at v = 25 MHz. Dashed line indicates the amplitude
(183mV,m,,) at which the pulse width scan in Fig.Al3b was taken. b,
Pulse width scan in diamond 3 at v = 25 MHz. A loss of population
occurs where the crossings Aoo,o 3 , A 22,oo and A1 2,oo are reached.
This is in contrast to Fig.4A, where crossing Ao:3,oo was reached, but
never Aoo,o3 . Also noted are the avoided crossings with which the
diagonal lines in the diamond (see a) are attributed.
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Quantum Phase Tomography of a Strongly Driven Qubit
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The interference between repeated Landau-Zener transitions in a qubit swept through an avoided
level crossing results in Stiickelberg oscillations in qubit magnetization. The resulting oscillatory
patterns are a hallmark of the coherent strongly-driven regime in qubits, quantum dots and other
two-level systems. The two-dimensional Fourier transforms of these patterns are found to exhibit
a family of one-dimensional curves in Fourier space, in agreement with recent observations in a
superconducting qubit. We interpret these images in terms of time evolution of the quantum phase
of qubit state and show that they can be used to probe dephasing mechanisms in the qubit.
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volving several pairs of energy levels during each pulse.
In an attempt to better understand the observed
patterns, the authors of Ref. [18] employed a two-
dimensional Fourier transform (FT). Unexpectedly,
the FT revealed a highly ordered structure of one-
dimensional arcs joined together to form lemon-shaped
ovals in Fourier space, in contrast to the familiar Bragg
peaks in the Fourier images of periodic patterns. Most
surprisingly, these arcs were found to connect the high
and low wavenumber regions, which are associated with
the multiphoton resonances and LZS interference fringes.
In this article we explain the lemon-shaped structures
observed in [18], first using a quasiclassical phase argu-
ment and then fully microscopically. We analyze the FT
of the transition rate (see Fig.l1), which can be measured
using short excitation pulses [9]. Then we consider the
FT of qubit magnetization produced by long pulses.
Our analysis reveals a relation between the lemon-
shaped structures and the coherent dynamics of the
qubit. In fact, because the Fourier transform inverts the
energy variable and maps it onto the time variable (scaled
by h), we find that the lemon arcs can be interpreted as
an image of the time dependence of the quantum phase
of the qubit (see Eq.(2) below). This relation, as we shall
discuss, can be exploited to probe fundamental aspects
of qubit dynamics such as decoherence and dephasing,
and to measure the decoherence times T2 and T*.
The intensity of each point on the curve in Fourier
space arises from a particular ray-like section of the LZS
pattern (see Fig.l1), with the section direction in one-to-
one correspondence with the time interval beween level
crossings. The section-by-section mapping to Fourier
space is reminiscent of tomographic imaging, and realizes
a "tomogram" of the time evolution of the qubit phase.
Employing the FT to image quantum phase is famil-
iar from the work on the mesoscopic Aharonov-Bohm ef-
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Superconducting Josephson devices recently emerged
as a platform for exploring coherent quantum dynamics
in solid state systems [1]. Due to their macroscopic di-
mensions, these devices feature strong coupling to RF
fields [2, 3, 4], and can be used to study new quantum
phenomena associated with strong driving such as Rabi
oscillations in the multiphoton regime [5, 6], Landau-
Zener-Stiickelberg-type (LZS) interference [7, 8, 9], Bloch
oscillations [10], and qubit-photon dressed states [11].
In the LZS regime [7, 8, 9], the qubit undergoes re-
peated Landau-Zener (LZ) transitions at a level crossing,
with adiabatic evolution between crossings [12]. Inter-
ference between subsequent LZ transitions results in an
oscillatory dependence of qubit magnetization in the fi-
nal state on the detuning from the level crossing and the
driving amplitude [7, 13]. The LZS effect is related to
earlier observations of photon-assisted transport in quan-
tum dots [14, 15] and in superconducting systems [16, 17],
which exhibit multiphoton sidebands with oscillatory de-
pendence on RF field amplitude. Although the observed
oscillations washed out more quickly at high RF power in
those devices than in the qubits [7, 8, 9], in all cases the
oscillations originated from the LZS interference effect.
A new regime of strong driving was reported in a re-
cent work [18], in which a qubit was driven through a
manifold of several states spanning a wide energy range
up to 120 GHz. The observed LZS interference indicated
that even such strong driving was not detrimental for
coherence. The change in qubit magnetization induced
by the driving pulse exhibited complex checkerboard-like
patterns in the two-dimensional phase space parameter-
ized by the DC magnetic flux and RF driving ampli-
tude. These patterns displayed a multiscale character,
with multiphoton resonance lines on the finest scale and
LZS interference fringes on a larger scale, and additional
complexity due to resonance and interference effects in-
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information about the relative phase of the qubit 10) and
I1) states, rather than the entire Bloch vector.
To emphasize aspects common to different experiments
that have used harmonic [7, 8, 9, 11, 18], sawtooth-
like [10], and bi-harmonic [19] RF driving, we consider
a generic periodic driving of the qubit:
Sh (h(ht) A ) h(t)= -Ag(t), (1)
2 =- -h(t)
where h(t) is the energy detuning from an avoided cross-
ing, periodically modulated by the driving field g(t) =
g(t + T) with amplitude A and zero mean, J g(t)dt = 0.
For simplicity here we focus on the case when g(t) has
one maximum and one minimum per period.
Away from the level crossing, the qubit evolves adia-
batically as a superposition of the states 10) and 1). The
LZS interference can be expressed [7] through the relative
phase of the states (0) and (1) gained between subsequent
passages through a level crossing:
t2 t2
(A, )= J h(t)dt = (2 - t1 ) - A g(t)dt. (2)
tThe times of lev l crossing are the soluti
The times tl,2 of level crossing are the solutions to
kA (Drnvng Fenod I) kA
FIG. 1: Tomographic imaging of qubit phase evolution. The
pattern of LZS oscillations in (a) the transition rate (12) and
(b) its Fourier transform, which exhibits a family of parabolic
arcs (8) forming lemon-shaped ovals. Along each arc, k, and
kA represent the time separation t 2 - tl and phase gain '2,,Eq.(5), between subsequent level crossings, respectively. The
Fourier intensity at each such point is mapped from the re-
gion near a ray e/A = u in the (A, E) plane, where the pa-
rameters A, e all yield the same time interval and phase gain
between level crossings. Four of these rays and the corre-
sponding points in Fourier space are shown in matching col-
ors. A Sawtooth-like driving signal (inset) was used, with the
decoherence rate P2 = 1w in (12).
feet [20, 21], which used the dependence of conductance
on magnetic field. In our approach, however, the time
dependence of the phase is reconstructed using a two-
dimensional FT where the axis associated with the de-
tuning from qubit level crossing plays the role of time.
We also note that in recent work [22, 23, 24] a to-
mographic reconstruction of the Wigner function on the
Bloch sphere was performed. The procedure used in
Refs.[22, 23, 24], which employs controlled rotations of
the qubit state following its Rabi oscillations, is differ-
ent from that used in the present work. Our image of
qubit time evolution is obtained in Fourier space. Also,
because of the nature of the LZS effect, it only provides
represented graphically in the inset of Fig.la by the inter-
sections between lines of fixed detuning and the driving
signal. Quasiclassically, the LZS contrast can be modeled
by a sum of functions cos(€(A, e)), one per each choice of
t1, 2 in (2). We consider a position-dependent wavevector
(kA, k,) = ±(VA¢(A, E), V,=(A, e)),
where ± accounts for the contributions of e ±i(A,e). Eval-
uating the derivatives in (4) and, noting that the net con-
tributions of VEt1 ,2 and VAtl,2 vanish due to (3), gives
(kA, ke) = ±(-01 2 - tl),
q gjt 2)d
Crucially, Eq.(5) defines a curve parameterized by a sin-
gle variable u = EI/A, which is the only parameter upon
which the times tl,2 found in Eq.(3) depend.
We illustrate this mapping by an example of sawtooth
driving (Fig.1 inset) with g(t) linear between the points
g(nT) = -g((n± 1 )T) = 1.
In Fig.1, the points in Fourier space arising from differ-
ent E/A sections are denoted by dots with colors match-
ing those of the corresponding rays EI/A = u in the (A, e)
plane and of the constant detuning lines in the inset. The
ke and kA coordinates of those points correspond to the
time separation (Fig.la inset) and the phase gain, Eq.(5),
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FIG. 2: Transition rate (12) and its FT for sawtooth-like
driving for F2 = w, four times larger than in Fig.1. A 3D
projection plot of Fourier intensity is shown to illustrate the
exponential decay WFT(kA, k,) oc e - r 2 k ,.
between subsequent level crossings. In this way, the
curves (5) reproduce the time evolution of qubit phase.
As shown in Fig.1, each ray maps to a family of points
(5). The reason for this multiplicity is that, besides the
sign ± in Eq. (5), Eq.(3) has multiple solutions t' =
tl + n 1T and t' = t 2 + n 2 T for each E and A, where T
is the period of driving and ni, 2 are arbitrary integers.
Because f g(t)dt = 0, all such solutions yield the same
phase gain 072 and the same value of kA. However, the
corresponding values of kc are displaced by (n2 - nl)T,
generating the periodic family of arcs shown in Fig.lb.
Another class of solutions to Eq.(3) describes subse-
quent passages through the level crossing in the same
direction: t2 = tl + nT. In this case tl is unconstrained
and, because zero phase is gained over a single driving pe-
riod, we obtain a discrete set of points (kA, kE) = (0, nT)
irrespective of E, A. As displayed most clearly in Fig.2c,
the FT intensity indeed exhibits peaks at k, = nT. The
peak positions k, = nT agree with the spacing hwa be-
tween inultiphoton resonances in the (A, E) plane.
To find the form of the curves in Fig.lb, we solve Eq.(3)
for the case of sawtooth driving, Eq.(6). Without loss of
generality we select -T/2 < tl < 0 < t 2 < T/2 and find
t2= -tl= 7/2, r -T(A - e)/2A. (7)
Evaluating the phase 012 = ft: g(t)dt = (1 - 2/A 2 )T,
we obtain parabolic arcs in Fourier space:
(kA, kJ) = ± (-(1 - T/T)T, 7 + nT) ,
0 < 7- < T, where the term nT was added to k, to account
for the multiple solutions to Eq.(3) discussed above.
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FIG. 3: Test of the result (15) for the Fourier intensity dis-
tribution in the lemon. a) FT of the transition rate in Fig.2
after the image was doubled by extending W to negative A
as W(-A, e) = W(A, E). b) Intensity in a mid-lemon section
(blue line) compared with a similar section through a lemon
in FT of the undoubled image in Fig.2 (red line).
Similarly, in the case of harmonic driving, the solutions
of Eq.(3) are t 2 = -tl arccos(e/A), which gives the
phase 012 = jt12 cos(wt)dt = (2/w)V1 - c2 /A 2 . Substi-
tuting these results into Eq.(5) we obtain the sinusoids
wkA/2 = ± sinl(wk/2)
which were observed in Ref. [18].
Now we turn to a microscopic analysis of qubit dy-
namics based on the Hamiltonian (1) to which we add
classical noise to model decoherence: h(t) = h(t) + Se(t).
The transitions between qubit states 10) and I1) can be
analyzed most easily in a rotating frame where
A(t) = Ae - iS (t) , (10)
with 0(t) = fo h(t')dt'. Perturbation theory in A yields
the rate of transitions between the states 10) and 11):
2 /t+S6t
W= liam B (e -ic(t))ei(t2))6,dtldt2, (11)
Ft2a>l- 4A fit
where 2 -= is the decoherence rate. We average over
Se(t) using the white noise model: (ei6St2)-r61(t')s =
e
- r 2, t - t£  where 60(t) = fo S6E(t')dt'.
To find the rate W in closed form, we use the Fourier
series eio(t) = ei•t  m In f e - inii t, where the coefficients
f, can be expressed through the error function of com-
plex argument for the case of sawtooth driving, or Bessel
functions for the case of harmonic driving [9]. Using the
appropriate Fourier series in (11) and performing the in-
tegration over t, and t2 , we obtain the expression
(12)(2 m)
2 ±jf
W(El, A) = - 2 An f 2
2 m=-0 ( E - Wm)2 +2
r
2
R =- h 0 tA(t)2 *() 0
At w .2 27rr 2 this expression describes non-overlapping
resonances (see Fig.1), while at w <. 27rP 2 it describes the
partially dephased regime of Ref. [9] (see Fig.2).
To evaluate the Fourier transform of the transition rate
WFT (kA, k,) = ff e- iA kA - i k, W(e, A)dedA, it is con-
venient to return to expression (11). Because the phase
0(t) = et - fo' Ag(t')dt' is linear in E as well as in A, we
can easily bring the Fourier transform of (11) to the form
a 6 6(k + t - t2)5(kA + 1•2)e-rI1"t t2 dtldt2
with a = A 2 (27r) 2 /46t and 
€92 defined in (5). This result
can be simplified by performing the integration over t 2with the help of the delta function 6(k, + tl - t 2 ), giving
WFT(kA, ke) = 1A2we - r 2 Lk' f (kA + 0l2)dtl, (13)
where t 2 = t1 + k,. Result (13) illustrates the effect of
dephasing on the lemon structure through the prefactor
e
- r 2lk l (see Fig.2c), which arises from the exponential
decay in time e- 1t2-tl / T2 , and is consistent with the in-
terpretation of kI as a time variable.
It is instructive to compare this behavior with the ef-
fect of ensemble averaging, modeled by random offsets 5E
with a gaussian distribution. Because the phase factors
in (11) are linear in E, the ensemble-averaged FT is
(WFT(kA, ke))ens oc e -r2Ike -~Ak, A - (Se2 ). (14)
Through this dependence, instrinsic dephasing and en-
semble averaging, i.e. T2 and T2, can be distinguished.
The lemon boundary obtained from (13) for a generic
g(t) agrees with the quasiclassical result (5). Indeed, the
range of kA for which FT intensity is nonzero, at a fixed
kJ, are determined by the extrema of the function ¢02 in
tl. Writing St, 2 = g(t2) - g(t1 ) = 0 we recover Eq.(3).
For the case of harmonic driving, g(t) = coswt, we
can evaluate (13) by noting that ¢92 = (sin(wt 2) -
sin(wtl))/w = (2/w)sin(½wk) cos(w(ti + ½k,)). The in-
tegral over tl in (13) then yields
Anwe-rzlkel
WFT (kA, ke) = (15)A
2 -4 sin 2 ( wk,) - k
for IkAI < |I sin( wk,)|, and zero elsewhere. We see that
WFT (kA, k,) is concentrated inside the region bounded
by the sinusoids (9) with square root singularities at the
boundary. Similar behavior with a square root singular-
ity in FT intensity is obtained for the sawtooth case, as
illustrated in Fig.3. Because Eq.(15) is derived with the
FT taken over -oo < A < oo, the LZS pattern in Fig.2
had to be doubled to obtain the FT in Fig.3.
Finally, lemon structures are also exhibited by the FT
of the qubit steady-state population. The lemon arcs
with multiple periods, clearly visible in Fig.4, arise be-
cause of a nonlinear dependence of saturated population
I
~
0A V., 'L•A19 A• iltI11 A (Il.
FIG. 4: Qubit magnetization and its FT. Shown is the magne-
tization of a qubit driven to saturation: m = (r 1 - F)/(2W+
rl + ri), r, = ie -e/kBT, where r1 (FI) is the down (up)
relaxation rate [9]. Results are shown for sawtooth driving
with parameter values: decoherence rate P2 = 1w, tempera-
ture kBT = 1.2hw, relaxation rate rF = 8 • 10- 5 w, frequency
v = 400 MHz, level splitting A = 12 MHz.
on W, with quadratic nonlinearity giving double period,
cubic nonlinearity giving triple period, etc. This multi-
plicity of periods was also observed in the data [18].
In conclusion, FT-based tomography of two-
dimensional LZS patterns is a general technique
that offers a way to image the quantum phase evolution
of qubits and other quantum systems. In the simplest
case of a driving signal with just one maximum and
one minimum per period, we predict a chain-like lemon
structure in Fourier space which is in perfect agreement
with recent observations.
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