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Abstract: In this paper, we consider a stochastic model of incompressible second grade
fluids on a bounded domain of R2 driven by linear multiplicative Brownian noise with an-
ticipating initial conditions. The existence and uniqueness of the solutions are established.
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1 Introduction
In this article, we investigate the existence and uniqueness of solutions of the following
anticipating stochastic equation of second grade fluids:
d(u− α∆u) +
(
− ν∆u + curl(u− α∆u)× u+∇P
)
dt
= F (u, t) dt+ (u− α∆u) ◦ σdW, in O × (0,T],
div u = 0 in O × (0,T];
u = 0 in ∂O × [0,T];
u(0) = ξ in O,
(1.1)
where O is a bounded domain of R2, simply-connected and open, with boundary ∂O of class
C3,1. u = (u1, u2) and P represent the random velocity and modified pressure, respectively.
α, σ are positive constants and ν is the kinematic viscosity. W is a one-dimensional stan-
dard Brownian motion defined on a complete filtered probability space (Ω,F , P ) with the
augmented Brownian filtration {Ft}t≥0. ξ is an FT -measurable random variable. The fluid
is driven by external forces F (u, t) dt and the noise (u− α∆u) ◦ σdW , where the stochastic
integral is understood in the sense of anticipating Stratonovich integrals.
We refer the reader to [7, 6, 8, 4, 5] for a comprehensive theory of the second grade fluids.
These fluids are non-Newtonian fluids of differential type, they are admissible models of slow
flow fluids such as industrial fluids, slurries, polymer melts, etc. They also have interesting
connections with other fluid models, see [1, 2, 3]. For researchs on stochastic models of 2D
second grade fluids, we refer to [12, 13, 15, 17, 16, 14].
∗ssjln@mail.ustc.edu.cn
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The consideration of the anticipating initial value is based on several aspects: random
measurement errors, the stationary point of the stochastic dynamical system, substitution
formulas of anticipating Stratonovich integrals. For more details, we refer to Mohammed and
Zhang [9]. The difficulty in directly proving such a substitution theorem is that Kolmogorov
continuity theorem fails within our infinite-dimensional setting. To solve this anticipating
problem (1.1), we proceed with the following steps: firstly, we develop a simple chain rule of
Malliavin derivative of Hilbert space-valued random variables and establish a product rule
for the Skorohod integrals, see Lemma 4.1 and Proposition 4.1; secondly, we use Galerkin
approximations to show that the solution of (1.1) with deterministic initial value is Mallivin
differentiable, see Proposition 4.2; finally, combining the previous two steps, we easily obtain
our main results. We believe that this method can also be used to solve the problem with
anticipating initial value and linear multiplicative noise for more general framework of SPDE.
The organization of this paper is as follows. In Section 2, we introduce some preliminaries
and notations. In Section 3, we formulate the hypotheses and state our main results. Section
4 is devoted to the proof of the main results.
Throughout this paper, C,C(T ), C(T,N)... are positive constants depending on some
parameters T,N, ..., whose value may be different from line to line.
2 Preliminaries
In this section, we will introduce some functional spaces, preliminaries and notations.
For p ≥ 1 and k ∈ N, we denote by Lp(O) and W k,p(O) the usual Lp and Sobolev spaces
over O respectively, and write Hk(O) := W k,2(O). We write X = X×X for any vector space
X . The set of all divergence free and infinitely differentiable functions in O is denoted by
C. V (resp. H) is the completion of C in H1(O) (resp. L2(O)), Let ((u, v)) := ∫
O
∇u · ∇vdx,
where ∇ is the gradient operator. Denote ‖u‖ := ((u, u)) 12 . We endow the space V with the
norm | · |V generated by the following inner product
(u, v)V := (u, v) + α((u, v)), for any u, v ∈ V,
where (·, ·) is the inner product in L2(O)(in H). We also introduce the following space
W :=
{
u ∈ V : curl(u− α∆u) ∈ L2(O)},
and endow it with the semi-norm | · |W generated by the scalar product
(u, v)W :=
(
curl(u− α∆u), curl(v − α∆v)).
In fact, W = H3(O)∩V, and this semi-norm | · |W is equivalent to the usual norm in H3(O),
the proof can be found in [5, 4].
Identifying the Hilbert space V with its dual space V∗, via the Riesz representation, we
consider the system (1.1) in the framework of Gelfand triple: W ⊂ V ⊂W∗. We also denote
by 〈·, ·〉 the dual relation between W∗ and W from now on.
Because the injection of W into V is compact, there exists a sequence {ei} of elements of
W which forms an orthonormal basis in W, and an orthogonal system in V, such that
(u, ei)W = λi(u, ei)V, for any u ∈W, (2.1)
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where 0 < λi ↑ ∞. Since ∂O is of class C3,1, Lemma 4.1 in [4] implies that
ei ∈ H4(O), ∀ i ∈ N. (2.2)
Define the Stokes operator by
Au := −P∆u, ∀ u ∈ D(A) = H2(O) ∩ V,
where P : L2(O) −→ H is the usual Helmholtz-Leray projection. Set Â := (I + αA)−1A, it
follows from [14] that Â is a continuous linear operator from W onto itself, moreover,
(Âu, v)V = (Au, v) = ((u, v)), ∀ u ∈W, v ∈ V. (2.3)
Define the bilinear operator B̂(· , ·) : W× V −→W∗ by
B̂(u, v) := (I + αA)−1P
(
curl(u− α∆u)× v). (2.4)
For simplicity, we write B̂(u) := B̂(u, u). We have the following estimates which can be
found in [13]:
|B̂(u, v)|W∗ ≤ C|u|W|v|V, ∀ u ∈W, v ∈ V
|B̂(u, u)|W∗ ≤ C|u|2V, ∀ u ∈W,
〈B̂(u, v), v〉 = 0, ∀ u, v ∈ W,
〈B̂(u, v), w〉 = −〈B̂(u, w), v〉, ∀ u, v, w ∈ W.
(2.5)
Finally, we introduce some notations about Malliavin calculus (see e.g. [11]). Let V
be a real separable Hilbert space, p ≥ 1, we denote by D1,p(V ) the Malliavin Sobolev
space of all FT -measurable and Malliavin differentiable V -valued random variables with
Malliavin derivatives having pth-order moments. The Malliavin derivative of ξ will be a
stochastic process denoted by {Drξ, 0 ≤ r ≤ T}. L1,2(V ) is the class of V -valued processes
u ∈ L2([0, T ]× Ω) such that u(t) ∈ D1,2(V ) for almost all t, and there exists a measurable
version of the two-parameter process Dsu(t) verifying E
∫ T
0
∫ T
0
‖Dsu(t)‖2V dsdt < ∞. Note
that L1,2(V ) is isomorphic to L2([0, T ];D1,2(V )). Let X ∈ L1,2(V ), we denote by D+X and
D−X the element of L1([0, T ]× Ω;V ) satisfying
lim
n→∞
∫ T
0
sup
s<t≤(s+1/n)∧T
E‖DsXt − (D+X)s‖V ds = 0, (2.6)
lim
n→∞
∫ T
0
sup
(s−1/n)∨0≤t<s
E‖DsXt − (D−X)s)‖V ds = 0, (2.7)
respectively. We denote by L1,21 (V ) the class of processes in L1,2(V ) such that both (2.6) and
(2.7) hold. From now on, for X ∈ L1,21 (V ) we write (∇X)t := (D+X)t + (D−X)t, and the
Fre´chet derivative is denoted by D. Let X denote a class of random variables (or processes),
we say that ξ ∈ Xloc if there exists a sequence of {(Ωn, ξn), n ≥ 1} ⊂ F ×X such that Ωn ↑ Ω
and ξ = ξn a.s. on Ωn.
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3 Hypotheses and results
Let F : V× [0, T ]→ V be a given measurable map. We assume that:
(F1) For any t ∈ [0, T ],
F (0, t) = 0,
|F (u1, t)− F (u2, t)|V ≤ CF |u1 − u2|V, ∀ u1, u2 ∈ V,
where CF is a constant. In particular, we have |F (u, t)|V ≤ CF |u|V, ∀ u ∈ V, t ∈ [0, T ].
(F2) F is Fre´chet differentiable with respect to the first variable, and the Fre´chet derivative
DF : V× [0, T ]→ L(V) is continuous with respect to the first variable.
Set
F̂ (u, t) := (I + αA)−1F (u, t).
Applying (I + αA)−1 to the equation (1.1), we see that (1.1) is equivalent to the stochastic
evolution equation:{
du(t) + νÂu(t)dt+ B̂
(
u(t), u(t)
)
dt = F̂
(
u(t), t
)
+ u(t) ◦ σdW (t),
u(0) = ξ in W.
(3.1)
where the stochastic integral is the anticipating Stratonovich integral.
Definition 3.1. A V-valued continuous and W-valued weakly continuous stochastic process
u is called a solution of the system (1.1), if the following two conditions hold:
(1) u ∈ L1,21,loc(V);
(2) for any t ∈ [0, T ], the following equation holds in W∗ P -a.s.:
u(t) + ν
∫ t
0
Âu(s) ds+
∫ t
0
B̂
(
u(s), u(s)
)
ds = ξ +
∫ t
0
F̂ (u(s), s) ds+
∫ t
0
u(s) ◦ σdW (s).
Remark 3.1. To describe the class of anticipating Stratonovich integrable processes, the
space L1,21,loc is often used. If u = {u(s), 0 ≤ s ≤ T} ∈ L1,21,loc, then uI[0,t] is also Stratonovich
integrable for all 0 < t ≤ T . Moreover, this space has nice relationship between the
Stratonovich and the Skorohod integrals(see Theorem 3.1.1 in [11]), in particular, we have∫ t
0
u(s) ◦ σdW (s) =
∫ t
0
σu(s) dW (s) +
σ
2
∫ t
0
(∇u)s ds, ∀ t ∈ [0, T ]. (3.2)
Now we can state the main result of this paper.
Theorem 3.1. Assume that (F1) and (F2) hold, ξ is a W ∩H4(O)-valued FT -measurable
random variable, and ξ ∈ D1,2loc(W), then there exists a unique solution to the equation (3.1).
4 Proof of Theorem 3.1
We start with a lemma on a simple chain rule of Malliavin derivative of Hilbert-space valued
random variables; next, we establish a product rule for the Skorohod integrals; then we use
Galerkin approximations to show that the solutions of (1.1) with deterministic initial value
are Mallivin differentiable; finally, we prove Theorem 3.1. For simplicity, we sometimes omit
the parameter ω in the following when it is clear from the context.
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Lemma 4.1. Let G,K be real separable Hilbert spaces, U is a subspace of G and contains
an orthonormal basis {ei}∞i=1 of G. Suppose that a random variable η takes values in U and
η ∈ D1,p(G), p > 1, ‖η‖G < δ. Consider a K-valued random field u = {u(f) : f ∈ G}
with continuously Fre´chet differentiable paths on U (i.e. the map G ∋ f 7→ u(f, ω) ∈ K
is continuously Fre´chet differentiable on U ⊂ G for almost all ω ∈ Ω), such that u(f) ∈
D1,r(K), r > 1, for any f ∈ U , and the Malliavin derivative Du(f) as a L2([0, T ]) ⊗ K-
valued random field has a continuous version on U . Suppose we have
E
[
sup
f∈U∩BG
δ
(
‖u(f)‖rK + ‖Du(f)‖rL2([0,T ])⊗K
)]
<∞,
E
[
sup
f∈U∩BG
δ
‖Du(f)‖qL(G,K)
]
<∞,
where BGδ := {x ∈ G : ‖x‖G ≤ δ}, 1 ≤ q ≤ ∞, 1p + 1q = 1r . Then u(η) ∈ D1,r(K), and
D(u(η)) = Du(η)(Dη) + (Du)(η). (4.1)
Proof. Let {ρi}∞i=1 be an orthonormal basis in K. Set ηm :=
∑m
i=1〈η, ei〉G ei, and un :=∑n
j=1〈u, ρj〉K ρj . Then by Lemma 3.2.3 in [11], we have
D(un(ηm)) = Dun(ηm)(Dηm) + (Dun)(ηm). (4.2)
Letting n,m → ∞, we can show that the terms on the right of (4.2) converges to the
corresponding terms in (4.1). Since the Malliavin derivative operatorD is closed, we conclude
that u(η) ∈ D1,r(K) and (4.1) holds.
Next, we establish a precise product rule for the indefinite Skorohod integrals under very
weak conditions, this formula is the main tool used in the proof of Theorem 3.1.
Proposition 4.1. Let G be a real seperable Hilbert space, Set G1 = G, G2 = R. Consider
processes of the form,
X it = X
i
0 +
∫ t
0
uis dWs +
∫ t
0
vis ds, i = 1, 2, (4.3)
where ui ∈ L1,2loc(Gi), vi is Gi-valued jointly measurable and
∫ T
0
‖vis‖Gi ds < ∞ a.s. ω ∈ Ω,
X i ∈ L1,21,loc(Gi) and X it ∈ D1,2loc(Gi) for all t ∈ [0, T ], X i and ui have versions which are
Gi-valued continuous, then we have for any t ∈ [0, T ],
X1tX
2
t =X
1
0X
2
0 +
∫ t
0
X2su
1
s dWs +
∫ t
0
X2s v
1
s ds+
∫ t
0
X1su
2
s dWs +
∫ t
0
X1s v
2
s ds
+
1
2
∫ t
0
(∇X1)su2s ds+
1
2
∫ t
0
(∇X2)su1s ds.
(4.4)
Moreover, X1X2 ∈ L1,21,loc(G) and
(∇(X1X2))s = X2s (∇X1)s +X1s (∇X2)s. (4.5)
Remark 4.1. X i ∈ L1,21,loc(Gi) implies that X it ∈ D1,2loc(Gi) for a.s. t ∈ [0, T ]. Therefore,
without the condition X it ∈ D1,2loc(Gi) for all t ∈ [0, T ], (4.4) holds only for a.s. t ∈ [0, T ].
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Proof. We first use a localization argument to assume that ui ∈ L1,2(Gi), X i ∈ L1,21 (Gi),
sup0≤t≤T ‖X it‖Gi ≤ k, sup0≤t≤T ‖uit‖Gi ≤ k,
∫ T
0
‖vis‖Gi ds ≤ k, for some fixed k ∈ N. And
also, for any fixed t > 0, let {0 = tn0 ≤ tn1 ≤ · · · ≤ tnkn = t}n≥1 be a sequence of partitions of
the interval [0, t] such that τn = max0≤j≤kn(t
n
j+1− tnj )→ 0 as n→∞ and X i(tnj ) ∈ D1,2(Gi)
for each j = 1, ..., kn and each n ∈ N. Then we note the identities:
X1tX
2
t =X
1
0X
2
0 +
kn∑
j=0
X2(tnj )(X
1(tnj+1)−X1(tnj )) +
kn∑
j=0
X1(tnj )(X
2(tnj+1)−X2(tnj ))
+
kn∑
j=0
(X1(tnj+1)−X1(tnj ))(X2(tnj+1)−X2(tnj )), (4.6)
X1tX
2
t =X
1
0X
2
0 +
kn∑
j=0
X2(tnj+1)(X
1(tnj+1)−X1(tnj )) +
kn∑
j=0
X1(tnj+1)(X
2(tni+1)−X2(tnj ))
−
kn∑
j=0
(X1(tnj+1)−X1(tnj ))(X2(tnj+1)−X2(tnj )), (4.7)
by the similar steps 1–5 as Theorem 3.2.2 in [11], we obtain the following formula from (4.6),
X1tX
2
t =X
1
0X
2
0 +
∫ t
0
X2su
1
s dWs +
∫ t
0
X2s v
1
s ds+
∫ t
0
X1su
2
s dWs +
∫ t
0
X1s v
2
s ds
+
∫ t
0
u1su
2
s ds+
∫ t
0
(D−X2)su1s ds+
∫ t
0
(D−X1)su2s ds.
(4.8)
Similarly, it follows from (4.7) that
X1tX
2
t =X
1
0X
2
0 +
∫ t
0
X2su
1
s dWs +
∫ t
0
X2s v
1
s ds+
∫ t
0
X1su
2
s dWs +
∫ t
0
X1s v
2
s ds
−
∫ t
0
u1su
2
s ds+
∫ t
0
(D+X2)su1s ds+
∫ t
0
(D+X1)su2s ds.
(4.9)
Adding (4.8) and (4.9) and noticing that (∇X)s := (D+X)s + (D−X)s, we obtain (4.4).
Obviously, X1tX
2
t is Malliavin differentiable and Ds(X1tX2t ) = X2tDsX1t + X2tDsX1t , so it is
easy to see that X1X2 ∈ L1,2(G).∫ T
0
sup
s<t≤(s+ 1
n
)∧T
E‖X2tDsX1t +X1tDsX2t −X2s (D+X1)s −X1s (D+X2)s‖G ds
=
∫ T
0
sup
s<t≤(s+ 1
n
)∧T
E‖X2t (DsX1t − (D+X1)s)‖G ds+
∫ T
0
sup
s<t≤(s+ 1
n
)∧T
E‖(X2t −X2s )(D+X1)s‖G ds
+
∫ T
0
sup
s<t≤(s+ 1
n
)∧T
E‖X1t (DsX2t − (D+X2)s)‖G ds+
∫ T
0
sup
s<t≤(s+ 1
n
)∧T
E‖(X1t −X1s )(D+X2)s‖G ds
:=I1 + I2 + I3 + I4.
Since sup0≤t≤T ‖X it‖Gi ≤ k and X i ∈ L1,21 (Gi), we have I1 → 0 as n→∞.
I2 ≤ E
∫ T
0
sup
s<t≤(s+ 1
n
)∧T
|X2t −X2s |‖(∇X1)s‖G ds,
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by the continuity of X2 and the dominated convergence theorem, it follows that I2 → 0 as
n→∞. I3 and I4 also tend to zero by the same reason as I1 and I2. Therefore, we have
(D+(X1X2))s = X2s (D+X1)s +X1s (D+X2)s.
Similarly, we have
(D−(X1X2))s = X2s (D−X1)s +X1s (D−X2)s.
Hence, we obtain (4.5).
Let Q(t) := exp{σW (t)}. Consider the following system for each fixed ω ∈ Ω, dv(t, f) = −νÂv(t, f) dt−Q(t)B̂
(
v(t, f)
)
dt +
1
Q(t)
F̂
(
Q(t)v(t, f), t
)
dt, 0 < t ≤ T,
v(0, f) = f in W.
(4.10)
The following lemma is taken from Propositin 4.1, 4.4 and 4.5 in [14].
Lemma 4.2. Assume that (F1) and (F2) are satisfied, then for any f ∈ W, a.s. ω ∈ Ω,
there exists a unique solution to (4.10). Furthermore, the solution map [0, T ] ×W × Ω ∋
(t, f, ω) 7→ v(t, f, ω) ∈W is B([0, T ])⊗ B(W)⊗F/B(W)-measurable and Ft-adapted, and
sup
t∈[0,T ]
∣∣v(t, f, ω)∣∣2
W
≤ C(T )|f |2
W
. (4.11)
Moreover, for a.s. ω ∈ Ω, ∀ t ∈ [0, T ], the map v(t, ·, ω) : W ∋ f 7−→ v(t, f, ω) ∈ V is
continuously Fre´chet differentiable on W ∩H4(O), and the following estimate holds∥∥Dv(t, f, ω)(g)∥∥2
C([0,T ];V)
≤ C(T, ‖Q‖∞,T , |f |W)|g|2W, (4.12)
where ‖Q‖∞,T := sup0≤t≤T Q(t) <∞ for a.s. ω ∈ Ω.
By the classical Itoˆ’s formula, we easily see that Q(t)v(t, f) is a version of u(t, f), where
u(t, f) is the solution of (3.1) with deterministic initial value u(0) = f . Therefore, it is
natural to ask whether Q(t)v(t, ξ) is a solution of (3.1) or not. In fact, the answer is
affirmative. To illustrate this, by Lemma 4.1 and Proposition 4.1 it is necessary to show
that v(t, f) ∈ D1,2loc(V) and calculate Drv(t, f) for t ∈ [0, T ]. The uniqueness of solutions of
(4.10) implies that
v(t, f) = vN(t, f) on ΩN :=
{
ω : sup
0≤s≤T
|W (s, ω)| ≤ N
}
,
where vN(t, f) is the solution of an equation similar to (4.10) only replacing Q(s) by
QN (t) := exp
(
σ[(−N) ∨W (t) ∧N ]).
Thus it suffice to prove that vN(t, f) ∈ D1,2(V) for each fixed N . For this reason, we assume
implicitly in the rest of this section that Q = QN . Noting that in this case
‖Q‖∞,T := sup
0≤t≤T
Q(t) < exp(σN),
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DrQ(s) =
{
σ exp
(
σW (s)
)
I[0,s](r) on ΩN ,
0 on Ω\ΩN ,
‖DQ‖∞,T := sup
0≤r≤T
sup
0≤s≤T
|DrQ(s)| ≤ σ exp(σN).
To show that v(t, f) is Malliavin differentiable, we appeal to Galerkin approximations.
From (2.1) we know that {√λiei} is an orthonormal basis of V. Let Πn be defined by
Πng :=
n∑
i=1
λi〈g, ei〉ei, ∀ g ∈W∗.
For any integer n ≥ 1, Lemma 4.1 in [14] show that there exists a unique global solution to
the following finite dimensional equation dvn(t) = Πn
[
− νÂvn(t)−Q(t)B̂
(
vn(t)
)
+
1
Q(t)
F̂
(
Q(t)vn(t), t
)]
dt, t ∈ [0, T ],
vn(0) = fn :, Πnf.
(4.13)
We also need the following two lemmas.
Lemma 4.3. Assume that (F1) holds, vn(t, fn) is the solution of the equation (4.13), then
lim
n→∞
E
∫ T
0
|vn(t, fn)− v(t, f)|2W dt = 0,
lim
n→∞
E |vn(t, fn)− v(t, f)|2W = 0, ∀ t ∈ [0, T ].
Proof. In fact, the proof of Proposition 4.1 in [14] implies that for a.s. ω ∈ Ω,
vn(t, fn)⇀ v(t, f) weakly convergent in W, ∀ t ∈ [0, T ]. (4.14)
(4.8–4.9) in [14] imply that the following energy equation for vn(t, fn) holds:
|vn(t, fn)|2W = |fn|2We−
2ν
α
t + 2
∫ t
0
K(vn(s, fn), s)e
− 2ν
α
(t−s) ds, (4.15)
where
K(vn(s, fn), s) :=
( ν
α
curl
(
vn(s, fn)
)
+ curl
(
FQ(vn(s, fn), s)
)
, curl
(
vn(s, fn)− α∆vn(s, fn)
))
.
The convergence (4.13–4.15) in [14] also allow us to pass to the limit in (4.15) to obtain that
lim
n→∞
|vn(t, fn)|2W = |f |2We−
2ν
α
t + 2
∫ t
0
K(v(s, f), s)e−
2ν
α
(t−s) ds. (4.16)
By Theorem 4.1.2 in [10], we see that the right of (4.16) is just the energy equation for
v(t, f). Hence,
lim
n→∞
|vn(t, fn)|2W = |v(t, f)|2W,
which together with (4.14) yield for a.s. ω ∈ Ω,
vn(t, fn)→ v(t, f) strongly convergent in W, ∀ t ∈ [0, T ]. (4.17)
Therefore, by (4.11) and the dominated convergence theorem, Lemma 4.3 follows immedi-
ately.
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Let f ∈ W, v(t, f) be the solution of (4.10). Consider the following random evolution
equation:
Yr(t, f) =− ν
∫ t
0
ÂYr(s, f) ds−
∫ t
0
DrQ(s)B̂
(
v(s, f), v(s, f)
)
ds
−
∫ t
0
Q(s)B̂
(
Yr(s, f), v(s, f)
)
ds−
∫ t
0
Q(s)B̂
(
v(s, f), Yr(s, f)
)
ds
+
∫ t
0
Dr
(
1
Q(s)
)
F̂
(
Q(s)v(s, f), s
)
ds
+
∫ t
0
1
Q(s)
DF̂
(
Q(s)v(s, f), s
)
v(s, f)DrQ(s) ds
+
∫ t
0
DF̂
(
Q(s)v(s, f), s
)
Yr(s, f) ds. (4.18)
Lemma 4.4. Assume that (F1) and (F2) hold, then for each f ∈ W ∩ H4(O), r ∈ [0, T ],
there exists a unique solution Yr(· , f) ∈ C
(
[0, T ];V
)∩L∞([0, T ];W) to the equation (4.18).
Moreover, the following estimates hold:
sup
t∈[0,T ]
∣∣Yr(t, f)∣∣2
V
≤ C(|f |W, T, N), ∀ r ∈ [0, T ],
sup
t∈[0,T ]
∣∣Yr(t, f)∣∣2
W
≤ C(|f |H4(O), |f |W, T, N), ∀ r ∈ [0, T ].
Proof. The proof of this lemma is similar to the proof of Proposition 4.1, Proposition 4.3
and Proposition 4.4 in [14], so we omit the details..
Proposition 4.2. Assume that (F1) and (F2) hold, then for each f ∈W∩H4(O), t ∈ [0, T ],
the solution v(t, f) of the equation (4.10) is Malliavin differentiable as a V-valued random
variable, and its Malliavin derivative Drv(t, f) solves (4.18) for all t ∈ [0, T ], a.s..
Proof. Let vn(t, fn) be the solution of the finite-dimensional random ordinary differential
equation (4.13), it is known(see e.g. [11]) that vn is Malliavin differentiable and the corre-
sponding Malliavin derivative Drvn(t, fn) satisfies the following random ODE:
Drvn(t, fn) =− ν
∫ t
0
ÂDrvn(s, fn) ds−
∫ t
0
DrQ(s)B̂
(
vn(s, fn), vn(s, fn)
)
ds
−
∫ t
0
Q(s)B̂
(Drvn(s, fn), vn(s, fn)) ds− ∫ t
0
Q(s)B̂
(
vn(s, fn),Drvn(s, fn)
)
ds
+
∫ t
0
Dr
(
1
Q(s)
)
F̂
(
Q(s)vn(s, fn), s
)
ds
+
∫ t
0
1
Q(s)
DF̂
(
Q(s)vn(s, fn), s
)
vn(s, fn)DrQ(s) ds
+
∫ t
0
DF̂
(
Q(s)vn(s, fn), s
)Drvn(s, fn) ds, (4.19)
for all t ∈ [0, T ]. Since the Malliavin derivative operator D is closed, in view of Lemma 4.3,
to prove the Proposition 4.2 it suffice to show that
lim
n→∞
E
[
sup
0≤r≤T
sup
0≤t≤T
∣∣Drvn(t, fn)− Yr(t, f)∣∣2
V
]
= 0.
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From (4.19) and (4.18), it follows that
1
2
|Drvn(t, fn)− Yr(t, f)|2V
= − ν
∫ t
0
‖Drvn(s, fn)− Yr(s, f)‖2 ds
−
∫ t
0
DrQ(s)
〈
B̂
(
vn(s, fn), vn(s, fn)
)− B̂(v(s, f), v(s, f)),Drvn(s, fn)− Yr(s, f)〉 ds
−
∫ t
0
Q(s)
〈
B̂
(Drvn(s, fn), vn(s, fn))− B̂(Yr(s, f), v(s, f)),Drvn(s, fn)− Yr(s, f)〉 ds
−
∫ t
0
Q(s)
〈
B̂
(
vn(s, fn),Drvn(s, fn)
)− B̂(v(s, f), Yr(s, f)),Drvn(s, fn)− Yr(s, f)〉 ds
+
∫ t
0
Dr
(
1
Q(s)
)〈
F̂
(
Q(s)vn(s, fn), s
)− F̂ (Q(s)v(s, f), s),Drvn(s, fn)− Yr(s, f)〉 ds
+
∫ t
0
DrQ(s)
Q(s)
〈
DF̂
(
Q(s)vn(s, fn), s
)
vn(s, fn)− DF̂
(
Q(s)v(s, f), s
)
v(s, f),
Drvn(s, fn)− Yr(s, f)
〉
ds
+
∫ t
0
〈
DF̂
(
Q(s)vn(s, fn), s
)Drvn(s, fn)− DF̂(Q(s)v(s, f), s)Yr(s, f),
Drvn(s, fn)− Yr(s, f)
〉
ds
:= I1 + I2 + I3 + I4 + I5 + I6 + I7. (4.20)
Now we estimate these terms on the right of (4.20).
I2 =−
∫ t
0
DrQ(s)
〈
B̂
(
vn(s, fn)− v(s, f), vn(s, fn)
)
,Drvn(s, fn)− Yr(s, f)
〉
ds
−
∫ t
0
DrQ(s)
〈
B̂
(
v(s, f), vn(s, fn)− v(s, f)
)
,Drvn(s, fn)− Yr(s, f)
〉
ds
:=I2a + I2b.
(4.21)
By (2.5), we have
|I2a| ≤ ‖DQ‖∞,T
∫ t
0
∣∣vn(s, fn)− v(s, f)∣∣
W
∣∣vn(s, fn)∣∣
W
∣∣Drvn(s, fn)− Yr(s, f)∣∣
V
ds
≤ 1
2
‖DQ‖2∞,T
∫ t
0
∣∣vn(s, fn)− v(s, f)∣∣2
W
ds+
1
2
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
∣∣vn(s, fn)∣∣2
W
ds,
(4.22)
|I2b| ≤ 1
2
‖DQ‖2∞,T
∫ t
0
∣∣vn(s, fn)− v(s, f)∣∣2
W
ds+
1
2
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
∣∣v(s, f)∣∣2
W
ds.
(4.23)
I3 =−
∫ t
0
Q(s)
〈
B̂
(
Yr(s, f), vn(s, fn)− v(s, f)
)
,Drvn(s, fn)− Yr(s, f)
〉
ds
−
∫ t
0
Q(s)
〈
B̂
(Drvn(s, fn)− Yr(s, f)), vn(s, fn)),Drvn(s, fn)− Yr(s, f)〉 ds
:=I3a + I3b,
(4.24)
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where
|I3a| ≤ ‖Q‖∞,T
∫ t
0
∣∣Yr(s, f)∣∣
W
∣∣Drvn(s, fn)− Yr(s, f)∣∣
V
∣∣vn(s, fn)− v(s, f)∣∣
W
ds
≤ 1
2
‖Q‖2∞,T
∫ t
0
∣∣vn(s, fn)− v(s, f)∣∣2
W
ds+
1
2
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
∣∣Yr(s, f)∣∣2
W
ds,
(4.25)
|I3b| ≤ C‖Q‖∞,T
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
∣∣vn(s, fn)∣∣
W
ds. (4.26)
In the same way, we have
I4 =−
∫ t
0
Q(s)
〈
B̂
(
vn(s, fn)− v(s, f), Yr(s, f)
)
,Drvn(s, fn)− Yr(s, f)
〉
ds
−
∫ t
0
Q(s)
〈
B̂
(
vn(s, fn),Drvn(s, fn)− Yr(s, f)
)
,Drvn(s, fn)− Yr(s, f)
〉
ds
:=I4a + I4b,
(4.27)
and
|I4a| ≤ ‖Q‖∞,T
∫ t
0
∣∣vn(s, fn)− v(s, f)∣∣
W
∣∣Drvn(s, fn)− Yr(s, f)∣∣
V
∣∣Yr(s, f)∣∣
W
ds, (4.28)
obviously, |I4a| has the same estimate as |I3a|, and I4b = 0 due to (2.5). Note that∣∣∣∣Dr ( 1Q(s)
)∣∣∣∣ |Q(s)| = ∣∣∣∣DrQ(s)Q(s)
∣∣∣∣ ≤ σ,
thus, by (F1) we have
|I5| ≤C
∫ t
0
∣∣∣∣Dr ( 1Q(t)
)∣∣∣∣ |Q(t)| ∣∣vn(s, fn)− v(s, f)∣∣V∣∣Drvn(s, fn)− Yr(s, f)∣∣V ds
≤C
∫ t
0
∣∣vn(s, fn)− v(s, f)∣∣2
V
ds+ C
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
ds.
(4.29)
The term I6 can be bounded as follows:
I6 =
∫ t
0
DrQ(s)
Q(s)
(
DF̂
(
Q(s)vn(s, fn), s
)(
vn(s, fn)− v(s, f)
)
,Drvn(s, fn)− Yr(s, f)
)
V
ds
+
∫ t
0
DrQ(s)
Q(s)
([
DF̂
(
Q(s)vn(s, fn), s
)− DF̂ (Q(s)v(s, f), s)]v(s, f),
Drvn(s, fn)− Yr(s, f)
)
V
ds
:= I6a + I6b. (4.30)
(F1) and (F2) imply that∥∥DF (Q(s)v(s, f), s)∥∥
L(V)
≤ C, ∀ s ∈ [0, T ].
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Hence,
|I6a| ≤ C
∫ t
0
∣∣∣∣DrQ(s)Q(s)
∣∣∣∣ ∣∣vn(s, fn)− v(s, f)∣∣V∣∣Drvn(s, fn)− Yr(s, f)∣∣V ds, (4.31)
so I6a has the same estimate as I5.
|I6b| ≤
∫ t
0
Ψ(n, s)× ∣∣v(s, f)∣∣
V
∣∣Drvn(s, fn)− Yr(s, f)∣∣
V
ds
≤ 1
2
∫ t
0
Ψ2(n, s) ds+
1
2
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
∣∣v(s, f)∣∣2
V
ds,
(4.32)
where
Ψ(n, s) =
∥∥∥DF̂(Q(s)vn(s, fn), s)− DF̂ (Q(s)v(s, f), s)∥∥∥
L(V)
.
Similarly,
I7 =
∫ t
0
(
DF̂
(
Q(s)vn(s, fn), s
)(Drvn(s, fn)− Yr(s, f)),Drvn(s, fn)− Yr(s, f))
V
ds
+
∫ t
0
([
DF̂
(
Q(s)vn(s, fn), s
)− DF̂(Q(s)v(s, f), s)]Yr(s, f),
Drvn(s, fn)− Yr(s, f)
)
V
ds
:= I7a + I7b,
(4.33)
where
|I7a| ≤ C
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
ds, (4.34)
|I7b| ≤
∫ t
0
Ψ(n, s)× ∣∣Yr(s, f)∣∣
V
∣∣Drvn(s, fn)− Yr(s, f)∣∣
V
ds
≤ 1
2
∫ t
0
Ψ2(n, s) ds+
1
2
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
∣∣Yr(s, f)∣∣2
V
ds.
(4.35)
Substituting the above estimates (4.21–4.35) into (4.20) gives
1
2
|Drvn(t, fn)− Yr(t, f)|2V + ν
∫ t
0
‖Drvn(s, fn)− Yr(s, f)‖2 ds
≤
∫ t
0
Ψ2(n, s) ds+
(
C + ‖DQ‖2∞,T , ‖Q‖2∞,T
)
×
∫ t
0
∣∣vn(s, fn)− v(s, f)∣∣2
W
ds
+ C
∫ t
0
∣∣Drvn(s, fn)− Yr(s, f)∣∣2
V
(∣∣vn(t, fn)∣∣2
W
+
∣∣v(t, f)∣∣2
W
+
∣∣Yr(t, f)∣∣2
W
+ ‖Q‖∞,T
∣∣vn(t, fn)∣∣
W
+
∣∣v(t, f)∣∣2
V
+
∣∣Yr(t, f)∣∣2
V
+ 1
)
ds.
Applying Gronwall inequality, using Lemma 4.4 and Lemma 4.2, we obtain
sup
0≤t≤T
|Drvn(t, fn)− Yr(t, f)|2V + 2ν
∫ T
0
‖Drvn(s, fn)− Yr(s, f)‖2 ds
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≤C(|f |H4, |f |W, T, N)×
(∫ T
0
Ψ2(n, s) ds+ C(N)
∫ T
0
∣∣vn(s, fn)− v(s, f)∣∣2
W
ds
)
.
Due to Lemma 4.3, (4.17) and the continuity of DF in (F2), applying the dominated con-
vergence theorem, we conclude
lim
n→∞
E
[
sup
0≤r≤T
sup
0≤t≤T
∣∣Drvn(t, fn)− Yr(t, f)∣∣2
V
]
= 0.
Remark 4.2. In the same way, we can obtain the fact: for any sequence h, hn ∈W∩H4(O),
and hn → h in W-norm as n→∞, we have for a.s. ω ∈ Ω,
lim
n→∞
sup
0≤r≤T
sup
0≤t≤T
|Yr(t, hn)− Yr(t, h)|2V = 0.
Owing to this, it follows that for each t ∈ [0, T ],
lim
n→∞
|Dv(t, hn)−Dv(t, h)|2L2([0,T ])⊗V = limn→∞
∫ T
0
|Drv(t, hn)−Drv(t, h)|2V dr
≤T lim
n→∞
sup
0≤r≤T
sup
0≤t≤T
|Drv(t, hn)−Drv(t, h)|2V
=0.
Therefore, the L2([0, T ])⊗ V-valued random field Dv(t, h) has a continuous version.
Proof of Theorem 3.1. Existence. It follows from Lemma 4.1, Lemma 4.2, Proposition
4.2, Lemma 4.4 and Remark 4.2 that v(t, ξ) ∈ D1,2loc(V) and
Dsv(t, ξ) = Dv(t, ξ)(Dsξ) + (Dsv(t))(ξ), (4.36)
for every t ∈ [0, T ]. Since each term of (4.36) is continuous in t, and (Dsv(t))(ξ) = 0 for
any t ≤ s, by a localization argument and the dominated convergence theorem, we get
v(·, ξ) ∈ L1,21,loc(V). On the other hand, obviously, Q ∈ L1,21 , (∇Q)s = σQ(s) and
Q(t) = 1 +
∫ t
0
σQ(s) dW (s) +
∫ t
0
1
2
σ2Q(s) ds.
Note that
v(t, ξ) = ξ +
∫ t
0
[
− νÂv(s, ξ)−Q(t)B̂(v(s, ξ))+Q−1(s)F̂(Q(s)v(s, ξ), s)] dt, t ∈ [0, T ],
(4.37)
therefore, we can apply Proposition 4.1 to obtain that v(t, ξ)Q(t) is a solution of (3.1).
Uniqueness. Let u be a solution of (3.1), define the process v(t) = u(t)Q−1(t), t ∈ [0, T ].
By (3.2), Proposition 4.1 and the continuity of u, we immediately get that v satisfies the
equation (4.37) for a.s. ω ∈ Ω. Now uniqueness of solutions for the equation (3.1) follows
easily from the uniqueness of solutions for the equation (4.37).
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