analyzes a direct-sequence, spread-spectrum, multiple-access (SSMA) communication system 'which assigns a set of Morthogonal sequences to each user. With all direct sequence SSMA systems, K users share a channel by phase modulating their transmissions with signature sequences. However, the users of our system transmit log, M hits of information/sequence. This contrasts classical SSMA schemes which use a pair of antipodal sequences and transmit 1 hitlsequence. In this paper, we assume that the channel noise is a combination of additive white Gaussian .noise (AWGN) and multiple-access interference. We employ the optimum (single-user) demodulator for orthogonal signals in Gaussian noise. The multiple-user performance of this receiver is analyzed. We obtain approximations for the multiuser probability of error by using a Gaussian approximation for the multiple-access interference. We also obtain an upper bound on the exact probability by using characteristic functions. Our SSMA system is well suited for application at the lower radio frequencies. Therefore, a companion paper describes a realistic model for low-frequency radio noise, modifies the receiver to include a zero-memory nonlinearity; and studies the performance of the nonlinear receiver.
I. INTRODUCTION
T HIS paper proposes and analyzes a direct-sequence, spread-spectrum, multiple-access (SSMA) communication system which assigns a.set of M-orthogonal sequences to each user. Our scheme is similar to the classical SSMA model because K users share a channel by phase modulating their transmissions with signature sequences. These users make no attempt at time synchronization, and they all transmit at the same frequency. However, the users of our scheme transmit log? M bits of information/sequence. This is in sharp contrast to classical schemes which use a pair of antipodal sequences and transmit 1 bit/signature. In short, our system provides spread-spectrum capability and trades increased bandwidth efficiency for increased signal complexity.
Such a system is particularly well suited for radio systems using the lower end of the frequency spectrum including the low-frequency band (LF, 30 kHz-300 kHz) and the medium frequency band (MF, 300 kHz-3 MHz). At these frequencies (which we shall simply call LF), bandwidth is scarce, but increased processing time is available and so complicated signal designs may be considered. We now review some of the reasons for considering spread-spectrum modulation technique for LF channels.
Paper approved by the Editor for Spread Spectrum of the IEEE Communications Society. Manuscript received July 7, 1986; revised July 7, 1987 . This work was supported in part by the Joint Services Electronics Program under Contracts N00014-79-C-0424 and N00014-84-C-0149. This paper was presented in part at the 18th Annual Conference on Information Sciences and Systems, Princeton, NJ, March 1984. p. K. LF groundwave propagation covers large distances with great reliability and predictability. Thus, the LF bands are a popular choice ,for implementing highly reliable communication systems .in which most messages are terse. Two military systems that have been planned for the LF bands are the groundwave emergency network (GWEN), and the communication system for the MX missiles [ lo] , [ 1 11. The reasons for using spread-spectrum techniques in these systems are obvious and need not be repeated.
For a fixed receiver, the phase of the LF groundwave is a nearly constant function of time.
This permits repeatably accurate measurements of the time of signal arrival, and so the LF bands are attractive for implementing position fixing systems. However, such systems require carrier cycle identification, which in turn requires a relatively large bandwidth to carrier frequency ratio. This is a characteristic of spread spectrum, and in fact, the Loran-C navigation system can be viewed as a "direct-sequence'' spread-spectrum system [6] . The Decca Navigator System is another LF position fixing system and it uses "frequency-hopping'' techniques for cycle identification.
Finally, the LF bands have considerable reflection. multipath propagation and spread spectrum can be used to combat this phenomenon. LF wavelengths are such that spatial diversity techniques are awkward. Furthermore, the decorrelation times can be on the order of hours, rendering time diversity ineffective. However, the decorrelation frequency spread can be quite small, and spread-spectrum methods can be used effectively. Our interest in LF communications will be reflected in some of the details of our SSMA signal design and analysis.
The outline of this paper is now briefly discussed. In Section 11, we discuss the transmitted signals and the receiver for our proposed SSMA system. In Section 111, we assume the channel noise is a combination of additive white Gaussian noise and multiple-access interference. As is common in SSMA system analysis, it is the average probability of error rather than the maximum (or worst case) probability of error which is the performance measure of most interest. In Section 111-A, we model the multiple-access interference as Gaussian noise and derive an approximation for the probability of error which is easy to compute. In Section 111-B, we derive an upper bound on the ex,act probability of error using the methods of [8] and [SI. Numerical results derived from the two methods are exhibited and compared in Section 111-C. A discussion of our results and concluding remarks are in Section IV.
In a follow-up paper [5], we assume the channel noise is a combination of impulsive (non-Gaussian) noise and multipleaccess interference. This assumption is more realistic for an LF system because LF radio noise is predominantly generated by lightning strokes. We compute the probability of error for a linear receiver operating in this impulsive-noise/multipleaccess interference environment. More importantly, we find that an asymptotically optimum receiver for this noise model includes a zero-memory nonlinearity (ZNL) and we analyze the performance of this nonlinear receiver.
SSMA COMMUNICATION SYSTEM MODEL

A . The Transmitted Signals
A block diagram of the proposed SSMA communication system model is shown in Fig. 1 . Each of the K users in the system is assigned a signature sequence set or code consisting of .M-orthogonal sequences of length N. The kth user is assigned the code V(") where
and V(k) = expjOlT', is a complex rth root of unity. In other words, each signature sequence is r-valued, which means rphase modulation is used. Biphase or quadriphase sequences are used at high frequencies because of implementation issues, but at low frequencies, r can certainly be as large as 16 or 32. The use of r-phase modulation produces no average performance improvement over biphase modulation when a linear receiver is used. However, interfering biphase signals interact in nonlinearities to produce "dead zones"
or "capture The code is, used to transmit equiprobable M-ary data .symbols at a rate of one symbol every T s . In order to simplify notation, we describe the transmitted signal for [0, T ) only. The signal transmitted by the kth user in order to send the pth data symbol during the time interval [0, T ) is where Ps is the average signal power, Tc = T/N is the chip duration, r ( t ) is the chip waveform, w, is the carrier frequency common to all users, and SE;,, and S $ , are the real and imaginary parts of V$, . We assume that w,Tc is an integer multiple of 27r.
The chip waveform satisfies r(t) = 0 for t < 0 and for t 2 Tc. Beyond these constraints, r ( t ) may be selected to give the best possible combinations of multiple-access capability and spectrum shaping ( [ 2 ] and [ 121). Typically, r ( t ) is a rectangle, half sine or raised cosine with duration Tc. However, it may have duration less than Tc if duty cycles less than unity are desired. (Certainly, some LF radio applications would require smaller duty cycles.) In any event, the chip waveform is normalized so that iTC I'*(t) dt= Tc and consequently, the energy in the signal defined in ( 3 ) is Es = PsT. Since logz M bits are transmitted by the signal, the energy per information bit is Eb = PsT/log2 M. the signal envelope. However, this assumption generally does not affect the results given in this paper. Finally, as shown in Fig. 1 , the signal from the kth user suffers a delay of 7 k . The input to the receiver is thus the sum of the various delayed signals together with the atmospheric and thermal noise process n,(t). In general, the various received signals would have different energies. However, in the interests of simplicity of exposition and notation, we do not include different attenuation factors for the signals. Our results can be modified in an obvious manner to take such attenuation factors into account.'
B. The Receiver
We consider a receiver for the signal transmitted by the first user. We assume the receiver is synchronized to the signal from the first user so that we can set 7, = 0. Once again, for simplicity, we consider the receiver operation during the time interval [O, T ) only. Notice that without loss of generality, it can be assumed that 0 5 7 K < Tfor 2 5 k 5 K since we are only concerned with relative time delays modulo T. Thus, we write the received signal as r ( t ) = i (~j ' ) ,
t)+n(t), t E [o, T ) (6)
when the message sent by the first user is X. If only the first user is signaling, then n(t) = n,(t) where nr(t) denotes the atmospheric and thermal noise process. If other users are also transmitting, where S(bck), t) denotes the interfering signal from the kth user. The kth user signal is delayed by 7 k relative to the desired signal. Consequently, during the time interval [ 7 k -T, 7 k ) , the interfering signal is modulated by one sequence uck) E Vck), while during the time interval [Q, T k + T ) , the interfering signal is modulated by another sequence u (~) E V ( @ .
Letting the 2N-tuple bck) denote the concatenation of u (~)
1
and qk), we can write
S ( W , t ) = R e 6% [bff']*I'(t+ T -T~-~T , )
where we have used the fact that exp jo, TC = 1. The receiver itself is shown in Fig. 2 , and is just the optimum minimum error probability receiver for equiprobable M-ary orthogonal signals in additive white Gaussian noise.
There are M matched filters (or correlators) in which the received signal is correlated with normalized replicas of the M possible transmitted signals, and a decision device which chooses the largest of the M correlators. For 1 5 p I M , Z , denotes the output of the pth matched filter where 
n=O
In the above, we have used
( n + l ) T C n TC
Since the integrals for R,, and R , , do not depend on p , it is possible to obtain an equivalent receiver implementation which is shown in Fig. 3 . It consists of in-phase and quadrature chip correlators which successively compute the integrals in (10) for n = 0, 1, * * . , N -1. In other words, the real part of R , denotes the output of the in-phase chip correlator at time t = (n + 1)Tc. The imaginary part of R , denotes the output of the quadrature chip correlator at time t = (n + l)Tc. The sample values are then passed to M discrete-time correlators that compute the decision statistics Z,. We denote the complex vector of chip correlator outputs as
R=(Ro, Rl, RN-I).
(1 1)
When the received signal is given by (6) and n ( t ) is given by (7), we have If nl(t) is additive white Gaussian noise, and only the first user is signaling, then the receiver of Fig. 2 (or 3) is optimal. If we assume that { Ip(B, r):1 5 p 5 M } is a collection of independent Gaussian random variables (this is equivalent to treating the interfering signals as additive white Gaussian noise), then the receiver is again optimal. Neither of these Gaussian assumptions is necessarily valid. In the remainder of this paper, we assume that n,(t) is an additive white Gaussian noise process and study the effect of the multiple-access interference on the probability of error for the receiver. More realistic models for n,(t) are discussed in where we shall see that the outputs of the in-phase and quadrature chip correlators of Fig. 3 should be passed through zero-memory nonlinearities before they are processed by the discrete-time filters.
+ R^~(~~-~T C ) [ C ( U ( ' ) , v:))(I-N)
111. THE AVERAGE PROBABILITY OF ERROR For any specific value of the symbol X transmitted by the first user, and specific values for the delay vector 7, and the interfering data vector B , the 2,'s in (21) are (conditionally) independent Gaussian random variables which have common variance N0/2Es. The probability of error under these conditions is denoted by Pr ( E [X, B , 7) and is just the conditional probability that one or more of the Z p ' s exceeds Z h . A more interesting parameter ([13] and [14] ) is the unconditional or average probability of error which is obtained by treating X, B , and 7 as random variates, and computing the expected values of Pr (E I X, B , 7) as a function of these random variates. Let Pr(E) denote this expected value. Then we have
where the expectation in (22) is with respect to the random variates B and r. When the symbol X is transmitted, an error ~c c u f s whenever one or more of the Z,'s exceeds Z,.
Applying the union bound to Pr (E I X, B , r ) , we get The most natural distributions for the random delay r and the random interfering data B are the independent uniform distributions. Thus, we assume that B and r are independent.
We also assume that r is a random vector whose components are independent random variables uniformly distributed on the interval [0, T ), and that B is a random vector whose components are independent random variates where b@) is equally likely to be any of the vectors in W k ) X V(k). Equivalently, we assume that { u (~) , ~(~) : 2 5 k I K } is a collection of independent random variates and that u (~) and u(*) are equally likely to be any of the vectors in V ( @ .
With these assumptions, one can calculate average probabilities of error for different code designs.
It is also possible to randomize the codes as well to calculate an average performance over. the ensemble of all code assignments. A model for such randomized interfering signature sequences u(*) and u (~) is slightly more complicated because of the requirement that each code be a set of orthogonal sequences. We obtain orthogonal sequences by using random cosets of an orthogonal code which are defined as follows. Let U = { UI, Uz, . . . , UM} denote a set of M orthogonal sequences of length N. For an arbitrary set of phases eo, el, * * , € 3 N -l define the set V = {VI, V,, . e , VM} by Vp,? = Up,n expje,, for 1 5 p 5 M , 0 5 n s N -1 . Then, VIS also a set of orthogonal sequences, and we call V a coset of U, and U a coset of V . To obtain random cosets Note that with this assignment, the phase of VEL has a uniform discrete distribution (modulo 27r) over the r possible phases, and that VEL and VEL? are independent random variables. Throughout this paper, we assume that the phase of the VEL has a uniform continuous distribution on [0, 27r). This treatment is reasonable for r 2 8 and is probably acceptable for r = 4.
A. The Gaussian Approximation
When N, the sequence length is large, one can argue that the distribution of Ip(B, 7 ) is approximately Gaussian because of the central limit theorem. The assumption that Ip(B, 7) is a Gaussian random variable can be used to derive an approxima-... , V K ) are called random cosets of the orthogonal code U . 
U : ,~= N O / E S + var [I,(b(k), ~~) -& ( b (~) , T~) ] (26)
which uses the fact that the components of B and r are independent. We do not assume that r k ) and Ii(bCk), Q) are independent; indeed they are not even uncorrelated. In Appendix A, we show that where For any given assignment of codes to the various users, we can use (26) and (27) to calculate f,,, and hence obtain an approximation to Pr(E) from (25). Equation (27) is a generalization of 114, (4.57) and (4.59)], and reduces to the latter when consists of a pair of antipodal sequences. To see this, note that antipodal sequences have identical autocorrelation functions, and hence-c k ( f ) is just this autocorrelation function. Also, the average of a pair of antipodal sequences is 0, and hence the sums involving 
12, DECEMBER 1987
If the chip waveform is a sine pulse, then
. 5 8 6 ( K -1)
N
In Section 111-C, we plot this approximation and compare it to the bound developed in the next subsection. where U,,.n = exp jC3,,,n and UA,n = exp jeA,,,.
B. The Characteristic Function Method
If-N is prime and U is given by the DFT matrix, then the phase angle differences are given by 
If N is prime and U is a coset of the DFT matrix, then (37) is still exact. Additionally, if N is prime and U is a subset of a DFT matrix, then (37) is still exact. Since (37) is even in w , and does not depend on p , X, or k , we write +tl(w) = +('k) (w) and develop (34) as follows:
Clearly, a simple lower bound to Pr(E) is given by
As M grows, this lower bound becomes quite loose because orthogonal codes are equidistant. Expressions (38) and (39) have been used to generate probability of error curves as a function of Eb/No with K and N as parameters. These curves are discussed in the next subsection.
C. Numerical Results
Numerical evaluation of an approximation for the probability of error based on (32) or (33) is straightforward and the computational effort does not depend on K or N. The results of such an evaluation are shown as curves marked PC in Figs. 4- 
10.
Numerical evaluation of the bounds given by expressions (38) and (39) is more difficult because we must integrate over 7 and w . A similar computation has been considered in detail by Geraniotis and Pursley [8] . We have followed their guidelines and present the curves marked PC," and in Figs. 4-10 as true upper and lower bounds to the probability of error. These curves are valid for all r 2 8. 
IV. SUMMARY
We have proposed a spread-spectrum multiple-access communication system where each user has a set of M-orthogonal signatures. The multiuser performance of this scheme is analyzed for an AWGN channel and a linear receiver. The multiuser analysis is approached through a Gaussian assumption and a characteristic function method.
The former technique is based on the assumption that the multiuser interference has a Gaussian pdf and leads to an approximate multiuser error probability (MEP) expression.
The approximation is conveniently simple, and our characteristic function analysis indicates that it generally gives fairly accurate results.
The difference between the results of the two approaches increases with the magnitude of the multiple-access noise relative to the Gaussian noise. The results of both analyses are summarized in Figs. 4-10 .
The multiuser probability of error for our SSMA system is approximated by (32). In classical direct-sequence SSMA [ 131, [ 141, each vser has a pair of antipodal sequences and the multiuser probability of error is approximated by
2E.9
NT:
If both systems have equal sequence length (N), then the ''processing gain" of our system is reduced by 112. This reducfion is due to the use of orthogonal signals instead of antipodal signals. Of course, the information rate is increased by a factor of log?
M where M can be as large as N.
Alternatively, we can equate the information rates of both systems. Then the "processing gain" of our system is log2 N/ 2 times greater than the processing gain of classical systems. We speculate that this advantage is maintained even if both systems use outer codes.
Recall that (32) approximates the average probability of error for our SSMA system. This average is with respect to the random variates X, B , and r. (X is the data sent by the first user, B is the vector of interfering sequences, and r is the vector of interfering signal delays.) Equation (32) is approximately correct whether or not we average performance over the ensemble of all cosets of any orthogonal code.
It is a reasonable approximation as long as all K sequence sets are complete orthogonal sets ( M = N ). The essential reason for this is that the mean square correlation of any vector with the vectors of a complete orthogonal set is N. Consequently, mean square correlation parameters [14] are probably not worthwhile criteria for selecting preferred orthogonal sequence sets for SSMA. However, worst case interference parameters are still of great interest. These have been used in a preliminary search for good codes [4] .
APPENDIX A
We wish to find the first and second moments of and u (~) are independent random variables. Let us simplify notation by dropping k in the subscripts and superscripts. We compute the 'expectation with respect to r in two steps. First, we compute the conditional expectation condition on the event { ITc s r < ( I + l)Tc} which has probability N-l. Then, the unconditional expectation with respect to r is just the average of all these conditional expectations. This second step is equivalent to treating I as an independent discrete random variable equally likely to take on any integer value in [0, , and note that the terms corresponding to Re (z2) will have double' frequency components in it, while the terms corresponding to 1/2zz* will not depend on w, at all. When we compute the conditional expectation with respect to 7, we can assume that the terms which involve the double frequency components have value 0. 
