Abstract. In this paper, expansions for the maximum likelihood estimator of location and its distribution function are extended to fifth order. Since the proofs are straightforward extentions of proofs given in earlier papers for orders less than the fifth, they are not given here. The purpose of the paper is mainly to present the higher order expansions.
1. Introduction. This paper serves as an extention to fifth order of the expansions for the maximum likelihood estimator of location, its distribution function and the quantiles of the distribution function. The same framework will be used as in Venetiaan(2010) , which is mainly derived from Chibisov(1973) , Chibisov and Van Zwet(1984) , and Hall (1992) . We assume that X 1 ,...,X n are i.i.d. with common density f (· − θ), which is absolutely continuous. Furthermore the random variables have finite Fisher information for location, i.e.
Our stronger regularity conditions, follow straightforwardly from the conditions in Venetiaan (2010). As a consequence, we will not give any proofs of the results, because these would be just adjustments of the detailed proofs given in earlier papers, mentioned above. In Section 2 the results are stated.
1.1. Notation. We will be using the following notation.
2. Results. In this section we will state the results. These include a fifth order expansion for the maximum likelihood estimator of location, a fifth order expansion for its distribution function and a Cornish-Fisher expansion for its quantiles.
Letθ n denote the maximum likelihood estimator of location, namelyθ n satisfies 
The first result considers a fifth order expansion of the maximum likelihood estimator.
Theorem 2.1. Let X, X 1 , ..., X n be i.i.d. with common density f (· − θ 0 ). Letθ n be the MLE and let ρ(·) satisfy the following conditions.
(2) ρ(·) is six times differentiable.
(3) There exists a finite function R(·) and a δ > 0 such that, for every y ∈ R, |θ| < δ:
Thenθ n admits a stochastic expansion where ξ j denotes the normalized sum of the independent random variables ρ (k) (X i ).
Furthermore, for any sequence of positive constants {ǫ n }, with ǫ n √ n(log n) −2 → ∞, we have
(end of Theorem 2.1)
We now present the expansion for the distribution function. 
The last result is about a Cornish-Fisher expansion for the inverse of the distribution function of the MLE.
