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Abstract
We consider convex optimization problems which are widely used as con-
vex relaxations for low-rank matrix recovery problems. In particular, in sev-
eral important problems, such as phase retrieval and robust PCA, the under-
lying assumption in many cases is that the optimal solution is rank-one. In
this paper we consider a simple and natural sufficient condition on the ob-
jective so that the optimal solution to these relaxations is indeed unique and
rank-one. Mainly, we show that under this condition, the standard Frank-
Wolfe method with line-search (i.e., without any tuning of parameters what-
soever), which only requires a single rank-one SVD computation per iteration,
finds an ǫ-approximated solution in only O(log 1/ǫ) iterations (as opposed to
the previous best known bound of O(1/ǫ)), despite the fact that the objective
is not strongly convex. We consider several variants of the basic method with
improved complexities, as well as an extension motivated by robust PCA,
and finally, an extension to nonsmooth problems.
1 Introduction
Optimization problems in which the goal is to recover a low-rank matrix given
certain data / measurements are ubiquitous in machine learning, statistics and re-
lated fields. These include for instance the well known matrix completion problem
[8, 26, 18, 16], the robust PCA problem [7, 29, 25, 30, 22], matrix formulations of
phase retrieval problems [6, 28, 31], and more. While the natural low-rank for-
mulations of these problems are NP-Hard, due to the non-convexity of the rank
constraint / objective, all of these problems admit well known and highly popu-
lar convex relaxations in which the low-rank constraint is relaxed to a trace-norm
constraint which is convex. These convex relaxations are well motivated both em-
pirically and from statistical theory point of view (see above references). On the
downside, the scalability of these convex relaxations to high-dimensional instances
is questionable, since, despite the implicit assumption that an optimal solution of
low-rank should exist, due to the relaxed trace-norm constraint, standard convex
optimization methods, such as projected gradient methods [23, 3] and even condi-
tional gradient-based methods (aka Frank-Wolfe), which are often the “weapon of
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choice” for such problems [18, 21, 11, 1, 31, 10, 15, 14], may require in worst-case
to compute singular value decompositions (SVD) of high-rank matrices, and / or to
store in memory high-rank matrices, which greatly limits their applicability. Also,
since the objective in our case is not strongly convex, exiting analyzes of conditional
gradient-based methods only give a slow O(1/ǫ) convergence rate [11, 1].
In this paper, we focus on low-rank matrix optimization problems in which the
goal is to recover a rank-one matrix. These include for instance important phase-
retrieval problems and several applications of robust PCA, just to name a few. We
begin by considering a simple and natural condition that certifies that the convex
relaxation indeed admits a unique and rank-one optimal solution. This condition
simply requires that at an optimal point, the (minus) gradient matrix admits a
non-zero spectral gap between the first and second leading components. Mainly, we
show that under this condition, the standard Frank-Wolfe method with line-search
converges to an ǫ-approximated solution with number of iterations that scales only
with log 1/ǫ, as opposed to 1/ǫ in standard Frank-Wolfe analyzes. In particular, we
obtain this exponential improvement without requiring the objective to be strongly
convex as required in several recent works (e.g., [11, 1, 15]). Moreover, our use of
the Frank-Wolfe method with line-search does not require any tuning of parameters
whatsoever.
Concretely, we consider the following canonical optimization problem:
min
X∈Sn
f(X), (1)
where Sn = {X ∈ Sn | X  0, Tr(X) = 1} is the spectrahedron in Sn - the space
of n × n real symmetric matrices. The function f(·) is assumed to be convex, and
unless stated otherwise it is also assumed to be β-smooth. We let f ∗ denote the
optimal value of Problem (1).
We refer to Problem (1) as canonical, since it is well known that the highly
popular low-rank matrix convex relaxations:
min
Y∈Rm×n: ‖X‖∗≤τ
g(Y) and min
Y∈Sn: Y0, Tr(Y)≤τ
g(Y),
could be directly formulated in the form of Problem (1) (in the above we let ‖·‖∗
denote the trace-norm, i.e., sum of singular values), see for instance [18] 1.
We now describe a simple sufficient condition so that the canonical problem
(1) indeed admits a unique optimal solution which is also a rank-one matrix. This
condition was already suggested in our recent work [12], however there it was con-
sidered for the purpose of controlling the rank of SVD computations required by
projected gradient methods to solve problems closely related to (1), and not for the
purpose of obtaining fast convergence rates for globally-convergent methods, which
is our main concern in this work.
1Here we note that while some problems, such as phase retrieval, are usually formulated as
optimization over matrices with complex entries, our results are applicable in a straightforward
manner to optimization over the corresponding spectrahedron {X ∈ Cn×n | XH = X, X 
0, Tr(X) = 1}, where XH denotes the conjugate-transpose of X. However, for simplicity of
presentation we focus on matrices with real entries.
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Assumption 1. There exists an optimal solution X∗ to Problem (1) such that
δ := λn−1(∇f(X∗))− λn(∇f(X∗)) > 0.
Lemma 1. [Lemma 7 in [12]] Under Assumption 1, Problem (1) admits a unique
optimal solution X∗ which is also a rank-one matrix, i.e., X∗ = x∗x∗⊤, where x∗ is
the eigenvector corresponding to the eigenvalue λn(∇f ∗).
While Assumption 1 is a sufficient condition for the the existence of a unique and
rank-one optimal solution, it is not a necessary condition. However, the following
lemma suggests that this condition is necessary for the robustness of the rank of
optimal points to arbitrarily-small perturbations. In particular recall that by the
first-order optimality condition it holds that ΠSn [X
∗ − β−1∇f(X∗)] = X∗ (ΠSn [·]
denotes the Euclidean projection onto Sn). The lemma is a simple adaptation of
Lemma 3 in [12]. A proof is given in the appendix for completeness.
Lemma 2. Let f : Sn → R be β-smooth and convex. Let X∗ ∈ Sn be an optimal
solution of rank-one to the optimization problem minX∈Sn f(X). Let µ1, . . . , µn
denote the eigenvalues of ∇f(X∗) in non-increasing order. Then, for any ζ >
βr(µn−1 − µn) it holds that
rank(Π(1+ζ)Sn [X
∗ − β−1∇f(X∗)]) > 1,
where (1 + ζ)Sn = {(1 + ζ)X | X ∈ Sn}, and Π(1+ζ)Sn [·] denotes the Euclidean
projection onto the convex set (1 + ζ)Sn.
This lemma shows that an eigen-gap in ∇f(X∗) implies certain rank-robustness
of Problem (1) to small perturbations in the trace bound. In particular, in case the
gap in ∇f(X∗) is zero, we see that an arbitrarily-small perturbation to the trace
bound will map an original optimal solution to a higher-rank matrix, which suggests
that in such a case, the convex relaxation is ill-posed for the purpose of rank-one
matrix recovery. In Section 5 we bring empirical motivation for this assumption,
for several rank-one matrix recovery problems.
In this paper we leverage Assumption 1 to derive improved complexities of the
Frank-Wolfe method, and certain variants of, all demonstrating linear rate of con-
vergence for Problem (1). We focus on the Frank-Wolfe method since i) aside
from achieving faster convergence rates, we are also interested in methods that
are computationally efficient, and in particular avoid high-rank singular value de-
compositions (SVD), and ii) the Frank-Wolfe method allows to easily incorporate
line-search, which avoids the need to tune parameters, and in particular avoids the
need to estimate the eigen-gap in Assumption 1.
Concretely, our main algorithmic result in this paper is the proof of the following
theorem, which we currently present only informally.
Theorem 1. [informal] Under Assumption 1, the Frank-Wolfe method with line-
search (Algorithm 1), finds an ǫ-approximate solution (in function value) to Problem
(1), after O(log 1/ǫ) iterations (treating all other quantities, except for the dimen-
sion n, as constants). Moreover, it also finds in O(log 1/ǫ) iterations a rank-one
matrix vv⊤ such that ‖vv⊤ −X∗‖2F ≤ ǫ.
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A formal and complete description of this result is given in Theorem 2 in Section
2. In that section we also present two variants of the Frank-Wolfe method for
Problem (1) with improved complexities. In Section 3 we present an extension
of Assumption 1 and Theorem 1 to a class of problems that is motivated by the
robust PCA problem and takes the form of minimizing a function of the sum of
two blocks of variables, one corresponding to a rank-one matrix, and the other lies
in some convex and compact set (see Assumption 3 and Theorem 6). In Section 4
we consider Problem (1) in case the objective function is nonsmooth. Finally, in
Section 5 we present numerical simulations in the support of Assumption 1 and also
a preliminary comparison of the different Frank-Wolfe variants considered in this
work.
Table 1 gives a quick summary of our results concerning Problem (1).
It is currently unclear to us if our approach could be extended to handle cases in
which the optimal solution is low-rank but with rank higher than one. We believe
this is indeed an interesting direction for future work.
1.1 Additional related work
In [32] the authors have considered an optimization problem closely related to (1),
which takes the form of unconstrained minimization of a smooth convex function
plus a nuclear norm regularizer. They showed that under the assumption that
the objective is of the form g(AX) where g is smooth and strongly convex and A
is a linear map, and assuming there exists an optimal solution which satisfies a
condition somewhat similar to our Assumption 1, their problem satisfies an error-
bound, which can be applied to show that a proximal gradient method converges
linearly for the problem. While their result allows to consider optimal solutions
with arbitrary rank (not only one, as in our case), this current work has three main
advantages: i) we do not require that the objective takes the form of strongly convex
and smooth function applied to linear map which, while capturing several important
applications, is also quite restrictive. Our result only requires the objective to
be smooth (and we also obtain a result for nonsmooth problems). ii) [32] only
establishes the existence of the error bound but does not detail how it depends on
the natural parameters of the problem (such as the condition they require on the
optimal solution). We on the other-hand, give fully-detailed convergence results
with explicit dependency on all relevant parameters. iii) While the error bound is
relevant to proximal gradient methods, these are often not considered the methods of
choice for such problems because of the high complexity of computing the proximal
step which can require high-rank SVD computations 2. On the other hand, here we
establish linear convergence rates for the Frank-Wolfe method and simple variants
of, which require only rank-one SVD computation on each iteration, and hence are
often more suitable for such problems. Moreover, the Frank-Wolfe method can be
used with line-search which does not require any parameter tuning.
Finally, it is important to emphasize that there is a very active and recent
research effort to analyze nonconvex optimization algorithms for low-rank matrix
2in the close proximity of an optimal solution it is quite plausible that only low-rank SVD
computations will be needed to compute the proximal step, see for instance our recent work [12]
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Algorithm assumption on f(·) req. gap
(δ)?
burn-in
phase
SVD
rank
conv.
rate
max iterate
rank
FW (Alg 1,
Thm 2)
smooth x β
3
δ3 1 e
−δt/β min{βǫ , β
3
δ3 +
β log 1/ǫ
δ }
FW (Alg 1,
Thm 3)
g(AX) + 〈C,X〉, g
smooth & str. con-
vex
x β
3
δ2 1 e
−δt/β min{βǫ , β
3
δ2 +
β log 1/ǫ
δ }
FWPG (Alg 2,
Thm 4)
smooth x β
3
δ3 2 e
−δt/β min{βǫ , β
3
δ3 }
FWPG (Alg 2,
Thm 4)
g(AX) + 〈C,X〉, g
smooth & str. con-
vex
x β
3
δ2 2 e
−δt/β min{βǫ , β
3
δ3 }
RegFW (Alg 3,
Thm 5)
smooth X x 1 e−δt/β βδ log 1/ǫ
RegFW (Alg 3,
Thm 7)
nonsmooth X x 1 e−δt/ǫ 1δǫ log 1/ǫ
Table 1: Summary of main results. In all cases f(·) is assumed convex. Burn-
in phase is number of iterations in which the method converges with standard
rate β/t, before shifting to the fast rate, SVD rank is the rank of SVD used on
each iteration, conv. rate is the fast convergence rate after the initial burn-in
phase, and max iterate rank gives an upper bound on the number of rank-one
components in the representation of the iterate throughout the run, until reaching
an ǫ-approximate solution. The result for nonsmooth f (last line), applies to a
smooth ǫ-approximation of f , see details in Section 4. All results are given in
simplified form, omitting all constants except for ǫ, δ, β, and focusing on the most
interesting cases.
optimization problems, such as the ones mentioned above, with global convergence
guarantees and often with linear convergence rates. However, these results are
usually obtained in a statistical setting, in which the data is assumed to follow a
very specific and potentially unrealistic statistical model, see for instance [19, 24,
20, 9, 5, 16] and references therein. On the contrary, in this work, we are free from
any statistical assumption / model.
1.2 Additional notation
For real matrices we let ‖·‖ denote the spectral norm (i.e., largest singular value),
and we let ‖·‖F denote the Frobenius (Euclidean) norm. For vectors in Rn we let
‖·‖2 denote the Euclidean norm. In any Euclidean space (e.g., Rn, Sn), we let
〈·, ·〉 denote the standard inner product. For a symmetric real matrix A ∈ Sn,
when writing its eigen-decomposition A =
∑n
i=1 λiuiu
⊤
i , we adopt the standard
convention that λ1 ≥ λ2 ≥ ...λn, and that the eigenvectors u1, . . . ,un form an
orthonormal basis for Rn (i.e., they have unit norm and are mutually orthogonal).
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1.3 View as a non-linear extension of the leading eigenvec-
tor problem
Our main result (Theorem 1) could be seen as a faster reduction from nonlinear
optimization problems for which the optimal solution is just a leading eigenvector
of a certain matrix, to the standard leading eigenvector problem.
Consider optimization problem (1) in the special case in which f(X) = 〈X,A〉,
where A ∈ Sn, i.e., f is a simple linear function. It is well known that in this
case, Problem (1) becomes a tight semidefinite relaxation to computing the leading
eigenvector of the matrix −A. In particular, the condition λn(A) < λn−1(A) is
sufficient and necessary for this problem to admit a unique optimal solution which
is also rank-one (since the leading eigenvector of −A in this case is unique), i.e., the
unique optimal solution is X∗ = x∗x∗⊤, where x∗ is the eigenvector corresponding
to λn(A).
For such f(·) it clearly holds that ∇f(X∗) = A. Thus, X∗ in particular corre-
sponds to the eigenvector of the smallest eigenvalue of the gradient vector at the
optimal solution (or equivalently to the leading eigenvector of−∇f(X∗)). Moreover,
it is well known that standard iterative methods for leading eigenvector computa-
tion, such as the well-known power iterations method, converge with linear rate
when such an eigen-gap exists.
Indeed, Lemma 1 shows that for smooth and convex f , the condition λn(∇f(X∗)) <
λn−1(∇f(X∗)) is a sufficient condition so that X∗ is a unique optimal solution
and also rank-one. In particular, it also corresponds to the eigenvector associated
with the smallest eigenvalue λn(∇f(X∗)) (or equivalently, the largest eigenvalue of
−∇f(X∗)). We thus refer to such problems as nonlinear eigenvector problems.
Thus, given the arsenal of efficient methods for leading eigenvector computa-
tions, it is quite natural to ask if such nonlinear eigenvector problems could be
reduced to solving only a short sequence of the standard leading eigenvector prob-
lem. The standard Frank-Wolfe analysis (e.g., [18]) provides such a reduction, but
requires O(1/ǫ) leading eigenvector computations to find an ǫ-approximated solu-
tion (treating all quantities except than 1/ǫ as constants, for simplicity). To the
best of our knowledge, Theorem 1 gives the first reduction which requires only
O(log 1/ǫ) eigenvector computations without requiring the objective function to be
strongly convex.
2 Frank-Wolfe-Type Algorithms for Problem (1)
We first begin with a general result, showing that under Assumption 1, Problem
(1) has a quadratic growth property.
Lemma 3. Suppose that Assumption 1 holds for an optimal solution X∗ and denote
δ := λn−1(∇f(X∗))− λn(X∗). Then, it holds that
∀X ∈ Sn : ‖X−X∗‖2F ≤
2
δ
(f(X)− f ∗) .
Proof. Fix some X ∈ Sn and let us write the eigen-decomposition of ∇f(X∗) as
∇f(X∗) =∑ni=1 λiviv⊤i , where the eigenvalues are ordered in non-increasing order.
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Algorithm 1 Frank-Wolfe with line-search for Problem (1)
1: X1 ← arbitrary point in Sn
2: for t = 1 . . . do
3: vt ← EV(−∇f(Xt)) {compute an (approximated) leading eigenvector of
−∇f(Xt)}
4: choose step size ηt ∈ [0, 1] using one of the two options:
Option 1: ηt ← arg min
η∈[0,1]
f((1− η)Xt + ηvtv⊤t )
Option 2: ηt ← arg min
η∈[0,1]
f(Xt) + ηt〈vtv⊤t −Xt,∇f(Xt)〉+
η2t β
2
‖Xt − vtvt‖2F
5: Xt+1 ← (1− ηt)Xt + ηtvtv⊤t
6: end for
It holds that
f(X)− f(X∗) ≥
(a)
〈X−X∗,∇f(X∗)〉 = 〈X−X∗,
n∑
i=1
λiviv
⊤
i 〉
=
(b)
n∑
i=1
λiv
⊤
i Xvi − λn ≥
(c)
(λn + δ)
n−1∑
i=1
v⊤i Xvi + λnv
⊤
nXvn − λn
= (λn + δ)
n−1∑
i=1
v⊤i Xvi + λn〈I−
n−1∑
i=1
viv
⊤
i ,X〉 − λn
= (λn + δ)
n−1∑
i=1
v⊤i Xvi + λn
(
1−
n−1∑
i=1
v⊤i Xvi
)
− λn
= δ
n−1∑
i=1
v⊤i Xvi = δTr
(
n−1∑
i=1
viv
⊤
i X
)
= δTr
(
(I− vnv⊤n )X
)
= δ
(
1− v⊤nXvn
)
, (2)
where (a) follows from the convexity of f(·), and (b), (c) follow from Lemma 1 and
Assumption 1.
Now, since since ‖X‖F ≤ 1, we can write
f(X)− f(X∗) ≥ δ(1− v⊤nXvn) ≥
δ
2
(‖vnv⊤n ‖2 + ‖X‖2F − 2v⊤nXvn)
=
δ
2
‖X− vnv⊤n ‖2F =
δ
2
‖X−X∗‖2F ,
where the last equality follows again from Lemma 1 and Assumption 1.
2.1 Proof of Theorem 1
The following lemma, whose proof is very similar to the arguments used in the proof
of Lemma 3, will be key to deriving novel bounds on the convergence of Algorithm
1 under Assumption 1.
7
Lemma 4. Let X ∈ Sn and suppose that λn(∇f(X)) − λn−1(∇f(X)) ≥ δX for
some δX > 0. Let vn be an eigenvector of ∇f(X) associated with the eigenvalue
λn(∇f(X)). Then,
〈X− vnv⊤n ,∇f(X)〉 ≥ δX(1− v⊤nXvn) ≥
δX
2
‖X− vnv⊤n ‖2F .
Proof. Examining the proof of Lemma 3, we can see that the only unique feature
of X∗ that we have used, is the fact that (under Assumption 1) it corresponds to
the eigenvector associated with the smallest eigenvalue in the gradient vector at
X∗. Hence, repeating the same arguments, this time with vn being the eigenvector
corresponding to the smallest eigenvalue of ∇f(X), we obtain the result.
Theorem 2 (formal version of Theorem 1). Let {Xt}t≥1 be a sequence produced by
Algorithm 1 and denote for all t ≥ 1: ht := f(Xt)− f ∗. Then,
∀t ≥ 1 : ht = O (β/t) . (3)
Moreover, if Assumption 1 holds then there exists T0 = O ((β/δ)
3) such that
∀t ≥ T0 : ht+1 ≤ ht
(
1−min
{ δ
12β
,
1
2
})
. (4)
Finally, if Assumption 1 holds then it also holds that
∀t ≥ 1 : ‖vtv⊤t −X∗‖2F = O
(
β2
δ3
ht
)
. (5)
Proof. The first part of the theorem (Eq. (3)) follows from standard results on the
convergence of Frank-Wolfe with line-search, see for instance [17].
To prove the second part (Eq. (4)), we note that using Lemma 3, we have that
for all t ≥ 1
‖∇f(Xt)−∇f(X∗)‖F ≤ β‖Xt −X∗‖F ≤
(a)
β
√
2δ−1ht =
(b)
O
(
β
√
δ−1β/t
)
,
where (a) follows from Lemma 3 and (b) follows from the first part of the theorem
(Eq. (3)). Thus, for some T0 = O((β/δ)
3) we have that
∀t ≥ T0 : ‖∇f(Xt)−∇f ∗‖F ≤ δ
3
. (6)
Let us denote the eigen-decomposition of ∇f(Xt) as ∇f(Xt) =
∑n
i=1 λiuiu
⊤
i ,
where the eigenvalues are ordered in non-increasing order. In particular, using
Weyl’s inequality for the eigenvalues and the short notation ∇f ∗ = ∇f(X∗), we
have that
λn−1 − λn = λn−1(∇f ∗)− λn(∇f ∗) + (λn−1 − λn−1(∇f ∗)) + (λn(∇f ∗)− λn)
≥ λn−1(∇f ∗)− λn(∇f ∗)− 2‖∇f(Xt)−∇f ∗‖F
≥ δ − 2δ
3
=
δ
3
. (7)
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Let us now recall the Frank-Wolfe update on iteration t of the algorithm: Xt+1 ←
Xt+ηt(vtv
⊤
t −Xt). Since λn < λn−1, we have that the FW linear subproblem admits
a unique optimal solution (the eigenvector un), and we can substitute vt with un.
Note that both line-search options in the algorithm imply that
∀η ∈ [0, 1] : f(Xt+1) ≤ f(Xt) + η〈vtv⊤t −Xt),∇f(Xt)〉+
η2β
2
‖vtv⊤t −Xt‖2F
= f(Xt) + η〈unu⊤n −Xt,∇f(Xt)〉+
η2β
2
‖unu⊤n −Xt‖2F ,
where the first inequality is due to the smoothness of f(·).
Now, subtracting f(X∗) from both sides and using Lemma 4 with respect to the
gradient vector ∇f(Xt) and with gap δX = δ/3, we have that
∀η ∈ [0, 1] : ht+1 ≤ ht + η
2
〈unu⊤n −Xt,∇f(Xt)〉+
(
η2β
2
− ηδ
12
)
‖unu⊤n −Xt‖2F
≤ (1− η/2)ht +
(
η2β
2
− ηδ
12
)
‖unu⊤n −Xt‖2F ,
where the last inequality follows from the convexity of f(·).
We now consider two cases. If δ
6β
≤ 1, then setting η = δ
6β
we have that
ht+1 ≤
(
1− δ
12β
)
ht.
Otherwise, setting η = 1 and using the fact that δ > 6β we have that
ht+1 ≤ 1
2
ht.
Overall, we have that for all t ≥ T0,
ht+1 ≤ ht
(
1−min{ δ
12β
,
1
2
}
)
,
which proves the second part of the theorem (Eq. (4)).
Finally, the proof of the third part of the theorem (Eq. (5)) follows from a
straightforward application of the Davis-Kahan sin θ theorem (see for instance The-
orem 4 in [13]). This theorem bounds this distance between the rank-one matrices
which correspond to the top eigenvectors of two matrices A,B ∈ Sn, in terms of the
distance between A and B (in spectral norm), and the eigen-gap between the first
and second leading eigenvalues of A. Here we recall that Lemma 1 implies that X∗
is a rank-one matrix corresponding to the leading eigenvector of −∇f(X∗). The
formal argument is as follows.
‖vtv⊤t −X∗‖2F ≤
8‖∇f(Xt)−∇f(X∗)‖2
(λn−1(∇f(X∗))− λn(∇f(X∗)))2
≤ 8β
2‖Xt −X∗‖2F
δ2
≤ 16β
2ht
δ3
,
(8)
where the last inequality follows from Lemma 3.
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Remark: while efficient methods for leading eigenvector computations, as re-
quired by Algorithm 1 and all other algorithms we consider in this work, do not
produce an accurate solution, but only an approximated leading eigenvector, since
accounting for these possible approximation errors in the convergence analysis is
straight-forward (see for instance [18, 17, 11]), here for ease of presentation we
assume all such computations are accurate.
2.2 Some improvements to Theorem 2 under additional
structure of objective
We note that the dependence on δ in terms of number of iterations until entering
the regime of linear convergence (Eq. (4)) and the distance to the optimal rank-one
solution (Eq. (5)) in Theorem 2, could be quite high (scales with δ−3). We now
show that for an important family of structured objective functions, namely those
captured by the following Assumption 2, this dependence can be improved without
changing Algorithm 1 and with only minor changes to the proof of Theorem 2.
Assumption 2. The function f(·) is of the form f(X) = g(AX) + 〈C,X〉, where
A : Sn → Rp is a linear map, g : Rp → R is βg smooth and αg-strongly convex, and
C ∈ Sn.
In the following we let ‖A‖ denote the operator norm of the map A, i.e., ‖A‖ =
maxx∈Rp,‖x‖2=1 ‖A⊤x‖F .
Theorem 3. Suppose that in addition to Assumption 1, Assumption 2 also holds.
Then, the bound on T0 in Theorem 2 could be replaced with T0 = O
(‖A‖3β3g
αgδ2
)
, and
the RHS of guarantee (5) could be replaced with O
(
β2g‖A‖2
αgδ2
ht
)
.
Proof. Under the additional structural assumption on f(·), it clearly holds that for
any X,Y ∈ Sn,
‖∇f(X)−∇f(Y)‖F = ‖A⊤(∇g(AX)−∇g(AY))‖F ≤ ‖A‖βg‖AX−AY‖2.
Using the strong convexity of g(·), we have that for all X ∈ Sn,
‖AX−AX∗‖2 ≤
√
2
αg
(g(AX) + 〈C,X〉 − g(AX∗)− 〈C,X∗〉)
=
√
2
αg
(f(X)− f(X∗)).
Thus, for any iteration t of Algorithm 1, it holds that
‖∇f(Xt)−∇f(X∗)‖F ≤
√
2‖A‖2β2g
αg
ht. (9)
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We can now plug-in Eq. (3) and further obtain that
‖∇f(Xt)−∇f(X∗)‖F = O
(√
‖A‖3β3g
αgt
)
, (10)
where we have used the fact that the smoothness parameter of f is at most βg‖A‖.
Now, we can see that in-order to obtain the bound (6) in the proof of Theorem
2, it indeed suffices to take T0 = O
(‖A‖3β3g
αgδ2
)
, which proves the first part of the
lemma.
To prove the second part, we observe that using (9), Eq. (8) in the proof of
Theorem 2 could now be replaced with:
‖vtv⊤t −X∗‖2F ≤
8‖∇f(Xt)−∇f(X∗)‖2
(λn−1(∇f(X∗)− λn(∇f(X∗))2
≤ 16β
2
g‖A‖2
αgδ2
ht.
2.3 Bounded-rank algorithm
Despite the linear convergence result for the Frank-Wolfe method detailed in The-
orem 2, still a certain disadvantage is that the rank of the iterates (or number of
rank-one components that needs to be stored in memory to maintain a factoriza-
tion of the current terate Xt) grows linearly with the iteration counter t. We now
suggest a simple modification, that actually combines the Frank-Wolfe method and
the projected gradient method, and guarantees that the number of rank-one compo-
nents is always bounded and is independent of 1/ǫ, where ǫ is the target acuuracy.
This modification comes with the price that now each iteration of the algorithm
(see Algorithm 2 below) requires, in worst case, a rank-two SVD computation of a
n× n matrix, and an additional one leading eigenvector computation.
Theorem 4. The sequence {Xt}t≥1 produced by Algorithm 2 has all the guarantees
stated in Theorem 2 (or Theorem 3 if Assumption 2 also holds). Moreover, there
exists T1 = O ((β/δ)
3), such that for all t ≥ T1 it holds that rank(Xt) = 1.
Proof. Note that according to the structure of the Euclidean projection over Sn
(see for instance Lemma 6 in [12]), when the condition in the if statement holds on
some iteration t, then indeed the projection of Yt+1 onto Sn is given by the rank
one matrix u1u
⊤
1 , and thus Xt+1 is equivalent to the standard projected gradient
update step: Xt+1 ← ΠSn [Xt − β−1∇f(Xt)]. Thus, Algorithm 2 either applies a
standard projected gradient update (when the projection is rank-one), or otherwise
a Frank-Wolfe update with line-search.
In particular, if Xt+1 ← ΠSn[Xt−β−1∇f(Xt)] then, as it is well known, we have
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Algorithm 2 Frank-Wolfe meets Projected Gradient for Problem (1)
1: input: smoothness parameter β
2: let X1 be an arbitrary point in Sn
3: for t = 1 . . . do
4: Yt+1 ← Xt − 1β∇f(Xt)
5: let λ1u1u
⊤
1 +λ2u2u
⊤
2 be the rank-two truncated eigen-decomposition of Yt+1
(i.e., taking the two leading components with largest eigenvalues)
6: if λ1 ≥ 1 + λ2 then
7: Xt+1 ← u1u⊤1
8: else
9: vt ← EV(−∇f(Xt))
10: choose step size ηt ∈ [0, 1] using one of the two options:
Option 1: ηt ← arg min
η∈[0,1]
f((1− η)Xt + ηvtv⊤t )
Option 2: ηt ← arg min
η∈[0,1]
〈vtv⊤t −Xt,∇f(Xt)〉+
ηtβ
2
‖Xt − vtvt‖2F
11: Xt+1 ← (1− ηt)Xt + ηtvtv⊤t
12: end if
13: end for
that for any Y ∈ Sn,
f(Xt+1)− f ∗ ≤ f(Xt)− f ∗ + 〈Xt+1 −Xt,∇f(Xt)〉+ β
2
‖Xt+1 −Xt‖2F
= f(Xt)− f ∗ + β
2
‖Xt+1 − (Xt − β−1∇f(Xt))‖2F −
1
2β
‖∇f(Xt)‖2F
≤ f(Xt)− f ∗ + β
2
‖Y − (Xt − β−1∇f(Xt))‖2F −
1
2β
‖∇f(Xt)‖2F
= f(Xt)− f ∗ + 〈Y −Xt,∇f(Xt)〉+ β
2
‖Y −Xt‖2F .
In particular, for any ηt ∈ [0, 1], setting Y = (1− ηt)Xt + ηtvtv⊤t , with vt being
the leading eigenvector of −∇ft(Xt), we obtain
f(Xt+1)− f ∗ ≤ f(Xt)− f ∗ + ηt〈vtv⊤t −Xt,∇f(Xt)〉+
η2t β
2
‖Xt − vtv⊤t ‖2F .
Thus, a projected gradient update enjoys a per-iteration worst case error reduction
that is no worse than that of a Frank-Wolfe step with line-search (option 2 in
Algorithm 1). Hence, it can be seen that all the convergence guarantees from
Theorems 2 and 3 also hold for Algorithm 2.
In particular, using Lemma 3 together with Eq. (3), we have that there exists
T1 = O((β/δ)
3) such that for all t ≥ T1,
‖Xt −X∗‖2F = O
(
β
δT1
)
≤
(
δ
4β
)2
. (11)
12
Thus, starting from iteration T1 and onwards, by invoking Theorem 7 in [12], it
directly follows that the projection of Yt+1 onto Sn is indeed always rank-one, and
thus from this point on, only projected gradient steps are used.
2.4 No burn-in phase when gap is known
Another disadvantage of Theorems 2, 3 is that the linear convergence applies only
after a certain “burn-in” phase. Here we show that if an estimate for the eigen-gap
δ = λn−1(∇f(X∗)) − λn(∇f(X∗)) is available, then it is possible to modify the
Frank-Wolfe method, without essentially changing the complexity of each iteration,
so that it enjoys a global linear convergence rate. This modification and convergence
analysis follows in an almost straight-forward manner from the work [1], when
combined with our Lemma 3.
Algorithm 3 Regularized Frank-Wolfe for Problem (1)
1: input: smoothness parameter β, gap estimate δˆ ∈ (0, λn−1(∇f(X∗)) −
λn(∇f(X∗))]
2: let X1 be an arbitrary point in Sn
3: η ← δˆ
2β
4: for t = 1 . . . do
5: vt ← argmin‖v‖=1〈vv⊤,∇f(Xt)〉 + ηβ2 ‖vv⊤ −Xt‖2F {note this is equivalent
to vt ← EV (−∇f(Xt) + ηβX)}
6: Xt+1 ← (1− η)Xt + ηvtv⊤t
7: end for
Theorem 5. Under Assumption 1, the iterates of Algorithm 3 satisfy
∀t ≥ 1 : f(Xt+1)− f ∗ ≤
(
1− δˆ
4β
)
(f(Xt)− f ∗) .
As discussed, the proof is a simple application of the arguments used in [1] and
Lemma 3, however since it is very short, we include it here for completeness.
Proof. On any iteration t it holds that
f(Xt+1)− f ∗ ≤
(a)
f(Xt)− f ∗ + η〈vtv⊤t −Xt,∇f(Xt)〉+
η2β
2
‖vtv⊤t −Xt‖2F
≤
(b)
f(Xt)− f ∗ + η〈X∗ −Xt,∇f(Xt)〉+ η
2β
2
‖X∗ −Xt‖2F
≤
(c)
f(Xt)− f ∗
(
1− η + η
2β
δ
)
≤
(d)
f(Xt)− f ∗
(
1− δˆ
4β
)
,
13
where (a) follows from smoothness of f , (b) follows from the optimal choice of vt
and since, under Assumption 1, X∗ is rank-one, (c) follows from Lemma 3, and (d)
follows from plugging the choice of η and since δˆ ≤ δ.
Remark: it is possible to combine the use of the projected gradient method,
as applied in Algorithm 2, and the regularized Frank-Wolfe update, as applied
in Algorithm 3, to obtain an algorithm that has both bounded rank and global
linear convergence rate. This derivation is quite straightforward given these two
ingredients and we omit it.
3 Extension Motivated by Robust-PCA
We now consider the following extension of Problem (1).
min
X∈Sn,y∈K
{f(X,y) := g(AX+ y) + 〈C,X〉+ 〈c,y〉}, (12)
where g : Rp → R is assumed αg-strongly convex and βg-smooth, A : Sn → Rp
is a linear map, K ⊂ Rp is assumed convex and compact, and C ∈ Sn, c ∈ Rp.
Throughout this section we use DK to denote the Euclidean diameter of K.
For instance, the Robust-PCA problem [7, 22, 15]:
min
X∈Rm×n:‖X‖∗≤τ, Y∈Rm×n:‖Y‖1≤k
1
2
‖X+Y −M‖2F ,
where M ∈ Rm×n is some input matrix, and ‖·‖1 is the standard entry-wise ℓ1
norm, could be formulated as Problem (12), by setting p = mn, g(z) := 1
2
‖z‖22,
K = {y ∈ Rmn | ‖y‖1 ≤ k}, setting the linear map A : R(m+n)×(m+n) → Rmn
appropriately via standard reductions (see for instance [18]), setting C = 0, c = 0,
and setting m ∈ Rmn to be a vectorized version of the input matrix M (e.g., by
concatenating the rows).
Another relevant example is that of phase retrieval with corrupted measure-
ments, in which case the vector y accounts for the corruptions, and K can be taken
to be some norm-induced ball (e.g., ℓ1 ball in case of sparse corruptions).
In the sequel, we let ∇Xf(X,Y) denote the derivative of f w.r.t. the block
X and ∇fyf(X,Y) the derivative w.r.t. y. Also, as before, we denote ‖A‖ =
maxx∈Rp,‖x‖2=1 ‖A⊤x‖F .
Towards extending our results for Problem (1) to Problem (12), we consider
a standard first-order method which combines the use of Frank-Wolfe with line-
search in order to update the matrix variable X (as done for Problem (1)) with the
standard projected gradient method for updating the variable y 3. See Algorithm
4.
3Here we make an implicit assumption that it is computationally efficient to compute Euclidean
projections onto the set K.
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Algorithm 4 Projected Gradient combined with Frank-Wolfe for Problem (12)
1: input: smoothness parameter βg
2: (X1,y1)← arbitrary point in Sn ×K
3: for t = 1 . . . do
4: yt+1 ← ΠK[yt − 12βg∇yf(Xt,yt)]
5: vt ← EV(−∇Xf(Xt,yt))
6: ηt ← argminη∈[0,1] f((1− η)Xt + ηvtv⊤t ,yt+1)
7: Xt+1 ← (1− ηt)Xt + ηtvtv⊤t
8: end for
Working towards proving an analogue of Theorem 2 for Problem (12), we begin
by extending our underlying gap assumption to the new setting.
Lemma 5. Let W∗ ⊂ Sn ×K denote the set of optimal solutions to Problem (12).
Then ∇f(X,y) is constant over W∗.
Proof. Since g is strongly convex it follows that AX+y is constant over W∗. Note
that for any X,y, ∇Xf(X,y) = A⊤∇g(AX+y)+C,∇yf(X,y) = ∇g(AX+y)+c.
Hence, it follows that indeed ∇f is constant over W∗.
Henceforth we denote by ∇f ∗ the value of the gradient vector of f over the set
of optimal solutions.
Assumption 3. The gradient vector at any optimal solution satisfies: λn−1(∇Xf ∗)−
λn(∇Xf ∗) = δ > 0.
Lemma 6. Under Assumption 3 there exists a unique optimal solution (X∗,y∗) to
Problem (12). Moreover, X∗ is rank-one, that is X∗ = x∗x∗⊤, for some unit vector
x∗ ∈ Rn.
Proof. Fix some optimal solution (X∗,y∗) and consider the function q(X) = f(X,y∗).
Clearly ∇q(X) = ∇Xf(X,y∗) and X∗ ∈ argminX∈Sn q(X). Thus, according to
Assumption 3 it follows that λn−1(∇q(X∗)) − λn(∇q(X∗)) = δ > 0. Thus, by
Lemma 1 it follows that X∗ is the unique minimizer of q(X) over Sn, and more-
over, X∗ = x∗x∗⊤ is rank-one, where x∗ is the eigenvector which corresponds to
the eigenvalue λn(∇q(X∗)) = λn(∇Xf(X∗)). However, by Lemma 6, the gradient
vector of f(·, ·) is constant over the optimal set, and hence, if there exists another
optimal solution (X∗2,y
∗
2) to Problem (12), by the above reasoning it must hold that
X∗2 = X
∗ = x∗x∗⊤.
Now, since g(·) is strongly convex it follows that the vector AX + y is con-
stant over the optimal set W∗ ⊆ Sn × K. Thus, for any two optimal solutions
(X∗,y∗1), (X
∗,y∗2) we have that
y∗1 − y∗2 = (AX∗ + y∗1)− (AX∗ + y∗2) = 0.
Hence, the lemma follows.
Lemma 7. For any X ∈ Sn and y ∈ K it holds that
‖∇Xf(X,y)−∇Xf ∗‖F ≤
√
2βg‖A‖√
αg
√
f(X,y)− f ∗. (13)
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Proof. Let (X∗,y∗) denote some optimal solution and let (X,y) ∈ Sn ×K. Let us
further denote z = AX + y and z∗ = AX∗ + y∗. Recall that the derivative of f
w.r.t. the first block is given by ∇Xf(X,y) = A⊤∇g(z)+C. Using the smoothness
of g(·) we have that
‖∇Xf(X,y)−∇Xf ∗‖F = ‖A⊤(∇g(z)−∇g(z∗))‖F
≤ ‖A‖ · ‖∇g(z)−∇g(z∗)‖2 ≤ βg‖A‖ · ‖z− z∗‖2. (14)
Using the strong convexity of g(·) we have that
‖z− z∗‖2 ≤
√
2
αg
√
g(z)− g(z∗) =
√
2
αg
√
f(X,Y)− f ∗.
Plugging this into Eq. (14) we obtain the bound in the lemma.
We can now finally present and prove our main result for Problem (12).
Theorem 6. Let {(Xt,yt)}t≥1 be a sequence produced by Algorithm 4 and denote
for all t ≥ 1: ht := f(Xt,yt)− f ∗. Then,
∀t ≥ 1 : ht = O
(
βg(‖A‖2 +D2K)
t
)
. (15)
Moreover, under Assumption 3, there exists T0 = O
(‖A‖2β3
g
(‖A‖2+D2
K
)
αgδ2
)
such that
∀t ≥ T0 : ht+1 ≤ ht
(
1−min{1
6
,
αgδ
2
4βg
(
6αgδ‖A‖2 + 4δ2 + 32‖A‖2β2g
) , δ
72βg‖A‖2}
)
.
(16)
Finally, under Assumption 3, it also holds that
∀t ≥ 1 : ‖vtv⊤t −X∗‖2F = O
(
β2g‖A‖2
αgδ2
ht
)
. (17)
Proof. Fix some iteration t. We introduce the notation zt = AXt + yt. By the
optimal choice of ηt, we have that for any ηX ∈ [0, 1] it holds that
f(Xt+1,yt+1) ≤ f((1− ηX)Xt + ηXvtv⊤t ,yt+1)
Using the smoothness of g(·), it holds for any ηX ∈ [0, 1] that
f(Xt+1,yt+1) ≤ g(AXt +A(ηX(vtv⊤t −Xt)) + yt + (yt+1 − yt))
+ 〈C,Xt + ηX(vtv⊤t −X)〉+ 〈c,yt+1〉
≤ g(zt) +
(A(ηX(vtv⊤t −Xt)) + yt+1 − yt)⊤∇g(zt)
+
βg
2
‖A(ηX(vtv⊤t −Xt)) + yt+1 − yt‖22
+ 〈C,Xt + ηX(vtv⊤t −X)〉+ 〈c,yt+1〉
≤ f(Xt,yt) + ηX〈vtv⊤t −Xt,∇fX(Xt,yt)〉+ (yt+1 − yt)⊤∇yf(Xt,yt)
+ βg
(‖A‖2η2X‖vtv⊤t −Xt‖2F + ‖yt+1 − yt‖22) ,
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where in the last inequality we have used the triangle inequality for the Euclidean
norm and (a + b)2 ≤ 2a2 + 2b2.
From the choice of yt+1, it follows that for all ηy ∈ [0, 1],
(yt+1 − yt)⊤∇yf(Xt,yt) + βg‖yt+1 − yt‖22 ≤
((yt + ηy(y
∗ − yt))− yt)⊤∇yf(Xt,yt) + βg‖(yt + ηy(y∗ − yt))− yt‖22 =
ηy(y
∗ − yt)⊤∇yf(Xt,yt) + βgη2y‖y∗ − yt‖22.
Combining both inequalities we have that for any (ηX, ηy) ∈ [0, 1]× [0, 1],
f(Xt+1,yt+1) ≤ f(Xt,yt) + ηX〈vtv⊤t −Xt,∇Xf(Xt,yt)〉
+ ηy(y
∗ − yt)⊤∇yf(Xt,yt)
+ βg
(
η2X‖A‖2‖vtv⊤t −Xt‖2F + η2y‖y∗ − yt‖22
)
. (18)
Now, part one of the Theorem (Eq. (15)) follows from setting the standard ob-
servation that 〈vtv⊤t ,∇Xf(Xt,yt)〉 ≤ 〈X∗,∇Xf(Xt,yt)〉, and from here the O(1/t)
rate follows from standard arguments involving the convexity of f(·) and the fact
that Sn,K are bounded.
We now continue to prove the second part of the theorem (Eq. (16)). Note
that from Lemma 7 and the first part of the theorem, it follows that there exists
T0 = O
(‖A‖2β3
g
(‖A‖2+D2
K
)
αgδ2
)
such that
∀t ≥ T0 : ‖∇Xf(X)−∇Xf ∗‖F ≤ δ
3
. (19)
Throughout the rest of the proof we focus on some iteration t ≥ T0. Denote
z∗ = AX∗ + y∗.
Observe that
‖y∗ − yt‖2 = ‖(z∗ −AX∗)− (zt −AXt)‖2 ≤ ‖z∗ − zt‖2 + ‖AX∗ −AXt‖2
≤
√
2
αg
√
f(Xt,yt)− f ∗ + ‖A‖‖X∗ −Xt‖F , (20)
where the last inequality follows from the strong convexity of g(·).
Let us write the eigen-decomposition of∇Xf(Xt,yt) as∇Xf(Xt,yt) =
∑n
i=1 λiuiu
⊤
i ,
where the eigenvalues are ordered in non-increasing order. We now observe that
since un is the leading eigenvector of −∇Xf(Xt,yt), and since by Lemma 6, X∗ is a
rank-one matrix which corresponds to the leading eigenvector of −∇Xf ∗, then un-
der the gap assumption (Assumption 3), and using the Davis-Kahan sin θ theorem
(see for instance Theorem 4 in [13]), we have that
‖X∗ −Xt‖F ≤ ‖unu⊤n −Xt‖F + ‖unu⊤n −X∗‖F
≤ ‖unu⊤n −Xt‖F + 2
√
2
‖∇Xf(Xt,yt)−∇Xf ∗‖F
δ
.
Using Lemma 7 we have
‖X∗ −Xt‖F ≤ ‖unu⊤n −Xt‖F + C0
√
f(Xt,yt)− f ∗.
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for C0 =
4‖A‖βg√
αgδ
.
Plugging into (20) and using (a+ b)2 ≤ 2a2 + 2b2, we have that
‖y∗ − yt‖22 ≤ C1‖unu⊤n −Xt‖2F + C2 (f(Xt,yt)− f ∗) , (21)
for C1 = 4‖A‖2 and C2 = 4αg + 2‖A‖2C20 = 4αg +
32‖A‖4β2
g
αgδ2
.
Note that since t ≥ T0, using (19), similarly to (7), it follows that λn−1−λn ≥ δ3 .
Hence, the FW linear subproblem admits a unique optimal solution, and we can
substitute vt with un - the leading eigenvector of −∇f(Xt,yt). Recall also that
‖unu⊤n −Xt‖2F ≤ 2(1 − u⊤nXtun). Thus, plugging-back into (18), we have that for
any (ηX, ηy) ∈ [0, 1]× [0, 1],
f(Xt+1,yt+1) ≤ f(Xt,yt) + ηX〈unu⊤n −Xt,∇Xf(Xt,yt)〉
+ 2βg(1− u⊤nXtun)(‖A‖2η2X + η2yC1)
+ ηy(y
∗ − yt)⊤∇yf(Xt,yt) + βgη2yC2 (f(Xt,yt)− f ∗) . (22)
We now consider two cases. If (1− u⊤nXtun) ≤ C3(f(Xt,yt)− f ∗), for some C3
to be determined later on, then, letting ηX = ηy = η and using the convexity of
f(·, ·), we have that for any η ∈ [0, 1] it holds that
f(Xt+1,yt+1)− f ∗ ≤ (f(Xt,yt)− f ∗)
(
1− η + βgη2(2‖A‖2C3 + 2C1C3 + C2)
)
= (f(Xt,yt)− f ∗)
(
1− η + η2βgC4
)
,
where we define C4 = 2‖A‖2C3 + 2C1C3 + C2 = 6‖A‖2C3 + 4αg +
32‖A‖2β2
g
αgδ2
.
If 2βgC4 > 1, then taking η =
1
2βgC4
, we get
ht+1 ≤ ht
(
1− 1
4βgC4
)
.
Else, taking η = 1 (and recalling that 1/2 ≥ βgC4) we obtain
ht+1 ≤ ht
2
.
In the second case ((1− u⊤nXtun) > C3ht), setting ηy = 0 in (22) we have
f(Xt+1,yt+1)− f ∗ ≤ f(Xt,yt)− f ∗ + ηX〈unu⊤n −Xt,∇Xf(Xt,yt)〉
+ 2η2Xβg‖A‖2(1− u⊤nXtun).
Using Lemma 4 w.r.t. the function w(X) := f(X,yt), and recalling that ac-
cording to Eq. (19), λn−1(∇w(Xt)) − λn(∇w(Xt)) ≥ δ3 (see similar calculation in
(7)), we have that
f(Xt+1,yt+1)− f ∗ ≤ f(Xt,yt)− f ∗ − ηX(1− u⊤nXtun)
(
δ
3
− 2ηXβg‖A‖2
)
.
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Thus, for any ηX ≤ δ6βg‖A‖2 (recalling (1− u⊤nXtun) > C3ht) we have that
f(Xt+1,yt+1)− f ∗ ≤ f(Xt,yt)− f ∗ − ηX
(
δ
3
− 2ηXβg‖A‖2
)
C3ht.
In particular, if δ
12βg‖A‖ ≤ 1, setting ηX = δ12βg‖A‖2 we obtain
f(Xt+1,yt+1)− f ∗ ≤ f(Xt,yt)− f ∗ − δ
2C3ht
72βg‖A‖2 .
Else, setting ηX = 1 (and recalling δ/6 ≥ 2βg‖A‖2) we have
f(Xt+1,yt+1)− f ∗ ≤ f(Xt,yt)− f ∗ − C3δht
6
.
Thus, considering all four cases, we have that
ht+1 ≤ ht
(
1−min{1
2
,
1
4βgC4
,
C3δ
2
72βg‖A‖2 ,
C3δ
6
}
)
= ht

1−min{1
2
,
1
4βg
(
6‖A‖2C3 + 4δ
2+32‖A‖2β2
g
αgδ2
) , C3δ2
72βg‖A‖2 ,
C3δ
6
}

 .
Choosing for instance C3 = 1/δ we get
ht+1 ≤ ht
(
1−min{1
6
,
αgδ
2
4βg
(
6αgδ‖A‖2 + 4δ2 + 32‖A‖2β2g
) , δ
72βg‖A‖2}
)
.
Finally, the proof of the third part of the theorem (Eq. (17)) follows exactly as
the proof of Eq. (5), but replacing the bound on ‖∇f(Xt)−∇f(X∗)‖F in Eq. (8),
with the bound on ‖∇Xf(Xt,yt)−∇Xf ∗‖F in Lemma 7.
4 Extension to Nonsmooth Functions
We now consider an extension of our results to the case in which f(·) is convex
over Sn but not smooth. For instance, as an example, two applications of interest
in the context of rank-one matrix recovery are f(X) := ‖X−M‖1, which is also
a popular formulation of the Robust-PCA problem (here M is the observed data),
and f(X) := 1
2
‖X−M‖2F + λ‖X‖1, which is useful when attempting to recover
a matrix X that is both low-rank and sparse from the noisy observation M (e.g.,
[27, 14]).
Towards this end, we recall the following sufficient and necessary optimality
condition for constrained nonsmooth convex optimization.
Lemma 8 (Corollary 3.68 in [2]). X∗ ∈ Sn is an optimal solution of (1) (even
when f is nonsmooth) if and only if there exists G∗ ∈ ∂f(X∗) such that
∀X ∈ Sn : 〈X−X∗,G∗〉 ≥ 0. (23)
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The following assumption extends Assumption 1 to nonsmooth functions.
Assumption 4. There exists an optimal solution X∗ to Problem (1) such that
λn−1(G∗)− λn(G∗) = δ > 0, where G∗ is a subgradient of f(·) at X∗ for which Eq.
(23) holds.
Lemma 9. Suppose Assumption 4 holds for some optimal solution X∗ ∈ Sn. Then,
X∗ is both the unique optimal solution to Problem (1), and rank-one. Moreover,
the quadratic growth result of Lemma 3 holds even though f(·) is nonsmooth.
Proof. From Lemma 8 if follows that under Assumption 4, X∗ must be rank-one
matrix corresponding to the eigenvector of G∗ with smallest eigenvalue (where
G∗ is the subgradeint defined in Lemma 8), since otherwise, letting u∗n denote
the eigenvector of G∗ corresponding to the smallest eigenvalue, we will have that
〈u∗nu∗⊤n −X∗,G∗〉 < 0, which contradicts the optimality of X∗.
Using the above, the quadratic growth property follows from repeating the steps
of the proof of Lemma 3, replacing ∇f(X∗) with G∗.
Towards applying Frank-Wolfe-type methods to Problem (1) with nonsmooth
f , we will consider a standard approach of replacing the nonsmooth f(·) with a
smooth approximation.
Definition 1. We say a convex function f(α,β) : S
n → R is a (α, β)-smooth approx-
imation of a convex function f : Sn → R, if i) for all X ∈ Sn: |f(X)− f(α,β)(X)| ≤
α, and ii) f(α,β) is β-smooth.
We refer the interested reader to [4] for an in-depth treatment of the subject of
constructing smooth approximations with many important examples.
We note that typically β scales with 1/α. In particular, usually α is chosen
so that α = O(ǫ), where ǫ is the target approximation-error desired, which causes
β to be of the order β = O(1/ǫ). Note however that since, as discussed, the
smoothness parameter will typically scale with 1/ǫ, the results in theorems 2 and
3, when applied to the smooth approximation f(α,β), give fast convergence rates
only after roughly O(β3) = O(1/ǫ3) initial iterations. Since applying the standard
Frank-Wolfe convergence result to f(α,β)(·) will already result in a O(1/ǫ2) rate,
these fast rate results become meaningless. We thus consider only adapting the
result of Theorem 5, which does not have a “burn-in” phase, but does require an
estimate of the gap δ.
Theorem 7. Under Assumption 1, the iterates of Algorithm 3, when applied to a
(α, β)-smooth approximation of f , f(α,β), and with gap estimate δˆ such that 0 < δˆ ≤
δ (where δ is as defined in Assumption 4), satisfy
∀t ≥ 0 : f(Xt+1)− f ∗ ≤ (f(X1)− f ∗) exp
(
− δˆt
4β
)
+O(α).
Indeed, we see that when α = O(ǫ) and β = O(1/ǫ), the number of iterations
to reach O(ǫ) approximation error is of the order O
(
log 1/ǫ
δˆǫ
)
, which up to a log 1/ǫ
factor, is what we expect when optimizing a nonsmooth δˆ-strongly convex function.
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Proof. The proof follows from simple modifications of the proof of Theorem 5, as
we now detail. Let us denote f ∗(α,β) = minX∈Sn f(α,β)(X). On any iteration t it holds
that
f(α,β)(Xt+1)− f ∗(α,β) ≤
(a)
f(α,β)(Xt)− f ∗(α,β) + η〈vtv⊤t −Xt,∇f(α,β)(Xt)〉
+
η2β
2
‖vtv⊤t −Xt‖2F
≤
(b)
f(α,β)(Xt)− f ∗(α,β) + η〈X∗ −Xt,∇f(α,β)(Xt)〉
+
η2β
2
‖X∗ −Xt‖2F
≤
(c)
f(α,β)(Xt)− f ∗(α,β) − η
(
f(α,β)(Xt)− f(α,β)(X∗)
)
+
η2β
δˆ
(f(Xt)− f(X∗)) .
where (a) follows from the β-smoothness of f(α,β), (b) follows from the optimal
choice of vt and since, under Assumption 4, X
∗ is rank-one, and (c) follows from
the convexity of f(α,β), Lemma 9, and since that δˆ ≤ δ.
Let Z∗ be the minimizer of f(α,β) over Sn. Since f ∗(α,β) = f(α,β)(Z∗) ≥ f(Z∗)−α ≥
f(X∗)− α ≥ f(α,β)(X∗)− 2α ≥ f ∗(α,β) − 2α, the above leads to
f(α,β)(Xt+1)− f ∗(α,β) ≤
(
f(α,β)(Xt)− f ∗(α,β)
)(
1− η + η
2β
δˆ
)
+ α(2η + 2η2β/δˆ).
Setting η = δˆ
2β
, we have
f(α,β)(Xt+1)− f ∗(α,β) ≤
(
f(α,β)(Xt)− f ∗(α,β)
)(
1− δˆ
4β
)
+
3αδˆ
2β
.
Unrolling the recartion, using 1−x ≤ e−x, and the formula for the sum of an infinite
converging geometric series, we get
f(α,β)(Xt+1)− f ∗(α,β) ≤
(
f(α,β)(X1)− f ∗(α,β)
)
exp
(
− δˆt
4β
)
+O(α).
Overall, we have that
f(Xt+1)− f ∗ ≤ (f(X1)− f ∗) exp
(
− δˆt
4β
)
+O(α).
5 Numerical Experiments
In this section we bring empirical evidence in support of our main assumption,
Assumption 1 (and the closely-related Assumption 3), and preliminary empirical
comparison between the various methods considered in this work.
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dimension (n) avg. recovery error avg. gap in ∇f(X∗) avg. SNR
100 0.0583 4.6202 2.0247
200 0.0603 4.3905 1.9957
400 0.0615 4.4141 2.0000
600 0.0616 4.3039 1.9783
Table 2: Results for Problem (24). The recovery error is given by
‖n
τ
x∗x∗⊤ − x0x⊤0 ‖2F/‖x0x⊤0 ‖2F , the gap in ∇f(X∗) is given by λn−1(∇f(X∗)) −
λn(∇f(X∗)), and the signal-to-noise ratio is given by ‖y0‖2/‖
√
cn‖2.
5.1 Empirical evidence for gap assumption
We consider two tasks, one of recovering a rank-one matrix from quadratic mea-
surements, a problem closely related to phase-retrieval (for which the underlying
assumption is Assumption 1), and rank-one robust PCA (for which the underlying
assumption is Assumption 3). In both cases we construct non-trivial synthetic in-
stances of the problems and demonstrate that i) the proposed models indeed recover
the signal with low error, and ii) the data indeed satisfy the gap assumption.
Rank-one recovery from quadratic measurements: We let x0 =
√
nv0,
where v0 ∈ Rn is a random unit vector, and we draw m pairs of random unit
vectors {(ai,bi)}mi=1 ⊂ Rn × Rn. The vector of quadratic measurements of x0 is
given by y0(i) = a
⊤
i x0x
⊤
0 bi, y0 ∈ Rm, and the observed noisy vector is given by
y = y0 +
√
cn, where n ∈ Rm is a vector with standard Gaussian entries. The goal
is to recover the rank-one matrix x0x
⊤
0 from the noisy measurements vector y, and
towards this we consider the problem
min
X0 Tr(X)=τ
{f(X) := 1
2
m∑
i=1
(
a⊤i Xbi − yi
)2}. (24)
In all our experiments, as we show next, the optimal solution X∗ = x∗x∗⊤ is indeed
a rank-one matrix, and we produce our final estimate for x0x
⊤
0 , by scaling X
∗ to
have the same trace as x0x
⊤
0 , i.e., we take
n
τ
x∗x∗⊤. We measure the relative recovery
error by ‖n
τ
x∗x∗⊤ − x0x⊤0 ‖2F/‖x0x⊤0 ‖2F = 1n2‖nτ x∗x∗⊤ − x0x⊤0 ‖2F .
In our experiments we set m = 20n, c = 0.5 and τ = 0.5n. We note that
we choose the trace bound τ strictly smaller than Tr(x0x
⊤
0 ), since otherwise the
optimal solution will naturally also fit some of the noise and will result in a higher-
rank matrix. All results are averaged over 20 i.i.d runs. The results are presented
in Table 2.
Rank-one Robust PCA: We consider the task of extracting a rank-one matrix
from its sparsely-corrupted observation. We let M = x0x
⊤
0 +
1
2
(Y0 +Y
⊤
0 ), where
x0 ∈ Rn is a random unit vector (x0x⊤0 is the rank-one matrix to recover), and Y0 is
sparse, with each entry being either 1 or −1 with probability p and zero otherwise
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dimension (n) avg. recovery error avg. gap in ∇Xf(X∗) avg. SNR
100 0.0243 0.0437 0.002
200 0.0237 0.0591 7.0616e-04
400 0.0190 0.0781 2.4942e-04
600 0.0159 0.0889 1.3574e-04
1000 0.0141 0.0990 6.3219e-05
Table 3: Results for Problem (25). The recovery error is given by
‖ 1
τ
x∗x∗⊤ − x0x⊤0 ‖2F , the gap in ∇Xf(X∗) is given by λn−1(∇Xf(X∗)) −
λn(∇Xf(X∗)), and the signal-to-noise ratio is given by ‖x0x⊤0 ‖2F/‖12(Y0 +Y⊤0 )‖2F .
(p << 1).Towards recovering X0 = x0x
⊤
0 , we consider the optimization problem
min
X0 Tr(X)=τ, Y:‖Y‖1≤s
{f(X,Y) := 1
2
‖X+Y −M‖2F}. (25)
As in the previous example, letting (X∗,Y∗) denote the optimal solution to (25),
we produce our estimate for X0 by taking the normalized matrix
1
τ
X∗, and we
measure the recovery error by ‖ 1
τ
X∗ −X‖2F . In all experiments we set p = 1/
√
n,
s = ‖1
2
(Y0 +Y
⊤
0 )‖1, and τ = 0.8. All results are averaged over 20 i.i.d runs. The
results are presented in Table 3.
5.2 Comparison of Frank-Wolfe variants
In this section we present preliminary empirical comparison between four Frank-
Wolfe variants presented for Problem (1): Frank-Wolfe with exact line-search over
function value (FW-ls(opt1), Algorithm 1 with option 1), Frank-Wolfe with line-
search over quadratic upper bound (FW-ls(opt2), Algorithm 1 with option 2),
Frank-Wolfe + projected gradient (FWPG, Algorithm 2), and regularized-FW (RegFW-
ls(opt1), Algorithm 3). For the regularized-FW variant, after computing the eigen-
vector vt on each iteration t, we use line search over the function value to determine
the best parameter ηt for the convex combination (instead of using a fixed value),
similar to option 1 in Algorithm 1. It is straightforward to show that the guarantees
of Theorem 5 still hold with this line search, which we use in the experiments since
it seems to significantly improve the convergence in practice.
We test the methods on the setup of rank-one recovery from quadratic mea-
surements detailed above, fixing the dimension to n = 200. The RegFW variant
is used with a gap estimate taken from Table 2. We set the smoothness param-
eter to β =
√
n (which according to the results seems quite conservative). All
algorithms are initialized with the same matrix which is generated as follows: we
pick x ∈ Rn to be a random unit-norm vector. We then set the initialization to
X1 ← argminY0,Tr(Y)=τ 〈Y,∇f(τ · xx⊤)〉 4. Note that X1 simply corresponds to
4we note this is a common initialization for Frank-Wolfe, and actually is equivalent to ini-
tializing Frank-Wolfe with τ · xx⊤, and running for one iteration with the classical step-size rule
ηt =
2
t+1
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Figure 1: Comparison of Frank-Wolfe variants for rank-one matrix recovery from
quadratic measurements.
computing the leading eigenvector of −∇f(τ ·xx⊤) and returning the corresponding
rank-one matrix, scaled by τ . The results are the average of 20 i.i.d runs.
The results are given in Figure 1. As it can be seen, the FW-ls(op1) variant
converges remarkably fast, clearly outperforming all other variants, including the
Frank-Wolfe with second option used for line-search (which is probably slowed down
to a sub-optimal choice of smoothness parameter β), and perhaps quite surprisingly,
also the regularized variant.
Importantly, we observe that our initialization already starts FWPG in the
regime in which only projected gradient steps are applied. In particular, throughout
the run, FWPG only maintains a rank-one matrix, as opposed to all other variants.
A Proof of Lemma 2
The lemma is an adaptation of Lemma 3 in [12] (which considers optimization
over trace-norm balls). We restate and prove a slightly more general version of the
lemma.
Lemma 10. Let f : Sn → R be β-smooth and convex. Let X∗ ∈ Sn be an optimal
solution of rank r to the optimization problem minX∈Sn f(X). Let µ1, . . . , µn denote
the eigenvalues of ∇f(X∗) in non-increasing order. Then, for any ζ > βr(µn−r−µn)
it holds that
rank(Π(1+ζ)Sn [X
∗ − β−1∇f(X∗)]) > r,
where (1 + ζ)Sn = {(1 + ζ)X | X ∈ Sn}, and Π(1+ζ)Sn [·] denotes the Euclidean
projection onto the convex set (1 + ζ)Sn.
Proof. Let us write the eigen-decomposition of X∗ as X∗ =
∑r
i=1 λiviv
⊤
i . It follows
from the optimality of X∗ that for all i ∈ [r], vi is also an eigenvector of ∇f(X∗)
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which corresponds to the smallest eigenvalue µn (see Lemma 7 in [12]). Thus, if
we let ρ1, . . . , ρn denote the eigenvalues (in non-increasing order) of Y := X
∗ −
β−1∇f(X∗), it holds that
∀i ∈ [r] : ρi = λi − β−1µn;
∀i > r : ρi = λi − β−1µn−i+1.
Recall that
∑r
i=1 λi = 1 and λr+1 = 0.
It is well known that for any matrix M ∈ Sn with eigen-decomposition M =∑n
i=1 σiuiu
⊤
i , the projection of M onto the set (1 + ζ)Sn, for any ζ ≥ 0 is given by
Π(1+ζ)Sn [M] =
n∑
i=1
max{0, σi − σ}uiu⊤i ,
where σ ∈ R is the unique scalar such that ∑ni=1max{0, σi − σ} = 1 + ζ .
Now, we can see that rank(Π(1+ζ)Sn [Y]) ≤ r if and only if σ ≥ ρr+1 = −β−1µn−r.
However, in this case, we have
1 + ζ =
n∑
i=1
max{0, ρi − σ} =
r∑
i=1
max{0, ρi − σ} ≤
r∑
i=1
max{0, ρi − (−β−1µn−r)}
=
r∑
i=1
(ρi − (−β−1µn−r)) =
r∑
i=1
(λi + β(µn−r − µn))
= 1 + βr(µn−r − µn) < 1 + ζ ∀ζ > βr(µn−r − µn).
Thus, it follows that rank(Π(1+ζ)Sn [Y]) ≤ r if and only if βr(µn−r − µn) ≥ ζ . This
proves the lemma.
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