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1. Introdution and main results
Consider a simple symmetri random walk {Sn}∞n=1 starting at the origin 0 on the d-
dimensional integer lattie Zd, i.e. S0 = 0, Sn = ∑nk=1Xk, n = 1, 2, . . ., where Xk, k =
1, 2, . . . are i.i.d. random variables with distribution
P(X1 = ei) =
1
2d
, i = 1, 2, . . . , 2d
and {e1, e2, ...ed} is a system of orthogonal unit vetors in Zd and ed+j = −ej , j = 1, 2, . . . , d.
Dene the loal time of the walk by
ξ(z, n) := #{k : 0 < k ≤ n, Sk = z}, n = 1, 2, . . . , (1.1)
where z is any lattie point of Zd. The maximal loal time of the walk is dened as
ξ(n) := max
z∈Zd
ξ(z, n). (1.2)
Dene also the following quantities:
η(n) := max
0≤k≤n
ξ(Sk,∞), (1.3)
Q(k, n) := #{z : z ∈ Zd, ξ(z, n) = k}, (1.4)
U(k, n) := #{j : 0 < j ≤ n, ξ(Sj,∞) = k, Sj 6= Sℓ (ℓ = 1, 2, . . . , j − 1)}
= #{z ∈ Zd : 0 < ξ(z, n) ≤ ξ(z,∞) = k}. (1.5)
Denote by γ(n) = γ(n; d) the probability that in the rst n− 1 steps the d-dimensional
path does not return to the origin. Then
1 = γ(1) ≥ γ(2) ≥ ... ≥ γ(n) ≥ ... > 0. (1.6)
It was proved in [3℄ that
Theorem A (Dvoretzky and Erd®s [3℄) For d ≥ 3
lim
n→∞ γ(n) = γ = γ(∞; d) > 0, (1.7)
and
γ < γ(n) < γ +O(n1−d/2). (1.8)
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Consequently
P(ξ(0, n) = 0, ξ(0,∞) > 0) = O
(
n1−d/2
)
(1.9)
as n→∞.
So γ is the probability that the d-dimensional simple symmetri random walk never
returns to its starting point.
Let ξ(z,∞) be the total loal time at z of the innite path in Zd. Then for d ≥ 3 (see
Erd®s and Taylor [4℄) ξ(0,∞) has geometri distribution:
P(ξ(0,∞) = k) = γ(1− γ)k, k = 0, 1, 2, ... (1.10)
Erd®s and Taylor [4℄ proved the following strong law for the maximal loal time:
Theorem B (Erd®s and Taylor [4℄) For d ≥ 3
lim
n→∞
ξ(n)
log n
= λ a.s., (1.11)
where
λ = λd = − 1
log(1− γ) . (1.12)
Following the proof of Erd®s and Taylor, without any new idea, one an prove that
lim
n→∞
η(n)
log n
= λ a.s. (1.13)
Erd®s and Taylor [4℄ also investigated the properties of Q(k, n). They proved
Theorem C (Erd®s and Taylor [4℄) For d ≥ 3 and for any k = 1, 2, . . .
lim
n→∞
Q(k, n)
n
= γ2(1− γ)k−1 a.s. (1.14)
Pitt [8℄ proved (1.14) for general random walk and Hamana [5℄, [6℄ proved entral limit
theorems for Q(k, n).
In [1℄ we studied the question whether k an be replaed by a sequene t(n) = tn ր ∞
of positive integers in (1.14). Let
ψ(n) = ψ(n,B) = λ logn− λB log log n. (1.15)
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Theorem D Let d ≥ 3, µ(t) := γ(1− γ)t−1 and tn := [ψ(n,B)], (B > 2), where ψ(n,B) is
dened by (1.15). Then we have
lim
n→∞ supt≤tn
∣∣∣∣∣Q(t, n)nγµ(t) − 1
∣∣∣∣∣ = limn→∞ supt≤tn
∣∣∣∣∣U(t, n)nγµ(t) − 1
∣∣∣∣∣ = 0 a.s.
Here in supt≤tn , t runs through positive integers.
For a set A ⊂ Zd the oupation time of A is dened by
Ξ(A, n) :=
∑
z∈A
ξ(z, n). (1.16)
Consider the translates of A, i.e. A + u = {z + u : z ∈ A} with u ∈ Zd and dene the
maximum oupation time by
Ξ∗(A, n) := sup
u∈Zd
Ξ(A+ u, n). (1.17)
It was shown in [2℄
Theorem E For d ≥ 3 and for any xed nite set A ⊂ Zd
lim
n→∞
Ξ∗(A, n)
log n
= cA a.s. (1.18)
with some positive onstant cA, depending on A.
Now we present some more notations. For z ∈ Zd let Tz be the rst hitting time of z,
i.e. Tz := min{i ≥ 1 : Si = z} with the onvention that Tz =∞ if there is no i with Si = z.
Let T = T0. In general, for a subset A of Zd, let TA denote the rst time the random walk
visits A, i.e. TA := min{i ≥ 1 : Si ∈ A} = minz∈A Tz. Let Pz(·) denote the probability of
the event in the braket under the ondition that the random walk starts from z ∈ Zd. We
denote P(·) = P0(·). Dene
γz := P(Tz =∞). (1.19)
Let S(r) be the surfae of the ball of radius r entered at the origin, i.e.
S(r) := {z ∈ Zd : ‖z‖ = r},
where ‖ · ‖ is the Eulidean norm. Denote
Ξ(z, n) := Ξ(S(1) + z, n),
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i.e. the oupation time of the surfae of the unit ball entered at z ∈ Zd.
Introdue further
p := Pe1(TS(1) < T ). (1.20)
In words, p is the probability that the random walk, starting from e1 (or any other points
of S(1)), returns to S(1) before reahing 0 (inluding the ase TS(1) < T =∞).
In partiular it was shown in [2℄
lim
n→∞
sup
z∈Zd Ξ(z, n)
log n
=
1
− log
(
p+ 1
2d
) =: κ a.s. (1.21)
It is easy to see that Theorem D implies
Consequene 1.1 With probability 1 there exists a random variable n0 suh that if n ≥ n0
then for all k = 1, 2 . . . , ψ(n,B) there exist
(i) z ∈ Zd suh that ξ(z, n) = k,
(ii) j ≤ n suh that ξ(Sj ,∞) = k.
It would be interesting to investigate the joint behavior of the loal time of a point and
the oupation time of a set, but in general this seems to be a very ompliated question so
we will deal only with the following two speial ases. We will onsider the joint behavior of
the loal times of two neighboring points, and the loal time of a point and the oupation
time of a ball of radius 1 entered at the point. Conerning the rst question one might like to
know whether it is possible that in two neighboring points the loal times are simultaneously
around λ logn. More generally, we might ask whether the pairs of possible values of
(ξ(z, n), ξ(z+ ei, n)) (1.22)
ompletely ll the lattie points in the set (log n)A where A is dened as
A := {(x, y) ∈ Zd : 0 ≤ x ≤ λ, 0 ≤ y ≤ λ}.
The answer for this question turns out to be negative. However we will prove that for
B := {y ≥ 0, x ≥ 0 : −(x+ y) log(y + x) + x log x+ y log y − (x+ y) logα ≤ 1}, (1.23)
where
α :=
1− γ
2− γ
we have
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Theorem 1.1. Let d ≥ 4. For eah ε > 0, with probability 1 there exists an n0 = n0(ε) suh
that if n ≥ n0 then
(i) (ξ(z, n), ξ(z+ ei, n)) ∈ ((1 + ε) logn)B, ∀z ∈ Zd, ∀i = 1, 2, . . . , 2d
(ii) for any (k, ℓ) ∈ ((1− ε) logn)B ∩ Zd and for arbitrary i ∈ {1, 2, . . . , 2d} there exist
random z1, z2 ∈ Zd for whih
(ξ(z1, n), ξ(z1 + ei, n)) = (k + 1, ℓ)
(ξ(z2, n), ξ(z2 + ei, n)) = (k, ℓ+ 1).
We will rst show that without restrition on the dimension we have
Theorem 1.2. Let d ≥ 3. For eah ε > 0, with probability 1 there exists an n0 = n0(ε) suh
that if n ≥ n0 then
(i) (ξ(Sj,∞), ξ(Sj + ei,∞)) ∈ ((1 + ε) logn)B, ∀j = 0, 1, 2, . . . , n, ∀i = 1, 2, . . . , 2d
(ii) for any (k, ℓ) ∈ ((1− ε) logn)B ∩ Zd and for arbitrary i ∈ {1, 2, . . . , 2d} there exists a
random integer j = j(k, ℓ) ≤ n for whih
(ξ(Sj,∞), ξ(Sj + ei,∞)) = (k + 1, ℓ).
Conerning the oupation time of the unit ball, Consequene 1.1 and Theorem E suggest
the following
Conjeture 1.1 For any ε > 0 with probability 1 there exists a random variable n0 = n0(ε)
suh that if n ≥ n0 then for all k = 1, 2, . . . , [(1 − ε)κ logn] there exists z ∈ Zd suh that
Ξ(z, n) = k.
A simple onsequene of our Theorem 1.3 is that Conjeture 1.1 is true. As we indiated
above, we are interested in the joint asymptoti behavior of the random sequene
(ξ(z, n),Ξ(z, n)), z ∈ Zd
as n→∞. One might ask again whether this random vetor will ll out all the lattie points
of the triangle (log n)C, where
C = {(x, y) ∈ Zd : 0 ≤ x ≤ λ, x ≤ y ≤ κ}.
As before, it turns out that the above triangle will not be lled. Instead, we will prove the
following theorem.
Dene the set D as
D := {y ≥ x ≥ 0 : −y log y + x log(2dx) + (y − x) log((y − x)/p) ≤ 1}, (1.24)
where p was dened in (1.20) and its value in terms of γ is given by (2.5) below.
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Theorem 1.3. Let d ≥ 4. For eah ε > 0 with probability 1 there exists an n0 = n0(ε) suh
that if n ≥ n0 then
(i) (ξ(z, n),Ξ(z, n)) ∈ ((1 + ε) logn)D, ∀z ∈ Zd
(ii) for any (k, ℓ) ∈ ((1− ε) logn)D ∩ Zd there exists a random z ∈ Zd for whih
(ξ(z, n),Ξ(z, n)) = (k, ℓ+ 1).
Theorem 1.4. Let d ≥ 3. For eah ε > 0 with probability 1 there exists an n0 = n0(ε) suh
that if n ≥ n0 then
(i) (ξ(Sj + ei,∞),Ξ(Sj + ei,∞) ∈ ((1 + ε) logn)D, ∀j = 1, 2, . . . , n, ∀i = 1, 2, . . . , 2d
(ii) for any (k, ℓ) ∈ ((1− ε) logn)D ∩ Zd and for arbitrary i ∈ {1, 2, . . . , 2d} there exists a
random integer j = j(k, ℓ) ≤ n for whih
(ξ(Sj + ei,∞),Ξ(Sj + ei,∞)) = (k, ℓ+ 1).
Remark 1.1 The ondition d ≥ 4 in Theorem 1.1 and Theorem 1.3 is needed only for the
onvergene of (4.7) while proving parts (i). The proofs of parts (ii) in both theorems work
also for d = 3.
2. Preliminary fats and results
Reall the denition of γ, γz, T and Tz in Setion 1.
Lemma 2.1. For i = 1, 2, . . . , 2d
γei = γ, (2.1)
P(T < Tei) = P(Tei < T ) =
1− γ
2− γ = α, (2.2)
P(T = Tei =∞) =
γ
2− γ = 1− 2α. (2.3)
Proof. By symmetry γei = γe1 , i = 1, 2, . . . , 2d. Hene
1− γ =
2d∑
i=1
P(S1 = ei)(1− γei) =
2d∑
i=1
1
2d
(1− γei) = (1− γe1)
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thus we have (2.1). Furthermore observe that
1− γ = P(T <∞) = P(T < Tei) + P(Tei < T )Pei(T <∞)
and
1− γ = P(Tei <∞) = P(Tei < T ) +P(T < Tei)P(Tei <∞).
Solving this system of equations for P(Tei < T ) and P(T < Tei), we get (2.2), and (2.3)
follows from P(T = Tei =∞) = 1−P(T < Tei)−P(Tei < T ).
Lemma 2.2. For i = 1, 2, . . . , 2d
P(ξ(0,∞) = k, ξ(ei,∞) = ℓ) = (1− 2α)
(
k + ℓ
k
)
αk+ℓ, k, ℓ = 0, 1, . . . (2.4)
Proof. By (2.2), the probability of k visits in 0 and ℓ visits in ei in any partiular order
is αk+ℓ. The binomial oeient in (2.4) is the number of possible orders. Finally, observe
that starting from either of the two points, the probability that the walk does not return
bak to the starting point, nor to the other point is 1− 2α. Hene the lemma follows. ✷
Reall the denition of p in (1.20).
Lemma 2.3.
p = 1− 1
2d(1− γ) , (2.5)
P(Ξ(0,∞) = j) =
(
1− p− 1
2d
)(
p+
1
2d
)j−1
, j = 1, 2 . . . , (2.6)
P(ξ(0,∞) = k, Ξ(0,∞) = ℓ+ 1) =
(
ℓ
k
)(
1− p− 1
2d
)
pℓ−k
(
1
2d
)k
, (2.7)
ℓ = 0, 1, . . . , k = 0, 1, . . . , ℓ.
Proof. Let Z(A) denote the number of visits in the set A up to the rst return to zero.
Clearly
P(Z(S(1)) = j, T <∞) = pj−1 1
2d
, j = 1, 2, . . . (2.8)
Summing up (2.8) in j, we get
1− γ = P(T <∞) =
∞∑
j=1
pj−1
1
2d
=
1
2d(1− p) , (2.9)
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implying (2.5).
Introdue further
τ =
∞∑
j=1
I{Sj ∈ S(1), ‖Sj+1‖ > 1},
thus τ is the number of outward exursions from S(1) to S(1), inluding the last inomplete
one. Hene
Ξ(0,∞) = τ + ξ(0,∞).
Sine p is the probability that the random walk starting from any point of S(1) returns to
S(1) from outside, while 1/(2d) is the probability of the same return through the origin,
p+ 1/(2d) is the probability that the random walk, starting from any point of S(1), returns
to S(1) in nite time, (2.6) is immediate. Furthermore, it is easy to see that
P(ξ(0,∞) = k, τ = M + 1) =
(
k +M
k
)(
1− p− 1
2d
)
pM
(
1
2d
)k
,
implying (2.7). ✷
Reall and dene
γz := P(Tz =∞), γz(n) := P(Tz ≥ n), (2.10)
qz := P(T < Tz), qz(n) := P(T < min(n, Tz)), (2.11)
sx := P(Tx < T ), sz(n) := P(Tz < min(n, T )). (2.12)
Moreover, put
p(n) := Pe1(TS(1) < min(n, T )).
Similarly to Theorem A, we prove
Lemma 2.4.
1− γz + O(1)
nd/2−1
≤ 1− γz(n) ≤ 1− γz, (2.13)
qz +
O(1)
nd/2−1
≤ qz(n) ≤ qz, (2.14)
sz +
O(1)
nd/2−1
≤ sz(n) ≤ sz (2.15)
p+
O(1)
nd/2−1
≤ p(n) ≤ p, (2.16)
and O(1) is uniform in z.
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Proof. For the proof of (2.13) see Jain and Pruitt [7℄.
To prove (2.14) and (2.15), observe that
0 ≤ qz − qz(n) = P(T < Tz, n ≤ T <∞) ≤ P(n ≤ T <∞) = γ(n)− γ,
0 ≤ sz − sz(n) = P(Tz < T, n ≤ Tz <∞) ≤ P(n ≤ Tz <∞) = γz(n)− γz.
To prove (2.16), introdue bj = e1 + ej, j = 1, 2, . . . , 2d, then we have
0 ≤ p− p(n) = Pe1(n ≤ TS(1) <∞) =
2d∑
j=1
Pe1(S1 = bj , n ≤ TS(1) <∞). (2.17)
Observe that by (2.13), eah term in the above sum an be estimated by
Pe1(S1 = bj , n ≤ TS(1) <∞) =
1
2d
Pbj(n− 1 ≤ TS(1) <∞) =
O(1)
nd/2−1
,
proving the lemma. ✷
Lemma 2.5. For i = 1, 2, . . . , 2d, k + ℓ > 0, n > 0 we have
P(ξ(0, n) = k, ξ(ei, n) = ℓ) ≤
(
k + ℓ
k
)
αk+ℓ, (2.18)
and for i = 1, 2, . . . , 2d, ℓ > 0, n > 0 we have
P(ξ(ei, n) = k, Ξ(ei, n) = ℓ) ≤
(
ℓ
k
)
pℓ−k
(
1
2d
)k
. (2.19)
Proof. To show (2.18), reall that by Lemma 2.1, qei = sei = α. The time between
onseutive visits to 0 or ei is less than n, hene using the upper inequalities in (2.14) and
(2.15), it is easy to see that the probability of k visits in 0 and ℓ visits in ei up to time n in
any partiular order, is less than αk+ℓ. Now (2.18) is seen by observing that the number of
partiular orders is the binomial oeient in (2.18).
Similarly, we an get (2.19) by using (2.16). ✷
3. The basi equations
It follows from Lemma 2.2 and Stirling formula that the asymptoti relation
logP(ξ(0,∞) = [x logn], ξ(ei,∞) = [y log n]) ∼ −g(x, y) logn, n→∞ (3.1)
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holds for i ∈ {1, 2, . . . , 2d}, x ≥ 0, y ≥ 0, where
g(x, y) = −(x+ y) log(y + x) + x log x+ y log y − (x+ y) logα.
It follows that P(ξ(0,∞) = [x logn], ξ(ei,∞) = [y log n]) is of order 1/n if (x, y) satises
the basi equation
g(x, y) = 1, x ≥ 0, y ≥ 0. (3.2)
Observe that g(x, y) is the funtion dening the set B in (1.23). The next lemma desribes
the major properties of the boundary of the set B.
Lemma 3.1.
(i) For the points (x, y) satisfying (3.2) we have
xmax = ymax = λ, (3.3)
(x+ y)max =
1
log 1
2α
, (3.4)
when this maximum ours then x = y.
(ii) If x = xmax = λ, then y = λ(1− γ) and via versa.
If x = 0, then y = 1
log(1/α)
and via versa.
(iii) For a given x, the equation (3.2) has one solution in y for x < x0, and for x = λ and
two solutions for x0 ≤ x < λ, where
x0 =
1
log(1/α)
.
Proof. Dierentiating (3.2) as an impliit funtion of x, y takes its maximum (y′ = 0) at
x = λ(1 − γ) and the value of this maximum is y = λ, whih proves the rst statements in
(i) and (ii).
Similarly, if we maximize x+ y as a funtion of x (i.e. 1 + y′ = 0) then we get that this
ours when x = y and the seond part of (i) follows.
Solving (3.2) when x = 0 for y, we get the seond part of (ii).
Now we turn to the proof of (iii). For given 0 ≤ x ≤ λ onsider g(x, y) as a funtion of
y. We have
∂g
∂y
= log
y
α(x+ y)
11
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Figure 1: The set B in the ase of the two-point set, d = 3.
and this is equal to zero if y = x(1 − γ). It is easy to see that g takes a minimum here and
is dereasing in (0, x(1− γ)) and inreasing in (x(1 − γ), λ). Moreover,
∂2g
∂y2
=
1
y
− 1
x+ y
> 0,
hene g is onvex from below. We have for 0 ≤ x < λ, that this minimum is
g(x, x(1− γ)) = x
λ
< 1,
and one an easily see that
g(x, 0) = x log(1/α)


< 1 if x < x0,
= 1 if x = x0,
> 1 if x > x0.
This shows that equation (3.2) has one solution if 0 ≤ x < x0 and two solutions if x0 ≤ x < λ.
For x = λ, it an be seen that y = λ(1− γ) is the only solution of g(x, y) = 1.
The proof of Lemma 3.1 is omplete. ✷
For further referene introdue the following notations to desribe the boundary of B: for
x0 ≤ x < λ let y1,B(x) < y2,B(x) denote the two solutions and for 0 ≤ x < x0 let y2,B(x) denote
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the only solution of (3.2). Dene y1,B(x) = 0 for 0 ≤ x < x0 and y1,B(λ) = y2,B(λ) = λ(1−γ).
Then the set B an be given as
B = {0 ≤ x ≤ λ, y1,B(x) ≤ y ≤ y2,B(x)}.
For further disussion of properties of the set B see Setion 6.
Conerning similar desription of the set D belonging to the other problem, it follows
from (2.7) of Lemma 2.3 and Stirling formula that the asymptoti relation
logP(ξ(0,∞) = [x log n], Ξ(0,∞) = [y log n]) ∼ −f(x, y) logn, n→∞ (3.5)
holds for 0 ≤ x ≤ y, where
f(x, y) = −y log y + x log x+ (y − x) log(y − x) + x log(2d) + (y − x) log(1/p).
It follows that P(ξ(0,∞) = [x log n], Ξ(0,∞) = [y log n]) is of order 1/n if (x, y) satises
the basi equation
f(x, y) = 1, 0 ≤ x ≤ y. (3.6)
Lemma 3.2.
(i) For the maximum values of x, y, satisfying (3.6), we have
xmax =
1
log(2d(1− p)) = λ, (3.7)
ymax =
−1
log(p+ 1
2d
)
= κ. (3.8)
(ii) If x = xmax = λ, then y = λ/(1− p). If y = ymax = κ, then x = κ/(2dp+ 1). If x = 0,
then y = 1/ log(1/p).
(iii) For given x the equation (3.6) has one solution in y for 0 ≤ x < 1/ log(2d) and for
x = λ, and two solutions in y for 1/ log(2d) ≤ x < λ.
Proof. (i) First onsider x as a funtion of y satisfying (3.6). We seek the maximum, where
the derivative x′(y) = 0. Dierentiating (3.6) and putting x′ = 0, a simple alulation leads
to
− log y + log(y − x) + log(1/p) = 0,
i.e.
y = x/(1− p).
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Figure 2: The set D in the ase of the unit ball, d = 3.
It an be seen that this is the value of y when x takes its maximum. Substituting this into
(3.6), we get
xmax =
1
log(2d(1− p)) = λ,
verifying (3.7).
Next onsider y as a funtion of x and maximize y subjet to (3.6). Again, dierentiating
(3.6) with respet to x and putting y′ = 0, we get
− log(y − x) + log x− log(1/p) + log(2d) = 0
from whih x = y/(1 + 2pd). Substituting in (3.6) we get ymax = κ.
This ompletes the proof of Lemma 3.2(i) and the rst two statements in Lemma 3.2(ii).
An easy alulation shows that if x = 0, then y = 1/ log(1/p).
Now we turn to the proof of Lemma 3.2(iii). For given 0 ≤ x ≤ λ onsider f(x, y) as a
funtion of y. We have
∂f
∂y
= log
y − x
py
and this is equal to zero if y = x/(1− p). It is easy to see that f takes a minimum here and
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is dereasing if y < x/(1− p) and inreasing if y > x/(1− p). Moreover,
∂2f
∂y2
=
1
y − x −
1
y
> 0,
hene f is onvex from below. We have for 0 < x < λ, that this minimum is
f
(
x,
x
1− p
)
= x log((1− p)2d)) = x
λ
< 1,
and
f(x, 0) = x log(2d)


< 1 if x < 1/ log(2d),
= 1 if x = 1/ log(2d),
> 1 if x > 1/ log(2d).
This shows that equation (3.6) has one solution if 0 ≤ x < 1/ log(2d) and two solutions if
1/ log(2d) ≤ x < λ.
For x = λ, it an be seen that y = λ/(1− p) is the only solution of f(x, y) = 1.
The proof of Lemma 3.2 is omplete. ✷
For further referene one again introdue the following notations to desribe the bound-
ary of D: for 1/ log(2d) ≤ x < λ let y1,D(x) < y2,D(x) denote the two solutions and for
0 ≤ x < 1/ log(2d) let y2,D(x) denote the only solution of (3.6). Dene y1,D(x) = x for
0 ≤ x < 1/ log(2d) and y1,D(λ) = y2,D(λ) = λ/(1− p). Then the set D an be given as
D = {0 ≤ x ≤ λ, y1,D(x) ≤ y ≤ y2,D(x)}.
For further disussion of properties of the set D see Setion 6.
4. Proof of Theorems, Parts (i)
In this setion we prove parts (i) of the theorems in the following order: Theorem 1.2(i),
Theorem 1.1(i), Theorem 1.4(i), Theorem 1.3(i). In the proofs the onstant c may vary from
line to line.
Proof of Theorem 1.2(i).
We say that Sj (j = 0, 1, . . .) is new (f. [3℄) if either j = 0, or j ≥ 1 and
Sm 6= Sj , for m = 1, 2, . . . , j − 1.
Let Aj be the event that Sj is new.
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Consider the reverse random walk starting from Sj, i.e. S
′
r := Sj−r − Sj , r = 0, 1, . . . , j
and also the forward random walk S
′′
r := Sj+r − Sj , r = 0, 1, 2, . . . Then {S′0,S′1, . . . ,S′j}
and {S′′0,S′′1, . . .} are independent and so are their respetive loal times ξ′ and ξ”. One an
easily see that
ξ(Sj, j) = ξ
′(0, j) + 1, ξ(Sj + ei, j) = ξ
′(ei, j)
and
ξ(Sj,∞)− ξ(Sj, j) = ξ”(0,∞), ξ(Sj + ei,∞)− ξ(Sj + ei, j) = ξ”(0+ ei,∞),
hene by Lemmas 2.2 and 2.5
P(ξ(Sj,∞) = k, ξ(Sj + ei,∞) = ℓ, Aj)
= P(ξ′(0, j) = 0, ξ”(0,∞) = k − 1, ξ′(ei, j) + ξ”(ei,∞) = ℓ)
=
ℓ∑
ℓ1=0
P(ξ′(0, j) = 0, ξ′(ei, j) = ℓ1)P(ξ”(0,∞) = k − 1, ξ”(ei,∞) = ℓ− ℓ1)
≤
ℓ∑
ℓ1=0
αℓ1
(
k − 1 + ℓ− ℓ1
ℓ− ℓ1
)
αk−1+ℓ−ℓ1 = αk+ℓ−1
ℓ∑
ℓ1=0
(
k − 1 + ℓ− ℓ1
ℓ− ℓ1
)
=
(
k + ℓ
ℓ
)
αk+ℓ−1.
Let (k, ℓ) 6∈ ((1 + ε) logn)B. Sine g(cx, cy) = cg(x, y) for any c > 0, we onlude from
(3.1) that
P(ξ(Sj,∞) = k, ξ(Sj + ei,∞) = ℓ, Aj) ≤ c
n1+ε
and using this and (1.10)
P(ξ(Sj,∞), ξ(Sj + ei,∞)) 6∈ ((1 + ε) logn)B, Aj)
≤ ∑
(k,ℓ) 6∈((1+ε) log n)B
k≤(1+ε)λ log n
ℓ≤(1+ε)λ log n
P(ξ(Sj,∞) = k, ξ(Sj + ei,∞) = ℓ, Aj)
+
∑
k>(1+ε)λ logn
P(ξ(Sj,∞) = k, Aj) +
∑
ℓ>(1+ε)λ logn
P(ξ(Sj + ei,∞) = ℓ, Aj)
≤ c log
2 n
n1+ε
+ 2
∑
k>(1+ε)λ logn
(1− γ)k ≤ c
n1+ε/2
. (4.1)
Hene seleting a subsequene nr = r
4/ε
we have
P(∪j≤nr+1 ∪2di=1 {(ξ(Sj,∞), ξ(Sj + ei,∞)) 6∈ ((1 + ε) lognr)B})
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= P(∪j≤nr+1 ∪2di=1 {(ξ(Sj,∞), ξ(Sj + ei,∞)) 6∈ ((1 + ε) lognr)B} ∩Aj) ≤
c
n
ε/2
r
.
Borel-Cantelli lemma implies that with probability 1 for all large r and for all j ≤ nr+1,
i ≤ 2d we have
(ξ(Sj,∞), ξ(Sj + ei,∞)) ∈ ((1 + ε) lognr)B.
It follows that with probability 1 there exists n0 suh that if n ≥ n0 then
(ξ(Sj,∞), ξ(Sj + ei,∞)) ∈ ((1 + ε) logn)B
for all i = 1, 2, . . . , 2d, j ≤ n.
This proves (i) of Theorem 1.2. ✷
Proof of Theorem 1.1(i).
Introdue the following notation:
ξ(z, (n,∞)) := ξ(z,∞)− ξ(z, n) (4.2)
Fix i ∈ {1, 2, . . . , 2d} and dene the following events for j ≤ n.
B(j, n) := {(ξ(Sj, n), ξ(Sj + ei, n)) /∈ ((1 + ε) logn)B}, (4.3)
B∗(j, n) := {(ξ(Sj, j), ξ(Sj + ei, j)) /∈ ((1 + ε) logn)B}, (4.4)
C(j, n) := {Sm 6= Sj ,Sm 6= Sj + ei, m = j + 1, . . . , n}, (4.5)
D(j, n) := {ξ(Sj, (n,∞)) > 0} ∪ {ξ(Sj + ei, (n,∞)) > 0}. (4.6)
Considering again the reverse random walk starting from Sj , i.e. S
′
r = Sj−r − Sj , r =
0, 1, . . . , j we have
ξ(Sj, j) = ξ
′(0, j) + 1, ξ(Sj + ei, j) = ξ
′(ei, j),
where ξ′ is the loal time of the random walk S′.
By (2.18) of Lemma 2.5 and (3.1), if (k, ℓ) /∈ ((1 + ε) logn)B, then
P(ξ′(0, j) = k − 1, ξ′(ei, j) = ℓ) ≤ k
k + ℓ
(
k + ℓ
k
)
αk+ℓ−1 ≤ c
n1+ε
.
Hene, as in (4.1), we have
P(B∗(j, n)) ≤ c
n1+ε/2
.
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Observe that
B(j, n)C(j, n)D(j, n) = B∗(j, n)C(j, n)D(j.n).
Furthermore {S′r, r = 0, 1, . . . , j} and {Sm−Sj , m = j, j+1, . . .} are independent. Hene
P(B(j, n)C(j, n)D(j, n)) = P(B∗(j, n))P (C(j, n)D((j, n)).
Combining these with Theorem A implies
P(B(j, n)C(j, n)D(j, n)) ≤ c
n1+ε/2(n− j + 1)d/2−1 ,
onsequently for d ≥ 4
∞∑
n=1
n∑
j=1
P(B(j, n)C(j, n)D(j, n)) <∞. (4.7)
Hene with probability 1, there exists n0 suh that for n ≥ n0 the event B(j, n) ∪ C(j, n) ∪
D(j, n) ours. We may assume that n0 satises also the requirement in Theorem 1.2(i). If
B(j, n) ours, then
(ξ(Sj, n), ξ(Sj + ei, n)) ∈ ((1 + ε) logn)B.
If D(j, n) ours, then
(ξ(Sj, n), ξ(Sj + ei, n)) = (ξ(Sj,∞), ξ(Sj + ei,∞)) ∈ ((1 + ε) logn)B
by Theorem 1.2(i).
Now onsider z ∈ Zd suh that ξ(z, n)+ξ(z+ei, n) > 0, but arbitrary otherwise and let L
be the time of the last visit to {z, z+ei} before n, i.e. L := max{m ≤ n : Sm ∈ {z, z+ei}}.
Then B(L, n) ∪ C(L, n) ∪ D(L, n) ours for n ≥ n0. Sine C(L, n) annot our, we have
that B(L, n) ∪D(L, n) ours. If SL = z, this implies
(ξ(SL, n), ξ(SL + ei, n)) = (ξ(z, n), ξ(z+ ei, n)) ∈ ((1 + ε) logn)B.
If SL = z+ ei, then applying the above proedure using the unit vetor −ei we get that
(ξ(SL, n), ξ(SL − ei, n)) = (ξ(z+ ei, n), ξ(z, n)) ∈ ((1 + ε) logn)B.
By symmetry of the set B this implies also
(ξ(z, n), ξ(z+ ei)) ∈ ((1 + ε) logn)B.
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Sine i ∈ {1, 2, . . . , 2d} is arbitrary, this ompletes the proof of Theorem 1.1(i). ✷
Proof of Theorem 1.4(i).
The proof is similar to that of Theorem 1.2(i). Let z ∈ Zd and onsider the unit ball
entered at z. Let now Aj be the event that the random walk hits this unit ball rst
at time j. Under this ondition (ξ(z,∞),Ξ(z,∞)) has the (unonditional) distribution of
(ξ(0,∞),Ξ(0,∞)). Hene if (k, ℓ) /∈ ((1 + ε) logn)D, then by using (3.5)
P(ξ(z,∞) = k,Ξ(z,∞) = ℓ, Aj) ≤ c
n1+ε
.
The same way as in the proof of Theorem 1.2(i) we an show the following estimation, with
the modiation that whenever we have a summation by ℓ, λ should be replaed by κ and
instead of using (1.10) we apply (2.6).
P((ξ(z,∞),Ξ(z,∞)) /∈ ((1 + ε) logn)D), Aj) ≤ c
n1+ε/2
.
For nr as in the proof of Theorem 1.2(i), one gets similarly
P(∪j≤nr+1 ∪2di=1 {(ξ(Sj + ei,∞),Ξ(Sj + ei,∞)) 6∈ ((1 + ε) lognr)B})
= P(∪j≤nr+1 ∪2di=1 {(ξ(z+ ei,∞),Ξ(z+ ei,∞)) 6∈ ((1 + ε) lognr)B} ∩Aj) ≤
c
n
ε/2
r
and we an omplete the proof by using Borel-Cantelli lemma. ✷
Proof of Theorem 1.3(i).
The proof is similar to that of Theorem 1.1(i).
Introdue the following notation:
Ξ(z, (n,∞)) := Ξ(z,∞)− Ξ(z, n). (4.8)
Dene Γ = Γi := {ei + S(1)}. For i ∈ {1, . . . , 2d} introdue, as before, the following events
for j ≤ n.
B(j, n) := {(ξ(Sj + ei, n),Ξ(Sj + ei, n)) /∈ ((1 + ε) logn)D}, (4.9)
B∗(j, n) := {(ξ(Sj + ei, j),Ξ(Sj + ei, j)) /∈ ((1 + ε) logn)D}, (4.10)
C(j, n) := {Sm /∈ Sj + Γ, m = j + 1, . . . , n }, (4.11)
D(j, n) := {Ξ(Sj + ei, (n,∞)) > 0}. (4.12)
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Considering again the reverse random walk starting from Sj , i.e. S
′
r = Sj−r − Sj , r =
0, 1, . . . , j we remark
ξ(Sj + ei, j) = ξ
′(ei, j), Ξ(Sj + ei, j) = Ξ
′(ei, j)− 1,
where Ξ′ is the oupation time of the unit ball of the random walk S′.
>From this we an follow the proof of Theorem 1.1(i), using (2.19) and (3.5) instead of
(2.18) and (3.1) and applying Theorem 1.4(i) instead of Theorem 1.2(i). ✷
5. Proof of Theorems, Parts (ii)
In this Setion we prove parts (ii) of the Theorems.
Proof of Theorem 1.1(ii) and Theorem 1.2(ii).
Without loss of generality we give the proof for i = 1. Dene the two-point set Υ :=
{0, e1}. We say that Sj (j = 1, 2, 3 . . .) is Υ-new if either j = 1, or j ≥ 2 and
Sm /∈ Sj +Υ, (m = 1, 2, . . . , j − 1).
Lemma 5.1. Let ζn denote the number of Υ-new points up to time n. Then
lim
n→∞
ζn
n
= 1− 2α a.s.
Proof. Dene
Zj =
{
1 if Sj is Υ−new
0 otherwise
Then ζn =
∑n
j=1Zj and hene
E(ζn) =
n∑
j=1
P (Zj = 1),
E(ζ2n) = E

 n∑
j=1
n∑
i=1
ZjZi

 = E

 n∑
j=1
Zj

+ 2E

 n∑
j=1
j−1∑
i=1
ZjZi


≤ n+ 2
n∑
j=1
j−1∑
i=1
P(Zi = 1)P (Zj−i = 1).
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Considering the reverse random walk from Si to S0 = 0, we see that the event {Zi = 1}
is equivalent to the event that the reversed random walk starting from any point of Υ does
not return to Υ up to time i. Using Lemma 2.1 and 2.4 we get
P(Zi = 1) = 1− qe1(i)− se1(i) = 1− 2α+O(i1−d/2).
Hene
E(ζ2n) ≤ n+ 2
n∑
j=1
j−1∑
i=1
(
1− 2α+O(i1−d/2)
) (
1− 2α +O((j − i)1−d/2)
)
= n(n− 1) (1− 2α)2 +O(n3/2),
thus
V ar(ζn) = O(n
3/2).
By Chebyshev's inequality
P (|ζn − n (1− 2α)| > εn) ≤ O
(
1√
n
)
.
Considering the subsequene nk = k
3
, and using Borel-Cantelli lemma and the monotoniity
of ζn, we obtain the lemma. ✷
Lemma 5.2. For eah δ > 0, there exist a subsequene nr and r0 suh that if r ≥ r0 then
for any (k, ℓ) ∈ ((1 − δ) lognr)B ∩ Zd there exists a random integer jr = jr(k, ℓ) ≤ nr for
whih
(ξ(Sjr , nr), ξ(Sjr + e1, nr)) = (ξ(Sjr ,∞), ξ(Sjr + e1,∞)) = (k + 1, ℓ).
Proof. Let {an} and {bn} (an logn≪ bn ≪ n) be two sequenes to be hosen later. Dene
θ1 = min{j > bn : Sj is Υ−new},
θm = min{j > θm−1 + bn : Sj is Υ−new, } m = 2, 3, . . .
and let ζ ′n be the number of θm points up to time n− bn. Obviously ζ ′n(bn + 1) ≥ ζn, hene
ζ ′n ≥ ζn/(bn+1) and it follows from Lemma 5.1 that for c < 1−2α, we have with probability
1 that ζ ′n > un := [cn/(bn + 1)] exept for nitely many n.
For 1 ≤ i ≤ un let
ρi0 = 0, ρ
i
h = min{j > ρih−1 : Sθi+j ∈ Υ}, h = 1, 2, . . .
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For a xed pair of integers (k, ℓ) dene the following events:
Ai = {ξ(Sθi, θi + ρik+ℓ) = k + 1, ξ(Sθi + e1, θi + ρik+ℓ) = ℓ,
ρih − ρih−1 ≤ an, h = 1, . . . , k + ℓ, Sj 6∈ Sθi +Υ, j = θi + ρik+ℓ + 1, . . . , θi + bn},
Bi = {Sj 6∈ Sθi + Υ, j > θi + bn},
Cn = A1B1 + A1A2B2 + A1A2A3B3 + . . .+ A1 . . . Aun−1AunBun .
Note that if (k, ℓ) ∈ ((1 − δ) logn)B, then k + ℓ ≤ c logn for some onstant c, hene
ρih − ρih−1 ≤ an, h = 1, . . . , k + ℓ implies ρik+ℓ ≤ (k + ℓ)an ≤ can log n ≤ bn and so the
events Ai are well dened and are independent, sine Ai depends only on the part of random
walk between θi and θi+1. More preisely, the events A1, . . . , Ai−1, AiBi are independent.
Moreover, P(Ai) = P(A1) and P(AiBi) = P(A1B1), i = 2, 3, . . . Hene we have
P(Cn) = P(A1B1)
un−1∑
j=0
(1−P(A1))j = P(A1B1)
P(A1)
(1− (1−P(A1))un.
P(Cn) ≤ 1− P(A1B1)
P(A1)
+ e−unP(A1)
P(A1B1) = P(D ∩ {Sj 6∈ Υ, j = ρk+ℓ + 1, ρk+ℓ + 2, . . .}) = (1− 2α)P(D),
P(A1) = P(D ∩ {Sj 6∈ Υ, j = ρk+ℓ + 1, . . . , bn}) = (1− 2α +O(b1−d/2n ))P(D), (5.1)
where
ρ0 = 0, ρh = min{j > ρh−1 : Sj ∈ Υ}, h = 1, 2, . . . ,
D = {ξ(0, ρk+ℓ) = k, ξ(e1, ρk+ℓ) = ℓ, ρh − ρh−1 ≤ an, h = 1, . . . , k + ℓ}.
In (5.1) we used that by Lemmas 2.1, 2.4 and remembering that qe1 = se1 = α, we have
P(D ∩ {Sj 6∈ Υ, j = ρk+ℓ + 1, . . . , bn})
≤ P(D)(1− qe1(bn − (k + ℓ)an)− se1(bn − (k + ℓ)an)) = P(D)(1− 2α +O(b1−d/2n )).
Consequently,
P(A1B1)
P(A1)
= 1 +O(b1−d/2n ),
therefore
P(Cn) ≤ O(b1−d/2n ) + e−cnP(A1)/bn .
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Choosing bn = n
δ/2
, an = n
δ/4
, we prove
P(A1) ≥ c
n1−δ
. (5.2)
Using (2.14) and (2.15) of Lemma 2.4 for z = e1 we get
P(A1) ≥ (1− 2α)
(
k + ℓ
ℓ
) (
α +O(a1−d/2n )
)k+ℓ ≥ c
(
k + ℓ
ℓ
)
αk+ℓ,
sine if (k, ℓ) ∈ (logn)B, then k + ℓ = O(logn). Now (5.2) follows from Stirling formula,
similarly to (3.1).
Using (5.2) we an verify that
∑
r P(Cnr) <∞ for nr = rρ with ρδ(d− 2) > 4.
By Borel-Cantelli lemma, with probability 1, Cnr ours for all but nitely many r. This
ompletes the proof of Lemma 5.2. ✷
On hoosing δ = ε/2, we an see for nr ≤ n < nr+1
((1− ε) logn)B ⊂ ((1− ε/2) lognr)B
for large enough r and sine ξ(Sjr , n) and ξ(Sjr + e1, n) do not hange for n ≥ nr, we have
the Theorem 1.2(ii) and the rst statement of Theorem 1.1(ii). The seond statement in this
Theorem follows by symmetry. ✷
Proof of Theorem 1.3(ii) and Theorem 1.4(ii).
The proof in this subsetion is almost the same as in the previous one, so we skip some
details. Without loss of generality, the proof is given for i = 1. Let Γ = Γ1 as dened in the
proof of Theorem 1.3(i), i.e. Γ is the unit ball entered at e1. Sj (j = 1, 2, 3 . . .) is alled
Γ-new if either j = 1, or j ≥ 2 and
Sm /∈ Sj + Γ, (m = 1, 2, . . . , j − 1).
Lemma 5.3. Let νn denote the number of Γ-new points up to time n. Then
lim
n→∞
νn
n
= 1− p− 1
2d
a.s.
Proof. Dene
Zj =
{
1 if Sj is Γ−new
0 otherwise
Then νn =
∑n
j=1 Zj.
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Considering the reverse random walk from Si to S0 = 0, we see that the event {Zi = 1}
is equivalent to the event that the reversed random walk starting from any point of S(1)
does not return to S(1) up to time i. Using Lemma 2.4 we get
P (Zi = 1) = 1− p(i)− 1
2d
= 1− p− 1
2d
+O(i1−d/2).
The rest of the argument is idential with that of Lemma 5.1.
Lemma 5.4. For eah δ > 0, there exist a subsequene nr and r0 suh that if r ≥ r0 then
for any (k, ℓ) ∈ ((1 − δ) lognr)D ∩ Zd there exists a random integer jr = jr(k, ℓ) ≤ nr for
whih
(ξ(Sjr + e1, nr),Ξ(Sjr + e1, nr)) = (ξ(Sjr + e1,∞),Ξ(Sjr + e1,∞)) = (k, ℓ+ 1).
Proof. Let {an} and {bn} (an logn≪ bn ≪ n) be two sequenes to be hosen later. Dene
θ1 = min{j > bn : Sj is Γ−new},
θm = min{j > θm−1 + bn : Sj is Γ−new}, m = 2, 3, . . .
and let ν ′n be the number of θm points up to time n− bn. Obviously ν ′n(bn + 1) ≥ νn, hene
ν ′n ≥ νn/(bn + 1) and it follows from Lemma 5.3 that for c < 1 − p − 12d , we have with
probability 1 that ν ′n > un := cn/(bn + 1) exept for nitely many n.
Let
ρi0 = 0, ρ
i
h = min{j > ρih−1 : Sθi+j ∈ Γ}, h = 1, 2, . . .
For a xed pair of integers (k, ℓ) dene the following events:
Ai = {ξ(Sθi + e1, θi + ρiℓ) = k,Ξ(Sθi + e1, θi + ρiℓ) = ℓ+ 1,
ρih − ρih−1 ≤ an, h = 1, . . . , ℓ, Sj 6∈ Sθi + Γ, j = θi + ρiℓ + 1, . . . , θi + bn},
Bi = {Sj 6∈ Sθi + Γ, j > θi + bn},
Cn = A1B1 + A1A2B2 + A1A2A3B3 + . . .+ A1 . . . Aun−1AunBun .
Similarly to the proof of Lemma 5.2, P(Ai) = P(A1) and P(AiBi) = P(A1B1), i =
2, 3, . . . and
P(Cn) = P(A1B1)
un−1∑
j=0
(1−P(A1))j = P(A1B1)
P(A1)
(1− (1−P(A1))un,
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P(Cn) ≤ 1− P(A1B1)
P(A1)
+ e−unP(A1).
P(A1B1) =
(
ℓ
k
)(
1− p− 1
2d
)
(p(an))
ℓ−k
(
1
2d
)k
,
P(A1) ≤
(
ℓ
k
)(
1− p(bn − ℓan)− 1
2d
)
(p(an))
ℓ−k
(
1
2d
)k
.
By Lemma 2.4
P(A1B1)
P(A1)
= 1 +O(b1−d/2n ),
therefore
P(Cn) ≤ O(b1−d/2n ) + e−cnP(A1)/bn .
Choosing bn = n
δ/2
, an = n
δ/4
, we an prove similarly to (5.2)
P(A1) ≥ 1
n1−δ
and verify that
∑
r P(Cnr) <∞ for nr = rρ with ρδ(d− 2) > 4.
By Borel-Cantelli lemma, with probability 1, Cnr ours for all but nitely many r. This
ompletes the proof of Lemma 5.4. ✷
On hoosing δ = ε/2, we an see for nr ≤ n < nr+1
((1− ε) logn)D ⊂ ((1− ε/2) lognr)D
for large enough r and sine ξ(Sjr + e1, n) and Ξ(Sjr + e1, n) do not hange for n ≥ nr, we
have the statements (ii) of both Theorems 1.3 and 1.4. ✷
6. Further disussions
Observe that the following points are on the urve g(x, y) = 1 (see Figure 1):
(
0,
1
log(1/α)
)
,
(
1
log(1/α)
, 0
)
,
(λ, λ(1− γ)) , (λ(1− γ), λ) ,(
1
2 log(1/(2α))
,
1
2 log(1/(2α))
)
.
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In the following disussion we are having almost sure statements, whih we will not be
emphasize over and over again.
Our Theorem 1.1 shows that there are points zn with
ξ(zn, n) = 0, and ξ(zn + e1, n) ∼ log n
log(1/α)
.
On the other hand, if for a point zn,
ξ(zn, n) > (1 + ε)
logn
log(1/α)
,
then for all of its neighbors we have ξ(zn + ei, n) > c log n for some c > 0. Moreover,
if ξ(zn, n) ∼ λ logn then for all of its neighbors ξ(zn + ei, n) ∼ λ(1 − γ) logn. Roughly
speaking if a point has nearly maximal loal time, it essentially determines the loal time of
its neighbors, and hene the oupation time of the surfae of the unit ball around it.
For the maximal oupation time of neighboring pairs we an obtain
lim
n→∞
sup
z∈Zd(ξ(z, n) + ξ(z+ ei, n))
log n
=
1
log 1
2α
,
and for zn, where the sup is attained, we have, as n→∞,
ξ(zn, n) ∼ ξ(zn + ei, n) ∼ log n
2 log 1
2α
.
It is easy to alulate the maximal loal time dierene between two neighboring points.
lim
n→∞
sup
z∈Zd(ξ(z, n)− ξ(z+ ei, n))
log n
=
1
log 1+
√
1−4α2
2α
,
and for zn where the sup is attained, we have, as n→∞,
ξ(zn, n) ∼ 1 +
√
1− 4α2
2
√
1− 4α2
logn
log 1+
√
1−4α2
2α
, ξ(zn + ei, n) ∼ 1−
√
1− 4α2
2
√
1− 4α2
log n
log 1+
√
1−4α2
2α
.
Considering now the joint behavior of the loal time of a point and the oupation time
of the surfae of the unit ball around it, observe that the following points are on the urve
f(x, y) = 1 (see Figure 2):(
0,
1
log(1/p)
)
,
(
1
log(2d)
,
1
log(2d)
)
,
(
κ
2dp+ 1
, κ
)
,
(
λ,
λ
1− p
)
.
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As a onlusion of Theorem 1.3 we have that there are points zn with
ξ(zn, n) = 0 and Ξ(zn, n) ∼ logn
log(1/p)
.
On the other hand, if for a point zn
Ξ(zn, n) > (1 + ε)
log n
log(1/p)
,
then for its enter we have ξ(zn, n) > c logn for some c > 0. Moreover, if ξ(zn, n) ∼ λ logn,
then for the unit ball
Ξ(zn, n) ∼ λ logn
1− p .
Roughly speaking if a point has nearly maximal loal time, it essentially determines the
oupation time of the surfae of the unit ball around it.
Observe that from (2.5) it follows that λ/(1− p) = 2dλ(1 − γ), hene we may onlude
that for a ball having maximal loal time at the enter, the oupation time of the surfae
is 2d times the "deterministi" loal time of a point having a neighbor with maximal loal
time. Consequently, all surfae points of a unit ball having maximal loal time at the enter,
have approximately the same loal time. Moreover, if the oupation time of the surfae of
a unit ball is around the maximal value, i.e. Ξ(zn, n) ∼ κ log n, then for the loal time of its
enter we have
ξ(zn, n) ∼ κ logn
2dp+ 1
.
Finally we onlude that even though it is natural that we an nd unit balls having the
same oupation time of the surfae as the loal time of its enter, the fat that it is also
possible when this ommon value is fairly big is quite surprising. Namely it is possible that
ξ(zn, n) ∼ Ξ(zn, n) ∼ log n
log(2d)
.
With a little extra omputation one an easily alulate (asymptotially) the maximal
weight of the unit ball;
w(z, n) := ξ(z, n) + Ξ(z, n), w(n) := sup
z∈Zd
(ξ(z, n) + Ξ(z, n)).
This was already done in [2℄. However from Theorem 1.3 we get the following observation as
well: for d ≥ 4 if we know that either one of the three quantities of ξ(z, n), Ξ(z, n) or w(z, n)
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is (asymptotially) maximal, then this maximal value uniquely determines the values of the
other two (asymptotially). For ompleteness here are the numerial results;
lim
n→∞
w(n)
logn
= − 1
log
(
p
2
+
√
p2
4
+ 1
2d
) =: C a.s.
Whenever w(zn, n) ∼ C log n, then
ξ(zn, n) ∼ C
2 + A
log n, and Ξ(zn, n) ∼ C 1 + A
2 + A
log n,
where
A = dp2 +
√
d2p4 + 2dp2.
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