With the fast development of deep learning (DL), the communication is increasingly a bottleneck for distributed workloads, and a series of optimization works have been done to scale out successfully. Nevertheless, the network behavior has not been investigated much yet. We intend to analyze the network behavior and then carry out some research through network simulation. Under this circumstance, an accurate communication measurement is necessary, as it is an effective way to study the network behavior and the basis for accurate simulation. Therefore, we propose to capture the deep learning communication (DLC) trace to achieve the measurement.
INTRODUCTION
As a class of machine learning (ML) approaches, deep learning (DL) has achieved impressive success over a wide spectrum of tasks in the past few years, ranging from speech processing to image 7:2 Y. Xu et al.
recognition to breast cancer detection [43] to self-driving cars [38] . There are two main driving forces behind the momentum that DL has gained [5] : first is the public availability of versatile training datasets like ImageNet [16] and CIFAR [27] , and the notable advances in computing capability turn out to be the second one [13] . The resurgence of DL has also triggered the developments of DL frameworks like MXNet [9] , TensorFlow [3] , Caffe [23] , Microsoft CNTK [14] , and Theano [6] . However, research efforts have been mostly concentrated on designing better and deeper neural networks (DNNs) to improve the accuracy of complex tasks. DNNs like GoogleNet [41] , AlexNet [28] , and ResNet [21] have a large number of parameters to be trained, which call for a significant amount of training time on a single GPU-equipped machine, and such large models also need quantities of data to ensure good generalization performance on unseen test data. The increase of model size and training data volume drive the demand for distributed DL training.
To implement the distributed training, different DL frameworks utilize different mechanisms to accomplish the distributed communication, such as the ZeroMQ [49] in MXNet, gRPC in TensorFlow [3] , NCCL in Caffe-MPI 2.0 [2] , Gloo in Caffe2 [19] , and some other communication libraries. Although a distributed training strategy overcomes the limitations of computing capability and memory space in a single node, the communication of large amounts of parameters and gradients brings about great communication overheads. First, the steadily increasing computational capability of general accelerators and the developments of specialized accelerators [8, 10, 11, 24] lead to the updates of parameters more frequently, making the large matrices of parameter and gradients saturate the network bandwidth more quickly. Besides, the communication pattern of DL algorithms also leads to the gradient and parameter matrices to be delivered in bursts. The combination of frequent updates and bursts contribute to network congestion. The network congestion will degenerate the distributed training performance by generating more communication overheads, so the optimizations on communication overhead are inevitable to scale out successfully.
A series of works have been done to reduce the communication overhead. With regard to the majorization designs in hardware, DGX-1 [17] and DGX-2 [18] by NVIDIA improve the communication efficiency greatly via the use of NVLink and NVSwitch technologies; the Next Platform presents the computational networking approach to handle the communication data directly in the network [35] ; and the new HDR 200G switch and adapter of Mellanox supports in-network computing and in-network memory to improve the communication efficiency [34] , and so forth. Optimizations from a software perspective include two main aspects: overlapping the computation and communication [5, 50] and reducing the network traffic [13, 20, 32, 47] . The overlapping strategy eliminates the unnecessary waiting overhead to make full use of the network and computation resources. However, the network reduction strategy is much more effective, and methods of pruning the redundant connections, weight sharing, and deep gradients compressing [32] can cut down the network traffic to a large extent.
We argue that the distributed communication efficiency can be improved by optimizing the function of the network device, which is different from the works mentioned earlier. Before the implementation in real hardware, we decide to evaluate the performance through network simulation. A comprehensive measurement of the deep learning communication (DLC) is necessary before the simulation. Besides, carrying out the simulation calls for two conditions. First is a model of the system that contains the main characteristics of the system to be evaluated, or just the simulator. The simulator will implement the operations of the evaluated system, and we develop an in-house one. The second condition goes to a description of the communication behaviors in the system, which is provided to the simulator to perform the simulation [4] . With regard to network simulation, the description turns out to be the network traffic, also known as communication trace or workload, representing the message exchanging operations by the simulated processes using the network. The purpose of communication trace is to make the simulation as similar as possible to the communication pattern in a real system network. Synthetic traffic patterns come up to our mind first with regard to the generation of communication trace. This type of trace suits the system with a simple communication pattern, whose key features can be clearly expressed by mathematical expressions. However, the communication trace of most real applications cannot be easily described by mathematical expressions. The synthetic traces do not consider the interactions generated by real applications, whereas the communications of DL programs do have dependency relationships among the distributed nodes. Therefore, the communication traces used for network simulation of DL programs should be based on the traffic patterns produced by real applications.
Existing works on trace capturing involve both single node and distributed cluster. Trivino et al. [42] propose a self-related trace model to capture the trace for a network-on-chip (NoC) simulator, whereas other works [4, 7, 33] present the mechanisms to get communication traces of MPI-parallel applications. Miguel-Alonso et al. [33] make use of the multi-processing environment (MPE) [25] , which is a set of libraries and tools used for generating and analyzing traces of parallel applications, to get the trace files. Casanova et al. [7] come up with the time-independent trace replay framework to capture the time-independent traces. Andújar et al. [4] raise the VEF trace framework to tackle the problem of timestamps in recording traces. In addition to the purpose for simulation, trace files can also be used for analyzing the communication characteristics, and Klenk and Fröning [26] provide a deep analysis about the MPI communication patterns to find out which parts call for more optimizations based on trace files. In fact, MPI is widely used for distributed communication in a peer-to-peer structure, but the already established trace formats share the basic principle that the event records are sorted by time, making it unsuitable for reflecting the dependency based on casual relationships. We aim at providing a readable communication trace, which can present the casual relationships of different communication operations. Besides, with such a trace, we can figure out the overlap ratio of communication and computation, as well as analyze the communication pattern and various types of overheads. To satisfy these requirements, a new trace format is needed.
With the preceding motivations, we take great efforts to capture the communication traces of DL applications based on MXNet, an efficient and flexible framework that we are familiar with. On the one hand, the captured trace is a measurement of the network behaviors, which contributes to a further understanding of the distributed communication. On the other hand, we can use the communication traces to work out various types of overheads. The communication operations in MXNet are implemented through the invoking of communication APIs in ZeroMQ, allowing us to capture the trace from the framework level and the communication library level. We chose the former one for two reasons. First, we can grasp concise dependency relationships. Second, the memory occupied by the trace files is much smaller.
We highlight the challenges that need to be settled for the sake of providing a comprehensive and detailed communication trace of PS, using the MXNet: first, how the parameters and gradients are transmitted in MXNet during the training process; second, how to identify the communication operations that belong to the same iteration; thirdl, how to describe the dependency relationships between various kinds of communication operations; and finally, determining the information that should be contained in the trace format to present comprehensive traces.
To tackle the preceding challenges, we carry out various attempts, and finally we come up with SketchDLC, which provides a sketch on DLC via trace capturing; it contains the following contributions. In the first place, we provide some analyses about the communication mechanism of MXNet. Second, we define a trace format to describe and record the communication operations. Third, we implement the method of trace capturing in MXNet and confirm the communication mechanism with the captured trace files. Last, we make some statistics about the communication features and analyses about various types of overheads. The rest of the article is organized as follows. Section 2 provides an introduction to the largescale distributed DL. Section 3 gives detailed insights on the communication mechanism of MXNet. Section 4 presents the format of DLC trace and the implementation of the trace capturing method. Section 5 describes the analyses on various types of overheads based on the obtained communication traces. Section 6 talks about the related work, and Section 7 concludes.
BACKGROUND
In this section, we provide a brief introduction to the distributed frameworks for large-scale DL and introduce a series of training strategies, such as data-parallel and model-parallel training, and synchronous and asynchronous training.
Distributed Frameworks for DL
With the fast growth in data volume and model size, distributed training turns out to be a prerequisite for solving large-scale DL problems. To implement the distributed training, two types of distributed training frameworks, the parameter server structure (PS) and the peer-to-peer structure (P2P) (Figure 1 ), are proposed.
PS and P2P. A parameter server is a distributed shared memory that offers systematic abstraction of iteration-convergent algorithms in data-parallel and model-parallel distributed ML [50] . All the server nodes make up the server group, and all the worker nodes come into being different worker groups; each worker group runs only one application at a time. A server node keeps a segment of the global parameters, and the worker nodes access the server group through network communication under the client-server scheme. There is no server node in P2P; every worker node keeps all the parameters, and accomplishes the computing tasks and communication operations. Each worker will receive the gradients from other workers, then update the local parameters. The communication overhead of a naive P2P is O (P 2 ) (where P is the number of workers), which inhibits its scalability to large-scale clusters when P goes up to several thousand [31] . Compared to PS, it is unnecessary to regain the parameters from server nodes to start the next iteration.
Synchronous and Asynchronous Distributed Stochastic Gradient Descent
In training neural networks, one epoch is a single pass through the whole training set. However, the full training set is usually divided into batches, and one iteration means the completion of training for one batch. Therefore, one epoch always contains a few iterations. During the distributed training with stochastic gradient descent (SGD), all the computation nodes conduct their own iterations with different batch training data. The synchronous distributed SGD performs the renewal of parameters with Equation (1) [32] , whereas the asynchronous SGD update the parameters with Equation (2), where w are the weights of a neural network, η is the learning rate, N is the number of computation nodes in total, b is the batch size, B k,t is the batch of the k th node at iteration t, f (x, w t ) is the gradients calculated by the auto-differentiation in the backward step for updating the parameters.
The synchronous SGD will not conduct the update operation until the arrivals of all the corresponding gradients, leading to the synchronization overhead in the training process. The asynchronous SGD is the SGD implemented without any locking, such as Hogwild [39] , the server node can carry out the update operation as long as the gradients of one single node arrive. However, the asynchronous SGD is mainly applicable to sparse DL problems. Figure 2 demonstrates the data parallel and model parallel. As for data parallel, each machine has one model replica, and the machines use different batches to conduct the forward and backward calculation. The server group is responsible for maintaining and updating the parameters. The Downpour SGD [15] is a classical algorithm for data parallel training. For larger models, the user may partition the model across several machines so that the responsibility for computation is assigned to different machines. Different machines have different parameters to train, and communication is needed among the machines (red lines). Even in cases where a node has multiple edges crossing a partition boundary, its state is only sent to the machine on the other side of that boundary once [15] . Nevertheless, there is no communication between the computation machines in data parallel mode, and every computation machine has all the parameters.
Data Parallel and Model Parallel

OUR INSIGHTS INTO THE COMMUNICATION MECHANISM OF MXNET
Different from getting the VEF traces by using the trace files generated by PARAVER tools [37] , we obtain the DLC traces by directly extracting information from the MXNet framework during training, and each node get its own trace file after the process. To capture the trace files of MXNet, we need to have a detailed understanding of its communication mechanism.
MXNet Based on the PS
As a distributed ML library, MXNet is implemented on the basis of the PS, and the network communications are completed through the Push/Pull operations (Figure 3(a) ): Push is used for gradients passing, and Pull is used for fetching the updated parameters from the server nodes.
As described in Section 2.2, synchronous distributed SGD needs to globally aggregate gradients from all other worker nodes, and the KVStore API in MXNet provides the distributed aggregation by introducing the <key, value> pairs. The key is a scalar and the value means a tensor or matrix, and every parameter in the neural network corresponds to one unique key, starting from zero, then Push/Pull operations are performed on it using the same key. The computed gradients are transmitted layer by layer after the computation process, and MXNet overlaps the computation and communication implicitly by auto-parallelizing independent subgraphs (Figure 3(b) ). Before the aggregation of gradients from different worker nodes, each worker node will aggregate the gradients in its devices first (Figure 3(c) ).
Details of the Communication Mechanism
Three main functions are included in the MXNet library, namely the resource management, and computation and parameters maintenance, corresponding to the scheduler node, worker node, and server node. Most communication operations occur between the worker node and the server node, whereas the communications with the scheduler node mainly happen in the beginning. This section provides some fine-grain communication analyses of MXNet. MXNet is a PS-based framework, and all communication behaviors are completed through point-to-point message passing operations. Take the server group as an example: it needs to aggregate the gradients to accomplish the parameter renewal during the training process, and instead of one collective communication operation, this process is composed of a series of point-to-point communications. However, the simplicity of MXNet's communication mode makes it easier for us to record and analyze the communication trace.
Operations of Nodes.
We divide the whole training process in MXNet into three main stages. In stage 1, nodes in the cluster set up connection with each other. Both the workers and servers will send their node information to the scheduler node during this stage. In stage 2, the worker that ranks 0 sends the initialized parameters to the servers to do the initialization operation. In stage 3, workers push the computed gradients to the servers and pull back the updated parameters to conduct the training iterations by invoking the Push/Pull operations. Stages 1 and 2 act as the role of making preparations for the start of training (stage 3). One Push or Pull operation will trigger two requests for the corresponding worker and server, respectively. We define eight operation requests in the following, and they are introduced in their execution order. The order of requests in Figure 4 also matches their execution order in the worker and server nodes. During the training process, every parameter has its own series of requests in each iteration. Although the trace records of all parameters seem to be chaotic in the trace files, the request records for each parameter strictly keep the following order:
-Push_Send_Worker: The worker node pushes the calculated gradients to the server node.
-Push_Recv_Server: The server node receives the gradients pushed by the worker.
-Push_Send_Server: The server node sends the Push confirmation message back to the worker node. -Push_Recv_Worker: The worker node receives the confirmation message of Push operation from the server. -Pull_Send_Worker: The worker node sends the Pull request to the server to get the parameters. -Pull_Recv_Server: The server node receives the Pull request from the worker node.
-Pull_Send_Server: The server node sends the requested parameters back to the worker node. -Pull_Recv_Worker: The worker node receives the parameters sent from the server.
Dependency Types.
The dependency relationship seems to be the most important content in the point-to-point communication records. This allows the communication traces to indicate the condition that must be satisfied before processing the next record in the workflow of each node. We describe the dependency relationships in terms of the own operations of each node, and there are eight types of data dependencies during the training process: four types for the worker node and four types for the server node. The dependency relationships are expressed through the communication requests (see Figure 5 We further divide the eight types of data dependencies into two classifications: the one-to-one dependency and one-to-many dependency:
One-to-one: The current communication request is dependent on just one previous request in the same iteration.
One-to-many: The current communication request is dependent on a series of communication requests that belong to the last or the same iteration. With regard to the worker node, PRW_on_PSW, PLSW_on_PRW, and PLRW_on_PLSW belong to the classification of one-to-one dependency, whereas PSW_on_PLRW is the one-to-many type. Different from the worker node, PLRS_on_PSS and PLSS_on_PLRS in the server node are the types of one-to-one dependency, whereas PSS_on_PRS (Synchronous) and PRS_on_PLSS pertain to the oneto-many type. Take the worker node as a one-to-many example: the execution of Push_Send_Worker must wait for the accomplishment of all the Pull_Recv_Worker communication requests in the previous iteration to pull back all the parameters for computation.
Computation vs Communication.
As mentioned earlier, MXNet overlaps the computation and communication implicitly to improve the communication efficiency. We can divide each iteration into three phases to figure out the overlap ratio of computation and communication ( Figure 6 ). Phase 1 is the computation-only stage, in which the worker node just conducts the computation task. Phase 2 is the overlap stage, during which the communication process has begun and the computation task has not finished yet. Phase 3 is the whole communication process. The practical computation overhead is the sum of overheads in phases 1 and 2 . The time costs in phase 3 equals to the communication overhead. The total overhead for one iteration is the sum of overheads in phases 1 and 3 . After calculating the overheads in these phases, we are able to get the overlap ratio of computation and communication, which is the ratio between the overhead in phase 2 and the total overhead.
CAPTURING THE COMMUNICATION TRACE
We put forward to obtain the communication trace with three targets. The first one is presenting a overview about the communication behaviors of each node. The second one is making some general statistics and analysis about the communication features and various overheads. The last one is laying the foundation for network simulation via providing distributed traces, which are obtained from real applications. Under this circumstance, an MXNet trace should contain the information needed to understand and replay the communication operations, as well as the information for working out various types of overheads.
Definition of DLC Trace Format
Every node will get its own trace file after the MXNet trace obtaining process. The trace format is a list of information required for reading and replaying the trace. We aim to provide a readable trace, and the trace format is shown in Table 1: • id is the communication record identifier for each message passing operation; it follows the ascending order and is increased by 1 every time.
• src is the source node of the communication record.
• dst is the destination node of the communication record.
• length is the size of delivered message measured in bytes. Message in each communication record contains the metadata and the data transmitted for neural network training, and thus the length consists of the data size of both, which is calculated in the message passing process and can be used directly.
• num_pp is the sequence number used for recording the dispatched order of Push/Pull operations, which can be dispatched before they are executed. Every two trace records in the same trace file and share the same num_pp correspond to the same operation. What should be noticed is that although the sequence numbers of Push/Pull operations follow the ascending order, they are out of order in the trace files, and this results from the non-blocking communication mechanism in MXNet. • op_id is the identifier of operation request in each node, which presents detailed information about the operation and is composed of three pieces of contents. The format is keyoperation_num-node, where -key is the index of parameters in the neural network.
-operation_num here is the communication identifier for the Push/Pull operation requests introduced in Section 3.2.2. Every training iteration contains four successive communication identifiers for the four operation requests in the worker or the server node. -node is the role played by the nodes, attached with the rank id (w1 represents worker 1, and s0 is server 0 in short).
• dep_type is used to describe the dependency types introduced in Section 3.2.3, which takes values from 0 to 8. The value of 0 represents the independent records, and the other numbers tag the dependency types introduced in Section 3.2.3.
• d_time is the dependency time measured in microseconds (μs). In fact, values of this field is used to record the one-to-one dependency time. With regard to the type of one-to-many dependency, d_time is not accurate because of the synchronization overhead and wait overhead, and that is why we introduce the time_sec, time_usec fields.
• time_sec, time_usec are the moments each communication operation is conducted: time_sec is measured in seconds, and time_usec is measured in microseconds (μs).
• id_dep is the identifier(s) of the record(s) on which the current record depends.
When designing the trace format, we consider some properties of the DL application. For example, every parameter calls for a pair of Push/Pull operations to complete the update process, which correspond to eight communication requests: four in the worker node and four in the server node. To identify the communication records in the trace files that belong to the same parameter, we design the op_id and operation fields. The records with the same key in the op_id field belong to the same parameter, and the operation field presents the specific communication requests. Besides, the DL training is an iterative process and identifying each iteration is necessary for analyzing the trace files. Therefore, we add the operation_num in the op_id field, and it is used for recording the serial numbers of the communication requests. Since the parameters need four communication requests (a pair of Push/Pull) to update their value in each iteration, we use four continuous numbers to tag the four communication requests in the worker or server node. For example, if 5, 6, 7, and 8 belong to the same iteration, once the value of operation_num in the next record is 9, we know a new iteration begins. In addition, we also take the dependency relationships, various types of overheads, and the dispatch and execution orders of Push/Pull operations into consideration as well. As a matter of fact, we design the format from the view of DLC features.
After defining the format, we are able to obtain readable and comprehensive trace files. The trace files contribute to a detailed understanding of the communication mechanism. Besides, we can figure out various types of time overheads, which allows us to analyze the overlap ratio of communication and computation, and provides us with further insights into the time cost during the training process.
Overheads Involved in Training Process
The training process consists of computation overhead and communication overhead. The computation overhead is simple, whereas the communication overhead includes a series of other pivotal overheads, including search overhead, update overhead, synchronization overhead, and wait overhead. The specific meaning of each overhead is shown next:
-Computation overhead: The time used for the forward and backward computing process to calculate the gradients. The interval between the final Pull_Recv_Worker operation request of the last iteration and the last Push_Send_Worker of the current iteration is the computation overhead, as the T 0 in Figure 7 , or the sum of overheads in phase 1 and phase 2 ( Figure 6 ). We measure the computation from the last Pull_Recv_Worker because the parameters in the first few layers are finally pulled back. In the training process, computation overhead depends on the neural network, the batch size for each iteration as well as the configuration of the worker node. However, even with the same configuration, the computation overhead differs from node to node. -Communication overhead: The time used for delivering the gradients and parameters. We define the time interval between the first Push_Send_Worker and the last Pull_Recv_Worker as the communication overhead. Although the update overhead, search overhead, and synchronization overhead are covered in the communication overhead, it is not the sum of them. In fact, the time for delivering the data and these overheads are mainly parallel relationships. -Search overhead: The time for the server node to search the parameter according to the pull request from the worker node, as the T 1 in Figure 7 . In fact, the search overhead is the value in the d_time field, which equals the interval between the record of Pull_Recv_Server and the Pull_Send_Server requests. -Synchronization overhead: This only exists in the synchronous update mode, which results from the difference in computation capability and the network congestion. The time interval between the first and the last Push_Recv_Server operation records for the same parameter in one iteration is the synchronization overhead, as the T 2 in Figure 8 . The synchronization overhead usually increases as the scale of the cluster increases. On the one hand, a cluster with larger scale may expand the difference in computation capability. On the other hand, a larger cluster will worsen the network congestion. Both of them will lead to a larger synchronization overhead. -Update overhead: The time cost for the renewal of parameters in the server node, marked as the interval between the last Push_Recv_Server and the first Push_Send_Server for the same parameter during one iteration (T 3 in Figure 8 ). After receiving the gradients from the worker node(s), the server node will conduct the update operation, and every parameter has its own update overhead. With regard to the asynchronous update mode, the update overhead is the d_time of Push_Send_Server records in the trace file, whereas this does not suit the synchronous mode, whose d_time of Push_Send_Server records is related to both the synchronization overhead and update overhead. -Wait overhead: This exists only in the worker node. Before the start of the next iteration, the worker node needs to get all the updated parameters from the server group. The interval between the first Pull_Recv_Worker and the last Pull_Recv_Worker is the wait overhead, and every worker node has its own wait overhead.
These overheads contribute to a better understanding about the communication behaviors, and getting these overheads calls for the precise moment each operation is done. With the DLC trace format, the moments are kept in the field of time_sec and time_usec, providing us the access to work out those overheads. The preceding overhead analysis is the basis for working out the program for overhead calculation.
Implementation
We initially planned to develop an independent lightweight library to obtain the communication trace. Some necessary information, which is redundant in the distributed communication process, is not available in the final communication APIs (SendMsg() & RecvMsg()). To provide a readable and useful communication trace for simulation and analysis, we must modify the source code of MXNet to acquire the extra information. This section first presents the available information for trace capturing and then elaborates on the main modifications for obtaining the additional information.
Available Information.
All the communication requests in MXNet are finally completed by invoking the SendMsg() and RecvMsg() functions, and their arguments belong to the data type Message (message.h). With the Message data, we can obtain the node ids of the sender and receiver, and then the src and dst can be obtained. The communication operation can also be recognized via the variable of push: 0 for Pull and 1 for Push. Furthermore, we can identify the role of the current node by using the is_worker(), is_server(), and is_scheduler() functions (postoffice.h). Then the operation can be determined according to the current operation conducted in SendMsg() or RecvMsg(). Once the operation is known, we can deduce the dep_type as the dependency relationships among the operations have been analyzed. The length of each message is calculated in the SendMsg() and RecvMsg() functions, which can be used directly. In conclusion, the src, dst, length, operation, and dep_type in the trace format are available based on the original MXNet library.
Main Modifications.
To obtain the DLC traces, we design two new functions in the zmq_van.h file, Trace_Send_() and Trace_Recv_(), the former one is being embedded in SendMsg() and the latter in RecvMsg(). Algorithm 1 illustrates the overall procedures of Trace_Send_() and is responsible for all the sending operation records, namely Push_Send_Worker, Pull_Send_Worker, Push_Send_Server, and Pull_Send_Server. The algorithm for Trace_Recv_() is similar to Algorithm 1, and it is responsible for all the receiving operation records.
Apart from the available information mentioned earlier, keeping a piece of the operation record calls for some extra information. Thus, num_pp needs the dispatch number of the Push/Pull operations, op_id demands the key and operation_num, and id_dep is dependent on op_id. The id, time_sec, and time_usec can be acquired directly and have nothing to do with the MXNet library. Therefore, we modify some existing data structures to deliver the key and push_pull_operation (the dispatch number of Push/Pull operations) to Trace_Send_() and Trace_Recv_(). When the necessary information is ready, a convenient method is needed to figure out the op_id and d_time, resulting in the use of the unorder_map data structure (zmq_van.h) and the definition of Trace_ (message.h). The d_time and op_id can be easily acquired according to the time and operation_num in Trace_. Once op_id is captured, id_dep can also be expressed according to the dependency relationships.
Thereafter, we can collect the information needed in the trace format, which eventually contributes to a readable and comprehensive DLC trace.
A SKETCH ON DISTRIBUTED DLC AND OVERHEADS
As is stated earlier, we aim at providing useful and readable trace files for a comprehensive measurement of the DLC. We eventually fulfill our target by introducing the DLC trace format. In this section, we first introduce the neural networks we used and the hardware configuration in our experiments. Then, we present some statistics about the communication features. Finally, we analyze various types of overheads in the training process and the effects from different batches, different cluster scales, and so forth.
Experiments
Our method implemented in the MXNet framework for trace capturing directs at cluster with large scale. However, due to the limited experiment resources, we are available to only six machines. Each machine has 40 2.60GHz Intel cores, two K80 (dual GPUs) GPUs, 64G memory, and a 56Gbps IB network card. All the machines are installed with Ubuntu 16.04, CUDA 8.0, and cuDNN 5. Even though one machine can act different roles (scheduler, server, worker) at the same time, we set each node for just one role during the experiments (one scheduler node, one server node, and four worker nodes), which makes it much more convenient to analyze the trace records. The version of MXNet is 0.12.1, and every machine will get its own trace file after the trace obtaining process.
Datasets. We used two datasets for our experiments: (1) the MNIST [29] dataset, which contains a training set of 60,000 examples and a test set of 10,000 examples, and (2) the ImageNet [16] ILSFRC2012 dataset, the subset of ImageNet containing 1,000 categories and 1.2 million images.
Neural networks. Corresponding to the datasets, a set of representative neural networks with different model sizes are applied in our experiments (Table 2) [21, 22, 28, 30, 40] . The model size corresponds to the communication volume between workers and parameter servers processes in each iteration, which is the sum of sizes of all the variable tensors and the metadata for them during the communication process. These benchmarks cover both computation-and communicationintensive workloads. For example, the ResNet-152 model is a typical computation-intensive workload, whereas the VGG-16 is mainly a bottleneck in communication.
General Statistics of Trace Files
This section presents our general observations about the MXNet communication with the captured trace files, such as the message size, data volume, and communication pattern. Message size. The process of updating one parameter demands four basic communication operation requests in the worker nodes and server nodes, respectively. Take LeNet-5 as an example: Table 3 depicts the message sizes for different parameters during the communication process of worker nodes. Columns 2 through 5 correspond to the operation requests of Push_Send_Worker, Push_Recv_Worker, Pull_Send_Worker, and Push_Recv_Worker. Columns 2 and 5 record the message lengths of gradients and parameters transmission, and they vary greatly for different keys: the shortest messages is 73 bytes, whereas the longest message is up to 1.6MB. Column 3 records the sizes of confirmation messages for Push_Send_Worker requests, whereas Column 4 keeps the message sizes of Pull_Send_Worker requests. Values of both columns are constant and small in the whole training process.
Data volume. The cluster starts the training tasks after the initialization phase, and the training tasks consist of nothing but a series of iterations. Reading the same amount of training data, carrying out the forward and backward computation, conducting the communication actions, and acquiring the updated parameters are the operations done in each iteration. The total message size contained in one iteration is constant (Table 4) , and thus the data volume can be worked out according to the number of iterations.
Communication pattern. According to the message lengths shown in Table 3 , communication traffic during the training process is the combination of long messages and short messages, and this is decided by the features of DL applications. Push_Send_Worker and Pull_Recv_Worker are responsible for the transfer of gradients and the updated parameters, and these are the combinations of long and short messages. The transmission of confirmation message and request message are conducted through the Push_Recv_Worker and Pull_Send_Worker operations, and these are short messages that keep constant in the training process. Contrapose to this communication pattern, optimizations can be made in the communication process. We can adopt different measures to handle the delivery of long messages and short messages, instead of the same strategy to handle all of them, which degenerates the distributed performance. Besides, the order of dispatching Push and Pull operations keep the ascending order in the beginning, whereas they are out of order in the completion phase, and we can notice the difference from the captured trace files. This results from the fact that the before the gradients or parameters are ready, the Push and Pull operations are dispatched first.
Overheads Analysis
We carry out the experiments on a cluster with six machines; however, our method is applicable to large-scale clusters. This section demonstrates that the obtained MXNet trace provides access to detailed analysis of some overheads. The overhead statistics provided here are based on the trace files of the benchmarks mentioned earlier, and we use 300 training iterations for each neural network: 300 is not a fixed number, and it can be replaced by other numbers as long as the results of statistics are convincing.
When considering the distributed training, the batch size per node, cluster scale, model size, and the number of computations are the main factors. Changing the batch size and the number of computations impose influences on the computation overheads, and various cluster scales and models sizes lead to different communication overheads and synchronization overheads. For update overhead and search overhead, which are the overheads in the server node, a larger cluster scale means more operations and leads to greater overheads. Therefore, we make the overheads statistics based on their own factors in this section.
Computation Overhead. We define the time interval between the final arrived
Pull_Recv_Worker of the last iteration and the final dispatched Push_Send_Worker operation of the current iteration as the computation overhead. The dispatch of the Push_Send_Worker operation request depends on the gradients calculated in the backward process. When the final Push_Send_Worker is dispatched, this means that the computation process is complete.
Impact of different batch sizes.
To analyze the impact of different batch sizes on the various types of overheads, we run the six benchmarks with different batch sizes. When running them with different batch sizes, the number of workers is 4. The GPU memory of K80 is 12GB, and we pick the batch sizes according to the model and available GPU memory in our experiments. Figure 9 illustrates the trend of the average computation overheads using various batch sizes. The computation overheads of the benchmarks vary greatly, and it is inconvenient to put them together as a single figure. Therefore, we normalize the computation overheads for each benchmark. The computation overheads of all the benchmarks increase as the batch size increases, except LeNet. When the batch size is 128, there is a slight drop in the computation overhead of LeNet. This is because the model size of LeNet is small and the number of computation cycles required for its training is also small. Changing the batch size from 32 to 128 has little influence on the computation overhead and even a slight drop due to the fluctuation in the overhead. Even though the computation overheads of all benchmarks show an increasing trend, we can divide those models into two groups: Inception-bn, ResNet-50, and ResNet-152 in the first group and LeNet, AlexNet, and VGG-16 in the second group. The computation overheads of the first group apparently increase along with the increasing batch size because models in this group are computation intensive, and the batch size has a great influence on the requirement of the computation cycles. The computation overheads of the second group increase slightly in the beginning, proving that models in this group are not computation intensive and that a slight increase in batch size do not clearly affect the computation overhead increase. As the batch size goes up further, the computation overheads begin to increase because a relatively large increase in batch size does increase the requirement of computation cycles. Besides the batch size, various neural networks also lead to different number of computations, and the influence on computation overhead is discussed later (Figure 10 ).
The increase in computation overheads includes the increase of time for forward computing and backward computing. We define the time interval between the final Pull_Recv_Worker of the previous iteration and the first Push_Send_Worker of the current iteration as the forward time, and the interval between the first Push_Send_Worker and the last Push_Send_Worker of the same iteration as the backward time. In fact, the forward time equals phase 1 in Figure 6 , whereas the backward time is nearly equal to phase 2 . With the captured trace files of the worker nodes, we calculate the forward and backward overheads separately and then calculate their increase rates using Equation (3) . We also evaluate their contributions to the increase rate of the computation overhead with Equation (4) . FW _Rate and BW _Rate are the forward increase rate and backward increase rate, respectively. FW _Contr and BW _Contr correspond to the proportions of forward and backward overheads in the computation overhead growth. In addition, batch(i) corresponds to the i th batch size in our experiments. If batch(i) is 64, then batch(i − 1) is 32. FW and BW are the forward and backward computational overheads, respectively, in the same iteration. CP represents the computation overhead in the training process. Figure 11 illustrates the increase rates of forward and backward overheads of three benchmarks and their increase proportions in the computation overhead growth rate. To get rid of the node, which will crash when the batch size is near its maximum value, we run all the applications with only two workers. Therefore, we can get one more set of experimental data. According to the preceding three subgraphs, it is notable that the batch size imposes similar influences on the forward and backward overheads. A larger batch size usually leads to a greater increase rate, but the gaps are not obvious when the batch size is greater than 64. The three subgraphs in the following illustrate the increase proportions of forward and backward overheads in the computation overhead, and we can notice that the backward overhead contributes more to the increase of computation overhead. This results from the fact that in the computation process, the value of backward overhead is much greater than the forward overhead. Our statistics show that the average ratios between backward and forward overheads for Inception-bn, ResNet-50, and ResNet-152 are 2.06x, 2.37x, and 2.38x separately. Besides, the ratios under different batch sizes just vary slightly.
Impact of different number of computations. Different neural networks have different model sizes and different numbers of computations. The numbers of computations of ResNet-50 and VGG-16 are around 3.1x and 23.3x those of AlexNet, whereas the calculation amount of VGG-16 is around 7.5x that of ResNet-50. Figure 10 shows the computation overheads of three benchmarks at different batch sizes and also illustrates the comparison in computation overheads between every two benchmarks. Both the values of Res vs Alex and VGG vs Alex increase as the batch size increases and reach their maximum values when the batch size is 256. The value of VGG vs Res experiences a slight drop with the growth of batch size, and the average value is 1.66. Considering the number of their computations, we can conclude that the number of computations does have an impact on the computation overhead, but this is not a linear relationship. Furthermore, the computation overheads are not mainly affected by the number of computations. The calculation amount of VGG-16 is nearly 21x that of AlexNet, but its overhead is only 3.12x greater when the batch size is 32. There should be some additional overheads in the computing process, which take up a big part of the computation overhead. However, as the batch size increases, time that is purely used for computing increases, whereas the additional overheads do not increase as much as the pure computing time; then, the values of VGG vs Alex and Res vs Alex begin to increase. The value of VGG vs Res drops slightly because the increase rate of ResNet-50 is a slightly bigger than that of VGG-16. In fact, from Figure 11 , it is noteworthy that when we double the batch size, the increase rate of the computation overhead does not double as well. This is because the time that is purely used for computing is just a part of the computation overhead.
Communication Overhead.
We define the time interval between the first Push_Send_ Worker and the last Pull_Recv_Worker in the same iteration as the communication overhead, which is mainly affected by the model sizes and the scale of the cluster. In fact, the communication overhead covers the synchronization overhead, update overhead, and search overhead. However, these three types of overheads take up only a small part of the communication overhead. Figure 12 presents the trend of communication overheads using different batch sizes, and it is noteworthy that the communication overheads fluctuate slightly alongside the increase in batch size. In this section, we introduce the impacts of different model sizes and cluster sizes. Impact of different model sizes. The model sizes listed in Table 2 are calculated using the captured trace files, which cover the size of the metadata and keys. This is because the metadata and keys will also be transmitted in the training process along with the parameters. To fully analyze 18x) and VGG vs Res152 (2.30x), the average communication ratios are 1.26x and 2.38x, respectively, which exceed their ratios of model sizes. Therefore, a larger model size has more of an influence on the communication overheads than a smaller one. A larger model means that more messages need to be transmitted, which will probably deteriorate network congestion worse, bringing about more communication overheads than models of small sizes.
Impact of different cluster sizes.
To analyze the effects of different cluster sizes on the communication overhead, we run the benchmarks on clusters of different sizes, from 1 to 4, and the batch size of the applications is set to 64. Figure 14 shows the communication overheads using different cluster sizes, together with other types of overheads. We combine these overheads to make it convenient to conduct a comprehensive comparison between them. Furthermore, it is unnecessary to divide them into different groups according to the type of overhead. From Figure 14 , we can see that the cluster size obviously affects the communication overhead; the relationship between the cluster size and the communication overhead are almost linear. In terms of the benchmarks of LeNet-5, AlexNet, and VGG-16, the communication overhead is greater than the computation overhead with only one worker, and as the cluster size increases, the gap between them becomes larger. This is because the computation overhead fluctuates slightly when the cluster size varies, whereas the communication overhead increases sharply. For Inception-bn, ResNet-50, and ResnNet-152, the communication overhead is less than the computation overhead when the cluster size is small. However, the communication overhead becomes greater when the cluster size increases. Therefore, as the cluster size gets bigger and bigger, the communication overhead will be a severe bottleneck, which must be handled properly. Just improving the computational capability may not be able to bring about a satisfactory improvement in performance. Furthermore, when the cluster size is sufficient large, all the neural networks will be communication intensive.
Overlap Ratio of Computation and Communication.
With the captured trace files, we can easily calculate the overlap ratio between computation and communication. The overhead in phase 1 ( Figure 6 ) is the interval between the last Pull_Recv_Worker of the last iteration and the first Push_Send_Worker in the current iteration, which equals the time for forward computing. The time interval between the first Push_Send_Worker and the last Push_Send_Worker equals to the overhead in phase 2 , which is nearly equal to the time for backward computing. As for the communication overhead in phase 3 , this is the interval between the first Push_Send_Worker and the last Pull_Recv_Worker in the same iteration. Therefore, the overlap ratio can be described as T b /(T f + T c ), whereT b means the time for backward computing, T f represents the time for forward computing, and T c is the communication overhead.
Overlap ratios under different batch sizes. To analyze the overlap ratios of various batch sizes, we run the benchmarks on a cluster with four worker nodes. Figure 15 illustrates the overlap ratios of all benchmarks using different batch sizes. It is apparent that the overlap ratios of all applications increase with larger batch sizes, just as the computation overheads. From Figure 12 , we know the communication overhead (phase 3 ) fluctuates slightly as the batch size changes. In fact, the overlap time (phase 2 ) is nearly equal to the time for backward computing in the training process. Figure 11 proves that the backward overhead contributes more to the increase of computation overhead than the forward overhead (phase 1 ). Therefore, the overlap ratio increases as the batch size grows in accordance with (a/b) < (a + m)/(b + m). However, the benchmarks can be divided into two groups: LeNet-5, AlexNet, and VGG-16 in one group and Inception-bn, ResNet-50, and ResNet-152 in the other one. According to Figure 9 , the computation overheads of the first group are much less sensitive to the increase in batch size than the second group. The low increase rate of computation for the first group leads to its low increase rate in overlap ratio. What should be noticed is that a larger overlap ratio here does not mean shorter training time, because the computation overhead goes up accordingly.
Impact of different cluster sizes.
To analyze the effects of various cluster sizes on the overlap ratio, we run the benchmarks on clusters of different sizes, and the batch size is set to 64. Figure 16 illustrates the trends in overlap ratios, and the overlap ratios of all benchmarks decrease when the cluster size increases. From Figure 14 , it is noteworthy that the computation overheads of the benchmarks change little when the cluster size increases, whereas the communication overheads increase sharply. As explained earlier, the overlap ratio is described as T b /(T f + T c ); thus, its value will go down as the cluster size increases. When the number of workers is 1, the overlap ratios of ResNet-50, ResNet-152, and Inception-bn are all above 0.6, and their overlap time is almost equal to their communication time (Figure 14) , which means that the communication process is near to its end when the backward computing completes. We classify these benchmarks as computation intensive. Different from the computation-intensive benchmarks, the overlap ratios of LeNet-5, AlexNet, and VGG-16 are all near to 0.2, and their communication overheads are much greater than the computation overheads. These benchmarks are communication intensive.
From the preceding discussion, we can draw several conclusions. First, a larger batch size has a positive effect on the overlap ratio, whereas a larger cluster size has a negative effect. Second, the overlap ratios of computation-intensive benchmarks fluctuate much greater than the communication-intensive ones when the batch and cluster sizes change. Third, adjusting the cluster size should be combined with a change in the batch size to protect the overlap ratio from varying sharply.
Synchronization Overhead.
The synchronization overhead is a part of the communication overhead that only exists in the synchronous training mode. It results from the different computational capabilities of the worker nodes and the influences of network congestion. The trace file of the server node can be used for calculating the synchronization overhead. In the training process, every parameter has its own synchronization overhead. Therefore, we identify all the Push_Recv_Server operation records for each parameter in the same iteration and calculate the time interval between the first and last Push_Recv_Server records. The calculated value is the synchronization overhead for that parameter. Figure 12 shows that the communication overheads fluctuate slightly with the growth in batch size. Therefore, we do not consider the influences of various batch sizes on the synchronization overheads; rather, we analyze the impacts of different cluster sizes and model sizes in the following content.
Impact of different cluster sizes. Cluster size has an indirect effect on the synchronization overhead because a larger cluster will probably increase the difference in computation capability between nodes and may also adversely affect the network congestion. To analyze its influences, we run the benchmarks on clusters of different sizes with the batch size set to 64. Figure 17 lists the synchronization overheads of five benchmarks. Considering that the synchronization overhead of LeNet-5 is too small, we simply omit its data from this figure. We compare the overheads of each benchmark using different cluster sizes. The 1.69 in the figure means the synchronization overhead of Inception-bn with three workers is 1.69x that with two workers. The 1.66 means that the overhead of four workers is 1.66x that with three workers. For each benchmark, the synchronization overhead has similar growth rates when the number of clusters is increased by 1 (1.69 vs 1.66, 1.94 vs 2.07, 1.94 vs 1.95). Therefore, it may be concluded that the cluster size greatly affects the synchronization overhead. Based on Figure 14 , the synchronization overhead does play an obvious role in the increment of communication overhead along with the growth in cluster size. Impact of different model sizes. In addition to cluster size, model size also plays an important role in affecting synchronization overhead. A larger model size usually leads to a greater synchronization overhead because it usually lead to worse network congestion than a small one. Table 5 presents comparisons of synchronization overheads between two benchmarks of different model sizes. Taking 2.34 as an example, this means that when the number of workers is 2, the synchronization overhead of ResNet-50 is 2.34x that of Inception-bn. The seventh row shows the comparisons of model sizes between two benchmarks; 2.26 means that the model size of ResNet-50 is 2.26x that of Inception-bn. It is apparent that the model size has a great impact on the synchronization overhead. Nevertheless, the influence of the small model size is not as great as the influences of the large model size. As the second and third columns illustrate, the ratio of model size is greater than the average ratio of synchronization overheads. In the meanwhile, the fourth and fifth columns show that the average ratio of synchronization overheads is greater than that of model sizes. Synchronization overheads for different parameters. In the training process, each parameter has its own synchronization overhead. LeNet-5 and AlexNet only have 8 and 16 parameters, respectively, and thus we list the synchronization overheads of all parameters. For the other four benchmarks, we only list the overheads of 20 parameters. These 20 parameters range from the parameter of hundreds of bytes to the parameter of the maximum message length in each benchmark. Figure 18 demonstrates the synchronization overheads of the benchmarks together with the update overheads and search overheads, which will be discussed in the next section. The blue curves represent the synchronization overheads; the keys are the index of parameters, and they are in ascending order. A greater key means that the parameter belongs to a deeper layer of the neural network. Taking AlexNet as an example, 0 corresponds to the parameter of the first layer, whereas 15 is the index of the parameter in the last layer. It is apparent that the synchronization overheads of all benchmarks start to decrease when the key is larger than a specific value: 11 for AlexNet, 26 for VGG-16, 144 for Inception-bn, and so on. When the key takes the maximum value, the synchronization overhead takes the minimum value. This is because the network is idle at the beginning of communication. During our experiments, we do not run any other computation or communication tasks in all the nodes. In the forward computing process, no data are transmitted through the network. Once the backward computing process starts and the gradients of the last layer are available, the gradients are pushed into the network. In the beginning of communication, there is no network congestion, and the gradients from different worker nodes can be passed smoothly to the server node; thus, the synchronization overhead is low. As the backward process continues, more and more gradients are pushed into the network, then the network congestion increases and the synchronization overhead starts to increase. When the degree of network congestion is stable, the synchronization overhead is stable as well. After the completion of backward computing, no more gradients are pushed into the network, and the degree of network congestion is alleviated. Therefore, the synchronization overheads drop slightly. Furthermore, we can notice that the minimum synchronization overheads of AlexNet and VGG-16 are higher than those of Inception-bn, ResNet-50, and ResNet-152. This is because the former two benchmarks are communication intensive, whereas the latter three models are computation intensive. The time interval between the gradients pushed into the network is longer for the computation-intensive benchmarks. Their network congestion levels are better than the communication-intensive ones, leading to lower synchronization overheads. We can also conclude that the synchronization overhead of each parameter has little to do with the message length. This is because the keys listed in the figures correspond to the parameters, which vary greatly in message lengths, whereas the synchronization overheads do not fluctuate obviously as the message lengths change.
Update Overhead.
As for the asynchronous training mode, this is equal to the d_time of Push_Send_Server operation records, and no more calculations are needed. Different from the asynchronous mode, update overhead under the synchronous mode calls for additional disposals. The time interval between the last Push_Recv_Server and the first Push_Send_Server for the same parameter is the update overhead. Update overhead belongs to the server node, and it is not related to the computation in the worker node or communication in the network. We discuss the effects from different cluster sizes next, because more workers lead to more data handling in the server node.
Impact of different cluster sizes. To update one parameter under the synchronous training mode, the server node needs to wait for the arrivals of the corresponding gradients in all workers. More worker nodes means that there are more data that need to be dealt with in one update operation; thus, a larger cluster size will probably lead to a greater update overhead. Figure 19 demonstrates the update overheads of different parameters using different cluster sizes, and the batch size is set to 64. For benchmarks that have more than 20 parameters, we only list the overheads of 20 parameters, whose message lengths are of different magnitudes. The keys in the figures follow a strict ascending order. From the curves in Figure 19 , it is noteworthy that a larger cluster size contributes to larger update overheads. However, the influence on the parameters with small keys are much more apparent. With the increase in keys, the update overheads using different cluster sizes begin to be similar or equal. When the key is greater than a specific value, the update overhead begins to decrease as the value of the key increases. We attribute this finding to the situation of the server node being idle at the start of updating operations. During our experiments, we do not run any other tasks on the server node. When the gradients of the last layer or the last few layers are available, they are transmitted to the server node to conduct the update operations. The idle server node is able to handle these tasks immediately, leading to low update overheads. As more and more gradients are delivered, the resource competition in the server node makes the update overhead increase. It is the sequence of the parameters that plays an important role in affecting the update overhead instead of the message length. It is important to note that the fluctuations of update overheads vary from one benchmark to another. We figure out the update overhead according to the time interval between the last Push_Recv_Server and the first Push_Send_Server for the same parameter in the trace file. Nevertheless, sometimes there are Push_Recv_Server or Push_Send_Server records of other parameters between them, with the execution of other operation requests prolonging the update overhead. As the number of other operation requests varies, the value of the update overhead varies. The features of each benchmark mainly result from their communication characteristics, which affect the number of other operation requests between the Push_Recv_Server and Push_Send_Server.
Search
Overhead. Search overhead is the time spent by the server node seeking the parameter according to the Pull_Recv_Server request, and this has nothing to do with the renewal mechanism. The time interval between the Pull_Recv_Server and Pull_Send_Server is the search overhead, which equals the d_time of Pull_Send_Server operation records. The search overhead is related to the cluster size and message length of the parameter. More worker nodes lead to more Pull_Recv_Server requests, and the larger message length contributes to longer times for visiting the memory. Figure 20 illustrates the search overheads of different parameters using different cluster sizes, and the batch size is 64. We can see that a larger cluster size leads to larger search overheads. Just like the influences on update overheads, the effects on parameters with small keys are more apparent. The search overheads of Inception-bn and ResNet-50 first increase and then decrease in line with the increase in keys. Different from these two benchmarks, the overheads of AlexNet and VGG-16 are relatively stable in the beginning and then start to decrease, except for some parameters with very large message lengths (10, 12 for AlexNet and 26, 28 for VGG-16). The message lengths of 10 and 12 in AlexNet are 104MB and 67.1MB, which are much larger than the message lengths of the other parameters. The same applies to the lengths of 26 and 28 in VGG-16, at 411.0MB and 67.1MB, respectively. Therefore, the message length plays a role in affecting the search overhead when it is sufficiently large. Otherwise, it is the sequence of the parameters that decides the search overhead instead of the message lengths. As for VGG-16, the overheads of 0, 1, and 2 are much greater than most of the following keys. We check the trace file of the server node and notice that for 0, 1, and 2, there are a series of other Pull_Send_Server operation records between their Pull_Recv_Server and Pull_Send_Server records, leading to larger search overheads. We also check the trace files of Inception-bn and ResNet-50. The increase in search overheads is mainly due to the same reason.
Wait overhead. This is the time interval between the first received parameter and the last received parameter. The number of parameters transmitted in one iteration will generate decisive effects on it. The wait overhead is dependent on some of the other overheads mentioned earlier. Considering that wait overhead is a combination of other types of overheads, we omit it from our statistics. Figures 14 and 21 illustrate various overheads at different cluster sizes and batch sizes (the cluster size is 4). From Figure 14 , we can notice that the time for transmitting data always makes the bottleneck from the curves of the communication overheads. Although the synchronization overhead, update overhead, and search overhead are parts of the communication overhead, they take only small proportions unless the model size is large, such as with VGG-16 and ResNet-152. Their synchronization overhead increases obviously as the cluster size goes up. For computation-intensive benchmarks, the computation overhead is also a severe bottleneck, although not for the communication-intensive benchmarks. In fact, we can draw similar conclusions from Figure 21 . As the batch size grows, the computation overhead increases accordingly (overlap time is part of the computation overhead) and the other types are not obviously affected. For benchmarks LeNet-5, AlexNet, and VGG-16, which are communicationintensive ones, the time for data transmission is the most severe bottleneck as the batch size varies. In the meantime, the synchronization and computation overheads also play apparent impacts. With regard to the computation-intensive benchmarks, the computation overhead and time for data transmission are both the bottlenecks when the batch size is large enough.
Comparisons of Various Overheads.
RELATED WORK
With the rapid development of DL, the complexity of neural networks and the expansion of training data have driven the requirement for computing power and communication bandwidth greatly, thus limiting the efficiency of distributed training to some extent [13] . In response to this problem, a series of research works in hardware and software has been done to scale out successfully, which can be summarized from four different layers, namely the application layer, framework layer, architecture layer, and network layer.
With regard to the application layer, Han et al. [20] propose to prune redundant connections to simplify the neural network; TernGrad [46] uses ternary gradients to aggressively reduce the communication time. With regard to the framework layer, S-Caffe [5] , Project Adam [13] , Hogwild [39] , ISGD [44] , Bosen [45] , and others are designed to enhance the distributed scalability, and improving the communication mechanism is their shared target. With regard to the architecture layer, DianNao [8] , DaDianNao [11] , PRIME [12] , OLAccel [36] , and a series of other works carry out the optimizations by leveraging the characteristics of DL. With regard to the network layer, the application of RDMA is getting popular. Xue et al. [48] replace the gRPC with RDMA to build a fast distributed DL platform. The HiDL team at Ohio State University [1] is also conducting research to provide RDMA support for TensorFlow. Most of these optimization works focus on overlapping the computation and communication, reducing the communication traffic, and adopting an efficient communication library, and the network behavior has not been investigated much yet. Therefore, we conduct a measurement of the network behavior with SketchDLC. Besides, we intend to conduct some optimizations on the network protocols and devices by way of simulation, and accurate network simulation calls for comprehensive measurements and accurate communication trace as well.
CONCLUSION
We mainly introduce three parts of contents in this article: the reasons for obtaining the communication traces of DL applications, the coarse-grain procedures on how to get the final trace files, and some analyses based on the captured trace files.
Providing a comprehensive measurement on the distributed DLC is the primary goal of our work. We argue that the optimizations on the functions of network devices contribute to the distributed communication efficiency. Instead of implementing the adjustments directly in the network devices, we decide to evaluate the performance first by way of simulation. To conduct the network simulation, a deep understanding of the communication details and a trace file to describe the communication behaviors are needed. Therefore, we propose to carry out a measurement on the DLC by trace capturing. On the one hand, we can learn about the communication details and overheads. On the other hand, the trace files for network simulation are prepared.
The process to get the final trace files consists of three main procedures, namely a comprehensive understand of the communication mechanism in MXNet, defining the trace format, and modifying the framework to implement the trace capturing method. We provide a particular description of the communication mechanism in Section 3. The definition of trace format and modifications of framework are introduced in Section 4. In fact, the defined trace format is applicable to DL frameworks that conduct their communication process by way of (key, value). However, the implementations vary from one framework to another to acquire the information needed in the trace format.
The analyses of overheads is based on the trace files obtained from the benchmarks, using the datasets of MNIST and ImageNet. The experiment results show that the communication pattern of MXNet is the combination of long messages and short messages. The model size, cluster size, batch size, message lengths, and sequence of the parameters impose more or less influences on various types of overheads and the overlap ratio; the details are introduced in Section 5. The overheads counted earlier share the same feature that they are the uncompressed processing time in the worker or server node, and they will be used in the simulation experiments to generate the corresponding processing time.
In the future, we are going to carry out the network simulation experiments based on the captured trace files. Therefore, we are able to evaluate the performance of optimizing the functionalities of network devices. Besides, our work is open source on GitHub, along with the trace sample and some implementation details (https://github.com/CynthiaProtector/SketchDLC).
