Abstract: We continue with the study of the mollified stochastic heat equation in d ≥ 3 given by du ε,t = 1 2 ∆u ε,t dt + βε (d−2)/2 u ε,t dB ε,t with spatially smoothened cylindrical Wiener process B, whose (renormalized) Feynman-Kac solution describes the partition function of the continuous directed polymer. This partition function defines a (quenched) polymer path measure for every realization of the noise and we prove that as long as β > 0 stays small enough, the distribution of the diffusively rescaled Brownian path converges under the aforementioned polymer path measure to the standard Gaussian distribution.
1. Introduction and the result 1.1 Motivation. We continue the study of the stochastic heat equation (SHE) with multiplicative space-time white noise, formally written as ∂ t u(t, x) = 1 2 ∆u(t, x) + u(t, x)η(t, x) (1.1) with η being a centered Gaussian process with covariance E[η(t, x) η(s, y)] = δ 0 (s − t)δ 0 (x − y) for s, t > 0 and x, y ∈ R d . Note that the Cole-Hopf transformation h := − log u translates the SHE to the Kardar-Parisi-Zhang (KPZ) equation, which is a non-linear stochastic partial differential equation also written formally as ∂ t h(t, x) = 1 2 ∆h(t, x) − 1 2 (∂ x h(t, x)) 2 + η(t, x).
Note that both SHE and KPZ are a-priori ill-posed, as only distribution valued solutions are expected for both equations which carry fundamental obstacles arising from multiplying or squaring distributions. When the spatial dimension is one, both equations can be analyzed on a rigorous level, as they turn out to be the scaling limit of front propagation of some exclusion processes ( [BG97] , [SS10] , [ACQ11] ). An intrinsic precise construction of their solutions also yields to the powerful theories of regularity structures ( [H13] ) as well as paracontrolled distributions ( [GP17] ).
In the discrete lattice Z d , the solution of the SHE is directly related to the partition function of the discrete directed polymer, which is a well-studied model in statistical mechanics (see [AKQ14] , [CSY04] ). The directed polymer measure is defined as 2) and in this scenario, the space-time white noise potential is replaced by i.i.d. random variables η = {η(n, x) : n ∈ N, x ∈ Z d } and the strength of the noise is captured by the disorder strength β > 0. If P denotes the law of the potential η with P 0 denoting the distribution of a simple random walk ω n = ω(i) i≤n starting at the origin and independent of the noise η, and Z n = E 0 [exp{β n i=1 η i, ω(i) }] denotes the normalizing constant, or the partition function of the discrete directed polymer, it is wellknown that, when d ≥ 3, the renormalized partition function Z n /E[Z n ] converges almost surely to a random variable Z ∞ , which, when β is small enough, is positive almost surely (i.e., weak disorder persists [IS88, B89] ), and in this case, the distribution µ n ω(n) √ n −1 of the rescaled paths converges, for any realization of the noise η, to a centered non-degenerate Gaussian distribution ( [CY06] ). On the other hand, for β large enough, the limiting random variable satisfies Z ∞ = 0 (i.e., strong disorder holds [CSY04] , [CSY03] ).
1.2 The result. We turn to the scenario in the continuum in d ≥ 3. Note that the equation (1.1) can also be written (formally) as an SDE
where B t is now a cylindrical Wiener process. That is, the family
Defining (1.3) precisely requires studying a spatially smoothened version
of B t for any smooth mollifier φ ε (x) = ε −d φ(x/ε). Here φ is chosen to be positive, even, smooth and compactly supported and normalized to have total mass φ = 1. If we write
note that, for any fixed ε > 0, B ε is also a centered Gaussian process with covariance kernel
If we denote by P x the law of a Brownian motion W = (W t ) t started at x ∈ R d and independent of the process B, then
represents the renormalized Feynman-Kac solution of the mollified stochastic heat equation
(1.6)
Clearly, E[u ε (t, x)] = 1. By time reversal, for any fixed t > 0 and ε > 0,
where 
as ε → 0 in probability, with u solving the heat equation ∂ t u = 1 2 ∆u with unperturbed diffusion coefficient. Furthermore, it was also shown in [MSZ16] that, with β small enough, and for any t > 0 and x ∈ R d , u ε,t (x) converges in law to a non-degenerate random variable M ∞ which is almost surely strictly positive, while u ε,t (x) converges in probability to zero if β is chosen large. The pointwise fluctuations of M T (x) and u ε,t (x) were studied also in a recent article ( [CCM18] ) when β is sufficiently small (in particular when M ∞ is strictly positive). In particular, it was shown that (see [CCM18, Theorem 1.1 and Corollary 1.2]), in this regime,
Note that in view of the Feynman-Kac representation (1.5), u ε (t, x) and M T (x) are directly related to the (renormalized) partition function of the continuous directed polymer, and following the terminology for discrete directed polymer, the strictly positive limit M ∞ for small disorder strength β is referred to as the weak-disorder regime, while for β large, a vanishing partition function lim T →∞ M T underlines the strong disorder phase. In fact, the polymer model corresponding to (1.8) is known as the Brownian directed polymer in a Gaussian environment and the reader is refered to [CC18] for a review of a similar model driven by a Poissonian noise (see also [CY05] , [C18] ).
Despite the aforementioned recent results pertaining to the partition function for the continuous directed polymer, the investigation of the actual polymer path measure had remained open. Note that the (quenched) polymer path measure is defined as
for every realization of the noise B. Here Z β,T is the un-normalized partition function, i.e.,
Throughout this article we will assume that d ≥ 3 and
Then the goal of the present article is to show that, for almost every realization of the noise B, the law of the diffusively rescaled Brownian path under Q
β,T converges to the standard Gaussian law. We turn to a precise statement of our main result. Theorem 1.1. Let us assume that d ≥ 3 and β < β L 2 . Then for any x ∈ R d and P-almost surely, the distribution Q Remark 1 For the discrete directed polymer (recall (1.2)), a stronger version of Theorem 1.1 was obtained ([CY06, Theorem 1.2]) for d ≥ 3 and disorder strength β < β c (d) such that the renormalized partition function Z n /E[Z n ] converges to a strictly positive random variable (i.e., the whole weak †Note that a standard Gaussian computation implies that
Since d ≥ 3 and V ≥ 0 is a continuous function with compact support,
disorder region is considered where Z n /E[Z n ] is not necessarily L 2 (P)-bounded). Also, the result in [CY06] covers not only convergence of the one-time marginal but also convergence of the process, i.e., it is shown that for any suitable test function F on the path space,
probability with respect to P and W is a Brownian motion in R d . However, the convergence assertion in [CY06] holds in probability w.r.t P unlike the almost sure statement in Theorem 1.1. We believe that using the approach in [CY06] , Theorem 1.1 can be extended to the whole weak disorder region (i.e., when M ∞ is a non-degenerate strictly positive random variable).
Theorem 1.1 also implies a central limit theorem for the path measures for the mollified stochastic heat equation (1.6). Recall the relation (1.7), and note that, for any fixed t > 0,
defines the (quenched) path measure for (1.6), and here
The following result then will be a direct consequence of Theorem 1.1.
Corollary 1.2. Let d ≥ 3 and β < β L 2 as in Theorem 1.1. Then for any fixed t > 0,
and the above convergence holds in probability with respect to the law P of the noise B.
Proof of Corollary 1.2 (assuming Theorem 1.1). Since t > 0 is fixed, for simplicity we will take t = 1 and prove the result for Q β,ε = Q β,ε,1 . It suffices to show that
in probability w.r.t P.
Then for ε < 1,
(1−ε 2 ) , and we have used Markov property for W at time 1. If we now recall (1.7),
From now on we will abbreviate
Then, we have
where, in the second identity above, we wrote T := ε −2 and the last statement holds true for Palmost every realization of B and follows from Theorem 1.1. Indeed, we can expand the exponential exp{
} into a power series, and since all moments E Q β,T [ λ,
converges P-a.s. to 1. This concludes the proof of Corollary 1.2.
Remark 2 As remarked earlier, in [MSZ16] it was shown that the solution u ε,t (x) of the stochastic heat equation (1.6) with constant initial condition 1 converges in probability w.r.t. P in the weak disorder phase (i.e., for β > 0 small enough) to a strictly positive random variable M ∞ (x). Note that the argument for the proof of Corollary 1.2 also implies the convergence of the ratio
where u ε,0 (x) = f (x) = e ε λ,x . Although a proof of Corollary 1.2 could probably be given by first proving the convergence of the above ratio following analytical tools, for our purposes we choose to rely on more probabilistic arguments based on L 2 (P) computations and martingale methods as in [MSZ16] and [B89] .
Remark 3 The case when the noise B is smoothened both in time and space has also recently been considered. If y) is the mollified noise, andû ε (t, x) = u(ε −2 t, ε −1 x) with u solving ∂ t u = 1 2 ∆u + β F (t, x)u with initial condition u(0, x) = u 0 (x) with u 0 ∈ C b (R d ), then it was shown in [M17] that for any β > 0 and x ∈ R d , 1 κ(ε,t) E[û ε (t, x)] →û(t, x) as ε → 0, where κ(ε, t) is a divergent constant andû(t, x) solves the homogenized heat equation
with diffusion coefficient a β = I d . It was shown in [MU17, GRZ17] that, for β > 0 small enough, the rescaled and spatially averaged fluctuations converge, i.e.,
and the limit U satisfies the additive noise stochastic heat equation
with diffusivity a β and variance ν 2 (β), andû solves (1.12).
Remark 4 Finally we remark on the T → ∞-asymptotic behavior of the polymer measures Q β,T when β is large. Recall that, for large β, it was shown in [MSZ16] that the renormalized partition function M T converges in distribution to 0 (i.e., we are in the strong disorder regime). In a recent article ( [BM18] ), based on the compactness theory developed in [MV14] , we show that for large enough β, the distribution of the endpoint of the path W T under Q β,T is concentrated in random spatial regions, leading to a strong localization effect.
The rest of the article is devoted to the proof of Theorem 1.1.
Proof of Theorem 1.1
We remind the reader that V = φ ⋆ φ where φ is a smooth, positive, even function and has support in a ball of radius K around the origin. Moreover, R d φ = 1. Furthermore, P 0 denotes the law of a Brownian motion W in R d , starting from 0, with E 0 denoting the corresponding expectation, while P denotes the law of the white noise B which is independent of W and E denotes the corresponding expectation. We will also denote by F T the σ-field generated by the noise B up to time T .
For simplicity, we will fix x = 0 and we will show that, for β < β L 2 and any λ ∈ R d , P-almost surely, 
Proof. Let us set
Then the proof follows from the fact that M T = exp{H β,T }is a nonnegative (F T )-martingale, which remains bounded in L 2 (P) for β < β L 2 .
Lemma 2.2. Let G T be the σ-algebra generated by the Brownian path (W s ) 0≤s≤T until time T . Then,
Proof. We first note that
is a (G T )-martingale for every λ ∈ R d . Now if we write U λ (T ) in its Taylor series at λ = 0 as
Lemma 2.3. The sequence
is a martingale with respect to the filtration F T generated by (B s ) 0≤s≤T .
Proof.
We will now control the martingale difference sequence Y n (T ) − Y n (T − 1) in L 2 (P) which will provide some estimate on the decay on correlations.
Lemma 2.4. If d ≥ 3 and β < β L 2 as in Theorem 1.1, then there exists C = C(β, d, φ) such that for any T ≥ 1 and |n| ≥ 1,
for p = 9/8.
Proof. We compute the martingale difference as follows:
where H β,T −1,T (W, B) is nothing but H β,T (W, B) with the integral starting in T − 1 instead of 0 and we have used that I n (T, W T ) is a martingale. Then
(2.5) with W and W ′ being two independent copies of the Brownian path. If K < ∞ denotes the radius of the support of φ, and if we assume
Hence, we can estimate
, where the inequality holds as V = φ ⋆ φ is bounded.
= W 2s , if we now invoke Hölder's inequality with q = 4/3 and p = r = 8 to (2.5), we get
(2.7)
As β > 0 is chosen small enough and d ≥ 3, the factor on the right hand side of (2.6) is finite (see Lemma 3.1 in [MSZ16] ), while for the factor in (2.7) we use
for T large enough and a proper constant c ′ . For the factor in (2.8), we need some facts regarding the polynomial
and it is useful to collect them now:
Lemma 2.5. Let T > 0, the polynomial I n (T, X T ) can be rewritten as
10)
where the coefficients A X T n (i 1 , ..., i d , j) satisfy the properties
We assume Lemma 2.5 for now and continue with the proof of Lemma 2.4. Note that we only have to estimate the factor in (2.8), for which we can now apply lemma 2.5(a) and use that W T and W ′ T are independent such that
. Indeed, note that by Lemma 2.5(a) and (2.10),
Now we apply multinomial theorem for I n (T, W T ) 8 in the above display whence the expansion yields
T are independent and E 0 W 
proving that
Then (2.9) and (2.11), together with (2.6)-(2.8) imply that for d ≥ 3
and p = 9/8. We now owe the reader only the proof of Lemma 2.5.
Proof of Lemma 2.5: We make two simple observations:
(1)
We will now prove Lemma 2.5 by induction as follows: For |n| = 0 we have I n (T, X T ) = 1 and thus i 1 + ... + i d + 2j = 0 = |n|. For the induction step we assume i 1 + ... + i d + 2j = |n| for every summand in I n (T, X T ) which is non-zero, where n ∈ N d 0 is fixed. If we differentiate I n (T, X T ) w.r.t. λ k , every summand of the new polynomial changes as written in (1) or (2). Without loss of generality we assume k = 1. In case (1), only the exponent of X
T increases by 1 and since the assumption yields (i 1 + 1) + i 2 + ... + i d + 2j = |n| + 1, no summand influences the induction step. The first factor on the right hand side is finite as τ is bounded by zero and one and all moments of a Gaussian random variable are finite. Again, because τ is bounded and as φ is a bounded function with compact support,
