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Un déclin spectaculaire de la glace de mer Arctique, que ce soit en termes d’étendues de glace
(voir [CPGS08, SSH+12, SKB+12]) ou en en termes d’épaisseurs (voir [KR09, RWDC11]) a
été noté au cours de ces dernières décennies. Ce déclin est considéré comme l’une des manifesta-
tions les plus saisissantes du changement climatique à l’échelle globale (voir [SKB+12]). Comme
la glace de mer est le facteur principal contrôlant les échanges de chaleur par rayonnement et
radiation et les échanges énergétiques entre l’océan Arctique et l’atmosphère, c’est un contri-
buteur majeur au climat, à la température de l’océan et à la circulation atmosphérique dans
les latitudes nord et au-delà. Par conséquent, il est essentiel pour les projections climatiques
de modéliser précisément l’évolution de la glace de mer au cours du temps. En moyenne, il a
été montré que les modèles climatiques sous-estimaient le déclin de la glace de mer Arctique
(voir [RWDC11, SHM+07, SKB+12]). Cette sous-estimation pourrait partiellement être due à
un cadre de travail mal adapté à la modélisation mécanique de la glace de mer (voir [RWDC11]).
En effet, le déclin a été associé avec, et probablement exacerbé par, une accélération de la vitesse
et de la déformation de la glace (voir [RWDC11, SKM11]) aussi bien qu’avec une fragilisation
mécanique à l’échelle du bassin Arctique (voir [GJM+12]), avec des conséquences en termes de
déplacement et d’équilibre des masses de glace (voir [Wei13]).
Lorsque nous considérons des grandes échelles (> 10 km2) et des concentrations de glace de
mer importantes (> 80%), il est raisonnable d’utiliser la mécanique des milieux continus pour
décrire la glace de mer (voir [Fel08]), tant que la rhéologie de la glace utilisée est appropriée
(voir [GBW+11]). De telles descriptions continues facilitent le couplage avec les modèles d’océan
et d’atmosphère. Par contre, lorsque nous considérons des petites échelles ( 10 km2) et/ou des
régions où la concentration de glace de mer est plus faible, comme par exemple la zone marginale
des glaces (MIZ), la nature discontinue de la glace ne peut être ignorée dans la mécanique et
la cinématique des glaces de mer.
Ces échelles et ces conditions sont importantes pour l’industrie, la navigation et les prévisions
opérationnelles. En effet, le déclin de la couverture de l’océan Arctique par les glaces entraîne
un intérêt croissant pour des territoires et des ressources. Si les conditions de glace de mer
deviennent moins dangereuses, certaines routes navigables peuvent devenir plus ﬁables et plus
rentables. De plus, l’Arctique est une des rares régions dans le monde où les réserves d’hydro-
carbures sont quasiment intactes. Ainsi, le déclin des glaces peut aussi sécuriser et rentabiliser
l’exploration et l’exploitation des ressources. Dans ce contexte, améliorer la précision des modèles
mécaniques de glace de mer est essentiel, du point de vue des interactions entre la glace et des
structures offshores jusqu’au point de vue de la gestion des routes navigables et/ou des prévisions
opérationnelles. Dans ces conditions, une description de la banquise en termes d’assemblages de
morceaux individuels de glace de mer en interactions mécanique devra être privilégiée pour une
description précise des forces internes et de la structure à petite échelle de la dérive de la glace.
Dans toute la suite de ce manuscrit nous utiliserons la terminologie floes pour nommer ces mor-
ceaux individuels de glace de mer.
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Le coût numérique pour modéliser une telle approche et les déﬁs posés par la modélisation
des interactions entre les ﬂoes ou la manière de combiner ces modèles avec des modèles continus
d’océan et d’atmosphère explique que, jusqu’à présent, ils soient moins développés que les mo-
dèles de mécanique des milieux continus. Les premières tentatives ont été proposées par Hopkins
(voir [Hop96, HFT04]), et l’intérêt a été récemment renouvelé par Herman et Wilchinsky (voir
[Her11, WFH10]). Ce type de méthode a été utilisé à très petite échelle (< 100 m2) pour simu-
ler, par exemple, la formation de crêtes (voir [Hop98]), ou pour simuler les interactions entre
la glace et des structures offshores (voir [PTP11]). Cependant, ces modèles granulaires de glace
de mer considèrent les ﬂoes avec des géométries simples et sont basés sur des algorithmes de
dynamique moléculaire (voir [McN11]). De plus, ces modèles estimant les forces de contact entre
les ﬂoes sont basés sur un principe d’interpénétration (soit linéaire, soit Hertzien) qui représente
une grande approximation si cela est appliqué à un large éventail de tailles et de géométries de
ﬂoes. Par exemple, dans l’article [WDA10], les ﬂoes sont des carrés de même taille ; dans l’article
[MLJK13], les ﬂoes sont des quadrilatères de différentes tailles ; dans l’article [Her13], les ﬂoes
sont des disques de différentes tailles ; alors que dans l’article [HFT04], l’assemblage de glace est
construit à partir d’une triangulation de Delaunay. Dans ce dernier cas, comme la surface totale
est initialement pavée avec des polygones, l’introduction de forces cohésives entre les éléments
discrets permet de décrire la fracturation et la fragmentation de la glace. La modélisation par
éléments discrets est alors utilisée comme une représentation mathématique de l’assemblage de
ﬂoes, et les ﬂoes de différentes tailles et de différentes géométries peuvent être représentés comme
l’agrégation d’éléments discrets polygonaux (voir [HFT04]).
Concernant la description de la collision entre les ﬂoes, dans l’article [Her13], la force de contact
normale est la somme d’une force de contact de Hertz et d’une force d’amortissement. Dans
la mécanique de Hertz, la force normale est nulle quand la distance δ entre les bords de deux
ﬂoes voisins est positive, et de l’ordre de |δ|3/2 quand les deux ﬂoes s’interpénètrent (δ  0).
De manière similaire à la force normale, la force tangentielle est la somme d’une force de ci-
saillement et d’une force d’amortissement. Le modèle de contact de Hertz est bien adapté à
des systèmes constitués de disques ou de sphères, mais n’est pas approprié à des géométries de
contact arbitraires. L’article [WDA10] présente un modèle basé sur une méthode de pénalisation
et considère les contacts entre les solides comme des contacts entre des systèmes de ressorts et
d’amortisseurs. La force normale est nulle quand δ > 0, et augmente de façon monotone quand
l’interpénétration augmente (δ  0). Typiquement, la force normale est modélisée comme une
force de rappel linéaire du ressort −Kδ, où K est la constante de raideur du ressort comme dans
la méthode classique de la dynamique moléculaire. Bien qu’utilisée avec succès pour simuler les
écoulements granulaires avec un grand nombre de contacts, cette méthode introduit des para-
mètres heuristiques et une raideur artiﬁcielle.
L’approche que nous présentons dans ce manuscrit est différente. Nous considérons la dy-
namique d’un assemblage de ﬂoes de tailles et de géométries quelconques, non sur la base de
modèles classiques de dynamiques moléculaires, mais à partir d’un algorithme de gestion d’évé-
nements et avec une attention particulière sur les collisions entre les ﬂoes, tout en évitant les
interpénétrations. La gestion d’événements (ou Event-Driven) consiste à séparer la dynamique
régulière de la dynamique non régulière, comme les collisions.
Entre les collisions, le mouvement d’un ﬂoe individuel satisfait les équations de la conservation
des moments linéaire et angulaire, avec les formulations classiques pour l’effet de Coriolis aussi
bien que pour les forces de traînée océanique et atmosphérique. Aﬁn de détecter les futures
collisions, un algorithme de hiérarchisation de volume englobant a été adapté à notre cadre
de travail, avec des disques approchant le contour des ﬂoes. Aﬁn de traiter les collisions avant
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qu’elles entraînent une interpénétration, un problème linéaire de complémentarité est écrit, basé
sur une condition de Signorini et la loi de Coulomb pour le contact frottant. Dans ce cadre, les
impulsions normales et tangentielles sont les inconnues plutôt que les forces de contact comme
ce serait le cas dans la dynamique moléculaire. La nature des contacts est décrite à travers un
coeﬃcient de friction et un coeﬃcient de restitution décrivant la perte d’énergie cinétique durant
la collision. Cette perte est due à l’endommagement et à la fracturation au voisinage de la zone
de contact des ﬂoes.
Chaque ﬂoe est maillé individuellement à partir d’éléments ﬁnis, permettant une description
précise d’une quelconque géométrie et d’un quelconque scénario de collision. Cette gestion pré-
cise des contacts minimise ainsi la dispersion et la diffusion numérique durant les simulations.
Nous mentionnons que le modèle présenté dans ce manuscrit ne considère pas de rhéologie de
la glace : les ﬂoes sont des solides purement rigides (ils ne se déforment pas) et la dissipation
d’énergie cinétique durant la collision est décrite en utilisant un coefficient purement empirique.
Le but de cette thèse est donc de construire un modèle granulaire aﬁn de décrire la dérive des
glaces de mer en zone marginale des glaces soumises à des courants atmosphérique et océanique
et de décrire les interactions entre les ﬂoes dues aux collisions, tout en exigeant une représen-
tation des glaces réaliste, c’est-à-dire avec des formes et des tailles de ﬂoes en accord avec les
observations in-situ, et la prise en compte de lois de contact non régulières, c’est-à-dire avec une
loi évitant les interpénétrations et la loi de Coulomb pour le contact frottant.
La présentation en détail de notre modèle dynamique d’un assemblage de ﬂoes est organisée
en trois chapitres comme suit. Le chapitre 1 est consacré à l’étude théorique du modèle de la
dynamique des glaces de mer. Cela comprend le formalisme de Newton-Euler pour la dynamique
régulière, les lois de contact et la mise sous la forme de problèmes linéaires de complémentarité
pour les interactions entre les ﬂoes et l’écriture des forces extérieures appliquées aux ﬂoes. Lors
de ce chapitre, nous discutons également des choix théoriques pour construire un assemblage de
ﬂoes. Le chapitre 2 est consacré à l’étude des méthodes numériques et des algorithmes pour notre
modèle. Cela comprend la méthode de quadrature de Gauss-Legendre pour la discrétisation des
ﬂoes, la méthode de volumes englobants pour la détection en espace des collisions et l’algorithme
de gestion du pas de temps pour la détection en temps des collisions. Lors de ce chapitre,
nous discutons également des méthodes numériques pour l’intégration de l’environnement à
l’assemblage des ﬂoes et pour la construction d’un tel assemblage. Le chapitre 3 est consacré
aux validations et aux exploitations de notre modèle. Cela comprend la confrontation de notre
modèle à des scénarios de collision classiques comme, entre autres, le berceau de Newton, le
problème de la balle rebondissante ou encore le problème de la boîte glissante. Cela comprend
aussi la confrontation avec un environnement idéalisé permettant de valider des comportements
connus comme, entre autres, la déviation des trajectoires de glace par rapport au vent ou encore
la glace dérivant à la vitesse maximum de 2% de celle du vent. Lors de ce chapitre, nous donnons
les résultats de la comparaison des données simulées par notre modèle avec des données tirées
d’une expérience en bassin avec des ﬂoes en bois. Enﬁn, nous discutons des résultats obtenus
après la simulation des deux scénarios suivants : un assemblage de ﬂoes dérivant vers un canal
contenant un rétrécissement pouvant conduire à un embouteillage, et un assemblage de ﬂoes
dérivant dans un océan libre avec des conditions réalistes de vent et de courant océanique.
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Notations
a˙ : dérivée première en temps de a
a¨ : dérivée seconde en temps de a
a? :
ensemble de vecteur b tel que
b.a = 0
AT : transposée de la matrice A
Ca :











: distance usuelle de Rp, p > 0
D :
matrice contenant les données
tangentielles des contacts
D0 :
disque de niveau 0 englobant le
ﬂoe
D1 : ensemble des disques de niveau 1
E : énergie cinétique du système S
Ei : énergie cinétique du ﬂoe Ωi
Ec :
énergie cinétique du système S
après phase de décompression
Ei :
ensemble des sommets du bord
maillé de Ωi
Fkj :
force de contact appliquée en Pj
au ﬂoe Ωk
Fc : effet de Coriolis
g :
accélération due à la gravité
terrestre
Gi : centre de masse du ﬂoe Ωi
hi : épaisseur du ﬂoe Ωi
hw :
hauteur de la couche limite
océanique
H :
vecteur des forces et des
moments des forces appliquées à
S
Hi :
vecteur des forces et des
moments des forces appliquées à
Ωi
I :
intervalle de temps I = [0, T ]
T > 0
Ii : moment d’inertie associé à Ωi
Ikj : impulsion appliquée à Ωk due aucontact en Pj
J :
matrice contenant les données
normales des contacts
k : vecteur unité (0, 0, 1)T de R3
m : nombre de contacts
M : matrice contenant les masses et
moments d’inertie de S
Mi : matrice contenant les masses etmoments d’inertie de Ωi
Mi : masse de Ωi
n : nombre de ﬂoes de S
Nj : normale à Ω en Pj
NPj : cône normal à Ω en Pj
Pj : je point de contact
Pc,i :
ensemble des points de contact
appartenant à Ωi
P˜c :
ensemble des points de contact
dans S, associés avec au moins
un repère de contact
r : nombre de ﬂoes obstacles
Rabs : repère absolu
RΩ : repère du ﬂoe Ω
RPj :
repère de contact associé au
point de contact Pj
smin :




la plus grande des tailles de ﬂoes
de S
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S : système de n ﬂoes
t− : instant avant le contact
t+ : instant après le contact
T : durée de la simulation
Tj : tangente à Ω en Pj
Ua : vitesse du vent
Uw : vitesse du courant océanique
V lkj :
vitesse relative de Pj comme
point de Ωl dans RΩk , k < l
V : ensemble des vitesses admissibles
W :
vecteur des vitesses angulaires et
des centres de masse de S
Wi :
vecteur des vitesses angulaire et
du centre de masse de Ωi
W c :
vecteur des vitesses angulaires et
des centres de masse de S après
phase de compression
WN :
combinaison linéaire de W (t−)
et W c
z :
solution d’un problème linéaire
de complémentarité
Zi : zone de collision associée à Ωi
β :
vecteur des composantes








tangentielles des impulsions de




tangentielles des impulsions de




l’impulsion de contact appliquée
en Pj dans les deux directions de
glissement
δt⇤ :
intervalle de temps durant lequel
au moins un contact est
maintenu
∆t :
pas de temps de la simulation de
S
∆ti : pas de temps associé à Ωi
ε :
coeﬃcient de restitution
ε 2 [0, 1]
ζ : distance de collision associée à S
ηi :
distance de collision associée à
Ωi
θi :
angle de rotation entre les axes
de Rabs et RΩi
κi :
distance minimale entre un
point de ∂Ωi et D0,i
λ :
vecteur des composantes








normales des impulsions de
contact après phase de
compression
µ : coeﬃcient de friction µ 2 [0, 1]
ρ :
masse volumique de la glace
ρ = 917 kg.m−3
ρa :
masse volumique de l’air
ρa = 1.341 kg.m
−3
ρw :
masse volumique de l’océan
ρw = 1024.071 kg.m
−3
τa :
force de traînée par unité d’aire
due au vent
τw :
force de traînée par unité d’aire
due à l’océan
Ω :
région fermée du plan occupée
par le ﬂoe
∂Ω : frontière du ﬂoe Ω
k.k : norme induite du produit
scalaire (.) usuel dans Rp p > 0
. ^ . : produit vectoriel dans R3
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Chapitre 1
Modélisation Théorique de la
Dynamique des Glaces de Mer
Nous considérons les glaces de mer à une échelle où la nature discontinue de la glace ne peut
être négligée. La trajectoire, la vitesse et l’accélération des glaces, sous l’effet des interactions,
ne sont plus différentiables. L’approche des milieux continus laisse place à une approche des mi-
lieux discrets. Les glaces de mer sont donc considérées comme un milieu granulaire. Les grains
ou particules sont appelés les ﬂoes et les glaces de mer sont considérées comme un système de
ﬂoes. La dynamique de tels systèmes peut devenir non lisse ou non régulière. Il peut se produire
des changements brusques d’accélérations, de vitesses et de trajectoires. Les modèles choisis et
présentés dans ce manuscrit prennent en compte ces dynamiques non régulières.
Les grains ont certaines propriétés comme la masse, la taille et la forme. L’approche discrète
est basée sur l’intégration des équations du mouvement simultanément pour chaque particule, en
considérant des forces agissant sur les particules. Étant données les conditions aux bords et les
interactions entre les particules, l’approche discrète nous permet de faire ressortir un mouvement
relatif, un comportement hétérogène. Cela requiert les lois de la physique classique pour décrire
le mouvement libre d’un côté et des lois de collision décrivant l’interaction entre les particules
d’un autre côté.
Nous présenterons, dans un premier temps, le modèle classique de la dynamique régulière
pour un ﬂoe rigide. Nous étudierons ensuite, les modèles théoriques développés dans le domaine
des corps rigides en contact. Nous verrons comment adapter ces travaux à notre modèle des
glaces de mer tout en conservant certaines propriétés physiques. Ces propriétés physiques pro-
viennent d’une part des moments linéaire et angulaire et d’autre part des lois de contact choisies.
Nous discuterons aussi de la consistance énergétique de notre modèle, c’est-à-dire, la capacité à
ne pas augmenter l’énergie cinétique du système après la gestion des contacts. Puis, nous évo-
querons les différents comportements de contact que nous sommes capables d’exhiber à partir
de notre modèle, et les différences avec ceux décrits dans la littérature. Ces comportements et la
comparaison avec ceux exhibés dans la littérature seront détaillés et illustrés dans le Chapitre
3. Ensuite, nous présenterons, l’environnement dans lequel évolue un système de ﬂoes. Cela cor-
respond aux forces extérieures appliquées sur chaque ﬂoe. Nous détaillerons les forces en jeu et
leur expression pour prendre correctement en compte leur action sur le ﬂoe. Enﬁn, nous dédie-
rons une partie à la caractérisation des packs de ﬂoes. En effet, nous verrons que le pack n’est
pas juste un système constitué d’un nombre de ﬂoes de taille et de géométrie quelconques. La
construction d’un pack doit répondre à certains critères de tailles et de géométries.
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1.1 Le modèle du floe
Les particules considérées dans notre approche discrète sont des ﬂoes. Leurs propriétés as-
sociées proviennent des observations de la glace de mer dans les zones marginales. Dans ces
zones, les glaces sont regroupées en fragments de tailles et de géométries très variées (voir Fi-
gure 1.1). Les formes sont grossièrement convexes, avec une rotondité rarement supérieure à
1.5 (voir Chapitre 1.3). Dans les zones marginales l’aire de la surface des ﬂoes peut atteindre
plusieurs centaines de mètres voire plusieurs kilomètres carrés tandis que l’épaisseur dépasse
rarement le mètre. Dans notre modèle, nous considérons des ﬂoes dont l’aire est supérieure à
quelques mètres carrés et sans restrictions concernant leur géométrie. À cette échelle, l’épaisseur
et les processus hors-plan peuvent-être négligés en première approximation. Au cours de l’année,
tout au long des périodes de débâcle et d’embâcle, la forme et la taille des ﬂoes varient. Ces
variations sont produites par plusieurs phénomènes à des échelles temporelles différentes. Parmi
ces phénomènes, nous pouvons citer, les processus thermodynamiques comme le gel et le dégel,
et les processus mécaniques comme les interactions entre les ﬂoes ou entre un ﬂoe et un obstacle.
Le dégel lors de la débâcle et le gel lors de l’embâcle, sont des processus à l’échelle de la journée
ou de plusieurs jours. Tandis que les interactions sous la forme de collisions entre ﬂoes ou entre
ﬂoes et obstacles (côtes, ports, structures offshore) sont des processus à l’échelle de la seconde
ou de la minute. Dans cette thèse, les effets dus aux processus thermodynamiques sont négligés.
Seuls les processus mécaniques sont pris en compte. La dynamique est donc étudiée sur des
échelles temporelles ne dépassant pas quelques jours. Dans ce contexte, les changements de taille
et de géométrie dus aux collisions, se font principalement par fractures. De plus, les déforma-
tions du ﬂoe sont principalement des petites déformations, localisées autour de la collision. Nous
considérons donc les ﬂoes comme des objets rigides en première approximation. Néanmoins le
modèle choisi reste évolutif et permettra d’intégrer le caractère déformable et cassant des ﬂoes.
Ce caractère déformable n’est pas présent dans le modèle actuel et fait partie d’un futur travail.
Dans cette thèse, la forme des ﬂoes sera représentée, au cours du temps t, par une région
Ω(t), du plan P = (O, i, j). La région est considérée fermée, bornée, sans trous, de taille et de
géométrie quelconque, en particulier, non forcément convexe. Il est à préciser que, concernant la
forme et la taille, tout un travail a été effectué pour construire des ﬂoes réalistes (voir Chapitre
1.3). Nous notons G(t), le centre de masse du ﬂoe, RΩ(t) = (G(t),u(t),v(t)), le repère propre
au ﬂoe et θ(t) l’angle de rotation du ﬂoe (voir Figure 1.2). Nous notons h, l’épaisseur du ﬂoe
qui peut varier sur la région Ω. À partir de la masse volumique ρ, de la glace de mer (voir Table
1.1), de l’aire de la surface du ﬂoe et de son épaisseur h, nous calculons la masse M , du ﬂoe.
Aﬁn d’étudier le passage des ﬂoes à travers un chenal ou un détroit, ou l’accumulation des ﬂoes
dans un port, contre une structure offshore ou encore contre une île, nous avons besoin de modé-
liser ces différents éléments que nous appellerons des obstacles. Ces obstacles seront représentés
comme des ﬂoes, caractérisés par une région du plan, un centre de masse, un repère propre, etc,
à la différence qu’ils seront dotés d’une masse volumique très largement supérieure aux ﬂoes,
tendant vers l’inﬁni.
Les interactions entre les ﬂoes sont multiples. Nous les considérons comme des collisions
localisées en des points du bord du ﬂoe. Les ﬂoes étant considérés comme rigides, nous considé-
rons uniquement des collisions entre des ﬂoes différents. Les collisions sont traitées avant qu’elles
entraînent une interpénétration. La dissipation d’énergie cinétique lors de ces collisions est prise
en compte par un coefficient de restitution ε 2 [0, 1], qui déterminera le caractère élastique ou
inélastique de la collision et un coefficient de friction µ. Nous parlerons de chocs parfaitement
élastiques pour ε = 1 et de chocs inélastiques pour ε < 1. Ce paramètre est établi de manière
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Figure 1.2 – La particule ﬂoe.
empirique. Sa valeur sera optimisée à la suite d’expériences en bassin (voir Partie 3.14). Cepen-
dant la perte d’énergie due à d’autres phénomènes en jeu lors des collisions, comme les effets
thermiques, les effets de vibration ou encore les effets de propagation d’ondes de chocs, n’est pas
prise en compte dans le modèle présenté ici. Un objectif futur sera de déterminer le coefficient
de restitution en fonction de l’endommagement subi par le ﬂoe et des éventuelles fractures se
propageant dans le ﬂoe à partir d’une situation de collision.
Une fois le ﬂoe et l’obstacle caractérisés, nous étudierons son mouvement dans l’espace eu-
clidien déﬁni par le repère Rabs = (O, i, j,k). En effet, au vue de l’échelle d’espace considérée, la
rotondité de la Terre ne sera pas prise en compte. Nous détaillerons le déplacement libre, sans
interaction (voir Partie 1.1.1), puis nous nous intéresserons aux interactions entre des ﬂoes ou
entre des ﬂoes et des obstacles (voir Partie 1.1.2).
1.1.1 La dynamique régulière : le formalisme de Newton-Euler
Entre deux collisions successives, la dynamique régulière est intégrée avec un algorithme
adéquat. L’approche discrète consiste à étudier le mouvement de chaque ﬂoe, et pour chacun,
leurs données cinématiques satisfont les équations du moment linéaire et du moment angulaire.
Durant cette intégration, les collisions sont détectées et localisées. Nous choisissons d’écrire
les équations du moment sous le formalisme de Newton-Euler qui privilégie l’expression des
accélérations en fonction des forces extérieures.
Les variables globales
Nous commencerons par déﬁnir les données cinématiques liées aux ﬂoes. Nous déﬁnirons les
coordonnées du centre de masse, la vitesse du ﬂoe, le moment d’inertie du ﬂoe à partir de la
vitesse d’un point du ﬂoe et nous donnerons les équations du mouvement sous le formalisme de
Newton-Euler. Nous exprimerons ensuite l’énergie cinétique du ﬂoe en fonction de la vitesse du
centre de masse et de la vitesse angulaire. Enﬁn nous exprimerons ces données pour un système
S, constitué de n > r ﬂoes dont r ≥ 0 obstacles avec une notation adaptée pour réduire les
écritures.
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Nous travaillons dans un repère orthonormé et direct Rabs = (O, i, j,k), de R3 muni de
la distance d(., .), de la norme k.k, induites par le produit scalaire (.), usuel. Nous étudions
l’évolution des ﬂoes sur un intervalle de temps I ⇢ R+. Soit t 2 I, nous considérons le plan
P = (O, i, j) dans lequel évoluera un ensemble de n ﬂoes rigides {Ω1(t), . . . ,Ωn(t)} ⇢ P , avec,
pour tout i 2 {1, . . . , n}, l’épaisseur hi, la masse Mi, le centre de masse Gi(t) 2 P, la vitesse du
centre de masse G˙i(t) et la vitesse angulaire θ˙i(t). Pour simpliﬁer les notations, nous étudierons
le mouvement des ﬂoes dans le plan P . Ainsi, pour P , un point de P, nous associons ap et bp
deux réels tels que : OP = api+ bpj = (ap, bp)
T . Nous déﬁnirons le produit vectoriel entre deux
vecteurs u = (a, b) et v = (c, d) de l’espace vectoriel associé à P par :











= (0, 0, ad− bc)T .
L’angle θ et la vitesse angulaire θ˙, sont des éléments de l’ensemble engendré par k, nous noterons :





Je rappelle que nous considérons le ﬂoe comme rigide et nous négligeons les effets thermodyna-
miques, ainsi l’épaisseur h, et la masse M , ne varient pas au cours du temps. De même pour la
surface du ﬂoe Ω, dans son repère propre, c’est-à-dire GP ne varient pas au cours du temps.
Cependant, h peut varier sur la surface, ainsi nous notons h(P ), l’épaisseur associée à l’élément
de surface inﬁnitésimale ds autour de P .
Nous exprimons la vitesse P˙ , d’un point P , d’un ﬂoe, dans le repère Rabs à l’aide de la
formule de Varignon :
P˙ (t) = G˙(t) +PG ^ θ˙(t).
Nous calculons la masse du ﬂoe à partir de la masse volumique ρ, de l’épaisseur h, et de





À partir des éléments ci-dessus, nous déﬁnissons le moment cinétique et le moment dynamique
en G par les déﬁnitions suivantes.




GP ^ P˙ (t) dv




GP ^ FP (t) dv, (1.1.1)
avec FP (t) les forces extérieures appliquées en P et dv = h(P )ds l’élément de volume infinitési-
mal. FP (t) vérifient :
ρP¨ (t) = FP (t).
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En remplaçant P˙ dans LG(t) par son expression en fonction de la vitesse du centre de masse






G˙(t) +PG ^ θ˙(t)
⌘
dv

































Nous appelons l’intégrale I, le moment d’inertie du ﬂoe. Comme le ﬂoe est rigide, nous remar-
quons que I est constant au cours du temps. Ainsi en dérivant par rapport au temps, nous










GP ^ FP (t) dv.
Nous avons maintenant les outils suﬃsants pour déterminer les équations de la dynamique






= Fi(t) moment linéaire
Iidθ˙i(t)
dt
= Mi(t) moment angulaire
(1.1.2)
En utilisant la formule de Varignon, nous pouvons écrire l’énergie cinétique Ei, associée au
ﬂoe Ωi comme la somme de l’énergie cinétique due au mouvement de translation et l’énergie
cinétique due au mouvement de rotation :










L’écriture sous cette forme est souvent associée au théorème de König sur le moment ciné-
tique.
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Iiθ˙2(t) car kPGi ^ kk = kPGik
Dans le cas d’un obstacle, nous faisons tendre la masse volumique vers l’inﬁni. Regardons





































Or, à l’instant initial t = 0, nous considérons les obstacles ayant des vitesses nulles. Donc, nous
pouvons conclure que dans notre modèle, les obstacles sont des ﬂoes de masse inﬁnie avec des
vitesses et accélérations nulles pour tout t 2 I.
Les équations du mouvement de S sont l’ensemble des équations du mouvement des ﬂoes.
Nous rassemblons maintenant les équations pour chaque ﬂoe sous une forme matricielle. Pour




@ Mi 0 00 Mi 0
0 0 Ii
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M = (Mi)1in , W (t) = (Wi(t))1in et H(t) = (Hi(t))1in .
Maintenant que nous avons écrit la dynamique entre les collisions pour le système S, de
manière succincte, nous allons étudier les interactions entre les ﬂoes.
1.1.2 Les interactions entre les floes
La simulation d’objets interagissant entre eux soulève des problèmes de choix de modèles
théoriques et numériques. Ces choix incluent l’essentiel du comportement des particules, du
comportement des contacts, de la précision des contacts et donc de leur résolution.
Concernant les choix théoriques pour décrire les interactions entre les ﬂoes nous admettons les
hypothèses suivantes :
1. Les déformations sont petites, c’est-à-dire localisées au voisinage du contact. Elles n’en-
traînent pas de changement de la forme globale du ﬂoe. Le ﬂoe est considéré comme rigide.
2. Les interactions sont des contacts localisés dans des zones petites par rapport à la taille
des ﬂoes. Les contacts sont considérés comme ponctuels.
3. Un ﬂoe n’interagit pas avec lui-même. L’interaction est une relation symétrique et transi-
tive.
4. Les interactions entre les ﬂoes n’entraînent pas d’interpénétrations.
5. Les interactions sont des collisions inélastiques avec friction. Lors d’un contact, la perte
d’énergie cinétique due à des phénomènes physiques comme la déformation et des phé-
nomènes thermiques comme la dissipation de chaleur, est modélisée par un coeﬃcient de
restitution et un coeﬃcient de friction.
Ces hypothèses inﬂuenceront largement le choix des outils numériques (voir Partie 2.1.4).
L’état de l’art
De nombreux problèmes d’ingénierie impliquent des contacts avec ou sans friction entre des
corps rigides ou déformables. Que se soient des problèmes d’usures (pneus, engrenages, etc) ou
de dimensionnement de structures soumises à des contraintes (barrages, voies ferrées, piscines
nucléaires, etc) ou plus récemment des problèmes liés à la robotique ou à la vision par ordinateur,
connaître, comprendre et anticiper le comportement des corps en contact est primordial.
Depuis très longtemps les scientiﬁques ont tenté de décrire ce comportement. Nous pouvons citer
dans l’ordre chronologique : Newton, Coulomb, Hertz, Delassus, Signorini, et plus récemment,
Fichera, Cundall, Moreau, Klarbring, Lötstedt et encore bien d’autres que je ne citerai pas ici
mais qui pourront être retrouvés dans les références tout au long du manuscrit. Le domaine de
la mécanique des contacts s’est étoffé au ﬁl des siècles de concepts, de notions, de principes, d’al-
gorithmes, de théorèmes et de preuves qui ont permis aujourd’hui d’avoir un très grand nombre
de possibilités pour traiter le problème du contact. Parmi tous ces concepts nous pouvons citer
le principe d’action-réaction et la déﬁnition d’un coefficient de restitution comme le ratio entre
la vitesse relative avant et après le choc que l’on doit à Newton [New86]. La friction de Cou-
lomb [Cou85], écrite comme une fonction multivaluée dépendant de la norme de la composante
normale de la force de contact. La loi de contact de Hertz [Her82], qui est efficace dans le cas de
contacts centraux comme entre des sphères. Plus récemment, nous pouvons citer les travaux de
18
Delassus [Del17], parmi les premiers à théoriser les problèmes mécaniques en présence de liaisons
unilatérales. Signorini et Fichera [Fic63], sont parmi les premiers à écrire la liaison unilatérale
d’interpénétration comme une condition de complémentarité. Nous pouvons citer aussi le pro-
blème de Signorini [Sig59], demandant à la communauté scientiﬁque si le problème d’équilibre
d’une sphère en contact sur une surface plane est un problème bien posé, c’est-à-dire s’il existe
une solution unique à ce problème. Fichera [Fic63], donna une réponse en prouvant l’existence et
l’unicité. Le problème de Signorini est un problème à un contact sans friction. La prise en compte
de la friction et d’un grand nombre de contacts augmente la complexité pour déterminer des
preuves d’existence et d’unicité. Le plus célèbre problème de contact avec friction, et sûrement le
plus discuté, est le paradoxe de Painlevé [Pai85], qui expose une conﬁguration de contact avec un
coeﬃcient de friction élevé semblant ne pas avoir de solution (voir [Lot81, Bar94, GB99, Ste00]).
Pour passer outre ces diﬃcultés, les chercheurs ont développé différentes approches.
Je mettrai l’accent sur les deux principales : la dynamique non régulière et la régularisation
des lois de contact. Ce sont deux approches fondamentalement différentes qui utilisent un cadre
mathématique et des outils numériques différents. Je tenterai de donner les grandes lignes et de
largement référencer mes propos aﬁn que le lecteur puisse trouver les compléments nécessaires à
la compréhension. Je ferai le choix de ne pas traiter les deux courants de manière égale mais je
m’attarderai plus en détail sur la dynamique non régulière et les travaux de Moreau, Monteiro
Marques et Stewart.
Les lois de contact écrites comme la condition unilatérale de Signorini et la friction de
Coulomb ne sont pas régulières. Dans l’approche de régularisation, la première loi qui est
une condition de non interpénétration, est remplacée par des lois de répulsion suffisamment
abruptes. Parmi ces travaux nous pouvons citer en premier Hertz. Depuis, un grand nombre de
lois ont été déclinées prenant plus ou moins en compte la déformation locale au contact (voir
[GMS61, Joh87, Gol60, NW72, Whi77]). Nevins et Whitney [NW72, Whi77], ont développé
des modèles masses-ressorts et des modèles d’amortissement où les forces de contact sont des
forces de rappel ou des forces d’amortissement. Nous retrouvons l’idée d’associer la réponse d’un
contact à la force de rappel d’un ressort dans les modèles développés pour la visualisation par
ordinateur qui s’est accentuée depuis les années 80 (voir [CT71, MW88b]). Dans l’article de
Moore [MW88b], la force de contact est linéairement reliée à la distance d’interpénétration. De-
puis, ces méthodes se sont largement répandues dans les études liées à la robotique, à la réalité
virtuelle ou encore dans les opérations assistées par ordinateur, pour simuler un grand nombre
d’objets en contact en petites ou grandes déformations comme des habits, des cheveux ou encore
des organes (voir [WW90, VCMT95, BW98, RGF+04]).
Concernant la seconde, la loi de friction de Coulomb, la discontinuité entre les phases de glis-
sement et non glissement a été traitée de différentes façons. Certains ont étendu la notion de
coefficient de restitution sur la composante normale à des coefficients de restitution sur les compo-
santes tangentielles (voir [Bra91, Smi91, CS96, Bra98]). D’autres ont étendu à la loi de Coulomb
les modèles de masses-ressorts ou d’amortissement (voir [HK93, KFK97, VVSM00, SKKD01]).
L’approche non régulière à été développée à partir de concepts mathématiques tels que les
inclusions différentielles, les fonctions multivaluées ou encore les fonctions à variations bornées.
Nous notons q 2 R3n, le point caractérisant la position du système S et g : I = [0, T ] −! R3n,
la fonction décrivant le mouvement pour un temps T > 0.
g(t) = q(t) = (q1(t), . . . , qn(t))




Nous supposons que la vitesse des ﬂoes W , est une fonction à variations bornées, c’est-à-dire :
var (W, I) < +1
avec




d (W (ti),W (ti−1))
où t0 < t1 < · · · < tr points de I. Les fonctions à variations bornées peuvent être discontinues
mais possèdent des limites à gauche W (t−) = q˙(t−), et à droite W (t+) = q˙(t+) en tout point
t dans l’intérieur de I (voir [Mor88]). Nous déﬁnissons m contraintes unilatérales (f1, . . . , fm),









< 0 ﬂoes séparés
= 0 ﬂoes en contact
> 0 ﬂoes en interpénétration
avecrfj(q) 6= 0 au voisinage de fj(q) = 0 aﬁn d’obtenir des résultats non réduits à des trivialités.




q 2 R3n / 8j 2 {1, . . . ,m} , fj(q)  0
 
En faisant le choix de non interpénétration, le contact est représenté comme un maximum
local d’une des contraintes fj . Ainsi en étudiant la dérivée par rapport à t de fj en t⇤ tel que
fj(q(t
⇤)) = 0, nous pouvons écrire les inégalités suivantes :
rfj(q(t⇤)).W (t⇤) = 0, rfj(q(t−)).W (t−) ≥ 0 et rfj(q(t+)).W (t+)  0 (1.1.6)







Nous notons J ⇢ {1, . . . ,m}, l’ensemble tel que, pour tout j 2 J , fj(q) ≥ 0. Introduisons
l’ensemble V (q) déﬁni par :
V (q) =
( n
w 2 R3n / 8j 2 J , rfj(q)Tw  0
o
R
3n si J = ;
(1.1.7)
V (q) représente l’ensemble des vitesses admissibles à droite au point q 2 L, appelé le cône
tangent de L en q dans la littérature (voir [MM93, Mor99]). Ainsi les inégalités (1.1.6) sont
réécrites :
W (t+) 2 V (q) et −W (t−) 2 V (q)
V (q) est un ensemble convexe fermé pour tout q 2 L. Introduisons ensuite Tj(q), pour fj(q) = 0 :
Tj(q) =
n
w 2 R3n / rfj(q)Tw = 0
o
Tj(q) est appelé l’hyperplan tangent à fj(q) = 0.
Ces notions ont d’abord été utilisées dans le cas des corps rigides en contact sans friction dans un
processus de raﬂe appelé sweeping process (voir [Mor76, Mor77, Sch78, Mor83]). Ce processus
consiste à décrire l’évolution d’une quantité, ici la réaction de contact, dans un ensemble convexe,
ici le cône normal au contact (voir l’équation (1.1.9)). Ainsi, pour toute conﬁguration q, telle
que J 6= ;, nous faisons l’hypothèse que la réaction de contact R, est une impulsion (voir
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Partie 1.1.2), n’agissant pas uniquement sur les vitesses tangentielles au contact, c’est-à-dire
appartenant à Tj(q) pour tout j 2 J . Cela peut se traduire par :
8j 2 J , 8w 2 Tj(q), rfj(q).w = 0 ) R.w = 0





En introduisant l’ensemble N(q) déﬁni par :
N(q) =
{
s 2 R3n / 8w 2 V (q), wT s  0 
L’équation (1.1.8) est équivalente à :
R 2 N(q)
N(q) est appelé le cône convexe normal à L en q (voir Figure 1.3). Le choix f(q)  0 permet de
diriger N(q), vers l’extérieur de L (voir [Mor85b, MP88]).
A partir des notions d’inclusions différentielles, Moreau [Mor79, Mor87, Mor88] a ramené le pro-
blème du contact dynamique à la recherche des vitesses W (t) 2 V (q(t)) solutions de l’inclusion
différentielle :
MdW (t)−H(t)dt = R(t) 2 N(q(t)) pour tout t 2 I (1.1.9)
Nous remarquons que l’écriture du problème sous cette forme permet de trouver des vitesses
solutions sans avoir besoin de déterminer les réactions de contact qui sont inconnues.
Le problème du contact frottant, en appliquant une friction provenant de la loi de Coulomb,
a d’abord été étudié pour un seul contact, c’est-à-dire, une seule contrainte unilatérale f . La
réaction R, devient la somme d’une réaction normale RN 2 N(q), et d’une réaction tangentielle
RT 2 T (q) (voir [MP88]). Pour une friction de Coulomb isotrope avec un coefficient de friction
µ, nous déﬁnissons l’ensemble C(q), appelé le cône de Coulomb, par :
C(q) =
{
w 2 R3n / rf(q(t)).w ≥ krf(q(t))kkwk cos (α) 
avec µ = tan(α) et α 2 ]0,pi/2[. Pour RT 6= 0 et rf 6= 0, nous avons la propriété suivante :
Proposition 1.1.2. Friction de Coulomb
R = RN +RT 2 C(q)
, kRT k  µkRNk
Démonstration.
R 2 C(q)
, kRNkkrf(q)k ≥ kRkkrf(q)k cos (α) car RT 2 T (q) et RN = λrf
, kRNkkRT k ≥ kRkkRT k cos (α) multiplication par kRT kkrf(q)k
, kRNk kRT kkRk cos (α) ≥ kRT k








Figure 1.3 – Représentation de rf(q), V (q), T (q), N(q) et C(q) pour q 2 R2 et une condition
unilatérale f , tel que f(q) = 0.
Sous certaines hypothèses, comme l’intérieur de V (q) est non vide, pour tout q 2 L, les
auteurs Moreau [Mor85b], Aubin [AC84] et Monteiro Marques [MM85], ont montré des résultats
d’existence et d’unicité de solutions de (1.1.9) sans friction. Puis, des résultats similaires ont été
établis pour le contact unique avec friction (voir [Mor85a, MM88, Pan85, JP85, MM94]). Plus
tard, Monteiro Marques [MM93], Benabdellah [Ben00], ou encore Stewart [Ste01] ont étendu ces
résultats à des hypothèses sur L et sur W moins restrictives.
Ces premiers résultats d’existence de solutions pour les problèmes de contact avec ou sans
friction ont utilisé les inclusions différentielles malgré la difficulté à manipuler ces notions ma-
thématiques. Néanmoins, le problème du contact multiple avec friction reste encore très peu
traité. Il faudra attendre les travaux sur les Problèmes Linéaires de Complémentarité (LCP)
qui se révèlent bien adaptés à la dynamique non régulière, pour obtenir des résultats plus pointus.
Au début des années 80, le problème du contact a pris un nouvel essor avec les travaux sur les
LCP. Bien que ce type de problème avait été étudié depuis les années 60 [KT51, LH64, CD70], il a
fallu attendre Lötstedt, un des pionniers à intégrer des LCP pour établir des preuves d’existence
et d’unicité pour le contact avec la friction de Coulomb (voir [Lot81, Lot82b, Lot82a]). Cette voie
a été suivie par Klarbring et Pang, entre autres, qui ont apporté des méthodes de programmation
efficaces pour trouver des solutions dans le cas de corps déformables (voir [Kla86, Kla92]). De
plus, la notion de LCP présente l’avantage de faciliter la construction des solutions à partir
d’algorithmes tels que ceux de Lemke (voir [Lem78]). Nous discuterons plus spéciﬁquement de ces
algorithmes dans la Partie 2.1.4. Parmi ces méthodes de programmation, les preuves d’existence
et d’unicité ont d’abord été formulées pour des contacts sans frottement car le problème peut
se ramener à un problème quadratique avec des conditions de Karush, Kuhn et Tucker (KKT)
(voir [Bar94, Lot82a]). Dans l’article [Bar93], Baraff écrit les forces de contact dans les repères
locaux aux points de contact. Ces repères sont déﬁnis par la normale et la tangente aux points
de contact. Il déﬁnit une matrice A contenant la géométrie des contacts. La matrice A est
connue, symétrique et déﬁnie positive (voir partie 1.1.2). Il déﬁnit un vecteur a− contenant les
accélérations relatives aux points de contact dues aux forces extérieures connues. Le vecteur des
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accélérations a+, après ajout des réactions de contact s’écrit : a+ = ARN + a−. La condition de
Signorini ou d’interpénétration peut s’écrire comme une condition de complémentarité :
a+ = ARN + a− ≥ 0, RN ≥ 0 et RN .a+ = 0, (1.1.10)
s’interprétant comme le fait que l’accélération relative doit être positive ou nulle pour éviter une
interpénétration et la réaction normale doit être positive car nous faisons l’hypothèse de non
adhésion. S’il y a contact alors la réaction est strictement positive et l’accélération relative nulle,
et s’il n’y a pas contact l’accélération relative est strictement positive et la réaction nulle.





xTAx− bTx) sous les conditions ⇢ Ax ≥ b
x ≥ 0 (1.1.11)




xTAx− bTx) sous les conditions KKT ⇢ Ax− b ≥ 0
xT (Ax− b) ≥ 0
Dans [Bar93], Baraff conserve cette approche en force et accélération et étudie le problème
de la friction de Coulomb. Il exhibe des conﬁgurations où aucune solution RN ne peut être trou-
vée, appelées situations inconsistantes, et des conﬁgurations où l’accélération déterminée par
la résolution des LCP n’est pas unique, appelées situations indéterminées. En effet, le carac-
tère symétrique, déﬁni positif de A n’est plus nécessairement vériﬁé, ainsi l’existence et l’unicité
des solutions de (1.1.10) ne sont plus assurées. Nous pouvons retrouver des exemples de conﬁ-
gurations à seulement un point de contact qui montrent des situations d’indétermination et
d’inconsistance quand le problème est formulé en accélération (voir [MW88a]).
Finalement, il a été montré qu’il existe des frictions non nulles pour lesquelles l’existence et l’uni-
cité sont assurées (voir [Lot81, Bar94, TPSL97]). L’idée principale des preuves dans ces articles,
est d’assurer que la matrice A est une P -matrice. Cela est possible avec un coefficient de friction
assez petit. Ce type de matrice est très usité lors de l’étude des LCP. Une matrice est dite
P -matrice si tous ses mineurs principaux sont positifs, c’est-à-dire si les déterminants de toutes
les sous-matrices carrées de mêmes indices sur les lignes et les colonnes sont positifs. L’ensemble
des matrices déﬁnies positives est inclus dans l’ensemble des P -matrices (voir [CPS92]). Nous
verrons que certaines classes de matrices jouent un rôle important dans la résolution des LCP.
Pour notre modèle nous utiliserons la classe des matrices co-positives, dont l’appartenance à
cette classe est plus facile à vériﬁer que pour les P -matrices (voir partie 1.1.2).
En utilisant des formulations en vitesse et impulsion (voir partie 1.1.2), les chercheurs ont
réussi à démontrer l’existence de solutions pour toute conﬁguration à contacts multiples avec
n’importe quel coefficient de friction (voir [ST95, ST96, AP97, APS99]). Ces résultats se sont
même étendus aux solides déformables (voir [SP99]). Dans [Ste00], Stewart propose une exten-
sion au résultat fondamental de Marques [MM93] pour des contacts inélastiques avec friction.
Dans [Ste98], Stewart donne la preuve d’existence de solutions d’un problème de Painlevé à un
point de contact avec friction 1D à partir du formalisme de Moreau et des méthodes de LCP.
Pour l’instant la plupart des résultats d’existence et d’unicité ont été montrés pour des frictions
de Coulomb isotrope. Néanmoins, nous pouvons trouver des études concernant des frictions sta-
tiques et dynamiques avec des coefficients différents (voir [Bar93, Ste00]). Ces modèles soulèvent
des difficultés théoriques, par exemple la non unicité des vitesses pour certaines conﬁgurations
dans [Ste00], (voir [Rui85]).
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Il y a un dernier aspect primordial dans l’étude de la dynamique des corps en contact qui
est la consistance énergétique, c’est-à-dire qu’un modèle, décrivant le comportement des corps
en contact, ne doit pas entraîner une augmentation de l’énergie totale du système. Nous dirons
que le choc est inélastique ou, au pire, parfaitement élastique, c’est-à-dire, l’énergie totale du
système est conservée. La plupart des lois de contact que nous pouvons trouver dans la littéra-
ture décrivent l’inélasticité du contact par un coeﬃcient ε, compris entre 0 et 1. Ce coeﬃcient
est appelé, coeﬃcient de restitution. Pour la plupart de ces lois, nous pouvons exhiber une
conﬁguration entraînant une augmentation d’énergie (voir Partie 1.1.2). Dans [Ste00], Stewart
donne une formulation qui permet de traiter l’unique contact inélastique avec existence de so-
lutions qui dissipent l’énergie du système. Mais l’extension aux multiples contacts ne conserve
pas cette propriété. Malgré ce qui est annoncé dans [GP95], nous pouvons trouver dans [AP97]
un contre exemple. Finalement, je n’ai pas trouvé dans la littérature un modèle, contenant
une loi de contact décrivant la dynamique des corps rigides ou déformables en contact avec
friction et qui dissipe l’énergie totale du système pour toutes les conﬁgurations de contact.
Ainsi, quel que soit le modèle choisi, dans une telle conﬁguration où une ou plusieurs lois de
contact ne sont pas vériﬁées, nous le compléterons en introduisant une solution satisfaisant le
plus de caractéristiques du contact inélastique avec friction possibles, en privilégiant la non
augmentation d’énergie cinétique après contact. Aﬁn de compléter la documentation sur la dy-
namique des corps en contact, j’invite le lecteur à parcourir les articles et les livres suivants
[Kal77, Mas81, Ste00, GS02, PG96, Bro96, Bro00, LZB08, Glo01].
Jusqu’à maintenant, nous nous sommes concentrés sur la littérature mathématique et méca-
nique. Nous observons que les travaux cités ci-dessus peuvent s’appliquer à un grand nombre de
situations. Regardons de plus près comment les glaciologues ont traité le problème du contact
pour la dérive des glaces de mer. Les premières tentatives pour prendre en compte la collision
entre les ﬂoes se retrouvent dans les modèles de milieux continus. Parmi celles-ci nous pouvons
citer les travaux de Solomon [Sol70], ceux de Hibler [HI79] et ceux de Bratchie [Bra84]. Dans
ces articles, la force résultante des interactions est due à une contrainte interne. A partir des dé-
veloppements de la théorie des ﬂux de particules, un nouveau cadre de travail a été fourni pour
ces contraintes internes générées par les collisions (voir [SA82, LSJC84]). Par exemple, dans
[SHL86, Hop85], les collisions ne sont pas détectées précisément et les paramètres décrivant la
collision sont déterminés par une méthode de Monte Carlo. La loi de collision est construite
comme le contact unique entre deux sphères ou disques de tailles comparables en utilisant des
coeﬃcients de restitution de type coeﬃcient de Newton sur les composantes normales et tan-
gentielles. Les deux modèles, celui basé sur la rhéologie plastique de Hibler [HI79] et celui basé
sur une rhéologie de collision [SHL86], sont comparés. Il s’avère que les forces internes issues
d’un modèle de collision sont plus petites que celles issues du modèle plastique, et cela, en
accord avec les observations (voir [SHL87, LLT89]). Jusque dans le milieu des années 90, les
travaux pour intégrer les interactions entre les ﬂoes se faisaient dans les modèles continus. Les
premières tentatives sur des modèles discrets ont été proposées par Hopkins [Hop96], et l’intérêt
a été récemment renouvelé par Herman et Wilchinsky [Her11, WFH10]. Elles sont basées sur
la régularisation des lois de contact. Hopkins développe un modèle basé sur une loi de contact
de Hertz ou sur un système masses-ressorts (voir [Hop96, HFT04]). Herman [Her11, Her12],
utilise un modèle de sphères dures développé dans [AW59] et utilisé pour modéliser les interac-
tions entre les molécules d’un liquide (voir [AT89]). La loi de contact découle du contact unique
entre deux sphères en utilisant un coeﬃcient de restitution de type Newton sur la composante
normale. Dans [WDA10, MLJK13], les forces de contact sont des forces de rappel du ressort
pour décrire l’interaction entre la glace et un navire. À ma connaissance, encore personne n’a es-
sayé d’écrire un modèle discret de banquise en utilisant une dynamique du contact non régulière.
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Devant ce challenge et après analyse des compromis à faire entre la robustesse, le fait que le
modèle doit être capable de trouver une solution pour toutes les conﬁgurations de contact entre
les ﬂoes, l’eﬃcacité de mise en place, le fait que les solutions doivent être déterminées avec un
coût de ressources informatiques raisonnable, l’adéquation avec la réalité, et le fait que le modèle
doit pouvoir reproduire le plus ﬁdèlement possible le comportement de la glace de mer, nous
avons choisi de construire un modèle issu des travaux sur la dynamique non régulière sous la
forme de problèmes linéaires de complémentarité pour décrire le comportement des interactions
entre les ﬂoes. Je n’ai pas encore parlé de l’eﬃcacité du modèle, ces questions se poseront dans
la partie (2.1.4).
Les variables locales
Nous avons fait le choix d’interactions localisées en des points appelés points de contact.
C’est-à-dire que nous appliquons les forces de contact en ces points. Les variables cinématiques
comme la vitesse et l’accélération d’un point de contact sont appelées les variables locales. Les
variables locales, comme les variables globales, décrivent le comportement physique du système.
Cependant, pour les variables locales, la description se fait au niveau des points de contact par
l’expression des vitesses relatives et des forces d’interactions dans un repère local appelé repère
de contact.
Supposons qu’il existe δt⇤ ⇢ I = [0, T ] non vide tel que, pour tout t 2 δt⇤, il existe m > 0
contraintes f (q(t)) = (f1 (q(t)) , . . . , fm(q(t))) = 0. Nous associons à chaque contrainte, un point
de contact {P1, . . . , Pm} ⇢ R2m. Nous faisons l’hypothèse que la collision est un événement court,
c’est-à-dire, la longueur de l’intervalle δt⇤ est très inférieure à la longueur de l’intervalle I. De
plus, nous supposons que pour tout t 2 δt⇤, la position du système S, ne varie pas. Cela implique,
que la position des points de contact ne varie pas non plus. Soit Pj un point de contact entre les
ﬂoes Ωk et Ωl. Nous notons Fkj(t) la force de contact du ﬂoe Ωl au ﬂoe Ωk appliquée en Pj . La
force de contact, quant à elle, peut éventuellement varier au cours de la collision. Nous avons,
Fkj(t) 6= 0 si t 2 δt⇤ et Fkj(t) = 0 si t 2 I \ δt⇤. Par convention nous déﬁnissons une matrice de
contact Mc telle que :
Définition 1.1.2.1 (Matrice de contact). Nous notons Mc la matrice de dimension n⇥m telle
que le coefficient ckj de la ligne k et de la colonne j vaut :
⇤ 0 si le point de contact Pj n’est pas un point de contact du floe Ωk,
⇤ -1 si le point de contact Pj est un point de contact entre les floes Ωk et Ωl avec
k < l,
⇤ 1 si le point de contact Pj est un point de contact entre les floes Ωk et Ωl avec k > l.
Nous utilisons ces coeﬃcients pour porter l’information du sens de la direction de la force.
Ainsi Fkj(t) = Flj(t) et le principe d’action-réaction en chaque point de contact, s’écrit :
cljFlj(t) = −ckjFkj(t).
Nous supposons qu’un point de contact est en contact avec exactement deux ﬂoes. Cela se
traduit par la propriété suivante sur Mc :
Proposition 1.1.3. La somme des coefficients de chaque colonne de Mc est nulle.





















Figure 1.4 – Collision en Pj .
A partir de cette matrice Mc, nous déﬁnissons la vitesse relative d’un point de contact en
fonction des variables globales.
Définition 1.1.2.2 (vitesse relative d’un point de contact). Pour Pj un point de contact entre
les floes Ωk et Ωl, k < l, nous définissons la vitesse relative V lkj , de Pj comme point de Ωl dans
le repère associé à Ωk comme :
V lkj (t) = cljG˙l(t) + ckjG˙k(t) + cljPjGl ^ θ˙l(t) + ckjPjGk ^ θ˙k(t).
Nous faisons l’hypothèse que nous pouvons déterminer un repère orthonormé et direct associé
à chaque point de contact Pj (voir Figure 1.4) :n
RP1 = (P1,T1,N1) , . . . ,RPm = (Pm,Tm,Nm)
o
.
Comme pour la position du système de ﬂoes S, nous faisons l’hypothèse supplémentaire que les
axes du repère de contact de chaque point de contact ne varient pas durant la collision.
Nous notons Ek, l’ensemble des points de contact du ﬂoe Ωk au temps t. Ainsi nous déﬁnissons
la résultante des forces de contact F ck (t), au ﬂoe Ωk comme :




Ces forces de contact se rajoutent aux forces extérieures lors du bilan des forces, ainsi les équa-











Nous décomposons la force de contact Fkj(t) dans le repère de contact RPj , en une force
normale et une force tangentielle. L’aﬃliation au ﬂoe Ωk n’a ici pas d’importance, cette infor-
mation est portée par le sens de la direction de la force, donc par les coeﬃcients ckj et clj . Nous
notons donc f tj (t) et f
n
j (t) ses coordonnées.

































Le raisonnement effectué sur le ﬂoe Ωk peut être reconduit pour tous les ﬂoes du système S.

















B = (dkj) 1kn
1jm
2 R3n⇥m / dkj =
⇢
0 2 R3 si Pj n’est pas un point de contact de Ωk
φkj si Pj est un point de contact de Ωk
J = (skj) 1kn
1jm
2 R3n⇥m / skj =
⇢
0 2 R3 si Pj n’est pas un point de contact de Ωk
ψkj si Pj est un point de contact de Ωk
Pour l’instant, je n’ai pas différencié les contacts impliquant des ﬂoes non obstacles des
contacts impliquant des ﬂoes obstacles. Étudions comment est modiﬁée l’équation (1.1.14) en
tenant compte des ﬂoes obstacles. Pour cela, nous procédons comme précédemment, en prenant
































Nous retrouvons le même résultat que précédemment, c’est-à-dire, que les accélérations du ﬂoe












car nous faisons porter sur la force de contact qui est commune à deux ﬂoes, l’information de
la masse inﬁnie qui est intrinsèque à un ﬂoe. En procédant de la même manière pour f tj et φkj ,
nous laissons la possibilité à une force de contact entre deux ﬂoes, dont au moins un est un
obstacle, d’être non nulle. Ainsi nous pouvons établir la propriété suivante :
Proposition 1.1.4. Soit S un système contenant n−r > 0 floes non obstacles et r ≥ 0 obstacles.
Au temps t > 0, le système S contient m > 0 points de contact dont p ≥ 0 points de contact entre
floes dont au moins un est un obstacle. Alors le système de 3n équations (1.1.14) se ramène à
un système S0 de 3 ⇥ (n − r) équations contenant uniquement les équations pour les floes non
obstacles.
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Démonstration. Pour démontrer cela, nous commençons par ordonner les ﬂoes du système S en
deux groupes distincts. Les n−r > 0 premiers ﬂoes sont dans le groupe NO des non obstacles et
les r ≥ 0 derniers sont dans le groupe O des obstacles. Nous adoptons des notations différentes




@ Mi 0 00 Mi 0
0 0 Ii
1




Pour j 2 {n− r + 1, . . . , n}, c’est-à-dire, pour des ﬂoes obstacles, nous notons :
Oj =
0
@ Volj 0 00 Volj 0
0 0 Ij
1









Nous réorganisons et adaptons aussi les données géométriques des contacts dans les matrices B







1  i  n− r
n− r + 1  j  n







1  i  n− r
n− r + 1  j  n
1  k  m
.














En passant à la limite ρ −!1, pour les ﬂoes obstacles, nous obtenons une nouvelle équation :
MdW (t)
dt






















réduisant le système à 3 ⇥ (n − r) équations à 3 ⇥ (n − r) + 2 ⇥m inconnues prenant bien en
compte les impulsions de contact de l’obstacle appliquées sur le ﬂoe non obstacle contenues dans
les dik et les sik pour i 2 {1, . . . , n− r} et k 2 {1, . . . ,m}.
Dans la suite, nous conservons ce regroupement en n − r ﬂoes non obstacles et r ﬂoes obs-
tacles, et, quand nous écrirons la dynamique de ce système à n ﬂoes, nous écrirons les n − r
premières équations correspondantes aux n − r ﬂoes non obstacles seulement. Cette propriété
se révèlera très importante lors de l’écriture du problème du contact sous la forme d’un pro-
blème linéaire de complémentarité. En effet à ce moment, nous aurons besoin que la matrice
M, soit déﬁnie positive pour assurer l’existence de solutions. Et il se trouve que M de taille
3(n− r)⇥ 3(n− r), ne contenant que les masses des ﬂoes non obstacles est bien déﬁnie positive.
Concentrons nous, maintenant, au rapprochement que nous pouvons faire entre les contraintes
fj , j 2 J , sur les variables globales q, et les contraintes au niveau local, dans les repères de
contact. D’abord, notons G : R3n −! R2m l’application qui à toute conﬁguration q, associe
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l’ensemble des vitesses W , dans le repère absolu, à l’ensemble des vitesses relatives aux points
de contact Wrel, dans les repères de contact associés. Les matrices B et J représentent les appli-
cations linéaires reliant les variables locales aux variables globales. Ainsi nous pouvons établir
la propriété suivante :
Proposition 1.1.5. L’application G est représentée par la matrice (B, J)T .
Démonstration. Les points de contact jouent un rôle identique. Concentrons nous sur le point de
contact Pj entre les ﬂoes Ωk et Ωl. Le produit matriciel JTW donne, à la ligne j, ψkj .Wk+ψlj .Wl.
En développant nous obtenons :
ψkj .Wk + ψlj .Wl = ckj
h
Nj





T G˙l + (PjGl ^Nj)T θ˙l
i
,





avec, PjGk = (akj , bkj)
T ,
d’où ψkj .Wk + ψlj .Wl = Nj
T

















d’où ψkj .Wk + ψlj .Wl = Nj
TV lkj .
L’étude du produit matriciel BTW est similaire à celle de JTW . Ils correspondent à l’expression
des vitesses relatives dans les repères de contact. Ainsi nous avons : (B, J)T W = Wrel.
Ensuite, comme dans les travaux de Moreau (voir [MP88]), nous considérons que pour une
situation de contact J 6= ;, la condition d’admissibilité implique au niveau global : rf(q).W  0
pour tout W 2 R3n, avec rf = (rfj)j2J . Cela peut aussi se traduire au niveau local par le fait
que la composante normale de la vitesse relative soit positive, c’est-à-dire, pour tout W 2 R3n,
JTW ≥ 0. Ainsi nous pouvons rapprocher les deux éléments rf(q) et J avec c 2 R−, tel que :
J = crf,
et déterminer les ensembles T (q) et N(q) à partir des matrices B et J .
La mise sous la forme vitesse impulsion
Il existe deux principales manières de formuler le problème du contact : sous la forme accéléra-
tion force (voir [Kla92, Bar93, TP95, WP96, TPSL97]), et sous la forme vitesse impulsion (voir
[Mor85a, MP88, ST96, APS99]). Nous avons déjà étudié deux exemples de ces formulations :
celui décrit dans [Bar93], et celui décrit dans [Mor85a]. La principale différence entre ces deux
formulations est la façon d’exprimer la loi de Coulomb. Cette loi impose une force de friction
directement opposée à la vitesse de glissement mais rien n’est spéciﬁé concernant l’accélération.
En effet, lors d’une transition d’une phase de glissement vers une phase d’accroche, l’accélération
relative tangentielle est dirigée dans le même sens que la force de friction et lors d’une transi-
tion d’une phase d’accroche vers une phase de glissement, l’accélération relative tangentielle est
dirigée dans le sens opposé à la force de friction. Pour déterminer la friction en fonction de
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l’accélération, il faut pouvoir connaître la nature du contact (glissant ou accrochant). Certains
auteurs ont donc proposé d’exprimer Coulomb en accélération en étudiant le comportement du
contact tout au long de la collision (voir [HWY, TPSL97, Bar94]).
L’approche en vitesse impulsion apporte donc l’avantage de pouvoir exprimer la force de friction
de Coulomb directement par rapport à la vitesse. Il n’est pas nécessaire de connaître la nature
du contact. Cet avantage conséquent, est déterminant dans le choix de cette formulation pour
notre modèle.
Nous allons donc écrire les équations du moment linéaire et du moment angulaire en vitesse
impulsion. Commençons par déﬁnir ce que nous appelons une impulsion. Une impulsion a la
grandeur physique d’une quantité de mouvement.
Définition 1.1.2.3 (impulsion ponctuelle et impulsion totale). Sur un intervalle de temps δt⇤,
s’il y a un contact au point Pj, entre les floes Ωk et Ωl, nous dirons que le floe Ωk a subi un choc













Nous faisons apparaître les impulsions dans les équations des moments (1.1.12) pour le ﬂoe
Ωk sur l’intervalle temporel δt⇤, en intervertissant les symboles somme et intégral). Comme les














L’hypothèse que les axes des repères de contact sont invariants au cours de la collision, nous
permet de décomposer les impulsions dans les repères de contact de la même manière que pour




W˙ (t) dt =
Z
δt⇤
H(t) dt+Bβ + Jλ. (1.1.17)
En utilisant l’hypothèse intégrable sur δt⇤ = [t−, t+], de l’accélération W˙ , nous écrivons ﬁnale-
ment, le problème du contact sous la forme vitesse impulsion ci-dessous :
M (W (t+)−W (t−)) = Z
δt⇤
H(t) dt+Bβ + Jλ. (1.1.18)
Étudions maintenant plus particulièrement ces impulsions de contact. Elles s’expriment au
niveau des repères de contact à travers des lois, que nous appelons lois de contact.
Les lois de contact
Lors d’un contact entre les ﬂoes, une force de contact apparaît. Son rôle est, à la fois, d’em-
pêcher l’interpénétration et de dissiper une partie de l’énergie du système. Cette dissipation
provient de nombreux phénomènes physiques complexes apparaissant lors du contact. Des lois
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de contact, déﬁnies grossièrement comme des relations entre les variables locales, la distance
entre deux ﬂoes, la vitesse relative ou l’accélération relative, et l’impulsion locale ou la force
locale, ont été établies pour décrire ces phénomènes. La plupart des lois rencontrées dans la
littérature expriment un lien entre ce qui se passe à la ﬁn du contact, en t+, et ce qui se passe
au début, en t−. Ces lois peuvent être explicites ou implicites. C’est-à-dire qu’on les déclare
explicites quand les réactions sont connues et calculées en fonction de données comme la dis-
tance entre les ﬂoes et implicites quand les forces ou les réactions sont inconnues. Exprimer le
problème de la dynamique du contact avec des lois de contact implicites, peut revenir à trou-
ver des vitesses ou accélérations, solutions du problème, sans avoir besoin de déterminer les
forces ou les réactions de contact (voir Problème 1.1.9). Les premières lois de collision ont été
construites à partir d’expériences. Nous pouvons citer entre autres, la loi de Hertz [Her82], la
loi de Hooke [Hoo31] ou encore la loi de Coulomb [Cou85]. Ces lois sont des lois explicites. La
loi de Hertz décrit la force normale de contact entre deux ﬂoes Ωi et Ωj , en fonction de la taille
de la zone d’interpénétration, c’est-à-dire la distance dij négative entre les deux ﬂoes, par la
relation |dij |3/2. La force de contact est nulle si dij est positive. Cette loi est bien adaptée pour
des systèmes constitués de sphères ou de disques. Herman, dans [Her13], utilise un modèle qui
est basé sur la loi de contact de Hertz étendue au cas visco-élastique sur la composante nor-
male (voir [Pao55, HT06]), et qui est combiné avec un modèle de friction reproduisant la loi de
Coulomb dans le cas de glissement, décomposant la force tangentielle de contact en une force de
cisaillement et une force d’amortissement (voir [BSHP96, PH93]).
La loi de Hooke décrit aussi le comportement d’un objet en petites déformations. Contraire-
ment à la loi de Hertz, elle est linéaire et élastique. C’est une loi qui convient aux systèmes
masses-ressorts. Dans [WDA10], les auteurs présentent un modèle de contact basé sur un sys-
tème masses-ressorts où la force de contact est la force de rappel du ressort : Kdij avec K, la
raideur constante du ressort. De la même manière que pour la loi de Hertz, si dij est positive,
alors le force est nulle.
Comme nous l’avons vu précédemment, la loi de Coulomb relie directement la force de friction
et la vitesse de glissement. Cette loi est non régulière. Elle a la particularité de comprendre deux
coeﬃcients différents : un coefficient de friction statique et un coefficient de friction dynamique.
La plupart des modèles que j’ai étudiés jusqu’à présent utilisent une loi de Coulomb isotrope,
c’est-à-dire, avec les coefficients statique et dynamique égaux. Néanmoins, nous avons pu citer
quelques travaux pour prendre en compte cette différence. Dans le domaine des glaces de mer,
la plupart des modèles que j’ai pu étudier, utilisent une version régularisée de la loi de Coulomb.
Dans [Hop96, Her13], la force tangentielle de contact est une force de rappel de ressort tronquée
quand cela atteint la limite de Coulomb : kRT k  µkRNk. Un modèle de rupture peut être
intégré au modèle discret, la loi de Coulomb est écrite sous la forme d’un critère de cassure re-
liant les forces internes normales et tangentielles. Ce critère est connu sous le nom de critère de
Mohr-Coulomb. La rupture apparaissant lorsque la composante tangentielle de la force atteint
la limite de Coulomb (voir [HFT04, WFH10]). Une similitude entre le coefficient utilisé pour la
rupture et le coefficient de friction statique de la glace µ, est montrée dans [SFIR06, WSS07],
avec des valeurs autour de 0.7.
Les lois explicites décrites ci-dessus sont formulées en force accélération et sont fonctions de
la zone d’interpénétration des ﬂoes. Aﬁn de chercher une formulation en vitesse impulsion et
conserver une physique réaliste du contact, nous regardons du côté des lois implicites.
Nous appliquons les impulsions aux points de contact et associons un rôle particulier à chaque
composante dans le repère de contact. La composante normale de l’impulsion de contact suit une
loi empêchant l’interpénétration. Il existe plusieurs manières d’écrire une loi implicite. Précédem-
ment nous avons choisi la forme d’une condition de complémentarité en vitesse impulsion pour
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garantir l’existence de solutions au problème du contact. Nous pouvons trouver la formulation
suivante [Lot81] :
8j 2 {1, . . . ,m} , NjTV lkj (t+) ≥ 0, λj ≥ 0, λjNjTV lkj (t+) = 0,
que nous pouvons écrire sous la forme matricielle pour tous les contacts :
w = JTW (t+) ≥ 0, λ ≥ 0, wTλ = 0. (1.1.19)
La convention de signe utilisée permet de dire que, dans une situation de contact, les ﬂoes se
séparent pour JTW > 0 donc le contact disparaît et λ = 0. En imposant λ ≥ 0, nous nous
assurons que l’impulsion normale est dirigée dans le même sens que la normale du repère de
contact, ainsi l’impulsion n’est pas cohésive. Cette loi est appelée condition unilatérale car elle
permet aux ﬂoes de se séparer JTW > 0, mais interdit l’interpénétration JTW < 0.
Cependant, le rôle de la composante normale ne se limite pas à empêcher l’interpénétration, il
doit dissiper de l’énergie. Une manière simple est d’utiliser un coeﬃcient de restitution ε. Il peut
être utilisé pour écrire une relation entre des vitesses (voir [New86]), ou entre des impulsions,
comme la loi de Poisson (voir [Poi33, KR66]). La loi de Newton relie la composante normale
des vitesses relatives avant et après le contact par :
8j 2 {1, . . . ,m} , NjTV lkj (t+) = −εjNjTV lkj (t−),
que l’on peut écrire de manière condensée pour tous les contacts :
JTW (t+) = −εJTW (t−), (1.1.20)
avec ε la matrice m⇥m, diagonale, de diagonale (ε1, . . . , εm).
La loi de Poisson suppose que le contact se divise en deux phases. Une phase de compression
et une phase de décompression. La phase de compression modélise la capacité maximale des
ﬂoes à emmagasiner, par la déformation, une partie ou la totalité de l’énergie cinétique trans-
mise lors du contact. À la ﬁn de cette phase, la dissipation d’énergie est donc maximale, et
l’impulsion calculée, notée λc, correspond à l’impulsion résultante d’un contact inélastique avec
ε = 0. La phase de décompression correspond à la restitution partielle ou complète de l’énergie
cinétique emmagasinée par la déformation des ﬂoes. L’impulsion lors de cette phase, notée λd,
est déterminée par :
λd = ελc,
avec les notations condensées précédentes. Il s’avère que ces lois remplissent mal leur rôle car
il est possible d’exhiber des conﬁgurations pour lesquelles l’énergie cinétique augmente après le
contact (voir [Str90]). Nous pouvons néanmoins citer les travaux de Moreau [Mor85b, MP88]
présentant une adaptation de la loi de Newton :
u =
W (t+) + εW (t−)
1 + ε
,
qui est prouvée toujours dissiper de l’énergie (voir [Mab98]), mais la preuve se limite au cas
sans friction. Nous pouvons citer aussi l’article [AP97], dans lequel les auteurs adaptent la loi
de Poisson pour déterminer des solutions entraînant une dissipation d’énergie.
La composante tangentielle de l’impulsion de contact prend en compte la friction. La loi de
Coulomb semble la loi la plus précise pour modéliser cette friction. Mais elle est aussi l’une des
plus diﬃciles à introduire dans un problème de contact par sa non linéarité et par la commutation
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entre les conditions de glissement et de roulement (ou d’accroche). Ce qui amène des techniques
de régularisation comme nous l’avons vu précédemment. Des détails supplémentaires pourront
être trouvés dans [RD82, GDJB94]. Lors d’un contact frottant entre deux objets, il est diﬃcile
de prédire si l’un des objets va glisser ou non par rapport à l’autre. La diﬃculté est décuplée
quand nous étudions le multi-contact et que nous supposons qu’il peut exister plusieurs phases
de glissement et de roulement durant un même contact. L’avantage d’écrire une loi implicite est
de se décharger de l’étude du glissement ou non. Pour écrire la friction de Coulomb en problème
de complémentarité, des travaux de Stewart et Trinkle [ST96], puis de Anistescu et Potra [AP97],
proposent une approximation du cône de Coulomb par une pyramide, à partir des travaux de
Klarbring [Kla90], (voir Figure 1.5). Le problème est que le nombre de composantes tangentielles
est lié au nombre de côtés de la base de cette pyramide, et pour espérer se rapprocher du modèle
de Coulomb, le nombre de côtés peut vite croître et ainsi augmenter la diﬃculté de résolution
des problèmes linéaires de complémentarité. Pour éviter cette approximation, certains auteurs
[MP88, Ste00] ont privilégié une formulation dite du principe de dissipation maximale :
min
β
βTBTW (t+) sous les conditions 8j 2 {1, . . . ,m} , |βj |  µj |λj |,
avec µj le coeﬃcient de friction de la glace au point de contact Pj . Cette formulation provient
d’une loi de résistance qui peut être transcrite en inégalité variationnelle (voir [Mor74, DL72]).
Notons que dans le cas 2D, l’approximation du cône de Coulomb reproduit exactement le mo-
dèle de Coulomb. En effet, pour un contact en Pj 2 R2, le sous-espace tangent se réduit à la
droite portée par le vecteur tangent Tj . Ainsi il existe exactement deux directions de glissement
possibles : Tj et −Tj . Soit Pj un point de contact entre Ωk et Ωl, soit R = (Pj ,Tj ,Nj) le repère
de contact associé. Par convention, nous prenons βj > 0, ainsi l’impulsion tangentielle est déﬁnie






valant soit (0, βj), soit (βj , 0). Des travaux














≥ 0, β˜j ≥ 0, γj .β˜j = 0





β˜j ≥ 0, αj ≥ 0, σj .αj = 0
où αj peut être vu comme une approximation de la norme de la vitesse relative au point
de contact. Cette contrainte reproduit bien le modèle de friction de Coulomb. En effet, si
µjλj − (1, 1) β˜j > 0 ; c’est-à-dire, l’impulsion de contact est à l’intérieur du cône de Coulomb,




j ,−Tj .V lkj
⌘T ≥ 0. Donc, la vitesse relative tangentielle
V lkj est nulle.
Au contraire, quand µjλj−(1, 1) β˜j = 0, alors il existe une direction dslip 2 {Tj ,−Tj}, telle que
la composante tangentielle de l’impulsion de contact associée avec cette direction est strictement
positive, par convention notons βslipj > 0. Alors αj +dslip.V
lk





j < 0, causant le comportement de résistance de la force au mouvement, comme
attendu. De plus, dans l’autre direction −dslip, nous avons αj − dslip.V lkj > 0, c’est-à-dire, la
composante tangentielle de l’impulsion de contact associée avec cette direction est nulle.
Nous pouvons écrire ce type de condition de friction pour chaque point de contact. Ainsi,
nous pouvons générer une condition de complémentarité globale :⇢
γ = DTW (t+) +Hα ≥ 0, β˜ ≥ 0, γ.β˜ = 0










Figure 1.5 – Le cône de Coulomb approché par une pyramide dont la base est engendrée par
(d1, . . . ,d6).
avec







, λ = (λj)1jm ,
µ matrice diagonale m⇥m, de diagonale (µ1, . . . , µm) ,
eij =
⇢
1 si j = 2 (i− 1) + 1 or j = 2 (i− 1) + 2
0 sinon
et
D = (B1| −B1| . . . |Bm| −Bm)
avec Bj le vecteur contenant la colonne j de B.
Nous avons vu que ces lois ne jouaient pas toujours leurs rôles et qu’elles pouvaient donner
des solutions non physiques, mais qu’en est-il des solutions physiques ? Ces lois peuvent-elles cou-
vrir l’ensemble de la région des vitesses admissibles, c’est-à-dire appartenant à V (1.1.7) ? Une
étude des articles [WK94, CR98], montre que la plupart du temps, les lois de contact ne donnent
qu’une partie de l’ensemble possible des solutions. La construction d’une loi qui donnerait accès
à la région entière, demanderait de prendre en compte un grand nombre de phénomènes intrin-
sèques aux contacts. Leur compréhension et leur rôle à chacun est diﬃcile à déterminer. Rien
que l’étude du problème de multiples contacts dans une chaîne constituée de sphères a donné
lieu à un livre entier (voir [NB14]) !
Dans [WK94], l’auteur exhibe des conﬁgurations dans lesquelles la loi de Newton et la loi de
Poisson ne déterminent pas de solutions conservant l’énergie pour ε = 1. Néanmoins, la loi de
Stronge [Str90], construite comme combinaison de la loi de Newton et la loi de Poisson, permet
d’exhiber une solution qui conserve l’énergie après contact dans le cas parfaitement élastique.
En formulant comme Stronge, il faut être capable de découper le contact en deux périodes :
avant et après les éventuels arrêts de glissement durant le contact.
Dans [CR98], l’auteur expose et critique plusieurs lois de collision. Des lois comme celle de Brach
[Bra91], permettent de couvrir la région entière mais, comme nous l’avons vu précédemment,
cela implique de déterminer un ensemble de paramètres qui n’ont pas d’interprétation physique
et qui n’ont pas de raison d’être constants sur un panel de contact. D’autres, comme celles
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de [PG96, AP97], sont basées sur des coeﬃcients ayant une interprétation physique et étant
constants sur une gamme de contact. Cependant avec uniquement un coeﬃcient de restitution
et un coeﬃcient de friction, il n’est pas envisageable de couvrir la région entière des vitesses
admissibles (voir [CR98]). En particulier, il n’est pas possible de prendre en compte les effets
de dispersion de l’énergie dans les objets en contact, durant le contact (voir [NB14]). Cette
dispersion est la conséquence de certains effets vibratoires à travers une chaîne de contact. Seuls
les effets de dissipation dus aux phénomènes locaux comme l’endommagement, la viscosité ou
la plasticité sont pris en compte à travers l’utilisation des coefficients de restitution et de friction.
Après analyse des lois de contact trouvées dans la littérature et en privilégiant des lois qui
peuvent s’interpréter physiquement et qui sont formulées en condition de complémentarité en
vitesse impulsion, nous choisissons une combinaison de lois comme celle proposée dans [AP97].
Dans cet article, un modèle complet pour décrire le contact inélastique avec friction est construit
en intégrant une condition de complémentarité de non interpénétration (1.1.19), une condition
de complémentarité de friction (1.1.21), et une approche du type Poisson, scindant le contact
en une phase de compression et une phase de décompression. De plus, les auteurs proposent
une correction de la vitesse dans le cas où la solution créerait une augmentation d’énergie après
le contact. Néanmoins la vitesse corrigée ne vériﬁe plus à coup sûr le modèle de friction de
Coulomb.
La formulation en problème linéaire de complémentarité
Nous nous plaçons sur l’intervalle δt⇤ = [t−, t+] ⇢ I, pour lequel le système S contient m
points de contact {P1, . . . , Pm} ⇢ R2m. Je vais maintenant présenter en détail la mise sous la
forme d’un problème linéaire de complémentarité à partir des lois de contact choisies. Nous
verrons comment on peut construire un LCP qui admet des solutions pour toutes les conﬁgu-
rations de contact possibles. Nous présenterons les théorèmes et les preuves qui nous assurent
l’existence de solutions. En regroupant l’équation (1.1.18) et les conditions de complémentarité
(1.1.19) et (1.1.21), nous pouvons décrire le problème du contact inélastique avec friction comme












M −J −D 0
JT 0 0 0
DT 0 0 H













































Le problème consiste alors à trouver les vitesses après contact W (t+), à l’aide des composantes





inconnues du système (1.1.22), et à partir des seules données disponibles, c’est-à-dire les posi-
tions, les repères de contact et les vitesses avant contact. Sous cette forme, la résolution n’a pas
pour ambition de déterminer précisément ce qui se passe durant la collision, mais simplement
d’exhiber les conséquences du contact à partir des données connues à l’instant juste avant. Nous
l’avons vu précédemment, cette formulation a l’avantage d’assurer l’existence de solutions dans
toutes conﬁgurations et de faciliter la construction de ces solutions à l’aide d’algorithmes comme
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ceux de Lemke (voir Partie 2.1.4). Ainsi, nous présentons et développons la preuve du théorème
ci-dessous qui est proche du théorème 2.1 de l’article [AP97] dans le cas où il n’y a pas de liaisons
bilatérales, appelées articulations ou joints et qui repose sur le théorème 3.8.6 du livre [CPS92].
Théorème 1.1.6 (existence de solutions pour (1.1.22)). En notant N la matrice définie par :
N =
0




siM est une matrice symétrique définie positive et N est une matrice co-positive (voir définition
3.8.1 [CPS92] ), alors il existe toujours au moins une solution au problème (1.1.22).
Avant de développer, je me permets de rappeler quelques notions et propriétés sur l’algèbre
des pivots, facilitant la compréhension de la preuve.
Définition 1.1.2.4 (le problème linéaire de complémentarité). Soit A 2 Rp⇥p et v 2 Rp. Nous
notons LCP(A,v) le problème linéaire de complémentarité suivant :
Trouver les vecteurs w 2 Rp, z 2 Rp tels que
w = Az+ v
w ≥ 0, z ≥ 0, wT z = 0 .
Nous commençons par donner un résultat de factorisation d’une matrice par pivot. Ce ré-
sultat nous permet d’écrire le problème LCP(A,v) en un problème équivalent LCP(A0,v0).
Ce problème équivalent nous servira, un peu plus loin, dans la démonstration d’un résultat
d’existence de solutions.
Définition 1.1.2.5 (sous matrice principale d’ordre k). Soit (p, r, k) 2 (N⇤)3 tel que k  p et





2 Rp⇥r, avec A11 2 Rk⇥k. A11 est appelée sous matrice principale
d’ordre k.
Nous supposons que la matrice A du problème LCP(A,v) a une sous matrice principale
d’ordre k, noté A11, inversible.
Proposition 1.1.7. Le problème LCP(A,v) peut s’écrire comme le problème linéaire de com-












Démonstration. Le problème LCP(A,v) revient à trouver w = (w1,w2)
T et z = (z1, z2)
T tels
que : ⇢
w1 = A11z1 + A12z2 + v1












































À partir des notions ci-dessus, nous établissons la preuve du théorème (1.1.6) :
Démonstration. Commençons par montrer que N est co-positive. Soit x = (xi)1i4m un vecteur







x3m+i (xm+2i−1 + xm+2i) +
mX
i=1





Donc N est co-positive.
Aﬁn de simpliﬁer les écritures, nous introduisons la matrice notée B et les vecteurs notés s

































s ≥ 0, z ≥ 0, sT .z = 0
(1.1.23)
Nous écrivons W (t+) en fonction de z : W (t+) = M−1Bz +M−1H + W (t−). Ainsi nous
pouvons écrire :
s = BTM−1Bz+BTM−1H+BTW (t−) +Nz
, s = (G+N)z+ g avec G = BTM−1B et g = BTM−1H+BTW (t−).
Nous ramenons le problème d’existence de solutions pour (1.1.23) au problème d’existence de
solutions pour LCP(G+N,g). Nous utilisons le théorème 3.8.6 du livre [CPS92] pour conclure
à l’existence d’une solution. Pour cela, nous montrons que le problème LCP(G + N,g) vériﬁe
bien les hypothèses du théorème 3.8.6.
Pour vériﬁer l’hypothèse G + N est une matrice co-positive, nous montrons que G est co-
positive. Pour cela, nous utilisons le résultat de factorisation par pivot (voir la proposition 1.1.7).










par pivotement de M qui est une sous matrice principale et inversible de A. En effet, nous
pouvons le faire carM est la matrice diagonale des masses des ﬂoes non obstacles du système
S.
En utilisant le théorème 4.1.5 du livre [CPS92], nous avons A0 semi-déﬁnie positive. En effet
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A est semi-déﬁnie positive :





, zTAz = zT1Mz1 − zT1 Bz2 + zT2 BT z1
, zTAz = zT1Mz1 ≥ 0,
ainsi :









+ zT2 Gz2 ≥ 0
en particulier pour z1 = 0, 8z2 2 R4m zT2 Gz2 ≥ 0,
donc G est semi-déﬁnie positive, donc, a fortiori, co-positive.
Il reste à vériﬁer l’hypothèse suivante :
8z 2 R4m / ⇥z ≥ 0, (G+N) z ≥ 0, zT (G+N) z = 0⇤ ) zTg ≥ 0. (1.1.24)
Vériﬁer 1.1.24 revient à vériﬁer zTg ≥ 0 pour tout z, une solution de LCP(G + N, 0). Par
déﬁnition, une solution de LCP(G+N, 0) vériﬁe : z ≥ 0 et zT (G+N) z = 0. Or, zT (G+N) z =
zTGz+zTNz et nous venons de montrer que G et N sont des matrices co-positives, c’est-à-dire :
zTGz ≥ 0 et zTNz ≥ 0. Ainsi nous pouvons en déduire l’égalité suivante :
zTGz = 0.
Nous rappelons que G = BTM−1B et M est déﬁnie positive, donc M−1 est aussi déﬁnie
positive. Donc :
zTBTM−1Bz = 0 ) Bz = 0,
d’où :
zTg = zTBTM−1H+ zTBTW (t−) = 0,
donc LCP(G + N,g) admet une solution. Soit z cette solution, alors z est aussi solution de
(1.1.23).
Grâce à la formulation en problème linéaire de complémentarité, nous sommes capables de
montrer qu’il existe des vitesses solutions pour toutes conﬁgurations de contact avec friction de
Coulomb. Le plus intéressant ici, c’est que nous pouvons à partir d’un algorithme de Lemke (à
partir de la page 267 du livre [CPS92]), construire une de ces vitesses solutions. Nous savons
que cette solution permet au système de ﬂoes de satisfaire certaines propriétés physiques comme
celles découlant de la loi de Coulomb et de la condition de non interpénétration. Mais nous
savons aussi que les choix que nous avons faits, peuvent entraîner une augmentation d’énergie
cinétique après le contact. Détaillons comment traiter ce problème.
La mise en place pour une résolution conservant l’énergie cinétique
Comme indiqué précédemment, nous choisissons d’utiliser une loi de Poisson pour modéliser
le contact inélastique de la même manière que celle présentée dans [GP95, AP97]. Le modèle
est basé sur la mise en forme de problèmes linéaires de complémentarité explicitée ci-dessus.
Pour bien comprendre, nous interprétons physiquement la loi de non interpénétration et faisons
la correspondance avec les phases de compression et de décompression présentes dans la loi de
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Poisson. Essayons de comprendre à quoi correspond physiquement une solution de (1.1.23). Ces
vitesses solutions vériﬁent la loi de non interpénétration écrite en (1.1.19). À la ﬁn du contact,
la composante normale des vitesses relatives des points de contact est soit positive et, dans ce
cas, aucune impulsion n’est appliquée au solide, soit nulle et, dans ce cas, des impulsions sont
appliquées au solide. Cela peut se traduire par le fait de trouver les impulsions nécessaires pour
éviter l’interpénétration mais sans pour autant décoller les ﬂoes en contact. Physiquement, cela
correspondrait à un état de compression maximale. Le système ne pourrait pas se compresser
davantage car, avec les composantes normales nulles, la condition de non interpénétration n’est
plus violée. La dissipation d’énergie due au contact, exclusivement de l’énergie cinétique dans
notre modèle, est maximale dans l’état de compression. Finalement, les solutions du problème
(1.1.23), sont les vitesses du système dans cet état comprimé et nous dirons que ces solutions
sont les vitesses à la ﬁn de la phase de compression. La partie d’énergie cinétique stockée durant
cette phase est liée à l’impulsion nécessaire pour éviter l’interpénétration lors de cette phase et
donc, nous considérons que la partie de l’énergie restituée lors de la phase de décompression est
modélisée par une impulsion supplémentaire appliquée aux ﬂoes pour entraîner un éventuel dé-
collement. Cette impulsion, l’impulsion de décompression, correspond simplement à une fraction
de l’impulsion de la phase de compression.
Nous allons donc diviser notre problème de contacts multiples en deux phases : la compression
et la décompression. Un problème du type (1.1.23) sera résolu lors de chaque phase. Nous
vériﬁerons que l’énergie cinétique du système à l’état comprimé, c’est-à-dire à la ﬁn de la phase
de compression, est inférieure à l’énergie cinétique du système à l’état initial sans apport des
forces extérieures non liées aux contacts. Nous utiliserons l’hypothèse de Poisson [GP95], c’est-
à-dire que le coeﬃcient de restitution est le rapport entre l’impulsion normale restituée lors de
la phase de décompression et l’impulsion normale lors de la compression.
La phase de compression
Nous reprenons les mêmes notations que précédemment et nous utilisons l’exposant c pour
indiquer l’instant ﬁn de la phase de compression. Ainsi, à la ﬁn de la phase de compression, le
contact est maintenu : λc ≥ 0 et JTW c = 0 ou le contact est cassé : λc = 0 et JTW c ≥ 0. Nous
montrons maintenant que les vitesses solutions W c de (1.1.23) n’entraînent pas d’augmentation
d’énergie cinétique du système.
Théorème 1.1.8 (Consistance énergétique (théorème 2.3 [AP97])). L’énergie cinétique à la fin
de la phase de compression Ec, ne peut pas excéder l’énergie cinétique E(t−) du système dans la
même configuration sans les contraintes de contact et en enlevant l’apport énergétique éventuel








Démonstration. Nous multiplions (1.1.18), écrite sans forces extérieures, par W cT :
W cTM (W c −W (t−)) = W cTJλc +W cTDβ˜c,
or, en utilisant (1.1.19) et (1.1.21), nous avons :
W cTJλc = 0 et W cTDβ˜c = −αcTHT β˜c = −αcTµλc,
donc
W cTM (W c −W (t−)) = −αcTµλc  0.
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Posons Xc =M1/2W c et X− =M1/2W (t−), alors
XTc (Xc −X−)  0 d’où XTc Xc  XTc X−,
or, d’après l’inégalité de Cauchy
XTc X−  kXckkX−k,
d’où
kXck  kX−k,
donc en mettant au carré, en divisant par 2 et en remplaçant par les variables originales nous
obtenons le résultat désiré :
1
2




La phase de décompression
Nous utilisons l’exposant +, pour indiquer l’état résultant de la phase de décompression.
Nous utilisons l’hypothèse de Poisson à laquelle nous rajoutons une impulsion additionnelle λ˜
pour prévenir l’éventuelle interpénétration durant la phase de décompression :
λ+ = ελc + λ˜.
Cela donne lieu à une contrainte de complémentarité (1.1.25) similaire à (1.1.19) :
wd = J
TW+ ≥ 0, λ˜ ≥ 0, wd.λ˜ = 0. (1.1.25)
Comme dans le paragraphe 3.2 de [AP97], nous supposons que l’impulsion tangentielle de la
phase de compression est irréversible. Ainsi, nous recherchons β+ indépendamment de β˜c. Nous
pouvons donc écrire :
M (W (t+)−W c) = H+ Jλ+ +Dβ+
, M (W (t+)−W c) = H+ Jελc + Jλ˜+Dβ+.
Nous pouvons écrire un problème linéaire de complémentarité similaire à (1.1.23) avec H −
H+ Jελc qui est bien connu.
En utilisant le théorème (1.1.6), nous montrons qu’il existe une solution W (t+). De plus, en




TMW (t+)  1
2
(
W c +M−1Jελc)TM (W c +M−1Jελc) .
Démonstration. En effet,
W (t+)
TM (W (t+)−W c) W (t+)TJελc.
Posons Xc =M1/2W c, X+ =M1/2W (t+) et XH =M−1/2Jελc, alors :
X+
TX+  X+T (Xc +XH) ,
or, d’après l’inégalité de Cauchy
XT+X+  kX+kkXc +XHk,
d’où
kX+k  kXc +XHk.
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Néanmoins ces inégalités nous permettent seulement d’écrire :
W (t+)
TMW (t+) W (t−)TMW (t−) + 2W cTJελc + (ελc)T JTM−1Jελc| {z }
≥0
.
En particulier, si pour tout couple (i, j) 2 {1, . . . ,m}2, εi = εj alors W cTJελc = 0. Dans tous
les cas, nous n’avons pas à coup sûr le critère de non augmentation d’énergie cinétique recherché.
Pour modéliser la phase de décompression sans augmentation d’énergie, nous pouvons re-
courir à une égalité sur les vitesses qui vériﬁent la loi de Newton (1.1.20). Commençons par
supposer que les coeﬃcients de restitution sont tous égaux à un même coeﬃcient noté ε 2 [0, 1].
Puis nous écrivons les vitesses après contact comme combinaison linéaire de W c et W (t−) :
WN = (1 + ε)W c − εW (t−). (1.1.26)
Nous allons montrer que cette vitesse WN , est solution d’un problème linéaire de complé-
mentarité similaire à (1.1.23) avec une condition unilatérale de non interpénétration tirée de la
loi de Newton. De plus, le principal avantage de cette solution est qu’elle n’entraîne pas d’aug-
mentation d’énergie cinétique après contact. Cependant, ces vitesses possèdent une faiblesse :
elles ne sont solutions que sous certaines conditions, comme le fait que les chocs soient frontaux
et qu’il n’y ait pas d’apport des forces extérieures autres que les forces de contact durant la
collision.
Construisons un problème linéaire de complémentarité LCP(G+N ,g˜) avec
g˜ = BTW c +BT
(
εW (t−), 0, 0
)T
.
Alors nous avons la propriété suivante :
Proposition 1.1.9. Soit une configuration de choc commençant en t− telle que les chocs soient
frontaux, c’est-à-dire, DTW (t−) = 0. Après la phase de compression, posons :





est solution de LCP(G+N ,g˜).
Démonstration. En remplaçantW (t+), λ, et β dans l’équation (1.1.18) sans les forces extérieures
H, par la solution (WN ,λ+,β+)T et en développant les deux membres indépendamment nous
obtenons :
M (WN −W c) = εM (W c −W (t−)) = ε⇣Jλc +Dβ˜c⌘





Donc nous avons bien :M (WN −W c) = Jλ++Dβ+. Montrons maintenant que les contraintes
dues aux contacts sont vériﬁées. La contrainte de non interpénétration construite à partir de la
loi de Newton devient :
JTW (t+) + εJTW (t−) ≥ 0, λ+ ≥ 0 et (JTW (t+) + εJTW (t−))T λ+ = 0. (1.1.27)
En remplaçant W (t+) par WN , nous obtenons :
JTWN + JT εW (t−) = (1 + ε)JTW c,
d’où λ+T
(
JTWN + εJTW (t−)
)
= ε(1 + ε)λcTJTW c,
or λcTJTW c = 0,
donc
(




De plus, nous avons λ+ = ελc ≥ 0 et JTWN + εJTW (t−) = (1 + ε)JTW c ≥ 0 car W c et λc
sont solutions de la phase de compression. Nous avons donc WN qui vériﬁe (1.1.27). Regardons
maintenant la condition de complémentarité modélisant la friction de Coulomb, nous avons :

































µλ+ −HTβ+) = 0.
De plus, nous avons
α+ = (1 + ε)αc ≥ 0, β+ = εβ˜c ≥ 0
et DTWN +Hα+ = (1 + ε)
(
DTW c +Hαc
)− εDTW (t−) ≥ 0 ,




solution de LCP(G+N ,g˜).
Nous montrons maintenant que la solution WN n’entraîne pas une augmentation d’énergie
cinétique.
Proposition 1.1.10. Si, pour la phase de décompression, la solution est donnée par WN alors
1
2W
NTMWN  12W (t−)TMW (t−).
Démonstration. Soit
Xc =M1/2W c, X− =M1/2W (t−) et X+ =M1/2WN ,
W c est solution pour la phase de compression, donc XTc (Xc −X−)  0.
De plus nous avons : X+ = Xc + ε (Xc −X−), donc
kX+k2 = XTc Xc + ε2 (Xc −X−)T (Xc −X−) + 2εXTc (Xc −X−)
 XTc Xc + ε2 (Xc −X−)T (Xc −X−) car XTc (Xc −X−)  0
 XTc Xc + (Xc −X−)T (Xc −X−) car ε  1
 XTc Xc + (Xc −X−)T (Xc −X−)− 2XTc (Xc −X−) car XTc (Xc −X−)  0,
or
XTc Xc + (Xc −X−)T (Xc −X−)− 2XTc (Xc −X−) = k(Xc −X−)−Xck2,
donc kX+k2  kX−k2.
Bilan
Nous venons d’étudier le modèle choisi pour traiter les multiples contacts inélastiques avec
friction de Coulomb et le cheminement effectué pour obtenir une solution qui n’entraîne pas
d’augmentation d’énergie après le contact. À ma connaissance, traiter le contact à partir de lois
non régulières ne permet pas d’obtenir des solutions satisfaisant à la fois la non interpénétra-


































G+N,BTM−1 (H+ Jελc) +BTW c) λ+, β+ et α+
E(t+) > E(t−) W (t+) = WN
E(t+)  E(t−) W (t+) =M−1
⇣
H+ Jελc + J λ˜+Dβ+
⌘
+W (tc)
Figure 1.6 – L’algorithme du processus de collision.
aspects est violé. Il a donc fallut choisir un aspect physique à privilégier. J’ai donc opté pour
la consistance énergétique et la non interpénétration avec la solution WN . Cette option a deux
avantages : le premier, avec le modèle choisi, le cas d’augmentation d’énergie est un événement
rare (de l’ordre de 0.06 %), et le deuxième, la solution vériﬁe pour chaque point de contact Pj ,
l’inégalité suivante : β+j  µjλ+j . De plus, pour (1 + ε)βcDTW c  εβcDTW (t−), nous avons le
comportement de résistance de la force de contact au mouvement : β+TDTWN  0.
En conclusion, dès que des contacts sont détectés, le modèle consiste à : construire les matrices
J et D à partir des données géométriques des contacts, dans un premier temps, puis résoudre
le problème linéaire de complémentarité associé à la phase de compression, et enﬁn, en utili-
sant la loi de Poisson, écrire et résoudre le problème linéaire de complémentarité correspondant
à la phase de décompression. Si la solution trouvée W+ entraîne une augmentation d’énergie
cinétique, alors nous la remplaçons par WN (voir Figure 1.6).
1.1.3 Les conditions aux bords
Notre modèle de la dynamique des glaces de mer peut adopter une vision lagrangienne ou
eulérienne du mouvement des ﬂoes. La vision lagrangienne consistera à suivre le déplacement
d’une zone d’océan contenant tous les ﬂoes et une vision eulérienne consistera à suivre le déplace-
ment des ﬂoes dans une zone d’océan délimitée dans l’espace et le temps. Ces deux visions seront
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utilisées dans des cas différents. Le premier cas, lorsque l’étude de la dynamique de l’assemblage
de ﬂoes est localisée dans un espace et un temps réduit, par exemple, l’étude de la dérive dans
un canal pendant quelques heures ou l’étude autour d’une structure offshore, nous adopterons
une vision eulérienne. Par contre, dans le deuxième cas, lorsque l’étude se porte sur des grands
espaces et des longues durées, par exemple, la dérive d’un assemblage de ﬂoes, sans obstacles
autour, sur plusieurs jours, nous adopterons une vision lagrangienne.
Suivant dans quel cas nous sommes, les zones considérées et les conditions sur ses bords sont
différentes. Dans le premier cas, les zones pourront être de forme et de taille variées et leurs
bords pourront être laissés libres ou pourront être représentés par des obstacles pour simuler
une côte, un port, un canal ou encore une structure offshore. Dans le deuxième cas, les zones
seront de forme carrée et les conditions aux bords pourront être libres ou périodiques. La forme
carrée possède l’avantage de faciliter le découpage de l’océan pour intégrer des conditions aux
bords périodiques et pour appliquer des données météorologiques comme les champs de vitesse
de courant océanique et de vent. La taille d’une telle zone est déterminée par la taille des
ﬂoes, par la concentration de glace dans cette zone, donc le nombre de ﬂoes, et par la capacité
maximale, limitée par les ressources informatiques, du nombre de ﬂoes pris en compte dans une
zone d’océan. Avec des conditions libres aux bords, au delà de la zone considérée, l’océan est
libre : sans autres ﬂoes et sans obstacles. Tandis qu’avec des conditions périodiques, chaque zone
carrée voisine, possède un assemblage de ﬂoes ayant les mêmes caractéristiques, c’est-à-dire,
ayant les mêmes tailles, les mêmes formes, les mêmes positions relatives à la zone et les mêmes
vitesses que les ﬂoes de la zone considérée. Nous présentons maintenant, plus en détail, la mise
en place dans le modèle de telles conditions aux bords.
Les conditions périodiques aux bords
Arrêtons-nous quelques instants sur les conditions périodiques aux bords et précisons com-
ment nous les avons prises en compte dans notre modèle de glace de mer.
Nous considérons 9 zones identiques, comme sur la Figure 1.7, telles que la zone centrale, ap-
pelée cellule de référence, contient l’assemblage de ﬂoes, que nous appelons ﬂoes de référence.
Les autres zones sont appelées cellules images, et les ﬂoes contenus sont appelés ﬂoes images.
Une cellule image est la réplique parfaite de la cellule de référence. La taille et la forme de la
cellule image sont les mêmes que celles de la cellule de référence. Les ﬂoes images sont identiques
aux ﬂoes de référence et sont dans la même conﬁguration spatiale par rapport au centre de la
cellule. Ainsi, les coordonnées relatives à la cellule d’un ﬂoe de référence sont les mêmes que les
coordonnées relatives à la cellule du ﬂoe image associé. De plus, nous appliquons sur les cellules
images les mêmes champs de vitesse du courant océanique et du vent que ceux appliqués sur la
cellule de référence. Ainsi, la dynamique d’un ﬂoe image est identique à la dynamique du ﬂoe de
référence associé. Cela limite donc l’utilisation de telles conditions aux bords à des conditions
météorologiques périodiques en espace.
Le premier avantage de ces conditions périodiques est qu’elles permettent d’éviter de considé-
rer un assemblage de ﬂoes isolé au milieu d’un océan libre, ce qui est le cas lorsque les conditions
sont libres aux bords. Ainsi, cela permet de maintenir une même concentration de glace sur
toutes les cellules au cours du temps, identique à la concentration initiale de glace au sein de la
cellule de référence. En effet, s’il arrive qu’un ﬂoe de référence sorte de la cellule de référence,
alors il existe un ﬂoe image associé qui rentre dans la cellule de référence. Dans ce cas, le ﬂoe
image rentrant devient le ﬂoe de référence et le ﬂoe de référence sortant devient une des images
du ﬂoe nouvellement de référence. Par exemple, disons qu’un ﬂoe de référence sort par la gauche
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Figure 1.7 – Cellules de réference et images.
de la cellule de référence, alors il devient ﬂoe image dans la cellule image de gauche, et le ﬂoe
image associé provenant de la cellule image à droite de la cellule de référence rentre dans la cellule
de référence, alors il devient le nouveau ﬂoe de référence. La concentration est donc maintenue
dans la cellule centrale.
Le deuxième avantage est que nous pouvons adopter une vision eulérienne pour suivre les
ﬂoes dans la cellule de référence qui est alors considérée comme ﬁxe, tout en conservant une
vision lagrangienne pour suivre les ﬂoes tout au long de leur trajectoire sur plusieurs jours qui
est bien plus grande que la taille de cellule de référence. En effet, une simple translation permet
de passer d’un ﬂoe de référence à une de ses images. Dès qu’un ﬂoe de référence sort de la cellule
de référence et devient un ﬂoe image, nous conservons la translation permettant de passer de ce
ﬂoe devenu image à celui devenu référence. L’étude de la dynamique du système S peut donc se
restreindre à ce qui se passe dans la cellule de référence et les trajectoires des ﬂoes de S peuvent
donc être reconstruites à partir des translations ci-dessus.
Néanmoins, cela est vrai tant que la dérive est sans collisions. En effet, dès que des interactions
entre ﬂoes sont détectées, nous ne pouvons pas nous restreindre à l’étude de la cellule de référence
seule. Intéressons-nous donc aux collisions entre ﬂoes de référence et ﬂoes images. Il est simple
d’observer qu’une collision entre un ﬂoe de référence et un ﬂoe image se retrouve au moins 4 fois
dans l’espace des 9 cellules. Aﬁn de traiter la collision une et une seule fois, nous restreignons
l’étude à 4 cellules images autour de la cellule de référence. Par convention, nous prendrons
les cellules numérotées de 0 à 4 (en rouge sur la Figure 1.7). Aﬁn de simpliﬁer les notations
et d’alléger les écritures, je nommerai l’espace contenu par les cellules numérotées de 0 à 4, la
Zone d’Interaction Réduite et je la noterai ZIR par la suite. Imaginons que nous résolvions
le contact entre un ﬂoe de référence Ωk et un ﬂoe image Ωl en un point de contact Pj . Si
nous reprenons le modèle choisi pour traiter les contacts (voir Partie 1.1.2), nous remarquons
que seules les données vectorielles interviennent. Précisément, nous avons besoin de connaitre
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les vecteurs GkPj, GlPj et (Tj ,Nj), mais la position des points (Gk, Gl, Pj) dans le repère
absolu Rabs, n’est pas nécessaire. Cette remarque est importante, car elle permet d’aﬃrmer
que les impulsions de contact appliquées au ﬂoe image sont équivalentes à celles appliquées au
ﬂoe de référence associé. Nous verrons dans la partie 2.1.6, comment les conditions périodiques
aux bords sont implémentées dans le modèle général sans augmenter drastiquement le coût en
ressources informatiques. Un dernier point est à mentionner : l’interaction d’un ﬂoe avec sa
propre image. Nous venons de montrer que les impulsions de contact aux ﬂoes images et ﬂoes de
référence associés sont identiques, ainsi interagir avec son image est équivalent à interagir avec
soi-même. Or nous avons exclu cette possibilité de notre modèle. Pour éviter que cela se produise
nous prendrons garde à la taille des ﬂoes par rapport à la taille de la zone d’océan considérée
(voir Partie 1.3).
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1.2 Le modèle de l’environnement
Dans cette partie nous détaillons l’environnement dans lequel évoluent les ﬂoes. L’environ-
nement est l’ensemble des forces extérieures qui agissent sur les ﬂoes hormis les forces de contact
qui sont décrites dans la partie 1.1.2. Nous précisons quelles forces nous retenons dans notre
modèle pour être comptabilisées dans le bilan des forces lors des équations de la conservation
des moments linéaire et angulaire (voir Partie 1.1.1). Nous précisons aussi leurs expressions et
comment elles interagissent entre-elles et avec la glace de mer.
1.2.1 Les forces extérieures
Lorsque nous étudions un ﬂoe isolé, son mouvement, sa dérive, sont essentiellement dus à
l’action combinée de l’océan, des vents et de la rotation de la Terre qui produit un effet commu-
nément appelé effet de Coriolis dû au fait que nous, observateurs, sommes dans un référentiel en
rotation, la Terre. Ce caractère en rotation du référentiel dans lequel nous étudions la dynamique
des glaces de mer ne sera pris en compte que par cet effet de Coriolis Fc. Soit Ωi un ﬂoe et G˙i
la vitesse du centre de masse, l’effet de Coriolis associé Fc,i(t) est déﬁni par :
Fc,i(t) = −fk ^ G˙i(t),
avec f le paramètre de Coriolis (voir Table 1.1) et k le vecteur dirigé vers le haut du repère
absolu Rabs. L’effet de Coriolis a la dimension physique d’une accélération et non d’une force.
Le mouvement des ﬂoes se situe dans le plan P , les actions des courants s’expriment donc sur
la surface des ﬂoes. Les actions se produisant hors-plan, comme celle d’une vague, ne seront pas
prises en compte.
Des multiples observations, depuis l’incroyable voyage du bateau le Fram de Fridtjof Nansen
à la ﬁn du 19e siècle le long du courant transpolaire, nous savons que la glace de mer dérive au
maximum à 2% de la vitesse du vent en magnitude et de 20◦ à 40◦ vers la droite de la direction
du vent dans l’hémisphère nord (voir [Nan02]). Ces valeurs sont valables pour une dérive libre,
c’est-à-dire, sans interactions entre les ﬂoes. Des études plus récentes, comme [TC82], montrent
que ces valeurs diminuent avec l’augmentation de la concentration des glaces, cela est dû à la
prise en compte du stress interne qui entraîne une dissipation d’énergie. Ces caractéristiques du
mouvement du ﬂoe sont dues à l’action du ﬂuide : vent ou océan, qui exerce une contrainte sur
la surface du ﬂoe. Précisément, la contrainte est exercée à la surface commune entre le ﬂoe et
la couche du ﬂuide considérée. Cette action peut s’exprimer comme une force de traînée pour
modéliser la friction du ﬂuide sur la surface de la glace en contact, et en fonction du mouvement
relatif de la glace par rapport au ﬂuide. Ces expressions sont basées sur des champs de vitesse
des courants océanique et atmosphérique à l’interface glace/ﬂuide.
Nous considérons le ﬂuide divisé en une multitude de couches. De la même manière que le
mouvement d’une couche exerce une action sur le ﬂoe, il exerce une action sur les couches de
ﬂuide voisines. Cette action est due au gradient de pression et au gradient des contraintes dues à
la friction du ﬂuide entre les couches voisines. Le transport d’Ekman est un exemple du résultat
d’une telle action (voir [Ekm05]). Il correspond au déplacement horizontal de la couche limite
océanique, celle à l’interface entre l’océan profond et l’atmosphère, dû à l’action combinée de
traînée due au vent, d’amortissement de l’océan profond et de l’effet de Coriolis. Le mouvement
de cette couche océanique est dirigé par le mouvement du vent et dévié vers la droite, dans
l’hémisphère nord, par l’effet de Coriolis. L’ensemble des actions dues à la friction entre les
couches de ﬂuide entraînent des oscillations inertielles au sein du mouvement de la couche limite
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Figure 1.8 – Trajectoire d’une particule d’eau dans la couche océanique de surface soumise à
un vent constant satisfaisant le transport d’Ekman.
océanique (voir Figure 1.8). La période de ces oscillations est autour de 12h dans l’Arctique (voir
[Lep05]). Dès que les actions dues au gradient des contraintes de friction des couches voisines ne
sont plus prises en compte, les oscillations inertielles diminuent jusqu’à disparaître.
Les forces de traînée
Nous avons la possibilité d’écrire les traînées de manière linéaire en la vitesse du ﬂuide,
comme dans [HH02, WBLM98], ou quadratique en la vitesse, comme dans [McB86, McP86].
L’expression est donc fonction de la vitesse du ﬂuide U (air ou océan), de sa densité et d’un
coeﬃcient appelé coeﬃcient de traînée du ﬂuide C 0. Ce coeﬃcient dépend du nombre de Reynolds
Re = UL/ν, où ν est la viscosité cinématique et L la dimension caractéristique du ﬂuide. Dans
le cas d’un courant laminaire, le coeﬃcient de traînée peut être de l’ordre de Re−1 et donc, la
force de traînée peut être considérée linéairement dépendant de U. Cependant, dans un régime
turbulent, Re devient très grand, le coeﬃcient de traînée n’est plus dépendant du nombre de
Reynolds, et alors, la force de traînée est quadratique en la vitesse (voir [Lep05]). Dans la
formulation quadratique, le coeﬃcient C 0, peut s’écrire :
C 0 = ρC kUk ,
avec ρ la masse volumique du ﬂuide et C un coeﬃcient de traînée sans dimension (voir [HI86]).
Nous choisissons une forme quadratique pour considérer des régimes du ﬂuide éventuellement




τw(t, P ) = ρwCw
∥∥∥Uw(t)− P˙ (t)∥∥∥⇣Uw(t)− P˙ (t)⌘ ,
avec Ua(t), Uw(t) et P˙ (t) respectivement la vitesse du vent à l’interface glace/ﬂuide, la vitesse
du courant océanique à l’interface glace/ﬂuide et la vitesse d’un point P du ﬂoe. La force de
traînée associée au vent écrite comme ci-dessus, est une première approximation de la force dé-
pendant de la vitesse d’un point P d’un ﬂoe de manière similaire à τw(t, P ), car dans le cas de
la dérive de glace de mer nous avons P˙ très petit devant Ua. ρa, ρw, Ca et Cw sont, respective-
ment, la masse volumique de l’air, la masse volumique de l’eau, le coeﬃcient de traînée de l’air et
celui de l’eau. Les différents paramètres et constantes du modèle sont donnés dans la Table 1.1.
Les valeurs des coefficients de traînée de l’océan et du vent proviennent de mesures effectuées
dans la mer de Beaufort (voir [Lep05, BSA80, McP82]). Les valeurs des masses volumiques de
l’air, de l’eau et de la glace sont respectivement ﬁxées pour un air à −10◦C avec 50% d’humidité
à 0 m d’altitude, pour une eau à 0◦C avec une salinité à 30% à la surface et pour une glace à 0◦C.
Nous remarquons que ces forces sont en fait des forces par unité de surface ds. Ainsi en















GiP ^ (τa(t) + τw(t, P )) ds moment angulaire
(1.2.1)
Une étude de la dérive libre d’un ﬂoe unique soumis aux forces de traînée du vent et du
courant océanique, avec un modèle idéalisé permet d’écrire la différence entre la vitesse d’un
ﬂoe et la vitesse du courant en fonction d’un nombre appelé nombre de Nansen et de la vitesse
du vent (voir [Lep05, Wei13]). Pour cela, nous considérons un modèle 1D, avec vent et courant
constants en enlevant l’effet de Coriolis. L’étude de la dérive libre revient à l’étude d’un point









avec Na le nombre de Nansen, égal à 0.021 d’après les valeurs de nos paramètres, qui est en bon
accord avec la loi empirique de Nansen.
1.2.2 Le couplage océan/glace
La plupart des données des courants atmosphérique et océanique utilisées pour les simula-
tions seront fournies par des modèles météorologiques comme ERA-interim (voir [DUS+11])
pour le vent et TOPAZ (voir [BLS08, Ble02]) pour le courant océanique. Dans ERA-interim,
entre autres, un modèle atmosphérique multi-couches avec des conditions aux bords prenant en
compte la concentration et la température de la glace de mer est considéré. Cela nous permet de
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Table 1.1 – Paramètres et constantes du modèle.
Paramètres Symbole Valeur Unité
Vitesse angulaire de la Terre VΩ 7.292⇥ 10−5 s−1
Latitude φ variable rad
Paramètre de Coriolis f 2VΩ sinφ s−1
Densité de l’air ρa 1.341 kg/m3
Densité de la glace ρ 917 kg/m3
Densité de l’eau ρw 1024.071 kg/m3
Coeﬃcient de traînée atmosphérique Ca 1.7⇥ 10−3 -
Coeﬃcient de traînée océanique Cw 5⇥ 10−3 -
Épaisseur de la couche océanique hw 15 m
Épaisseur du ﬂoe hi variable < 1 m
Aire de la surface de l’océan étudiée Aw variable m2
Aire de la surface du ﬂoe Ωi Ai variable m2
Aire de la surface totale couverte par les ﬂoes Af variable m2
Vitesse de friction γ 10−5 m/s
Taille moyenne d’un élément du maillage de Ωi sm Ai/25 m2
récupérer des vitesses de vent à une altitude de 10 m et à haute fréquence, c’est-à-dire réanaly-
sées toutes les 3 à 6 heures. Dans notre modèle, de telles vitesses seront directement appliquées
comme des vitesses à l’interface glace/ﬂuide.
Concernant le modèle TOPAZ, un modèle océanique multi-couches et un modèle de glace de
mer ont, entre autres, été couplés. En particulier, les vitesses fournies par ce modèle satisfont le
transport d’Ekman. Cependant la fréquence de stockage de ces vitesses ne dépassant rarement la
journée, nous perdons la composante inertielle du mouvement. Nous pouvons donc récupérer les
vitesses de courant à une profondeur de 2.8 m mais sauvegardées à basse fréquence, c’est-à-dire
toutes les 24 heures.
Dans l’article [GJM+12], les auteurs montrent l’importance de la composante inertielle du mou-
vement du courant océanique pour décrire le mouvement des glaces de mer. Plus précisément, ils
montrent qu’il y a un couplage entre le mouvement de la couche limite océanique et le mouve-
ment des glaces. Entre autres, l’effet de rétroaction du mouvement de la glace sur le mouvement
de la couche limite océanique se manifeste par l’observation d’oscillations inertielles.
Bien que ces oscillations soient bien connues dans la littérature sur la dynamique des glaces de
mer (voir [McP79, Gil82, McP82, HI86, Lep05]), un tel couplage avec la couche limite océanique
n’est encore que rarement pris en compte dans les articles. Par exemple, dans [McP79, HI86], la
vitesse du ﬂuide à l’interaction glace/ﬂuide est une correction de la vitesse géostrophique avec
un angle de déviation et dans [Her11], la vitesse est estimée à partir du modèle d’Ekman.
Contrairement à ces différents travaux, nous choisissons d’intégrer à notre modèle de dy-
namique des glaces le modèle de couplage océan/glace construit dans l’article [GJM+12]. Ce
modèle de couplage idéalisé suppose que la couche limite océanique possède une vitesse inva-
riante par rapport à la hauteur dans la couche, et donc égale à la vitesse de surface Uw. L’idée
est d’appliquer à cette couche limite l’effet de Coriolis qui agit perpendiculairement au courant,
l’opposé de la force de traînée de l’océan sur le ﬂoe sur la surface recouverte par la glace et
la force de traînée du vent sur l’océan sur la surface libre (non recouverte par les glaces). Ces
forces de traînée appliquées à la couche limite océanique jouent le rôle des actions dues aux
contraintes de friction. De plus, le modèle suppose que l’océan profond est au repos et que le
terme d’amortissement est écrit comme une friction à la base de la couche limite et proportionnel
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à la vitesse de cette couche limite, décrite par le paramètre γ (voir Figure 1.9) et (voir Table
1.1). C’est-à-dire, pour S un système de ﬂoes contenant n − r > 0 ﬂoes non obstacles, Uw est











∥∥∥P˙ (t)−Uw(t)∥∥∥⇣P˙ (t)−Uw(t)⌘i| {z }
τw(t,P )
ds






où hw est l’épaisseur de la couche océanique, Aw est l’aire de la zone d’océan étudiée et Af est
l’aire totale de la zone recouverte par les ﬂoes. Les valeurs de ces paramètres sont dans la table
1.1.
Même à partir de vitesses à basse fréquence, comme celles fournies par TOPAZ, ce modèle
de couplage permet de retrouver les oscillations inertielles du courant océanique de surface.
De plus, nous ajoutons à la dérivée U˙w vériﬁant (1.2.3), une accélération de surface aw,data
correspondant aux variations basses fréquences de la vitesse du courant au cours de plusieurs
jours de simulation. Cette accélération est calculée à partir des données fournies par les modèles
météorologiques. Finalement, la vitesse de surface du courant utilisée pour calculer la force de
traînée correspondante peut être écrite comme la somme de la composante issue du modèle
de couplage et la composante issue de la variation à basse fréquence. Cela se traduit par le











∥∥∥P˙ (t)−Uw(t)∥∥∥⇣P˙ (t)−Uw(t)⌘i| {z }
τw(t,P )
ds





Ainsi, dans notre modèle, pour la description du mouvement des ﬂoes sans collisions, nous
établissons un système contenant 2n + 1 équations dont 2n pour la conservation des moments



























(Aw −Af ) Af
P˙ P˙ −Uw
Ua
Figure 1.9 – Représentation du modèle de couplage entre la glace de mer et l’océan.
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1.3 La caractérisation des packs
En préambule de nos simulations, nous créons une conﬁguration initiale qui contient un
ensemble S de n ﬂoes dont un certain nombre r peuvent être des ﬂoes obstacles. À l’état initial
t = 0, les ﬂoes ne s’interpénètrent pas mais peuvent être en contact. Le nombre de ﬂoes non
obstacles, le nombre de ﬂoes obstacles, leur taille, leur géométrie, leur épaisseur, leur position et
leurs vitesses à t = 0 sont laissés libre de choix par l’utilisateur. C’est à cette conﬁguration initiale
que seront appliquées les forces extérieures (voir Partie 1.2). Aﬁn de modéliser des situations
réalistes comme la dérive d’un pack de ﬂoes dans un chenal, nous avons besoin de créer des
conﬁgurations initiales de ﬂoes réalistes. Pour cela, nous avons étudié les résultats de multiples
recherches menées sur les propriétés des glaces de mer dans les zones marginales et nous avons
retenu quatre critères qui doivent être satisfaits pour déterminer une conﬁguration réaliste. Ces
critères sont la répartition des tailles de ﬂoes, la forme réaliste des ﬂoes, l’épaisseur des ﬂoes et
leur concentration.
1.3.1 La distribution des tailles et des géométries de floes
Plusieurs études ont été menées sur la distribution des tailles de ﬂoes dans les zones margi-
nales, (voir [RT84, Mat85, Wei11, LLZD08, THT11]). Les résultats montrent que la probabilité
cumulée des ﬂoes de taille supérieure à d, suit une loi puissance d−α. Le coeﬃcient α est appelé
dimension de Hausdorff ou dimension fractale. Dans ces études, la taille d’un ﬂoe d, est déﬁnie
comme la mean caliper diameter. La distance appelée caliper diameter est la distance entre deux
droites parallèles qui sont localement tangentes à un côté du ﬂoe sans pénétrer l’intérieur. La
moyenne se fait sur l’ensemble des orientations possibles, (voir [RT84]). Quand les géométries
sont des disques, la mean caliper diameter correspond au diamètre du disque. La distribution
des tailles suivant une loi puissance provient des travaux sur la dimension de Hausdorff d’en-
sembles limites d’un groupe de Klein qui pavent entièrement la dimension topologique (voir
[Doy88, McM98, McM99]). La construction des cercles d’Apollonius est un exemple d’ensembles
limites d’un groupe de Klein pour une dimension topologique égale à 2 (voir [Man82]), (voir
Figure 1.10). Pour la banquise, d’après les articles ci-dessus, le coefficient α est compris entre 1
et 2 suivant la zone marginale considérée. Ces variations peuvent être dues à la localisation de
la zone marginale et à la concentration de glace dans cette zone.
Le nombre total de ﬂoes n, la plus petite taille smin, respectivement la plus grande smax,
parmi les n ﬂoes, et α la dimension fractale, sont alors reliés par l’équation (1.3.1) ci-dessous :






Alors, à partir de trois de ces quatre paramètres, nous pouvons construire un assemblage de ﬂoes
tel que la distribution des tailles suit la loi puissance s−αmin entre smin et smax. Par exemple, en
prenant α = 1.5, smin = 1 m, et un nombre total de 500 ﬂoes, la taille du plus grand ﬂoe est de
63 m, ce qui donne un ratio entre la masse la plus grande et la masse la plus petite autour de
4 000. Dans notre modèle, les simulations ont été réalisées, jusqu’à maintenant, à partir d’une
conﬁguration avec un tel ratio compris entre 1 000 et 15 000. Ce qui donne, pour smin = 1,
31.6 ' p1000  smax 
p
15000 ' 122.5, n = 500 et 1.29  α  1.8.
De même, plusieurs études ont été menées sur la distribution des géométries de ﬂoes dans
les zones marginales (voir [RT84, LLZD08, THT11]). Ces études montrent que la variation des
géométries est moins signiﬁcative que celle des tailles. En moyenne la rotondité se situe entre 1
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Figure 1.10 – Exemple de cercles d’Apollonius. Source [Unk08].
et 1.5 et elle est globalement plus importante pour les ﬂoes plus larges (voir [LLZD08, THT11]).
De plus, les résultats montrent que les géométries sont grossièrement convexes (voir [LLZD08]).
Dans [LLZD08], les auteurs expriment la rotondité comme le ratio :
P 2
4piS
avec P le périmètre et S la surface. La rotondité est égale à 1 pour un cercle, 1.27 pour un carré
et 1.43 pour un rectangle de longueur deux fois plus grande que la largeur.





Algorithmiques Pour la Résolution de
la Dynamique des Glaces de Mer
Nous avons vu dans la première partie les choix effectués pour le modèle théorique pour
traiter la dynamique des glaces de mer. Nous avons privilégié une approche discrète, les glaces
étant considérées comme un système de ﬂoes. Dans le cas d’une dynamique régulière, c’est-à-dire
sans collisions, l’intégration se fait à partir du système d’équations des moments, contenant deux
équations pour un ﬂoe, décrivant l’action des forces extérieures sur la surface des ﬂoes au cours
du temps. Dans ce chapitre nous donnerons les méthodes numériques utilisées pour écrire un
code permettant de simuler les solutions de telles équations.
Nous avons vu dans la première partie les choix théoriques pour la gestion des interactions entre
les ﬂoes. Cela implique la mise en place d’algorithmes pour la détection des collisions et pour la
résolution des problèmes linéaires de complémentarité. Nous séparons la détection des collisions
en une étape de détection spatiale et une étape de détection temporelle. Tous ces algorithmes
seront discutés dans ce chapitre en donnant, la plupart du temps des informations sur leur
implémentation, leur efficacité et leur robustesse.
Dans ce chapitre nous présentons l’algorithme global du modèle de la dynamique des glaces de
mer. Celui-ci gère l’évolution à la fois de la dynamique régulière et de la dynamique non régulière
des ﬂoes. En particulier, nous détaillerons les conditions à respecter pour que cette évolution
n’entraîne pas de vitesses non réalistes. Une attention particulière sera portée sur l’élaboration
du pas de temps de la simulation.
Nous présenterons également dans ce chapitre le traitement des données météorologiques en vue
de leur exploitation dans notre modèle. Nous donnerons aussi des détails sur les modiﬁcations
algorithmiques engendrées par les conditions périodiques aux bords.
Enﬁn, nous présenterons le générateur de conﬁgurations initiales de ﬂoes. Il a pour but de
construire une conﬁguration initiale respectant les critères déterminés dans la partie 1.3.
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2.1 La gestion du mouvement et des collisions
Nous avons vu que la simulation d’un système de ﬂoes tient compte des dynamiques régulière
et non régulière. Pour chacune de ces dynamiques nous présentons les méthodes numériques et
les algorithmes utilisés pour leur intégration. Nous avons vu précédemment comment les ﬂoes
sont caractérisés ; en particulier par leur géométrie non forcément sous forme de disques observée
dans la zone marginale des glaces de mer. Nous montrerons ici, comment discrétiser une telle
forme pour la résolution de l’équation des moments linéaire et angulaire.
Nous avons vu précédemment les interactions déﬁnies par des collisions inélastiques avec friction.
Nous verrons ici les algorithmes et les méthodes pour leur détection. Nous séparons la détection
en deux étapes : l’une se concentrant sur la détection dans l’espace en déterminant une distance
entre les ﬂoes et l’autre se concentrant sur la détection dans le temps en déterminant l’instant
d’apparition de la collision.
2.1.1 La discrétisation des floes
Calculer l’accélération du ﬂoe au cours du temps à partir de l’équation des moments (1.1.2)
nécessite le calcul d’intégrales sur la surface du ﬂoe qui correspondent à l’action globale des forces
extérieures exercée sur la région Ω(t). La méthode de quadrature de Gauss-Legendre permet de
calculer ces intégrales de manière discrète et approchée (voir [DR67]). La discrétisation consiste
à découper la région Ω(t) en un nombre ﬁni de polygones. Nous dirons que la région Ω(t)
est approchée par la région constituée de l’ensemble des polygones, appelé un maillage. La
solution de l’intégration des forces extérieures sur la surface du ﬂoe sera donc approchée par la
solution de l’intégration sur le maillage. Les polygones du maillage sont appelés les éléments ﬁnis.
Sur chaque élément ﬁni, il est possible d’approcher le calcul intégral par une somme pondérée
d’applications linéaires évaluées en un certain nombre de points du domaine de l’élément ﬁni.
Nous introduisons une maille de référence wréf et des applications Ti : wréf ! wi,réel qui relient
la maille de référence à chaque élément ﬁni constituant le maillage de la région Ω(t) (voir Figure
2.1). Nous commençons par effectuer un changement de variable pour passer de l’intégration





(f ◦ Ti) (u) |JTi | du,
où |JTi | est la jacobienne de l’application Ti. Ensuite, nous approchons cette intégrale par une
méthode de Gauss-Legendre :
Z
wréf
(f ◦ Ti) (u) |JTi | du '
nX
k=1
ωk (f ◦ Ti) (uk) |JTi |,
où les uk sont des points déterminés appartenant à la maille de référence, ils sont appelés les
points de quadrature, et les coefficients ωk sont appelés les poids d’intégration et sont calculés
à partir des n polynômes de Legendre évalués en les points de quadrature (voir [DR67]).
Pour notre modèle de la dynamique des glaces de mer, nous choisissons une méthode de
quadrature de Gauss-Legendre à trois points de quadrature sur des éléments ﬁnis de type trian-
gulaire tels que (1/6, 1/6)T , (1/6, 2/3)T et (2/3, 1/6)T sont les coordonnées barycentriques des
points de quadrature et (0, 0)T , (1, 0)T et (0, 1)T sont les coordonnées des sommets du triangle
de référence (voir Figure 2.1). Dans ces conditions, l’application T qui associe un point (x, y)T
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Figure 2.1 – Exemple d’une application T reliant la maille de référence comportant trois points
de quadrature à un élément ﬁni wréel du maillage de Ω(t).
et la jacobienne associée JT s’expriment :










JT = (Q− P,R− P ) .
Pour tout ﬂoe Ω(t), le maillage associé est caractérisé par les coordonnées des points de qua-
drature et les poids associés pour chaque élément du maillage. Comme les ﬂoes sont rigides, ces
caractéristiques, prises dans le repère propre au ﬂoe RΩ(t), sont invariantes au cours du temps.
Les coordonnées des points de quadrature seront donc calculées à l’instant initial t = 0 dans le
repère RΩ(0). Tout au long de la simulation, un simple changement de base permettra de passer
des coordonnées dans RΩ(t) aux coordonnées dans le repère absolu Rabs.
Comme les modèles utilisant les éléments ﬁnis sont généralement très coûteux en ressources
informatiques (mémoire, temps de calcul, etc) et que notre modèle a pour but de simuler la
dynamique d’une population de quelques milliers de ﬂoes avec un large panel de tailles, nous
utilisons l’optimisation suivante. Nous déﬁnissons la taille moyenne de l’élément de maillage sm,
en fonction de la surface du ﬂoe (voir Table 1.1). Ainsi, chaque ﬂoe, qu’il soit grand ou petit,
est maillé avec le même nombre d’éléments ﬁnis (environ 25 par ﬂoe).
Cette discrétisation de la surface des ﬂoes en éléments ﬁnis sert principalement pour le calcul
de l’action des forces extérieures à partir d’une méthode de quadrature de Gauss-Legendre, mais
dans un futur travail, cela pourra aussi servir à l’intégration d’un modèle d’endommagement.
Aﬁn de simpliﬁer les notations, dans la suite de la thèse, Ω représentera à la fois la région du
plan occupée par le ﬂoe et la région occupée par le maillage associé. De même, ∂Ω représentera
à la fois la frontière du ﬂoe et la frontière du maillage associé.
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2.1.2 La discrétisation temporelle
Simuler la dynamique d’un système de plusieurs corps soumis à des forces extérieures dont
d’éventuelles forces de collision, consiste à intégrer à la dynamique régulière, sans collisions, des
événements de la dynamique non régulière, les collisions. En étudiant la littérature, il existe deux
principales méthodes numériques pour cela. Elles sont nommées event driven et time stepping.
La première considère la collision comme un événement instantané. Nous notons t⇤ le temps
d’apparition d’une collision.
En t⇤, les positions sont considérées invariantes, par contre les vitesses ont la possibilité d’être
discontinues. Cette discontinuité est déterminée par des lois de contact entre les vitesses avant et
après la collision. Entre deux événements successifs, les vitesses des ﬂoes vériﬁent les équations
du moment linéaire et du moment angulaire qui sont intégrées avec des schémas numériques
classiques. Lorsqu’une collision apparaît en t⇤, un problème linéaire de complémentarité est
construit à partir des positions et des vitesses en t− et sa résolution détermine les vitesses en t+.
Ensuite, les données mis à jour en t+ sont utilisées comme données initiales pour l’intégration
de la dynamique régulière jusqu’au prochain événement. Il est donc primordial de détecter avec
précision la collision : trop tôt, les vitesses ne sont pas modiﬁées et la collision n’est donc pas
traitée, trop tard, la collision a entraîné une interpénétration.
Ces méthodes de gestion d’événements ont été développées à l’origine pour simuler des gaz
considérés comme un milieu granulaire où les grains sont des sphères dures (voir [AW59, Rap80,
GZ93]). Dans la communauté des glaciologues, Herman applique de tels algorithmes pour décrire
la dynamique des glaces de mer [Her11, Her12]. Cependant, contrairement à nous, ces méthodes
sont appliquées à un ensemble de ﬂoes de forme circulaire.
La deuxième méthode, appelée time stepping, intègre en même temps les événements de type
collision et la dynamique régulière sur un intervalle de temps ﬁxe δt = [tk, tk+1]. Les lois de
contact peuvent être violées sur [tk, tk+1[. Si c’est le cas, le contact est traité et une impulsion
de contact est calculée telle que le système vériﬁe les lois de contact en tk+1. Nous pouvons
citer en exemple le schéma de Moreau [Mor85a, Jea99] repris par de nombreux auteurs (voir
[MM93, ST96, TA11]) et le schéma de Schatzman-Paoli [PS02a, PS02b]. Des détails sur ces
schémas peuvent être trouvés dans [Aca13].
Ces techniques sont apparues avec la méthode des éléments distincts (voir [Cun71, CS79]) uti-
lisant des lois de contact du type loi de Hertz.
Comparons maintenant les avantages et les inconvénients de ces méthodes numériques. Les
méthodes appelées event driven possèdent l’avantage d’être plus faciles à manipuler que celles
appelées time stepping. De plus, elles permettent d’utiliser des schémas d’intégration existant
d’ordre élevé pour des équations différentielles ordinaires et de localiser précisément en temps et
en espace la collision, contrairement aux méthodes time stepping qui doivent se contenter d’un
ordre d’intégration bas même sur le mouvement libre sans collisions et se contentent de loca-
liser grossièrement en temps et en espace les collisions. Cependant, les méthodes event driven
possèdent aussi plusieurs inconvénients. Le premier est que le pas de temps tend vers zéro à l’ap-
proche d’un point d’accumulation. Dans le cas, par exemple, d’une balle rebondissant sur le sol
avec un coefficient de restitution strictement inférieur à 1, l’instant où la balle ne rebondit plus
est atteint après une inﬁnité de rebonds, cet instant est appelé un point d’accumulation. Sans
astuces, les méthodes event driven ne traitent pas de tels points, contrairement aux méthodes
time stepping grâce à un pas de temps assez petit dépendant de la situation. Il est communément
établi que les méthodes time stepping se comportent mieux que les méthodes event driven pour
traiter un grand nombre de contacts, cela est néanmoins à modérer dans certaines situations
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(voir page 314 dans le livre [AB08]).
Moreau dans [Mor78], déﬁni une convergence au sens de la convergence en graphe qu’il applique
au processus de raﬂe (voir Partie 1.1.2). À partir de ces travaux, des preuves de convergence ont
été trouvées pour les schémas de Moreau et de Schatzman-Paoli, mais aucune pour les méthodes
event driven. Enﬁn, un dernier inconvénient concernant les méthodes event driven est leur sen-
sibilité aux différents seuils utilisés. Dans notre cas, les deux seuils utilisés sont la distance de
collision (voir Partie 2.1.3) et la tolérance sur la condition de non interpénétration (voir Partie
2.1.4). Un grand nombre d’informations peut être trouvé dans [Had06, AB08, McN11].
Deux types de schémas d’intégration sont associés à ces méthodes numériques : ceux à un
pas et ceux à plusieurs pas. Dans le cas où des contacts apparaissent très fréquemment, les sché-
mas à plusieurs pas perdent tout leur intérêt. En effet, l’ordre du schéma retombe à un après le
traitement de la collision, donc s’il y a un contact traité à chaque pas de temps, l’ordre ne sera
pas supérieur à un sur toute la simulation.
Finalement, dans le cadre de cette étude, nous choisissons une méthode event driven pour
la précision de la localisation des collisions et la facilité de manipulation. Nous verrons qu’en
prenant un seuil de collision assez grand, nous éviterons de traiter les collisions une par une
et nous assurerons une borne inférieure strictement positive pour le pas de temps (voir Partie
2.1.5). De plus, nous choisissons un schéma d’intégration du type Euler explicite, pour sa facilité
d’implémentation, sa facilité à prédire la localisation en espace et en temps des futures collisions
et enﬁn sa capacité à dépasser les problèmes de points d’accumulation (voir Partie 3.1.1). Pour
le système de ﬂoes S, l’équation (1.1.5) devient :⇢
W (t+∆t) = W (t) + ∆tM−1H(t)









Le schéma complet de la méthode event driven utilisé pour notre modèle est présenté sur la
ﬁgure 2.2. Dans un premier temps, nous porterons notre attention sur le pas de temps qui sera
pris assez petit pour assurer la stabilité des vitesses des ﬂoes, c’est-à-dire, garder des vitesses
bornées par la vitesse de dérive libre déterminée par les vitesses du vent et du courant, et du
nombre de Nansen (voir l’équation 1.2.2). Notons un tel pas de temps ∆t. Si aucune collision
n’est détectée sur l’intervalle [t, t+∆t], alors la dynamique évolue à pas constant de ∆t en ∆t.
Si une collision est détectée en t⇤ 2 [t, t+∆t], alors la dynamique régulière est intégrée sur
[t, t⇤] et la collision est traitée en t⇤. Dans un second temps, nous détaillerons la détection des
collisions en espace (voir Partie 2.1.3) puis en temps (voir Partie 2.1.5).
Définition 2.1.2.1 (Critère de stabilité des vitesses des ﬂoes). Le modèle est dit assurer la
stabilité des vitesses des floes si, pour tout t 2 I = [0, T ], T > 0, pour tout G˙(0) 2 [−K0,K0], il
existe ∆tmax > 0 tel que pour tout ∆t  ∆tmax, l’un des deux critères est vérifié :
G˙(t) 2 [−Kt,Kt] ,
ou
∣∣∣G˙(t+∆t)∣∣∣ < ∣∣∣G˙(t)∣∣∣ , (2.1.1)
avec
Kt = |NaUa(t) +Uw(t)| .
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Détermination de W (t+)
Aucune collision sur
[t, t+∆tmax], ∆t = ∆tmax
Première collision en
t∗ ∈ [t, t+∆tmax], ∆t = t
∗
− t
Mise à jour des positions en t+∆t
Mise à jour des vitesses en t + ∆t
Figure 2.2 – Le procédé global d’intégration de la dynamique pour notre modèle.
Nous remarquons que ces critères sont dépendants de la vitesse des courants et de la manière
dont elle varie. Nous appelons NaUa(t) +Uw(t) la vitesse caractéristique des courants et nous
la notons Vc(t). Nous considérons Vc bornée sur I. Ainsi nous pouvons déﬁnir le maximum de Kt
sur I. Le deuxième critère est nécessaire lorsque les variations de Vc entraînent une diminution
de Kt au cours du temps. En effet, dans ce cas, il existe des vitesses de ﬂoe pour lesquelles le
premier critère n’est pas vériﬁé. Dans la suite, nous montrerons, pour un modèle idéalisé, qu’il
est possible de construire des pas de temps maximaux ∆tmax, tels que le modèle satisfait le
critère (2.1.1). Nous verrons que ces pas de temps sont de l’ordre de la seconde permettant de
capturer un grand nombre d’éventuels changements dans la nature du contact (frottant, glissant,
roulant, les deux, etc). Puis nous montrerons qu’avec un modèle vériﬁant ce critère, les vitesses




Nous commençons par le cas où les courants sont constants au cours du temps. Nous verrons
ensuite les conséquences lorsque les courants varient et nous calculerons le pas de temps maximal
associé à des conditions de vent et d’océan réalistes dans les zones marginales des glaces de mer.
Reprenons l’analyse du modèle idéalisé 1D (voir Partie 1.2.1), avec un vent et un courant
océanique constants sur I. Pour un ﬂoe dont la surface est inﬁnitésimale et que l’on peut donc
réduire au point G, l’équation du moment linéaire peut s’écrire :
G˙(t+∆t) = G˙(t) + ∆t
⇣
ρ−1ρaCa |Ua|Ua + ρ−1ρwCw
∣∣∣Uw − G˙(t)∣∣∣ ⇣Uw − G˙(t)⌘⌘ .
Dans ce cas, nous avons Kt = K constant au cours du temps, et nous nous focalisons sur la
vériﬁcation du 1er critère uniquement. Nous déﬁnissons la famille de fonctions F = (f∆t)∆t>0,
telle que :




−1ρaCa |Ua|Ua et C2 (∆t) = ∆tρ−1ρwCw > 0.
Étudions cette famille de fonctions déﬁnies sur R. Premièrement, reprenons et précisons l’égalité
(1.2.2), cela nous explicitera le choix de la borne K. Nous cherchons un réel x⇤, tel que pour une
fonction de F nous ayons :
f∆t (x
⇤) = x⇤
, ρaCa |Ua|Ua + ρwCw |Uw − x⇤| (Uw − x⇤) = 0
, x⇤ = NaUa +Uw.
Ainsi nous prenons K = |x⇤| comme borne de la vitesse des ﬂoes. Nous considérons donc que le
modèle respecte la dynamique des ﬂoes lorsque le critère (2.1.1) est vériﬁé. L’étude se portera
sur l’intervalle [−K,K], et visera à déterminer ∆tmax tel que, pour tout ∆t  ∆tmax, nous
avons f∆t(x) 2 [−K,K].
Pour commencer, nous étudions les dérivées première et seconde de la fonction f∆t par
rapport à x :
f 0∆t (x) =
⇢
1− 2C2(∆t) (Uw − x) si x  Uw
1 + 2C2(∆t) (Uw − x) si x ≥ Uw
f 00∆t (x) =
⇢
2C2(∆t) si x  Uw
−2C2(∆t) si x ≥ Uw
Nous en déduisons que pour tout ∆t > 0, f∆t(x)−x admet une unique solution, et f∆t(x) est une
fonction strictement convexe sur ]−1,Uw] et strictement concave sur ]Uw,+1[. Il existe donc
un point d’inﬂexion en Uw. De plus nous remarquons la propriété suivante pour une fonction
de F :
8∆t > 0, 8 (x,Ua,Uw) 2 R3, f∆t (−x,−Ua,−Uw) = −f∆t (x,Ua,Uw) . (2.1.2)
Cette propriété nous servira pour l’étude des différents cas possibles suivant les valeurs de Ua
et Uw.
Il existe quatre différents cas possibles :
(i) : Ua et Uw positifs.
(ii) : Ua et Uw négatifs.
(iii) : Ua positif et Uw négatif.
(iv) : Ua négatif et Uw positif.
Ce qui revient à regarder si le point d’inﬂexion est à l’intérieur ou à l’extérieur de l’intervalle
[−K,K]. Nous traitons les cas dans l’ordre. Dans ce qui suit nous supposerons que le couple
(Uw,Ua) n’est pas égal au couple (0, 0) dont l’étude est sans intérêt.
(i) : Le point d’inﬂexion est à l’intérieur de [−K,K]. Nous avons au point d’inﬂexion,
Uw, la dérivée égale à 1 et
f∆t (Uw) = Uw + C1 (∆t) ≥ Uw.
Ainsi sur l’intervalle [Uw,K], f∆t atteint le point ﬁxe x⇤ = K avec des dérivées
strictement décroissantes. Par conséquent, il est nécessaire et suffisant que la dérivée
en x⇤ soit positive pour que f∆t(x)  K (voir Figure 2.3). Pour Ua = 0, x⇤ = Uw,
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, 1− 2C2(∆t) (Uw − x⇤) ≥ 0











D’après les valeurs de nos paramètres et pour un vent de vitesse égale à 10m/s nous
obtenons alors ∆tmax ' 424.4s.
Comme f∆t n’admet qu’un unique point ﬁxe, nous avons déjà, pour ∆t vériﬁant
(2.1.3), f∆t(x) ≥ x sur l’intervalle [−K,K], ce qui revient à f∆t(x) ≥ −K sur
[−K,K], et f∆t(x)  K sur [Uw,K]. Il nous reste à prouver que f∆t(x)  K sur
[−K,Uw]. Or sur cette intervalle, f∆t est strictement convexe. Donc il est nécessaire
et suﬃsant d’avoir f∆t(−K)  K. Cela revient à écrire :
f∆t (−K)−K  0,
or f∆t (−K) = −K + C1(∆t) + C2(∆t) (2Uw +NaUa)2
, f∆t (−K)−K = −2K +∆tL,
avec L = ρ−1ρwCw
⇣




d’où ∆t  2K
L
.




En conclusion, pour ce premier cas, Uw et Ua positifs, le critère (2.1.1) est vériﬁé
sur [−K,K] dès que ∆t vériﬁe à la fois (2.1.3) et (2.1.4). De plus la borne 2K/L se
comporte comme 1/ |Ua +Uw| donc ∆tmax est minimal quand la somme |Ua +Uw|
est maximale (voir Figure 2.4). Ainsi pour un vent caractérisé par Uw = 10m/s et
un courant caractérisé par Ua = 1m/s, ∆tmax ' 88s.
(ii) : Soit Uw et Ua négatifs, nous avons au point d’inﬂexion, Uw, la dérivée égale à 1 et
f∆t (Uw) = Uw + C1 (∆t)  Uw.
À partir de l’égalité (2.1.2), nous aﬃrmons que l’étude sur [−K,Uw] est similaire
à l’étude sur [Uw,K] dans le cas précédent, Uw ≥ 0. De plus l’étude sur [Uw,K]
est similaire à l’étude sur [−K,Uw] pour Uw ≥ 0 (voir Figure 2.3). Ainsi, nous
retrouvons les mêmes conclusions que pour le cas (i).
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(iii) : Soit maintenant Uw et Ua de signe différent, nous avons donc |Uw| ≥ K. Le cas
d’égalité revient au cas Ua = 0, et alors, nous retrouvons un des deux cas précé-
demment étudiés suivant le signe de Uw. Nous considérons Ua 6= 0 et Uw ≥ 0. Sur
[−K,K] nous avons x ≥ Uw, donc f∆t strictement concave. De plus
f∆t (Uw) = Uw + C1 (∆t) ≥ Uw,
donc la situation est similaire à celle du cas (i) sur [Uw,K] pour Uw positif (voir
Figure 2.3). Ainsi la conclusion est similaire au cas (i) avec ∆t vériﬁant (2.1.3) uni-
quement.
(iv) : Sur [−K,K] nous avons x  Uw, donc f∆t strictement convexe. De plus
f∆t (Uw) = Uw + C1 (∆t)  Uw,
donc la situation est similaire à celle du cas (ii) sur [−K,Uw] pour Uw négatif (voir
Figure 2.3). Ainsi la conclusion est similaire au cas (i) avec ∆t vériﬁant (2.1.3) uni-
quement.
En conclusion pour des vitesses de courants constantes, pour tout t 2 I, nous pouvons déﬁnir












Que se passe-t-il lorsque les courants ne sont plus constants mais varient au cours du temps ?
Il y a deux cas possibles :
(i) : Les variations de la vitesse caractéristique Vc(t) entraînent une augmentation de Kt
au cours du temps.
(ii) : Les variations de la vitesse caractéristique Vc(t) entraînent une diminution stricte
de Kt au cours du temps (voir Figure 2.5).
Soit un temps t 2 I donné et le pas de temps ∆t  ∆tmax calculé pour des courants constants, le
1er cas ne pose pas de souci. En effet, nous avons, Kt+∆t ≥ Kt. Or, nous avons vu précédemment
que pour un tel ∆t, la vitesse des ﬂoes vériﬁe :




2 [−Kt,Kt] ⇢ [−Kt+∆t,Kt+∆t] .
Ainsi le 1er critère de (2.1.1) reste vériﬁé en t + ∆t. Par contre, si Kt+∆t < Kt, nous avons,
en particulier, f∆t(Kt) = Kt /2 [−Kt+∆t,Kt+∆t]. C’est dans ce cas, que le 2e critère de (2.1.1)
est nécessaire. Cela revient à trouver ∆˜tmax > 0, tel que pour tout ∆˜t  ∆˜tmax et pour tout
x 2 Kt+∆t = [−1,−Kt+∆t[ [ ]Kt+∆t,1], nous avons
∣∣f∆˜t(x)∣∣ < |x| avec
f
∆˜t
(x) = x+ C1(∆˜t) + C2(∆˜t) |Uw(t+∆t)− x| (Uw(t+∆t)− x) ,
et
C1(∆˜t) = ∆˜tρ
−1ρaCa |Ua(t+∆t)|Ua(t+∆t) et C2(∆˜t) = ∆˜tρ−1ρwCw > 0.
Comme pour le cas constant, nous pouvons étudier f∆˜t en fonction de Ua(t+∆t) et Uw(t+∆t).
Nous avons vu précédemment que chacun des quatre cas possibles peut se ramener au cas
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cas (i), Ua = 5 et Uw = 0.3 cas (ii), Ua = −4 et Uw = −0.1


















Figure 2.3 – Exemple de fonction f∆t pour différentes valeurs de Ua, Uw en m/s et avec
∆t = ∆tmax.
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Figure 2.4 – Variations de 2K/L pour différentes valeurs de Ua et Uw en m/s.
Ua(t+∆t) et Uw(t+∆t) positifs. Étudions donc ce cas là. Nous savons que Uw(t+∆t)  Kt+∆t
et, sur ]Kt+∆t,1], f∆˜t(x) < x. Vériﬁer le 2e critère revient donc à écrire :
f∆˜t (x) + x > 0,
or f∆˜t (x) = x+ C1(∆˜t)− C2(∆˜t) (Uw(t+∆t)− x)2
, f∆˜t (x) + x = 2x+ ∆˜tL˜+t ,




2 − (Uw(t+∆t)− x)2
i
,






Tandis que sur [−1,−Kt+∆t[, f∆˜t(x) > x, ainsi vériﬁer le 2e critère revient à écrire :
f∆˜t (x) + x < 0,
or f∆˜t (x) = x+ C1(∆˜t) + C2(∆˜t) (Uw(t+∆t)− x)2
, f∆˜t (x) + x = 2x+ ∆˜tL˜−t ,




2 + (Uw(t+∆t)− x)2
i
,











si x 2 ]−1,Kt+∆t]
2x
−L˜+t
si x 2 ]Kt+∆t,1]
(2.1.5)
De plus les bornes ci-dessus se comportent comme 1/|x| quand |x| est grand. Donc le pas de
temps est minimal lorsque que |x| est maximal. Prenons par exemple, en un temps t 2 I et un
pas de temps ∆t > 0 donnés :
Ua(t) = 10m/s, Ua(t+∆t) = 0m/s, Uw(t) = 2m/s et Uw(t+∆t) = 0m/s.









∣∣∣f∆˜t ⇣G˙(t+∆t)⌘∣∣∣ < Kt ' 5.2.
En conclusion, pour G˙(0) 2 [−K0,K0], pour tout t 2 I, et pour tout ∆tmax vériﬁant (2.1.3),




En effet, tant que la valeur absolue de la vitesse caractéristique est constante ou augmente, nous







































nous assurons que le modèle idéalisé vériﬁe le critère (2.1.1). Par exemple, pour des conditions
de vent et océan variant sur un intervalle de temps avec pour valeurs maximales des vitesses :
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Figure 2.5 – Exemple d’un cas où |Vc(t +∆t)| < |Vc(t)| pour Ua(t) = −4, Ua(t +∆t) = −2,
Uw(t) = 0.5 et Uw(t+∆t) = 0.3 en m/s, ∆t = 176s et ∆˜t = 295s.
Ua(t) 2 [−10, 10] et Uw(t) 2 [−2, 2] en m/s, le minimum des ∆tmax est environ 28.8s quelle que
soit la manière dont varient les vitesses du vent et du courant océanique. De surcroît, moins les
conditions sont extrêmes, plus le minimum des ∆tmax augmente. Enﬁn, prendre ∆t < 28.8s est
donc tout à fait adapté pour répondre aux attentes du modèle, c’est-à-dire capturer les collisions
à l’échelle de la seconde.
La ﬁgure 2.6 représente des exemples de cas pathologiques lorsque le pas de temps ne vériﬁe
pas les critères respectifs (2.1.3), (2.1.4) et (2.1.5) correspondant aux ﬁgures (a), (b) et (c)
respectivement. De plus, nous pouvons observer en bleu les premiers termes de la suite (Un)n≥0
vériﬁant
Un+1 = f∆t (Un) .
Ces cas sont dits pathologiques car pour Vc constant sur I, nous avons (Un)n≥0 qui diverge.
2.1.3 La détection des collisions en espace
Lors de l’intégration de la dynamique régulière, sur chaque intervalle de temps [t, t+∆t],
nous effectuons la détection des éventuelles collisions. Nous commençons par la détection en
espace. Elle se divise en deux étapes : la première recherche les voisins et la seconde recherche la
géométrie de collision. La première doit cibler les ﬂoes potentiellement en collision. Cette étape
nécessite une fonction distance et une attention particulière doit être portée aﬁn de minimiser
le temps de calcul pour chaque candidat traité. Si, à l’issue de la recherche de voisins, des ﬂoes
se sont révélés être en collision, alors la deuxième étape a pour but de donner la géométrie de
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cas (b) : Ua = 8, Uw = 0.7
et U0 = −0.6 en m/s, et ∆t = 300s
cas (a) : Ua = 8, Uw = 0.7
et U0 = 0.8 en m/s, et ∆t = 1500s
cas (c) : Ua = 10, Uw = 1.5




















Figure 2.6 – Exemple de cas pathologiques pour ∆t ne vériﬁant pas les critères : (a) (2.1.3),







Figure 2.7 – Zone de collision Z et niveau 1 de disques englobants.
ces collisions, c’est-à-dire, doit déterminer les points de contact et les repères de contact associés
(voir Partie 1.1.2).
Mal conçue, la première étape peut s’avérer très coûteuse en temps de calcul et donc, elle
peut limiter le nombre de ﬂoes dans les simulations. Pour cibler les ﬂoes candidats à la col-
lision il faut connaître leur position relative et donc leur distance aux autres. C’est le calcul
de distance qui doit être à la fois rapide et précis. Ces caractéristiques peuvent varier suivant
la conﬁguration. Dans une conﬁguration où les ﬂoes sont très éloignés les uns des autres, une
grande précision n’est pas nécessaire, la rapidité du calcul doit être privilégiée. Par contre, dans
une conﬁguration où les ﬂoes sont rapprochés les uns des autres, la précision doit être priori-
taire. Cela implique différents calculs de distance suivant les conﬁgurations géométriques. La
recherche de voisins est donc une étape fortement liée à la notion de distance. Cependant, la
notion de distance est elle-même fortement liée à la notion de collision puisque c’est la distance
entre les ﬂoes qui caractérisera s’ils sont en collision ou non. Nous allons préciser et déﬁnir ce
que nous entendons par la collision entre deux ﬂoes dans cette thèse. En effet, autant la notion
d’interpénétration est simple à exprimer en termes mathématiques par l’intersection non vide de
deux ensembles, et simple à manipuler, autant la notion de collision est plus ardue à exprimer
et à manipuler. Il vient naturellement la notion de distance strictement égale à 0 lorsque l’on
parle de collision. Mais numériquement, tester la stricte égalité est difficile à manipuler et est
une source d’erreurs assurée. L’idée est donc de remplacer l’égalité par une inégalité et de déﬁnir
la collision comme un événement apparaissant dès que la distance est plus petite qu’une distance
donnée strictement supérieure à 0. Cette distance donnée est appelée une distance de collision
et notée η. Ainsi, associée à η, une zone autour du ﬂoe, appelée zone de collision et notée Z, est
créée telle que pour tout point P 2 Z, la distance de P au ﬂoe est inférieure ou égale à η (voir
Figure 2.7).
Nous l’avons vu dans les observations des zones marginales des glaces de mer, la distribution
des tailles suit une loi puissance (voir Partie 1.3). Ainsi, de grandes variations de la taille des ﬂoes
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sont à considérer. Déﬁnir une distance de collision indépendante des ﬂoes paraît mal adaptée.
En effet, avoir η identique pour deux collisions, une entre des ﬂoes de petites tailles, et une entre
des ﬂoes de grandes tailles, entraînera soit un manque de précision (donc un comportement mal
modélisé) pour la collision entre petits, soit un excès de précision (donc un temps de calcul et
des ressources informatiques trop importants) pour la collision entre grands. Une originalité de
cette thèse est donc de considérer la distance de collision dépendant de la taille du ﬂoe telle que,





Nous pouvons déﬁnir la notion de collision maintenant. Elle est construite comme une relation
symétrique et transitive. Nous donnons donc la déﬁnition de collision entre deux ﬂoes Ωi et Ωj .
En fait, il existe deux notions de collision qui dépendent de la distance de collision considérée
entre les deux ﬂoes. Soit nous prenons le maximum des distances de collision, soit nous prenons
le minimum. Lorsque que nous considérons une collision entre deux ﬂoes de taille similaire, les
deux déﬁnitions sont similaires. Par contre, lorsque nous considérons la collision entre deux ﬂoes
de taille très différente, nous retrouvons le problème soulevé précédemment. Si nous prenons le
maximum des distances de collision alors le comportement sera déterminé avec peu de précision,
tandis que si nous prenons le minimum des distances de collision alors le temps de calcul et les
ressources informatiques seront trop importants (plus précisément, c’est le pas de temps qui peut
devenir très petit et ainsi ralentir le temps de simulation) (voir Figure 2.8). En fait, même la
précision des calculs est impactée dans le cas du minimum des distances, cela est principalement
dû à la distance entre les ﬂoes qui est petite par rapport à la taille du plus grand ﬂoe (voir
Partie 2.1.4). En préambule, nous notons Ei l’ensemble des sommets des éléments du maillage,
appartenant à la frontière ∂Ωi.
Définition 2.1.3.1 (ﬂoes non interpénétrés). Deux floes Ωi et Ωj sont dits non interpénétrés si
d (Ωi,Ωj) > 0.
Définition 2.1.3.2 (deux notions de la collision entre deux ﬂoes et point de collision). Deux
floes Ωi et Ωj non interpénétrés sont en collision s’il existe un couple (k, l) 2 {i, j}2, tel que
k 6= l et il existe Q 2 Ek tel que :
d (Q,Ωl)  ζ,
avec
(i) ζ = max (ηk, ηl),
(ii) ζ = min (ηk, ηl),
et
d (Q,Ωl) = inf {d (Q,P ) , P 2 Ωl} .
Un tel point Q est appelé point de contact. Nous notons Pc,i l’ensemble des points de contact
appartenant au floe Ωi.
Remarque 2.1.3.1. La région occupée par un floe est fermée et bornée, donc la région occupée
par le maillage associé aussi. De plus la frontière de maillage est composée de points appartenant
à E et de segments reliant ces points. Alors nous affirmons qu’il existe un couple (k, l) 2 {i, j}2,
tel que k 6= l et il existe un couple (Q,P ) 2 Ωk ⇥ Ωl tel que :
d (Ωk,Ωl) = inf {d (R,S) , (R,S) 2 Ωk ⇥ Ωl} = d (Q,P ) , (2.1.6)
et













De´finition (i) de la collision De´finition (ii) de la collision
ηi
Figure 2.8 – Exemple de collision pour la notion (i) et (ii). En rouge, les points de contact.
Dans le cas (ii), nous dirons que la collision est déterminée avec précision car elle est localisée en
un seul point, celui le plus proche de Ωj . Tandis que dans le cas (i), nous dirons que la collision
est déterminée avec peu de précision car elle est localisée sur 5 points.
En conclusion, la détection d’une collision revient à chercher un point de la frontière du
maillage d’un ﬂoe tel que sa distance à un autre ﬂoe est plus petite que la distance de collision.
La recherche de voisins est un problème largement étudié depuis ces dernières années. Une
multitude d’algorithmes ont été proposés pour traiter ce problème. Les deux principales mé-
thodes sont le partitionnement de l’espace (voir [HH96, BT95]), et les hiérarchies de volumes
englobants ou Bounding Volume Hierarchies en anglais (BHV) (voir [Qui94, HKT92]). Notre
modèle est construit comme un modèle de type lagrangien, c’est-à-dire, que nous nous focalisons
sur le mouvement de la particule à travers l’espace et le temps. Ainsi, dans des simulations de
dérive sur plusieurs jours, en plein océan, sans obstacles comme conditions aux bords, l’espace à
considérer est très grand par rapport à la taille des ﬂoes (voir Partie 1.1.3). Les algorithmes de
partitionnement de l’espace semblent mal adaptés à cette situation. De plus, nous considérons
des ﬂoes dont la taille varie beaucoup (voir Partie 1.3). Or, la plupart de ces algorithmes sont
ineﬃcaces dans ce cas. Il existe tout de même des travaux visant à surpasser ce problème, nous
pouvons citer, entre autres, les travaux de Perkins et Williams [PW01], qui conservent un temps
de calcul comparable avec un algorithme de partitionnement de l’espace dans le cas classique,
alors que le ratio des tailles atteint 8, c’est-à-dire les plus petits objets traités ont une surface
dont l’aire est 64 fois plus petite que les plus grands objets. Ce ratio de 8 n’est malheureuse-
ment pas comparable avec celui de 100, ou plus, obtenu dans nos conﬁgurations (voir Partie
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3.2). Nous avons donc choisi d’adapter un algorithme de type (BHV) à notre cadre de travail,
pour sa facilité de mise en place et pour son eﬃcacité même avec de grands ratios de tailles. Il
existe plusieurs types de volumes englobants. En 3D, cela peut être des sphères et des paral-
lélépipèdes, en 2D, cela peut être des polygones convexes, des rectangles, ou des disques (voir
[PG95, GLM96, KHM+98]). Nous choisissons des disques pour approcher le contour des ﬂoes,
pour la facilité à calculer la distance entre eux et leurs éventuelles intersections.
Au delà de ces méthodes, il existe une multitude d’optimisations possibles. Certaines sont ba-
sées sur des critères géométriques comme des formes convexes ou des formes symétriques (voir
[GLM96, HLC+97]), d’autres sont basées sur des critères dynamiques comme les cohérences
temporelle et spatiale (voir [Coh95, RKC02]). Plus de détails sur ces méthodes et techniques
peuvent être trouvés dans les études suivantes [LG98, JTT01]. Cependant, dans un premier
temps, nous ne retenons aucune de ces techniques pour notre modèle. En effet, nous verrons que
les premières optimisations nécessaires pour accélérer le temps de calcul seront faites au niveau
du traitement des contacts et non au niveau de leur détection (voir Partie 2.1.4).
Les méthodes de volumes englobants consistent à englober le contour de l’objet par des
volumes à des échelles de plus en plus ﬁnes pour améliorer la détection. Nous parlerons de
surfaces englobantes dans notre cas. L’ensemble des surfaces englobantes est représenté par un
arbre avec plusieurs niveaux de feuilles, où chaque feuille contient une surface. Cet arbre possède
les deux propriétés suivantes :
(i) : L’union de toutes les feuilles d’un même niveau contient l’entière frontière de l’objet.
(ii) : Chaque feuille contient l’union de tous ses descendants.
Nous construisons deux niveaux de disques : le niveau 0 constitué d’un seul disque et le niveau
1 constitué de plus de trois disques. Les objectifs de cette construction sont que l’ensemble des
disques de niveau 1 couvre le bord du ﬂoe et la zone de collision associée, et que le disque de ni-
veau 0, quant à lui, couvre l’ensemble des disques de niveau 1 (voir Figures 2.9 et 2.7). Le centre
de chaque disque de niveau 1 est un point de E différent pour chaque disque et le rayon peut
être différent d’un disque à l’autre. Suivant le nombre de points qui déﬁnit la frontière du ﬂoe,
les disques de niveau 1 englobent les 2 ou 3 points appartenant à E voisins du centre du disque
(voir Figure 2.10). Nous allons maintenant détailler la construction des disques englobants.
Soit np 2 {2, 3}, et soit {1, nt} l’ensemble des indices des points de E. Nous parcourons la
liste des points de E en commençant par l’indice i = 1 jusqu’à i  nt par pas de 2np. À chaque




Nous notons D1 l’ensemble des disques de niveau 1 et le centre et le rayon d’un disque de D1
sont notés C1 et R1 respectivement.
Concernant le deuxième niveau, celui nommé niveau 0, nous commençons par construire le plus
petit cercle possible circonscrit aux points de E. Soit Cmin et Rmin le centre et le rayon de ce
cercle. Ensuite, nous construisons le disque D0 de centre C0 et de rayon R0 tel que :











κ est la plus petite distance entre un point de la frontière de D0 et un point de la frontière du
ﬂoe associé.
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Figure 2.10 – Construction d’un disque de niveau 1 de centre C1 et de rayon R1 avec np = 2.
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Proposition 2.1.1 (sur la construction de la hiérarchie des disques englobants). La construction
d’une telle hiérarchie de disques englobants définie comme ci-dessus vérifie les trois propriétés
suivantes :
(i) : Soit P 2 ∂Ω, alors il existe D 2 D1 tel que P 2 D.
(ii) : Soit P 2 Z, alors il existe D 2 D1 tel que P 2 D.
(iii) : Soit D 2 D1, alors D ⇢ D0.
Démonstration. (i) : Soit P 2 ∂Ω, alors il existe un couple (Pi, Pi+1) 2 E2 tel que
P 2 [Pi, Pi+1]. Soit i ou i+ 1 vaut 1 + 2knp avec k tel que 1 + 2knp  nt, alors les
deux points appartiennent à un même disque de niveau 1 de centre P1+2knp , donc P
appartient à ce même disque. Soit i et i+ 1 appartiennent à [2 + 2knp, 2(k + 1)np].
Or nous remarquons que tous les points d’indice 1 + 2knp + np appartiennent aux
deux disques de centre P1+2knp et P1+2(k+1)np . Ainsi soit i et i + 1 appartiennent
à [2 + 2knp, 1 + 2knp + np] et alors ils appartiennent au disque de centre P1+2knp ,
soit ils appartiennent à [1 + 2knp + np, 2(k + 1)np] et alors les points appartiennent
au disque de centre P1+2(k+1)np . Dans ces deux cas, nous avons donc un disque de
niveau 1 contenant [Pi, Pi+1], donc P .
(ii) : Soit P 2 Z, alors il existe H 2 ∂Ω, tel que d(P,H)  η. Or il existe D 2 D1 de
centre C1 et de rayon R1 et Q 2 D tel que :
H 2 D , d (H,C1)  d (C1, Q)  R1 − η,
ainsi
d (P,C1)  d (P,H) + d (H,C1)
, d (P,C1)  η +R1 − η
, P 2 D.
(iii) : Soit D 2 D1 de centre C1 et de rayon R1, et soit P 2 D. Nous avons d (P,C1)  R1.
Nous pouvons écrire :
d (P,C0)  d (P,C1) + d (C1, C0)
, d (P,C0)  R1 +Rmin
, P 2 D0.
Cette hiérarchie de disques englobants permet de déﬁnir un réel positif δi,j jouant le rôle
de distance entre les ﬂoes Ωi et Ωj . Ce réel est calculé différemment en fonction de la position
relative des deux ﬂoes. Un critère est établi permettant de séparer les cas de non collision assurée
et de collision possible. Dans le cas de non collision, δi,j est simplement calculé en fonction de la
distance entre les disques de niveau 0 respectifs. Dans le cas de collision éventuelle, une recherche
plus approfondie au niveau des disques de niveau 1 est effectuée. Plusieurs cas sont possibles.
1. Des disques de niveau 1 ont une intersection non vide avec l’intersection des disques de
niveau 0.
2. Des disques de niveau 1 d’un des ﬂoes ont une intersection non vide avec des disques de
niveau 1 de l’autre ﬂoe.















≥ κj − ζ
R0,i +R0,j − d (C0,i, C0,j)
Figure 2.11 – Distance maximale entre C0,i et C0,j lors d’une collision.
Arrivé à ce niveau, un calcul de distance entre deux points ou entre un point et un segment est
effectué. Dans le cas où il existe au moins un point de contact pour la déﬁnition (ii), nous avons
l’égalité δi,j = d (Ωi,Ωj) (voir l’égalité 2.1.6). Cela est une conséquence de la construction de la
hiérarchie de disques et de la propriété 2.1.1 (ii).
Proposition 2.1.2 (critère de collision). Soit Ωi et Ωj deux floes. Soit D0,i, C0,i, R0,i, κi, D0,j,
C0,j, R0,j et κj les disques, leur centre, leur rayon et la distance au bord, de niveau 0 des deux
floes respectifs. Nous affirmons :
Les floes sont en collision) d (C0,i, C0,j)  R0,i +R0,j + ζ − (κi + κj) . (2.1.7)
La démonstration est évidente à partir de la ﬁgure 2.11. Dans le cas de non collision, nous
déterminons la distance entre les deux ﬂoes comme :
δi,j = d (C0,i, C0,j) + κi + κj − (R0,i +R0,j) .
La suite de la détermination de δi,j et des points de contact éventuels à partir de la hiérarchie de
disques englobants est présentée par l’algorithme 1. Nous notons dzone = R0,i+R0,j−d(C0,i, C0,j)
et lorsque dzone ≥ 0, nous notons Oij l’intersection non vide entre D0,i et D0,j .
Nous nous intéressons maintenant au cas où deux disques de niveau 1 s’interpénètrent et
nous détaillons le calcul de δi,j et la détermination du repère de contact lorsqu’un point de
contact est détecté. Soit Ωi et Ωj deux ﬂoes, soit P 2 Ei, soit Dp ⇢ D1,j , soit Ep ⇢ Ej et soit Sp
un sous-ensemble de segments composant la frontière maillée du ﬂoe Ωj tels que Dp 6= ;, pour
tout D 2 Dp, P 2 D, Ep est l’union des ensembles de points de Ej appartenant à un disque de
Dp et Sp est l’union des ensembles de segments appartenant à un disque de Dp. Nous calculons
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Algorithme 1 : Recherche de points de contact et distance entre les ﬂoes .
Données : Ωi, Ωj , D0,i, D0,j , D1,i, D1,j et dzone ≥ κi + κj − ζ
Résultat : Distance et éventuels points de contact
début
Construction des ensembles d’indices Interi et Interj tels que pour tout k 2 Interi,
Dk 2 D1,i et Dk \ Oij 6= 0, et, pour tout l 2 Interj , Dl 2 D1,j et Dl \ Oij 6= 0;
si Interi = ; et Interj = ; alors
Il n’y a pas de collision;
δi,j = dzone + ηi + ηj ;
sinon si Interi = ; et Interj 6= ; alors
Il n’y a pas de collision;
δi,j = τj + ηi;
sinon si Interi 6= ; et Interj = ; alors
Il n’y a pas de collision;
δi,j = τi + ηj ;
sinon
Collisions éventuelles;
Recherche de l’ensemble InterE ⇢ Interi ⇥ Interj tel que pour tout
(k, l) 2 InterE, Dk \ Dl 6= ;;
si interE = ; alors




(R1,k +R1,l − ηi − ηj);
sinon
Collisions éventuelles;
Recherche des ensembles P ⇢ Ei [ Ej tels que pour tout P 2 P, il existe un
couple (k, l) 2 InterE, tel que P 2 Dk \ Dl;
si P = ; alors
Il n’y a pas de collision;
δi,j = max (κi,κj);
sinon
Collisions éventuelles;
Recherche de la distance entre Pk 2 P \ Ωk et le bord de l’autre ﬂoe Ωl
pour (k, l) 2 {i, j}2 tel que k 6= l. Nous notons cette distance dPk,l et nous





si Pc = ; alors
Il n’y a pas de collision;
sinon
Il y a collision;
Recherche de la géométrie de collision;
si δi,j  min (ηi, ηj) alors











Figure 2.12 – Calcul de distance entre un point P et les segments et les sommets de la frontière
maillée de Ωj appartenant à un disque de niveau 1 de centre C1 et de rayon R1 avec np = 2.
la distance entre P et chaque point de Ep et entre P et chaque segment de Sp. Lorsque le pro-
jeté orthogonal de P sur une des droites portées par un segment de Sp n’appartient pas à ce
segment, la distance n’est pas prise en compte. dP,j est le minimum des distances restantes (voir
Figure 2.12). Tant qu’il n’existe pas P un point de contact tel que δi,j  min (ηi, ηj), nous ne
pouvons pas assurer δi,j = d (Ωi,Ωj). En effet, il peut exister un point P 0 de Ωi tel que P 0 /2 P et
dP 0,j < δi,j ou il peut exister un point Q de ∂Ωj tel que δi,j = dP,j > d (P,Ωj) = d (P,Q), Q 2 D
avec D 2 D1,j et D /2 Dp (voir Figure 2.13). Par contre, lorsque P est un point de contact tel
que dP,j  min (ηi, ηj), les situations exhibées ci-dessus ne sont plus possibles car les rayons des
disques de niveau 1 sont strictement plus grands que le minimum des distances de collision.
Supposons que nous soyons en présence de P un point de contact. Nous nous intéres-
sons maintenant à déterminer la géométrie de contact en P , c’est-à-dire le repère de contact
RP = (P,T,N). Précisément nous nous focalisons sur la déﬁnition de la normale au contact. La
tangente sera construite directement telle que RP est un repère orthonormal dirigé dans le sens
direct. Aﬁn de déterminer N normale dirigée vers l’extérieur en P nous introduisons la notion de
cône normal à un ensemble non convexe. Pour cela, l’idée est de considérer un voisinage convexe
autour de P . Pour chaque x 2 Ω, nous associons un réel positif rx, tel que l’intersection Bx,
entre la boule centrée en x de rayon rx et Ω, Bx = B (x, rx)\Ω, soit convexe (voir Figure 2.14).
Définition 2.1.3.3 (Cône normal à Ω fermée de R2 en x 2 Ω (voir Figure 2.15)). Soit Ω la
région fermée non forcément convexe de R2. Pour x 2 Ω nous notons le cône normal à Ω en x,







ou (x 2 ∂Ω et Bx = {x}){
v 2 R2 / v. (c− x)  0, 8c 2 Bx
 















Figure 2.13 – Pour P non point de contact, exemple pour lequel dP,j = δi,j 6= d (Ωi,Ωj) avec




























Bx = B (x, rx) ∩ Ω












Figure 2.15 – Exemple d’un ﬂoe maillé Ω et des cônes normaux à Ω en chaque point de E.
Remarque 2.1.3.2. Si Ω est un convexe alors cette définition est équivalente à celle que l’on
peut trouver pour un convexe d’un ensemble de Hilbert (voir [AB08] définition du cône normal
page 74). Dans le cas d’un floe maillé, si x 2 ∂Ω, nous notons (Pk, Pl) 2 E2 tel que x 2 [Pk, Pl].
Si [Pk, x] et [x, Pl] sont colinéaires alors Nx est restreint à un unique vecteur v 6= 0. Sinon, si
Ω est concave, il existe x tel que pour tout r > 0, B (x, r) \Ω est un ensemble concave. Ainsi le
rayon associé à un tel point x est zéro et Bx = {x} (voir Figure 2.15).
Revenons à notre point de contact P . Nous notons Q 2 Ωj tel que d (P,Ωj) = d (P,Q). Il
existe (Ql−1, Ql, Ql+1) 2 E3j tel que Ql 2 ]Ql−1, Ql+1[ et Q 2 ]Ql−1, Ql+1[. De même, il existe
(Pk−1, Pk+1) 2 E2i tel que P 2 ]Pk−1, Pk+1[. En considérant des ﬂoes maillés, le contact peut
être de deux types différents. Soit il est dit ponctuel lorsque le contact se fait au niveau de deux
sommets du maillage du bord des ﬂoes, soit il est dit linéique lorsque le contact se fait au niveau
de deux segments du maillage du bord des ﬂoes.
Nous l’avons vu précédemment, la notion de collision 2.1.3.2 (ii) permet de réduire le nombre de
points de contact, augmentant donc la précision de la localisation en espace de la collision. Nous
allons voir maintenant, que la notion de cône normal permet elle aussi, en étendant le nombre
de types différents de contacts à 4, illustrés sur la ﬁgure 2.16, une meilleure localisation de la
collision.
(i) : NP = ;.
(ii) : NP 6= ; et le contact est linéique.
(iii) : NP 6= ;, le contact est ponctuel et PQ 2 NP .
(iv) : NP 6= ;, le contact est ponctuel et PQ /2 NP .
Remarque 2.1.3.3. Dans tous les cas nous avons QP 2 NQ. En effet, par l’absurde, si cela
n’était pas vrai, il existerait c 2 BQ tel que Qc.QP > 0 et d (P, c) < d (P,Q), ce qui est
contradictoire avec le fait d (P,Ωj) = d (P,Q). De plus, lorsque le contact est linéique nous
























































contact de type (iv)
Figure 2.16 – Les 4 types différents de contact que nous pouvons rencontrer.
existe un couple (H,H 0) 2 [Pk−1, Pk+1]⇥[Ql−1, Ql+1] tel que d (H,H 0) < d (P,Q) et, soit H 2 Ei
et HH0 2 NH , soit H 0 2 Ej et H0H 2 NH0 . Ce couple n’est pas unique lorsque NP = ;. Nous en
déduisons qu’au moins un des deux, disons H, est un point de contact (voir Définition 2.1.3.2).
Alors dans ce cas, nous restreignons le contact ponctuel à H. De plus, la situation PQ /2 NP ,
peut entraîner des comportements après contact non réalistes dus à l’impulsion normale dirigée
par PQ (voir Figure 2.17).
Bilan, exclusivement dans les cas où le contact est linéique ou le contact est ponctuel et
PQ 2 NP , nous déterminons la normale N comme le vecteur unité dirigé par PQ. Si Q n’est
pas unique, c’est qui est possible lorsque nous sommes dans la situation (i) avec P = Q et le
projeté orthogonal de Q sur [P, Pk+1] appartient à NQ, nous déterminons autant de normales
que de points Q. Ainsi, il peut exister plusieurs repères de contact pour un point de contact.
Dans les autres cas, le repère de contact associé au point P n’est pas construit et P n’est pas



















Apre`s traitement du contact en P
Figure 2.17 – Exemple de glissement sans décollement du ﬂoe Ωi sur le ﬂoe obstacle Ωj . Si
nous considérons l’impulsion normale subie par Ωi en P dirigée par QP, alors un mouvement
non réaliste de décollement du ﬂoe Ωi apparaîtra après contact.
contact pour lesquelles un (plusieurs) repère(s) de contact est (sont) établi(s). Dans la suite
du manuscrit, la résolution des problèmes linéaires de complémentarité impliqueront unique-
ment des points de P˜c. D’après la remarque 2.1.3.3, restreindre à P˜c permet de considérer un
unique point lorsque le contact est ponctuel, améliorant ainsi la localisation des collisions, et
ce, indépendamment de la déﬁnition de ﬂoes en collision. La notion 2.1.3.2 (ii) reste néanmoins
intéressante dans certaines conﬁgurations impliquant des ﬂoes non convexes et lors de contacts
linéiques (voir Figure 2.18).
Une fois les deux phases, recherche de voisins et détermination des repères de contact, effec-
tuées, nous avons le matériel nécessaire pour écrire un problème linéaire de complémentarité et
traiter les collisions (voir Partie 1.1.2). Nous détaillons les méthodes numériques pour résoudre
de tels problèmes dans la partie 2.1.4.
2.1.4 Les événements collisions
Nous nous plaçons en t⇤ 2 I pour lequel le système S contient m > 0 contacts différents,
chacun associé à un repère de contact différent :
{Rp1 = (P1,T1,N1) , . . . ,Rpm = (Pm,Tm,Nm)} .
Par contre, comme nous l’avons vu précédemment, il est possible d’avoir plusieurs repères de
contact différents impliquant le même point de contact. À partir de ces données, nous construi-
sons un problème linéaire de complémentarité du type 1.1.23. La différence notable est l’inté-
gration des forces extérieures, supposées continues sur I. En t⇤, l’intégration donne H = 0. Le
théorème d’existence 1.1.6 et la mise en place d’une solution sans augmentation d’énergie res-
tent vrais. Étudions maintenant, les différentes méthodes de résolution possibles pour traiter le
contact sous cette forme.
L’état de l’art
Dans la littérature, nous pouvons trouver un grand nombre de méthodes pour résoudre le
problème du multi-contact frottant. Je n’ai pas l’ambition ici de toutes les lister et de toutes










Exemple de collision en prenant







La meˆme situation de collision en prenant
ζ = min (ηi, ηj)
Figure 2.18 – Exemple d’un contact entre deux ﬂoes Ωi et Ωj avec un nombre de points de
contact différent en fonction de la notion 2.1.3.2 (i) ou (ii) utilisée.
1. les méthodes dites de régularisations (voir [MW88b]), comme les méthodes de pénalisations
ou de multiplicateurs de Lagrange,
2. les méthodes dites itératives comme les méthodes de Gauss-Seidel (voir [MP88]),
3. les méthodes dites de pivots comme les méthodes de Lemke ou de Dantzig (voir [Lem80]).
Les premières sont utilisées dans les modèles régularisant les lois de contact (voir Partie 1.1.2),
en particulier la loi de non interpénétration. Les méthodes de pénalisations décrivent les forces de
contact en fonction de la taille de l’interpénétration (voir [MW88b]). Ces méthodes connaissent
des problèmes de précision et de stabilité. Pour les surpasser, elles sont souvent combinées
à des techniques de multiplicateurs de Lagrange basées sur des algorithmes d’Uzawa (voir
[SWT85, SL92]) ou basées sur des méthodes de Newton (voir [AC91, WP96]) ou Newton-
Raphson (voir [SL92]). Je ne développerai pas plus ces différentes techniques qui sont réservées
aux modèles régularisants que nous n’avons pas adoptés dans le cadre de cette étude.
Les deuxième et troisième catégories de méthodes peuvent être utilisées sans régularisation
des lois de contact et peuvent s’employer pour résoudre des problèmes linéaires de complémen-
tarité du type 1.1.23 que nous noterons LCP(A,v). Parmi les méthodes itératives nous pouvons
citer entre autres les méthodes de Gauss-Seidel, de Jacobi, de relaxation avec projection SORP
(voir [LPR91, RCL88]), de gradient conjugué (voir [HL99]) ou encore les méthodes de splitting.
Par exemple, dans les travaux de Moreau [MP88, Mor99, Jea99], une méthode de Gauss-Seidel
est utilisée. Elle consiste à estimer les vitesses West et les impulsions zest après contact. Puis, en
altérant un unique contact j, nous pouvons écrire :Wcorr = West+M−1Bj(zcorr,j−zest,j) tel que
Wcorr vériﬁe les lois de contact. Cette opération est répétée sur l’ensemble des points de contact.
L’arrêt peut être considéré d’après l’examen des quantités JTM−1Jλ. La convergence de l’al-
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gorithme a été prouvée seulement dans des cas particuliers (voir [JAJ98]). Un de ses avantages
est de ne pas avoir besoin de discrétiser le cône de Coulomb en un nombre ﬁni de directions.
Par contre, du fait de son procédé itératif, l’algorithme peut entraîner des pertes de symétries
suivant l’ordre dans lequel sont traités les points de contact. Un grand nombre de variantes sont
disponibles dans la littérature (voir [Bar93, LW05]). Par exemple, dans [CDR98, RCL88], les
auteurs utilisent les travaux de Aitken [Ait50] pour accélérer l’algorithme de Gauss-Seidel. Dans
[TBV12], les auteurs mettent en place un algorithme combinant plusieurs techniques comme
les méthodes de splitting (voir page 394 du livre [CPS92]) et de Gauss-Seidel. Ils obtiennent
de bons résultats de convergence mais cela est aussi dû au fait que le problème du contact est
découpé en deux problèmes indépendants : le premier visant à trouver l’impulsion normale de
contact sans friction et le deuxième visant à trouver l’impulsion tangentielle de contact à partir
de l’impulsion normale solution du 1er problème. Il est possible d’établir un algorithme itératif
entre les deux problèmes pour lier les impulsions normales et tangentielles mais la convergence
n’est pas prouvée. Dans [TA11], les auteurs utilisent des techniques de Gauss-Seidel et de Gauss-
Jacobi et évitent le problème de discrétisation du cône de Coulomb en relâchant la contrainte de
non-interpénétration. Malgré le caractère non-physique de la relaxation, les auteurs donnent des
arguments pour aﬃrmer que le comportement de contact de leur algorithme est un bon com-
portement de contact. Enﬁn, je citerai quelques autres auteurs utilisant des méthodes itératives
comme l’algorithme d’Uzawa (voir [Mau06]) ou le gradient conjugué (voir [GF02, RF06]), avec
des modèles de dynamique non régulière limités aux problèmes sans friction pour lesquelles la
matrice A du LCP(A,v) est symétrique.
Malheureusement, la matrice A du LCP(A,v) n’est plus symétrique dès que nous considérons
le contact frottant et n’est même pas une P -matrice dans certaines situations de contact. Dans ces
cas, je n’ai pas connaissance de preuve de convergence des algorithmes itératifs vus précédemment
et, de plus, dans la pratique ils peuvent ne pas converger. L’avantage de certains algorithmes
de la troisième catégorie, comme les algorithmes de Lemke (voir [Lem80]), est qu’il existe des
preuves d’existence pour des matrices A co-positives sous certaines conditions (voir [CPS92]).
Le Lemke (voir pages 267 et 283 du livre [CPS92]) est basé sur la propriété suivante : si v
est positif alors z = 0 et W (t+) = W (t−) sont solutions. Il existe plusieurs variantes de cet





















avec d un vecteur artiﬁciel, en pratique, ce vecteur est souvent composé de 1. Dans ce cas, le but
est d’obtenir une solution z˜ ≥ 0 telle que z0 = 0. Si v˜ ≥ 0, la solution est immédiate, sinon, il
existe un indice j tel que v˜j < 0. Cette technique est associée avec une technique de différencia-
tion des pivots par lexicographie (voir pages 339 du livre [CPS92]) pour obtenir des algorithmes
évitant des boucles inﬁnies dans le procédé de pivotement (voir [Mur88]). Un grand nombre d’au-
teurs a utilisé les algorithmes de Lemke pour résoudre le problème du contact avec des techniques
d’implémentation parfois différentes [Kla86, ST96, AP97, SP99, Llo05]. D’autres algorithmes de
pivots sont aussi utilisés dans la littérature. Par exemple celui de Dantzig (voir page 248 du livre
[CPS92]), prouvé converger pour des P -matrices, est utilisé dans [KB88, Bar93, Bar94].
Il existe plusieurs articles comparant les temps de calcul et les comportements de contact
obtenus après la résolution de contacts types (voir [RCL88, CDR98, SKV+12, AB08]). En par-
ticulier je citerai le travail de Raous dans la partie 3.5 du livre [WP99] qui compare les temps
de calcul pour les algorithmes de Lemke, SORP, Gauss-Seidel avec les travaux de Aitken et le
gradient conjugué dans plusieurs situations de contact. Après analyse de ces articles ou livres,
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nous pouvons aﬃrmer que l’algorithme de Lemke est souvent le plus rapide en temps de calcul,
qu’il est bien adapté pour des systèmes impliquant moins de 5000 objets et dans des conﬁgu-
rations où la matrice A est seulement co-positive. Concernant le comportement après contact,
les algorithmes de Lemke donnent de bonnes performances pour contrôler l’énergie cinétique du
système et pour garantir la symétrie du système. Néanmoins, l’algorithme de Lemke étant une
technique globale, c’est-à-dire traitant les contacts simultanément, il ne garantit pas une bonne
propagation du contact (voir Partie 2.1.4 et Partie 3.1.1).
Finalement, nous choisissons les algorithmes de Lemke pour résoudre le problème linéaire
de complémentarité du type 1.1.23. La plupart des variantes que nous utilisons proviennent
des algorithmes du code de calcul SICONOS. En pratique, ces algorithmes sont bien adaptés
pour la majorité des situations mais nécessitent encore des optimisations pour augmenter le
taux de réussite (voir Partie 2.1.4). De plus amples informations de l’état de l’art des méthodes
numériques disponibles pour le traitement des contacts pourront être trouvées dans les articles
et livres suivant [CPS92, CDR98, WP99, Bro00, Cha02, AB08, TBV12].
Les optimisations supplémentaires
Nous avons pu l’observer dans la pratique, en dépit d’un théorème d’existence de solutions et
de techniques lexicographiques pour éviter les cycles inﬁnis, la résolution du problème de contact
et en particulier, la détermination d’une solution par l’algorithme de Lemke peut échouer. Dans
mes premières tentatives j’observais autour de 80% de situations de contact résolues avec pas
plus de quelques dizaines de points de contact à traiter. Il a donc fallu mettre en place quelques
optimisations supplémentaires, que je développe dans cette partie, pour atteindre un taux de
réussite de plus de 99.9995% dans les situations réalistes de la partie 3.2 comportant parfois des
matrices A de taille supérieure à 5000⇥ 5000.
Les premières optimisations correspondent aux deux seuils présents dans les méthodes event-
driven : la distance de collision (voir Partie 2.1.3) et la tolérance sur la condition de non in-
terpénétration. La première a déjà été abordée, elle permet de réduire le nombre de points de
contact et ainsi préciser la géométrie de contact. Il est à remarquer que prendre une distance
de collision trop petite aﬁn de restreindre le traitement du contact à l’unique premier contact
dans l’ordre chronologique n’est pas conseillé. En effet, les erreurs numériques peuvent entraîner
des asymétries après contact. Imaginons un choc frontal, les points de contact déﬁnissant la sur-
face en contact doivent être traités simultanément pour ne pas créer de rotation après contact
entraînant une perte de symétrie (voir le test de Bernoulli 3.1.1). Cela peut aussi entraîner
des incohérences temporelles. Dans tous les cas la recherche du premier contact dans l’ordre
chronologique n’est pas envisageable car elle entraîne une multitude de contacts à traiter à des
temps très rapprochés, ce qui entraîne une explosion du temps de calcul. Ainsi prendre une dis-
tance de collision permettant de traiter simultanément plusieurs contacts dans un laps de temps
raisonnable par rapport à la situation sans se soucier de la cohérence temporelle à l’intérieur
de ce laps de temps est un bon compromis. Une optimisation du seuil permettra de considérer
un nombre optimal de collisions simultanément, tout en gardant une bonne cohérence temporelle.
Concernant la deuxième, la tolérance sur la condition de non interpénétration, nous rappelons
que, à l’instar du processus de raﬂe de Moreau, nous avons un ensemble de vitesses admissibles
V . Dans notre modèle, il est déterminé par :
V =
{
w 2 R3n / JTw ≥ 0 .
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Ici, il n’est pas question de relâcher la condition de Signorini en acceptant de petites interpé-
nétrations, mais de relâcher la condition d’admission pour les vitesses après contact W (t+). En
effet, dans des situations de congestion importante, le rebond est quasiment inexistant et l’en-
semble des vitesses admissibles se limite à JTW (t+) = 0. Or numériquement, vériﬁer une égalité,
peut entraîner des problèmes. Nous préférons déﬁnir un réel c < 0, dépendant de la distance de
collision η tel que |c| soit très petit devant η (par exemple 50 fois plus petit) et déﬁnir l’ensemble
des vitesses admissibles par :
Vc =
{
w 2 R3n / JTw ≥ c .
La condition de non interpénétration reste non violée justement car |c| est très petit devant η.
Néanmoins, il est possible d’imaginer une vitesse admissible w vériﬁant JTw < 0 suffisamment
longtemps pour entraîner une interpénétration, mais cela n’a pas été observé durant mes simu-
lations.
Une autre optimisation se situe au niveau du critère de réussite du traitement des contacts et,
en particulier, au niveau des tolérances associées. Je rappelle que z une solution de LCP(A,v)
vériﬁe :
z ≥ 0, Az+ v ≥ 0 et zT (Az+ v) = 0.
Nous déﬁnissons l’erreur d’un vecteur z par rapport au LCP(A,v) comme le réel :
ErrLCP =
∣∣∣X z−∣∣∣+ ∣∣∣Xw−∣∣∣+ ∣∣zT (Az+ v)∣∣ , (2.1.8)
avec z−, respectivement w−, le vecteur contenant uniquement les valeurs négatives de z, respec-
tivement de Az+ v. Je rappelle aussi que l’énergie cinétique du système après contact vériﬁe :
E(t+)
E(t−)




0 lors de la phase de compression
2W cTJελc + (ελc)T JTM−1Jελc lors de la phase de décompression
Ainsi nous pouvons introduire la déﬁnition suivante :
Définition 2.1.4.1 (critère de réussite du traitement des contacts). Soit tol1 et tol2 deux réels
strictement positifs. Nous dirons que le traitement des contacts est réussi si les trois critères
ci-dessous sont vérifiés :




 1 +BE + tol2,
(iii) W (t+) 2 Vc.
Les réels tol1 et tol2 sont appelées des tolérances. Lorsque la conﬁguration de contact est
simple, c’est-à-dire, la matrice A est une P -matrice, alors nous pouvons prendre des tolérances
très petites : par exemple tol1 = 10−11 et tol2 = 10−4. Par contre, lorsque la conﬁguration de
contact est plus complexe, c’est-à-dire, A est seulement co-positive, alors nous pouvons prendre
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des tolérances plus grandes, voire jusqu’à considérer tol1 =1. En fait, dans ce cas, nous privi-
légions le bon comportement physique : l’énergie est conservée avec une tolérance tol2  10−2
et l’interpénétration n’est pas violée en dépit d’une solution qui admet une erreur importante
pour le LCP. Ce cas reste très marginal, je l’ai observé dans moins de 0.001% des situations de
contact dans les simulations de la partie 3.2.
Une autre optimisation a été faite au niveau du choix de l’algorithme de Lemke pour résoudre
les contacts. Nous avons observé que pour une même situation de contact, chaque variante des al-
gorithmes avait un comportement différent. Certaines échouaient, d’autres réussissaient, d’autres
encore réussissaient avec une meilleure ErrLCP . De plus, pour une autre situation de contact,
celles qui avaient réussi précédemment pouvaient échouer ce coup-ci et celles qui avaient échoué
le coup d’avant pouvaient réussir sur celui-ci. Ainsi, aucune variante ne se détachait à nos yeux.
Nous avons donc choisi d’en sélectionner 3 et de les essayer les unes après les autres si la précé-
dente échouait, en plaçant en premier un algorithme utilisant la technique lexicographique qui
nous semble la plus robuste des variantes d’algorithmes de Lemke pour notre modèle. En dépit
d’un temps de calcul rallongé lorsque le contact est résolu à la 3e tentative, nous augmentons
drastiquement le taux de réussite à plus de 99.9%.
Une dernière optimisation est nécessaire aﬁn d’augmenter encore le taux de réussite. Elle est
basée sur le fait que la résolution du LCP(A,v) est très sensible aux variations des coefficients
de la matrice A. Ainsi, nous avons pu observer qu’une variation relative de l’ordre de 10−10
de seulement quelques coefficients de A pouvait entraîner la réussite de l’algorithme de Lemke.
La réussite de l’algorithme est toujours déterminée par le critère 2.1.4.1 en calculant ErrLCP à
partir de la matrice A d’origine et non à partir de la matrice contenant les coefficients modiﬁés.
Ainsi, nous avons mis en place un algorithme itératif modiﬁant aléatoirement une valeur aij de
A telle que (i, j) 2 {1, . . . , 3m}2. Ces modiﬁcations apparaissent si les 3 algorithmes de Lemke
ont échoué. Après modiﬁcation d’une ou plusieurs valeurs de A, la tentative de résolution en
essayant un à un les 3 algorithmes de Lemke est relancée. Le critère de réussite est toujours
calculé par rapport au problème d’origine, c’est-à-dire par rapport à la matrice A d’origine. Le
nombre d’itérations pour la modiﬁcation des coefficients de A et la valeur des tolérances tol1 et
tol2 sont à optimiser pour trouver un compromis entre le temps de calcul et le taux de réus-
site de la résolution des contacts. Pour donner une idée, dans une simulation réalisée dans la
partie 3.2, le modèle traite un nombre de collisions, c’est-à-dire un nombre de LCP, de l’ordre
de 100 000 000. En ajustant la valeur de tous les seuils et les tolérances cités précédemment,
nous obtenons un taux de réussite de plus de 99.9995% et un ratio temps de calcul de l’ordre
de 0.3 principalement dû au temps de résolution des LCP, c’est-à-dire que pour 7 jours simulés
il nous faudra 22 jours réels avec un code MATLAB sur un processeur d’une machine de bureau.
Maintenant, je présente une notion qui n’est pas fondamentale dans le traitement des contacts
mais qui permettra d’ouvrir la résolution à un plus large panel de comportement de collision.
Cette notion est une caractérisation des points de contact qui pourront être actifs ou non.
Définition 2.1.4.2 (point de contact actif). Soit Pj un point de contact entre deux floes Ωk
et Ωl, k < l, nous dirons que Pj est actif si Nj .V lkj (t
−) < 0. Nous notons In(t) l’ensemble des
points actifs au temps t.
Nous en avons déjà discuté, l’algorithme de Lemke traite les contacts simultanément. Cela
a l’avantage de conserver la symétrie des conﬁgurations (voir le test de Bernoulli 3.1.1), mais
cela a l’inconvénient de ne pas modéliser correctement la propagation de l’onde de choc à tra-
vers la conﬁguration de contact (voir le test du berceau de Newton 3.1.1). Aﬁn d’obtenir un
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comportement différent, nous mettons en place l’algorithme suivant. Initialement nous déﬁnis-
sons l’ensemble I0n = In(t
−) ⇢ P˜c. À chaque étape k ≥ 0, nous traitons les points de contact
appartenant à Ikn. L’algorithme se termine à l’étape r lorsque I
r
n = In(t
+) = ;. Je ne connais
aucune preuve assurant qu’un tel algorithme converge (voir [SKV+12]). Néanmoins, nous avons
la propriété suivante : si P 2 Ikn alors P /2 Ik+1n . Par contre : si P /2 Ikn alors P /2 Ik+1n , rien ne
semble pouvoir le garantir. Malgré cela, dans toutes les simulations réalisées avec le modèle et
cette notion, l’algorithme a convergé. Par contre, il a fallu parfois un grand nombre d’itérations
(jusqu’à 50 fois le nombre total de points de contact - actifs et non actifs). Pour information,
cela peut entraîner jusqu’à résoudre 50 000 LCP pour une situation de contact avec 1000 points
de contact. Même si la majorité des 50 000 LCP sont de taille inférieure à 30 ⇥ 30 et que
l’algorithme de Lemke est très rapide dans ces cas là, répéter l’opération 50 000 fois devient
très coûteux en temps de calcul. Cette notion sera donc à manipuler avec parcimonie lors des
différentes simulations.
D’autres techniques sont encore possibles aﬁn d’augmenter le taux de réussite ou la rapidité
du traitement des contacts. Parmi celles-ci, une correspond à un travail de permutations des
lignes de A aﬁn d’éviter des zéros sur la diagonale (voir [WP99]). Cette technique a été intégrée
à un algorithme de Lemke actuellement utilisé pour la résolution des LCP.
2.1.5 La détection des contacts en temps
Nous nous plaçons dans une conﬁguration sans interpénétrations des ﬂoes du système S
au temps t 2 I telle que tous les contacts éventuels apparaissant en t soient traités. Nous
avons étudié précédemment la détection des contacts en espace (voir Partie 2.1.3). Nous nous
intéressons, ici, à la recherche du pas de temps∆t > 0, tel que sur l’intervalle [t, t+∆t] le système
de ﬂoes S ne contient aucune interpénétration. Il est évident, qu’à partir d’une conﬁguration
dans laquelle la distance entre les ﬂoes est strictement positive, un tel ∆t > 0 existe. Cela
n’empêche pas, si le contact est mal résolu, que ce pas de temps puisse tendre vers zéro. Par
contre, si le contact est correctement résolu, nous montrerons que nous pouvons construire une
borne inférieure ∆tinf > 0 telle que ∆t ≥ ∆tinf . Cette borne inférieure est dépendante de la
distance de collision η et de la vitesse des ﬂoes.
Définition 2.1.5.1 (le pas de temps optimal). Soit S un système de floes non interpénétrés
au temps t. Il existe un pas de temps ∆t > 0 tel que la configuration des floes ne contient pas
d’interpénétrations sur l’intervalle de temps [t, t+∆t] et, pour tout ε > 0, contient au moins une
interpénétration sur l’intervalle de temps [t+∆t, t+∆t+ ε]. Un tel pas de temps sera appelé
pas de temps optimal et noté ∆topt. Le pas de temps optimal peut être infini.
Soit Ωi(t) et Ωj(t) deux ﬂoes non interpénétrés. Dans un premier temps, nous recherchons









interpénétrés. Dans un second temps, nous déterminerons le pas de temps ∆t en fonction du
minimum des ∆ti,j et de ∆tmax, aﬁn de conserver à la fois la condition de non interpénétration
et le critère de stabilité tout au long de la simulation. Nous séparons la recherche de ∆ti,j en
deux cas. Le 1er cas lorsque le critère de collision n’est pas vériﬁé (voir la proposition 2.1.7) en
t, le 2e cas lorsque le critère de collision est vériﬁé en t.
Dans le 1er cas, la distance entre les ﬂoes est déterminée par :
δi,j(t) = d (C0,i(t), C0,j(t)) + κi + κj − (R0,i +R0,j) ,
et nous avons : d (Ωi(t),Ωj(t)) ≥ δi,j(t) > ζ. D’après la ﬁgure 2.11, une interpénétration est
possible en t˜ 2 [t, t+∆ti,j ] seulement si δi,j
(
t˜










Figure 2.19 – Le signe de la vitesse relative projetée sur l’axe joignant les deux centres C0,i(t)
et C0,j(t) permet de déduire si les ﬂoes se rapprochent ou non.
le parcours des centres des disques de niveau 0 sur [t, t+∆ti,j ]. À partir du schéma d’Euler
explicite, le parcours est déterminé par la vitesse des centres de masse en t et le pas de temps
∆ti,j . En étudiant la vitesse relative G˙i − G˙j projetée sur l’axe joignant les deux centres des
disques de niveau 0, nous pouvons décider si les ﬂoes se rapprochent ou non (voir Figure 2.19).




< 0, nous pouvons déterminer un pas
de temps ∆ti,j :






















)) ≥ tol3 pour tout t˜ 2 [t, t+∆ti,j ]. La tolérance
tol3 pourra être ajustée aﬁn d’optimiser le pas de temps ∆ti,j .
Dans le 2e cas, lorsque le critère de collision est vériﬁé, Il nous faut prêter attention à la fois
au mouvement de rotation et aux conﬁgurations dans lesquelles δi,j > d (Ωi,Ωj) (voir Partie
2.1.3). Ce type de conﬁgurations est possible lorsque que δi,j > min (ηi, ηj). Dans ce cas, nous
ne déterminerons plus le pas de temps en fonction de δi,j mais en fonction de min (ηi, ηj) pour
nous assurer la non interpénétration. Dans le cas :
d (C0,i(t), C0,j(t)) + κi + κj − (R0,i +R0,j)  0 interpénétration possible,
le mouvement de translation du ﬂoe ne suﬃt plus, il faut aussi étudier le mouvement de rotation.
En effet, de part la géométrie non forcément convexe et de son mouvement de rotation, tout
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point du ﬂoe peut éventuellement entraîner une interpénétration au temps suivant. Soit Ω un ﬂoe
de centre de masse G, de vitesse angulaire θ˙ et dont le disque de niveau 0, D0 est représenté par
son centre C0, son rayon R0 et le réel strictement positif κ (voir Partie 2.1.3). Le problème de
la localisation d’un point pouvant entraîner une interpénétration est compliqué et il semble qu’il
faille étudier le mouvement de chaque point du maillage du bord E de Ω. L’étude peut devenir
très coûteuse en temps de calcul dès que le maillage est ﬁn. Aﬁn de réduire ce temps de calcul,
nous pouvons nous intéresser seulement à la distance parcourue par un tel point et la comparer
avec la distance entre les ﬂoes. Cela nous oblige encore à traiter tous les points du maillage
du bord du ﬂoe, donc à récupérer les positions de ces points. Cette opération peut se révéler
plus coûteuse en temps que de créer un ensemble de points dont le mouvement approchera le
mouvement des points de E. Dans cette idée, nous construisons une ceinture de points autour
du centre de masse G, assez éloignés pour assurer que la distance parcourue par un tel point est
plus grande que la distance parcourue par un point de E. Cette ceinture B est représentée par
le cercle de centre G et de rayon RB = kGC0k+R0 − κ.
Proposition 2.1.3. Pour tout point P 2 Ω, il existe Q 2 B tel que
∥∥∥P˙∥∥∥  ∥∥∥Q˙∥∥∥.
Démonstration. Soit P 2 Ω,
∥∥∥P˙∥∥∥  ∥∥∥G˙∥∥∥ + ∥∥∥PG ^ θ˙∥∥∥. Prenons Q 2 B tel que QG ^ θ˙
soit colinéaire à G˙ et de même sens. Alors
∥∥∥Q˙∥∥∥ = ∥∥∥G˙+QG ^ θ˙∥∥∥ = ∥∥∥G˙∥∥∥ + ∥∥∥QG ^ θ˙∥∥∥. Or∥∥∥QG ^ θ˙∥∥∥ = ∣∣∣θ˙∣∣∣ kQGk, kQGk = kGC0k + R0 − κ et kPGk  kGC0k + R0 − κ. Donc
kQGk ≥ kPGk et donc,
∥∥∥Q˙∥∥∥ ≥ ∥∥∥P˙∥∥∥.
Or, en considérant un schéma explicite, nous avons directement la distance parcourue par
un point P durant un temps unitaire d’1 s avec
∥∥∥P˙∥∥∥. Ainsi, la distance parcourue par un point
Pi 2 Ωi relativement à Ωj durant un temps unitaire, est donnée par :∥∥∥P˙ iji (t)∥∥∥ = ∥∥∥G˙i(t) +PiGi ^ θ˙i(t)− G˙j(t)−PiGj ^ θ˙j(t)∥∥∥
=
∥∥∥G˙i(t)− G˙j(t) + hθ˙i(t) (PiGi −PiGj) + ⇣θ˙i(t)− θ˙j(t)⌘PiGji ^ k∥∥∥
=
∥∥∥G˙i(t)− G˙j(t) + θ˙i(t)GiGj? + ⇣θ˙i(t)− θ˙j(t)⌘GjPi?∥∥∥ ,
avec k = (0, 0, 1)T et l’exposant ? indiquant l’orthogonal dans le sens direct. À partir de cette
égalité, nous remarquons que la vitesse relative ne dépend pas du choix du point P dès que
les vitesses angulaires sont identiques. De plus, nous pouvons établir un majorant Γ(t) pour la
distance parcourue par un point de Ωi(t) relativement à Ωj(t) et pour la distance parcourue par
un point de Ωj(t) relativement à Ωi(t) :
Γ(t) = max
⇣∥∥∥Q˙iji (t)∥∥∥ , ∥∥∥Q˙jij (t)∥∥∥⌘,












colinéaire à, et de même sens que G˙j(t)−G˙i(t)+θ˙jGj(t)Gi(t)? (voir Figure 2.20). À partir de ce
majorant, nous pouvons construire un pas de temps ∆ti,j > 0 assurant la non interpénétration
entre Ωi et Ωj sur [t, t+∆ti,j ] :
∆ti,j =

















































? colinéaire à, et de même sens
que G˙i − G˙j + θ˙iGiGj?.
avec tol3 < min (ηi, ηj).
Pour un couple de ﬂoes (Ωi,Ωj) appartenant au système S non interpénétrés en t, nous
venons de construire un pas de temps ∆ti,j qui vériﬁe pour chaque situation, c’est-à-dire, que le
critère de collision soit vériﬁé ou non,
∆ti,j > 0 et Ωi et Ωj ne s’interpénètrent pas sur [t, t+∆ti,j ] .
Cependant, aux vues de mes premières simulations, j’ai remarqué que dans la situation où
le critère de collision est vériﬁé mais que les ﬂoes ne sont pas en contact, ∆ti,j est petit devant
∆topt. Cela s’explique car le majorant Γ(t) construit est grossier et surtout car min (ηi, ηj) ne
reﬂète pas correctement la distance entre les ﬂoes et est souvent bien plus petit. Le pas de temps
ainsi généré se retrouve donc petit par rapport à ∆topt et la simulation se voit alors ralentie.
Nous allons étudier deux optimisations mises en place dans le code aﬁn de calculer un ∆ti,j plus
proche de ∆topt. Nous verrons que ces optimisations se font au prix de la perte de la garantie
de la non interpénétration. Cependant, dans les simulations de la partie 3.2, j’ai pu ajuster ces
optimisations aﬁn de garder un nombre d’interpénétrations de l’ordre de une pour 1 000 000 de
pas de temps, ce qui représente moins d’une interpénétration dans une simulation d’une durée
d’une semaine. Lorsqu’une interpénétration est avérée, j’ai mis en place, dans le code, la pos-
sibilité de revenir à la dynamique liée au pas de temps précédent et d’avancer en prenant ∆t
calculé à partir des ∆ti,j qui assurent la non interpénétration. Cela implique d’effectuer un test
pour déterminer s’il y a interpénétration. Aﬁn de ne pas être trop coûteux en temps de calcul,








































Figure 2.21 – Construction du cercle Bi et de l’ensemble B˜i pour un ﬂoe Ωi. Les croix rouges
représentent la position des points de B˜i. Sur cette ﬁgure, l’ensemble B˜i contient 19 directions
différentes.
maillée du ﬂoe). Ce test ne garantit pas de trouver toutes les interpénétrations possibles car il
se limite à tester les points de contact. Néanmoins, aucune interpénétration engendrée par un
point non point de contact n’a été rencontrée pour l’instant.
La première optimisation se concentre sur la borne Γ. Aﬁn de calculer une valeur approchée
de Γ, nous allons discrétiser les ensembles Bi et Bj , c’est-à-dire nous allons considérer un en-
semble ﬁni de points B˜i, respectivement B˜j, appartenant à Bi respectivement Bj . Le nombre
de ces tels points est à ajuster pour optimiser la valeur approchée de Γ et le risque d’interpé-
nétrations. En effet, dès que nous discrétisons le cercle Bi (voir Figure 2.21), nous ne prenons
plus en compte toutes les directions et donc pas forcément la direction correspondant à celle de
G˙i(t) − G˙j(t) + θ˙iGi(t)Gj(t)?. Ainsi nous ne pouvons plus garantir un majorant à la distance
parcourue.
La valeur approchée de Γ est donnée après calcul, pour chaque point de B˜i, respectivement B˜j,
de leur vitesse relative, en prenant le maximum.
La deuxième optimisation se concentre sur la distance entre les ﬂoes dans le cas où le critère
de collision est vériﬁé. Au lieu de prendre min (ηi, ηj) comme distance entre les ﬂoes, qui est un
minorant trop grossier, nous prenons δi,j (voir la détermination dans l’algorithme 1), excepté
lorsqu’il y a collision entre les ﬂoes. Dans ce cas, nous considérons que la collision est résolue
correctement, ainsi les points de contact sont assurés avoir un mouvement n’entraînant pas d’in-
terpénétrations, les points pouvant entraîner une interpénétration se situent donc à une distance
plus grande que ζ, nous pouvons donc prendre ζ comme distance entre les ﬂoes.
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La détermination du pas de temps∆ti,j en fonction de la conﬁguration dans laquelle se trouve
les ﬂoes Ωi et Ωj est récapitulée dans l’algorithme 2. Aﬁn que tout au long de la simulation,
le critère de stabilité soit vériﬁé, nous comparons toujours le minimum des ∆ti,j fournis par










En considérant que la vitesse maximale atteinte par un point du ﬂoe est donnée par maxKt
pour t 2 I, avec Kt = |NaUa(t) +Uw(t)|, et en considérant que la plus petite distance entre
deux points entraînant une interpénétration est donnée par le minimum des distances de collision











tel que, pour tout couple (Ωi,Ωj) de ﬂoes de S, ∆ti,j ≥ ∆tinf . Si nous supposons que tout au
long de la simulation, le critère de stabilité est vériﬁé pour ∆tmax ≥ ∆tinf et que les collisions
sont correctement résolues, alors nous avons bien ∆t ≥ ∆tinf > 0. Pour information, lors des
simulations de la partie 3.2, la vitesse des ﬂoes est majorée par 0.3 m/s et le minimum des
distances de collision est 0.02 m. Ainsi le ∆tinf = 1/3 ⇥ 10−1 s. Un tel petit pas de temps
ne sera jamais observé lors de mes simulations. Cela s’explique par deux raisons : la première,
les ﬂoes soumis au courant marin et au vent ne peuvent pas atteindre des vitesses relatives
si grandes, et, la deuxième, le coeﬃcient de restitution est pris généralement très inférieur à
1, ce qui réduit les vitesses des ﬂoes après contact. De plus, après une première phase lors de
laquelle les ﬂoes se rapprochent et leur vitesse relative augmente entraînant une diminution du
pas de temps de la simulation, une deuxième phase apparaît, due à la gestion des contacts et
du coeﬃcient de restitution strictement inférieur à 1, lors de laquelle les ﬂoes ne se rapprochent
plus et leur vitesse relative diminue entraînant ainsi une augmentation du pas de temps de la
simulation.
2.1.6 Les conditions aux bords
Dans cette section, je donnerai quelques points de comparaison entre des résultats de simu-
lations à partir du modèle avec les conditions périodiques aux bords et avec les conditions libres
aux bords. Je donnerai aussi quelques détails sur l’implémentation et les modiﬁcations du code
pour prendre en compte de telles conditions aux bords. Pour comparer, j’ai étudié plusieurs
résultats de deux simulations identiques par rapport à la conﬁguration initiale, aux différents
coefficients et tolérances, et à l’environnement utilisés, ne différant que sur les conditions aux
bords. L’une avec des conditions libres et l’autre avec des conditions périodiques. Les pourcen-
tages indiqués ci-après sont le résultat d’une moyenne arithmétique sur tous les résultats analysés.
Pour faciliter le traitement, les ﬂoes sont numérotés en fonction du numéro du ﬂoe de ré-
férence Nref , du numéro i de la cellule à laquelle ils appartiennent et du nombre de ﬂoes de
référence n qu’il correspond à un obstacle ou non :
N = Nref + i⇥ n. (2.1.10)
Les cellules sont numérotées de 0 à 9 comme indiqué sur la ﬁgure 1.7.
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Algorithme 2 : Détermination du pas de temps ∆ti,j .
Données : Ωi(t) et Ωj(t) non interpénétrés, G˙i(t), G˙j(t), θ˙i(t), θ˙j(t), D0,i, D0,j , B˜i, B˜j
et dzone
Résultat : Construction de ∆ti,j
début
si dzone  κi + κj − ζ alors





La condition de non interpénétration est assurée;
sinon
Construction de la valeur approchée de Γ(t) en fonction du mouvement relatif des
points de B˜i et de B˜j . Cette valeur est notée Γ˜(t).;










La condition de non interpénétration n’est plus assurée;
Aﬁn de prendre en compte les ﬂoes images lors de la gestion des distances nous utilisons
la position et les vitesses du ﬂoe de référence correspondant. Une translation est simplement
appliquée par rapport à la position du ﬂoe de référence pour obtenir la position d’un ﬂoe image.
La translation utilisée est celle qui permet de passer de la cellule de référence à la cellule conte-
nant le ﬂoe image. Dans le cas de conditions libres aux bords, le nombre de calculs de distance
correspond au nombre de couples de ﬂoes différents, ce qui correspond à n(n − 1)/2 couples.
Dans le cas de conditions périodiques aux bords, nous nous intéressons aux couples de ﬂoes de
référence différente aussi, mais nous étendons les calculs seulement aux couples de ﬂoes composés
d’un ﬂoe de référence et d’un ﬂoe image, dont la référence est différente, appartenant à la ZIR.
Un couple de ﬂoes images et un couple composé d’un ﬂoe de référence et de son image ne seront
jamais étudiés. Le nombre de ﬂoes et le nombre de calculs de distance sont ainsi multipliés par
5 par rapport à la version avec des conditions libres aux bords. Heureusement, la plupart de ces
calculs supplémentaires sont de simples calculs de distance entre les disques de niveau 0 des ﬂoes
qui correspondent à la 1re phase de la détection des contacts en espace (voir Partie 2.1.3) et,
dans le cas de conditions libres aux bords, la part du temps de calcul inhérente à cette 1re phase
par rapport à la détection en espace complète (voir l’algorithme 1) est d’environ 3%. Lors de la
2e phase, c’est-à-dire, lorsque le critère de collision est vériﬁé, le nombre de couples de ﬂoes n’est
plus augmenté que d’environ 15% pour des conditions périodiques par rapport aux conditions
libres. Ainsi, globalement, le temps de calcul de l’étape de détection des contacts en espace est
augmenté d’environ 18%.
L’étape suivante, une fois les conﬁgurations de collision détectées, est de constituer les listes
de ﬂoes en contact. Pour des conditions libres aux bords, cette étape ne pose pas de problème
particulier, par contre ce n’est plus le cas lorsque les conditions sont périodiques. En effet, étu-
dier les contacts uniquement sur la ZIR permet de réduire les coûts de calcul mais peut séparer
les conﬁgurations de contact (voir Figure 2.22). Sur la ﬁgure 2.22, nous pouvons observer que
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la collision entre les ﬂoes numérotés 2117 et 82 n’est pas prise en compte car 2117 n’est pas
dans la ZIR. Par contre la collision est équivalente à celle entre les ﬂoes 17 et 782 qui est, elle,
bien prise en compte car les ﬂoes 2117 et 782 sont bien les images des ﬂoes 17 et 82. Ainsi,
nous avons besoin de modiﬁer l’algorithme permettant de créer les listes de ﬂoes en contact en
réunissant dans une même liste les ﬂoes dont le numéro modulo n est identique. Celui-ci pourra
prendre jusqu’à 8 fois plus de temps que dans le cas de conditions libres. Heureusement le temps
de calcul de cet algorithme reste quasiment négligeable par rapport aux temps de calcul de la











Figure 2.22 – Exemple d’une partie des conﬁgurations de contact entre des ﬂoes références
et des ﬂoes images. Les numéros sont déterminés suivant l’équation (2.1.10) pour 350 ﬂoes de
référence.
Concernant la gestion des contacts, nous avons vu précédemment que la ZIR contient toutes
les conﬁgurations de contact. Ainsi la gestion de la distance dans cette zone nous permet de
déterminer toutes les données géométriques du contact aﬁn de le traiter, c’est-à-dire les axes des
repères de contact et les vecteurs reliant les points de contact aux centres de masse des ﬂoes.
De plus, nous avons remarqué précédemment que la gestion du contact dépend seulement de la
position relative des ﬂoes les uns par rapport aux autres et non de la position des ﬂoes dans
un repère (voir Partie 1.1.3). Ainsi nous pouvons appliquer aux ﬂoes de référence des forces de
contact provenant d’un contact déterminé sur un ﬂoe image correspondant. Par exemple, sur la
ﬁgure 2.22 qui montre une partie d’une conﬁguration avec 350 ﬂoes de référence, nous pouvons
observer deux groupes de contact : le groupe des ﬂoes numéros {82, 112, 1442, 2117} et celui des
ﬂoes numéros {17, 782} où 782, 1442 et 2117 sont, respectivement, des images des références 82,
42 et 17. Ainsi la collision entre 17 et 782 est identique à la collision entre 2117 et 82, c’est-à-dire
les données géométriques du contact entre 17 et 782 sont identiques aux données géométriques
du contact entre 2117 et 82.
En conclusion, il suﬃt d’associer, pour chaque ﬂoe de référence, les données du contact provenant
des interactions entre lui-même et ses voisins dans la ZIR et les interactions entre ses images
et des voisins dans la cellule de référence. Cela fait, la suite de la résolution du contact reste
identique à celle avec les conditions libres.
Toutes les contraintes du contact (même celles avec des ﬂoes images) étant appliquées aux ﬂoes
de référence, la condition de non-interpénétration et la périodicité sont conservées. En ajoutant
les conditions périodiques aux bords, nous augmentons d’environ 13% le nombre de ﬂoes en
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collision et à peu près d’autant le nombre de points de contact. Cependant, cette augmenta-
tion peut s’avérer très coûteuse en temps de calcul (jusqu’à multiplier par 3 le temps calcul de
la résolution du contact !). Cela peut s’expliquer par le fait que les conﬁgurations de contact,
c’est-à-dire les assemblages de ﬂoes en contact, dans le cas de conditions périodiques, sont moins
nombreuses (de l’ordre de 2 fois moins) mais comportent un plus grand nombre de ﬂoes (plus
de 2 fois plus) que pour des conditions libres. Du coup les LCP à résoudre contiennent jusqu’à
1 500 points de contact et le temps de résolution peut alors devenir beaucoup plus long qu’avec
seulement 2 fois moins de points de contact (dans le cas de conditions libres).
Le calcul du pas de temps, c’est-à-dire la phase de détection des contacts en temps, se trouve
lui aussi affecté par ce changement de conditions aux bords. Les modiﬁcations apportées sont
similaires à celles apportées pour la phase de détection des contacts en espace. En effet, le calcul
du pas de temps de la simulation implique le calcul d’un pas de temps pour chaque couple de
ﬂoes différents (voir Partie 2.1.5). Le nombre de couples à considérer est aussi multiplié par
5 pour le calcul du pas de temps lorsque les ﬂoes sont dans une conﬁguration où le critère de
collision n’est pas vériﬁé et le temps de calcul est aussi augmenté de 15% lorsque ce critère est
vériﬁé. Ainsi, globalement, le temps de calcul de la routine est augmenté d’environ 10%.
Au ﬁnal, il est difficile de donner la différence de temps de calcul total pour une même
simulation entre des conditions aux bords libres et périodiques à cause de la variabilité du temps
de résolution des LCP. Sur l’ensemble des résultats analysés, j’ai observé une augmentation de






















Figure 2.23 – Le ﬂoe Ω maillé avec les forces extérieures F appliquées aux points de quadrature
u de chaque élément ﬁni triangulaire.
2.2 La gestion de l’environnement
Nous avons vu précédemment les méthodes numériques pour intégrer la dynamique régulière
dont, concernant la gestion de l’environnement, la méthode de quadrature de Gauss-Legendre et
le schéma d’Euler explicite. Nous présenterons ici les équations des moments réécrites en tenant
compte de la discrétisation en espace et de la discrétisation en temps. Enﬁn, nous présenterons
l’interpolation choisie pour déterminer un vecteur vitesse des forces extérieures en un point de
quadrature en fonction des valeurs connues par les données météorologiques.
2.2.1 Les forces extérieures
Soit un maillage d’un ﬂoe Ω construit à partir d’une méthode de Gauss-Legendre à trois
points de quadrature, contenant ne > 0 éléments ﬁnis triangulaires tels que pour tout i 2
{1, . . . , ne}, Ti est l’application reliant la maille de référence à l’élément ﬁni wi,réel avec |JTi | sa
jacobienne et ωi,j , respectivement ui,j = Ti(uj), est le je poids, respectivement le je point de
quadrature, de l’élément wi,réel. Les forces extérieures se retrouvent appliquées aux trois points
de quadrature de chaque élément ﬁni du maillage du ﬂoe Ω (voir Figure 2.23).
2.2.2 Les forces de traînée
Pour le passage du temps t 2 I au temps t +∆t 2 I, après discrétisation spatiale des ﬂoes
et discrétisation temporelle, l’intégration de la dynamique régulière pour un ﬂoe Ωk, s’exprime
à partir des équations (1.2.1) comme :8>>>>>>>><
>>>>>>>>:










τa(t) + τw (t, ui,j)
⌘35









τa(t) + τw(t, ui,j)
⌘35
La vitesse du vent Ua à l’interface entre l’océan et l’atmosphère est directement fournie par
les modèles météorologiques tandis que la vitesse du courant Uw à l’interface entre l’océan et








Figure 2.24 – Exemple d’interpolation linéaire entre deux vecteurs u1 et u2 en prenant le
chemin le plus court entre les angles θ1 et θ2.
de la vitesse issue du modèle de couplage et de la vitesse fournie par les modèles météorologiques.
Ces vitesses sont évaluées en certains points de l’espace et du temps qui ne correspondent pas
forcément aux points de quadrature et aux temps d’évolution de la dynamique des ﬂoes. Nous
avons donc besoin de déterminer le vecteur vitesse en espace et en temps désiré en fonction de
ceux donnés. Pour cela, nous utiliserons une interpolation linéaire sur la direction et la norme
des vecteurs (voir Figure 2.24). Nous écrivons les vecteurs vitesses en coordonnées polaires (r, θ)
avec les angles exprimés en radians. Soit u1 = (r1, θ1) et u2 = (r2, θ2) deux valeurs du champ
de vitesse V(t, x) donné, telles qu’il existe deux temps (t1, t2) 2 R+, t1 6= t2 et deux points
(x1, x2) 2 R4, x1 6= x2 tels que
u1 = V(t1, x1) et u2 = V(t2, x1)
ou u1 = V(t1, x1) et u2 = V(t1, x2).
Nous cherchons à déterminer la valeur du vecteur vitesse v = (r, θ) au temps t et au point x telle
que pour λ 2 [0, 1], soit t = λt2 + (1− λ)t1, soit x = λx2 + (1− λ)x1. L’interpolation ne se fera
jamais à la fois en espace et en temps, en premier, le champ de vecteur sera discrétisé en temps
puis pour chaque temps t donné, le champ sera discrétisé en espace. Le calcul est similaire dans
les deux cas :




0 si |θ2 − θ1|  pi
−2pi si θ2 − θ1 ≥ pi
2pi si θ2 − θ1  −pi
le coeﬃcient α est nécessaire pour s’assurer que l’évolution de l’angle θ suit bien le plus petit
chemin entre θ1 et θ2 (voir Figure 2.24).
2.2.3 Le couplage océan/glace
Concernant la vitesse de la couche limite océanique, nous appliquons le modèle de couplage
après avoir mises à jour les vitesses des ﬂoes. Ainsi, pour le passage du temps t 2 I au temps
t+∆t 2 I, après discrétisation spatiale des ﬂoes et discrétisation temporelle, l’équation (1.2.4)
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s’exprime comme :






























L’équation ci-dessus, vériﬁée par Uw, est valable sur une zone de l’océan, d’aire Aw, dans la-
quelle les vitesses de surface du courant et du vent sont invariantes en espace. La valeur de Uw
en t + ∆t est exprimée en fonction de la vitesse des points de quadrature des ﬂoes en t + ∆t,
u˙i,j (t+∆t), de la vitesse du vent à l’interface entre l’océan et l’atmosphère au temps précédent
t, Ua(t), de la vitesse du courant issue du modèle de couplage au temps t, Uw(t) et de la vitesse
du courant de surface à basse fréquence, fournie par les modèles météorologiques.
L’accélération du courant océanique à basse fréquence, aw,data, est construite à partir des
données de la vitesse du courant de surface fournies par les modèles météorologiques Uw,data
échantillonnées aux temps et points désirés par l’interpolation linéaire décrite précédemment,




, t 2 [0, T [
aw,data(T ) = 0
Ainsi, la vitesse du courant océanique de surface Uw, utilisée pour écrire la force de traînée
correspondante, est donnée par :⇢
Uw(0) = Uw,data(0)
Uw(t+∆t) vériﬁe l’équation (2.2.1)
98
2.3 La génération des packs
Dans la partie 1.3, nous avons étudié les critères déﬁnissant une conﬁguration initiale réa-
liste de ﬂoes. Parmi ces critères, nous avons évoqué les géométries de ﬂoes, caractérisées par la
rotondité, et la distribution des tailles de ﬂoes, caractérisée par la dimension fractale. Aﬁn de
respecter ces distributions de tailles et de géométries, nous avons eu la possibilité de récupérer
le contour des ﬂoes à partir d’une analyse d’images aériennes telles que celle présentée dans la
ﬁgure 2.25. Néanmoins ce procédé comporte deux principaux inconvénients. Le premier est lié
à la qualité de l’image utilisée. En effet, pour récupérer le contour, il faut un contraste suffisant
entre l’océan et la glace. De plus, il faut une précision suffisante pour différencier des ﬂoes en
collision et ne pas confondre avec simplement un ﬂoe fracturé. Dans ces conditions, il arrive
régulièrement de devoir reprendre à la main l’image aﬁn d’en détailler les contours souhaités.
Le deuxième concerne la masse de données. L’obtention d’images aériennes n’est pas aisée et
leur nombre n’est pas suffisamment grand pour couvrir un large panel de conﬁgurations initiales
possibles. En conclusion, la création de conﬁgurations initiales à partir d’analyse d’images n’est
pas facile à automatiser et restreint notre champ d’applications.
Nous avons donc opté pour un générateur de packs de ﬂoes. En fait, nous utilisons quand
même les images aériennes, mais au lieu de construire directement toute une conﬁguration, nous
les utilisons pour créer une bibliothèque de géométries (voir Partie 2.3.1). Le générateur pioche
aléatoirement des géométries dans cette bibliothèque et les placera dans une zone pré-requise
aﬁn d’obtenir la concentration et la distribution des tailles désirées, donnant ainsi un choix quasi
illimité de conﬁgurations initiales.
2.3.1 L’algorithme de génération
À l’heure actuelle, notre bibliothèque contient une centaine de géométries différentes prove-
nant de l’analyse de plusieurs images aériennes du canal Roberson au nord ouest du Groenland
(Latitude 81◦)(voir Figure 2.25). Le contraste est important ce qui permet de facilement séparer
les glaces. Nous n’avons pas eu accès à l’information de l’échelle spatiale des photos. Nous avons
donc établi nous-mêmes une échelle. Après une première analyse, manuellement, nous avons
conservé les contours dont l’aire à l’intérieur est entre 4 m2 et 60 000 m2 et, parmi ceux-là, nous
avons éliminé ceux dont la rotondité est supérieure à 1.5. Enﬁn, parmi les contours restants,
nous éliminerons ceux jugés trop irréalistes, c’est-à-dire, ceux jugés pas assez convexes (voir
Figure 2.26). En effet, malgré une valeur maximale ﬁxée à 1.5 pour la rotondité, il peut encore
exister des géométries que nous jugerons non réalistes. Le caractère pas assez convexe, n’a pas
été quantiﬁé lors de cette thèse et reste pour l’instant à l’appréciation de l’utilisateur.
Les contours conservés sont caractérisés par un nombre de points en accord avec la discréti-
sation spatiale du ﬂoe soit autour de 25 (voir Partie 2.1.1). De plus, nous associons à chacun de
ces contours le plus petit cercle contenant tous leurs points caractéristiques. Nous conservons le
centre et le rayon de ce cercle pour aider au placement dans une future conﬁguration. Ce cercle
est différent de celui du disque de niveau 0 construit pour l’algorithme de volumes englobants
(voir Partie 2.1.3). Il ne servira plus, une fois la conﬁguration initiale construite.
Étudions plus en détail l’algorithme du générateur de packs de ﬂoes. Il est construit pour être
capable de créer une conﬁguration initiale de ﬂoes dans une zone carrée à partir des paramètres
suivants :







Figure 2.25 – Conﬁguration créée à partir d’une analyse d’une image du canal Roberson (nord
ouest du Groenland).
floe juge´ irre´aliste
de rotondite´ infe´rieure a` 1.5
floe de forme elliptique
de rotondite´ supe´rieure a` 1.5
Figure 2.26 – Exemple de contours non conservés pour la bibliothèque de ﬂoes.
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2. la dimension fractale,
3. la concentration,
4. la taille maximale,
5. la taille minimale,
6. le nombre de ﬂoes,
sachant que contrôler tous ces paramètres à la fois n’est pas possible. En effet, ils sont liés les uns
aux autres. Par exemple, en donnant une taille minimale, une taille maximale et une dimension
fractale nous pouvons calculer le nombre total de ﬂoes (voir l’équation (1.3.1)), et donc l’aire
couverte par ces ﬂoes ainsi que la concentration. Dans la pratique, l’utilisateur devra faire at-
tention à la cohérence des valeurs des paramètres aﬁn que l’algorithme converge. Pour l’instant,
le générateur fonctionne seulement pour une zone carrée. La concentration est calculée comme
le rapport de la somme de l’aire des ﬂoes sur l’aire totale de la zone. La taille maximale ne peut
être supérieure à la longueur de la zone aﬁn d’éviter la collision d’un ﬂoe avec lui-même dans
le cas de conditions périodiques aux bords. La variété des conﬁgurations est obtenue en jouant
sur ces 6 paramètres d’entrée. Le but est de construire un ensemble de ﬂoes non interpénétrés,
inclus dans la zone carrée et dont la distribution des tailles suit une loi puissance.
L’algorithme de génération de packs de ﬂoes se décompose en quatre étapes (voir Figure
2.28) :
Étape 1 : tirage de disques de centre C et de diamètre d contenus dans un carré unité,
Étape 2 : tirage de géométries de ﬂoes associées à chaque disque de l’étape précédente, parmi
les géométries de la bibliothèque,
Étape 3 : ajustement de la concentration de la conﬁguration établie à l’étape précédente,
Étape 4 : agrandissement de la conﬁguration établie à l’étape précédente à la zone carrée
donnée en conservant la concentration.
La 1re étape consiste à calculer les tailles d entre smin et smax, en fonction de la dimension





ln (i) + ln (smax)
◆
.
Si nous trions la liste des ﬂoes de celui ayant la plus grande aire à celui ayant la plus petite, alors
i 2 {1, . . . , n} est l’indice du ﬂoe. Ainsi, nous avons bien : d = smax pour i = 1, d = smin pour
i = n et la probabilité cumulée des ﬂoes de taille supérieure à smin, suit une loi puissance s
−α
min.
Ensuite, les disques de diamètre d sont placés, dans l’ordre du plus grand au plus petit, dans un
carré unitaire tels que les disques soient inclus dans le carré et qu’ils ne s’interpénètrent pas. Il
est possible que le placement d’un tel disque ne remplisse pas ces conditions, dans ce cas, nous
le remplaçons par un disque de rayon le maximum possible. Le critère d’arrêt à cette étape est
vériﬁé dès qu’une de ces trois conditions est satisfaite :
1. le diamètre maximal possible pour le placement est inférieur à la taille minimale,
2. le nombre de disques construits dépasse le nombre désiré de ﬂoes,
3. la concentration des disques dépasse la concentration désirée plus une certaine tolérance.
Une fois la conﬁguration des disques établie, la 2e étape consiste à tirer aléatoirement une
géométrie de ﬂoe parmi celles contenues dans la bibliothèque pour chacun des disques. Une ho-
mothétie et une translation sont appliquées aux points déﬁnissant le contour aﬁn qu’il prenne le
maximum de place dans le disque associé. Ce sont les mêmes applications que celles permettant
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Figure 2.27 – Champs de vecteurs du forçage aﬁn d’augmenter ou de diminuer la concentration
des ﬂoes.
de passer du cercle associé au contour, au bord du disque construit à l’étape 1.
Une fois les géométries de ﬂoes placées dans chacun des disques de la conﬁguration, l’étape
3 consiste à ajuster la concentration en appliquant un forçage dirigé vers le centre du carré
unité si la concentration désirée est plus grande que la concentration des ﬂoes à la ﬁn de la 2e
étape, ou dirigé vers l’extérieur du carré unité sinon. Aﬁn de faciliter le placement des ﬂoes, les
coeﬃcients de restitution et de friction sont ﬁxés à zéro (voir Figure 2.27). L’arrêt de cette étape
est programmé lorsque la concentration de la conﬁguration atteint la concentration désirée à une
tolérance près. La progression se fait de manière empirique et avec la possibilité de changer de
forçage suivant le signe de la différence des concentrations. Avec un tel algorithme nous pouvons































Figure 2.28 – Les 4 étapes de l’algorithme de génération de packs de ﬂoes. Les paramètres
sont : le nombre de ﬂoes égal à 160, la dimension fractale égale à 1.5, la concentration égale à
70%, la taille maximale égale à 250 m et une zone de 400⇥ 400 m2.
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Chapitre 3
Validations et Exploitations du Modèle
Dans les deux chapitres précédents, nous avons vu en détail tous les aspects théoriques et
numériques de notre modèle de la dynamique des glaces de mer. Nous avons déjà discuté de
certaines propriétés du modèle dues aux choix théoriques et numériques, comme la géométrie
non circulaire des ﬂoes, le couplage entre l’océan et la glace ou encore le traitement des contacts,
qui justiﬁent la cohérence du comportement simulé, réaliste, des glaces en comparaison du com-
portement observé dans la réalité de la zone marginale. Dans ce chapitre, nous nous intéresserons
plus précisément aux tests et aux expérimentations mis en place pour valider cette cohérence
des comportements simulés par rapport aux comportements observés. Le modèle traitant des
collisions inélastiques avec friction entre des ﬂoes rigides, nous nous intéresserons aussi aux tests
et aux expérimentations mis en place pour valider la cohérence des comportements après contact
simulés par rapport aux comportements après contact observés ou théoriques. Ces premiers tests
et expérimentations sont basés sur des scénarios de dérive et de collision simples aﬁn de se fo-
caliser sur un comportement unique dans un premier temps. Ensuite, d’autres scénarios plus
complexes, mêlant des collisions, des dérives et des zones d’embouteillages, ont été simulés aﬁn
d’obtenir des trajectoires et des comportements de glace plus complexes et proches du réel. Les
trajectoires des ﬂoes seront souvent un outil de comparaison. Dans la suite de ce chapitre, la
trajectoire d’un ﬂoe correspond à la position de son centre de masse au cours du temps.
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3.1 Les validations
Plusieurs types de validations sont présentés ici. D’abord, nous effectuerons des tests basés
sur des scénarios simples pour les collisions. Pour ce type de scénarios, le comportement théo-
rique après contact est bien connu. Aﬁn de valider notre modèle dans ce cas, nous comparerons
les comportements simulés par rapport aux comportements attendus pour ces chocs simples.
Ensuite, nous effectuerons des tests basés sur des scénarios simples de dérive de glace sans colli-
sions. Pour ce type de scénarios, le comportement attendu sera déduit de plusieurs observations
faites en zones marginales des glaces de mer. La validation se fera donc en comparant le com-
portement simulé des ﬂoes par rapport à ces observations. Enﬁn, nous conclurons cette partie
sur les validations du modèle en effectuant un test mêlant un scénario simple de collision avec
un scénario simple de dérive comprenant la force de traînée de l’océan. Ces expérimentations
ont été effectuées en bassin en remplaçant les ﬂoes par des disques de bois.
3.1.1 Des scénarios simples pour les collisions
Parmi les comportements après contact que nous pouvons comparer à des résultats théoriques
connus, nous en sélectionnons 5 :
1. la conservation de la symétrie d’une conﬁguration (voir Partie 3.1.1),
2. la satisfaction du modèle de Coulomb (voir Partie 3.1.1),
3. le traitement d’un point d’accumulation (voir Partie 3.1.1),
4. la cohérence temporelle ou la propagation des ondes de choc (voir Partie 3.1.1) et (voir
Partie 3.1.1),
5. la conservation de l’énergie cinétique (voir Partie 3.1.1).
Dans les chapitres précédents, nous avons déjà discuté de ces différents comportements après
contact (voir Partie 2.1.4). Les choix théoriques et numériques que nous avons faits assurent
qu’une partie de ces comportements sont satisfaits. Par exemple, la formulation en LCP que
nous avons adoptée garantit aux vitesses des ﬂoes après contact de satisfaire la non augmentation
de l’énergie cinétique dans tous les cas et le modèle de Coulomb sous certaines conditions (voir
Partie 1.1.2). Ces différents comportements sont illustrés par les tests proposés suivants dans
lesquels l’environnement sera limité à une ou plusieurs forces extérieures aux ﬂoes données mais
ne considérera ni les traînées dues au vent et au courant océanique, ni l’effet de Coriolis, ni le
couplage entre l’océan et la glace.
Une configuration symétrique
Aﬁn de tester la conservation de la symétrie d’une conﬁguration, nous préparons la conﬁ-
guration suivante. Soit trois sphères B1, B2 et B3 de centres respectifs C1, C2 et C3 telles que,
initialement, B2 et B3 sont au repos, et B1 a une vitesse v1(t = 0) non nulle dirigée vers et le
long de l’axe de symétrie entre C2 et C3 (voir Figure 3.1). Nous notons θ l’angle formé par les
centres de masse des balles au moment de la collision.
Les paramètres dynamiques sont les suivants : la vitesse de la sphère B1 est v1(t = 0) =
(1, 0)T m/s, la masse est identique égale à 1 kg pour les trois sphères, le coefficient de restitution
est identique égal à 1 et le coefficient de friction est identique égal à 0 pour tous les points de
contact. Les résultats théoriques sont présentés dans l’article [LZB08]. Pour la simulation, nous
construisons des disques unités pour B1, B2 et B3 dans le cas θ 2 {pi/3, pi/4} et la moitié du
rayon unité pour les disques B2 et B3 dans le cas θ 2 {pi/6, pi/8}. La frontière des disques est
















Figure 3.1 – Exemple d’une conﬁguration symétrique pour un scénario de collision.
B3 respectivement selon θ 2 {pi/3, pi/4, pi/6, pi/8}. Le rayon des disques ne joue aucun rôle dans
le traitement du contact, seules comptent la masse des disques et la construction de la frontière
discrétisée aﬁn d’obtenir l’angle de contact souhaité.
Nous comparons les vitesses des centres de masse après contact évaluées théoriquement et
numériquement pour différents angles de contact θ. Les résultats sont récapitulés dans la table
3.1. Ces résultats obtenus numériquement pour µ = 0 sont en très bon accord avec les résultats
théoriques, ainsi la symétrie de la conﬁguration est bien conservée après contact.
Remarque 3.1.1.1. Lorsque, dans la simulation, nous prenons µ 6= 0 pour tous les points de
contact, le résultat après contact dépend de la finesse du maillage. En effet, le point de contact P
du bord maillé n’est pas forcément aligné avec les centres des disques, ainsi une force tangentielle
apparaît dès que le coefficient de friction est non nul. Avec le nombre de côtés donné dans nos
simulations, nous obtenons des différences entre les vitesses théoriques et numériques de C2 et
C3 après contact de l’ordre de 10−2 en ordonnée et 10−4 en abscisse. La vitesse angulaire est
aussi de l’ordre de 10−2 pour B2 et B3. Par contre, avec µ = 0, la vitesse angulaire de tous les
disques est de l’ordre de 10−15.
La boîte glissante
Aﬁn de confronter notre modèle à la friction de Coulomb, nous préparons le scénario de la
boîte glissante suivant. Soit un cube unité de 1 kg, initialement au repos, placé sur le sol. Le sol
est modélisé par un obstacle. Nous appliquons une force de poussée parallèle au sol. Le scénario
est similaire à celui de l’article [DS11] (voir Figure 3.2). La simulation se déroule sur 7 s comme
suit : sur [0, 1[ [ ]5, 7] aucune force n’est appliquée à la boîte et sur [1, 5] une force de poussée
F de 1 N parallèle au plan est appliquée à la boîte. Pour effectuer la simulation, nous prenons
l’accélération due à la gravité égale à g = 9.81 m/s2 et le coefficient de restitution égal à 0. La
boîte et le sol sont maillés avec 4 éléments ﬁnis dont les sommets sont les 4 sommets du bord
de l’objet (boîte ou sol) et le centre de masse. La distance les séparant est de 0.01 m.
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Table 3.1 – Comparaisons entre les résultats théoriques (indice t) et numériques (indice n) pour
une conﬁguration de contact symétrique.





























































Figure 3.2 – Exemple d’une conﬁguration pour le scénario de la boîte B glissante sur le sol S.
temps (s)





















Figure 3.3 – Résultat du déplacement de la boîte pour le scénario de la boîte glissante selon
différentes valeurs du coefficient de friction.
Contrairement à [DS11], nous testons différents coefficients de friction (voir Figure 3.3). Le
modèle de Coulomb établit que, pour cette conﬁguration, le coefficient de friction à partir duquel
la boîte commence à se déplacer est µcrit = 1/g ' 0.102. Les résultats obtenus pour ces différents
coefficients de friction sont présentés dans la ﬁgure 3.3 et montrent que le modèle de Coulomb
est satisfait.
Le berceau de Newton
Aﬁn d’investiguer la propagation du choc, nous nous intéressons au problème classique du
berceau de Newton. C’est l’un des plus simples scénarios de collisions multiples qui peut être
considéré. Il consiste à étudier la collision entre trois balles identiques alignées B1, B2 et B3 de
centres respectifs C1, C2 et C3 telles que, initialement B2 et B3 sont au repos et B1 a une vitesse
v1(0) non nulle dirigée vers et le long de l’axe porté par C2C3 (voir Figure 3.4).
Nous pouvons répertorier plusieurs études pour décrire le comportement dynamique des








Figure 3.4 – Exemple d’un problème du berceau de Newton pour trois balles.
Les résultats de ces études montrent que la conservation des moments linéaire et angulaire et
la propriété de non augmentation d’énergie cinétique après contact ne sont pas suﬃsantes pour
permettre une description complète de la dynamique en jeu dans ce scénario. En effet, la dyna-
mique d’une chaîne de balles en contact implique deux principaux phénomènes : la dissipation et
la dispersion d’énergie. La dissipation est due à la plasticité ou l’endommagement aux points de
contact. La dispersion, elle, est due aux effets de vibrations et d’ondes à travers la chaîne entière.
Notre modèle prend en compte la dissipation par l’intermédiaire des coefficients de friction et
de restitution, mais ne considère pas la dispersion.
La conﬁguration de test est la suivante. Soit B1, B2 et B3 trois sphères unités, de masse 1
kg et v1(t = 0) = 1 m/s à l’état initial. Le coefficient de restitution est identique égal à 1 et
le coefficient de friction est identique égal à 0 pour tous les points de contact. Comme la colli-
sion se situe sur l’axe des abscisses x, nous étudions uniquement la 1re composante des vitesses.
Rien que pour cette situation, il existe une inﬁnité de solutions pour les vitesses des centres des
sphères après collision, entre la solution pour le cas de zéro dispersion : v1(t+) = 0, v2(t+) = 0
et v3(t+) = 1 et la solution pour le cas de dispersion maximale v1(t+) = −1/3, v2(t+) = 2/3 et
v3(t
+) = 2/3 (voir la page 25 du livre [NB14]). Dans le cas de zéro dispersion, toute l’énergie
cinétique de B1 est transférée à B3 après collision.
Comme noté dans la partie 1.1.2, les choix théoriques que nous avons faits restreignent
l’espace des solutions que le modèle peut atteindre. Sans la notion de points de contact actifs
discutée dans la partie 2.1.4, nous traitons tous les points de contact simultanément. Appliquée
au problème du berceau de Newton, cela signiﬁe que le point de contact entre les sphères B1 et
B2 et le point de contact entre les sphères B2 et B3 sont traités ensemble, c’est-à-dire que nous
ne prenons pas en compte la propagation du choc qui s’initie au point de contact entre B1 et B2
et qui s’étend au point de contact entre B2 et B3. Ceci nous assure une unique solution pour le
scénario décrit précédemment correspondant à la solution pour le cas de dispersion maximale.
Aﬁn de capturer d’autres solutions, telles que la solution pour le cas de zéro dispersion, nous
devons prendre en compte la cohérence temporelle, c’est-à-dire, traiter le contact entre B1 et
B2 indépendamment et avant de considérer le contact entre B2 et B3. La notion de points de
contact actifs permet de respecter cette cohérence temporelle. En effet, en t−, seul le point de
contact entre B1 et B2 est actif. Après une 1re itération, le point de contact entre B1 et B2
devient inactif et le point de contact entre B2 et B3 devient actif. Enﬁn, après une 2e itération,
les deux points de contact deviennent inactifs, la résolution du contact est terminée. La solution





















Avant le contact entre B1 et B2
Figure 3.5 – Exemple d’une conﬁguration du canon de Newton avec 2 balles B1 et B2.
Le canon de Newton
Un autre scénario simple de multi-contacts peut être étudié pour illustrer la propagation du
choc. Nous pouvons l’appeler le canon de Newton. Il consiste à étudier la collision entre deux
balles B1 et B2 de centres respectifs C1 et C2, de masses respectives M1 et M2 et de rayons
respectifs r1 et r2, alignées à la verticale du sol à une hauteur h > 0, telles que, initialement B1
et B2 sont en contact et lâchées avec une vitesse nulle (voir Figure 3.5).
Nous étudions la vitesse verticale du centre de masse C˙2, de B2 en fonction du rayon
r2 2 {1, 0.5, 0.1, 0.01, 0.001}. Nous traitons les points de contact avec l’algorithme des points
de contact actifs (voir Partie 2.1.4). Ainsi, le premier contact actif traité est entre le sol et la
balle B1, puis le deuxième entre B1 et B2. Nous comparons les vitesses simulées avec les vitesses
théoriques obtenues après le contact entre B1 et B2 pour r2 = r1 et r2 = 0 (voir l’équation 3.1.1).
Pour effectuer la simulation nous prenons une hauteur h = 1 m, le rayon r1 = 1 m, l’accélé-
ration due à la gravité égale à g = 9.81 m/s2, le coefficient de restitution égal à 1 et le coefficient
de friction égal à 0 pour tous les points de contact. Les balles B1 et B2 sont représentées par
des disques discrétisés en des polygones à 32 côtés et le sol est représenté par un obstacle. Les













Avec les temps t− et t+ indiquant l’instant avant et après le contact entre B1 et B2. Pour r2 = r1,
nous avons C˙2(t+) = C˙1(t−) et pour r2 = 0, nous avons C˙2(t+) = 3C˙1(t−) car C˙2(t−) = −C˙1(t−)
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r2 = r1 = 1 m
r2 = 0.001 m
valeur the´orique : r2 = 0 m
r2 = 0.01 m
r2 = 0.1 m
r2 = 0.5 m
valeur the´orique : r2 = r1 = 1 m
Figure 3.6 – Évolution de la vitesse du centre de masse de la balle B2 en fonction de son rayon
r2.
(voir Figure 3.5).
Nous observons une bonne cohérence entre les vitesses simulées et celles théoriques pour les
cas r2 = r1 et r2 = 0.
Une balle rebondissante
Aﬁn de confronter notre modèle au problème de points d’accumulation (voir Partie 2.1.2),
nous préparons un scénario de balle rebondissante. Soit une balle B1 de masse 1 kg, placée à une
hauteur h > 0 du sol. Le scénario consiste à lâcher la balle avec une vitesse initiale v1(t = 0),
soumise à l’action de la gravité (voir Figure 3.7). Nous étudions la trajectoire du centre de masse
C1 de B1, l’évolution de sa vitesse C˙1 et l’évolution de l’impulsion normale λ. Les résultats nu-
mériques sont comparés avec les résultats théoriques. Pour effectuer la simulation nous prenons
une hauteur h = 1 m, une vitesse initiale nulle, l’accélération due à la gravité égale à g = 9.81
m/s2, le coefficient de restitution strictement inférieur à 1 et le coefficient de friction égal à 0.
Différents coefficients de restitution ont été testés, par choix je ne présenterai ici que les résultats
pour ε = 0.75, la qualité ne dépendant pas de la valeur choisie. La balle B1 est représentée par
un disque discrétisé en un polygone à 32 côtés.
La résolution du contact en t⇤ garantit que la vitesse v1(t+) appartient à l’ensemble des
vitesses admissibles V . Le schéma d’Euler explicite garantit que la vitesse v1(t) est constante,
égale à v1(t+) sur [t+, t+ +∆t]. Ainsi, aucun contact n’est possible jusqu’à la mise à jour de la
vitesse en t+ +∆t. L’intervalle de temps entre deux collisions pour la balle simulée restera donc
toujours plus grand ou égal au pas de temps maximal choisi et ce, même proche de l’instant
d’apparition théorique du point d’accumulation (' 3 s) (voir la Figure : zoom sur l’intervalle
[3, 5] 3.8). Ainsi, la simulation dépasse le temps associé au point d’accumulation et peut continuer
indéﬁniment. De plus, la distance entre le sol et la balle oscille autour de la distance ζ déterminée
par les distances de collision du sol et de la balle. En effet, si la balle pénètre à l’intérieur de la








Figure 3.7 – Exemple d’un problème de point d’accumulation avec la balle B1 rebondissante.
entraîne l’éloignement de la balle jusqu’à la prochaine mise à jour des vitesses et si la balle est
en dehors de la zone de collision du sol lors d’une mise à jour de la vitesse, alors la composante
−∆tg provenant de l’action de la gravité entraîne un rapprochement de la balle au sol (voir la
Figure : zoom sur l’intervalle [3, 5] 3.8).
Remarque 3.1.1.2. Ce qui est discuté précédemment convient pour la simulation effectuée avec
le paramètre c, relâchant la définition de vitesses admissibles, pris à 0. En effet, si nous prenons
c < 0 comme expliqué dans la partie 2.1.4, le contact ne sera détecté qu’après une période durant
laquelle la vitesse de la balle est dirigée vers le sol, rapprochant ainsi la balle du sol. À un
temps très grand, il est possible d’obtenir une interpénétration. Ce scénario étant un scénario de
collision simple, nous pouvons prendre c = 0 et ainsi garantir la non interpénétration quel que
soit le temps de la simulation.
Ainsi, en prenant un pas de temps ∆tmax = 5.10−4 s, et en construisant une balle et un sol
obstacle avec des distances de collision η = 10−3 m, nous obtenons des résultats numériques en
adéquation avec les résultats théoriques (voir Figure 3.8).
La conservation de l’énergie
De part l’étude numérique du pas de temps ∆t vériﬁant le critère de stabilité (2.1.1) et de
part l’étude théorique sur les solutions de problèmes linéaires de complémentarité (voir Partie
1.1.2), la non augmentation de l’énergie cinétique du système après contact est vériﬁée. En outre,
aﬁn d’illustrer cette propriété, nous pouvons reprendre le scénario de la balle rebondissante en
prenant un coeﬃcient de restitution égal à 1 et le scénario du berceau de Newton avec un trai-
tement des contacts utilisant la notion de points de contact actifs (voir Partie 2.1.4). Dans les
deux cas, aucune dissipation d’énergie ne peut provenir de la friction.
Concernant la balle rebondissante, la simulation comprend les mêmes paramètres initiaux
que dans la partie 3.1.1 avec ε = 1. Nous étudions l’évolution de la hauteur maximale du point
P au cours du temps. En théorie, cette hauteur maximale est constante, égale à 1 au cours
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zoom sur l’intervalle [3, 5]





















Figure 3.9 – Évolution de l’erreur relative
hnum − htheo
htheo
de la hauteur maximale h du point P .
du temps. Cela nous permet d’étudier la précision de la solution donnée par la résolution du
problème linéaire de complémentarité et l’évolution de l’erreur numérique après n rebonds au
sol, les résultats sont présentés dans la ﬁgure 3.9.
L’erreur relative atteint 30% après 300 rebonds. Cette valeur importante est principalement
due au schéma numérique et un peu à la distance de collision η. En effet, la première collision est
détectée dès que la balle pénètre dans la zone de collision associée au sol, fournissant ainsi une
vitesse après contact différente de la vitesse après contact théorique. De plus, le schéma d’Euler
explicite maintient cette différence sur tout l’intervalle [t+, t+ +∆tmax]. Ainsi, d’après les para-
mètres de simulation choisis, en t+ + ∆tmax la différence de vitesse entraîne une différence de
position égale à 9⇥ 10−4 et la hauteur de la balle simulée atteint 1.0009 m après le 1er rebond.
Enﬁn, à chaque rebond, la hauteur maximale est augmentée de 9⇥10−4, ce qui explique l’erreur
relative importante au bout des 300 rebonds successifs.
Concernant le berceau de Newton, la simulation comprend les mêmes paramètres initiaux
que dans la partie 3.1.1 avec un nombre de balles n ≥ 3. Soit Bend la dernière balle de la
conﬁguration, c’est-à-dire, celle qui, après contact avec dispersion maximale, atteint une vitesse





zontale et verticale de la vitesse du centre de masse de la balle. Ainsi, en théorie, nous avons :
G˙x,end(t
−) = 0, G˙x,end(t+) = 1, G˙y,end = 0, et la vitesse angulaire de θ˙end = 0. Nous étudions
l’évolution de ces données cinématiques en fonction du nombre de balles n. La distance entre
chaque balle est plus petite que la distance de collision. Ainsi les n − 1 contacts sont traités
durant un même pas de temps. Cela nous permet d’étudier la précision de la solution donnée
par la résolution du problème linéaire de complémentarité et l’évolution de l’erreur numérique
après n− 1 résolutions, les résultats sont présentés dans la ﬁgure 3.10.
Nous observons que les vitesses, verticale et angulaire, de la dernière balle restent proches
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Figure 3.10 – Étude de la précision du modèle et de l’évolution de l’erreur numérique au cours
du temps, pour le problème du berceau de Newton sans dissipation d’énergie et avec dispersion
maximale d’énergie.
de zéro quel que soit le nombre de contacts. Concernant, la vitesse horizontale de la dernière
balle, nous observons une évolution grossièrement linéaire autour de la droite rouge d’équation
y = 1.1 ⇥ 10−16x dont la pente est de l’ordre de l’erreur LCP calculée à partir de l’équation
(2.1.8).
3.1.2 Des interactions avec l’environnement
Nous allons maintenant confronter notre modèle à des scénarios simples de dérive de glace
de mer soumise à des courants atmosphérique et océanique et sans collisions. Parmi les compor-
tements connus des ﬂoes vis à vis de l’environnement, nous en sélectionnons 3 :
1. la vitesse de dérive libre atteint asymptotiquement la vitesse caractéristique des courants
(voir Partie 3.1.2),
2. la trajectoire du ﬂoe suit une direction de 20◦ à 40◦ vers la droite de la direction du vent
(voir Partie 3.1.2),
3. l’installation du modèle de couplage océan/glace permet de retrouver les oscillations iner-
tielles de la trajectoire du ﬂoe (voir Partie 3.1.2).
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Figure 3.11 – Évolution de la vitesse de B1 soumis à un courant Uw = (0.25, 0)
T m/s et un
vent Ua = (4, 0)
T m/s.
Dans les chapitres précédents, nous avons déjà discuté de ces différents comportements de dé-
rive de glace en fonction de l’environnement appliqué. Les choix théoriques et numériques que
nous avons faits assurent qu’une partie de ces comportements sont satisfaits. Par exemple, le
formalisme Newton-Euler, la formulation de l’action de traînée des courants et la méthode de
quadrature de Gauss-Legendre pour le calcul intégral sur la surface du ﬂoe, que nous avons
adoptés garantissent que l’action des traînées soit indépendante du type de mouvement du ﬂoe,
c’est-à-dire, que l’action sur le mouvement du ﬂoe est la même que ce soit un mouvement de
translation, de rotation ou une combinaison des deux. Ces différents comportements sont illus-
trés par les tests proposés suivants dans lesquels aucune collision n’apparaît et l’environnement
sera précisé à chaque fois. Lors des simulations suivantes, nous utilisons les constantes et les
paramètres décrits dans la table 1.1.
La vitesse caractéristique
Aﬁn de tester l’action de traînée du courant océanique sur le mouvement du ﬂoe, nous pré-
parons la conﬁguration suivante. Soit un ﬂoe B1 de la forme d’un disque de rayon r1 = 0.1 m,
de masse M1 = 2 kg uniformément répartie, de centre de masse C1 et de vecteur vitesse W1,
nul à l’instant initial. B1 est placé dans un environnement constitué d’un courant océanique de
vitesse Uw constante, d’un vent de vitesse Ua constante, sans effet de Coriolis et sans le modèle
de couplage océan/glace.
La limite asymptotique est donnée par la vitesse caractéristique des courants Vc (voir l’équa-
tion 1.2.2) et (voir Partie 2.1.2). La ﬁgure 3.11 donne l’évolution de la vitesse au cours du temps
pour Uw = (0.25, 0)
T m/s et Ua = (4, 0)
T m/s. La vitesse caractéristique est égale à 0.33 m/s.
Pour les simulations, le cylindre B1 est représenté par un disque dont la frontière est discrétisée
en un polygone à 32 côtés. Le pas de temps ∆tmax est égal à 5.10−4 s.
La vitesse simulée atteint la valeur donnée par la vitesse caractéristique et à partir de la 10e
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trajectoire du floe sans couplage




Figure 3.12 – Trajectoire du ﬂoe B1 déviée par l’effet de Coriolis à la latitude de 81◦ N. La
mesure de la déviation est autour de 17◦ vers le sud sans le modèle de couplage océan/glace et
autour de 28◦ vers le sud avec le modèle de couplage.
minute, l’erreur relative entre la valeur théorique et numérique à un même instant est inférieure
à 10−3.
La déviation de 20 degrés par rapport au vent
Aﬁn d’illustrer la déviation de la trajectoire des ﬂoes par rapport à la direction du vent,
nous préparons la conﬁguration suivante. Soit un ﬂoe B1 de la forme d’un disque de rayon 100
m, d’épaisseur h1 = 1 m, de masse M1 = 1002piρ kg uniformément répartie. B1 est placé dans
un environnement constitué d’un courant océanique au repos, d’un vent de vitesse Ua = 4 m/s
constant, dirigé vers l’est et avec l’effet de Coriolis à une latitude de 81◦ N. Deux tests seront
effectués, l’un sans le modèle de couplage océan/glace et l’autre avec.
Pour les simulations, le ﬂoe B1 est représenté par un disque dont la frontière est discrétisée
en un polygone à 32 côtés, et ρ = 917 kg.m−3. La simulation se déroule sur 2 jours avec un pas
de temps ∆tmax égal à 10 s.
Le résultat montre une déviation vers la droite de la direction du vent en accord avec les
observations. Précisément, dans le test sans couplage l’angle est légèrement inférieur à 20◦, tandis
que dans le test avec couplage nous retrouvons un angle de déviation entre 20◦ et 40◦ (voir Figure
3.12).
L’étude du couplage océan/glace
Aﬁn de confronter notre modèle à l’action de la couche limite océanique, nous préparons le
scénario suivant. Soit un ﬂoe B1 de la forme d’un disque de rayon 100 m, d’épaisseur h1 = 1 m,
de masse M1 = 1002piρ kg uniformément répartie. B1 est placé dans un environnement constitué
d’un courant océanique au repos, d’un vent de vitesse Ua variant au cours du temps, avec l’effet
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de Coriolis à une latitude de 81◦ N et le couplage océan/glace. La vitesse en m/s du vent varie
d’une vitesse nulle à l’instant initial jusqu’à atteindre une vitesse (−5,−2)T au temps t = 12
h, puis est constante jusqu’à t = 45 h. À ce moment, plusieurs changements de vitesse appa-
raissent : entre t = 45 et t = 46 h, la vitesse passe de (−5,−2)T à (−2, 5)T , puis entre t = 46
et t = 47 h, la vitesse passe de (−2, 5)T à (4, 3)T , et enﬁn entre t = 47 et t = 48 h, la vitesse
passe de (4, 3)T à (1,−6)T . Ensuite, la vitesse du vent reste constante, égale à (1,−6)T durant
4 jours supplémentaires.
Les simulations sont effectuées en prenant un disque de 100 m de diamètre, dont la frontière
est discrétisée en un polygone à 32 côtés. Nous effectuons quatre tests en faisant varier l’aire de
la maille de l’océan. Au cours des trois premiers tests, l’aire du ﬂoe B1 représente respective-
ment 20%, 50% et 80% de l’aire de la maille de l’océan considérée. Le quatrième test consiste à
simuler le scénario précédent sans couplage océan/glace. Dans ce cas, la concentration de glace
ne joue aucun rôle dans la dynamique. Ce quatrième test permettra d’illustrer la différence des
trajectoires lorsque le couplage n’est pas pris en compte.
La trajectoire simulée de B1 au cours du temps est représentée sur la ﬁgure 3.13. Nous
retrouvons les oscillations inertielles, démarrant après la brusque variation du vent avant la
ﬁn du 2e jour, au nombre de 8 sur les 4 jours qui suivent. Ce résultat est en accord avec les
observations de la glace à ces latitudes dont la fréquence des oscillations est estimée autour de
12 h. Tandis que lorsque le couplage océan/glace n’est pas pris en compte, aucune oscillation
n’apparaît. La proportion de la surface de l’océan couverte par la glace n’a ﬁnalement qu’un
effet peu important sur la dérive aux grandes échelles de temps. Par contre, à l’échelle du ﬂoe,
en zoomant sur les trajectoires autour du 6e jour, l’effet devient important avec des différences
observées de l’ordre du kilomètre entre les trajectoires (voir Figure : zoom autour du 6e jour
3.13).
3.1.3 Les tests en bassin
Précédemment, nous avons validé notre modèle sur des scénarios idéalisés. Maintenant, nous
validons notre modèle par rapport à des expérimentations qui ont été effectuées en bassin. Ces
tests consistent à étudier la collision entre deux cylindres de bois identiques D1 et D2 de centres
de masse C1 et C2, de masse 14 kg, dont les caractéristiques sont données dans la ﬁgure 3.14. Le
scénario est le suivant : initialement, les disques ne sont pas en collision, D1 est poussé en direc-
tion de D2 au repos. L’environnement est constitué d’un courant et d’un vent nuls. 7 poussées
différentes ont été testées et les mouvements des deux cylindres ont été enregistrés par caméra.
L’extraction de la position et de la vitesse des centres de masse de D1 et D2 en fonction du
temps a été réalisée à partir d’analyse d’images (voir [DLBPB13]).
En théorie, les 3 premières poussées ont été effectuées dans la direction de l’axe des centres
de masse des cylindres, sans appliquer de rotation. Ceci explique que les trajectoires soient quasi
rectilignes. Les poussées 4 à 7 ont été effectuées dans une direction faisant un angle θ 6= 0 avec
l’axe des centres de masse (voir Figure 3.15). Cependant, en pratique, les ﬂoes n’étant pas ﬁxés
à une position initiale et les poussées étant effectuées manuellement, les trajectoires et les angles
de contact ne sont pas parfaitement en accord avec la théorie.
Les simulations sont effectuées en prenant deux disques de 0.99 m de diamètre, dont la fron-
tière est discrétisée en un polygone à 32 côtés, d’épaisseur 0.033 m, de masse 14 kg, sans friction,
sans prise en compte de l’effet de Coriolis et sans couplage eau du bassin/cylindre de bois. Ce-
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Zoom sur les trajectoires autour de t = 2 jours
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Zoom sur les trajectoires autour de t = 6 jours
Figure 3.13 – Trajectoires sur 6 jours du ﬂoe B1 soumis à un vent dont la vitesse varie au
cours du temps. Le modèle de couplage océan/glace est pris en compte avec différentes mailles
d’océan. En rouge, bleu et vert, la trajectoire de B1 dont l’aire représente 20%, 50% et 80%,
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Figure 3.15 – Vue de dessus de la conﬁguration de contact lors des tests de collision entre D1
et D2.
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Table 3.2 – Paramètres dérivés des 7 collisions : tc est l’instant d’apparition de la collision, ui,j
et vi,j sont, respectivement, les composantes selon l’axe x et l’axe y (voir Figure 3.15) de la
vitesse du cylindre Di avant contact j = b ou après contact j = a. Les valeurs fournies par la
simulation sont en bleu et les valeurs extraites de l’analyse d’images sont en noire.
# tc u1,b v1,b u2,b v2,b u1,a v1,a u2,a v2,a
s cm.s−1
1 26.96 −0.84 −21.75 −0.62 −0.44 −0.46 −7.07 0 −14.34
1simu 26.9 −0.84 −21.72 −0.62 −0.44 −1.19 −7.06 −0.26 −15.1
2 117 −1.65 −27.65 −0.19 −0.64 −0.72 −8.16 −0.14 −19.65
2simu 116.95 −1.65 −27.65 −0.19 −0.64 −2.05 −8.26 0.21 −20.03
3 190.8 −0.41 −20.07 −0.91 1.25 0.48 −3.86 0.32 −13.17
3simu 190.72 −0.41 −20.06 −0.91 1.25 0.29 −3.86 −1.6 −14.96
4 240.68 3.33 −25.12 0.41 2.78 −2.23 −6.6 7.34 −14.01
4simu 240.74 3.33 −25.14 0.41 2.78 −4.41 −8.14 8.15 −14.22
5 330.16 −1.46 −22.59 0.49 −0.43 −5.67 −6.56 4.43 −14.61
5simu 330.28 −1.46 −22.6 0.49 −0.43 −5.7 −8.45 4.73 −14.58
6 399.92 0.3 −19.95 0.35 −0.29 3.57 −7.53 −4.09 −13.92
6simu 399.78 0.3 −19.95 0.35 −0.29 3.53 −7.51 −2.89 −12.73
7 552.72 −7.36 −27.21 2 0.26 −11.94 −11.01 6.73 −16.73
7simu 552.76 −7.38 −27.28 2 0.26 −12.46 −11.08 7.08 −15.94
pendant, les forces de traînée dues au vent et à l’eau du bassin sont bien toujours présentes. À
partir des positions et des vitesses initiales extraites par l’analyse d’images, nous avons utilisé
notre modèle pour reconstruire les trajectoires des cylindres. Ces trajectoires simulées (en rouge)
sont comparées aux trajectoires mesurées (en bleu) à partir des données de [DLBPB13]. Le co-
eﬃcient de restitution a été ajusté aﬁn de minimiser la distance entre les trajectoires simulées et
les trajectoires extraites. Le meilleur choix a été trouvé autour de ε = 0.35, et les résultats sont
présentés dans la ﬁgure 3.16 pour trois collisions utilisant cette valeur. Les résultats montrent
une adéquation entre les trajectoires simulées et les trajectoires observées, en particulier, la di-
rection des trajectoires simulées et la direction des trajectoires obtenues après analyse d’images
sont similaires, avant et après contact.
Les résultats détaillés des vitesses avant et après collision ainsi que l’instant de détection des













































































Figure 3.16 – Comparaison entre les trajectoires simulées (en rouge) et les trajectoires mesurées




Notre modèle a été validé sur des scénarios simples de dérive libre soumise à des courants
océanique et atmosphérique et des scénarios simples de collision. En effet, nous avons vériﬁé
que le comportement d’un objet simulé est cohérent avec le comportement théorique et avec les
observations. Nous pouvons à présent en faire différentes exploitations. Ces exploitations se rap-
prochent de conﬁgurations que l’on peut retrouver dans des situations réelles, où l’information
des trajectoires de ﬂoes et l’information des forces de contact peuvent avoir des conséquences
très importantes pour la navigation ou l’implantation d’une structure offshore.
Nous reprenons les paramètres, les seuils et les tolérances, explicités dans les chapitres précé-
dents pour effectuer les simulations. Le pas de temps ∆tmax est calculé en fonction des données
du vent et du courant océanique. Le choix du traitement des contacts utilisant la notion de
points de contact actifs sera retenu pour toutes les simulations. En effet, nous avons pu observer
que, par rapport au traitement simultané des contacts, le taux de réussite des LCP est bien
supérieur et le temps de calcul bien inférieur. Nous retenons deux scénarios de dérive soumise
au vent et au courant :
1. un assemblage de ﬂoes poussés par un vent constant vers un canal contenant un rétrécis-
sement,
2. un assemblage de ﬂoes dérivant sur un océan sans obstacles et soumis à un vent et un
courant variant au cours du temps.
Ces deux scénarios sont présentés en détail dans les parties suivantes. Les premiers résultats
obtenus permettent de mettre en avant le potentiel de notre approche sans que nous ayons pu
encore proposer une interprétation physique détaillée. Une analyse détaillée et complète de ces
résultats est encore à venir.
3.2.1 La dérive dans un canal étroit
Pour ce premier scénario, nous préparons la conﬁguration suivante. Nous utilisons le géné-
rateur de packs de ﬂoes aﬁn de construire un assemblage de 100 ﬂoes de différentes formes dont
les caractéristiques sont : la plus petite des aires de ﬂoes est 110.5 m2, la plus grande 237 550
m2, l’épaisseur des ﬂoes est constante égale à 1 m et la dimension fractale est égale à 1.2. La
concentration ici n’a pas d’importance. Le canal est un obstacle de 850 m de large et 2 km
de long (à l’endroit le plus étroit). Les conditions aux bords supérieur et inférieur sont libres,
cependant elles n’ont pas d’importance ici, les trajectoires de ﬂoes étant délimitées par le canal
(voir Figure 3.17).
L’environnement est constitué d’un océan au repos et d’un vent constant avec une vitesse
de magnitude 10 m/s et dirigée vers le bas en faisant un angle de 10◦ par rapport à la verticale
(voir Figure 3.17). Le modèle de couplage océan/glace n’est pas utilisé pour ce scénario. La
simulation se déroule sur 5 h avec un pas de temps ∆tmax = 5 s. Les ﬂoes sont initialement
au repos. 5 tests sont réalisés en faisant varier les coefficients de friction et de restitution et en
introduisant ou non l’effet de Coriolis calculé pour une latitude de 81◦ N (voir Table 3.3). Les
coefficients de friction et de restitution sont identiques pour tous les contacts entre les ﬂoes et
entre les ﬂoes et le canal.
Dans la partie 2.1.5, nous avons vu que le pas de temps s’adaptait en fonction de la distance
entre les ﬂoes et des éventuelles collisions. Dans les tests présentés précédemment, le pas de
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Figure 3.17 – Conﬁguration à l’instant initial pour le scénario de dérive dans un canal étroit.
Table 3.3 – Liste des valeurs des paramètres qui diffèrent suivant le test réalisé.
Numéro du test Coef. de friction µ Coef. de restitution ε Paramètre de Coriolis f
1 0.7 0.35 0
2 0.7 0.6 0
3 0.7 1 0
4 0.5 0.6 0
5 0.7 0.35 1.44⇥ 10−4s−1
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temps de la simulation varie entre 5 et 0.1 s, et est donc en général bien supérieur au pas de
temps minimum, calculé à partir de l’équation (2.1.9), valant 0.096 s.
Une description qualitative
Les conﬁgurations spatiales des assemblages de ﬂoes obtenues à 2h04 et 3h40 de temps de
simulation pour les différents tests sont présentées dans les ﬁgures 3.18, 3.19 et 3.20. Pour les
tests numéros 1, 2 et 5, une partie de l’assemblage de ﬂoes reste bloquée à l’entrée du canal.
Dans les tests numéros 3 et 4, un tel blocage n’est pas observé. Cela peut s’expliquer par le
fait que lors du test 3, le coefficient de friction est inférieur à la valeur des autres tests, et
lors du test 4, le coefficient de restitution est supérieur à la valeur des autres tests. Un coef-
ﬁcient de friction plus faible peut faciliter le glissement des ﬂoes les uns contre les autres et
donc réduire le risque de blocage, tandis qu’un coefficient de restitution très élevé induit une
agitation dynamique importante permettant à l’assemblage d’explorer efficacement l’espace des
conﬁgurations spatiales, et donc in ﬁne d’en trouver une permettant le franchissement du goulet.
La force de Coriolis est généralement considérée comme jouant un rôle secondaire dans la
dynamique de la glace de mer (voir [Hun75]). En effet, nous avons observé dans la ﬁgure 3.12
que, sans couplage océan/glace, l’effet de Coriolis entraînait une déviation de 17◦ des trajectoires
de ﬂoes par rapport à la direction du vent, en comparaison avec les 28◦ avec le couplage. Ce-
pendant, la comparaison des conﬁgurations spatiales entre les tests 1 et 5 révèle des différences
signiﬁcatives. Depuis l’étude de la résolution des problèmes linéaires de complémentarité, nous
savons que le traitement des contacts est très sensible aux changements de la dynamique. Ces
différences de conﬁgurations pourraient-elles donc s’expliquer uniquement par la sensibilité de la
gestion du contact ou aussi par la sensibilité de la dynamique de l’assemblage de ﬂoes aux petits
changements dans l’équilibre des moments linéaire et angulaire de chaque ﬂoe ? La question reste
encore ouverte.
Dans la ﬁgure 3.21, nous présentons les trajectoires décrites par les centres de masse des ﬂoes
lors du test numéro 5. L’effet de Coriolis étant pris en compte, nous pouvons observer la légère
déviation vers la droite de la direction du vent des trajectoires rectilignes des ﬂoes qui ne sont
pas restés bloqués.
Une description quantitative
Nous présentons la variation de l’énergie cinétique de l’assemblage de ﬂoes en fonction du
temps pour les 5 différents tests dans la ﬁgure 3.22. L’énergie cinétique calculée lorsque tous les
ﬂoes de l’assemblage atteignent la vitesse de dérive libre, c’est-à-dire, la vitesse caractéristique
des courants, soit 10Na ' 0.21 m/s, est égale à 1.59 ⇥ 107 kg.m2.s−2. L’énergie cinétique cal-
culée lorsque seulement les ﬂoes non bloqués de l’assemblage pour le test 1 atteignent la vitesse
de dérive libre, est égale à 3.96 ⇥ 106 kg.m2.s−2. Ces deux valeurs limites d’énergie cinétique
sont représentées par une droite noire sur la ﬁgure 3.22. Au début de la simulation, l’énergie
cinétique croît rapidement pour atteindre près de 90% de la limite supérieure. Cette phase qui
dure environ 20 minutes, ne contient quasiment aucune collision, que ce soit entre les ﬂoes ou
entre les ﬂoes et le canal. Puis, une seconde phase, jusqu’aux environs des 2h00 de simulation,
apparaît lorsque les ﬂoes entrent en contact avec le canal, entraînant un nombre important de
collisions. Lors de cette phase, l’énergie cinétique diminue avec des variations brusques dues à la
dissipation à travers les contacts inélastiques avec friction lorsque ε < 1 ou juste avec la friction
lorsque ε = 1. Enﬁn, lors de la dernière phase, l’énergie cinétique se remet à croître pour les
conﬁgurations des tests 3 et 4 une fois que les ﬂoes ont passé le rétrécissement, ou se stabilise
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Test 1 (ε = 0.35)
2h04 3h40
Test 2 (ε = 0.6)
Test 3 (ε = 1)
Figure 3.18 – Images prises à 2h04 et 3h40 de la conﬁguration des ﬂoes pour différentes valeurs
du coefficient de restitution ε.
126
Test 2 (µ = 0.7)
2h04 3h40
Test 4 (µ = 0.5)
Figure 3.19 – Images prises à 2h04 et 3h40 de la conﬁguration des ﬂoes pour différentes valeurs






Figure 3.20 – Images prises à 2h04 et 3h40 de la conﬁguration des ﬂoes avec ou sans la prise
en compte de l’effet de Coriolis.
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Figure 3.21 – Trajectoires des centres de masse des ﬂoes pour le test numéro 5.
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2 h 04 3 h 40
Figure 3.22 – Variation de l’énergie cinétique au cours de la simulation de dérive dans le canal
pour les 5 tests.
autour de la limite inférieure calculée pour chaque conﬁguration dépendant du nombre de ﬂoes
restés bloqués dans le canal.
Nous présentons la variation de l’impulsion normale de contact pour les tests numéros 1 et
3 dans la ﬁgure 3.23. Le signal correspondant à la somme de l’impulsion normale de contact sur
tous les points de contact pendant 5 s, est hautement intermittent. Dans le cas du test 1, une
partie de la conﬁguration se retrouvant bloquée dans le canal, la somme des impulsions sur tous
les points de contact se stabilise autour de la valeur nécessaire pour maintenir cette situation de
blocage.
3.2.2 La dérive soumise à un vent et un courant variables
Pour ce deuxième scénario, nous préparons plusieurs conﬁgurations avec différentes concen-
trations de glace. Nous utilisons le générateur de packs de ﬂoes aﬁn de construire un assemblage
de 350 ﬂoes de différentes formes dont les caractéristiques sont : la plus petite des aires de ﬂoes
est 4.5 m2, la plus grande 59 952 m2, l’épaisseur des ﬂoes est comprise entre 0.25 et 0.38 m et
la dimension fractale est égale à 1.35. Cet assemblage occupe une zone d’océan plus ou moins
grande aﬁn de ﬁxer une concentration initiale variant de 30% à 80% pour la zone occupée par
les glaces. Pour information, la zone d’océan est de taille 1.2⇥1.2 km2 dans le cas d’une concen-
tration à 60%. Les conditions aux bords sont libres ou périodiques. Aucun obstacle n’est présent
dans ce scénario. Enﬁn, l’effet de Coriolis est pris en compte selon la latitude des ﬂoes au cours
du temps. La latitude du centre de la zone d’océan contenant l’assemblage de ﬂoes à l’instant
initial est de 80.2◦ N.
Plusieurs simulations sont réalisées en faisant varier la concentration initiale de glace, les
conditions aux bords et la prise en compte du modèle de couplage océan/glace. Cependant, les
conditions du vent et du courant océanique restent identiques pour toutes les simulations. Les
vitesses du vent proviennent de données ERAinterim datant de février 2008 prises dans la mer
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test 3 2 h 04 3 h 40
Figure 3.23 – Variation de l’impulsion normale de contact au cours de la simulation de dérive
dans le canal pour les tests numéros 1 et 3.
de Barentz à une latitude de 80.2◦ N et une longitude de 36.8◦ E. Cette position en temps et
en espace pouvant correspondre à celle d’une zone marginale des glaces de mer. Les vitesses
du courant de surface sont obtenues à partir du modèle glace de mer et océan TOPAZ (voir
[SCB+12]) aux mêmes temps et positions que les vitesses du vent. Ces données sur la vitesse
des courants océanique et atmosphérique sont présentées dans la ﬁgure 3.24. Nous avons une
donnée par heure durant 7 jours. Nous utilisons l’interpolation linéaire (voir Partie 2.2.2) sur la
direction et la norme des vitesses pour obtenir les valeurs aux temps désirés et nous ﬁxons à 12
h la phase préliminaire pour passer de conditions vent et océan au repos jusqu’aux conditions
initiales données. La simulation se déroule donc sur 7.5 jours avec un pas de temps maximal
∆tmax = 10 s. Les valeurs des coeﬃcients de restitution et de friction sont ﬁxées respectivement
à 0.4 et 0.7. Initialement, les ﬂoes sont au repos.
Dans certains cas, les trajectoires simulées de ﬂoes de l’assemblage seront comparées à la
trajectoire d’un ﬂoe de référence. Ce ﬂoe est construit sur la base d’un cylindre de 200 m de
rayon et de 1 m d’épaisseur, dont le bord est discrétisé en un polygone à 32 côtés.
Enﬁn, nous testons l’inﬂuence de la forme des ﬂoes dans ce type de scénario. Ainsi, nous
créons une conﬁguration de 350 ﬂoes, tous de forme circulaire dont la frontière est discrétisée en
un polygone à 32 côtés, ayant les mêmes caractéristiques que celles précédentes contenant des
ﬂoes dont les formes proviennent de la bibliothèque de ﬂoes (voir Partie 2.3.1).
La liste de tous les tests réalisés est donnée dans la table 3.4.
Une description qualitative
Nous présentons, dans la ﬁgure 3.25, la trajectoire du centre de masse des ﬂoes pour deux
simulations avec la même concentration à 60%, les mêmes conditions périodiques aux bords,
l’une avec le modèle de couplage océan/glace et l’autre sans, correspondant aux tests numéros
3 et 8. La trajectoire de référence correspond à celle du ﬂoe de référence soumis aux mêmes
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Figure 3.24 – Données de la magnitude et de la direction des vitesses du vent et du courant
océanique sur 7 jours utilisées pour les simulations du scénario de dérive soumise à un vent et
un courant variants.
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t = 7.5 jours
t = 0
t = 3 jours
Figure 3.25 – Trajectoires des centres de masse des ﬂoes du test numéro 3 (en rouge), du test
8 (en bleu) et la trajectoire du ﬂoe de référence (en noir).
conditions de vent mais avec un océan au repos et sans le modèle de couplage. Nous pouvons
observer que les trajectoires d’un assemblage de 350 ﬂoes, suivent grossièrement la trajectoire
du ﬂoe isolé déterminée par la vitesse du vent, en vériﬁant les deux propriétés suivantes : la
magnitude de la vitesse est bornée par le maximum des Kt et la direction des vitesses forme un
angle entre 20◦ et 40◦ avec la direction du vent vers la droite dans le sens du vent. Entre les deux
ensembles de trajectoires pour la simulation avec et sans modèle de couplage, nous retrouvons
les mêmes différences qu’entre les trajectoires pour un ﬂoe isolé (voir Partie 3.1.2).
Sur les ﬁgures représentant les trajectoires des ﬂoes durant les 7.5 jours de simulation, les
carrés aux bords verts indiquent l’emplacement de l’assemblage des ﬂoes au temps t précisé.
Pour observer plus spéciﬁquement l’inﬂuence de la taille et de la forme des ﬂoes, nous com-
mençons par nous intéresser à deux ensembles de trajectoires simulées représentées sur les ﬁgures
3.26 et 3.27. Parmi les trois trajectoires tracées, deux correspondent au même ﬂoe et la troisième
correspond à un ﬂoe isolé de même aire et de même masse mais de forme circulaire construit
comme le ﬂoe de référence. Concernant les trajectoires du même ﬂoe, l’une correspond au cas où
il est placé dans un pack dont la concentration est à 70%, l’autre correspond au cas où il est isolé.
Dans tous les cas, les conditions sont périodiques aux bords et le modèle de couplage est pris en
compte. La différence se joue entre la taille des ﬂoes et leur forme. Dans 3.26, le ﬂoe a une aire de
59 952 m2, soit la plus grande aire du pack, alors que dans 3.27, le ﬂoe a une aire de seulement
4.5 m2, soit la plus petite aire du pack. À l’échelle de la dérive sur 7.5 jours, les trajectoires sont
similaires que le ﬂoe soit isolé non circulaire, dans un pack à 70% ou isolé et circulaire. Si nous
regardons de plus près la zone avant le 3e jour, nous pouvons mettre en évidence des écarts de
trajectoires de l’ordre de 80 m entre le ﬂoe isolé de plus grande aire et le même au sein d’un pack
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Figure 3.26 – Trajectoires des centres de masse pour un ﬂoe dont l’aire est 59 952 m2. En bleu,
celle associée au ﬂoe non circulaire isolé (non visible sur cette ﬁgure car cachée par la courbe
noire), en rouge, celle associée au même ﬂoe mais au sein d’un pack à 70% et en noir, celle
associée au ﬂoe circulaire isolé.
à 70% et des écarts de trajectoires de l’ordre de 220 m entre le ﬂoe isolé de plus petite aire et le
même au sein d’un pack à 70%. Dans ce cas, l’inﬂuence des collisions pour dévier la trajectoire
du ﬂoe est plus importante pour un ﬂoe petit. De plus, en zoomant encore un peu plus dans
cette zone, nous pouvons mettre en évidence des écarts de trajectoires de l’ordre de 2 cm entre
les ﬂoes isolés de même aire, de même masse et avec juste une forme différente, que ce soit pour
la plus grande ou la plus petite des aires du pack. Dans ce cas là, l’inﬂuence de la forme sur les
trajectoires ne dépend pas de la taille du ﬂoe et est beaucoup moins importante que l’inﬂuence
des collisions. Ensuite, pour mettre en évidence l’inﬂuence de la taille, nous avons placé sur la
même ﬁgure les trajectoires du centre de masse du ﬂoe dont l’aire est la plus grande du pack et
du ﬂoe dont l’aire est la plus petite (voir Figure 3.28). Nous observons des écarts de trajectoire
de l’ordre de 30 m dans la zone avant le 3e jour. Dans ce cas, l’inﬂuence de la taille du ﬂoe est
plus importante que celle de la forme mais reste moins importante que celle des collisions. Cette
tendance est conﬁrmée dans la partie 3.2.2, lors de l’étude de l’évolution des distances entre les
centres de masse pris au même instant pour ces différentes simulations.
Aﬁn de s’intéresser à l’inﬂuence des conditions aux bords, nous présentons, dans la ﬁgure
3.29, la trajectoire du centre de masse des ﬂoes pour deux simulations avec la même concentra-
tion à 70%, la prise en compte du modèle de couplage océan/glace et l’une avec les conditions
périodiques aux bords et l’autre avec les conditions libres aux bords correspondant aux tests
numéros 4 et 13. Le résultat précédent sur les trajectoires reste encore valide dans le cas où les
conditions sont libres aux bords. La différence se joue dans la concentration qui est maintenue
constante égale à 70% dans le cas des conditions périodiques alors qu’elle varie dans le cas des
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Figure 3.27 – Trajectoires des centres de masse pour un ﬂoe dont l’aire est 4.5 m2. En bleu,
celle associée au ﬂoe non circulaire isolé (non visible sur cette ﬁgure car cachée par la courbe
noire), en rouge, celle associée au même ﬂoe mais au sein d’un pack à 70% et en noir, celle
associée au ﬂoe circulaire isolé.
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Figure 3.28 – Trajectoires des centres de masse pour les ﬂoes isolés dont l’aire est 4.5 m2 en
noir, et dont l’aire est 59 952 m2 en rouge.
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Figure 3.29 – Trajectoires des centres de masse de ﬂoes du test numéro 4 (en rouge) et du test
13 (en noir).
conditions libres. Néanmoins, à cette échelle, les ﬂoes restent grossièrement groupés durant la
dérive sur plusieurs dizaines de kilomètres. La variation de la concentration au cours de la simu-
lation dans ce cas est représentée dans la ﬁgure 3.30. Durant les deux 1er jours, quand le vent
et le courant sont grossièrement constants les ﬂoes se dispersent et la concentration diminue
jusqu’à 58%. Puis, à la suite de brutaux changements des courants, les ﬂoes se sont rassemblés
au point d’augmenter la concentration jusqu’à 61%.
Aﬁn de s’intéresser à l’inﬂuence de la concentration de glace au sein d’un assemblage, nous
présentons, dans la ﬁgure 3.31, les trajectoires des centres de masse de ﬂoes pour trois simulations
avec les mêmes conditions périodiques aux bords, la prise en compte du modèle de couplage,
l’une avec une concentration à 30%, une autre avec une concentration à 50% et une dernière à
70% correspondant aux tests numéros 1, 2 et 4. Nous observons que les trajectoires sont gros-
sièrement similaires pour les trois différentes concentrations utilisées.
Durant la simulation, les ﬂoes forment progressivement des groupes de ﬂoes séparés par une
zone d’océan sans glace (voir Figure 3.32). Ce processus d’agglomération est bien connu (voir
[THT11]) et a été étudié à partir d’un modèle de dynamique des glaces de mer avec des ﬂoes
parfaitement circulaires (voir [Her11]). Cela résulte de l’équilibre des moments sous le stress de
l’environnement, donnant des vitesses dépendantes de la taille des ﬂoes et de la perte d’énergie
cinétique durant les collisions (voir [Her11]). Dans le paragraphe suivant, nous introduirons une
quantité Cr qui permettra de comparer le niveau d’agglomération relatif à la concentration, à la
forme, aux conditions aux bords et avec la prise en compte du modèle de couplage.
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Figure 3.30 – Évolution de la concentration de glace pour le test numéro 13.
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10 t = 3 jours
t = 0
t = 7.5 jours
Figure 3.31 – Trajectoires des centres de masse de ﬂoes du test numéro 1 (en rouge), 2 (en
bleu) et 4 (en noir).
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Figure 3.32 – Conﬁguration des ﬂoes à des temps différents pour le test numéro 9.
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Figure 3.33 – Évolution de la distance entre les centres de masse de ﬂoes. En rouge, la distance
entre le ﬂoe isolé d’aire 4.5 m2 et le même ﬂoe au sein d’un pack à 70%. En bleu, la distance
entre le ﬂoe isolé d’aire 59 952 m2 et le même ﬂoe au sein d’un pack à 70%. En noir, la distance
entre le ﬂoe isolé d’aire 59 952 m2 et le ﬂoe isolé d’aire 4.5 m2. Enﬁn en mauve, respectivement
en vert (non visible sur cette ﬁgure car cachée par la courbe mauve), la distance entre les ﬂoes
isolés d’aire 59 952 m2 dont l’un est de forme circulaire, respectivement la distance entre les
ﬂoes isolés d’aire 4.5 m2 dont l’un est de forme circulaire.
Une description quantitative
Dans cette partie, nous allons étudier certaines quantités physiques liées aux comportements
de l’assemblage de ﬂoes dans ce scénario. Les deux principales sont la dispersion et l’agglomé-
ration.
Nous commençons par étudier la variation de la distance entre les centres de masse pris
au même temps toutes les minutes, pour les différents cas (voir Figure 3.33). Les observations
faites dans le paragraphe précédent par rapport à ces tests, sont encore valables en regardant
l’évolution de la distance entre les trajectoires durant les 7.5 jours de simulation.
Concernant la dispersion, nous caractérisons la dispersion des ﬂoes autour du centre de masse



















































où G est le centre de masse du pack de ﬂoes, n le nombre de ﬂoes, Mi la masse du ﬂoe Ωi,
Gi le centre de masse du ﬂoe Ωi, ne,i le nombre d’éléments ﬁnis du maillage du ﬂoe Ωi, mi,j la
masse de l’élément j et Gi,j le centre de masse de l’élément j. Cette dispersion permet d’étudier
le mouvement relatif entre les ﬂoes d’un même pack. Sur la ﬁgure 3.34, nous avons tracé les
variations de la quantité σ en fonction du temps pour 9 tests différents. Nous pouvons observer
que dans tous les cas, σ augmente au cours du temps, mais cette augmentation est plus légère
lorsque les conditions aux bords sont périodiques et lorsque les concentrations sont plus impor-
tantes. De plus, les variations brusques du courant océanique et du vent qui ont lieu avant le 3e
jour entraînent une diminution de σ dans tous les cas.
Concernant l’agglomération, nous déﬁnissons une autre quantité, notée Cr, qui permet d’étu-
dier le niveau d’agglomération des ﬂoes au sein d’un même pack. Cette quantité est dépendante






avec, n le nombre de ﬂoes de l’assemblage, Card (Nr) le nombre d’éléments de Nr, et Nr l’en-
semble déﬁni par :




























































Figure 3.35 – Graphe de la courbe (r,Cr) au 3e jour de simulation pour différents tests.




|Gi −Gj | et rmax = max
(i,j)2{1,...,n}2
|Gi −Gj |.
La courbe sera représentée avec une échelle logarithmique en abscisse et en ordonnée. En théorie,
pour un ensemble de points aléatoirement positionnés (suivant une distribution de Poisson), la
quantité Cr suit une loi puissance rD avec D = 2 la dimension du plan. Avec une échelle loga-
rithmique, si la courbe Cr est de pente inférieure à 2 alors nous pouvons dire que les points sont
amassés spatialement. Cependant, dans notre cas, nous ne manipulons pas des points mais des
ﬂoes ayant des tailles et des formes diverses. N’ayant pas de référence dans la littérature, nous
comparons nos résultats entre eux et avec une courbe de référence qui correspond à l’évolution
de Cr pour la conﬁguration initiale avec une concentration à 70% contenant des ﬂoes dont les
formes proviennent de la bibliothèque de ﬂoes (voir Figure 3.35). Nous observons que la pente
des courbes devient inférieure à 2 dès que r devient supérieure à 20 m pour les tests numéros
1, 2, 5, 6, 7 et 10. Ces tests correspondent aux conﬁgurations avec des concentrations à 30%
et 50% et le test 6 avec des ﬂoes de forme circulaire et une concentration à 70%. Par contre,
pour les tests numéros 4, 9 et 11, ainsi que la courbe de référence, la pente des courbes associées
devient inférieure à 2 pour r supérieure à 100 m. Ces tests, ainsi que la courbe de référence
correspondent aux conﬁgurations avec 70% de concentration.
Nous déﬁnissons la distance rmoy pour laquelle la probabilité de l’événement : la distance
entre les centres de masse d’une paire de ﬂoes soit plus petite ou égale à rmoy, soit égale à 0.5,
c’est-à-dire, Crmoy = 0.5. Nous présentons sur la ﬁgure 3.36 l’évolution au cours de la simulation
de cette distance rmoy pour différents tests. Les observations sont très proches de celles faites
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Figure 3.36 – Évolution de la distance rmoy au cours de la simulation, pour différents tests.
lors de l’étude de la dispersion.
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Conclusion
L’environnement des glaces de mer Arctique est encore un domaine privilégié pour l’explo-
ration et l’innovation de nouvelles idées. Le comportement dynamique des glaces de mer, non
encore complétement compris, est très complexe et implique un large panel de différents do-
maines scientiﬁques.
Le modèle présenté dans cette thèse est construit pour décrire le comportement dynamique d’un
assemblage de ﬂoes impliquant un grand nombre d’interactions à travers des collisions inélas-
tiques avec friction entre les ﬂoes, tout en gardant un temps de calcul raisonnable. Il combine
différentes études sur les problèmes linéaires de complémentarité pour le traitement des colli-
sions, différentes techniques basées sur les méthodes de volumes englobants pour la détection des
collisions, une méthode de quadrature de Gauss-Legendre pour l’intégration des forces et un mo-
dèle de couplage océan/glace pour la prise en compte de la composante inertielle du mouvement.
Bien que notre modèle ne considère pas la dispersion d’énergie par certains effets vibratoires à
travers une chaîne de contact, il permet de décrire précisément un large panel de comportements
de contact (voir Chapitre 3). De même, bien que le modèle de couplage ne soit pas complet,
ne prenant pas en compte les interactions entre les mailles d’océan voisines, il permet de re-
trouver les oscillations inertielles dans le mouvement des ﬂoes. De plus, les moments linéaire et
angulaire ainsi que l’énergie cinétique du système sont conservés. Après une première version
implémentée sous MATLAB, le modèle a été codé en C++ avec les mêmes optimisations. Avec
la version du code en C++ lancée depuis un ordinateur de bureau sur un seul processeur pour
la simulation de la dérive durant 7.5 jours d’un assemblage de 350 ﬂoes avec une concentration
à 70%, impliquant autour de 100 millions de collisions, nous atteignons un ratio entre le temps
de la simulation et le temps de calcul supérieur à 7. Dès que la concentration ou que le nombre
de ﬂoes diminuent, et donc le nombre de collisions, le ratio augmente fortement. Par exemple,
pour la même simulation avec un même assemblage à une concentration à 30%, le ratio atteint 50.
Nous pouvons mettre l’accent sur plusieurs contributions présentes dans cette thèse. Les
premières se situent au niveau de la simulation des interactions entre solides rigides par la prise
en compte à la fois de géométries très variées, non forcément convexes, d’un ratio entre les plus
grandes tailles et les plus petites tailles pouvant dépasser 100, et de solides obstacles avec une
masse volumique tendant vers l’inﬁni. Cela implique plusieurs méthodes et techniques spéciﬁques
à cette thèse pour la détection des contacts en espace et en temps, et la résolution des problèmes
linéaires de complémentarité. La dernière contribution se situe au niveau de la dynamique gra-
nulaire des glaces soumises aux forces de traînée dues au vent et à l’océan par la prise en compte
du couplage entre le mouvement de la couche limite océanique et le mouvement de la glace. Cela
implique l’installation d’un modèle de couplage océan/glace et permet, entre autres, la capture
de la composante inertielle du mouvement.
Aﬁn d’optimiser le temps de calcul et d’améliorer le comportement dynamique simulé avec
notre modèle, plusieurs axes de recherche et étapes pourront être développés dans le futur. Parmi
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ces étapes, nous pouvons citer entre autres, une meilleure estimation du coeﬃcient de restitution
ε, l’intégration au modèle de couplage des interactions entre les mailles d’océan voisines et la
validation de notre modèle en utilisant des expérimentations en bassin avec des vrais ﬂoes de
glace ou en utilisant des observations in situ.
Comme indiqué dans l’introduction, dans la présente version du modèle, les principales sim-
pliﬁcations sont l’absence de rhéologie de la glace et l’utilisation d’un coeﬃcient de restitution
ﬁxé et constant. Aﬁn d’améliorer ces aspects dans le futur, il sera nécessaire de combiner notre
modèle avec des modèles de rhéologie et d’endommagement appliqués à chaque ﬂoe pour une
description plus physique et plus détaillée de la dissipation et la dispersion d’énergie durant les
collisions.
Parmi les sources importantes d’information pour la validation de notre modèle, nous pouvons
citer les trajectoires des bouées attachées aux ﬂoes dérivant, par exemple, dans la zone marginale
des glaces de mer. Cependant, une comparaison directe, déterministe des trajectoires simulées
par notre modèle avec les trajectoires observées sera diﬃcile, particulièrement car les caracté-
ristiques géométriques de l’assemblage de ﬂoes, comme la taille, la forme, l’épaisseur ou encore
l’arrangement spatial des ﬂoes, sont rarement connus. Alors qu’une comparaison en termes de
propriétés statistiques des vitesses, comme par exemple dans [RWMB09] pourrait être plus pro-
metteuse.
Finalement, en termes d’optimisation du temps de calcul, une importante direction de recherche
sera l’implémentation parallèle de notre modèle sur GPU. Pour cela, une structure de clus-
ters sera développée. Cette structure consistera à rassembler les ﬂoes, interagissant entre eux
ou dans une zone spatiale déﬁnie en fonction du déplacement des ﬂoes, dans un même cluster.
Dans un cluster, les ﬂoes évolueront avec le même pas de temps et chaque cluster suivra son
propre rythme. En effet, les interactions entre les ﬂoes n’ont pas toutes besoin d’être décrites
avec le même pas de temps. Le principal avantage de cette approche est de traiter les clusters
en parallèle, permettant de manipuler un grand nombre de ﬂoes tout en conservant un temps
de calcul raisonnable.
Un autre axe de recherche concernera l’amélioration en temps de calcul de la résolution des
problèmes linéaires de complémentarité. En effet, à l’heure actuelle, c’est le processus le plus
chronophage du modèle. Dans certaines situations, il peut requérir plus de 90% du temps de
calcul total sur l’intervalle [t, t+∆t] comprenant le temps de calcul des processus de détection
des contacts en espace et en temps ainsi que la mise à jour des vitesses des ﬂoes, du vent et du
courant océanique, et la mise à jour des positions des ﬂoes.
Le modèle présenté ici, construit pour prendre en compte les interactions entre les ﬂoes,
est un modèle granulaire à l’échelle du ﬂoe ou d’un assemblage de ﬂoes. Nous dirons que c’est
un modèle aux petites échelles par comparaison avec les modèles continus de dynamique des
glaces de mer traitant tout l’océan Arctique avec des mailles élémentaires de plusieurs dizaines
de kilomètres carrés, utilisés dans des modèles de climatologie, qui eux sont dits aux grandes
échelles. Une nouvelle perspective sera de faire du multi-échelle. De la petite à la grande échelle,
l’idée sera d’intégrer, en utilisant des méthodes numériques d’homogénéisation, des paramètres
glaciologiques fournis par le modèle granulaire aux petites échelles, comme la perte d’énergie
cinétique à travers les collisions, dans le modèle continu aux grandes échelles. De la grande échelle
à la petite, l’idée sera d’établir, en utilisant des outils d’analyse stochastique, des caractéristiques
fournies par le modèle continu, comme la concentration ou la distribution des épaisseurs, pour
la construction d’un assemblage de ﬂoes dans le modèle granulaire.
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