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Abstract
The universal enveloping C∗-algebra Aµ of twisted canonical commu-
tation relations is considered. It is shown that for any µ ∈ (−1, 1) the
C∗-algebra Aµ is isomorphic to the C
∗-algebra A0 generated by partial
isometries ti, t
∗
i , i = 1, . . . , d satisfying the relations
t
∗
i tj = δij(1−
∑
k<i
tkt
∗
k), tjti = 0, i 6= j.
It is proved that Fock representation of Aµ is faithful.
Mathematics Subject Classifications (2000): 46L55, 46L65, 81S05, 81T05.
Key words: Fock representation, deformed commutation relations, universal
bounded representation.
Introduction
Recently the interest to the *-algebras defined by generators and relations, their
representations, particulary faithful representations, and the universal envelop-
ing C∗ -algebras has been growing because of their applications in mathematical
physics, operator theory etc.
A lot of interesting classes of a *-algebras depending on the parameters are
constructed as a deformations of canonical commutation relations of quantum
mechanics (CCR). A well-known examples of a such deformations are
• qij -CCR introduced by M. Bozejko and R. Speicher ( see [2])
C
〈
a, a
∗
i | a∗i aj = δij1 + qijaja∗i , i, j = 1, . . . , d, qji = qij ∈ C, | qij |≤ 1
〉
and
• Twisted canonical commutation relations (TCCR) constructed byW. Pusz
and S.L. Woronowicz ( see [8]). The TCCR have the following form
a∗i ai = 1 + µ
2aia
∗
i − (1− µ2)
∑
k<i
aka
∗
k, i = 1, . . . , d
a∗i aj = µaja
∗
i , i 6= j, ajai = µaiaj , i < j, 0 < µ < 1 (1)
1
The universal C∗-algebra A{qij} for qij-CCR , | qij |<
√
2 − 1, was studied
in [4]. Particulary it was shown that under above restrictions on the coeffi-
cients A{qij} is isomorphic to the Cuntz-Toeplitz algebra generated by isometries
{si, s∗i , i = 1, . . . , d} satisfying relations s∗i sj = 0, i 6= j. This implies that Fock
representation of A{qij} is faithful. The conjecture that the same results are true
for any choise of | qij |< 1 was discussed in [4] also. When | qij |= 1, i 6= j, the
universal C∗-algebra is isomorphic to the extension of noncommutative higher-
dimesional torus generated by isometries satisfying s∗i sj = qijsjs
∗
i , i 6= j and
the Fock representaion is faithful also (see [9]).
In the present paper we consider the universal C∗-algebra Aµ corresponding
to the TCCR. Recall that the irreducible representations of TCCR, including
unbounded, were described in [8] and for any bounded representation pi of TCCR
‖pi(aia∗i )‖ ≤
1
1− µ2 ,
i.e. TCCR generate a *-bounded *-algebra ( see, for example [6] and [7]). We
show in the Sec. 1 that Aµ ≃ A0 for any µ ∈ (−1, 1). Note that A0 is generated
by partial isometries {si, s∗i , i = 1, . . . , d} satisfying the relations
s∗i sj = δij(1 −
∑
k<i
sks
∗
k).
In the Sec.2 we prove that Fock representation of Aµ is faithful.
Remark 1. It follows from the main result of [3] that Fock representations of
a *-algebras generated by qij-CCR, | qij |< 1, and TCCR are faithful. In the
case when | qij |= 1, i 6= j, the kernel of Fock representation is generated as a
*-ideal by the family {ajai − qijaiaj}.
Finally, let us recall that by the universal C∗-algebra for a certain *-algebra
A we mean the C∗-algebra A with the homomorphism ψ : A → A such that for
any homomorphism ϕ : A → B, where B is a C∗-algebra, there exists θ : A→ B
satisfying θψ = ϕ. It can be obtained by the completion of A/J by the following
C∗-seminorm on A
‖a‖ = sup
pi
‖pi(a)‖,
where sup is taken over all bounded representations of A and J is the kernel of
this seminorm. Obviously this process requires the condition suppi ‖pi(a)‖ <∞
for any a ∈ A.
Through the paper we suppose that all C∗-algebras are realised by the
Hilbert space operators. Particulary, it is correct to consider the polar decom-
position of elements of a C∗-algebra. Obviously, we do not claim that in general
the partial isometry from the polar decomposition lies in this C∗-algebra.
2
1 Stability of µ-CCR.
Let us recall some properties of the C∗-algebra generated by one-dimensional
q-CCR. Namely we need the following proposition ( see [9]).
Proposition 1. Let B be the unital C∗-algebra generated by the elements a, a∗
satisfying the relation
a∗a = 1 + qaa∗, −1 < q < 1
and a∗ = S∗C is a polar decomposition. Then S ∈ B, B = C∗(S, S∗) and
a =
( ∞∑
n=1
qn−1SnS∗n
) 1
2S.
Let us show that any C∗-algebra generated by the operators satisfying ( 1)
can be generated by some family of partial isometries.
Proposition 2. Let Aµ be the unital C
∗-algebra generated by operators ai, a
∗
i , i =
1, . . . , d, satisfying relations ( 1). Let a∗i = S
∗
i Ci be the polar decomposition.
Construct the following family of partial isometries inductively:
Ŝ1 := S1, Ŝi = (1−
∑
j<i
ŜjŜ
∗
j )Si
Then ∀i = 1, . . . , d we have Ŝi ∈ Aµ, Aµ = C∗(Ŝi, Ŝ∗i , i = 1, . . . , d) and the
following relations hold
Ŝi
∗
Ŝj = δij
(
1−
∑
j<i
ŜjŜ
∗
j
)
i, j = 1, . . . , d (2)
ŜjŜi = 0, j > i.
Proof. We use induction on the number of generators.
d = 1.
In this case we have a∗1a1 = 1+µ
2a1a
∗
1, a
∗
1 = S
∗
1C1 and as shown in Proposition
1 we have S1 ∈ C∗(a1, a∗1) and
a∗1 = S
∗
1
( ∞∑
n=1
µ2(n−1)Sn1 S
∗n
1
) 1
2
with S∗1S1 = 1.
d− 1→ d.
Denote by a
(1)
i := (1 − S1S∗1 )ai, i = 2, . . . , d. Note, that the relations ( 1) are
equivalent to
C2i Si = Si(1 + µ
2C2i − (1 − µ2)
∑
j<i
C2j )
C2i Sj = µ
2SjC
2
i , j < i
C2i Sj = SjC
2
i , j > i
CiCj = CjCi, S
∗
i Sj = SjS
∗
i , SiSj = SjSi
3
Then it is easy to see that (1− S1S∗1 )ai = ai(1− S1S∗1 ), i = 2, . . . , d and
a
∗(1)
i a
(1)
j = (1− S1S∗1)a∗i (1− S1S∗1 )aj
= (1− S1S∗1)a∗i aj(1− S1S∗1 )
= µ(1− S1S∗1 )aja∗i (1− S1S∗1 )
= µ(1− S1S∗1 )aj(1− S1S∗1 )ai
= µa
(1)
j a
∗(1)
i , i 6= j
Analoguosly a
(1)
j a
(1)
i = µa
(1)
i a
(1)
j , j > i > 1. Multiplying the relation
a∗i ai = 1 + µ
2aia
∗
i − (1− µ2)
∑
k<i
aka
∗
k
by 1− S1S∗1 we get
a
∗(1)
i a
(1)
i = (1− S1S∗1 ) + µ2a(1)i a∗(1)i − (1− µ2)
∑
2≤k<i
a
(1)
k a
∗(1)
k .
Evidently, the element 1 − S1S∗1 is the unit of the C∗-algebra of operators
C∗(1 − S1S∗1 , a(1)i , a∗(1)i , i = 2, . . . , d). Using the assumption of induction we
conclude that
C∗(S1, S
∗
1 , a
(1)
i , a
∗(1)
i , i = 2, . . . , d) = C
∗(S1, S
∗
1 , Ŝ
∗(1)
i , Ŝ
(1)
i , i = 2, . . . , d)
and partial isometries Ŝ
(1)
i , i = 2, . . . , d, satisfy the relations ( 2). Note that
Ŝ
(1)
i = Ŝi, i = 2, . . . , d. Indeed, evidently if a
∗
i = S
∗
i Ci is a polar decomposition
then a
∗(1)
i = (1 − S1S∗1)S∗i (1 − S1S∗1 )Ci, i = 2, . . . , d, is a polar decomposition
too. I.e. S
(1)
i = (1 − S1S∗1)Si and we have Ŝ(1)2 := S(1)2 = (1 − S1S∗1 )S2 = Ŝ2,
further
Ŝ
(1)
i := (1− S1S∗1 − Ŝ(1)2 Ŝ∗(1)2 − · · · − Ŝ(1)i−1Ŝ∗(1)i−1 )S(1)i
= (1− S1S∗1 − Ŝ2Ŝ∗2 − · · · − Ŝi−1Ŝ∗i−1)(1 − S1S∗1 )Si
= (1− S1S∗1 − Ŝ2Ŝ∗2 − · · · − Ŝi−1Ŝ∗i−1)Si = Ŝi
Obviously the conclusion above is obtained by the induction. Then Ŝ∗1 Ŝi =
S∗1 (1−S1S∗1)Ŝi = 0 and, analoguosly, ŜiŜ1 = 0, i = 2, . . . , d. It remains only to
show that C∗(ai, a
∗
i , i = 1, . . . , d) = C
∗(Ŝi, Ŝ
∗
i , i = 1, . . . , d). It follows from
the assumption of induction and the decomposition
ai =
∞∑
n=0
µnSn1 a
(1)
i S
∗n
1
4
The equality above follows from the S∗1ai = µaiS
∗
1 , then S
∗n
1 ai = µ
naiS
∗n
1 and
µnSn1 a
(1)
i S
∗n
1 = µ
nSn1 (1− S1S∗1 )aiS∗n1
= Sn1 (1− S1S∗1 )S∗n1 ai = (Sn1 S∗n1 − Sn+11 S∗n+11 )ai
Now we have to prove the converse statement, i.e. that any C∗-algebra generated
by partial isometries satisfying ( 2) can be generated by the elements satisfying
( 1). Let us consider the unital C∗-algebra A0 generated by the operators
ti, t
∗
i , i = 1, . . . , d, satisfying relations ( 2). Note that ti, i = 1, . . . , d, are
partial isometries. Indeed we have
tit
∗
i ti = ti(1−
∑
j<i
tjt
∗
j ) = ti.
For any i = 1, . . . , d define a family {a(j)i , j = 1, . . . , i} inductively:
a
(i)
i = (
∞∑
n=1
µ2(n−1)tni t
∗n
i )
1
2 ti, (3)
a
(j)
i =
∞∑
n=0
µntnj a
(j+1)
i t
∗n
j , j = 1, . . . , i− 1.
We shall use the following evident decomposition also
a
(j)
i =
∞∑
nj ,... ,ni−1=0
µnj+nj+1+···+ni−1t
nj
j · · · tni−1i−1 a(i)i t∗ni−1i−1 · · · t∗njj
Denote a
(1)
i := a˜i. Our goal is to show that a˜i, a˜
∗
i satisfy the relations ( 1) and
Ŝi(a˜1, . . . , a˜d) = ti, i = 1, . . . , d. To do it we prove a few auxiliary lemmas.
Lemma 1. (1− t1t∗1 − · · · − tjt∗j )a(j)i = a(j+1)i
Proof. In the following we denote Pj := 1−
∑
i≤j tjt
∗
j , P0 := 1. It is easy to see
that Pjtk = 0, k ≤ j, and Pjtk = tk, k > j. Then
Pjt
nj
j · · · tni−1i−1 =


0, nj 6= 0
t
nj+1
j+1 · · · tni−1i−1 , nj = 0, ∃nl 6= 0, j + 1 ≤ l ≤ i− 1
Pj , nl = 0, l = j, . . . , i− 1
Then
Pja
(j)
i =
∞∑
nj ,... ,ni−1=0
µnj+nj+1+···+ni−1Pjt
nj
j · · · tni−1i−1 a(i)i t∗ni−1i−1 · · · t∗njj
= Pja
(i)
i +
∞∑
nj+1,... ,ni−1=0,
∑
k
n2
k
6=0
µnj+1+···+ni−1t
nj+1
j+1 · · · tni−1i−1 a(i)i t∗ni−1i−1 · · · t∗nj+1j+1
=
∞∑
nj+1,... ,ni−1=0
µnj+1+···+ni−1t
nj+1
j+1 · · · tni−1i−1 a(i)i t∗ni−1i−1 · · · tnj+1j+1 = a(j+1)i
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Where we have used that Pja
(i)
i = a
(i)
i , j < i. Indeed
a
(i)
i = Titi, T
2
i =
∞∑
n=1
µ2(n−1)tni t
∗n
i
and tkt
∗
kT
2
i = T
2
i tkt
∗
k = 0, i 6= k implies t∗kTi = 0, i 6= k, hence t∗ka(i)i = 0 and
Pja
(i)
i = (1−
∑
k≤j
tkt
∗
k)a
(i)
i = a
(i)
i , j < i.
Corollary 1. Pka
(j+1)
i = a
(j+1)
i , k ≤ j
Proof. We note only that PkPj = Pj , k ≤ j.
Lemma 2. t∗ka
(j+1)
i = 0, a
(j+1)
i tk = 0, t
∗
ka
∗(j+1)
i = 0, a
∗(j+1)
i tk = 0, for any
k ≤ j < i.
Proof. As in the previous lemma we have t∗ka
(j+1)
i = t
∗
ka
(i)
i = 0 and a
(j+1)
i tk =
a
(i)
i tk = Tititk = 0 since titk = 0, i > k. The other relations are adjoint to the
proved above.
Lemma 3.
t∗nj t
m
j =


t∗n−mj , n > m
Pj−1, n = m
tm−nj , n < m
Proof. Induction on n,m using the basic relations ( 2).
Now we are able to prove the following proposition.
Proposition 3. For any i = 1, . . . , d and 1 ≤ j ≤ i we have
a
∗(j)
i a
(j)
i = Pj−1 + µ
2a
(j)
i a
∗(j)
i − (1− µ2)
∑
j≤k<i
a
(j)
k a
∗(j)
k
Proof. We use the induction on j for a fixed i = 1, . . . , d.
For j = i we have
a
∗(i)
i a
(i)
i = t
∗
i
( ∞∑
n=1
µ2(n−1)tni t
∗n
i
)
ti
= t∗i ti + µ
2
∞∑
n=1
µ2(n−1)tni t
∗n
i
= Pi−1 + µ
2a
(i)
i a
∗(i)
i
6
j+ 1→ j. Using the results of previous lemmas we have
a
∗(j)
i a
(j)
i =
∞∑
n,m=0
µn+mtnj a
∗(j+1)
i t
∗n
j t
m
j a
(j+1)
i t
∗m
j =
∞∑
n=0
µ2ntnj a
∗(j+1)
i a
(j+1)
i t
∗n
j
=
∞∑
n=0
µ2ntnj
(
Pj + µ
2a
(j+1)
i a
∗(j+1)
i − (1− µ2)
∑
j+1≤k<i
a
(j+1)
k a
∗(j+1)
k
)
t∗nj
=
∞∑
n=0
µ2ntnj Pjt
∗n
j + µ
2a
(j)
i a
∗(j)
i − (1− µ2)
∑
j+1≤k<i
a
(j)
k a
∗(j)
k
= Pj +
∞∑
n=1
µ2n(tnj t
∗n
j − tn+1j t∗n+1j ) + µ2a(j)i a∗(j)i − (1− µ2)
∑
j+1≤k<i
a
(j)
k a
∗(j)
k
= Pj−1 − (1− µ2)
∞∑
n=1
µ2(n−1)tnj t
∗n
j + µ
2a
(j)
i a
∗(j)
i − (1− µ2)
∑
j+1≤k<i
a
(j)
k a
∗(j)
k
= Pj−1 + µ
2a
(j)
i a
∗(j)
i − (1− µ2)
∑
j≤k<i
a
(j)
k a
∗(j)
k
Particulary, for j = 1 we have
a˜∗i a˜i = 1 + µ
2a˜ia˜
∗
i − (1− µ2)
∑
k<i
a˜ka˜
∗
k
It remains to show that a˜∗i a˜j = µa˜j a˜i. Then a˜j a˜i = µa˜ia˜j , j > i, hold automat-
ically (see [5]).
Lemma 4. a
∗(k)
i a
(j)
j = 0, j < k ≤ i.
Proof. We use induction again. For k = i one has
a
∗(i)
i a
(j)
j = t
∗
iTiTjtj = 0
since T 2i T
2
j = 0, i 6= j, and Ti, Tj ≥ 0.
k+ 1→ k.
a
∗(k)
i a
(j)
j =
∞∑
n=0
µntnka
∗(k+1)
i t
∗n
k a
(j)
j = a
∗(k+1)
i a
(j)
j = 0
since t∗ka
(j)
j = 0, k > j (see Lemma 1).
Lemma 5. a
∗(j)
i a
(j)
j = µa
(j)
j a
∗(j)
i , j < i.
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Proof. Let us show that a
∗(j)
i T
2
j = T
2
j a
∗(j)
i and a
∗(j)
i tj = µtja
∗(j)
i .
a
∗(j)
i T
2
j =
( ∞∑
n=0
µntnj a
∗(j+1)
i t
∗n
j
)( ∞∑
m=1
µ2(m−1)tmj t
∗m
j
)
=
∞∑
n=0,m=1
µn+2(m−1)tnj a
∗(j+1)
i t
∗n
j t
m
j t
∗m
j
=
∞∑
n=1,m≤n
µn+2(m−1)tnj a
∗(j+1)
i t
∗n
j .
where we have used Lemmas 2,3. Analogously
T 2j a
∗(j)
i =
∞∑
n=1,m≤n
µn+2(m−1)tnj a
∗(j+1)
i t
∗n
j = a
∗(j)
i T
2
j .
Finally
a
∗(j)
i tj =
( ∞∑
n=0
µntnj a
∗(j+1)
i t
∗n
j
)
tj
= µtja
∗(j+1)
i t
∗
j tj +
∞∑
n=2
µntnj a
∗(j+1)
i t
∗n−1
j
= µtja
∗(j+1)
i Pj−1 + µtj
∞∑
n=1
µntnj a
∗(j+1)
i t
∗n
j
= µtj
∞∑
n=0
µntnj a
∗(j+1)
i t
∗n
j = µtja
∗(j)
i .
Then
a
∗(j)
i a
(j)
j = a
∗(j)
i Tjtj = µTjtja
∗(j)
i = µa
(j)
j a
∗(j)
i , i > j.
Lemma 6. a
∗(k)
i a
(k)
j = µa
(k)
j a
∗(k)
i , 1 ≤ k < j < i
Proof. We use induction. The case k = j is considered in the Lemma above.
k+ 1→ k. As in the Proposition 3 we have
a
∗(k)
i a
(k)
j =
∞∑
n=0
µ2ntnka
∗(k+1)
i a
(k+1)
j t
∗n
k
= µ
∞∑
n=0
µ2ntnka
(k+1)
j a
∗(k+1)
i t
∗n
k = µa
(k)
j a
(k)
i .
Particulary, for k = 1 we have a˜∗i a˜j = µa˜j a˜
∗
i , i > j.
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So, we have proved the following theorem.
Theorem 1. Let A0 = C
∗(ti, t
∗
i , i = 1, . . . , d) where {ti, t∗i , i = 1, . . . , d}
satisfy relations ( 2), and the family i{a˜i, a˜∗i , i ≥ 1} is constructed according to
formulas ( 3). Then the relations ( 1) are satisfied and we have Ŝi(a˜1, . . . , a˜d) =
ti, i = 1, . . . , d.
Corollary 2. For any µ ∈ (−1, 1) the C∗-algebra Aµ is isomorphic to A0.
Proof. Using the universal property of A0 we can define the surjective homo-
morphism ϕ : A0 → Aµ by rule ϕ(ti) = Ŝi, i = 1, . . . , d. Analogously, we have
ψ : Aµ → A0, ψ(ai) = a(1)i , i = 1, . . . , d. Obviously, ψϕ = id and ϕψ = id.
2 Fock representation.
Recall that Fock representation of TCCR is the irreducible representation de-
termined by the cyclic vector Ω such that a∗iΩ = 0, i = 1, . . . , d.
Let us prove that Fock representation of Aµ is faithful. Firstly note that
Fock representation of A0 corresponds to the Fock representation of Aµ (it can
be easely seen from the formulas connecting {tj} and {aj}).
In the following we need the description of classes of unitary equivalence
of irreducible representations of A0. As we have noted above, the irreducible
representations of TCCR, including unbounded representations, were classified
in [8]. However it is more convenient for us to present the representations of
A0 in some different form .
Proposition 4. Let pi be an irreducible representation of A0 acting on the
Hilbert space H, then for some j = 1, . . . , d we have H ≃⊗jk=1 l2(N) and
pi(ti) =
i−1⊗
k=1
(1 − SS∗)⊗ S ⊗
j⊗
k=i+1
1, i ≤ j
pi(tj+1) = e
iϕ
j⊗
k=1
(1− SS∗), ϕ ∈ [0, 2pi)
pi(ti) = 0, i > j + 1,
where S is a unilateral shift on l2(N). The case j = d corresponds to the Fock
representation.
Proof. It follows from (2) that pi(t1) is isometry. Hence, either kerpi(t
∗
1) 6= {0}
or pi(t1) is unitary. We shall use here ti instead pi(ti).
Let ker t∗1 = H1 6= {0}. Then the relations ( 2) imply that H =
⊕∞
n=0 t
n
1H1
and
ti, t
∗
i : H1 → H1, ti, t∗i : tn1H1 → {0}, n > 1, i > 1.
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If we identify tn1H1 with en ⊗H1, n ≥ 0, then
t1 = S ⊗ 1, ti = (1− SS∗)⊗ t(1)i , i > 1
where Sen = en+1, n ≥ 0 and the family {t(1)i , i > 1} saisfy ( 2) on the space
H1. Moreover, it is easy to show that the family {ti, i = 1, . . . , d} is irreducible
iff {t(1)i , i = 2, . . . , d} is irreducible.
If t1 is unitary, then tit1 = 0, i > 1, implies ti = 0.
Using the previous proposition we can prove the following theorem.
Theorem 2. The Fock representation of A0 is faithful.
Proof. Let CF be the C
∗-algebra generated by the operators of Fock represen-
tation and Cpi be the C
∗-algebra generated by some irreducible representation
pi of A0. To prove the statement it is sufficient to construct a homomorphism
ψ : CF → Cpi
such that pi = ψpiF (then pi(ker piF ) = {0} for any irreducible representation of
A0, i.e. ker piF = {0}, where we denote by piF the Fock representation).
To do it, we note that if pi corresponds to some j = 1, . . . , d − 1, then
CF and Cpi are the C
∗-subalgebras of the
⊗d
k=1 C
∗(S, S∗) and
⊗j
k=1 C
∗(S, S∗)
respectively. Recall that C∗(S, S∗) ≃ T (C(T)) is a nuclear C∗-algebra of the
Toeplitz operators. Then we can define the homomomorphism
ψ :
d⊗
k=1
C∗(S, S∗)→
j⊗
k=1
C∗(S, S∗),
defined by
ψ(⊗i−1k=11⊗ S ⊗dk=i+1 1) = ⊗i−1k=11⊗ S ⊗jk=i+1 1, i ≤ j
ψ(⊗jk=11⊗ S ⊗dk=i+1 1) = eiϕ ⊗jk=1 1,
ψ(⊗i−1k=11⊗ S ⊗dk=i+1 1) = ⊗jk=11, i > j
It remains only to restrict ψ onto CF and to note that ψ(CF ) = Cpi.
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