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In the framework of the Floquet scattering-matrix the-
ory we discuss how electrical and heat currents acces-
sible in mesoscopics are related to the state of excita-
tions injected by a single-electron source into an electron
waveguide. We put forward an interpretation of a single-
particle heat current, which differs essentially from that
of an electrical current. We show that the knowledge
of both a time-dependent electrical current and a time-
dependent heat current allows the full reconstruction of
a single-electron wave function.
In addition we compare electrical and heat shot noise
caused by splitting of a regular stream of single-electron
excitations. If only one stream impinges on a wave split-
ter, the heat shot noise is proportional to the well-known
expression of the charge shot noise, reflecting the par-
titioning of the incoming single particles. The situation
differs when two electronic streams collide at the wave
splitter. The shot noise suppression, due to the Pauli ex-
clusion principle, is governed by different overlap inte-
grals in the case of charge and of heat.
Copyright line will be provided by the publisher
1 Introduction The experimental realization of an
on-demand high speed single-electron source [1,2,3] is
a major step on the way of implementing of a fermionic
platform for quantum information processing. Such a plat-
form potentially provides a high level of miniaturization,
is scalable, and takes advantage of the industrial planar
technology.
Single electrons are the most compact carrier of infor-
mation in solid-state ballistic conductors. As it was shown
experimentally, electrons can be transferred on demand be-
tween distant quantum dots one by one.[4,5] Moreover the
flying qubit with electrons was already reported.[6] Ideally
information is encoded into the state of a single particle,
in its wave function. The way to acquire this information,
which is natural for solid-state mesoscopic systems, is to
perform an appropriate transport measurement.
In this work, we aim at providing general analytical ex-
pressions for transport characteristics of a multi-terminal
mesoscopic conductor, in terms of electronic correlation
functions, and more specifically for few examples of state-
of-the-art single-electron states. These expressions and
their understanding bring fundamental additional infor-
mation about single-electron states and allow us to pro-
pose alternative measurements to perform tomography of
single-particle states.
In particular, we show that the wave-function of single-
electronic excitations can be reconstructed from time-
dependent charge and heat currents. Based on the analyt-
ical expressions we derive for these two quantities within
the Floquet scattering matrix formalism [7], we define the
energy per emitted particle. Its non-monotonous behavior
as a function of time reflects the different interpretation
we make of time-dependent charge and heat currents and
might be exploited as a resource for thermodynamical
tasks.
Copyright line will be provided by the publisher
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2 Single-electron excitations The state of injected
electrons depends on the type of source and its working
regime. Generally the state emitted at zero ambient tem-
perature is pure and it can be characterized by a wave
function.[8] For illustrative purposes, we present below
three known analytical expression for a wave function of
a single-electron injected on the top of the Fermi sea in
different regimes.
First example: Driving a quantum capacitor,[9,10]
which is a chiral one-dimensional quantum dot, by a
step potential at optimal conditions [2] leads to the emis-
sion of an electron with the following wave function,
ΨTr(t) = e
−itµh¯ψTr(t − te), [11,12]. Here te is the time
of emission, i.e. the time when a quantum level suddenly
arises above the Fermi level with energy µ, and
ψTr(t) =
1√
vµ
e−it
∆
2h¯ θ(t)
e
− t2τD√
τD
. (1)
Here vµ is the Fermi velocity. An electron is emitted during
a transient process (hence a subscript ”Tr”) of duration τD.
The optimal conditions imply the following: (i) There is
an equidistant ladder of levels in a quantum dot around the
Fermi energy; (ii) The Fermi level is positioned exactly in
the middle between the two subsequent levels; (iii) The po-
tential applied to the dot shifts all the ladder by one level
spacing ∆. As a result a single occupied level suddenly
raises above the Fermi level with an excess energy ∆/2.
We use a convention that a wave function Ψ(t) is given
as a function of time just behind the source and it is nor-
malized as
∫
dt |Ψ(t)|2 = 1/vµ. Such a convention is nat-
ural for mesoscopics, where electron detectors are fixed in
space rather than in time. To calculate the wave function at
a distance x away from the source, one needs to shift the
time as following: t→ t−x/vµ and tµ→ tµ−pµx, where
pµ =
√
2mµ is a momentum of electrons with mass m. In
the coordinate space, the normalization condition takes its
ordinary form,
∫
dx |Ψ(t− x/vµ)|2 = 1.
Second example: We consider a voltage pulse, uniform
in space and characterized by a Lorentzian shape in time
and a unit flux of the form: eV (t) = 2h¯Γτ/
(
[t− te]2 + Γ 2τ
)
.
Applying this voltage pulse to the Fermi sea, a sin-
gle electron is created [13,14] with a wave function
ΨL(t) = e
−itµh¯ψL(t− te), [15,16] where te is the time of
emission, the time when a voltage pulse has a maximum,
and the envelop function is given by:
ψL(t) =
1√
vµ
√
1
piΓτ
1
t/Γτ − i . (2)
Here Γτ is the half-width of the voltage pulse. Such a par-
ticle was observed experimentally and named a leviton [3],
hence the subscript ”L”. The wave function of a leviton
was directly measured in Ref. [17].
Let us remark that an electron with the same wave func-
tion as that of a leviton [11,12] can be emitted by a quan-
tum capacitor, the experimental setup used in the first ex-
ample mentioned above. For this purpose, the driving po-
tential should vary slowly in time, such that the time inter-
val 2Γτ during which a rising level crosses the Fermi level
would be large compared to the dwell time. This dwell time
corresponds to the time during which an electron leaves
the capacitor if there are empty states outside.[18] Such a
regime, namely when Γτ  τD, is referred to as an adia-
batic regime of emission. If the crossing time 2Γτ becomes
comparable to the dwell time τD, the process of emission
becomes non-adiabatic.[11]
Third example: The wave function valid in both adi-
abatic and non-adiabatic regimes was found for the case
of a quantum level raising above the Fermi level at a con-
stant rapidity c.[19]. We mark the corresponding quantities
with the subscript ”CS”. The wave function is ΨCS(t) =
e−it
µ
h¯ψCS(t− te), where
ψCS(t) =
1√
vµ
1√
piΓτ
∫ ∞
0
d
20
(3)
× exp
{
−i 
20
t
Γτ
− 
20
+ iζ
(

20
)2}
.
Here 0 = h¯/(2Γτ ) corresponds to the energy of an exci-
tation. It can also be expressed in terms of the dwell time,
0 = cτD. The parameter ζ = 0/γ is dimensionless and γ
is the level width.
Since the crossing time is inversely proportional to the
level’s rapidity, Γτ = γ/c, we see that ζ ∼ c. In the limit
when the level rises slowly, c → 0, we can put ζ = 0 and
Eq. (3) reproduces Eq. (2). In this case the extension of
the single-particle wave function is defined by the cross-
ing time Γτ , which increases with decreasing rapidity c. In
contrast, in the limit c→∞, despite the fact that the cross-
ing time Γτ → 0, the wave packet does not shrink down
to zero since an electron escapes into the Fermi sea dur-
ing a finite time independent of c, namely the dwell time,
τD = h¯/(2γ). In this case the density profile |ΨCS(t)|2 re-
sembles the density profile |ΨTr(t)|2, see Eq. (1). However
the energy properties of an excitation with a wave func-
tion ΨCS are quite different from the ones of an excitation
described by a wave function ΨTr.[20] In particular, the
energy distribution of the former excitation is exponential
with mean energy 0 increasing with c, while the energy
distribution of the latter one is Lorentzian with constant
mean energy ∆/2. Let us remark that the energy distribu-
tion for particles with wave functions from the second and
the third examples is identical as far as the parameter Γτ is
the same.
As it was shown in Ref. [21], for an adiabatically cre-
ated one-dimensional spinless excitation, the density pro-
file |Ψ(t)|2 uniquely defines its wave function. Therefore,
a measurement of a time-dependent electrical current is
enough to determine an electron wave function. This is no
longer the case for non-adiabatically created excitations.
For instance, the wave functions ΨTr and ΨCS at c → ∞
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are different, even though their squares (density profiles)
are the same. As we show below, an electrical current and
a heat current together are sufficient to define a wave func-
tion of excitations created arbitrary, adiabatically or non-
adiabatically.
3 A time-dependent current of a single-electron
excitation In a wide-band approximation, the electrical
current I(t) and the heat current IQ(t) associated to a
single-particle excitation with a wave function Ψ(t) =
e−it
µ
h¯ψ(t) just behind the source are calculated as follows:
I(t) = vµe |ψ(t)|2 , (4a)
IQ(t) = vµh¯ Im
[
∂ψ∗(t)
∂t
ψ(t)
]
. (4b)
Here Im [X] stays for the imaginary part of X . The posi-
tive direction for both currents is defined from the source
into the electronic waveguide. We refer to Append. A,
Append. B, and Append. C for relations valid for multi-
particle excitations.
Equations 4a and 4b indicate that time-dependent elec-
trical and heat (energy) currents are fundamentally differ-
ent, [22,23,24], already at a single-particle level. Below,
we investigate and exploit these differences.
3.1 Quantum-mechanical analogy Equations 4
were derived within the Floquet scattering-matrix ap-
proach for the regime of a single-particle emission.
They are also in full agreement with the conventional
quantum-mechanical expression. Indeed the electrical
current I(t) is defined as an electron charge e multi-
plied by a probability current − h¯m Im
[
∂Ψ∗
∂x Ψ
]
. Using
Ψ(x, t) = e−i
tµ−pµx
h¯ ψ
(
t− xvµ
)
and the wide-band ap-
proximation, we can neglect the spatial variation of the
envelope function ∂ψ/∂x compared to the inverse Fermi
wave-length pµ/h¯, which leads to Eq. (4a).
In the same way the heat current IQ(t) = IE(t) −
µI(t)/e, Eq. (4b), can be calculated using a less wide-
known quantum mechanical equation of an energy current
for a particle with mass m and with squared dispersion re-
lation, IE(t) = h¯
2
2mRe
[
Ψ∗ ∂
2Ψ
∂t∂x − ∂Ψ
∗
∂x
∂Ψ
∂t
]
, where Re [X]
is the real part of X .[25,26,22]
3.2 Interpretation of a time-dependent current of
a single particle It is well-known that an electrical (en-
ergy) current is defined as an amount of charge (energy)
transferred per unit of time. However, if we consider a cur-
rent carried by a single electron, such an interpretation is
not applicable since an electron is not divisible and can be
detected only entirely.
As it follows from Eq. (4a), an electrical current of an
electron emitted by the source is interpreted in the same
way as (the modulus squared of) a wave function: A current
at a time t is given by the probability density to detect an
electron at that time multiplied by an electron charge. So,
if we take an ensemble of identical particles and measure
a time-resolved detection statistics, we would then obtain
a time-dependent electrical current. A periodically work-
ing source emits an ensemble of identical particles and is
therefore suitable for this purpose. This was confirmed ex-
perimentally when a time-dependent current of an electron
with wave function ΨTr, Eq. (1) was measured in Ref. [2]
using a periodically-working source. Let us emphasize that
the interpretation of an electrical current I(t) as a prob-
ability current, Eq. (4a), is mainly based on the fact that
an electron charge is indivisible, i.e. it can only be mea-
sured entirely. However, the probability to detect an elec-
tron charge is varying in time, according to the density pro-
file.
In the case of a time-dependent heat current IQ(t),
Eq. (4b), the interpretation is more subtle as it requires
the analysis of the detection process. One can conjecture
that the amount of energy by the single-electron excitation
depends on the time at which the particle is detected. We
therefore distinguish two regions behind the source: (i) the
near field region, when the distance to the source is shorter
than the spatial extension of a single-particle excitation,
and (ii) the far field region, when the distance to the source
exceeds the size of a wave packet.
If the detector is located in the far field region, the
emission process is completed before the time of detec-
tion. Hence, the detected particle carries a fixed amount
of energy which is independent of a precise time of detec-
tion. The detection process can be made for instance with
a quantum dot acting as energy filter. [27,28,29]. This en-
ergy, defined as the integral over time of a heat current, is
what is usually understood as energy of an emitted particle
(counted from the Fermi energy),
Q =
∫ ∞
−∞
dt′IQ(t′). (5)
For the three examples presented in the introduction, the
energy is given respectively by QTr = ∆/2 [11], QL =
h¯/(2Γτ ) [15,30] and QCS = h¯/(2Γτ ).
If the detector is located in the near field region, the
emission process is not yet completed when a particle is
detected and the energy of a particle therefore depends on
the time of detection. One can say that what is detected in
the near field region is the energy which has flowed be-
tween the source and the detector up to a detection time t.
This energy is defined as δQ =
∫ t
−∞ dt
′IQ(t′). To calcu-
late the energy per particle, we need to take into account
that, formally, the amount of energy δQ is carried on aver-
age by the number of particles δN =
∫ t
−∞ dt
′I(t′). This
number is smaller than one since the probability to detect
a particle (even for an ideal detector) is smaller than one
in the near field region. Therefore, the energy per detected
particle should be enhanced compared to δQ by a factor
Copyright line will be provided by the publisher
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1/δN :
Q(t) =
∫ t
−∞ dt
′IQ(t′)∫ t
−∞ dt
′I(t′)/e
. (6)
When the emission process is completed, t → ∞, the
equation above agrees with Eq. (5), Q(∞) = Q, since the
total probability to emit a particle is one,
∫∞
−∞ dt
′I(t′)/e =
1.
Equation 6 reflects the interpretation we put forward
in this work for the energy detected per particle at a given
time t. It corresponds to the integrated heat current until the
time of detection t, weighted by the corresponding number
of emitted particle until this same time t.
As we already mentioned, the size λnf of the near field
region is set by the spatial extension of a single-electron
wave packet. For instance, the duration of a leviton from
Ref. [3] is Γτ ∼ 3× 10−11 s. Using a characteristic Fermi
velocity vµ ∼ 105 ÷ 106 m/s [31,32] we get λnf ∼ Γτ ×
vµ = 3 ÷ 30µm. The characteristic size of a mesoscopic
electronic conductor being of the order of a few microns,
the measurement of a time-dependent heat current is within
reach given the state-of-the-art of the experiments.
We stress that Q(t) is a particle’s energy understood as
a quantum-mechanical average. Let us remark that fluctu-
ations of this energy are caused by the probabilistic nature
of interaction between a dynamical source and electrons as
discussed in Refs [33,34,35,36].
To clarify further the interpretation presented above, let
us analyze the relation between the electrical and heat cur-
rents using the analytical expressions of the three electron
wave functions taken as examples.
3.2.1 First example Using the wave function ΨTr,
Eq. (1), in Eqs. (4) we get a time-dependent heat current,
IQTr(t) = θ(t)
∆
2τD
e
− tτD
(7)
=
∆
2
ITr(t)
e
,
where Itr(t) = θ(t) eτD e
− tτD [2,37] is an electrical cur-
rent. The linear dependence between the charge current and
the heat current is characteristic of a spontaneous decaying
process, since there is no external source either changing
the energy of a particle during its decay or able to affect the
rate of the decay process. The quantum level is raised by
∆/2 over the Fermi level and, therefore, an emitted elec-
tron carries a fixed amount of an excess energy (heat),∆/2,
no matter when it is actually emitted or detected. The use
of Eqs. (5) and (6) gives
QTr(t) = QTr = ∆/2. (8)
The situation is radically different when the emission
process does not correspond to a spontaneous decay. In this
case, the energy of an emitted particle does depend on an
actual time of emission and detection as it occurs in the
next examples.
3.2.2 Second example Substituting the wave func-
tion ΨL, Eq. (2) into Eqs. (4), we find that the heat and
charge currents of a leviton obey the Joule law,
IQL (t) =
20
piΓτ
1
[(t/Γτ )2 + 1]
2
(9)
= RqI
2
L(t),
where IL(t) = epiΓτ
1
(t/Γτ )2+1
[13,14,15,16] is a time-
dependent current of a leviton and Rq = h/(2e2) is the
Bu¨ttiker resistance, also known as the charge relaxation re-
sistance quantum [9].
Note that the Joule law is expected to hold in a one-
dimensional conductor with non-interacting electrons at ar-
bitrary but adiabatic driving. [22,38] Here we demonstrate
that it holds even on a single-particle level.
In macroscopic conductors, the quadratic dependence
of the heat current with the charge current can be under-
stood as follows. The driving force (say, a voltage across a
conductor) defines on one hand the rate of particle transfer
(an electrical current) and, on the other hand, the energy
acquired by the flowing particles (the voltage drop). The
heat current, corresponding to the rate of released heat, is
the product of the rate of a particle transfer and the energy
per particle and is therefore quadratic in an external poten-
tial or, equivalently, in a charge current.
This reasoning suggests that the energy of a leviton de-
pends on the detection’s time. Indeed, the leviton gets its
energy from a time dependent potential which creates it:
The longer a leviton is in touch with a parental field, the
larger its energy becomes. However, in fact, the energy of
a leviton detected in the near field region, Eq. (6), is a non-
monotonous function of time; it has a slight maximum near
the time of emission, see Fig. 1.
Formally this non-monotonous behaviour is caused by
the fact that IQL (t) has a narrower peak compared to that
-4 -2 0 2 4 6 8 100.0
0.2
0.4
0.6
0.8
1.0
1.2
t, Γτ
Q
L
,ℏ/(2Γ
τ)
Figure 1 (Color online) A time-dependent energy per levi-
ton QL(t), see Eq. (6) calculated for ΨL(t) from Eq. (2).
The energy is normalized to QL(∞) = h¯/(2Γτ ) The time
of emission is te = 0.
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a) b)
Figure 2 (Color online) a) Time-dependent electrical current ICS(t), Eq. (10a), and b) Time-dependent heat current
IQCS(t), Eq. (10b). The solid lines are for ζ = 0.1, 0.5, 1 in the order of decaying amplitudes and the time of emission is
set to te = 0. A dashed line, ζ = 0, reproduces on panel a) the current carried by a Leviton, IL(t) = epiΓτ
1
(t/Γτ )2+1
and on
panel b) the heat current carried by a Leviton, IQL (t) =
20
piΓτ
1
[(t/Γτ )2+1]
2 , Eq. (9).
of IL(t), compare dashed lines in Fig. 2, Panels a) and
b). Physically a non-monotonous behaviour of QL(t) is a
manifestation of a quantum-coherent evolution of a single-
particle state in time during its emission/creation. This evo-
lution is governed by interferences of amplitudes corre-
sponding to the interaction between a particle and a time-
dependent field driving the source at different times.[39]
3.2.3 Third example An electron with wave function
ΨCS , Eq. (3), carries a charge and a heat currents given by
ICS(t) =
e
piΓτ
∫∫ ∞
0
d
20
d′
20
e−
+′
20
(10a)
× cos
[
′ − 
20
t
Γτ
+ ζ
2 − (′)2
420
]
.
IQCS(t) =
20
piΓτ
∫∫ ∞
0
d
20
d′
20
′
20
e−
+′
20
(10b)
× cos
[
′ − 
20
t
Γτ
+ ζ
2 − (′)2
420
]
.
At non-zero (and not too large) ζ, both currents in Fig. 2
exhibit oscillations.
Interestingly, in the long time limit, the energy of an
emitted particle is independent of the parameter ζ and it
coincides with the energy of a leviton having the same pa-
rameter Γτ : QCS =
∫∞
−∞ dt
′IQCS(t
′) = h¯/(2Γτ ).
The line corresponding to ζ = 0.5 on Fig. 2 b) clearly
demonstrates a negative heat flux around t = 3.5Γτ . We
stress that such a negative flux does not mean that heat
flows into a rising quantum level from a zero-temperature
Fermi sea, what would be unphysical. According to Eq. (6),
a negative heat flux simply means that the energy of a par-
ticle detected earlier can be larger than the energy of a par-
ticle detected later.
Note that a negative time-resolved heat flux was previ-
ously reported in Ref. [40] for a fast driven resonant level
system coupled to a zero-temperature fermionic reservoir.
In Fig. 3 we show a time-dependent energy for a par-
ticle described by ΨCS . We see that, as in the case of a
leviton, this energy has a maximum at some intermediate
time. Therefore, by absorbing an electron earlier, one can
extract more energy from the electronic source.
We stress that the maxima at intermediate time in Fig. 3
is still present when the energy δQ =
∫ t
−∞ dt
′IQ(t′) is
considered instead of the energy per detected particle Q,
-4 -2 0 2 4 6 8 100.0
0.2
0.4
0.6
0.8
1.0
1.2
t, Γτ
Q
C
S
,ℏ/(2Γ
τ)
Figure 3 (Color online) A time-dependent energy per par-
ticle emitted from the level raising at a constant rapidity
QCS(t), see Eq. (6) calculated for ΨCS(t) from Eq. (3)
with parameter ζ = 0.5. The energy is normalized to
QCS(∞) = h¯/(2Γτ ) The time of emission is te = 0.
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Eq. (6) This is due to the quantum-coherent time evolu-
tion of the single-particle excitation during its emisision,
which gives rise to a negative heat flux at some interme-
diate times, see Fig. 2. This non-monotonous behaviour
deserves further theoretical investigations for a complete
understanding and we refer to a recent work, Ref. [41] that
may contribute for additional theoretical insights.
Here, we would like to draw to the attention of the
reader that the non-monotonous behavior of the energy per
particle may have all its importance when considering co-
herent single electronic excitations as resources for ther-
modynamical tasks. Indeed, Figs. 1 and 3 show that a sin-
gle excitation carries a maximum amount of energy at a
specific time. By adjusting accordingly the detection pro-
cess, one could think of extracting an optimal amount of
energy from the particle. This is of particular interest with
respect to recent works in quantum thermodynamics, aim-
ing at characterizing and extracting energy from quantum
coherent processes. [42,43].
The non-monotonous behavior of the energy of the par-
ticle also rises the question of the amount of information
that is carried by the single electron. It is well-known in
classical thermodynamics that energy and information are
closely related; for a single particle that can be in two
states, the Shannon entropy and the Boltzmann entropy are
proportional up to the Boltzmann constant kB . Our result
puts forward the question of the validity of this relation for
coherent single excitations. One of the questions of interest
could therefore be whether the information carried by the
electron varies in time.
In the following, we consider the previous questions as
motivations for future works and rather concentrate on the
quantum properties of the emitted single excitations that
can be extracted from transport measurements.
3.3 Transport tomography of a wave function To-
gether, time-dependent charge and heat currents provide
complete information on a single-electron wave function in
one dimension. If we represent the wave function in terms
of its amplitude A(t) and phase φ(t),
Ψ(t) = A(t)e−iφ(t), (11a)
then, using Eqs. (4a) and (4b) we find,
A(t) =
√
I(t)
evµ
,
(11b)
φ(t) =
e
h¯
∫ t
dt′
IQ(t′)
I(t′)
.
This last equation defines a phase of a wave function up to
an irrelevant constant.
As we already mentioned, in the case of an adi-
abatic emission, the measurement of a time-dependent
electrical current alone is sufficient to determine a wave
function.[21]
Note that the measurement of a time-dependent heat
current is still challenging. However, the recent progress
in heat transport measurements on the nanoscale [27,28]
and the efforts made in a time-resolved thermometry down
to a single quanta of energy level [29] inspire hope that a
time-resolved heat measurement is almost within reach of
a present-day experiment.
As it was demonstrated experimentally, long-time mea-
surements can also provide information on the state of a
single-particle wave packet. In particular, the current cross-
correlation partition noise measurement in the case of col-
liding wave packets is able to probe the spatial extension of
wave packets. [44,3,45] When the two wave packets over-
lap on a wave splitter, the shot noise becomes suppressed
due to the Pauli exclusion principle, which forces the two
fermions to go to different outputs, thus suppressing the
noise. [46] Loosely speaking, one can say that one fermion
plays a role of a non-penetrable wall for the other one. This
analogy was experimentally realized in Ref. [47], where
one wave packet was replaced by a dynamical barrier and
the shape of the other wave packet was explored.
Below we show that a similar Pauli suppression should
be present for a heat partition noise as well. However the
associated spatial size is different. That is, an electrical shot
noise and a heat shot noise are suppressed differently with
increasing overlap. This characterizes the difference be-
tween the electrical and the heat currents, now in presence
of a quantum-statistical exchange.
4 Heat partition noise Let us consider an electronic
mesoscopic collider [48,49,50], where two waveguides
come close to each other and electrons from one waveg-
uide can tunnel into the other one through a quantum point
contact (QPC), an electronic wave splitter. Each incoming
channel, α = 1, 2, is fed by a single-electron source in-
jecting particles with wave function Ψα(t) = e−it
µ
h¯ψα(t)
regularly, at the rate 1/T , see Fig. 4. Particles emitted dur-
ing different periods do not overlap with each other.
Figure 4 (Color online) A sketch of an electron collider,
where two single-particle wave packets Ψ1 and Ψ2 incom-
ing from different input channels 1 and 2 can overlap at the
quantum point contact QPC before going to either of the
two outgoing channels 3 and 4.
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The transmission T and reflection R = 1 − T coeffi-
cients of the QPC are supposed to be energy-independent.
Then the time-average correlation function of heat cur-
rents (see Append. E) flowing into the two output channels
γ = 3, 4 can be represented as the sum of the three contri-
butions,
PQ34 = PQ,134 + PQ,234 + δPQ34. (12)
HerePQ,α34 is the heat shot noise due to partitioning of elec-
trons emitted by the source α alone and δPQ34 is the heat
correlation noise caused by the collision of particles emit-
ted by different sources at the QPC.
4.1 Heat shot noise The single-particle heat parti-
tion noise is
PQ,α34 = −
RT
T
∣∣∣∣vµh¯∫ ∞−∞ dtdψ
∗
α(t)
dt
ψα(t)
∣∣∣∣2
(13)
= −RTT Q
2
α,
where Qα =
∫∞
−∞ dtI
Q
α (t) is the energy per particle in a
long-time limit (when the emission process is completed).
While calculating the second line in the above equation,
we used the identity
∫
dtRe [ψα(t)dψ
∗
α(t)/dt] = 0 valid
at ψα(−∞) = ψα(+∞). In particular, such an identity
holds for a wave function vanishing at long-time limits,
ψα(−∞) = ψα(+∞) = 0, of interest here.
Note that in the case of levitons, the heat shot noise was
discussed in Refs. [35,36].
The single-particle heat current cross-correlator can be
interpreted in the same way as an electrical current cross-
correlator [51]. Indeed, if we replace Qα by an electron
charge e in Eq. (13), we arrive at the well-known equa-
tion for the (electrical) partition noise in the same set-up,
P34 = −e2RT/T .[52,53,3] Therefore, what is partitioned
are particles, not energy: The heat current cross-correlator
describes partitioning of a stream of indivisible particles
carrying each an energy Qα by a quantum point contact.
4.2 Heat correlation noise The correlation noise is
rooted in the quantum-statistical exchange, which is sensi-
tive to the way the two colliding particles will overlap at the
QPC. [54,46,51,55,56,57] If the overlap is perfect, then
the Pauli principle forbids two fermions to go to the same
output channel, each particle goes to a separate output. As
a result, the noise gets suppressed completely. However, if
the particles would not overlap, then each of them sepa-
rately would cause noise. One can say that the correlation
noise suppresses perfectly a single-particle noise (of two
particles) such that the total cross-correlation noise van-
ishes (both electrical and heat).
The heat correlation noise is
δPQ34 = 2
RT
T Q1Q2
∣∣JQ∣∣2 , (14a)
where the heat overlap integral is defined as follows,
JQ =
−ih¯√
Q1Q2
vµ
∫ ∞
−∞
dt
dψ∗1(t)
dt
ψ2(t). (14b)
Note that the squared heat overlap integral preserves sym-
metry between the sources, ψ1 ↔ ψ2.
If the two sources emit particles, whose wave func-
tions are the same (hence Q1 = Q2 and PQ,134 = PQ,234 )
and whose overlap is perfect at the QPC, then the over-
lap integral is JQ = 1. In this case, the heat correlation
noise is (minus) twice a single-particle heat shot noise,
δPQ34 = −2PQ,134 , and the total heat noise vanishes, PQ34 =
2PQ,134 + δPQ34 = 0.
Note that the heat overlap integral JQ, which governs
the heat noise suppression, (see the end of Append. F)
PQ34 = −
RT
T
{
Q21 +Q
2
2 − 2Q1Q2
∣∣JQ∣∣2} , (15)
is, in general, different from the overlap integral
J = vµ
∫ ∞
−∞
dtψ∗1(t)ψ2(t), (16)
which governs an electrical noise suppression in the same
setup, [52,58,16,59,11]
P34 = −2
RT
T e
2
(
1− |J|2
)
, (17)
The difference between the overlap integrals JQ and J is
rooted in the difference between the time-resolved currents
IQ(t) and I(t).
4.2.1 Heat versus charge overlap integrals As
an illustration, let us evaluate the overlap integrals JQ,
Eq. (14), and J , Eq. (16), in the case where the two excita-
tions of the same kind approach the QPC with a time delay
τ .
For excitations with a wave function ψTr(t), Eq. (1),
we use ψ1(t) = ψTr(t) and ψ2(t) = ψTr(t + τ) and cal-
culate
∣∣∣JQTr(τ)∣∣∣2 = |JTr(τ)|2 = e− |τ|τD . (18)
In this case, the heat and charge overlap integrals are the
same, what is in agreement with the fact that a heat current
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is proportional to a charge current and they both have the
same spatial extension.
This is no longer the case for colliding levitons. Using
ψ1(t) = ψL(t) and ψ2(t) = ψL(t + τ), where ψL(t) is
given by Eq. (2), we calculate
∣∣∣JQL (τ)∣∣∣2 = 1[(
τ
2Γτ
)2
+ 1
]2 , (19a)
|JL(τ)|2 = 1(
τ
2Γτ
)2
+ 1
. (19b)
The fact that the heat overlap integral as a function of the
time delay τ is sharper compared to the charge overlap in-
tegral is correlated with the fact that a heat pulse IQL (t) is
sharper compared to a charge pulse, IL(t), of a leviton, see
Eq. (9) and the dashed lines in Fig. 2 panels a) and b).
Comparing |J(τ)|2 and ∣∣JQ(τ)∣∣2, we see that there is
an interval of time delays τ where the charge partitioning
is suppressed while the heat partitioning is not. As a con-
sequence, the heat partition noise becomes enhanced rela-
tively to a charge partition noise, see Fig. 5. That is, if the
particles overlap only partially, then the energy carried by
scattered particles fluctuates more than the charge carried
by them. These additional fluctuations could be attributed
to the fact that, in the case of heat, the quantum-statistical
exchange is not constrained by the conservation law per
particle as in the case of charge.
We see that the difference in nature between heat and
charge single-particle currents can be observed not only in
a time-resolved measurement in the near field region of the
source but also in a long-time measurement as soon as the
quantum-statistical exchange is involved.
-4 -2 0 2 41.0
1.2
1.4
1.6
1.8
2.0
τ , Γτ
P
34Q
/P 34,
ℏ2 /(2Γ
τe)2
Figure 5 (Color online) The ratio of the heat cross-
correlator, PQ34, Eq. (16), to the electrical cross-correlator,P34, Eq. (17), for two colliding levitons as a function of a
time delay, τ .
For the case of an electron emission from a level mov-
ing at a constant rapidity, see Eq. (3), the overlap integrals
are given by the same equations as for a leviton, JQCS = J
Q
L
and JCS = JL. This means, in particular, that the overlap
integral (hence a collision experiment) provides only a par-
tial information on the state, even on the density profile.
5 Conclusion We discussed a relation between the
quantum-mechanical characteristics of single-particle ex-
citations injected into a mesoscopic ballistic conductor and
the transport measurements which can be performed at the
output of such a conductor.
Using the Floquet scattering matrix approach to quan-
tum transport, we expressed the time-dependent electrical
and heat currents flowing out of a multi-terminal conduc-
tor, as well as their correlation functions averaged over
time, in terms of the excess electronic correlation function,
which describes either single- or multi-particle excitations
injected by an electronic source on the top of the Fermi sea
of non-interacting electrons at a zero or a finite tempera-
ture.
As an illustration we considered single-electron injec-
tions and analyzed respective transport characteristics. We
found that unlike the electrical current, the heat current as-
sociated to specific single-electron states can attain a nega-
tive value at short times, see Fig. (2), panel b), a blue line.
Here negative means that an energy seems to flow into an
electron source instead of to flow out of it. This counterin-
tuitive fact suggests that a heat current is not directly mea-
surable. We argue that this is really the case. Indeed, to
measure a heat current, we need to perform two successive
measurements of energy at close times on the same state.
However, the first measurement affects the single-particle
state such that the second measurement is meaningless. As
a result, the measurable quantity, mostly discussed in the
main text, is a single-particle energy rather then an energy
flux. This interpretation is in line with the interpretation of
a single-particle electrical current, whose dependence with
time provides us with a probability density to register the
total charge of an electron rather than with a charge density
distribution.
However there is also a difference between a charge
and an energy detection. A charge measurement gives al-
ways a fixed value, an electron charge. In contrast, an en-
ergy measurement depends essentially on the distance be-
tween the source and the detector. If the distance is larger
than a size of an emitted wave packet, then the energy de-
tected is fixed. In contrast, if such a distance is smaller
than a size of an emitted wave packet, then the energy
measured by a detector depends on an actual time, i.e. the
time at which a particle is detected. This time-dependent
energy is given by the heat current, integrated from a time
of emission up to a time of detection [and properly normal-
ized, see Eq. (6)]. The use of such a time-dependent energy
measured on the ensemble of identically prepared single-
particle states allows us to calculate a time-dependent heat
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current. In view of this interpretation, a negative heat cur-
rent just means that an energy of a single-particle mea-
sured at earlier times can exceed an energy measured at
later times, see Figs. 1 and 3.
As we demonstrated, the knowledge of a time-
dependent electrical current and a time-dependent heat
current permits the full reconstruction of a single-particle
wave function, see Eqs. (11).
The above mentioned difference between an electrical
current and a heat current can also be brought to light us-
ing a current cross-correlation function averaged over time,
that does not require a challenging time-resolved measure-
ment. This difference appears if the two identical wave
packets collide at a wave splitter. The Pauli principle for-
bids two identical fermions to be at the same place. There-
fore, two perfectly overlapping electrons are necessarily
scattered to two different outputs. As a result the parti-
tion noise gets suppressed and a cross-correlation func-
tion for outgoing current nullifies. However, if the overlap
is not perfect, the partition noise is suppressed only par-
tially since sometimes two electrons can be scattered into
the same output channel while nothing is scattered to the
other one. Surprisingly, the partial suppression of an elec-
trical noise and a heat noise are governed by two different
overlap integrals, whose dependence on wave functions of
colliding particles reflects the difference between the cor-
responding time-dependent currents, compare Eqs. (14b)
and (4b) as well as Eqs. (16) and (4a).
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A Excess first-order correlation matrix In this ap-
pendix, we use the Floquet scattering matrix theory [7]
to express currents flowing through a mesoscopic system
in terms of quantum-mechanical characteristics of elec-
tron excitations injected into such a system. The presented
theory is valid for either single- or multi-particle pure or
mixed incoming states.
The system we consider is an electronic multi-terminal
ballistic conductor made of single-channel chiral waveg-
uides [60] for non-interacting and spinless electrons orig-
inating from metallic contacts and of quantum point
contacts where the two waveguides come close to each
other[61], playing the role of wave splitters. The conductor
is connected to Nr metallic contacts, electronic reservoirs.
An electron system at each contact α = 1, . . . , Nr is at
equilibrium, described by the Fermi distribution function
fα with the chemical potential µα and the temperature θα.
Electrons are injected into the conductor by a periodi-
cally working source, which emits a stream of particles. We
characterize a source connected to the lead α by the Flo-
quet scattering matrix SF,α. Examples of such sources are
(i) a quantum dot side-attached to an incoming waveguide
[2] or (ii) a time-dependent voltage pulse applied directly
to the reservoir, from which the waveguide comes from [3].
In general, the conductor can be fed by one or several elec-
tronic sources, which are all driven by potentials having
the same period T .
The state of the particles injected by the source into
a single chiral waveguide is conveniently characterized by
the excess electronic correlation function.[62,63,12] Here,
we introduce the excess electronic correlation matrix to de-
scribe the state of particles leaving a multi-terminal con-
ductor.
The first-order correlation matrix G (1)out (1; 2) for elec-
trons leaving the multi-terminal conductor has elements
G(1)αβ (1; 2) defined as follows,
G(1)αβ (1; 2) = 〈Ψˆ †α(1)Ψˆβ(2)〉, (20)
where Ψˆα(j) ≡ Ψˆα (xjtj) is a single-particle electron field
operator in second quantization evaluated at point xj and
time tj , j = 1, 2 in the outgoing waveguide α after the
conductor. The quantum statistical average 〈. . . 〉 is made
over the equilibrium state of electrons incoming from the
metallic contacts. The correlation matrix G (1)out contains in-
formation about both electrons of the Fermi sea and parti-
cles injected by the sources. To access the information that
concerns solely the particles emitted by the sources, we
introduce the excess first-order correlation matrix, which
is evaluated as the difference of the electronic correlation
matrices with the sources switched on and off,
G
(1)
out (1; 2) = G (1)out,on (1; 2)−G (1)out,off (1; 2) . (21)
A.1 Excess correlation matrix in terms of the Flo-
quet scattering matrix The next step is to express the
elements of the correlation matrix in terms of the Floquet
scattering matrix characterizing the electronic sources. To
this end we first introduce the field operator in second
quantization Ψˆ (xjtj) for electrons in an electrical conduc-
tor [64]. For chiral electrons in lead α it reads
Ψˆα (xjtj) =
∫
dE√
hvα(E)
eiφj,α(E)bˆα (E) . (22)
Here 1/[hvα(E)] is a one-dimensional density of states
at energy E, bˆα(E) is an annihilation operator for elec-
trons leaving the conductor through the waveguide α, and
the phase φj,α(E) = −Etj/h¯ + kα(E)xj . Then we use
the stationary scattering matrix of a multi-terminal ballis-
tic quantum conductor SC(E) and the Floquet scattering
matrices of the sources, SF,γ , and relate the bˆα-operators
to the aˆγ-operators which describe equilibrium electrons
coming from the metallic contacts [67],
bˆα(E) =
Nr∑
γ=1
∞∑
n=−∞
SC,αγ (E)SF,γ (E,En) aˆγ (En) .(23)
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Here En = E + nh¯Ω, where Ω = 2pi/T . The Floquet
scattering matrix element SF,γ (E,En) is a quantum me-
chanical amplitude for an electron with energy En in an
incoming waveguide γ to emit (or absorb) n > 0 (or
n < 0) energy quanta h¯Ω while passing by the source. If
the source is off or if there is no an electronic source in the
lead γ, then SF,γ becomes the unit matrix with elements
SF,γ(E,En) = δn0, where δn0 is the Kronecker symbol
(1 for n = 0 and 0 otherwise).
In order to perform the quantum-statistical average in
Eq. (20), we use the following relation
〈
aˆ†γ(E)aˆγ′(E
′)
〉
=
fγ(E)δγγ′δ (E − E′), which is valid since electrons of
a metallic contact are at equilibrium. Here δ (E − E′) is
the Dirac delta-function. Finally, using the quantities in-
troduced above, we represent the elements of the excess
correlation matrix G(1)out in terms of the Floquet scattering
matrices of the sources, SF,γ , γ = 1, . . . Nr, and the scat-
tering matrix of the conductor, SC ,
G
(1)
out,αβ(1; 2) =
Nr∑
γ=1
∑
n,m
∫
dEfγ (E) e
−iφ1,α(En)eiφ2,β(Em)
h
√
vα (En) vβ (Em)
(24)
×
{
S∗C,αγ (En)S
∗
F,γ (En, E)SC,βγ (Em)SF,γ (Em, E)
−δαβδm,0δn,0 |SC,αγ |2
}
.
The matrix with the above elements satisfies the symmetry
G
(1)
out(t1; t2) =
[
G
(1)
out(t2; t1)
]†
. (25)
In the following, we are interested in the case where
all the contacts γ are characterized by the same chemi-
cal potential and the same temperature, µγ = µ, θγ = θ,
fγ(E) = f0(E), ∀γ. Let us mention that it is possible to in-
corporate additional DC or AC potentials Vγ(t) at any con-
tact γ by adding a phase factor exp
{
−ie/h¯ ∫ t dt′Vγ(t′)}
to the corresponding scattering matrix of an electronic
source SF,γ .
A.2 A linear dispersion approximation We sup-
pose that all the relevant energy scales (such as applied
voltage biases, energies of emitted electrons, energy quanta
h¯Ω, temperature, etc.) of the problem are much smaller
than the chemical potential µ. Then, for energies close to
the Fermi energy we can linearize the dispersion relation,
k (En) ≈ kµ + + h¯nΩ
h¯vµ
, (26)
and represent the corresponding phases as follows,
φj(En) = φj,µ −
(
tj − xj
vµ
)
+ h¯nΩ
h¯
. (27)
Here φj,µ = −µtj/h¯ + kµxj and kµ are respectively the
phase factor and the wave vector for electrons with Fermi
energy µ;  = E − µ is an energy counted from the Fermi
energy. For shortness, we denote below the difference tj −
xj/vµ simply as tj . Note that we consider the dispersion
relation to be the same in all leads, hence we drop the index
α.
Within a linear dispersion approximation, the elements
of the correlation matrix become
G
(1)
out,αβ(t1; t2) =
1
hvµ
∫
dEf0(E)
∑
n,m
eit1
En
h¯ e−it2
Em
h¯
(28)
×
{
Nr∑
γ=1
S∗C,αγ (En)S
∗
F,γ (En, E)
×SC,βγ (Em)SF,γ (Em, E)− δαβδm,0δn,0
}
=
1
hvµ
∫
dE
∑
n,m
eit1
En
h¯ e−it2
Em
h¯ {f0(E)− f0(En)}
Nr∑
γ=1
S∗C,αγ (En)S
∗
F,γ (En, E)SC,βγ (Em)SF,γ (Em, E) .
Here, we additionally took into account the unitarity of the
scattering matrix describing the conductor, S†CSC = 1 ⇒∑Nr
γ=1 |SC,αγ |2 = 1.
B Electrical current in terms of the excess cor-
relation matrix The second-quantization operator of an
electrical current flowing in lead α reads, [64]
Iˆα(t) =
e
h
∫∫
dEdE′ei
E−E′
h¯ t
(29)
×{b†α(E)bα(E′)− a†α(E)aα(E′)} .
We use Eq. (23) and find a time-dependent electrical cur-
rent Iα(t) =
〈
Iˆα(t)
〉
, [68]
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Iα(t) =
e
h
∫
dEf0(E)
∑
n,m
eit
En−Em
h¯
{
− δm,0δn,0 +
Nr∑
γ=1
(30)
S∗C,αγ (En)S
∗
F,γ (En, E)SC,αγ (Em)SF,γ (Em, E)
}
=
e
h
∫
dE
∑
n,m
eit
En−Em
h¯ {f0(E)− f0(En)}
Nr∑
γ=1
S∗C,αγ (En)S
∗
F,γ (En, E)SC,αγ (Em)SF,γ (Em, E) .
Comparing the above equation and Eq. (28), we find
Iα(t) = evµG
(1)
out,αα(t; t). (31)
This equation is a generalization of the result derived in
Ref. [8], valid for the single-channel case.
C Heat current in terms of the excess correlation
matrix The second-quantization operator of a heat current
flowing in lead α reads, [33,69,22,35,36]
IˆQα (t) =
1
h
∫∫
dEdE′
(
E + E′
2
− µ
)
ei
E−E′
h¯ t
(32)
×{b†α(E)bα(E′)− a†α(E)aα(E′)} .
A heat current is defined in the standard manner as an en-
ergy current minus the chemical potential µ, multiplied
by a particle current. We use Eq. (23) and find a time-
dependent heat current IQα (t) =
〈
IˆQα (t)
〉
,
IQα (t) =
1
h
∫
dEf0(E)
∑
n,m
eit
En−Em
h¯
(
En + Em
2
− µ
)
(33)
×
{
Nr∑
γ=1
S∗C,αγ (En)S
∗
F,γ (En, E)
SC,αγ (Em)SF,γ (Em, E)− δm,0δn,0
}
.
Note that in the adiabatic regime a time-dependent heat
current was discussed in Refs. [65,66].
Comparing this equation and Eq. (28), we find the gen-
eral expression of the heat current:
IQα (t) = vµ
{−ih¯
2
(
∂
∂t
− ∂
∂t′
)
− µ
}
G
(1)
out,αα(t; t
′)
∣∣∣∣
t=t′
.
(34)
Let us remark that the excess correlation function
G
(1)
out,αα is represented in terms of electronic wave func-
tions when the outgoing state is a pure state.[70,21] In
particular, just behind the source emitting a single particle
in a pure state with wave function Ψ(t), the correlation
function reads
G(1)(t1; t2) = Ψ
∗(t1)Ψ(t2). (35)
Equations (31) and (34) then lead to Eqs. (4).
D Electrical noise in terms of the excess correla-
tion matrix The correlation function of electrical currents
flowing into leads α and β, averaged over two times, is
defined as follows, [51]
Pαβ = 1
2
∫ T
0
dt
T
∫ ∞
−∞
dτ
(36)〈
∆Iˆα(t)∆Iˆβ(t+ τ) +∆Iˆβ(t+ τ)∆Iˆα(t)
〉
,
where ∆Iˆα(t) = Iˆα(t)−
〈
Iˆα(t)
〉
is an operator of current
fluctuations.
The above quantity is usually referred to as an elec-
trical noise at zero frequency. It consists of thermal noise
and shot noise. The former, present at finite temperatures,
is due to fluctuations of the occupation probability of elec-
trons in the reservoirs. The latter, also called the partition
noise, is due to the granular nature of the electrical charge.
The shot noise appears if particles incoming to the multi-
terminal conductor from a single input are scattered to sev-
eral outputs. Here, we are interested in the partition noise
and, therefore, consider a zero temperature limit θ = 0
where the thermal noise vanishes.
We use Eq. (29) in Eq. (36) and find at zero tempera-
ture, [71]
Pαβ = e
2
2h
∫
dE
∞∑
q=−∞
{f0 (E)− f0 (Eq)}2
Nr∑
γ,δ=1
∞∑
n,m=−∞
S∗F,αγ (En, E) SF,βγ (Em, E) (37)
S∗F,βδ (Em, Eq) SF,αδ (En, Eq) .
Here, for shortness, we introduce the Floquet scattering
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matrix that describes the conductor together with elec-
tronic sources, SF,αγ(En, E) = SC,αγ (En)SF,γ (En, E).
We remind that all reservoirs connected to the incoming
channels are characterized by the same Fermi distribution
function, fγ(E) = f0(E), ∀γ.
D.1 Conservation law for electrical noise We use
the unitarity property of the Floquet scattering matrix, [67]
Nr∑
β=1
∞∑
m=−∞
SF,βγ (Em, E) S
∗
F,βδ (Em, Eq) = δq0δγδ ,
(38)
Nr∑
β=1
∞∑
m=−∞
SF,γβ (E,Em) S
∗
F,δβ (Eq, Em) = δq0δγδ ,
and show that a zero-frequency electrical noise is subject
to the following conservation law, [71]
Nr∑
α=1
Pαβ =
Nr∑
β=1
Pαβ = 0. (39)
This property is a consequence of the charge conservation.
Using Eq. (39), one can express the auto-correlator in
terms of cross-correlators,
Pαα = −
Nr∑
β 6=α=1
Pαβ . (40)
Below we concentrate on a cross-correlator.
D.2 Electrical current cross-correlator Using
Eq. (38), we rewrite Eq. (37) for α 6= β as follows,
Pα 6=β = −
e2
h
∞∑
n,m=−∞∫
dEf0 (E)
Nr∑
γ=1
S∗F,αγ (En, E) SF,βγ (Em, E) (41)
∞∑
q=−∞
f0 (Eq)
Nr∑
δ=1
SF,αδ (En, Eq) S
∗
F,βδ (Em, Eq) .
D.2.1 A long-period driving limit To proceed, we
first assume the period T of the drive to be long enough,
such that particles emitted during different periods do not
overlap. Hence, they are uncorrelated. Mathematically, this
implies that one can go from a discrete variable q which
defines an energy Eq = E + qh¯Ω, to a continuous energy
variable denoted Eq . Such a change of variables is realized
by the following substitutions.
∞∑
q=−∞
→
∫
dEq
h¯Ω
,
∫ T
0
dt→
∫ ∞
−∞
dt, (42)
Then Eq. (41) becomes,
Pα6=β = −
e2
h2T
∞∑
n,m=−∞∫
dEf0 (E)
Nr∑
γ=1
S∗F,αγ (En, E) SF,βγ (Em, E) (43)
∫
dEqf0 (Eq)
Nr∑
δ=1
SF,αδ (En, Eq) S
∗
F,βδ (Em, Eq) .
Comparing this expression and Eq. (28) for α 6= β, we
arrive at the relation we are looking for, namely
Pα6=β = −
e2v2µ
T
∫ T
0
dt
∫ ∞
−∞
dτ
G
(1)
out,αβ(t; t+ τ)G
(1)
out,βα(t+ τ ; t) (44)
= −e
2v2µ
T
∫ T
0
dt
∫ ∞
−∞
dτ
∣∣∣G(1)out,αβ(t; t+ τ)∣∣∣2 .
The electrical cross-correlator is clearly negative, as it
should be.[64] We remind that this equation implies the
limit T → ∞.
The auto-correlation noise, Pαα, is expressed in terms
of all cross-correlation contributions according to Eq. (40).
E Heat noise in terms of the excess-correlation
matrix By analogy with an electrical current correlation
function, Eq. (36), we define the correlation function of
heat currents averaged over time,
PQαβ =
1
2
∫ T
0
dt
T
∫ ∞
−∞
dτ
(45)〈
∆IˆQα (t)∆Iˆ
Q
β (t+ τ) +∆Iˆ
Q
β (t+ τ)∆Iˆ
Q
α (t)
〉
,
where ∆IˆQα (t) = Iˆ
Q
α (t) −
〈
IˆQα (t)
〉
is an operator of heat
current fluctuations. The heat current operator IˆQα (t) is
given by Eq. (32).
At zero temperature, we find [71]
PQαβ =
1
2h
∫
dE
∞∑
q=−∞
{f0 (E)− f0 (Eq)}2
Nr∑
γ,δ=1
∞∑
n,m=−∞
(En − µ) (Em − µ) S∗F,αγ (En, E) (46)
SF,βγ (Em, E) S
∗
F,βδ (Em, Eq) SF,αδ (En, Eq) .
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E.1 Heat current cross-correlator We make use of
the unitarity of the Floquet scattering matrix, Eq. (38), and
show that for α 6= β, only the term containing the prod-
uct of the Fermi functions, f0(E)f0(Eq), does contribute
to Eq. (46). In the long-period driving limit introduced in
Sec. D.2.1, we get the heat cross-correlation noise,
PQα6=β = −
1
h2T
∞∑
n,m=−∞
(En − µ) (Em − µ)
∫
dEf0 (E)
Nr∑
γ=1
S∗F,αγ (En, E) SF,βγ (Em, E) (47)
∫
dEqf0 (Eq)
Nr∑
δ=1
SF,αδ (En, Eq) S
∗
F,βδ (Em, Eq) .
Comparing this equation and Eq. (28) for α 6= β, we re-
late the heat current cross-correlator to the elements of the
excess first-order correlation matrix,
PQα 6=β = −
v2µ
T
∫ T
0
dt1
∫ ∞
−∞
d(t2 − t1) (48)(
−ih¯ ∂
∂t1
− µ
)
G
(1)
out,αβ(t1; t2)
×
(
−ih¯ ∂
∂t2
− µ
)
G
(1)
out,βα(t2; t1).
To show explicitly that this quantity is real, one needs to
make a set of transformations on the right hand side of
this equation: Integrating by parts over both times and us-
ing Eq. (25). Then, we arrive at an equation which is the
complex conjugate of Eq. (48). Since this equation and its
complex conjugate are the same, the equation in question
is real.
Note that Eqs. (44) and (48) remain also valid at fi-
nite temperatures when the outgoing leads α and β are
not directly connected, i.e. SF,αβ = 0. In this case, the
thermal noise does not contribute to the current correlation
function.[71]
F Ballistic electronic network Few assumptions are
required to enable analytical calculations concerning the
mesoscopic conductor in question. We first suppose that
the conductor can be viewed as consisting of nodes, quan-
tum point contacts, which are connected via chiral waveg-
uides. The scattering process at these nodes is energy-
independent. Second, the input and output leads, γ and α,
are connected via Nαγ paths, that is,
SC,αγ(E) =
Nαγ∑
`=1
S`αγe
i(k(E)L`αγ+ϕ
`
αγ), (49)
where k(E)L`αγ is a kinematic phase accumulated by an
electron with energy E along the trajectory ` connecting
the input γ and the output α and ϕ`αγ is a corresponding
phase due to possibly present magnetic flux. Note that the
coefficients S`αγ are energy-independent. We name such a
conductor a ballistic electronic network.
To simplify again the notation, we introduce the scat-
tering amplitude, Sin,γ(t, E) whose Fourier coefficients
define the Floquet scattering matrix of the source in the
lead γ as follows, [39]
SF,γ(En, E) = Sin,γ,n(E) ≡
∫ T
0
dt
T e
inΩtSin,γ(t, E).
(50)
With all assumptions and transformations made, the ex-
cess electronic correlation matrix elements, Eq. (28), can
be cast into the following form,
G
(1)
out,αβ(t1; t2) =
1
hvµ
∫
dEf0(E)e
i(t1−t2)Eh¯
(51){
Nr∑
γ=1
Nαγ∑
`=1
Nβγ∑
`′=1
e
−i
(
τ`αγ−τ`
′
βγ
)
E
h¯ e
−i
(
ϕ`αγ−ϕ`
′
βγ
) (
S`αγ
)∗
×S∗in,γ(t1 − τ `αγ , E)S`
′
βγSin,γ(t2 − τ `
′
βγ , E)− 1
}
.
Here τ `αγ = L
`
αγ/vµ. The scattering at the nodes is sup-
posed to be instantaneous.
As an illustration let us consider a simple but instruc-
tive example.
F.1 Conductor with a single wave splitter Let us
consider two chiral waveguides connected to each other via
a quantum point contact (QPC). Each incoming channel,
γ = 1, 2, is fed by a single-electronic source described
by the scattering matrix Sin,γ . The scattering matrix of the
QPC is a 2× 2 unitary matrix. For the present purpose, we
choose it as follows,
S =

√
R i
√
T
i
√
T
√
R
 , (52)
where T and R = 1− T are energy-independent transmis-
sion and reflection probabilities at the QPC, respectively.
Since the conductor has only one node, the scattering
matrix of the conductor is energy-independent, SC ≡ S. In
this case, the excess-correlation matrix for outgoing elec-
trons becomes
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G
(1)
out(t1; t2) = S
∗G(1)in (t1; t2)S
T , (53)
where G(1)in is a diagonal matrix
G
(1)
in =
(
G
(1)
1 0
0 G
(1)
2
)
, (54)
describing an incoming state with no inter-channel corre-
lations since the two sources are independent. The entry
G
(1)
γ , γ = 1, 2 corresponds to the excess correlation func-
tions and describes the particles injected by an electronic
source into the lead γ,
G(1)γ (t1; t2) =
∫
dEf (E)
hvµ
ei(t1−t2)
E
h¯
(55)
×{S∗in,γ(t1, E)Sin,γ(t2, E)− 1} .
F.1.1 The purity condition If each source emits par-
ticles in a pure state, then the corresponding correlation
functions satisfy the following equation,
vµ
∫ ∞
−∞
dtG(1)γ (t1; t)G
(1)
γ (t; t2) = G
(1)
γ (t1; t2). (56)
In this case, it is easy to show that the outgoing state is also
pure. Indeed, the corresponding correlation matrix does
satisfy the same (but a matrix) equation,
vµ
∫ ∞
−∞
dtG
(1)
out(t1; t)G
(1)
out(t; t2) = G
(1)
out(t1; t2). (57)
Note that, in general, the state projected onto any sin-
gle outgoing lead becomes a mixed state unless: (i) the
sources emit states characterized by the same correlation
functions and (ii) these states overlap perfectly at the QPC,
i.e., G(1)1 (t1; t2) = G
(1)
2 (t1; t2) after the QPC. To make
this clear, let us rewrite a matrix equation (53) in terms of
its components,
G
(1)
out =

RG
(1)
1 + TG
(1)
2 i
√
RT
(
G
(1)
1 −G(1)2
)
i
√
RT
(
G
(1)
2 −G(1)1
)
TG
(1)
1 +RG
(1)
2
 .
(58)
The state emitted, say, into the outgoing lead α = 1 is
described by the following correlation function, G(1)out,11 =
RG
(1)
1 +TG
(1)
2 . If G
(1)
1 6= G(1)2 , this state is a mixed state,
composed of a state with a correlation function G(1)1 that
appears with probability R and a state with a correlation
function G(1)2 that appears with probability T . However, if
G
(1)
1 = G
(1)
2 ≡ G(1), then the emitted state is a pure state,
since G(1)out,11 = G
(1) (remember that the state described
by G(1) is a pure state).
Another interesting conclusion, which can be deduced
from Eq. (58), is the following. The non-diagonal elements
of the correlation matrix for the outgoing state, G(1)out,12,
G
(1)
out,21, depend only on the difference of correlation func-
tions of the incoming particles, G(1)1 − G(1)2 . Therefore, if
the incoming states are composed of more than one parti-
cles, say, G(1)1 = G
(1)
s − G(1)a and G(1)2 = G(1)s + G(1)a ,
then the off-diagonal elements of G(1)out keep information
onG(1)a while they completely lose information onG
(1)
s . In
contrast, the diagonal elements G(1)out,αα, (in the case of a
symmetric QPC, T = R = 1/2) keep information on G(1)s
while they lose information on G(1)a . This linear property
of the correlation functions can be used, for example, to
separate out a single-particle contribution from the multi-
particle one, see, e.g., Ref. [72].
F.1.2 Single-particle incoming states When the
sources emit single particles in a pure state, we have
G
(1)
γ (t1; t2) = Ψ
∗
γ (t1)Ψγ(t2), γ = 1, 2. Using the non-
diagonal elements of the matrix G(1)out, Eq. (58), and the
normalization condition,
∫∞
−∞ dt |Ψγ(t)|2 = 1/vµ, it is
straightforward to show that Eqs. (48) and (44) are re-
duced to Eqs. (15) and (17), respectively.
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