Abstract: Martensitic phase transformation in NiTi shape memory alloys (SMA) occurs over a hierarchy of spatial scales, as evidenced from observed multiscale patterns of the martensitic phase fraction, which depend on the material microstructure and on the size of the SMA specimen. This paper presents a methodology for the multiscale tracking of the thermally induced martensitic phase transformation process in NiTi SMA. Fine scale stochastic phase field simulations are coupled to macroscale experimental measurements through the compound wavelet matrix method (CWM). A novel process for obtaining CWM fine scale wavelet coefficients is used that enhances the effectiveness of the method in transferring uncertainties from fine to coarse scales, and also ensures the preservation of spatial correlations in the phase fraction pattern. Size effects, well-documented in the literature, play an important role in designing the multiscale tracking methodology. Molecular dynamics (MD) simulations are employed to verify the phase field simulations in terms of different statistical measures and to demonstrate size effects at the nanometer scale. The effects of thermally induced martensite phase fraction uncertainties on the constitutive response of NiTi SMA is demonstrated.
Introduction
The past few decades have witnessed an ever increasing interest in multiscale predictive modeling of science and engineering problems, fueled by the desire to understand problems across multiple physical scales. As a result, the framework of multiscale/ multiphysics (MSMP) methods has emerged [1] [2] [3] which, in the area of materials behavior includes two categories, namely, sequential and concurrent. In sequential multiscaling methods [1, 2] , simulations are performed at a fine/ atomic scale and the fundamental material properties obtained at these scales are used in the coarse scale/ continuum level simulations. In general, fine scale simulations are inherently stochastic, thereby an appropriate quantification of uncertainty associated with material properties requires a large number of simulations, and each simulation is typically by itself computationally demanding. In concurrent multiscaling methods [4] [5] [6] [7] , simulations are performed simultaneously in different spatial regions using different sub methods. More accurate fine scale simulations are performed in regions where such accuracy is needed, and are connected to regions where coarse scale simulations are performed. Alternatively, concurrent simulations can be performed at various scales, and then linked together through a scale-wise data fusion process, such as the compound wavelet matrix method (CWM) [8, 9] , which uses the inherent multiresolution capabilities of wavelet bases to epitomize a physical process in a multiscale fashion. A relevant review paper [10] provides citation of over 200 works on multiscale modeling.
Simulation of martensitic phase transformation in SMAs such as NiTi is computationally challenging due to the intricate stochasticity associated with the formation of different martensite phases (different martensite variants) occurring over a hierarchy of spatiotemporal scales [11, 12] . The developed mechanisms in terms of internal strain or energy associated with the phase transformation from the parent austenite phase to the various martensite variants varies with the variants, thus, quantification of all different phase transformation mechanisms requires a large number of computationally burdensome fine scale simulations. Thus, bridging the different scales through sequential multiscaling requires a large number of computational simulations such that the scale dependent statistical behavior of phase transformation and the associated mechanisms are captured accurately. The CWM concurrent multiscale methodology is particularly appealing for tracking the thermally induced martensitic phase in NiTi SMA since it is capable of bridging information from different scales obtained from different scale specific simulations and/or experiments, finally yielding a compound multiscale representation of the process.
Wavelet based methods form a viable concurrent multiscale modeling toolbox [1] [2] [3] [6] [7] [8] [9] . They substantially reduce the computational overhead, without compromising accuracy, required to transfer information from one physical scale to another. A recent review paper [13] describes the application of wavelet based methods for solving reaction-diffusion (RD) problems in science and engineering fields and cites almost 140 relevant publications. Other than those general review papers, several field-specific reviews for chemical engineering [14] , reactor technology [15] and surface science [16] are available. Bindal et al [17] employed a waveletbased method to formulate an adaptive multiscale solution strategy for dynamical systems in chemical processes. Stundzia and Lumsden [18] used a stochastic process for simulation of RD problems and Burger and Ruiz-Baier [19] performed multi-resolution simulation of RD systems with strong degeneracy. Research on the multiscaling approaches such as gap tooth and time stepping [20, 21] and wavelet based multiscaling, both in spatial scaling [5, 8, 22, 23] and time scaling [7, 9] are also reported. Muralidharan et al [6] introduced the dynamic compound wavelet matrix (dCWM) method as an adaptive technique in multiscale/ multiphysics (MSMP) problems, while Frantziskonis et al [7] proposed a time-parallel compound wavelet matrix (tpCWM) method as a time accelerating scheme for MSMP problems. In those studies, wavelets have been employed as a multiscale interface, rather than as a pure multiresolution toolbox since resolution translates to scale or scale of observation. Wavelet-based techniques offer the advantage that they preserve the non-stationary features in the fine scale data which can be lost or significantly distorted by other types of infinite basis transforms (e.g., Fourier analysis). All of these make the wavelet based CWM method a viable technique for coupling incongruent simulation methods (due to different levels of theory) that discourse the same process. Thus the CWM method has been used in various field of multiscale problems such as grain-growth and microstructure evolution, heterogeneous porosity and inclusions, dispersion problems and diffusion from a reactive boundary.
Here, the compound wavelet matrix (CWM) method is considered as a spatial multiscaling interface for coupling the martensite phase fraction evolution as obtained through a phase field fine/stochastic simulation framework and deterministic coarse scale experimental data. In particular, within a small spatial domain, fluctuating martensite phase fraction values are obtained through the rather computationally expensive phase field simulation method, which is inherently stochastic and thus involves uncertainties. Whereas, for large spatial domains information on martensite phase fraction is obtained from available experimental data. The fine (phase field) and coarse (deterministic) data are combined by employing a predictive compound wavelet matrix (CWM) method to yield the coupled multiscale behavior of martensitic phase transformation over the entire extent of the spatial domain. Through the CWM method, material uncertainties associated with the martensite phase fraction evolution at fine scales is propagated to coarse scales.
The multiscale framework inherently addresses size effects in the martensite phase fraction. For this reason, i.e. to observe the size effects over smaller scales, molecular dynamics (MD) simulations are performed. In general, MD can be actively invoked in the multiscale coupling process, however this is not pursued in the present study. Rather, MD simulations are employed to verify the phase field simulations in terms of different statistical measures (mean and standard deviation of martensite phase fraction) and most importantly to demonstrate the size effects at the nanometer scale. Finally, the impact of uncertainty on the stress-strain response of NiTi shape memory alloy is demonstrated.
The experimental data used herein are from polycrystalline NiTi SMAs, which contain interfacial energy and grain boundary energy in addition to the free energy in single crystal NiTi SMAs. As is known and also demonstrated in this work, there is a strong interplay between the average grain size in polycrystalline NiTi and the size of the specimen when it comes to thermally induced martensitic phase transformation. This interplay, which has received little attention, perhaps because of the difficulties in examining it, is challenging to address, so, in this study, first, to isolate the size effects, single crystal phase field (PhF) simulations are performed. Then the interplay is addressed in a later section recognizing that more innovative work is needed to address it robustly.
Simulations and experimental data
Three different methodologies operating at different scale ranges are employed, i.e. molecular dynamics (MD), phase field (PhF), and macroscopic experimental measurements. The main implementation of the CWM methodology employs the PhF and the macro scales, and the MD simulations are used to verify the PhF methodology and to address size effects in martensite phase fraction at atomistic scales. A brief description of the simulation methods is given since they are well-established and described in details in the literature. Simulations are performed in two spatial dimensions (2-D), yet the framework is extendable to 3-D. The implications of the 2-D simulations are discussed throughout the paper.
Molecular dynamics (MD) simulations
An effective MD framework for NiTi based on the Finnis-Sinclair many body interatomic potential has been proposed and examined in detail. Initially this potential was proposed by Lai and Liu [24] , based on the embedded-atom method (EAM) considering a second-moment approximation of tight-binding theory (TBSMA). For the self-containment, a brief and relevant description of the MD simulation procedure and characterization of MD simulation cells is provided here, yet more detailed information can be found elsewhere [25] [26] [27] . According to this potential, the total energy of the system over all atoms is expressed as
In (1), the first term in the right hand side indicates the pairwise interaction energy due to BornMayer repulsion, which stabilizes the crystal, and the second term represents many-body effects, considering second moment for the electron density. Recently the many-body interaction part of Lai and Liu potential has been modified by Zhong et al [25, 28] , where the terms in (1) are expressed as In (2) and (3), i and j denote atoms, and β α , denote type of atoms (Ni or Ti). A detailed description of the parameters involved is provided in Zhong et al [25] .
Quasi-static MD simulations were performed in LAMMPS [29] , for temperature driven transformation and for 2-D square films with free (non-periodic) boundary conditions in both directions. Seven different sizes were simulated, i.e. of side 2, 4, 8, 16, 32, 64 , and 128 nm, and the film thickness has been kept constant at nm 2 for all sizes. The temperature range was K 750 50 − , with an interval of K 10 within the temperature range of K 550 250 − and with K 50 interval for the remaining temperature range. In the simulations, first, a pristine austenite 2 B 2-D, NiTi thin film sample is relaxed using a stress controlled conjugate gradient energy minimization method. Then the relaxed sample is given a velocity distribution corresponding to a particular temperature and held for ps 360 , under an NPT stabilization where the systems pressure is kept constant at bars 0 conditions. Then the NPT stabilized sample is subjected to a constant volume (NVT) conditions for an additional ps 240 . In each case of NPT or NVT stabilization, the adopted time step is ps 0.0005 . During simulation the temperature is controlled by a Nose-Hoover thermostat and Berendsen barostat. In order to remove the effects of thermal fluctuations the atomic coordinates were averaged over ps 20 . It was verified that the systems were well-equilibrated and the fluctuations in total energy and temperature were smaller than eV/atom 001 . 0 and K 50 . 0 , respectively.
To distinguish austenite 2 B from martensite ' 
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B and its variants, the bond length based order parameter proposed by Mutter and Nielaba [26, 30] 
Detailed description of the different parameters is provided in [30] , respectively [30] . Such distribution for the order parameter arises primarily from the effects of thermal expansion or contraction on the bond length of the phases at different temperature. At every temperature and size, the martensite phase fraction was calculated by taking the ratio of intensity and spread in the Gaussian distributions. Further details are provided in the supplementary material.
Phase field (PhF) simulation method
Phase field (PhF) simulation of different types of first-order solid-solid phase transformations is a widely used and validated simulation methodology [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . PhF is employed here using the Ginzburg-Landau (GL) type polynomial energy function. In particular, the recently proposed model by Zhong and Zhu [31] is adopted to simulate the evolution of martensite phase fraction at meso scales. A brief description of the PhF simulation process is given in section 2.2.1. 
k is the Boltzmann constant, T is simulation temperature and ( ) ⋅ δ the Dirac delta function. Different types for the energy density function and the associated driving force acting on any field variables are considered in the following.
The local free energy density local g mainly depends on the bulk thermodynamic properties of the system and can be expressed by a Landau type polynomial. Thus, the local free energy density and its associated local driving force are expressed as [31] ( ) , which is the nonlocal part of the free energy and provides a measure of the interfacial energy between austenite and different martensite twin variants as well as within different martensite twin variants. Thus, the gradient energy density function gradient g is expressed as [31] ( ) , and this finally provides the expression for the gradient energy density function and associated driving force as [31] ( ) ( )
The non-linear elastic energy density elastic g can be described through the linearized strain tensor ε , nonlinear stress-free strain due local phase transformation * ε and isotropic elasticity tensor C , i.e. T  12  31  23  33  22  11 ,
The associated driving force due to the non-linear elastic energy density is express as
Elastic interactions play a critical role in the evolution of martensite phase fraction, thus, the accurate estimation of the elastic energy density in Eq. 
Once all the terms in TDGL kinetic equation (Eq. (5)) are obtained, the stochastic spatiotemporal evolution of any field variable (e.g. the th i field variable) can be expressed as
Equation (9) is easily normalized in terms of length and time scale. By employing evenly spaced grid size ( x ∆ ) and time steps ( t ∆ ) (9) yields ( )
where dimensionless time and time steps are expressed in terms of real time t and time steps t ∆ , i.e.
( )
, and dimensionless spatial coordinate system is expressed in terms of grid size x ∆ i.e.
denotes the normalized isotropic gradient energy coefficient. Finally, the normalized Langevin noise term
is generated as a random number from spatiotemporally uncorrelated normal distribution with zero mean and variance of ( )( )
Deterministic experimental data at coarse scales
Zotov et al [43] , report extensive coarse scale experimental data on thermally induced martensitic phase fraction. The experiments were performed with 20 0 C/ min cooling and heating rate. Based on these experimental data on polycrystalline (mainly [110] B2 crystal with some [1 � 11] B2 crystal) and annealed (at 750 0 C temperature) NiTi SMA, Zotov et al [43] proposed a phenomenological model and verified it with respect to additional experimental data reported in the literature for NiTi of different concentrations of Ni and Ti [44, 45] . The model captures the kinetics of the observed martensitic phase transformation rate as a function of the martensite phase fraction in the reported experiments adequately. According to the model, the temperature dependent martensite phase fraction evolution is described through the Richards equation, i.e.
where ( ) T c ζ denotes the temperature dependent martensite phase fraction, T the temperature of interest in degrees Kelvin, m T the temperature corresponding to maximum transformation rate in degrees Kelvin, while g (in units of 1/K) and υ (unitless) are fit parameters which dictate the transformation or growth rate of martensite phases. Equation (11) is adopted here to represent a model for the martensitic phase fraction as a function of temperature at coarse scales. It is noted that in both the MD and PhF simulations, single crystal pristine B2 samples are considered. However, the experimental samples are polycrystalline in nature thus contain grain boundaries and interfaces, which add interfacial energy and grain boundary energy to the free energy in single crystal NiTi SMA [34, 46] . Even though PhF simulations for polycrystalline NiTi are feasible [34] , there is a strong interplay between the average grain size in polycrystalline NiTi and the size of the specimen when it comes to thermally induced martensitic phase transformation. Such an interplay is addressed at a subsequent section, and the evolution rate of the martensite phase fraction is higher.
Lattice Boltzmann (LB) method for heat transfer
The Lattice Boltzmann method (LBM) has received extensive attention as a numerical tool in the field of transport phenomena [47] [48] [49] [50] [51] . It offers easy application to arbitrary geometry and complex boundaries, significant flexibility such as handling of surface interactions, handling multicomponent systems, domain scalability, and algorithmic parallelizability, which are difficult to invoke through commonly available models based on discretization of the governing differential equations. In LBM, transport of particles and transfer of heat energy associated with a particle are performed by tracking movements of particle ensembles or the evolution of the corresponding distribution functions. Particles or its associated energies are initialized on discrete lattice nodes and they move from one lattice node to its neighbors depending on the particle velocity, a step known as propagation. In a following step particles collide and their velocities and energies get updated depending on the equilibrium state of the system.
In two dimensions (2-D), transport can be described by the lattice Boltzmann equation expressed as [47, 50, 51] 
Figure-1: Direction system for D2Q9 LBM lattice configuration, used for particle transport and energy transfer from one grid point to another grid point. , where R is the universal gas constant and T is absolute temperature of the system. Here, eq f α denotes the equilibrium distribution of α f and can be expressed through, for the so-called D2Q9 lattice configuration (shown in Fig. 1 ) [48, 50] ( ) ( For the widely used two-dimensional nine-speed (D2Q9) LBM model configuration (as shown in Fig.1 ), the discrete velocities are expressed as [47, 50, 52] Next, to model the heat transfer process, it is assumed that heat diffuses through the NiTi medium and heat energy is dissipated due to the phase transformation process. Thus, for the transient case, the generalized heat diffusion equation can be expressed as
Now, the LBM formulation for heat energy transfer through diffusion (i.e. Eq. 16.a) for the D2Q9 configuration is presented. Considering an isothermal process for heat transfer, Peng's implementation of thermal LBM [53] is a simplified form of He et al [54] thermal LBM. Here, the heat transfer evolution function with heat source is express as
where α g denotes the heat energy distribution function, the density, thermal conductivity, heat capacity and heat energy dissipation respectively, measured at any lattice node and any instant of time. For this study, the temperature dependent thermal conductivity and heat capacity parameters are obtained from different experimental studies [55] [56] [57] . For the D2Q9 lattice system, the equilibrium distribution function of heat energy is expressed as [58, 59] ( ) ( ) ( ) 
In the LBM for heat transfer through a solid all velocity components are zero i.e. 0 u = .
Wavelets as multiscale interface
Wavelet analysis serves as a valuable tool for numerical analysis, data processing, signal processing, and image processing. Wavelets analysis can be conceived as a "mathematical microscope", which easily distinguishes the broader features of say a signal at coarse scales from the fine features at fine scales. The inherent capability of the wavelets to provide scale specific resolution makes it an alternative choice to apply in the field of localized feature extraction from irregular/ non-stationary data. Since the theory and motivation for wavelet analysis are already widely covered in the literature, we do not repeat those details here, but simply provide a brief overview and refer the reader to the following major references on the subject [5] [6] [7] [8] [9] 14, 22] . In this study an important predictive feature is added to the compound wavelet matrix (CWM) method. This predictive feature is mainly based on the recent study by Gur et al [60] on the wavelet based surrogate time-series generation for heterogeneous catalysis. The following section describes the CWM methodology.
The CWM
In 1-D (extendable to higher dimensions), the wavelet transform
where the two-parameter family of function 
i.e. the union (with proper weights for overlapping scales) of the wavelet transform at fine and coarse scales. Properties of ( ) x f such as statistical moments can be determined via the inverse wavelet transform (IWT), thus for example the mean value of ( )
and corresponding relations hold for higher statistical moments and spatial correlations. The above forms the essentials of the CWM multiscale method.
Wavelet based multiscaling interface: CWM
In a wavelet transform process, a 1-D discrete data vector of length To describe the wavelet-based multiscaling interface in the martensitic phase transformation process, a 1-D example is considered and discussed. For thermally induced martensitic phase transformation, the martensite phase fraction at any grid point of the phase field is represented by the vector { } f ξ and through the wavelet interface it can be coupled to martensite phase fraction at any node of deterministic simulation as denoted by the vector { } c ζ , and this will finally yield a (coupled) martensite phase fraction vector { } cwm ς . Here, f stands for the fine simulation (phase field) process and the number of data points resulting from the phase field simulation is f n with the grid spacing x ∆ . Similarly, c stands for the coarse data (which can be the result of coarse scale simulations, yet for the present work is experimental data) and the number of coarse scale data points is c n within a grid spacing X ∆ which is typically much larger that fine simulation grid spacing x ∆ , i.e. x X ∆ >> ∆
; for the present case the coarse grid spacing is equal to the size of the studied cell. To par the grid spacing the coarse scale data is discretized to the small scale one and this results into a larger data set with a new spacing x ∆ and the number of data points ( ) Once the wavelet coefficient at each scale are obtained (here from phase field simulation and deterministic experimental data) they are coupled via the CWM method. Since the total number of available scales from the fine scale phase field simulation is less than the total number of available scales from the coarse data, i.e. n N > , the maximum number of scales that can be coupled is n . However, in the CWM method instead of adopting all of the n fine simulation scales, a cutoff scale ( ) Then, at all scales above the cutoff scale ( ) cut n , the wavelet coefficients are those from the fine simulation which are repeated periodically [6] , a process that is valid when the process is stationary or quasi stationary. However, when there are long range correlations in the process (such as the martensitic phase transformation, where fluctuations present in the fine simulation are correlated colored noise) repetitions should be restrained over small scales. In the present study an appropriate scale wise prediction process for the wavelet coefficients above the cutoff scale from fine simulation is considered as proposed in Gur et al [60] . Above the cutoff scale the wavelet coefficients are predicted based on the mean, standard deviation and other higher order statistical moments such as skewness and kurtosis. For any particular scale, using the K-S test (Kolmogorov-Smirnov test) from the available wavelet coefficients the type of distribution of the coefficients results. Then, random wavelet coefficients for that particular scale following the identified distribution are created.
The process described above yields sets of wavelets coefficients that contain information at all scales, i.e. the compound scales from the fine and coarse scale data. The process and can expressed mathematically as 
The CWM multiscaling process was described above for simplicity in 1-D, yet its extension to 2-D is straightforward. In the 2-D case, both coarse and fine scale simulations are performed in 2-D, and so is the forward and inverse wavelet transform. The relevant flow chart for the CWM method with the component for predicting the fine scale wavelet coefficients has been provided in the supplementary material. Figure 2 shows the thermally induced martensite phase fraction at small scales as obtained from PhF stochastic simulations and at the macro scale as obtained from continuum level experimental measurements. Since PhF simulation is stochastic in nature, the developed martensite phase fraction has built-in uncertainties, as shown in Figure 2 through the "error bars". The continuum experiments are deterministic and thus no uncertainties are present, as also shown in Figure 2 Phase field simulations were performed on a 2-D, nm 1024 nm 1024 × NiTi sample size, whereas for the continuum case martensitic phase fraction values at different temperatures were obtained from the study by Zotov et al [43] which is based on experimental measurements.
Results and discussions

Figure-2:
Variation of martensite phase fraction with respect to temperature from phase field simulation (stochastic) and deterministic experiments.
The difference in martensite phase fraction between the stochastic phase field simulation results and deterministic experimental data, within the transformation temperature zone ( K 450 250 − ), can be observed, becoming maximum near K 350 . This difference is mainly due to size effects and consideration of the single crystal (in the simulations) vs. the polycrystalline (in the experiment) NiTi SMA samples; this is addressed in detail in the following sections. Significant size effects have been reported extensively, [25, 27, 28, 30, 61] where it is also demonstrated that the presence of defects such as free surfaces can appreciably alter the martensite transformation start Size effects are demonstrated in Figure 3 and some relevant results (evolution of microstructure at different temperatures and sizes) are documented in the supplementary material. Figure 3 shows the variation of martensite phase fraction with respect to temperature for different size of NiTi films. Within the transformation temperature zone (here in MD simulation, considering all the sizes, it is taken to be within the temperature range of K 550 300 − ) prominent size effects can be observed, whereas outside the transformation temperature zone size effects diminish. Because of the size effects, a systematic shift in the transformation temperature regime (i.e. martensite start ( s M ) and finish ( f M ) temperature) is observed, which shows a decreasing trend with increasing size. The size effects at the atomic level can be attributed to the available free surface area per unit volume and the associated free surface energy. The available free surface area per unit volume of a NiTi thin film is inversely proportional to its side length s i.e.
and with the increase in size this ratio decreases fast, i.e.
. The available free surface area per unit volume can be linked to the free surface energy per unit volume for transforming the austenite ( 2 B ) in to the different martensite ' 
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B variants. Therefore, with decreasing size more free surface energy is available (as the free surface area per unit volume increases) for martensitic phase transformation. Figure 4 , where it can be observed that with increasing size the thermally induced martensite phase fraction is decreasing, and, according to Figure 2 , it finally converges to the deterministic experimental results. Further, within the transformation temperature regime (in stochastic PF simulation, considering all the sizes, it is within the temperature range of K 500 250 − ) pronounced size effects can be observed, whereas outside the transformation temperature regime size effects die out. Interestingly, the phase field simulation results for different sizes of films also show a systematic shift in the martensite start ( s M ) and finish ( f M ) temperatures, which was also noticed in the MD simulations. The influence of size effects on the thermally induced martensitic phase transformation process in NiTi SMA is now examined. As discussed already, within the transformation temperature zone, noticeable size effects on the evolution kinetics of martensite phase fraction are observed for scales ranging from atomic (micro) to meso.
Figure-5:
Variation of the martensite phase fraction with respect to simulation cell size at (a) and , (b) and based on different data (from MD, PhF, and experimental). Solid circles correspond to MD, empty circles to PhF and solid rectangles to deterministic experimental data [43] . There are overlapping MD and PhF scales indicated as "overlap domain". Due to the scale disparity the cell size axis is logarithmic. Figure 5 demonstrates the size effects, where, for brevity, only the evolution of martensite phase fraction with respect to size is shown at select temperatures of interest. However, size effects are observed within the overall transformation temperature regime, K 550 250 − . Three  cell sizes ( nm  32  ,  nm  4  6  and  nm  128 ) are within the overlapping domain between MD and PF simulations where the two methods show very good agreement with each other given the inherently stochastic nature of the thermally induced martensitic phase transformation process. Given the disparity in scales, (from nm  2  to  nm  4  1638 ), log scale is used for the cell size axis.
To verify the PhF results from the MD simulations, as well as to quantify the effect of simulation cell size on the uncertainties of the martensite phase fraction evolution, the standard deviation of the martensite phase fraction obtained from MD is compared to that from PhF. Figure 6 shows relevant results for various SMA film sizes and temperatures, where the MD, PhF overlap domain includes film sizes of nm 32 , nm 4 6 and nm 128
. It is clearly noticeable from Fig. 6b that, within the overlap domain, the standard deviation values of martensite phase fraction agree very well with each other. Therefore, it can be expected that the statistics of the martensite phase fraction evolution will be transferred from the PhF scales to the macroscopic ones appropriately. Finally, before moving to the multiscale modeling aspect, the interplay between grain size and cell size in polycrystalline NiTi is discussed with respect to temperature induced martensitic transformation. As mentioned before, in this work in order to isolate the size effects from the grain size effects, single crystal configurations were simulated. Figure 7 shows the effects of grain size on martensitic phase fraction at a fixed temperature T = 313 K as well as the effects of cell size for single NiTi crystals. In the experimental data reported in [43] the average grain size is 44.72 nm. In Fig. 7a the simulation cell size in the reported PhF simulations [34] is 512 nm, thus the phase fraction for the single crystal simulations is pointed in Fig. 7b . The interplay of cell/specimen size and grain size, despite its importance, has received little attention, perhaps because of the difficulties in addressing it. Some attempts to shed light in such interplay are reported in [62] albeit for mechanical properties. (where the sample is mostly austenite) and different statistical measures (mean, standard deviation and other higher order moments such as skewness and kurtosis) of the martensite phase fraction evolution are determined. Further, the spatial autocorrelation function of the martensitic phase fraction is evaluated. All statistical measures as obtained from CWM are compared to those obtained from PhF and when possible to the deterministic experimental data. [32, 34, 63] . On the other hand, a recent relevant study [36] . Microstructural analysis shows that only four of the different 9 1 B ′ variants (variants 1, 2, 6 and 8 of 9 1 B ′ ) can be developed periodically in the 2-D simulation cell of thin film [31, 36] and all of them can coexist with austenite 2 B . Since the microstructure evolves periodically within the simulation cell, zoomed-in views are shown in Fig. 9 . Observation of only four 9 1 B ′ variants is because of the consideration of 2-D simulation cell resembling a thin film. Absence of the third dimension creates inconsistency in the self-accommodation of all the martensite variants and thus only four in plane variants are observed. For these four 9 1 B ′ phase variants, the presently adopted 2-D NiTi simulation cells (in [110] direction) can accommodate both axial and shear strain components of the transformation strain tensor. However the general 3-D case calls for 12 martensite variants. 2-D simulation cells provide a framework for studying the martensitic phase transformation process (evolution and nucleation of different phases) in NiTi thin films, which finds many applications [68] [69] [70] [71] [72] [73] . Furthermore, previous studies in this field report similar type of microstructure evolution [31, 36] . Similar microstructure (with fluctuations) is transferred into the larger spatial domain through the multiscale coupling approach via CWM, not shown here for brevity. To demonstrate the accuracy of the CWM method in transferring stochasticity form fine to coarse scales, different statistical moments of martensite phase fraction with respect to temperature are shown in Figure 11 . An important point is that the martensite phase fraction is spatially correlated, with a clear correlation distance, which practically denotes an approximate maximum size of NiTi shape memory alloy (SMA) simulation cell or sample above which size effects seize. Interestingly, the correlation distance varies with temperature, and the CWM method captures such a dependency accurately. It is noted that the adopted sample size ( nm 1024 ) for phase field simulation is larger than the maximum correlation distance at any temperature (approximately nm 500
) and therefore designates the beginning of the end of size effects and a minimum size for the coupling process. Finally, the quantified uncertainties on the spatial evolution of thermally induced martensite phase fraction are used to study their effects on stress-strain response and stress induced martensite phase fraction evolution of NiTi. For this, an established strain rate dependent thermomechanical constitutive model for NiTi is adopted, i.e. that of Helm and Haupt [74] . A brief review on this constitutive model is provided in the supplementary material and details appear in [75] . Of course, the martensite phase fraction used in the constitutive model is obtained from the present study, noting that in [74] it is assumed that the thermally induced martensite phase fraction varies linearly with temperature. However, as demonstrated herein, based on experimental studies [43] , phase field simulations [31, 33, 34] and molecular dynamics simulations [25, 27] the martensite phase fraction varies exponentially with temperature. The total free energy is expressed as a function of the total martensite phase fraction, thus the dependency of the phase fraction on temperature does not influence the free energy and thermodynamics laws [74] . With the thermally induced martensite phase fraction and its associated uncertainties obtained from multiscale coupling, the stress-strain response and stress induced martensite phase fraction of NiTi at different temperatures is shown in Figure 12 . Figs.  12a1-c1 show the stress-strain response of NiTi SMA at different temperature such as  K  380  T  and  K  350  T  K,  320  T  =  =  = , whereas Figs. 12 a2-c2 show the variation of stress induced martensite phase with applied strain at these temperatures. For each temperature, five curves are plotted, i.e. at mean phase fraction value and mean with two different levels of uncertainties ( σ µ σ µ µ 2 and , ± ± ). It can be observed that within the transformation temperature zone (such as  K  0  5  3  T  and  K  0  2  3  T  =  = ) uncertainty in the thermally induced martensite phase fraction has a pronounced effect on the stress-strain response and stress induced martensite phase fraction evolution. However, such effect diminishes near and beyond the upper end of the transformation temperature zone (such as 
Conclusions
A multiscale and multiphysics framework for modeling the thermally induced martensite phase fraction evolution in NiTi shape memory alloys is presented. The lattice Boltzmann method (LBM) is employed for simulating the heat transfer (diffusion) process. At meso/ fine scales the time dependent Ginzburg-Landau (TDGL) stochastic phase field simulation method is used for martensite phase fraction evolution, whereas at coarse scales experimental deterministic measurements are used. Multiscale coupling of the data at the range of scales from fine to coarse is achieved through the compound wavelet matrix (CWM) method. The coupling includes a novel process for predicting wavelet coefficients, which preserves the spatial correlation characteristics of the martensite phase fraction. The CWM method shows accurate transfer of statistical information from fine to coarse scales. The multiscale coupling considers the size effects in thermally induced martensite phase fraction, which verifies each of the simulation methods used. To robustly address size effects, molecular dynamics simulations are performed in addition to the stochastic phase field simulations and availability of coarse scale experimental data. It is a major conclusion that size effects are important for choosing an appropriate size of NiTi sample for the multiscale coupling. The effects of uncertainties in martensite phase fraction on the macroscopic stress-strain response of NiTi are quantified, and it is concluded that such effects are quantitatively important and have a strong influence on NiTi's constitutive properties. In this sense, it is shown that the spatial correlations in martensite phase fraction is saliently behind the size effects. Finally, based on this and relevant studies it is concluded that the martensite phase fraction varies exponentially with temperature, in contrast to the linear relation typically assumed in macroscopic constitutive relations for SMAs. As far as future work is concerned, the interplay of grain size in polycrystalline SMAs and cell/specimen size is challenging to study yet worth exploring.
