Combine umbrella sampling with integrated tempering method for efficient and accurate calculation of free energy changes of complex energy surface J. Chem. Phys. 141, 044108 (2014) The relative binding free energy between two ligands to a specific protein can be obtained using various computational methods. The more accurate and also computationally more demanding techniques are the so-called free energy methods which use conformational sampling from molecular dynamics or Monte Carlo simulations to generate thermodynamic averages. Two such widely applied methods are the thermodynamic integration (TI) and the recently introduced enveloping distribution sampling (EDS) methods. In both cases relative binding free energies are obtained through the alchemical perturbations of one ligand into another in water and inside the binding pocket of the protein. TI requires many separate simulations and the specification of a pathway along which the system is perturbed from one ligand to another. Using the EDS approach, only a single automatically derived reference state enveloping both end states needs to be sampled. In addition, the choice of an optimal pathway in TI calculations is not trivial and a poor choice may lead to poor convergence along the pathway. Given this, EDS is expected to be a valuable and computationally efficient alternative to TI. In this study, the performances of these two methods are compared using the binding of ten tetrahydroisoquinoline derivatives to phenylethanolamine N-transferase as an example. The ligands involve a diverse set of functional groups leading to a wide range of free energy differences. In addition, two different schemes to determine automatically the EDS reference state parameters and two different topology approaches are compared.
I. INTRODUCTION
Computational drug design depends largely on the ability to estimate accurately and rapidly the binding free energies for a large set of potential drug candidates to a given protein. The binding free energy or rather free enthalpy 1 or Gibbs energy 2 is the free enthalpy difference between the ligandprotein complex and the free ligand and protein in solution,
G bind is directly correlated to the thermodynamic binding constant K i which can be measured experimentally,
Due to the complexity of the binding process, it is often computationally more efficient to calculate the difference between the binding free enthalpies of alternative compounds. This relative binding free enthalpy can either be defined as the difference between the binding free enthalpies of two ligands A and B, G (3) A large number of computational methods have been developed for estimating binding free enthalpies during the past decades. These can be divided into two broad categories: docking methods that are based on energy calculations and conformational sampling methods that calculate relative free enthalpies from ensemble averages. These two types of methods differ in the balance between accuracy and efficiency. 3, 4 Docking methods are computationally inexpensive which make them suitable for the screening of large chemical databases. This is achieved by invoking a set of approximations which can, however, considerably affect the accuracy obtained. The most stable conformation of a particular ligandprotein complex is usually identified using a simplified energy model, i.e., a simplified treatment of electrostatics and an implicit solvent model. The most stable conformations of the ligands are then scored using either the same simplified energy model or a more sophisticated and time-consuming model. In addition, the protein is often held rigid during the docking process. This approximation is only truly valid in certain cases such as for very rigid proteins. As docking methods in general consider only the most stable conformation, i.e., no ensemble averaging is performed, the binding free enthalpy obtained can be very sensitive to the details of this single representative conformation, and entropic contributions are ignored.
The methods that rely on conformational sampling are in principle more accurate but also more computationally expensive. Molecular dynamics (MD) or Monte Carlo simulations are normally used to generate thermodynamic ensemble averages. Electrostatic and entropic contributions of both the ligand and the protein are included explicitly, and the effects of solvent can also be included explicitly. These methods can be distinguished according to whether they require one or two or multiple simulations: (i) single end-point methods, e.g., based on the free energy perturbation formula of Zwanzig 5 or on a Taylor series expansion of it, 6 (ii) two end-point methods, e.g., the linear interaction energy method 7 or the molecular mechanics Poisson-Boltzmann surface area method, 8 which try to estimate binding free enthalpies (Eq. (1)) by simulating only the end states, and (iii) pathway methods in which a pathway connecting the end states is defined along which multiple simulations are performed to drive the system from one state to the other, e.g., thermodynamic integration (TI) (Ref. 9) or multistep perturbations, which yield relative binding free enthalpies through alchemical perturbations (Eq. (3)). The recently proposed method of enveloping distribution sampling (EDS) (Refs. 10-13) requires one simulation, just as the onestep perturbation technique. 14 Pathway methods may use different approaches to estimate the free enthalpy difference between two end states A and B. In TI, the system is perturbed along a userdefined pathway between the end states by introducing a λ-dependence into the Hamiltonian H ( r N , p N ; λ) with r N = ( r 1 , r 2 ,..., r N ) denoting the Cartesian coordinates of all N particles in the system and p N = ( p 1 , p 2 ,..., p N ) denoting the corresponding conjugate momenta. In the one-step perturbation and EDS methods, a reference state connecting the end states is sampled. In TI, the choice of pathway strongly influences the convergence of the ensemble average ∂ H/∂λ λ at particular λ-values, whereas the choice of the reference state H R ( r N , p N ) in one-step perturbation or EDS affects the sampling of the end states. In EDS, the reference state is, given the end states, automatically determined. Generally speaking, these techniques differ in the choice of the three basic components: 15 (i) the model Hamiltonian, (ii) the sampling protocol, and (iii) the free energy estimator. Traditionally, particular free energy estimators are used in combination with particular sampling protocols. In the present study, the focus is on perturbations where only a small part of the system differs between the end states, and where a classical Hamiltonian, i.e., a force field, is used. The sampling is performed using MD simulations. The model Hamiltonian is either made dependent on a coupling parameter 16 λ and TI and its standard free enthalpy estimator is used or is formulated as the logarithm of a sum of exponentials of the end-state Hamiltonians as in EDS with the corresponding estimator. 11 Here, the methods TI and EDS are used to estimate the binding affinity of ten different tetrahydroisoquinoline derivatives to the protein phenylethanolamine N-methyltransferase (PNMT). For EDS, the performance using either a single or a dual topology implementation is investigated. In addition, a new procedure to obtain the parameters of the reference state is proposed. Finally, the results are compared to those of EDS schemes introduced previously [11] [12] [13] and to those of TI.
II. THEORY

A. Thermodynamic integration
Thermodynamic integration is one of the most accurate and widely used methods to estimate free enthalpy differences between two states of a system. In TI, the Hamiltonian and the free enthalpy of the system are made dependent on a coupling parameter λ. Due to the free enthalpy being a state function, i.e., it is path independent, the dependence on the coupling parameter λ can be chosen freely. The λ-dependence of the Hamiltonian and the free energy used in this study are specified in Refs. [17] [18] [19] . By varying λ, the system can be transformed from state A (λ A = 0) to state B (λ B = 1). The free enthalpy difference G B A is then given by
where the ensemble average for the system H (λ) is denoted by . . . λ . In practice, G B A is obtained by performing a finite number, N λ , of simulations at discrete λ-values ranging from 0 to 1 and subsequent numerical integration using an interpolation formula. Note, the simulation time must be sufficiently long for the system to be in equilibrium at every λ-value and for
∂λ λ to have converged. In principle, the path along which the system is perturbed should be chosen such that sampling problems are minimized. This choice, however, is not always trivial and may strongly influence the convergence of
B. Enveloping distribution sampling
In EDS, no path between the end states has to be specified by the user. Instead a reference Hamiltonian, which is a sum of the Boltzmann factors of the N end-state Hamiltonians, is determined automatically and sampled. Two sets of parameters, a smoothness parameter s and a set of energy offsets E R , are introduced to ensure even sampling of all end states. 11 The optimized reference Hamiltonian H R = K R + V R has the generalized form, 13 where the kinetic terms K R are omitted for simplicity,
where 1/β = k B T , k B is the Boltzmann constant, T is the temperature, s is the smoothness parameter for the two end states A and B, and E R i is the energy offset parameter of end state i. The corresponding equations of motion for particle k read
with
The smoothness parameter and the energy offsets can be determined using an automatic iterative procedure (see Sec. II B 1).
The free enthalpy difference G B A between two end states A and B can then be estimated by
where the ensemble average over the system H R is denoted as . . . R . 
Parameter update scheme
Thus, s is chosen small enough such that configurational transitions over the barrier
A between states A and B at temperature T are allowed. As the distribution of V B A might have tails at very high energies, the average 
To update the energy offset parameters E R i , the number of visits of a state is counted,
for all states i, where the ensemble average over the reference state is defined using the new s parameters s(new) and the old energy offsets E R (old) to which state the energy trajectories are reweighted. By reweighting the ensemble average Q s(old),E R (old) of a quantity Q( r N ) obtained from a simulation using V R ( r N ; s(new), E R (old)) can be expressed in terms of two ensemble averages obtained from a simulation
The parameters depend on the actual distributions of the endstate energies. As these are not known beforehand, the parameter update is based on a doubly iterative procedure. Starting with an arbitrary reference Hamiltonian, e.g., s = 1 and E R i = 0.0 kJ mol −1 , ensemble averages needed in Eqs. (11)-(13) are evaluated for a first simulation period t 1 and the parameters s and E R i are estimated by iterating Eqs. (11) and (12) till convergence. Then this procedure is repeated for following simulation periods t 2 , t 3 , etc. The length of these simulation periods can be defined by the user. Different update schemes are described in Ref. 12 .
An alternative approach to obtain s parameters makes use of the condition that, when using an optimal reference state, all end states should be sampled equally. To find these parameters, the non-reweighted end-state energies in the reference state simulation are evaluated. Consider two end states A and B. A configuration is considered to belong to state A if V A < V B and vice versa. The ratio of the resulting number of configurations N A /N B should be 1 for a set of optimal s and E R parameters. In the following only cases where
A , everything would be reversed. If s is too large, too few configurational transitions between the end states occur and the system will only sample one end state. Two cases are distinguished here: If only state B is sampled, i.e., N A = 0, the system is stuck in state B and s should be decreased to allow transitions ( Fig. 1(b) ). If N A /N B > 1, the system is stuck in state A and s should be decreased to allow transitions ( Fig. 1(c) ). If s is too low, undersampling occurs and the important configurations of the end states are no longer sampled. Two cases are distinguished here: If s is only slightly too low, most configurations will be counted to state B and thus N A /N B < 1, s is increased in this case ( Fig.  1 (e)). If s is much too low, only a few configurations will be sampled where the corresponding end state energies are always below a certain threshold E thres , s is increased in this case ( Fig. 1(f) ). With optimal parameters on the other hand, the reference state configurations switch between configurations of the two end states ( Fig. 1(d) ).
In case of the end states studied here, the threshold energy E thres = 0 was taken, as the potential energies of all ligands are negative. The new singly iterative update scheme is A optimal, but s too large, therefore, only one end state is sampled (depending on the starting structure). (d) s parameter and energy offsets are optimal, both end states are sampled equally. (e) and (f) E R A optimal, but s too small, thus undersampling occurs and the important configurations of the end states are no longer sampled. V (x) and x are in arbitrary units.
FIG. 2. Schematic representation of the new parameter update procedure (2)
. s n and E R i (n) are the EDS parameters at step n, V X is the average potential energy of H X in state X , while N X is the number of configurations belonging to state X. The energy offsets E R i (n) are updated at each step n using Eq. (12).
shown schematically in Fig. 2 . The parameters were updated after each step and the energy offset parameters were calculated using Eq. (12) . The value of s was increased in steps of 10%, i.e., s n+1 = 1.1 · s n . The decrease in s was performed in two phases: Initially, s was decreased by dividing by two, i.e., s n+1 = s n /2, until s was increased for the first time, after that s was decreased by 5%. This parameter update scheme can be either used in a top-down approach, i.e., in the beginning the system resides in one end state and s is decreased until configurational transitions between the end states occur, or in a bottom-up approach, where the procedure is started in undersampling conditions. The first approach is efficient for small perturbations but for large perturbations oscillation of the energy offsets can occur and the parameters do not converge. The second approach, on the other hand, was found to be more robust.
Topology
If EDS is applied to perform an alchemical perturbation between ligands sharing a common unperturbed core of atoms, the topology of the system can be defined in two ways (Fig. S1, supplementary material  20 ) . [21] [22] [23] [24] In the single topology approach, only one ligand is used where all substituents are introduced as dummy atoms and only specific substituents are perturbed between various end states. In the dual topology approach, each ligand is simulated as a separate end state. Thus, each EDS state comprises one active end state and N − 1 inactive (dummy) end states. To avoid the ligands drifting spatially in the inactive state, all ligands are held together by distance restraints.
C. Phenylethanolamine N-methyltransferase
The test system used in this study was the 261 residue protein PNMT complexed with the cofactor S-adenosyl-Lhomocysteine to which a selection of tetrahydroisoquinoline derivatives were bound (Fig. 3) . PNMT catalyses the reaction from norepinephrine to epinephrine (adrenaline) which is involved in the control of the blood pressure and respiration as well as secretion of hormones from the pituitary in the central nervous system. PNMT is also a potential target in diseases like Alzheimer's and Parkinson's. 25, 26 Tetrahydroisoquinoline derivatives are one class of inhibitors found for PNMT for which several crystal structures have been reported in literature. [25] [26] [27] [28] A set of ten different tetrahydroisoquinoline derivatives was investigated in this study (Fig. 4) . Seven ligands have a stereogenic centre at position 23 (see Fig. S2 , supplementary material 20 ). The substituent resides in all cases in the axial position giving the (R)-isomer for ligands 3, 4, and 9, and the (S)-isomer for ligands 2, 6, 8, and 10. For the ten ligands, binding constants have been measured experimentally. 25, [27] [28] [29] [30] [31] For ligands 3 and 9, the binding constants for each enantiomer were determined, 30 whereas for ligands 2, 4, 6, 8, and 10 only data for the racemate or single enantiomers is available.
III. METHODS
A. Simulation protocols
MD simulations of the ten ligands in water and in complex with the protein were performed using the EDS methodology and thermodynamic integration to calculate the free enthalpy differences between the ligands. The 53A6 GROMOS force field 32 was used in all simulations. For substituents such as SO 2 NH 2 or NO 2 for which no parameters are available in the standard force field, the parameters were derived from a combination of ab initio quantum mechanical calculations and a comparison of parameters of similar functional groups. Details on the procedure are given in Ref. 33 . The charges and atom types used are listed in Table S1 , supplementary material. 20 All simulations were performed at constant temperature and pressure. The temperature was kept at 298 K by weak coupling to a temperature bath with a coupling time of 0.1 ps, 34 and the pressure was maintained at 1.013 bar (1 atm) by the same type of algorithm using a coupling time of 0.5 ps and an isothermal compressibility of 4.575×10 −4 (kJ mol −1 nm −3 ) −1 . Bond lengths were constrained to ideal values using the SHAKE algorithm 35 with a tolerance of 10 −4 . The integration time step was 2 fs. For the non-bonded interactions, a twin-range method was used with cut-off radii of 0.8 nm (short-range) and 1.4 nm (long-range). The pairlist for pairs within the short-range cut-off and the energies and forces for long-range pairs were updated every 10 fs (5 steps). Centre of mass motion was stopped every 20 ps (10 000 steps). The initial structure of the protein complex was derived from a crystal structure of PNMT with 7-sulfamoyl-1,2,3,4-tetrahydroisoquinolinium (ligand 7 in Fig. 4 ) (RCSB protein data bank entry: 1HNN) (Ref. 36) (Fig. 3) .
The EDS simulations were performed using a modified version of the GROMOS05 package of programs. 19 The force due to atoms beyond the long-range cut-off was modelled by a reaction-field force 37 representing a continuum with a relative dielectric permittivity r f of 61. 38 The system was solvated in a periodic, cubic box with 975 SPC water molecules and edge
the complex, respectively. In simulations with a dual topology, distance restraints with a force constant of 1000 kJ mol −1 nm −2 and an ideal distance of 0.0 nm between four carbons of the benzene moiety were applied, see Fig. S1 , supplementary material. 20 The EDS parameters of the ligands in water using the original update scheme were determined in a series of 63 to 127 simulations of 150 ps with different starting velocities where the parameters were updated after 1, 3, 7, 15, 31, 63 (127) simulations (update scheme 2 in Ref. 12). Initial parameters were s = 1.0 and E R i = 0.0 kJ mol −1 which correspond to an unmodified reference state. The energy trajectories from the preceding simulations up to the last update were considered in an update. The parameters after the last update were subsequently used for a production run of 10 to 20 ns with 1 ns equilibration. The EDS parameters for the ligands bound to PNMT determined using the original update scheme were obtained in a series of 63 simulations of 200 ps where the parameters were updated after 1, 3, 7, 15, 31, 63 simulations. As initial parameters the production parameters of the corresponding perturbation in water were taken. The energy trajectories from the preceding simulations up to the last update were considered in an update. The parameters after the last update were subsequently taken for a production run of 10 ns with 100 ps of equilibration. The EDS parameters of the ligands in water obtained using the new update scheme were determined in a series of 30 simulations of 300 ps where the parameters were updated after each simulation. Initial parameters were s = 0.5 and E R i = 0.0 kJ mol −1 , i.e., the top-down approach was applied, except for the perturbations involving ligand 2 where the bottom-up approach was used with initial s = 0.00390625. The average parameter values over the converged part of the update simulation was used for a production run of 10 to 20 ns with 1 ns equilibration. The EDS parameters for the ligands bound to PNMT determined using the new update scheme were obtained in the same manner as those of the free ligands. Initial parameters were s = 0.25 and E R i = 0.0 kJ mol −1 for small perturbations such as 1-3, 1-4, 1-5, 3-9, and 5-9. For larger perturbations, the bottom-up approach was applied with initial s = 0.01 for the perturbations 1-6, 1-10, 4-10, 5-6, 6-10, and 7-8, and s = 0.001 for the perturbations 1-7, 3-8, and 4-7. The energy offsets of the corresponding perturbation in water were taken as initial energy offsets. The average parameter values over the converged part of the update simulation were used for a production run of 10 to 20 ns with 100 ps equilibration. For the perturbation 4-7, the simulations were extended to 40 ns.
The TI simulations were performed using the GROMOS96 package of programs. 17 The force due to atoms beyond the long-range cut-off was modelled by a reaction-field force 37 representing a continuum with a relative dielectric permittivity r f of 54. 39 The system was solvated in a periodic, cubic box with 975 SPC water molecules for the free ligand in solution, or in a periodic, truncated octahedral box with 7239 water molecules for the ligand in the complex, respectively. Simulations of 800 ps length for the ligands in water and 1800 ps for the ligands bound to the protein with 200 ps equilibration were carried out at 15 equally spaced λ-values between 0 and 1. In cases where ∂ H/∂λ λ had not converged, the simulations were extended to 3 ns. Simulations of the ligands in water and complexed to the protein were performed in which λ was changed in both perturbation directions. To avoid numerical instabilities as the non-bonded interactions between atoms are switched on or off during the perturbations a softcore non-bonded interaction with α L J = 0.5 and α cr f = 0.5 nm 2 was used. 40 Further details are given in Ref. 33 .
B. Analysis
Proper sampling in the EDS simulations was checked by comparing the distributions of the potential energy of the end states to those obtained from TI, where the EDS end state A corresponds to λ = 0 and the EDS end state B to λ = 1. The potential energy V X of the EDS end state X is thereby reweighted to the X ensemble using
A simple method to investigate the convergence of the free enthalpy differences calculated is the use of a so-called thermodynamic cycle. Since the free enthalpy is a thermodynamic state function, G is independent of the path when a system in equilibrium is changed in a reversible manner. Therefore, for a closed path or cycle G cycle should be zero. However, G cycle = 0 is only a necessary, not a sufficient condition for accuracy.
IV. RESULTS AND DISCUSSION
The difference in free enthalpy between ten different tetrahydroisoquinoline derivatives in water and bound to the protein PNMT estimated using two different techniques, TI and EDS, were compared. In addition, the performance of EDS using either a single or a dual topology and two different parameter update schemes was investigated.
A. Ligands in water
Using two end states, EDS is an alternative to TI while having the advantage that one does not have to drive the system along a specific pathway specified by the user. The free enthalpy differences G B A for 17 pairs of ligands in water estimated using TI and EDS are listed in Table I and are shown in Fig. 5 . The convergence of the TI results was tested by running simulations changing λ in both perturbation directions, where the largest hysteresis found for the ligands considered in this study was 1.1 kJ mol −1 . 33 The thermodynamic cycles 1-3-5-9, 1-3-7-8, 1-4-7-10, 1-5-6-10, and 2-5-6-9 close within 2 kJ mol −1 (Table S2, supplementary material  20 ) . Using EDS reference state parameters from the original update scheme proposed by Christ and van Gunsteren 12, 13 (update 1), good results were obtained for small perturbations, i.e., pairs 1-3, 1-4, 1-5, 3-9, and 5-9, whereas deviations from the TI results up to 24 kJ mol −1 were found for larger perturbations. No significant difference was observed between using a single TABLE I. Comparison of free enthalpy differences G B A = G B -G A from TI and EDS simulations of the 10 ligands (Fig. 4) 
6.2 ± 0.8 6.8 ± 0.3 6.6 ± 0.4 6.7 ± 0.2 6.2 ± 0.1 1-6(S) − 37.8 ± 1.0 − 32.5 ± 1.1 − 36.7 ± 0.5 − 45.6 ± 2.4 − 37.8 ± 0.4
or a dual topology. The deviations are also reflected in the thermodynamic cycles where closure within 2 kJ mol −1 was only achieved for the cycle 1-3-5-9 (Table S2, Table I and Fig. 5 ) and the potential energy distributions of the EDS end states overlap with those of the TI simulations at λ equal to 0 and 1, independently of the topology used. Using a single topology, all thermodynamic cycles close within 1.2 kJ mol −1 , whereas using a dual topology approach all cycles except 1-3-7-8 close within 1.5 kJ mol −1 (Table S2 , supplementary material 20 ). For both perturbations 1-5 and 1-7, the RDF (thick, solid line in Figs. 8 and 9 ) shows both overlap with the RDF of the end state simulation of ligand 5 or ligand 7, respectively (dashed line in Figs. 8 and 9) , and that waters penetrate the full range of r which indicates that both FIG. 7 . Comparison of the potential energy distributions of the EDS end states A (blue) and B (orange) and of the TI simulation at λ-values λ A = 0 (black) and λ B = 1 (red) for the ligands in water. EDS simulations were performed using single topology and either the original parameter update scheme 1 (left column) or the new parameter update scheme 2 (right column). Simulations were done at 298 K and 1 atm.
FIG. 8. RDF g(r)
of the nitro group of ligand 5 (Fig. 4) , N, O1, and O2, with respect to the oxygen atom of water. Data is shown for the end state simulation of ligand 5 (dashed line), the EDS simulation between ligand 1 and ligand 5 using parameters obtained from the original update scheme 1 (circles), and the EDS simulation between ligand 1 and ligand 5 using parameters obtained from the new update scheme 2 (thick, solid line).
FIG. 9. RDF g(r)
of the sulfonamide group of ligand 7 (Fig. 4) , S, O1, O2, N, H1, and H2, with respect to the oxygen atom of water. Data is shown for the end state simulation of ligand 7 (dashed line), the EDS simulation between ligand 1 and ligand 7 using parameters obtained from the original update scheme 1 (circles), and the EDS simulation between ligand 1 and ligand 7 using parameters obtained from the new update scheme 2 (thick, solid line). end states are sampled. As can be seen in Table II , the s parameters found with the new update scheme (update 2) are generally larger than those found with the original update procedure, in some cases up to an order of magnitude. The energy offsets on the other hand are in general only slightly less negative compared to those from the original update scheme, indicating that Eq. (12) leads to optimal values. No clear correlation is evident anymore between the s parameters and the energy offsets (Fig. 10 ). As the s parameter depends not only on the energy difference between two end states but also on the distance between them, there should in principle not be a correlation between s and E B A .
For the ligands studied here, no significant difference was found using a single or a dual topology approach. In general, a single topology is faster as fewer solute atoms are present and the perturbed part of the system is smaller which can ease convergence of the reference state parameters. However, if the configuration of the unperturbed core structure differs depending on the end state, e.g., through steric hindrance of a substituent, a dual topology should be used.
When simulating the perturbation between two states A and B, the computational cost of TI and EDS are comparable. While TI requires a sufficiently large number of λ-values at which all pair interactions are to be calculated and sufficiently long simulation time at each λ-value to achieve smooth λ-curves, in EDS non-perturbed pair interactions need only to be calculated once while the required extent of sampling in EDS depends largely on the speed of the diffusion of conformations between those relevant to states A and B. If the transition from state A to state B is slow, a long simulation time is required to get converged results. The advantage of EDS, however, lies, apart from its theoretical computational efficiency, in the absence of a user-defined λ-dependence which for some systems is not trivial to choose, and the possibility to incorporate multiple end states in a single simulation. 13 However, in this case the finding of optimal EDS parameters s i j and E R i will be a challenge.
B. Ligands bound in protein complex
The free enthalpy differences between ligands bound to PNMT are listed in Table III . Only the single topology approach was used for the EDS simulations. The EDS reference state parameters for both update schemes are listed in Table  S3 , supplementary material. 20 Similar to the ligands in water, the s parameters for the update scheme 2 are larger than for update scheme 1. The thermodynamic cycle closures for the various TI and EDS simulations are given in Table S2 , supplementary material. 20 In most TI simulations, 0.8 ns per λ-value were found to be insufficient to get convergence at all λ-values and the corresponding simulations were extended to 1.2 ns. The largest hysteresis between the forward and backward perturbation found for the ligands considered in this study was 4.1 kJ mol −1 . 33 Thermodynamic cycle closure within 4.7 kJ mol
was found for all cycles. The free enthalpy differences estimated using TI and EDS simulations are listed in Table III and Fig. 11 . Using EDS reference state parameters from the original update scheme 1, insufficient sampling of the end states was observed for all perturbations except 1-3, 1-4, 1-5, 3-9, and 5-9, similar to the results of the ligands in water (Fig. S3, supplementary material  20 ) and therefore the free enthalpy differences obtained differ up to 40 kJ mol −1 from the TI results. Only the thermodynamic cycles 1-3-5-9 and 1-3-7-8 were found to close within 4.7 kJ mol −1 . With parameters from the new update scheme 2, all end states appear to be well sampled (Fig. S3, supplementary material) , although the thermodynamic cycles involving ligand 6 do not close within 4.7 kJ mol −1 and some free enthalpy differences differ up to 16 kJ mol −1 from the TI results. These deviations may stem from a general problem found for the ligand-protein complex studied here. In Fig. 12 , the potential energy distributions of the TI simulations at λ equal to 0 and 1 and the EDS end states are shown for the ligands in water and bound to the protein in the cycle 1-5-6. Note that distributions are not shown for each (Fig. 4) Fig. 12 ). For the ligand-protein complexes, however, the distributions do not overlap although 
− 4.5 ± 1.5 − 5.8 ± 1.9 − 8.6 ± 1.6 1-5 − 3.5 ± 1.6 − 6.1 ± 2.0 − 4.0 ± 0.9 1-6(S) − 48.1 ± 1.9 − 74.7 ± 1.5 − 60.1 ± 0. (2) and (3) in Table IV . The comparison to experiment is not straightforward as some measurements were done with bovine PNMT instead of human PNMT and in some cases the other enantiomer or the racemic mixture was measured. In addition, the published experimental binding constants have been revised multiple times (see Table 1 in Ref. 33 ). In Table IV , only the most recent data is shown. In the two cases where the correct stereoisomer was tested with human PNMT, i.e., 1-5 and 1-7, the calculated values agree well with the experimental ones. In the cases where the correct enantiomer was tested with bovine PNMT, i.e., 1-3(R), 3(R)-9(R), and 5-9(R), the EDS results deviate more from the experimental values. Especially the relative binding free enthalpy of perturbation 5-9(R) is estimated to be negative whereas the experimental value is positive. In the cases where the other enantiomer or the racemic mixture were measured, an interpretation of the results is problematic. For further discussion on the effect of stereochemistry in the TI simulations see Ref. 33 . The observation about the differing end states described above is reflected in the difference between the relative binding free enthalpies obtained using TI and EDS.
V. CONCLUSION
The performance of two methods to compute relative binding free enthalpies, TI and EDS, was compared using ten tetrahydroisoquinoline derivatives in water and bound to the protein PNMT. The EDS simulations were carried out using either a single or a dual topology approach and applying two different update schemes to find optimal reference state parameters. For the ligands in water, almost perfect agreement with the TI results was found for EDS simulations with reference state parameters obtained from the new update scheme, independent of the topology approach used. The small differences found were within the error of the methods. The original update scheme, however, underestimated the smoothness parameters s for large perturbations, resulting in insufficient sampling of the end states. A similar picture was found for the ligands bound to the protein PNMT where the original update scheme gave too low s parameters for large perturbations. Using parameters from the new update scheme, all end states were well sampled. However, in both EDS and TI simulations, different binding modes of the ligands with small substituents inside the binding pocket of PNMT were observed which prevented closure of the thermodynamic cycles in the bound state and affected the convergence of the results obtained by the two methods. This was also reflected in the resulting relative binding free enthalpies where for some perturbations the different results were obtained for TI and EDS. The direct comparison to experimental values was only possible in a few cases, as for some ligands the experimental measurements were done with the other enantiomer or the racemic mixture, or with bovine PNMT instead of human PNMT. Overall, the calculated relative binding free energies matched quite well with the experimental ones.
Although the EDS approach is potentially and computationally more efficient than TI because it avoids the calculation of non-perturbed interactions at each λ-value, in the present case EDS and TI are comparable in computational demand when applied to two end states due to the longer sampling time required by EDS. The use of EDS, however, renders the specification of a pathway, i.e., λ-dependence, unnecessary while the reference state parameters can be automatically determined, and it offers the possibility to estimate multiple free energy differences from a single simulation. This has been demonstrated previously using the original parameter update scheme. In a next step, the new, more efficient parameter update scheme will also be generalized to multiple end states.
