Abstract. The need to evaluate expressions of the form f (A) or f (A)b, where f is a nonlinear function, A is a large sparse n × n matrix, and b is an n-vector, arises in many applications. This paper describes how the Faber transform applied to the field of values of A can be used to determine improved error bounds for popular polynomial approximation methods based on the Arnoldi process. Applications of the Faber transform to rational approximation methods and, in particular, to the rational Arnoldi process also are discussed.
Introduction. Many applications in science and engineering require the evaluation of expressions of the form f (A) or f (A)b,
where
and f is a nonlinear function. The expressions (1.1) can be defined in terms of the Jordan canonical form of A, the minimal polynomial of A, or by a Cauchy-type integral. The latter definition requires f to be analytic in an open set containing the spectrum of A, with the path of integration in this set. Detailed discussions on these definitions and their requirements on f are provided by Golub and Van Loan [42, Chapter 11] , Higham [50] , and Horn and Johnson [52, Chapter 6] . Of particular interest are the entire functions f (t) = exp(t), f(t) = (1 − exp(t))/t, f (t) = cos(t), f(t) = sin(t), with applications to the solution of ordinary and partial differential equations [2, 12, 30, 32, 40, 46, 49, 51, 58, 59, 63, 70, 74, 76, 81] as well as to inverse problems [13, 14] . Other functions of interest include Markov functions, such as f (t) = √ t, which arises in the solution of systems of stochastic differential equations [3, 9, 29] . The function f (t) = log(t) is a modification of a Markov function and also can be treated with the methods of the present paper; see [15, 48, 50] for applications.
When the matrix A is small to medium-sized, the expressions (1.1) can be evaluated by determining a suitable factorization of A, e.g., in combination with a rational approximation of f ; algorithms that factor A are described and analyzed in several of the above references as well as in [9, 15, 21, 38, 61, 76] .
The present paper is concerned with the approximation of the expressions (1.1) when f is an entire or Markov function and the matrix A is large, sparse, and nonnormal. The methods described also apply when A is a normal matrix and simplify in and φ is the Riemann mapping that maps C \ E conformally onto C \ D with the normalization φ(∞) = ∞ and φ (∞) > 0. The inverse map is denoted by ψ, i.e., ψ = φ with c > 0 and d = 1/c. The coefficient c is commonly referred to as the logarithmic capacity of E and is denoted by cap (E).
For any ρ ≥ 1, the set E ρ is defined via its complement E c ρ := {z ∈ C \ E : |φ(z)| > ρ}, i.e., E ρ = C \ E c ρ . In particular, E 1 = E. The nth Faber polynomial F n = F E n for the set E is defined as the polynomial part of the Laurent expansion at infinity of φ n for n = 0, 1, . . . ; cf. (1.2) . Faber polynomials are discussed further below; surveys of their properties are provided, e.g., by Gaier [39, Chapter 1] and Suetin [78] .
Example 1.1. Let E be the closed unit disk. Then φ(z) = z and the Faber polynomials are given by F E n (z) = z n , n = 0, 1, . . . . Thus, the F E n 's are Chebyshev polynomials for E. More generally, for E = {z ∈ C : |z − z 0 | ≤ r}, we obtain the shifted monomials F (see, e.g., Gaier [39, p. 43] ) and the fact that More generally, when E is an ellipse, the Faber polynomials F E n are Chebyshev polynomials for E up to a scaling factor. When the foci coalesce, E becomes a disk; cf. Example 1.1. Details when E is an ellipse, as well as further examples, can be found in [20, 78] . is a simple modification of a Markov function.
2 Example 1.4. Let −1 < γ < 0 and z ∈ C \ R − , where R − = {z ∈ R : z ≤ 0}. Let C be an integration path in C \ R − surrounding z. The principal branch of z γ can be represented by the Cauchy integral
Moving the path C towards R − yields (1.6) which shows that z γ is a Markov function. The integral in (1.6) exists because the integrand has a singularity of order γ > −1 at the origin and a zero of order 1+|γ| > 1 at infinity. Fractional powers z α , for 0 < α < 1, can be represented by multiplying z γ by z, similarly as in (1.5). 2 It is possible to represent certain meromorphic functions as Markov functions with respect to a discrete measure. Example 1.5. We obtain from the product representation of the sine function (see, e.g., [64, section 13.5] ) that
with δ x the Dirac measure at the point x. The error bounds of section 6, however, are sharp only if the support of μ is the whole interval [α, β]. 2 2. The Faber transform. Let A(E) denote the Banach algebra of functions analytic in the interior, Int(E), of E and continuous on E, equipped with the uniform norm || · || L∞(E) on E. Moreover, let P k denote the set of polynomials of degree at most k, and P k (E) the set of polynomials on E of degree at most k equipped with the norm || · || L∞(E) .
The Faber transform F maps the polynomial
to the polynomial
The mapping F is a bijection from P k (D) to P k (E) with inverse
The representation (2.1) follows from the Cauchy formula and the observation that
(see, e.g., [39, p. 43] for a discussion of the latter); equation (1.3) is a special case.
A set E is said to be a Faber set if there is a constant d such that for all polynomials p,
For instance, sets E with a piecewise smooth boundary ∂E without cusps are Faber sets; see, e.g., Gaier [39, Chapter 1] or Ganelius [41] . The constant d depends on the total rotation of ∂E. Let ∂E be a rectifiable Jordan curve of bounded total rotation V . Then we may choose
see, e.g., Gaier [39, Theorem 2, pp. [48] [49] . For convex sets E, we have V = 2π, i.e., F ≤ 5. In particular, finite intervals are Faber sets.
A Faber set E is said to be an inverse Faber set if there is a constant d such that for all polynomials p,
Since the set of polynomials is dense in A(E), it follows from (2.2) that if E is a Faber set, then F admits a unique extension that is continuous from A(D) to A(E). We also denote this extension by F . Analogously, if E is an inverse Faber set, then the inequality (2.4) shows that F −1 can be extended in a unique way to a continuous mapping from A(E) to A(D). This extension is also denoted by F −1 . Anderson and Clunie [4, Theorem 2] show that if E is the closure of a Jordan domain with nonempty interior, whose boundary ∂E is rectifiable, of bounded boundary rotation, and has no cusps, then E is an inverse Faber set. Thus, in this situation, F is a bijection from A(D) to A(E) with bounded inverse F −1 , and
where d and d are the constants in (2.2) and (2.4), respectively. We note for future reference that for sets E with nonempty interior,
Our interest in explicit bounds for the norms of F and F −1 is motivated by our desire to bound the errors for best uniform polynomial and rational approximation with fixed poles of functions in A(E). For some polynomial
The residue theorem and (2.1) show that, for anyŵ ∈ C \ D and z ∈ Int(E), we have
Then the operator F is a bijection from P k / q onto P k /q for k ≥ m − 1; see Ellacott [34] , Ganelius [41] , or Suetin [79, p. 1324] . It follows that, for all f ∈ A(E) and k ≥ m − 1, we obtain the bounds
see, e.g., [4, Theorem 1] or [35] for details. The above inequalities show that it generally suffices to consider best uniform polynomial and rational approximation with fixed poles on D.
In particular cases it is possible to improve the right-hand side bound in (2.9) by considering, instead of F , the modified Faber operators F ± , defined for g ∈ A(D) by
For convex E, it is known that F − ≤ 2. This bound can be established, e.g., by modifying the proof of [39, Theorem 2, p. 49] . Moreover, it is shown implicitly by Kővari and Pommerenke [56] that F + ≤ 2. An explicit proof of the latter inequality is given in Theorem 2.1 below. Thus, for convex E and k ≥ m − 1, we may replace the quantity F in (2.9) by 2. We remark that no simple explicit bound for ||F −1 || appears to be available. Theorem 2.1 below generalizes the bound
for the modified Faber transform to matrix arguments. This enables us to bound the error in matrix function approximations. This generalization is implicitly contained in the double layer potential representation of f (A) discussed by Badea, Crouzeix, and Delyon [5, section 4] , but these authors do not establish a connection to the modified Faber transform. Our proof follows fairly closely the ideas of Crouzeix and his collaborators on norms of functions of matrices and operators [5, 16, 17, 18, 19, 22] . In particular, Crouzeix [17] shows that for any set E ⊂ C and any matrix or Hilbert space operator A with W(A) ⊂ E, the bound
holds for the universal constant K = 11.08. (2.12) Crouzeix conjectures that the bound (2.11) holds for K = 2.
Theorem 2.1. Let the set E be convex and consist of more than one point. Then the operator F + defined by (2.10) satisfies
Proof. We first show (2.13) under the assumption that Int(E) = ∅. Let z ∈ Int(E). Then the function
where the bar denotes complex conjugation, is analytic in C \ D (where, as usual, C denotes the extended complex plane) and continuous on |w| ≥ 1, with g(w) = f (w) for |w| = 1. Thus,
where the second equality follows from the residue theorem applied in the closed complement of D. Adding the conjugate of the above equation to the relation
which is obtained by substituting ζ = ψ(w) into (2.5), yields
Let ζ := ψ(w) ∈ ∂E for |w| = 1. Then α(ζ) := arg(ψ (w) dw/|dw|) exists for almost all |w| = 1, with e iα(ζ) being the tangent to ∂E at ζ. The convexity of E yields
It follows that κ(w) > 0 for all |w| = 1. We obtain from (2.15) that
This establishes (2.13) for z ∈ Int(E). Furthermore, since the boundary can be neglected in the L ∞ -norm, the inequality (2.18) holds for all z ∈ E. Finally, if z ∈ ∂E and E has no interior points, then E is an interval. In this situation ∂E is traversed twice (once in each direction) as w traverses the unit circle. The tangent vectors vanish at the endpoints of the interval. The bound (2.18) also holds in this situation. This completes the proof of (2.13).
We turn to the proof of (2.14) and first assume that W(A) is contained in the interior of E. In order to derive a matrix-valued analogue of the expression (2.16), we observe that
Moreover, since the matrix A and its transpose A T have the same eigenvalues, it follows that
Adding the conjugate of the latter expression to the former yields
and A * denotes the conjugate transpose of A. We would like to show that the Hermitian matrix K(w) is positive definite for all |w| = 1. This is equivalent to establishing that the matrix
is positive definite. With ζ and α(ζ) defined as above, we have
Let v ∈ C n be a unit vector. Then a := v * Av lives in W(A), and we obtain
where the inequality follows similarly to (2.17) . Application of the Cauchy-Schwarz inequality now yields
in agreement with (2.14). We turn to the situation when W(A) is not contained in the interior of E. If E has no interior point, then both E and W(A) are intervals. In particular, the matrix A is normal, and it follows that
by (2.13), where σ(A) denotes the spectrum of A. We therefore may assume that E has an interior point z 0 , and let ∈ (0, 1). Then the field of values of the matrix A := z 0 I + (1 − )A, given by W(A ) = z 0 + (1 − )(W(A) − z 0 ), is in the interior of E. Hence, for all ∈ (0, 1),
The bound (2.14) follows by letting 0.
. . , are Faber polynomials for E. We obtain from (2.14) that
This inequality recently has been shown in [7, Theorem 1] in a similar manner. We note that for a convex set E it follows from [56, Theorem 2] 
Consider the solution of the linear system of equations Ax = b by the GMRES iterative method described, e.g., in [71, Chapter 6] and [72] . Let x 0 be an initial approximate solution, and let, for k = 1, 2, . . . , x k denote the kth iterate generated by the method. Define the associated residual errors r k := b − Ax k , k = 0, 1, . . . . The inequality (2.19) can be used to derive bounds for the r k in terms of the field of values of A when 0 ∈ E. Specifically, one can show that
see [7] for details. This inequality improves bounds reported in [8, 31, 33] and [44, Chapter 3] . 2 The following result, which is a consequence of Theorem 2.1, is applied in the remainder of this paper.
Corollary 2.3. Assume that E and W(A) satisfy the conditions of Theorem 2.1.
, and
.
Polynomial approximation via the Arnoldi process.
In this section, we assume that the matrix A ∈ C n×n in (1.1) is large and sparse, and that the vector b ∈ C n is of unit length. The Arnoldi process applied to A with initial vector b yields, after m steps, the decomposition
where 
see, e.g., [42, Chapter 9] for details on the Arnoldi process. We refer to (3.1) as an Arnoldi decomposition.
We remark that if h m = 0, then range (V m ) is an invariant subspace, and it follows that f (A)b = V m f (H m )e 1 . We therefore henceforth will assume that h m = 0. When A is Hermitian, the Arnoldi process simplifies to the Hermitian Lanczos process and the matrix H m in the decomposition (3.1) is Hermitian and tridiagonal.
The columns v j of V m are generated for increasing values of j; the computation of v j requires the evaluation of j − 1 matrix-vector products with A and orthogonalization against all the already computed columns v 1 , v 2 , . . . , v j−1 . One would like to keep m in Arnoldi decompositions (3.1) used in applications fairly small, because the computational effort and storage required to generate the Arnoldi decomposition increases with m. Moreover, instead of computing f (A)b, we will evaluate f (H m )e 1 , and the computational effort required for the latter typically grows rapidly with m.
We note for future reference that since
One easily verifies by induction that for any p ∈ P m−1 , we have
see, e.g., [26, 70] . This motivates the use of the polynomial approximation
where, in view of (3.2), the left-hand side can be written as p(A)b for some p ∈ P m−1 . The Crouzeix bound (2.11) with the constant (2.12) yields an immediate bound for the approximation error in (3.5) in terms of best polynomial approximation of f on E; cf. (2.6) with q ≡ 1.
Proof. It follows from (3.4) that for any p ∈ P m−1 , we have
where we have used that b = 1. The inequality (3.6) now is a consequence of (2.11), (2.12), (3.3) , and the fact that W(A) ⊂ E.
The following theorem connects polynomial approximation of f (A)b with polynomial approximation of
Theorem 3.2. Let E be a convex and compact set such that
Finally, we have the bounds
in terms of the coefficients in the Faber series expansion of f ,
Proof. Since b = 1, the bound (3.7) follows from (3.8) by taking q 1 (z) = 0, s = 0, and q 2 (z) = 1. In order to show the latter bound, we choose an extremal polynomial p ∈ P m−1 such that ||F
Then q ∈ P m+s−1 and, according to (3.4),
where, again by (3.4), we have q 2 (H m+s )e 1 = q 2 (A)b . Corollary 2.3 yields
and (3.3) combined with Corollary 2.3 gives
This establishes the inequalities (3.7) and (3.8). Comparing (3.10) to (2.1), we observe that f m is the mth coefficient in the Taylor expansion of F −1 (f ) at the origin. Hence, with the extremal p ∈ P m−1 as above,
the absolute value being bounded above by ||F
because both series are absolutely convergent. The upper bound (3.9) now follows by approximating F −1 (f ) by its Taylor sum
Let f ∈ A(E ρ ) for some ρ > 1, and change the path of integration from ∂D to {w ∈ C : |w| = ρ} in the definition of the Faber coefficients (3.10). Then one easily verifies that
where the factor ρ −m corresponds to the classical rate of best polynomial approximation on E of functions in A(E ρ ); see, e.g., [83, Theorem IV.5] . In particular, the lower and upper bounds in (3.9) differ only by a term that decreases geometrically, or even faster when f is an entire function, such as the exponential function; see below.
In order to compare Proposition 3.1 and Theorem 3.2, one may either use (2.9) or apply the bounds
The lower bound can be shown similarly as in the proof of (3.9), and the upper bound by using a partial Faber sum as well as the fact that F
Remark 3.4. Let us compare Theorem 3.2 with bounds reported by Druskin and Knizhnerman [26, 27, 28, 54] . Knizhnerman [54, Theorem 1] shows that there are positive constants C and α, which depend on the shape of E := W(A), such that
When E = [−1, 1], the Faber polynomials F E j , for j ≥ 1, are twice the Chebyshev polynomials of the first kind; cf. Example 1.2. The observation that in this case
. For the exponential function and E = [−1, 1] further improvements and more explicit bounds are derived in [26, 28] by using the fact that the Faber coefficients are explicitly known in terms of Bessel functions.
2 Remark 3.5. Hochbruck and Lubich [51] derive error bounds for analytic functions f in terms of integral formulas and exploit the latter to obtain bounds for the error in polynomial approximations of exp(τA)b, τ > 0, determined by the Arnoldi process with W(A) contained in various convex compact sets E.
Let E be a convex compact set containing W(A) in its interior, and let E be a bounded set that contains E. The boundary Γ of E is assumed to be a piecewise smooth Jordan curve. Let the function f be analytic in the interior of Γ and continuous on the closure of E . Then Hochbruck and Lubich [51, Lemma 1] show that
We would like to compare this bound to Theorem 3.2 and will use the inequalities
which follow from [80, Theorem 3.1] and its proof. Let p ∈ P m−1 minimize the right-hand side of (3.12). Then, for all j ≥ m,
and, using (3.13), the right-hand side of (3.7) can be bounded according to
where we note that the bound in each step may be quite crude. Nevertheless, the ratio C /C can be made arbitrarily small by choosing ∂E close to W(A 
The minimum of the right-hand side of (4.1) is attained for r = 1 if τψ (1) ≥ m, and otherwise at the unique solution of the equation
Proof. According to (3.10), we obtain for any r ≥ 1 the simple upper bound
where, by symmetry of E, the maximum of the right-hand side is attained at the rightmost point of E, i.e., at t = 0. This shows (4.1). The bound (4.2) is obtained by using the fact that
It remains to be shown that the equation τrψ (r) = m has at most one solution. First notice that (1, +∞) r → ψ (r) is real by symmetry of E, does not change sign, and tends to c > 0 as r → ∞. Hence, ψ (r) is strictly positive in (1, +∞). It follows from convexity that (1 +
The choice r = m ct in (4.1) and (4.2) leads to (4.3). However, there is a missing factor 1/ √ m, which requires refinement of our bounds. We first show that for |w| ≥ 1,
By convexity of E, we have the inequality
due to Grötzsch and Golusin; see [56, section 2] . Hence,
and we obtain the inequality (4.4) by taking as path of integration the circular arc Applying our inequality for w = re it , |t| ≤ π, and using again the symmetry of E, we obtain [12, 26] . These formulas show the bound 
Proof. In the first part of the proof we show the improvement of (4.5),
Our proof of (4.8) is based on the generating function for the Faber polynomials
as well as on the representation of the Faber polynomials for n ≥ 1 from [66, Lemma 1], here for convex E,
Since the Stieltjes integral has a jump of πα at s = 0 and elsewhere the argument is increasing, we obtain, by taking out the jump and using the symmetry, that
and, therefore,
Integrating this inequality from r to ∞ gives (4.8).
Since α > 1, we may choose r ≥ 1 such that
Hence, r ≤ r * = (1 + √ 5)/2, and we obtain from (4.8) that
Since y → y α−1 is concave, we deduce that
Inserting (4.9) gives (4.6). The bound (4.7) follows by observing that 1/(1 − 1/r) ≤ (r * + 1)/(r − 1/r). We conclude this section with three further illustrations/extensions of Corollary 4.1. 
provided that ρ > 0 is large enough. For instance, ρ can be chosen to be the norm of A or the numerical radius, max{|z| : z ∈ W(A)}. Define the angle β ∈ [0, π/2) by
In order to apply the bounds (4.3), we require only the value ψ(1) = −ρ cos(β) = λ max ( A+A * 2 ) and the capacity of E, which is given by
The latter can be seen by constructing the conformal mapping φ (cf. (1.2) ), which can be expressed as the composition φ :
see, e.g., [47, 60] for discussions on the construction of conformal mappings. In order to show this bound, it suffices to slightly modify the proof of (4.3): Let −π ≤ θ 1 ≤ θ 2 ≤ π be such that ψ(re it ) ≥ 0 if and only if t ∈ [θ 1 , θ 2 ]. In this interval, we obtain as above
as required for our conclusion. For t ∈ [θ 2 , 2π + θ 1 ] we have from (4.4), with r replaced by −r, that
and the second part of the integral can be bounded as before. In particular, replacing A by iA yields for f (z) = sin(τz) or f (z) = cos(τz) that
Example 4.3. Define, for integers ≥ 1, the functions
which are of interest in connection with exponential integrators. Let f (z) = φ (τz) for some τ > 0 and fixed integer ≥ 1, and let E be a subset of the left half-plane. Then, for m ≥ 2τc,
The same upper bound holds for η
2 Druskin, Knizhnerman, and Zaslavsky [30] provide a nice discussion on rational approximation of the matrix exponential for symmetric matrices. We consider rational approximation in the following sections.
Rational approximation and the rational Arnoldi process.
We consider the approximation of f on E by a rational function r, determined by approximating f := F −1 (f ) on D by a rational function r = p/ q, where p, q ∈ P m , and the polynomial q is monic with zeros w j = φ(z j ) ∈ D. Let r be such a rational function. Then
is a rational function of the form r = p/q with p, q ∈ P m . The monic polynomial q has the zeros z j = ψ(w j ) of the same multiplicity as the corresponding zeros w j of q; i.e., q and q are related as in (2.8). It follows from Corollary 2.3 that
We therefore are interested in results on the approximation of f on D by rational functions with prescribed poles. The case when f is a Markov function is discussed in section 6, where we also consider the choice of suitable poles w j . In this section, we are concerned with the evaluation of r(A)b, either for a given rational function r or by using the rational Arnoldi process. The latter approach determines the numerator p for a user-specified denominator q.
Here and in the remainder of this paper, we assume the set E to be symmetric with respect to the real axis, and that f satisfies f (z) = f (z). The Faber preimage f of f also has the latter property. Therefore, it suffices to consider rational approximants r with real or complex conjugate poles and residues. In order to fix ideas, suppose that r has m simple finite poles
Then by (5.1) and (2.7), we obtain
The evaluation of r(A)b requires the solution of m shifted linear systems of equations
The approximation of f (A)b by r(A)b is meaningful when A is a large sparse matrix such that the shifted systems (5.3) can be solved efficiently by a sparse direct method, but solution by Krylov subspace methods or by Schur reduction to triangular form are impractical. For example, discretization of the two-dimensional Laplace operator on a square, using the standard 5-point finite difference stencil, gives rise to such a matrix.
Remark 5.1. The matrices in (5.3) generate the same Krylov subspaces K j (A, b), j = 1, 2, . . . , m. This makes it possible to solve the m linear systems of equations simultaneously by an iterative method that uses the same Krylov subspace; see, e.g., [37, 82] . However, solving these shifted systems in this manner (e.g., by the GMRES iterative method) implies that we determine a polynomial approximant of f . It may be possible to compute more accurate polynomial approximants of f for the same computational effort by using the approach described in section 3.
2 There are situations when it suffices to solve fewer than m shifted systems of equations. For instance, when all poles are distinct and the poles and coefficients c j appear in complex conjugate pairs, say, z m+1−j = z j , and c m+1−j = c j , we obtain
where we have taken into account that A and b have real entries. Thus, only m/2 shifted systems of equations have to be solved. In case of multiple poles, one has to solve several linear systems of equations with the same matrix z j I − A but with different right-hand sides. The number of LU-factorizations required is the number of distinct poles with nonnegative imaginary part.
For an efficient implementation of our approach, we need to compute the inverse Faber image of f and the Faber image of a rational function. This poses no difficulty if ψ is known in closed form or is a Schwarz-Christoffel mapping; see, e.g., Driscoll and Trefethen [25] or Henrici [47, Chapter 5] for discussions of the latter; software for computing Schwarz-Christoffel mappings is made available by Driscoll [24] .
The above approach requires knowledge of a suitable rational approximant r, not only its poles. The rational Krylov method, introduced by Ruhe [68, 69] , requires only the poles to be specified and gives an error, which, similar to (3.7), is bounded by 4η q m ( f , D); see Theorem 5.2 below. Thus, in view of (5.2), the rational Krylov method is quasi-optimal (up to a factor 2). For the sake of completeness, we briefly describe this method. The introduction of an artificial pole z m+1 := ∞ leads to a slight simplification compared to the presentation in [68, 69] . Given complex poles z 1 , z 2 , . . . , z m , including the case of a pole z j = ∞, we let q be the product of the linear factors corresponding to finite poles. Let z 0 ∈ C be sufficiently far away from the poles z j but otherwise arbitrary. We compute by an Arnoldi-type process an orthonormal 
Then, for j ≤ m,
When j = m + 1, we have to include the additional term
in the right-hand side of (5.4), where the equality follows from the choice z m+1 = ∞. We obtain from (5.4) that
In view of the fact that V * m+1 v m+2 = 0 and V * m+1 V m+1 = I, this leads to the formula
Notice that the choices z 0 = 0 and z 1 = · · · = z m = ∞ yield the standard Arnoldi process, with A m+1 = H m+1 determined by (3.1) with m replaced by m + 1. A bound analogous to (3.7) for the standard Arnoldi method also holds for the rational Arnoldi method.
Theorem 5.2. Let E be a compact convex set such that W(A) ⊂ E. Assume that f ∈ A(E), and let z 1 , z 2 , . . . , z m ∈ E, z m+1 = ∞. Then, for all m ≥ 1,
with q as in (2.8). More generally, for g(z) = q 1 (z) + q 2 (z)f (z) with q 1 ∈ P m+s and q 2 ∈ P s , it holds with 
This is trivially true for j = 1, and the general case follows by induction. By definition of v j and p j−1 , the vectors v j satisfy
It remains only to observe that, by (5.5),
. This shows (5.8). Any p ∈ P m may be written as
As a consequence, we obtain similarly as in the proof of Theorem 3.2 that
This yields (5.6). The bound (5.7) can be shown in a similar way as in Theorem 3.2. We therefore omit the details. A bound similar to (5.6) for the case when the matrix A is symmetric recently has been shown independently by Druskin, Knizhnerman, and Zaslavsky [30] . Concerning the implementation of the rational Arnoldi process, we have to solve shifted linear systems of equations
Complex conjugation of z j does not correspond to complex conjugation of v j . In situations when it is feasible to compute LU-factorizations of the matrices z j I−A, only factorizations for distinct finite nonnegative z j have to be determined. In particular, we just need to compute one LU-factorization of A if z 2j−1 = 0 and z 2j = ∞, j = 1, 2, . . . . This kind of rational approximant is discussed in [29, 55] .
The derivation of an analogue of Theorem 5.2 for the approximation of entire functions, such as the exponential function, and the application of (5.2) to such functions is beyond the scope of this paper; see, e.g., Ganelius [41] for a discussion on the rate of convergence of rational approximants of such functions.
Rational approximation of Markov functions.
This section applies the error bounds of Theorems 3.2 and 5.2 for the standard and rational Arnoldi processes, respectively, to Markov functions f , given by (1.4), and to simple modifications of Markov functions, such as those discussed in Examples 1.3 and 1.4.
As far as we know, only asymptotic results are known for rational interpolants with free poles (see, e.g., [77, section 6] or [11] ), and a posteriori error bounds are available for rational approximants obtained by balanced truncation and AAK theory; see, e.g., [10] . The present section derives explicit sharp upper and lower bounds for the error of best approximation η q m (F −1 (f ), D) for rational approximants with prescribed denominator q of degree at most m. These bounds are believed to be new. We also construct nearly optimal approximants r, which can be used for explicit evaluation as explained in the previous section. Since, by (5.1) and (2.7),
we obtain explicit upper bounds for rational approximants of Markov functions on E.
The following theorem establishes our main results for Markov functions. It discusses properties of the Blaschke product
whose poles w j are assumed to be real or occur in complex conjugate pairs and satisfy 1 < |w j | ≤ ∞. It follows that B(w) has real coefficients when expressed in terms of positive and negative powers of w and, moreover, B(1/w) = 1/B(w).
Theorem 6.1. Let the set E be compact, convex, and symmetric with respect to the real axis. Let f be a Markov function (1.4), and assume that
(b) Let R = P/ q with P ∈ P m−1 be the rational interpolant of f with prescribed poles w j at the reflected points 1/w j for j = 1, 2, . . . , m (counting multiplicities), and let
Then r ∈ P m / q and (6.5) and for the approximant r of part (b), we also have the a posteriori bound
We comment on the bounds before showing the theorem.
independent of the choice of poles w j and of their number m. Therefore, for all poles w j and m, the lower bound (6.5) is bounded below by the factor 1 − |φ(β)| −2 times the upper bound (6.3). The upper and lower bounds give quite a precise idea of the accuracy of the best approximation of f in P m / q on the unit circle. Concerning part (b), we also should mention that our quasi-optimal approximant r is obtained by a simple modification of the interpolant R, where R is known to be the best approximant of f in P m−1 / q with respect to the 2-norm on the unit circle. 
It is not difficult to verify that for this special case, the two bounds of Theorem 6.1(b) and (c) take the form
These bounds improve on the inequalities (3.9). Moreover, the quantity ρ in Remark 3.3 is at most |φ(β)|; ρ has to be chosen smaller if f is not continuous at β. Hence, (6.6) also is an improvement of the bound furnished by Remark 3.3.
2 The proof of Theorem 6.1 is divided into three parts. Following the proof, we discuss some configurations of poles obtained by minimizing the bound (6.4) . This enables us to compare our approach with the shifted Arnoldi process (see, e.g., [81] ) and the use of Talbot quadrature rules discussed in [45] .
Proof of Theorem 6.1(a). The Faber coefficients of the Markov function f of (1.4) satisfy, by the Fubini theorem and the Cauchy formula,
Taking into account that Blaschke factors are of unit modulus on the unit circle and proceeding similarly as in the proof of (6.2) gives the upper bound (6.3). It follows from (3.13) that
The distance is achieved for γ ∈ E for all x ∈ [α, β], and x → 1/|φ(x)| is increasing in [α, β] . This shows (6.4) . 
with the x j 's being distinct points on the unit circle, ordered according to increasing argument. Theorem 6.1(c) will follow by showing that
Let R ∈ P m+1 / q be the rational interpolant of f at the points in D m+2 and with prescribed denominator q. Denote the coefficient for w m+1 of R(w) q(w) by a. Since wB(w) q(w) − q(0)w m+1 ∈ P m , we obtain that
Elementary computations give, for j = 0, 1, . . . , m + 1, that
where [x 0 , x 1 , . . . , x m+1 ] denotes the divided-difference operator defined by the nodes
In order to show (6.7), we will establish that
i.e., that p * / q is the best approximant with respect to the uniform norm on D m+2 . According to the Kolmogorov theorem (see, e.g., [75, Satz 6.2] ) it suffices to show the existence of positive coefficients α 0 , α 1 , . . . , α m+1 such that, for all p ∈ P m ,
We notice that, since p ∈ P m ,
, and δ j = −x j δ. Hence, for our assertion it is sufficient to show that x j B (x j ) > 0 for all j. Since all poles of the Blaschke product B are outside of the closed unit disk, we may write B(e it ) = e iα(t) , with α(t) a real-valued and strictly increasing function. By definition, x j = e itj with e iα(tj ) = B(x j ) = 1, and, therefore,
We conclude that (6.7) holds, and this implies (6.5). Finally, the a posteriori estimate for r of Theorem 6.1(b) is an immediate consequence of the error formula given in the proof of Theorem 6.1(b) and also of the fact that B does not change sign in the interval (φ(α), φ(β)). 
The right-hand side is minimal and decreases with the geometric rate |y opt | −m for the pole
(b) For m even and the poles w 1 = φ(α) and w 2 = φ(β), each of multiplicity m/2, we obtain the same geometric rate of decrease of the error bound
For the polynomial case, i.e., when we have the single pole w 1 = ∞, Corollary 6.4(a) yields the same bound as Remark 6.3.
The advantage of using one finite pole of (high) multiplicity m, compared to the use of m simple poles, is that only one LU-factorization, of ψ(w 1 )I − A, has to be computed. This holds for the rational Arnoldi process with pole ψ(w 1 ) or, equivalently, for the standard Arnoldi process applied to the matrix (ψ(w 1 )I − A) 
each of multiplicity m/2, has been discussed by Druskin and Knizhnerman [29] for symmetric positive definite matrices A and E = [λ min , λ max ]. Here φ(z) = ζ + ζ 2 − 1 and
Thus, replacing the standard Arnoldi process by the rational Arnoldi process, with either one optimally allocated multiple pole or with two multiple poles at the endpoints of the support of the Markov function, the factor λ min /λ max is replaced by its square root in the convergence bound
Since the matrix A is symmetric positive definite, the quotient λ max /λ min is its condition number. The error bounds are seen to decrease with the condition number. The use of one distinct pole when the matrix A is nonsymmetric has recently been considered by Knizhnerman and Simoncini [55] , but their error bounds include nonexplicit constants.
Remark 6.5. The rate of convergence with two distinct multiple poles can be increased by allocating the finite pole more carefully than (6.8). Let, similar to above, m be even and the multiplicities of w 1 and w 2 be m/2. Choose w 1 = φ(α) = ∞, and let d be the unique solution in the interval (0, 1/|φ(β)|) of
The pole w 2 := −(d 2 +1)/(2d), which is slightly smaller than the choice of (6.8), yields the rate of convergence d m , which is faster than the geometric rate of convergence achieved with the poles (6.8). . This kind of minimization problem has received considerable attention in complex approximation theory; see, e.g., [6, 36] . From [73, Theorem VIII.3.1], we obtain, for any Blaschke product of the form (6.1), that
where cap (E, F) denotes the logarithmic capacity of a two-dimensional condenser with plates E and F; see, e.g., [73, equation (VIII.3.9) ]. Theorem 6.6 below shows that the minimal Blaschke product achieves this bound within a factor 2. Indeed, by the work of Zolotarev, minimizing Blaschke products are explicitly known and can be expressed in terms of conformal mappings for doubly connected domains or with Jacobi elliptic functions; see [1] . We discuss the construction of minimal Blaschke products in the proof of Theorem 6.6.
Before stating our main result of this subsection, we introduce some notation for doubly connected domains. For disjoint closed sets E, F ⊂ C with simply connected complements, there is a conformal invariant R = R(E, F) = R(F, E) > 1, occurring already in (6.9), and a conformal bijective map χ E,F : {ζ ∈ C : 1 < |ζ| < R} → C \ (E ∪ F) with boundary behavior χ E,F ({|ζ| = 1}) = ∂E, χ E,F ({|ζ| = R}) = ∂F.
This map is uniquely determined by a suitable normalization. For instance, when E is a real interval, we may fix χ E,F (1) to be the right endpoint of this interval. We note that where Q m,m denotes the set of rational functions of numerator and denominator degrees at most m. Following Zolotarev, the extremal rational function can be constructed explicitly for the segments
with the aid of the Jacobi elliptic function sn(u; k), 0 < k < 1. Consider the function ν : (0, 1) → (0, +∞) defined in (6.10) . This function, known as the Grötsch modulus, is strictly increasing and bijective. Define i.e., we lose a factor 2 −1 compared to Theorem 6.6. As long as is modest, this may be acceptable. Recall that for even, Theorem 6.1(c) yields an error bound, which is sharp up to the factor 1 − |φ(β)| −2 . In case m = 1, we recover the pole of Corollary 6.4(a), though the error bound stated there is sharper.
2 Gonchar [43] conjectured, and subsequently Parfenov [65] . This is a classical dilemma in rational approximation with prescribed poles.
We conclude this section by relating our rational approximants to those obtained by Hale, Higham, and Trefethen [45] via Talbot quadrature formulas. Let F be a closed set in the complex plane with connected complement, and let f be analytic in C \ F. Let the matrix A satisfy W(A) ⊂ E, where E ⊂ C satisfies E ∩ F = ∅. Following Hale, Higham, and Trefethen [45] , we seek to approximate f (A) by approximating the contour integral
by a quadrature rule. Here the contour C ⊂ C \ (E ∪ F) encircles E once. Error bounds for this approach depend on the choice of the contour as well as on the quadrature rule used. We choose the "central" level curve of the underlying conformal mapping, namely, the contour z = χ F,E (ρe it ), −π ≤ t ≤ π, where ρ = R(F, E), and apply the composite 2m-point midpoint rule in the variable t. This is a Gauss-Szegő quadrature rule. We obtain the approximation Their proof is based on the observations that, for any z ∈ E, the function ζ → f (χ F,E (ζ))(χ F,E (ζ) − z) −1 χ F,E (ζ)ζ is analytic in 1/ ρ ≤ |ζ| ≤ ρ, and that the composite 2m-point midpoint rule integrates π −π e i t dt exactly for −2m < < 2m. Computed examples for nonnormal matrices are presented in [45] , but no explicit error bounds are provided.
Application of this approach to the Faber preimage f = F −1 (f ) and the pair of sets {φ(F), D} yields the rational approximant 
