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ABSTRACT
Elbahnasawy, Magdy Ph.D., Purdue University, August 2018. GNSS/INS-Assisted
Multi-Camera Mobile Mapping: System Architecture, Modeling, Calibration, and
Enhanced Navigation. Major Professor: Ayman Habib.
To date, due to some ﬁnancial and technical constraints, camera-based mobile
mapping systems with GNSS/INS unit onboard the platform are still the optimal option for most mapping applications. Therefore, a great deal of research has been conducted on developing an operational GNSS/INS-assisted single/multi-camera mapping system. However, to satisfy the needs of various mapping applications, there are
still challenges that have to be addressed. Such challenges start with the selection
and integration framework of sensors (cameras and GNSS/INS units) onboard different types of mapping platforms (i.e., UAV and wheel-based platforms). Another
challenge is modeling and calibrating the GNSS/INS-assisted single/multi-camera
mapping systems. In addition, maintaining the accuracy of trajectory information
in areas with intermittent access to GNSS signals is a key point to have an accurate
geo-referenced mapping output.
In this regard, this research work focuses on developing a generic framework for integrated GNSS/INS-assisted single/multi-camera mobile mapping platforms, starting
from system hardware integration, passing through system modeling, calibration, and
ending with extending the system operating range to areas with intermittent access
to GNSS signals. More speciﬁcally, system architecture for hardware integration,
synchronization, and testing of GNSS/INS-assisted single/multi-camera system are
developed. Such development provides transparency to facilitate: (i) manipulation of
sensors placement, (ii) adding and/or removing sensors, (iii) handling diﬀerent data
collection rates, and (iv) using oﬀ-the-shelf sensors. Also, a comparative analysis of

xviii
several GNSS/INS-assisted multi-camera system mathematical models is introduced.
Such analysis endorses the selection of the most appropriate model that represents
the imaging geometry of GNSS/INS-assisted multi-camera systems. Furthermore, a
point-pairing-based calibration strategy for multi-camera mobile mapping systems is
devised. The proposed strategy uses control linear and planar features for calibration,
which makes this strategy a more ﬂexible calibration approach for indoor, outdoor,
airborne, and terrestrial mapping systems. Finally, an image-assisted GNSS/INS navigation technique is proposed for UAV-Based MMS to enhance the trajectory information in areas with intermittent GNSS signals accessibility. The experimental results
show a signiﬁcant enhancement in the position and orientation trajectory information
during GNSS outages using the proposed image-assisted GNSS/INS navigation.
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1. INTRODUCTION
1.1

Background
In the last few decades, the reliance upon imaging systems onboard Mobile Map-

ping Systems (MMS) has signiﬁcantly increased, to the extent that it has become
standard for both indoor and outdoor mapping applications. In addition to that,
recent developments in the mapping technologies allow for 3D modeling with better
accuracy and lower cost [1]. Some of these developments include improvement in direct geo-referencing systems, emergence of low-cost digital frame cameras as a viable
mapping tool in airborne and close-range photogrammetry, and integration of multisensors for 3D reconstruction and visualization applications. These scientiﬁc leaps
have greatly enhanced the accuracy of derived products. The geospatial products can
meet the needs of diverse applications such as urban planning, mining inventory, environmental monitoring, navigation, surveillance, pipeline inspection, infrastructure
monitoring, landslide hazard analysis, indoor localization, and military surveillance.
It has become evident that non-traditional mapping platforms are needed to address the requirements of this wide range of applications and users requirements.
In response to these needs, MMS have emerged as a viable tool and changed the
paradigm of the mapping process. The MMS is a multi-task system that is usually
comprised of: (i) a platform and power supply; (ii) a control system; (iii) an imaging
system; (iv) a positioning and orientation system; and (v) a data processing system.
The kinematic platform can be a land vehicle, a backpack on a human operator, an
airborne vehicle, or a marine vehicle, either manned or unmanned, that provides suﬃcient power supply for mission operation. Recently, MMS platforms are expanding to
include Unmanned Aerial Vehicles (UAVs) [2]. Although having a UAV-based mobile
mapping platform is advantageous due to its low cost, ease of deployment, and man-

2
euvering capabilities in diﬀerent environments, it still has some challenges, such as
limited payload, which imposes constraints on the selection of the system components.
The control module is responsible for data acquisition at equal time or distance intervals. The imaging module could include video cameras, digital frame cameras, line
cameras, and/or laser scanners. The positioning and orientation module is the most
expensive component and is crucial for the geographic location determination of the
ground objects. It usually encompasses a Global Navigation Satellite System (GNSS)
receiver, an Inertial Navigation System (INS), and/or a Distance Measurement Instrument (DMI). It is important to mention that the INS is composed of an Inertial
Measurement Unit (IMU) and a computing unit, called navigation processor [3].
In practice, due to some ﬁnancial and technical constraints, camera-based mapping
systems with GNSS/INS unit onboard the platform are still the optimal option for
most mapping applications [4]. Therefore, this dissertation will focus on GNSS/INSassisted single/multi-camera mapping systems.

1.2

Motivation
MMS have been developed as a geospatial information collection technology. MMS

can be deﬁned as moving platforms, which integrate imaging sensors along with a Position and Orientation System (POS). In spite of the fact that the MMS concept was
ﬁrst exercised and commonly associated with land-based systems, such concepts involve any mobile platform. Land-based (commonly named wheel-based) MMS major
breakthrough is being an alternative to terrestrial surveying techniques, which can
be considered quite intrusive and ineﬃcient, allowing for the fast collection of dense
information for diﬀerent mapping applications.
Improvements in GNSS/INS technology attained an adequate accuracy level for
supporting Direct Geo-referencing (DG) of airborne photogrammetric systems [5].
DG refers to utilizing a GNSS/INS onboard mapping platform to directly obtain the
sensor position and orientation, instead of relying on Ground Control Points (GCPs).
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Nowadays, for most modern photogrammetric mapping scenarios, airborne/terrestrial
MMS entail a GNSS/INS module along with multiple cameras onboard the mapping
platform. The calibration of such systems is a pivotal and complex activity to ensure the attainment of the expected accuracy. For GNSS/INS-assisted multi-camera
MMS, system calibration involves individual camera calibration and the mounting
parameters calibration (i.e., lever arm oﬀset and boresight angles) relating the system components such as the GNSS/INS and cameras.
Within the camera calibration procedure, the camera Interior Orientation Parameters (IOPs), which include the principal distance, coordinates of the principal
point, and distortion model parameters, are determined. The distortion parameters
correspond to image coordinate corrections to compensate for deviations from the
assumed perspective geometry. A distortion model is a mathematical representation
of these corrections. There exist several forms of the distortion models that are used
to describe these inherent distortions. The equivalence of these distortion models has
been proven in [6]. It is worth mentioning that, when DG is implemented, accurate
estimation of the camera Interior Orientation Parameters (IOPs) plays a more important role since biases in the camera IOPs are not compensated by the estimated
Exterior Orientation Parameters (EOPs) [7]. In other words, for such GNSS/INSassisted MMS camera calibration, where there is no ground control, it is essential
to calibrate the cameras under the same conditions where they will be used. Therefore, in-situ camera calibration is the best option for onboard GNSS/INS-assisted
MMS [8]. For the mounting parameters calibration, it entails positional and angular
oﬀsets between the GNSS/INS unit and diﬀerent cameras onboard the mapping platform. There are two main approaches for system mounting parameters calibration.
The ﬁrst approach consists of a two-step procedure, while the second one consists of a
single-step procedure [9]. In the two-step procedure, the system mounting parameters
are estimated by comparing the GNSS/INS derived position and orientation results
with the EOPs of the camera determined from a conventional bundle adjustment
solution through Indirect Geo-referencing (IG) procedure [5], [10]. Such approach de-
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mands a calibration site with ground control and a data acquisition conﬁguration with
solid geometry to perform the bundle adjustment procedure. Correlations among the
EOPs and between the EOPs and IOPs of the imaging sensor are ignored which is a
concern especially for vertical imagery over relatively ﬂat terrain [11]. On the other
hand, the single-step procedure has fewer restrictions on ﬂight/data acquisition conﬁguration and control requirements. Also, this procedure is considered a more robust
method to handle the dependencies among the EOPs and IOPs since the IOPs can
be reﬁned along with the mounting parameters, if needed [9], [12]. Many research
eﬀorts discussed the single step approach implementation, either by extending the
conventional collinearity equations with additional observation equations imposing
geometric constraints on the mounting parameters or by modifying the collinearity
equations to incorporate the mounting parameters explicitly [13]. Yet, a rigorous
comparative analysis of the diﬀerent approaches, either based on two-step or single
step procedures, has not been presented for GNSS/INS-assisted multi-camera system
modeling.
For photogrammetric systems, the quality of the ﬁnal product cannot be guaranteed without proper system calibration and accurate trajectory information. Most
known multi-camera system calibration techniques depend on using exact point-topoint correspondences, either 2D-2D point correspondences [14], 2D-3D point correspondences [15], and/or 3D-3D point correspondences [16], without involving measurements from other primitives (linear and/or planar features) simultaneously. Besides, control information from other sensors onboard the mapping platform, such
as LiDAR point cloud control information, cannot be incorporated along with pointto-point correspondences within the same calibration procedure. These calibration
limitations need to be addressed in a generic calibration procedure for multi-camera
MMS onboard an airborne or terrestrial platform.
For a calibrated MMS, 3D mapping and point cloud generation require accurate trajectory (position and orientation information), especially when relying on
GNSS/INS module onboard the mapping systems. Within areas of intermittent ac-
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cessibility to GNSS signals, the trajectory quality deteriorates and becomes inappropriate for most mapping applications. Inaccurate trajectory information leads to
poor 3D point cloud reconstruction, especially from LiDAR sensors. Therefore, more
research eﬀorts should be exerted to enhance the trajectory quality within GNSS
outages.
As a summary, most modern MMS utilize a GNSS/INS module along with single/multicamera system onboard the mapping platform. In this regard, this dissertation focuses
on developing a generic framework for GNSS/INS-assisted single/multi-camera MMS
starting from system hardware integration, passing through system modeling, calibration, and ending with extending the system operating range to areas with intermittent
access to GNSS signals.

1.3

Problem Statement and Research Challenges
To date, a great deal of research has been conducted on developing an opera-

tional GNSS/INS-assisted single/multi-camera mapping system. However, to satisfy
the needs of various mapping applications, there are still challenges that have to be
addressed. In this section, some of the critical problems for building, modeling, and
calibrating a GNSS/INS-assisted single/multi-camera mapping system, while maintaining accurate trajectory information during areas with intermittent access to GNSS
signals, are summarized.

1.3.1

System Hardware Integration, Synchronization, and Field Testing

System integration refers to incorporating all sensors within a single framework
and establishing successful and eﬃcient communication between all sensors. The
process of integration is divided into two main sub-problems: platform and sensor
selection and developing solutions to the obstacles of the system integration process.
For a particular application, platform and sensor selection are restricted by many
factors, such as the required accuracy of the ﬁnal mapping product, platform con-
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straints (mainly; size, payload, and power), and available budget. Compromising
among these restrictions is necessary to build an eﬃcient and operational mapping
platform. Accordingly, system integration problems, such as synchronization, which
is a very crucial aspect in GNSS-INS-assisted mapping systems, should be resolved. In
addition, system testing and ﬂight/drive conﬁgurations should be carefully investigated to increase the accuracy of the MMS ﬁnal products. Thus, a practical framework
has to be introduced to address the integration problems of building an operational
MMS, provide optimal ﬂight/drive conﬁguration, and validate the system eﬃciency
through ﬁeld-testing.

1.3.2

GNSS/INS-assisted Multi-Camera System Modeling and Calibration

System modeling refers to selecting the appropriate mathematical model, which
is able to characterize the mapping platform. For a GNSS/INS-assisted single/multicamera system, mathematical model selection, of course, needs more exploration to
consider the additional GNSS/INS observations and mounting parameters between
the camera(s) and IMU body frame. The mathematical model selection aﬀects the
system calibration procedure, especially the mounting parameter calibration. For
single-camera systems, the mounting parameters include the boresight angles and the
lever arm oﬀset relating the camera and the IMU body frame. On the other hand,
for multi-camera systems, the mounting parameters encompass two dependent sets
of Relative Orientation Parameters (ROPs): the ROPs among the cameras as well
as the ROPs between the cameras and IMU body frame. Since the cameras and
the navigation sensors (GNSS/INS unit) are rigidly mounted on the platform, their
geometric relationships (mounting parameters) are assumed to be invariant.
From an implementation point of view, the availability of control information enhances the calibration results. For instance, for ground control information (e.g.,
GCPs) obtained from traditional surveying, there is no problem with incorporating
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such information within the bundle adjustment procedure, since most of the calibration techniques use exact point-to-point correspondences. However, if the available
control information is obtained from non-traditional methods, such as observations
from LiDAR sensors onboard the mapping platform (e.g., linear and/or planar features), the current calibration procedures do not allow such control information to be
combined along with the point-to-point correspondences within the same procedure.
Therefore, a more eﬃcient calibration procedure should be investigated for GNSS/INSassisted single/multi-camera systems to handle the incorporation of multi-primitive
control information, especially from LiDAR data.

1.3.3

Trajectory Estimation for Areas with Intermittent GNSS Signal
Accessibility

Nowadays, MMS depend on utilizing a POS onboard the platform, especially for
direct geo-referencing applications. Usually, POS consists of GNSS as a positioning
sensor integrated with an INS, which encompasses IMU as an orientation sensor.
This GNSS/INS integration is usually performed using Kalman Filter (KF) through
either a Loosely-Coupled (LC) or a Tightly-Coupled (TC) scheme. However, for areas
with intermittent access to the GNSS signal, the obtained trajectory information
from the GNSS/INS integration, even when using smoothers after ﬁltering, is not
accurate enough for most mapping applications. Although many research eﬀorts are
conducted to enhance the trajectory quality within such areas, this problem still needs
more exploration to extend the operational range of GNSS/INS-assisted mapping
platforms.

1.4

Research Objectives
The primary objective of this dissertation is to develop a comprehensive frame-

work for integrated GNSS/INS-assisted single/multi-camera mobile mapping platforms. This framework includes hardware integration, testing, modeling, calibration,
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and enhanced navigation within areas of intermittent accessibility to the GNSS signal. The following sub-objectives are proposed to accomplish the overall objective
and establish the new framework:
• Development of a system architecture for hardware integration, synchronization,
and testing of GNSS/INS-assisted single/multi-camera systems, which encompasses:
– Establishing an optimal compromise among the accuracy requirement of
the intended application, system cost, and payload constraints of the utilized platform,
– Platform and sensors selection,
– System integration and achieving synchronization among sensors onboard
mapping platform,
– Optimizing ﬂight/drive conﬁgurations to increase the accuracy of the MMS
ﬁnal products, and
– Verifying system operation though testing experiments.
• Performing system modeling and calibration for GNSS/INS-assisted single/multicamera mapping systems, which will be accomplished through:
– Establishing a standard criterion to select the most appropriate mathematical model for GNSS/INS assisted single/multi-camera systems,
– Proposing a multi-camera/multi-primitive system calibration method for
single/multi-camera GNSS/INS-assisted mapping systems, and
– Verifying calibration results through qualitative and quantitative analysis.
• Proposing a trajectory estimation technique to enhance the trajectory quality
in areas with intermittent access to the GNSS signal through the following
procedures:
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– Using the GNSS/INS-assisted Bundle Adjustment (BA) procedure to retrieve position and orientation information during GNSS outages,
– Utilizing Kalman ﬁlter and smoothing algorithm to fuse the original trajectory and the estimated trajectory from the GNSS/INS-assisted BA, and
– Evaluating the impact of trajectory enhancement through qualitative and
quantitate tests and comparisons.

1.5

Dissertation Outline
The remainder part of this dissertation is structured as follows:
• Existing pertinent literature for system hardware integration, diﬀerent BA mathematical models, system calibration and trajectory estimation during intermittent GNSS signal accessibility are reviewed in Chapter 2.
• The hardware integration and development challenges of both UAV-based and
wheel-based GNSS/INS-assisted multi-camera mapping systems are introduced
in Chapter 3.
• The system calibration of a GNSS/INS assisted MMS including the selection
of the single/multi-camera GNSS/INS-assisted system mathematical model as
well as the proposed methodology for multi-camera/multi-primitive system calibration, is explained in Chapter 4.
• The proposed methodology of trajectory enhancement procedure for a GNSS/INSassisted camera(s)-based MMS in areas with intermittent access to the GNSS
signal is illustrated in Chapter 5.
• Finally, the key contributions of the dissertation are summarized, and recommendations for future work are provided in Chapter 6.
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2. LITERATURE REVIEW
2.1

Overview
As it has been introduced in Chapter 1, the primary objective of this research is

to develop a comprehensive framework for GNSS/INS-assisted single/multi-camera
mapping systems. This framework entails hardware integration, testing, mathematical modeling, system calibration and trajectory enhancement while considering both
the limitations of the utilized sensor speciﬁcations as well as the diversity of the potential for outdoor and areas with intermittent access to the GNSS signal. Throughout
this chapter, the pertinent literature survey and state-of-the-art are carried out for
hardware integration, mathematical modeling, system calibration and trajectory enhancement within GNSS outages for GNSS/INS-assisted single/multi-camera MMS.
Speciﬁcally, a review of the system integration and synchronization for MMS are ﬁrst
given in Section 2.2. Then, existing BA mathematical models for GSNN/INS-assisted
single/multi-camera systems and system calibration techniques, which encompasses
camera calibration along with mounting parameters calibration, are explained in Section 2.3. Finally, GNSS/INS integration along with vision-aided navigation literature
and related work are presented in Section 2.4.

2.2

System Integration and Synchronization for Mobile Mapping Systems
As mentioned in Chapter 1, the system hardware integration refers to incorporat-

ing all sensors in one framework and establishing successful and eﬃcient communication between all sensors. Therefore, this section is concerned with literature review at
three levels: sensors onboard MMS, current developments of MMS, and integration
problems of MMS.
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2.2.1

Sensors Onboard Mobile Mapping Platforms

In general, the sensors onboard an MMS are categorized into POS and Remote
Sensing Sensors (RSS). The POS provides position and attitude information of the
mapping platform, while the RSS usually include sensors that can conduct remote
surveying/surveillance, such as LiDAR, camera, and radar.

2.2.1.1

Position and Orientation System

The capability of POS directly aﬀects the accuracy of the mapping output obtained from MMS, especially while considering the direct geo-referencing process [17].
Commonly, POS consists of a GNSS integrated with an INS within one unit. The
GNSS is a universal worldwide positioning system, which combines multiple satellite systems built by many countries. Global Positioning System (GPS) from the
United States, GLObal NAvigation Satellite System (GLONASS) from Russia, Galileo from the European Union, and BeiDou Navigation Satellite (BDS) from China
are the most popular among them. The main information provided by the GNSS is
time, position, and velocity of the platform [18]. The GNSS is divided into three segments: the space segment, the control segment, and the user segment [19], [20]. The
space segment is, of course, the satellites, which are the basis of the navigation system. The control segment is responsible for maintaining system time, monitoring and
maintaining satellite health, monitoring and predicting satellite orbits, commanding
satellite maneuvers to maintain or change orbits and satellite positions, monitoring
satellite clock performance, and updating navigation messages [21]. The user segment is the receiver equipment, which processes the L-band signals transmitted from
the satellites. The GNSS receiver consists of three major functional divisions: an
antenna to capture the GNSS signal, an ampliﬁer to increase the power level of the
received signal, and a computer to process the information contained in the signal.
The computation stage, which is the most complicated part, performs three primary
tasks. The ﬁrst task is to acquire, track, and measure the time of signal arrival from
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diﬀerent satellites. Second, the receiver processes the satellite data, determines the
position, velocity, and time of the receiver in Earth frame (E-frame), and transforms
it to any other arbitrary coordinate system. Finally, it creates an interface between
the GNSS receiver and the user. One of the most important features of the GNSS
receivers is the ability to provide a precise Pulse per Second (PPS), which has a rising
edge aligned with the GPS second. The PPS is commonly used as the benchmark
for time synchronization with other sensors and crucial for the accuracy of the sensor
integration [22]. To provide system integrators with the world’s most precise, stable
source of timing, the GNSS satellites are equipped with atomic clocks, which utilize
internal oscillators to deliver accurate timing measurements. Periodic corrections are
performed to the on-board satellite clocks to keep them synchronized with ground
station clocks.
Modern INS are more often in the strap-down form, where inertial sensors are
rigidly attached directly to the host vehicle. INS is composed of an IMU and a computing unit, called navigation processor [3]. The IMU comprises three gyroscopes
along with three accelerometers pointing to three orthogonal directions. The accelerometers measure the speciﬁc force, which corresponds to acceleration on the direction
of action, and the gyros measure the angular rate. The computing unit calculates
the navigation solutions based on the IMU measurements. The navigation solution
entails Position, Velocity, and Attitude (PVA) from a known starting point and initial
direction. Based on the performance and the characteristics of IMUs, they are classiﬁed into diﬀerent grades [23–25]. For example, Chao et al. [26] categorized IMUs into
four types: navigation grade, tactical grade, industrial grade, and hobbyist grade.
However, Veth and Raquet [27] combined the industrial and hobbyist grades in one
grade denoted as consumer grade. With such classiﬁcation, the navigation grade
IMUs are the most expensive with the heights performance sensors while the consumer grade IMUs are the cheapest sensors with small sizes and weights. In addition
to IMUs categorization, the INS (including the IMUs) can be categorized by the gyro
sensor type, namely, laser gyro, ﬁber optic gyro, and microelectromechanical system
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(MEMS) gyro. The IMUs based on a laser gyro usually have the highest accuracy
and most massive size; whereas the MEMS-based IMU has the lowest accuracy and
the smallest size [3].
GNSS and INS have complementary qualities that make them ideal to use for
sensor fusion [28]. The limitations of GNSS include occasional high noise content,
outages when satellite signals are blocked, and interference with other signals. The
strengths of GNSS include its long-term stability and its capacity to function as a
stand-alone navigation system. In contrast, INS is not subject to interference or
outages, have high data rate and good short-term noise characteristics, but have
long-term drift errors and require external information for initialization. A combined
system of GNSS and INS subsystems exhibit robustness, higher data rate, better noise
characteristics (from the inertial system), and long-term stability (from the GNSS)
[17]. Some of the advantages of GNSS/INS integration can be listed as [3, 29, 30]:
• Precise position, velocity, and attitude determination.
• High data rate, this is mainly due to the INS measurement frequency, which is
many times higher than the one from GNSS (generally around 100-400 Hz for
INS and 1-10 Hz for GNSS).
• Redundant navigation solutions are secured by INS output during GNSS outages.
• GNSS data are used to bound the errors of INS and ensure long-term accuracy.
• Reduction of GNSS signal search time (position aiding from the INS can be
used to help GNSS receiver reacquire the satellite signal and reduce the signal
acquisition time).
• Jamming resistance (velocity aiding from inertial system to the GNSS can be
used to increase the anti-jam capability of the receiver).
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The level and complexity of GNSS and INS integration are dictated by several factors,
including desired navigation accuracy, quality of the IMU, and required robustness of
the GNSS receiver outputs.

2.2.1.2

Remote Sensing Sensors

The common sensors for the RSS could be either optical digital imaging sensor or
active electronic components, which include frame RGB camera, multispectral camera, and LiDAR [31, 32]. Centrally, the dissertation in hand deals with single/multicamera MMS. Therefore, the RSS will be a single or multi-digital camera(s). The
principle of a digital camera is the same as that of a traditional analog camera, but
the photosensitive ﬁlm is replaced by a Charged Coupled Device (CCD) or Complementary MetalOxide Semiconductor (CMOS). An RGB image is the best descriptive
data for ground and non-ground objects. The image is recorded in a matrix form,
and each element is called a pixel. Image resolution is usually described by pixel size,
the unit of which is usually called megapixel. Another critical element is the lens; its
principal distance decides the ﬁeld of view.
Cameras can be classiﬁed into two main categories, commercial (low cost) cameras,
and high-end cameras. Commercial cameras have lower resolution and are cheaper
when compared with the high-end ones since they are designed for general purpose
imaging. However, high-end cameras are designed for research and development purposes, as they have some unique characteristics, such as triggering and feedback
capabilities. For example, some high-end cameras have the option to be triggered
using an external source, which is usually a signal from a GNSS/INS unit onboard
the mapping platform. Feedback capabilities mean that cameras can provide a signal
corresponding to the middle of exposure time to the GNSS/INS unit, which creates
a time-tagged ﬁle with the position and orientation values.
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2.2.2

Mobile Mapping Systems

In the last twenty years, there have been extensive eﬀorts toward building operational MMS, onboard either wheel-based, manned aircrafts or UAV-based platforms.
The ﬁrst operational wheel-based MMS was developed in the late 1980s by the Center for Mapping at the Ohio State University. It was designed for mapping highways
and to signiﬁcantly decrease the collection time for that process. The developed system, named GPSVanTM , consisted of a GPS receiver, self-contained inertial sensors
(two gyroscopes and an odometer on each of the front wheels), two digital CCD
cameras, and two video cameras mounted on a van [33, 34]. In 1996, University
of Calgary, Canada, introduced another wheel-based MMS system, which was called
VISATTM [17]. The system integrates a cluster of CCD cameras, an INS, and satellite
receivers of the GPS. The most prominent conclusions of building the VISATTM were
on the importance of accurate synchronization and system calibration for a reliable
output for such MMS. Similar systems were developed by the 1990s, e.g., GIMTM [35],
the KiSSTM [36], and the GI-EYETM [37] systems. Further progress on those systems
includes the use of higher-end GNSS and IMUs, more sophisticated processing, such
as navigation algorithms, techniques, and increasing the number of imaging sensors
onboard the mapping platform.
Research eﬀorts continued towards the enhancement of wheel-based MMS integration, which mainly relies on utilizing GNSS/INS modules as well as higherend imagery sensors. In 2009, the Institute of Geomatics Engineering, Switzerland, developed a multi-purpose MMS, equipped with four cameras, a LiDAR and
a GNSS/INS unit. The navigation system used is the Applanix POS LV 210 with
an accuracy of 2-5 cm in position and 0.02-0.05 degrees in attitude. In addition to
that, the four cameras consist of two diﬀerent stereo camera systems with geometric resolutions of two and eleven megapixels, respectively. The vision-based mobile
mapping system was capable of achieving absolute 3D point accuracies of about 4 cm
in the horizontal, and 2 cm in the vertical position while maintaining a relative 3D
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point accuracy in the range of 1-2 cm [38]. In 2012, another wheel-based MMS was
developed at National Cheng Kung University, Taiwan. It consists of CCD cameras, a
POS, and time synchronization sensors. The CCD cameras are two Basler Scouts and
two AVT Stingray digital. The POS is an integrated GNSS/INS module consisting
of a NovAtel SPAN-CPT tactical grade IMU along with a NovAtel ProPak-V3 GNSS
receiver.
The airborne mapping systems usually utilize manned aircraft as well as UAVs
as platforms. However, due to their ﬂexibility and cost-saving, this dissertation focuses on UAVs, which have evolved as an alternative to traditional mapping platforms
for some applications. The mapping potential is also attributed to UAVs ability to
overcome the limitations of mobile mapping from terrestrial vehicles [39]. UAVs are
motorized aircrafts that can be autonomously ﬂown or remotely controlled from the
ground. UAV classiﬁcation depends on their range, ﬂying time, and payload capacities. UAVs, which are intended for mapping purposes, are equipped with mediumformat digital cameras and/or laser scanners. The manipulation of the collected
optical data requires the geo-referencing of the mapping platform (i.e., the determination of the position and the orientation of the individual sensors relative to a userdeﬁned coordinate system). The geo-referencing could be established through the use
of ground control points through what is known as indirect geo-referencing. Alternatively, the platforms position and orientation can be directly established using an
integrated GNSS/INS unit onboard MMS, which is known as direct geo-referencing.
One of the critical challenges of UAV-based mapping is the balance between the
UAV-payload capacity and the sensors onboard to achieve the required accuracy for
the ﬁnal product. For example, UAV payload restrictions might enforce the use of
lower-grade (consumer-grade) sensors, which in turn will negatively aﬀect the quality
of the ﬁnal product.
In 2009, Nagai et al. [40] built a multi-camera MMS onboard a large ﬁxed-wing
UAV (4.1 m long, 1.3 m wide, and 1.8 m tall). The system consists of a laser scanner,
CCD cameras (two digital cameras and two IR cameras mounted at ﬁxed angles to
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achieve 50% overlap and 30% side lap), a Fiber Optical Gyroscope (FOG) IMU, and a
GPS receiver. The GPS/IMU integration accuracy is around 30 cm in both directions
of the horizontal plane and around 10 cm in the vertical plane. Such accuracy is
relatively good with recovery eﬀorts after natural disaster applications, considering
a FOG IMU was used for a system with a budget of 20,000 USD. Tsai et al. [41]
developed another ﬁxed-wing UAV-based multi-camera MMS to provide a real-time
direct-georeferenced solution without using any ground control point. This platform
is equipped with a GNSS/INS module, Canon EOS 5D camera, and other general
UAV modules including a real-time video monitoring communication system. This
work showed that the capability of the system is around 20 and 50 meters position
accuracy in the horizontal and vertical planes, respectively, with 600 meters ﬂying
height above ground. The achieved accuracy is still too far from a reasonable output
for a photogrammetric mapping application. In 2016, Jozkowa et al. [42] analyzed
several aspects of the UAV-based MMS. The multipurpose Bergen octocopter, as a
platform, was equipped with Velodyne LiDARs (HDL-32E and VLP-16), cameras
(Nikon and GoPro 3+), a NovAtel OEM615 dual-frequency receiver, a Garmin GPS18LV single-frequency receiver, a Solmeta Geotagger N3 single-frequency receiver, a
MicroStrain 3DM-GX3-35 GNSS/IMU and an Epson M-G362PDC1 MEMS IMU. The
authors focused on trajectory reconstruction performance for accurate point cloud
geo-referencing. It is important to mention that not all these sensors are equipped
on the platform at the same time, due to platform payload limitations. Therefore,
the system requires additional calibration procedure for each sensor conﬁguration to
calculate the mounting parameters of the sensors relative to the IMU body frame.

2.3

System Modeling and Calibration
Traditionally, the image geo-referencing parameters have been estimated indir-

ectly with the help of a set of GCPs and identiﬁed tie points in a bundle adjustment
procedure, i.e., through an indirect geo-referencing (IG) procedure. Currently, mod-
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ern mapping systems incorporate a GNSS/INS unit to directly obtain the position
and orientation of the mapping platform [9, 23, 38]. The utilization of integrated
GNSS/INS for DG has exploded in the past few years. Also, in modern photogrammetric mapping systems, the use of multiple cameras onboard the mapping platform,
to procure better object space coverage, is a tendency. The inclusion of a GNSS/INS
unit along with cameras onboard the mapping platform increases the complexity of the
photogrammetric reconstruction process. The reason for such complexity is that the
information derived from the GNSS/INS observations is the position and orientation
of the IMU body frame relative to the mapping frame, while, for photogrammetric
geo-referencing, the position and orientation of the camera coordinate system relative to the mapping reference frame are of interest. Hence, the mounting parameters
relating the systems sensors, i.e., IMU and camera(s), must be known. The system mounting parameters encompass the positional and angular oﬀsets between the
GNSS/INS unit (practically, measured from the center of IMU) and diﬀerent cameras
onboard the mapping platform. Moreover, camera calibration plays a more critical
role in the DG than in the IG. Such a role is because direct geo-referencing is an
extrapolation procedure and errors are directly propagated to the object space [43].
Multi-camera system calibration is classiﬁed into two diﬀerent scopes: major (complete) system calibration, where both IOPs and mounting parameters are estimated;
and minor (partial) system calibration, where only mounting parameters are estimated and the IOPs are assumed to be known [44]. A reliable camera and mounting
parameters calibrations are essential to obtain accurate object space reconstruction.
In the next subsections, a review of the mathematical models for the GNSS/INSassisted MMS along with related work on the photogrammetric system calibration
are presented.
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2.3.1

Bundle Adjustment Mathematical Models

The incorporation of navigation sensors onboard MMS simpliﬁes the geo-referencing
process since the GNSS/INS (as the navigation sensor) directly provides the position
and orientation of the IMU body frame relative to the mapping frame. However,
within the geo-referencing process, the position and orientation of the camera coordinate system relative to the mapping reference frame are needed [45]. Hence,
knowing the system mounting parameters, which encompass the spatial and angular
oﬀsets between the IMU and camera(s), are necessary. One should note that the
system mounting parameters are assumed to be invariant since the cameras and the
navigation sensors are rigidly attached to a platform. Usually, mounting parameters
calibration is closely linked to the mathematical model representation of the system.
In other words, to derive the system mounting parameters, the system mathematical
model should be selected.
It worth mentioning that there are two primary mathematical models: (i) the conventional collinearity equations (CCEs) and (ii) the modiﬁed collinearity equations
(MCEs) [7, 9, 44, 46]. Regarding the CCEs as a mathematical model, there are two
procedures that are implemented to manipulate the GNSS/INS-assisted single/multicamera MMS: a two-step and a single-step procedure. On the other hand, only a
single-step procedure is considered within the MCEs as a mathematical model for
modeling the GNSS/INS-assisted single/multi-camera MMS. In the two-step procedure, the system mounting parameters are estimated by comparing the GNSS/INS
derived position and orientation results with the EOPs of the camera determined from
a conventional bundle adjustment solution through an IG procedure [5, 10]. Such an
approach demands a calibration site with ground control and a data acquisition conﬁguration with solid geometry to perform the bundle adjustment procedure. Also,
correlations among the EOPs and between the EOPs and IOPs of the imaging sensor
are ignored which is a concern especially for vertical imagery over relatively ﬂat terrain [11]. Therefore, the two-step procedure is not an appropriate option for modeling
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the GNSS/INS-assisted MMS, especially, with ground control free applications [47].
For the single-step procedure, the mounting parameters, as well as intrinsic camera
parameters, can be estimated within the same bundle adjustment procedure [9,47–49].
Furthermore, the single-step procedure is considered a more robust method to handle
the correlation among the EOPs and IOPs, because the IOPs can be reﬁned along
with the mounting parameters, if needed. For data acquisition conﬁguration and
control requirements, the single-step is less strict than the two-step procedure [13].
Therefore, only the single-step procedure will be discussed in the upcoming subsection
for CCEs and MCEs for GNSS/INS-assisted multi-camera MMS.

2.3.1.1

CCE-based Approaches

The CCEs mathematical model for the photogrammetric point positioning is derived through the summation of the vectors illustrated in Fig. 2.1. As shown in Fig.
2.1, if an object point I is captured as an image point (i) by the j th camera cj at a
speciﬁc time t, the position of point (I) relative to mapping frame (rIm ), which is represented as XI , YI , and ZI , can be expressed by the summation of the vectors rcmj (t)
c

c

and ri j (t) after applying the rotation Rmj and the scale factor λ(i,cj ,t) as presented
c

in Equation 2.1. The ri j (t) represents the vector from the perspective center to the
ith image point with respect to the j th camera cj coordinate system. rcmj (t) represents
the vector from the origin of the mapping frame to the camera perspective center,
i.e., the ground coordinates of the perspective center X0 , Y0 , and Z0 . Equation 2.1 is
rearranged, as demonstrated in Equation 2.2, and the ﬁnal 3D form of the collinearity
equations is illustrated in Equation 2.3. The 2D form of the collinearity equations,
which is shown in Equation 2.4, is obtained by dividing the ﬁrst two rows of Equation
2.3 by the third one to eliminate the scale λ(i,cj ,t).
c

rIm = rcmj (t) + λ(i, cj , t)Rcmj (t)ri j (t)

(2.1)
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Figure 2.1.: The conventional collinearity equations scheme for multi-camera system.
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cj
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⎣
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⎣
⎦
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−ccj
c

ri j (t) =

Nx (I, cj , t)
+ Δxcji (t)
D(I, cj , t)
Ny (I, cj , t)
c
yi j (t) = ypcj − ccj
+ Δcyji (t)
D(I, cj , t)
c

xi j (t) = xpcj − ccj

Where:
Nx = r11 (XI − X0 ) + r21 (YI − Y0 ) + r31 (ZI − Z0 )
Ny = r12 (XI − X0 ) + r22 (YI − Y0 ) + r32 (ZI − Z0 )
Nz = r13 (XI − X0 ) + r23 (YI − Y0 ) + r33 (ZI − Z0 )

(2.2)

(2.3)

(2.4a)
(2.4b)
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c

c

In Equations 2.1-2.4, xi j and yi j are the image coordinates of the ith image point
which is captured by the j th camera at the time t. xp and yp are coordinates of the
c

principal point of the j th camera cj , ccj is the j th camera principal distance, Δxji and
c

Δyji are the image coordinates displacements introduced by the distortions of the j th
camera at the time t, and rij , i, j = 1, 2, 3 are the Rcmj (t) rotation matrix components
based on the cameras rotation angles ω, φ, and κ relating the j th camera exposure
station at time t w.r.t. the mapping coordinate system. In the CCEs-based singlestep procedure, there are three approaches to incorporate the GNSS/INS-derived
position and orientation as well as the system mounting parameters within the bundle
adjustment procedure. The CCEs-based single-step approaches are discussed in the
forthcoming paragraphs.

CCEs with direct consideration of IMU mounting parameters
In this approach, which is commonly known as the added observations method [13],
the traditional bundle adjustment procedure is extended by adding observation equac

tions, as shown in Equations 2.5 and 2.6. The term rb j represents the lever arm oﬀset
describing the position of the IMU body frame relative to the j th camera coordinate
c

system. The Rbj represents the boresight matrix (rotation matrix) relating the IMU
and the j th camera coordinate system. One should note that, for a multi-camera system, GNSS/INS position and orientation information at each epoch is repeated for
every single camera with direct consideration of the time-invariant mounting parac

c

meters between cameras and IMU body frame, rb j and Rbj . Fig. 2.2 illustrates the
scheme of CCEs with direct consideration of IMU-Camera mounting parameters.
c

rbm (t) = rcmj (t) + Rcmj (t)rb j
c

Rbm (t) = Rcmj (t)Rbj

(2.5)
(2.6)
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Figure 2.2.: CCEs with direct consideration of IMU-Camera mounting parameters
(added observations) approach scheme.

It is worth mentioning that the added observations approach is suitable for a singlecamera system [48]. However, for a multi-camera system, dependent observations
are introduced. More speciﬁcally, for a multi-camera system with nc cameras, the
same GNSS/INS position and orientation information (indicated in Equations 2.5
and 2.6) are exploited nc times in the Least Squares Adjustment (LSA). The dependency among those observations is ignored within the adjustment procedure. Another
drawback for this approach is that prior information about the mounting parameters relating diﬀerent cameras cannot be explicitly incorporated within the approach.
Also, it is important to note that the added observations approach cannot be extended
to handle multi-camera system calibration procedures in the absence of GNSS/INS
information (i.e., the platform is not equipped with a GNSS/INS unit).

CCEs with implicit consideration of inter-cameras mounting parameters
In this approach, the Relative Orientation Parameters (ROPs) among the cameras
onboard the mapping platform are enforced as invariant geometric relationships to
expand the traditional bundle adjustment procedures with constraint equations [13].
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In other words, the implicit consideration of inter-cameras mounting parameters approach, which is sometimes called the Relative Orientation Constraints (ROCs) approach, represents an alternative option for enforcing ROCs among the cameras in
the BA. Instead of repeating the GNSS/INS observations (position and orientation
information) for every camera as implemented in the added observations approach,
these observations are added only once. At the same time, ROCs are added to ensure
a rigid relationship amongthe nc cameras onboard the mapping platform at diﬀerent nl locations. Only one camera’s (as a reference camera) mounting parameters
relative to the IMU body frame will be explicitly considered while the rest of the
cameras mounting parameters are implicitly related to the IMU body frame through
enforcing ROCs geometrical constraints w.r.t. that reference camera, as shown in
Fig. 2.3. Hence, for a GNSS/INS-assisted multi-camera system, which consists of nc
cameras, the implicitly enforced time-invariant position and orientation rccjr and Rccjr
at nl platform locations, can be shown in Equations 2.7 and 2.8, respectively. One
should note that the number of the time-invariant ROCs is 6(nl − 1) position and
orientation constraints for 6(nc − 1) cameras.

Figure 2.3.: CCEs with implicit consideration of inter-cameras mounting parameters
scheme (implicit mounting parameter constraints represented as dashed lines).
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(t1 ) rcmj (t1 ) − rcmr (t1 ) = Rm
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Rm
h
i
cr
m
m
= Rm (tnl ) rcj (tnl ) − rcr (tnl )

(2.7)

cr
cr
cr
Rm
(t1 )Rcmj (t1 ) = Rm
(t2 )Rcmj (t2 ) = ... = Rm
(tnl )Rcmj (tnl )

(2.8)

In contrast to the added observations approach, the ROCs approach can handle
multi-camera systems in the absence of a GNSS/INS unit. One should note that
the computation complexity is intensiﬁed with the increase in the number of cameras
onboard as well as the number of camera epochs at diﬀerent locations nl . In addition, prior information about the relative orientation mounting parameters relating
diﬀerent cameras still cannot be explicitly incorporated within the model [13, 50].

CCEs with explicit consideration of inter-camera mounting parameters
In contrast to the ROCs approach, where inter-camera mounting parameters
between cameras are implicitly involved within the mathematical model, this approach incorporates the inter-camera mounting parameters explicitly. Instead of depending on ROCs among cameras at diﬀerent locations, the mounting parameters
constraints are explicitly involved within the added constraint equations to consider
the unvarying geometrical relationship among each camera, the reference camera, and
the IMU body frame at each camera location. The multi-camera system architecture
of such approach is shown in Fig.2.4 and mathematically represented in Equations
2.9 and 2.10.
Rcmj (t) = Rcmr (t)Rccjr ,
rcmj (t) = rcmr (t) + Rcmr (t)rccjr ,

j = 1 : nc − 1
j = 1 : nc − 1

(2.9)
(2.10)

According to Equations 2.9 and 2.10, there are 6(nc − 1) position and orientation constraints of the inter-camera mounting parameters for nl camera locations.
An advantage of the explicit consideration of the inter-cameras mounting parameters

26

Figure 2.4.: CCEs with explicit consideration of inter-cameras mounting parameters
scheme (explicit mounting parameter constraints represented as solid lines).

approach is the ability to handle a multi-camera system that is not equipped with
a GNSS/INS unit. In this case, a virtual navigation unit is considered at the origin
of the reference camera and the mounting parameters constraints are still the same.
Also, prior information of inter-camera mounting parameters is explicitly involved
within the model, and no repeated observations are introduced in the LSA. However, this approach has the same negative point of increasing system implementation
complexity as the utilized number of cameras and location epochs increase.

2.3.1.2

MCE-based Approaches

As an alternative approach for implementing the single-step procedure, the collinearity equation is modiﬁed to directly involve the system mounting parameters
along with GNSS/INS-derived position and attitude information within the same
mathematical model, denoted as direct approach [9, 13]. In such approach, the point
positioning equation, Equation 2.11, can be derived through the summation of three
vectors after applying the appropriate rotation matrices, and scale factor, as shown
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in Fig. 2.5. It is worth mentioning that Equation 2.11 can be rearranged to get the
ﬁnal form of the modiﬁed collinearity equation as shown in Equations 2.12-2.14.
To eliminate the scale from the unknowns, the ﬁrst and second rows of Equation
2.14 are divided by the third row and the ﬁnal form of the modiﬁed collinearity
equations is shown in Equations 2.15a and 2.15b.

Figure 2.5.: MCEs-based scheme for direct approach (point positioning).

c

rIm = rbm (t) + Rbm (t)rcbr + Rbm (t)Rcbr rccjr + λ(i, cj , t)Rbm (t)Rcbr Rccjr ri j (t)
c

(2.11)

λ(i, cj , t)Rbm (t)Rcbr Rccjr ri j (t) = rIm − rbm (t) − Rbm (t)rcbr − Rbm (t)Rcbr rccjr

(2.12)

h
i
c
b
λ(i, cj , t)ri j (t) = Rccrj Rbcr Rm
(t) rIm − rbm (t) − Rbm (t)rcbr − Rbm (t)Rcbr rccjr

(2.13)
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28
Nx0 (I, cj , t)
=
−c
+ Δxcji (t)
0
D (I, cj , t)
Ny0 (I, cj , t)
c
yi j (t) = ypcj − ccj 0
+ Δcyji (t)
D (I, cj , t)

c
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(2.15a)
(2.15b)

One should note that no constraints are added to the MCE model. In other words,
all mounting parameters relating the reference camera to the GNSS/INS unit as well
as the rest of the other cameras are explicitly incorporated in the modiﬁed collinearity
equations. However, the mounting parameters relating the individual cameras to the
GNSS/INS unit are implicitly considered in the bundle adjustment procedure [7, 51].
The modiﬁed model is much simpler because it is not aﬀected by increasing the
number of cameras or camera locations. In Chapter (4), a comprehensive comparison
between the above mentioned mathematical models will be conducted. The purpose of
such comparison is to choose the most appropriate mathematical model to represent
the GNSS/INS-assisted multi-camera MMS, and, at the same time, facilitate the
process of multi-camera system calibration.

2.3.2

Multi-Camera System Calibration

Based on the above discussion regarding diﬀerent mathematical models, system
calibration can be achieved by selecting the system mathematical model. However,
most of the multi-camera system calibration techniques use exact point-to-point correspondences. Some of the literature discussed the incorporation of linear features in
the bundle adjustment procedure [51]. For example, incorporating multi-primitives,
such as point-to-point correspondence along with conjugate linear and/or planar features, are still not fully addressed. Also, incorporating control information within
the multi-camera system calibration procedure from non-traditional methods, such
as LiDAR data and satellite imagery data, needs more investigation. Nevertheless,
numerous literature eﬀorts are exerted to calibrate multi-camera systems which are
equipped with single/multi LiDAR onboard the same mapping platform. For multicamera/multi-LiDAR system calibration, a detailed literature review has been con-
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ducted to relate such system calibration with multi-camera system calibration using
multi-primitive control information.
Zhang and Pless [46] performed an extrinsic calibration of a camera and a 2D laser
range ﬁnder by observing a planar checkerboard pattern and solving for constraints
between the views from both of these devices. This was done by ﬁrst determining the
pose of the camera with respect to the calibration plane, which was further used to
estimate the normal direction for the planar pattern in the camera coordinate system.
Then, the extrinsic parameters, i.e., the rigid transformation from the camera coordinate system to the laser coordinate system, were obtained by constraining the points
(belonging to the planar pattern) captured by the laser scanner to lie on the planar
pattern estimated from the camera image. Fremont and Bonnifait [52] proposed an
approach for extrinsic calibration of a camera and a 3D laser range ﬁnder using a
circle-based calibration object. First, an initial estimate of the rigid transformation
between the camera and laser unit coordinate systems was obtained through parametrizing the calibration target by the 3D coordinates of the circle center and the normal
vector of its plane. Then, a non-linear 3D minimization was carried out in order to
reﬁne the estimated extrinsic parameters. Castorena et al. [53] devised a method for
automatic extrinsic calibration and sensor fusion for a system comprised of a LiDAR
and an optical camera by exploiting the natural alignment of depth and intensity
edges. However, this approach demands the availability of depth maps and intensity
images for accurate calibration and cannot be applied in case of an unavailability
of this information. Le and Ng [54] proposed an approach for calibrating multiple
sensors (cameras, laser unit, and robot arm) by grouping them such that each group
outputs 3D data. Their approach uses geometric constraints (distance preservation,
collinearity, and coplanarity constraints) applied to 3D data in order to estimate the
extrinsic parameters relating the diﬀerent sensors of a robotic system. However, their
calibration approach was designed for stationary systems and moreover, their framework was built upon 3D systems. For instance, two cameras onboard a system were
grouped to form a stereo vision system that outputs 3D data. On the other hand,
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the proposed calibration approach deals with directly georeferenced mobile systems
and it can estimate the extrinsic parameters for single or multiple cameras without
having a need to group them to create 3D systems. Levinson and Thrun [55] devised
an approach for real-time miscalibration detection and correction. Any sudden miscalibration was detected using a probabilistic background monitoring algorithm and
any gradual drift in sensor parameters was tracked and adjusted by observing change
in the objective function over past few frames of data capture. Although their approach can accurately detect small incremental values to attain accurate calibration,
they have not addressed the issue of accurate calibration starting with signiﬁcantly
inaccurate initial estimates for the parameters. However, this problem is mitigated by
the proposed calibration approach where we demonstrate that it can attain accurate
calibration results even when starting with inaccurate estimates.
The characteristics and limitations of diﬀerent multi-camera/multi-LiDAR calibration methods from the literature review are summarized as follows:
• The calibration approaches suggested in [14–16, 52, 56–62] rely on the use of
specially designed targets of known dimensions to attain accurate results. On
the other hand, [63–65] propose a targetless calibration strategy exploiting the
features available in the surrounding environment.
• Most of the proposed calibration techniques use exact point-to-point correspondences. For instance, in [16, 52], 3-D3-D point correspondences are used.
Furthermore, in [15, 56, 58, 60, 62–64], 2-D3-D point correspondences are used,
while, in [14, 58, 61], 2-D2-D point correspondences are used. However, Gong
et al. [33] do not rely on exact point-to-point correspondences for calibration.
Instead, trihedral targets are utilized, such as two adjacent walls of a building
together with the ﬂoor.
• The LiDARcamera calibration techniques in [14, 52, 56–61] are developed only
for systems consisting of a single LiDAR and a single camera. However, the
techniques of [16, 62, 64] are applicable for systems with a single LiDAR and
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multiple cameras. The approaches proposed in [15,65] are capable of calibrating
systems with multiple LiDAR units and multiple cameras.
• Most of the papers [14–16, 52, 56, 58–62, 65] propose calibration techniques for
stationary systems, which do not have a GNSS/INS unit onboard the mapping
platform. On the other hand, [57, 63, 64] use mobile mapping systems with
an onboard GNSS/INS unit but they do not address the extrinsic calibration
of the sensors with respect to the GNSS/INS unit, thus resulting in a partial
calibration of the system.
• The approaches in [14–16,52,56,58–62] are indoor calibration approaches, whereas
in [57, 63, 64] they are outdoor calibration approaches. However, [65] presents
an approach that can be used for indoor as well as outdoor calibration.
• In [14, 16, 57, 58, 60, 61, 63][63], single-step calibration techniques are proposed,
whereas in [15, 52, 56, 59, 62, 64, 65] multi-step calibration approaches are proposed.
• The papers [14–16, 52, 57–59, 63, 65] only deal with the calibration of extrinsic
parameters relating the LiDAR units and cameras. Only [56] accounts for intrinsic LiDAR parameters along with the extrinsic calibration parameters relating LiDAR and camera. In [60–62, 64], the intrinsic camera parameters as well
as the extrinsic LiDARcamera parameters are estimated.
Based on the above list of summary remarks, to date, there is no known multicamera calibration approach, for a GNSS/INS-assisted MMS, which can:
• Simultaneously incorporate diﬀerent feature primitives (points, linear features,
and planar features) within the same multi-camera procedure.
• Combine the available feature-based control information along with the pointto-point correspondences within the same calibration procedure.
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2.4

GNSS/INS Integration and Vision-aided Navigation
Nowadays, in modern mobile mapping, it is required to have direct geo-referencing

sensors onboard the mapping platform. The derived position and orientation information from such sensors needs a tool to incorporate such information into the
geo-referencing process. The most powerful tool to achieve such incorporation is
the Kalman ﬁlter. Hence, the integration of the GNSS (as a position sensor) and
the INS (which encompasses IMU as an orientation sensor) using KF is within the
scope of many research eﬀorts. For GNSS challenging environments, the GNSS/INS
integration will not provide the required level of position and orientation accuracy.
Therefore, most mapping platforms will depend on information, which is derived from
the RSS onboard the mapping platform, to aid the DG sensors. A common technique
for such DG sensors aiding, is using cameras, in what is called vision-aided navigation. In this section, the theory behind the KF integration process is demonstrated.
Furthermore, literature and related work to vision-aided navigation are introduced.

2.4.1

GNSS/INS Integration using Kalman Filter

The GNSS/INS integration is commonly performed using KF estimator [29]. KF
is an eﬃcient stochastic estimator for a large number of problems. KF consists of
two main steps: prediction and correction, as illustrated in Fig. 2.6. It depends
on minimizing the mean square error between the prediction of parameters from a
previous time instant and external observations at a present time instant. The KF
prediction step deals with estimating the current state vector based on the previous
state vector information and a speciﬁc dynamic model, as shown in Equations 2.162.20. A survey of recent developments in Kalman ﬁlter for robot vision and navigation
are demonstrated in [66].
Project the state ahead

x̂−
k = Φk x̂k−1

(2.16)
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P̂k− = Φk−1 P̂k−1 ΦTk−1 + Qk−1

Project the error covariance ahead
Compute the Kalman gain

Kk = P̂k H T (HP̂k H T + R)−1

Update estimate with measurements (Zk )
Update the error covariance

−
x̂k = x̂−
k + Kk (Zk − Hx̂k )

Pk = (I − Kk H)P̂k

(2.17)
(2.18)
(2.19)
(2.20)

−
In Equations 2.16-2.20, x̂−
k and P̂k are are the priori estimate of the state vector

and the covariance matrix of state estimation uncertainty at time tk , respectively. x̂k
and Pk are the posteriori estimate of the state vector and the covariance matrix of
state estimation uncertainty at time tk , respectively. Φk is the state transition matrix
that describes the dynamic model between successive states. Qk is the process noise
covariance matrix at time tk , which are usually derived from sensor (accelerometer
and gyro) noise speciﬁcations. Kk is the the Kalman gain matrix at time tk . Zk is the
measurement vector at time tk . Hk is the design matrix that describes the relationship
between measurements and corresponding state vectors. Rk is the measurement noise
covariance matrix at time tk , which is derived based on the uncertainty of the update
measurements (such as GNSS position and velocity measurement errors).

Figure 2.6.: Kalman ﬁlter process: prediction and correction steps.
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At the user level, GNSS and INS are usually integrated using either a LC or TC
integration strategy. The speciﬁc choice of the integration strategy depends on the
type of application and operating environment. Both of these integration strategies
mainly diﬀer by the type of information that is shared between the individual systems.
For instance, the LC integration strategy involves blending processed measurements
from GNSS in INS computations, while the TC integration strategy operates on raw
measurements from GNSS. Both LC and TC integration schemes are shown in Fig.
2.7 and 2.8, respectively [30].

Figure 2.7.: Loosely-coupled KF integration scheme (red dashed line indicate the
feedback aiding information).

For the LC integration scheme, at least four satellites are needed to provide acceptable GNSS position and velocity input to the integration technique. On the other
hand, the advantage of the TC approach is that less than four satellites can be used
as this integration can provide a GNSS update even if fewer than four satellites are
visible [67]. It is important mentioning that LC and TC integration schemes can be
implemented with either an open loop or closed loop architecture. More speciﬁcally,
in contrast to the open loop architecture, within the closed loop architecture, the
output of the integration ﬁlter is fed back to the mechanization algorithm to cor-
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Figure 2.8.: Tightly-coupled KF integration scheme (red dashed line indicate the
feedback aiding information).

rect it and help the GNSS to recover the cycle slips. One should note that the red
dashed line in Fig. 2.7 and 2.8 indicate the feedback aiding information for closed
loop architectures.

2.4.2

Trajectory Smoothing

Although KF is a very eﬃcient algorithm for GNSS/INS integration, its performance depends on the GNSS measurements availability, either in LC or TC schemes
[68]. For some environments suﬀering from GNSS outages, especially where no satellites are tracked, KF is not a convenient solution, and the magnitude of the position
and orientation errors during GNSS outages depends on the quality of the inertial
sensors, the length of GNSS outage, and the vehicle dynamics (typically turns and
accelerations) [69]. During GNSS outages, KF works in the time prediction mode
which results in error accumulation over time. In such situations, the inaccurate position and orientation information obtained from the GNSS/INS (after implementing
the KF integration) will negatively aﬀect the data geo-referencing process and, con-
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sequently, the ﬁnal mapping output. Therefore, especially if there is an opportunity
for post-processing, optimal smoothing is performed after using KF to achieve high
accuracy for positioning and orientation determination. Typical KF and smoother
position error are shown in Fig. 2.9. Generally, most smoothing algorithms utilize
forward and backward directions to ﬁnd the estimates of the states at every epoch
of the system output [70, 71]. The forward and backward solutions are combined to
derive the smoothed trajectory. The computation of the smoothed estimates at each
epoch requires the storage of the KF predicted and updated (ﬁltered) estimates and
their corresponding covariance at each epoch [72].

Figure 2.9.: KF and smoothers position errors.

In the most popular Rauch-Tung-Strieble (RTS) smoother, the forward estimation
is obtained using standard KF, and the estimation of the smoothed solution is based
on the maximum likelihood estimates [73], as shown in Equations 2.21-2.23. In other
words, the backward sweep and smoothing steps are combined within one step. The
main advantages of this algorithm are high reliability and simple implementation.

Compute the smoother gain

Ck = Pk ΦTk+1 (Pk−+1 )−1

(2.21)
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Compute the smoothed states

s
xsk = xk + Ck (xk+1
− xˆk+1 )

Compute the smoothed error covariance

(2.22)

Pks = Pk − Ck (Pks+1 − P̂k+1 )CkT (2.23)

In Equations 2.21-2.23, xk and Pk are the states and corresponding covariance
estimated by KF forward sweep at time tk , xsk and Pks are the smoothed states and
covariance at time tk , and Ck is the smoother gain. It is worth mentioning that, even
with using smoothers during GNSS outages, some trajectory residuals remain large,
and the accuracy of the derived trajectory does not satisfy the required demands of
some mapping and surveying applications. Therefore, an alternative solution should
be found to be able to address this problem.
Generally, there are two alternatives for enhancing trajectory quality during GNSS
outages. The ﬁrst alternative is using higher-end sensors, especially the inertial measurement unit (IMU), or using a self-contained sensor as an additional source of navigation information, such as DMI. The second alternative is to improve the sensor fusion algorithms [74]. Upgrading the hardware with higher-end sensors and/or adding
self-contained sensors will improve the trajectory quality, but this option is not costeﬀective and exporting such instruments usually is controlled by government regulations in some countries. On the other hand, manipulating sensor fusion algorithms
is an eﬀective way to improve the accuracy of low-cost GNSS/INS derived solution.
Such fusion algorithms can be modiﬁed to incorporate RSS information to enhance
trajectory during GNSS outages. Since most modern mapping systems utilize camera(s) on board the platform, the vision-aided navigation is a practical and low-cost
alternative for improving the quality of navigation data during GNSS outages.

2.4.3

Vision-Aided Navigation

Vision-aided navigation refers to using the extracted information from the camera(s) (either RGB or video) onboard the mapping platform to aid the navigation
sensors. The concept of vision-aided navigation is applicable for both wheel-based

38
and UAV-based mapping platforms. Numerous research eﬀorts are exerted to manipulate the incorporation of the vision-aiding along with the GNSS/INS integrated
solution. In literature, the vision-aiding methods usually depend on: (i) direct integration of the derived vision information with the GNSS and/or INS solutions or (ii)
using a priori measured database along with the derived vision information before
integration with the GNSS and/or INS solution.
Regarding the methods of direct integration of the derived vision information with
the GNSS and/or INS solutions, usually matching and feature tracking among successive images or video frames are used to estimate the motion of the platform. For
instance, Mo et al. [75] introduced a vision-aided GNSS/INS fusion method based
on a sequential KF structure. The fusion encompasses three sequential layers. The
ﬁrst layer is INS mechanization while the second layer is an Extended Kalman Filter
(EKF) integration between the PVA solution from INS and the vision-based solution. The vision-based solution is estimated using the fast feature and optical ﬂow
algorithms for feature detection and tracking. Triangulation and Gauss-Newton optimization are used to estimate tie point coordinates in the navigation frame. The
third layer is a GNSS/INS integration, which uses the corrected INS solution from
the previous layer along with the GNSS solution. This method is tested on a wheelbased system, and the results showed a signiﬁcant improvement within the trajectory
quality, especially during areas with limits access to GNSS signals. In addition, Wang
et al. [76] presented another vision-aided inertial navigation system for small UAVs
within GNSS-denied environments. First, features in consecutive frames are detected
and matched to estimate the motion of the vehicle through a homography-based approach. Then, estimated vehicle motion from homography is fused with the output
of an inertial IMU by an EKF. A delay-based approach for the measurement update is developed to introduce the visual measurement into the fusion without state
augmentation.
On the other hand, in the case of utilizing a priori measured database, the derived
vision information is registered with such database to extract accurate positions of
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database landmarks. Within literature, diﬀerent types of database are used, such as
RGB images, satellite orthophoto images, road intersections, and traﬃc signs. For
example, Vu and Barth [77] introduced a real-time procedure to enhance trajectory
estimation of a wheel-based MMS during GNSS outages in urban areas. This procedure entails a TC KF integration to fuse GNSS observations and known feature
observables, such as traﬃc lights, from a camera to correct the INS solution. For
UAV-based platforms, Conte and Doherty [78] proposed a vision-based navigation
system to provide the capability for a UAV to navigate to home base in case of the
GNSS signal is lost. The system encompasses an INS composed of three gyros and
three accelerometers, a monocular video camera and a barometric pressure sensor
along with a database of georeferenced aerial images. In case of GNSS absence, the
matched corners between successive frames from the video camera are registered with
the correspondences from the database of aerial images to ﬁnd the exact position.
Afterward, a Kalman ﬁlter is implemented to fuse the derived position information
from image registration along with the INS and pressure sensor data. Instead of
using an aerial imagery database, Abdi et al. [79] proposed a visual navigation system, which depends on utilizing ortho-rectiﬁed satellite imagery database, to combat
the issue of GNSS outages robustly. A method was presented for integrating referenced ortho-rectiﬁed satellite imagery data, images taken from UAVs, barometric
height data, and GNSS/IMU data to estimate accurate and reliable pose parameters
of UAVs by integrating multi-sensor observations in an EKF algorithm. The aerial
images, which are captured by the mapping platform, are aligned with geo-referenced
ortho-rectiﬁed satellite imagery to help in estimating the position information in
GNSS-denied areas. Also, Dumble and Gibbens [80] proposed a vision-aided inertial
navigation methodology for UAV-based systems. Such methodology uses matching
between road intersections (extracted from aerial images) along with a database to
provide position measurements. Then, the matching results are fused with the inertial
solution through an EKF. The Norwegian Defence Research Establishment investigated an image-aided inertial navigation system to cope with GNSS failures [81]. In
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such investigation, a typical UAV is equipped with an INS and a GNSS for navigation.
The system is based on a TC integration of inertial sensor data with position data of
image-feature points that correspond to landmarks over an image sequence.
To summarize, many research eﬀorts have been made to use visual aiding as a
source to enhance trajectory information within GNSS challenging areas. For realtime applications, which is usually a concern for navigation applications, the obtained
accuracy depends on the processing time required to handle images or video streams.
Therefore, the chance of engaging photogrammetric bundle adjustment is quite low.
On the other hand, for most mapping applications where post-processing is permitted,
bundle adjustment procedures can be involved as a viable tool to enhance trajectory
information within GNSS challenging areas. Therefore, in Chapter (5), a methodology
for trajectory estimation procedure of a GNSS/INS-assisted camera(s)-based MMS
in areas with intermittent access to GNSS signal, based on photogrammetric bundle
adjust, will be proposed.
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3. MOBILE MAPPING SYSTEM ARCHITECTURE AND
INTEGRATION
3.1

Overview
System integration refers to incorporating all sensors in one framework and estab-

lishing successful and eﬃcient communication between all sensors. Mobile mapping
platforms require a rigorous system integration procedure, especially time synchronization process, to achieve the targeted mapping accuracy. Nowadays, numerous
researches are working on hardware system integration. Such research results in the
availability of commercial mapping platforms. However, there are several reasons to
stimulate eﬀorts toward system integration for building operational mapping platforms, instead of depending on commercial mapping systems. Some of these reasons
are as:
• The capability to add and/or remove sensor(s), while maintaining the platform
payload and power restrictions, based on the targeted mapping application,
• The ﬂexibility to manipulate the sensor(s) placement onboard the mapping
platform according to the application and/or test type,
• Handling diﬀerent data collection rates, through controlling the triggering intervals of the imaging sensor(s), to meet the needs of a speciﬁc mapping application
while considering the data storage limits, and
• Using oﬀ-the-shelf sensor(s) instead of high-end sensor(s) would bring down the
cost of the mapping system.
The process of system integration is divided into two main steps: platform and
sensor selection, and developing solutions to the traditional challenges of the sys-
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tem integration process. This phase of the dissertation focuses on building operational GNSS/INS-assisted single/multi-camera mapping systems onboard UAV-based
as well as wheel-based platforms. More speciﬁcally, four distinct systems will be introduced. The ﬁrst one is a UAV-based MMS, and the other three systems are wheelbased MMS. The development of such systems considers addressing the integration
challenges, such as the payload restrictions and single/multi-camera synchronization.
A comparison will be held to evaluate the solution diﬀerences of the integration problems for diﬀerent platforms. It is worth mentioning that although the developed
mapping systems carry other remote sensing sensors onboard, such as LiDARs, these
sensors are out of the scope of this dissertation, which is concerned with single/multicamera mobile mapping platforms.
This chapter will ﬁrst introduce a brief overview of all systems and their intended
applications. Then, the platform and sensors selection criterion will be presented.
Afterward, common integration challenges will be discussed. Finally, ﬂight/drive
conﬁgurations are optimized, and system operation is veriﬁed through rigorous testing
experiments.

3.2

Developed Systems and Targeted Applications

3.2.1

M600 UAV-based MMS

The ﬁrst introduced mobile mapping system is a UAV-based MMS onboard a
DJI Matrice 600 Pro (M600) platform. The M600 MMS entails an APX-15 V2 as a
navigation unit, a Sony Alpha 7R (ILCE-7R) camera, and a Raspberry Pi 3 module
as shown in Fig. 3.1. This developed system targets diﬀerent mapping applications.
One of the M600 MMS applications is precision agricultural, where the platform is
used for remote-sensing data acquisition over plants. Precision agriculture aims at
optimizing crop yield while preserving the resources [82]. More speciﬁcally, the M600
MMS system is used for high throughput phenotyping to quantify plant growth,
structure, and composition at multiple scales over the growing season by generating
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orthophotos and dense point clouds for areas of interest. Another application for the
M600 MMS is accident scene reconstruction, where the platform is used to ﬂy over a
crash site and collect a block of images. Then, the captured images are post-processed
to produce an accurate orthophoto, which shows all accident details. Using the M600
MMS aids in collecting accurate and detailed information about the accident scene
in a short time, which helps to avoid long queues of traﬃc.

Figure 3.1.: The M600 UAV-based mobile mapping system.

3.2.2

PhenoRover MMS

The PhenoRover is a tractor-based mobile mapping system, which is equipped
with two FLIR Flea2G cameras, Applanix POS LV 125 navigation unit, a computer,
and a power generator as shown in Fig. 3.2. The PhenoRover, as a mapping platform, is designed for precision agriculture applications, such as high throughput phenotyping. Using the PhenoRover, as a platform for remote-sensing data acquisition,
overcomes the disadvantages of traditional phenotyping methods, which include the
dependence on a controlled environment with limited coverage such as greenhouses,
destructive, and labor/time-consuming approaches.
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Figure 3.2.: The PhenoRover mobile mapping system.

3.2.3

Portable Vehicle-Mount MMS

The vehicle-mount system is a portable platform, which can be rigidly ﬁxed onboard vehicles. The vehicle-mount has two FLIR Flea2G cameras and a Novatel
SPAN IGM (or Novatel SPAN CPT) as a GNSS/INS unit, a computer and a power
module. The implemented portable vehicle-mount MMS is shown in Fig. 3.3. The
ﬂexibility in using the vehicle-mount with many types of vehicles widens the scope
of its application to include a diversity of mapping applications. Currently, the
vehicle-mount platform is used for the evaluation of lane width in construction zones.
Such evaluation enables the diagnosis of non-conforming geometric conditions in work
zones [83]. Furthermore, the portable vehicle-mount system plays an important tool
for infrastructure monitoring; like bridges to detect deformation and/or cracks. One
should note that such the portable vehicle-mount MMS can be used with/without the
M600 MMS for accident scene reconstruction application if the scene has the space
to drive the system.
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Figure 3.3.: The portable vehicle-mount mobile mapping system.

3.2.4

Purdue Wheel-based MMS (PWMMS)

Unlike the vehicle-mount system, where a portable mount is utilized to carry the
mapping sensors, a permanent platform is dedicated to a van for constructing the
PWMMS as illustrated in Fig. 3.4. For the PWMMS, three FLIR Flea2G cameras,
an Applanix POS LV 220 navigation unit, a computer, and a power module are
deployed.

Figure 3.4.: Purdue Wheel-based mobile mapping system.
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The PWMMS is used for the same applications of the portable vehicle-mount
MMS, such as lane width evaluation in work zones, infrastructure monitoring, and
accident scene reconstruction. However, the PWMMS has the advantage of having
more imaging sensors. Carrying more imaging sensors onboard the mapping platform
allows the system to cover a larger area and delivers more detailed mapping information. In addition, in the PWMMS, a van is dedicated as permanent platform to carry
the sensors. The dedication of a permanent platform maintains a more robust and
rigid attachment to the vehicle.

3.3

Platform and Sensors Selection
The ﬁrst step of the mapping system development is to specify targeted applic-

ations and the minimum requirement of the mapping product accuracy. Then, a
broad selection of the candidate platforms, which satisfy the application requirements, is chosen. Next, the candidate sensors, either POS or RSS, which can achieve
the required mapping accuracy are determined. Finally, the platform and sensors are
simultaneously selected, considering the platform payload, and the cost, while trying
to achieve the best mapping accuracy. Thus, in this dissertation, the platform and
sensors selection steps and criteria for the four developed mapping platforms will be
investigated.

3.3.1

Platform Selection

The selection of an adequate platform is a crucial step to build an operational mapping system, which satisﬁes the demands of the intended application [84]. In contrast
to the wheel-based MMS, the platform selection for the UAV-based MMS is a more
restricted step. Such restriction is due to the limitation of the maximum payload of
the UAV platform. In other words, for UAV-based photogrammetric applications, the
ﬂight duration should be maximized, which, in turn, requires minimizing the payload.
Consequently, the UAV type selection will impose limitations on all other sub-system
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parts, such as the size of sensors and how each piece of equipment should be placed
onboard the mapping platform. Therefore, the selection of a candidate platform is
application-dependent. For precision agriculture and accident scene reconstruction
applications, as targeted close-range applications, rotor UAVs are more suitable than
ﬁxed-wing UAVs for two primary reasons. The ﬁrst reason is the capability of ﬂying
at lower altitudes and speeds, which enables capturing more detailed photogrammetric data. The second reason is that it requires less space for reversing ﬂight direction,
which is a crucial aspect in covering the mapping areas of interest. Pricewise, the
cheaper the UAV is the better. Thus, the DJI S1000+ was initially selected as a
platform for precision agriculture and accident scene reconstruction applications [85].
However, as an upgrade, the DJI Matrice 600 Pro (M600) replaced the DJI S1000+
because of: (i) the capability of carrying a higher payload, (ii) having larger capacity batteries for longer ﬂying duration, and (iii) having more eﬃcient ﬂight control
module which ensures more stable ﬂight trajectory [86]. The detailed speciﬁcations of
the S1000+ and the M600 UAVs are listed in Table 3.1. The S1000+ and the M600
UAVs are shown in Fig. 3.5 and 3.6, respectively.
For the wheel based mapping systems, although there are no payload limitations
restricting the platform selection, such selection is still controlled by the system application. For example, for the PhenoRover, a high clearance tractor is chosen as a
platform to mount the sensors for precision agriculture applications. Such platform
selection maintains the data acquisition process without destructing plants. Although
the portable vehicle-mount system and the PWMMS target the same applications,
such as lane width evaluation in work zones, infrastructure monitoring, and accident scene reconstruction, there are some diﬀerences in the platform design. For the
portable vehicle-mount system, sensors are rigidly placed onboard a ﬂat aluminum
mount, which has the ﬂexibility to be attached onboard any vehicle through suction
cups. It is worth mentioning that such suction cups require ﬂat and smooth vehicle
roof for proper attachment. Regarding the PWMMS, an aluminum frame is specially
designed to be permanently ﬁxed on top of a dedicated van, while sensors are rigidly
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mounted onboard. The major diﬀerence between the portable vehicle-mount and the
PWMMS is that the latter has a more robust platform and is able to carry more
remote sensing sensors.

Figure 3.5.: DJI S1000+ UAV.

Figure 3.6.: DJI Matrice 600 Pro UAV.

Table 3.1.: The S1000+ and M600 UAV speciﬁcations
Parameters
Weight with batteries
Maximum take-oﬀ weight
Hovering time

S1000+
6.9 Kg
11 Kg
15min with
∼2.5 Kg payload

M600
9.5-10 kg
15.5 Kg
16-18 min with
∼5.5-6 Kg payload

49
3.3.2

Sensor Selection

Generally, the ﬁnal level of accuracy of the mapping product controls the sensor selection. For example, less than 0.75 cm Ground Sampling Distance (GSD) along with
2-5 cm position accuracy are targetted for the precision agriculture applications using the developed M600 MMS and the PhenoRover. Also, for the developed portable
vehicle-mount MMS and PWMMS, less than 3 cm position accuracy is required for
the targetted applications (lane width evaluation in work zones, infrastructure monitoring, and accident scene reconstruction). As mentioned earlier, for the UAV-based
MMS, the weight of the sensors is an additional considered aspect. For GNSS/INSassisted single/multi-camera MMS, the sensor selection involves selecting cameras as
well as DG (navigation) sensors. It is important to mention that an objective of
this research is developing low-cost mapping platforms. In other words, the cost is
considered while selecting individual sensors.

3.3.2.1

The Camera Selection

For this research, the camera selection criteria are based on some critical factors
such as: (i) camera type, (ii) camera speciﬁcations (mainly the resolution), (iii) camera price, (iv) data storage media, and (v) camera power source. The camera types
can be classiﬁed into industrial cameras and oﬀ-the-shelf cameras. Industrial cameras have some built-in features to facilitate integration with other system sensors, like
triggering and feedback ports. Triggering and feedback ports are essential in linking
the camera with the navigation unit to derive an accurate position and orientation
information for the collected images. On the other hand, oﬀ-the-shelf cameras are not
designed for industrial and research applications. In other words, oﬀ-the-shelf cameras usually do not have built-in triggering input or feedback output ports. Regarding
camera resolution, higher resolution is always a favorable choice to provide more accurate mapping details. Nevertheless, as the camera resolution increases, the camera
price increases as well. Therefore, the camera speciﬁcations and cost should be op-
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timized. Regarding the data storage media and power, for the UAV-based mapping
platforms, it is required to select a self-powered camera with an internal memory for
data storage. A self-powered camera refers to a camera which works with a built-in
battery. Having a self-powered camera with an internal memory saves the weight and
space onboard the platform for other sensors to be mounted, and, in turn, extends
the ﬂight duration. It is worth mentioning that the wheel-based MMS does not have
any restrictions on the camera data storage media and power.
For the M600 system, Sony Alpha 7R (ILCE-7R) camera is chosen according to the
above mentioned selection criteria. The Sony Alpha 7R, which is shown in Fig. 3.7, is
an oﬀ-the-shelf camera with 36.4 Mega Pixels size. This camera has an audio output,
a microphone input, and an HDMI port along with a multi-terminal port. These
ports have no built-in triggering input or feedback output ports. Therefore, some of
the available ports or features should be used/modiﬁed to facilitate the integration
with the navigation unit. To be more speciﬁc, the multi-terminal port is used as an
input port to trigger the camera through an external signal. The triggering signal
follows speciﬁc electrical conditions, as it will be illustrated later. Also, the camera
ﬂash output is modiﬁed to function as a feedback port. The selection of the ﬂash
output is because this output is synchronized with the mid-exposure moment of the
captured image.

Figure 3.7.: The Sony Alpha 7R (ILCE-7R) camera.
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For all the developed wheel-based mapping systems, including the PhenoRover,
the portable vehicle-mount system, and the PWMMS, the FLIR Flea2G camera is
selected as an imaging sensor. Such camera is shown in Fig. 3.8. The FLIR Flea2G
camera is an industrial camera, which has built-in ports for both triggering and strobe
feedback signals. These ports help in synchronizing the FLIR Flea2G camera with the
GNSS/INS unit to derive an accurate position and orientation information at every
camera capture. The FLIR Flea2G camera has a maximum image resolution of 5
Mega Pixels. The Sony Alpha 7R camera and the FLIR Flea2G camera speciﬁcations
are compared in Table 3.2 [87, 88].

Figure 3.8.: The FLIR Flea2G camera.

Table 3.2.: The Sony Alpha 7R camera and the FLIR Flea2G camera speciﬁcations
Weight
Dimensions
Sensor resolution
Continuous shooting
(without external triggering)
Triggering inputs
Strobe (feedback) outputs
Memory type
Power

Sony Alpha 7R
465 grams
127 x 94 x 48 mm
36.4 MP

FLIR Flea2G
58 grams
29 mm x 29 mm x 30 mm
5.0 MP

4 fps

7.5 fps

No
No
Internal
Built-in battery

Yes
Yes
External through a FireWire cable
External through a Firewire cable
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3.3.2.2

The Navigation Sensor Selection

The navigation sensor, which is usually called the DG unit (or POS), onboard
the mapping platform is responsible for providing the position and orientation of the
platform in the global world coordinate system. The DG unit is usually an integrated
GNSS/INS module. While selecting such GNSS/INS module for the UAV-based
platform, two main aspects are considered: (i) accuracy, which directly aﬀects the
ﬁnal mapping product, and (ii) size, weight, and power, which should satisfy the UAV
system restrictions. However, for wheel-based mapping systems, only the accuracy
aspect is taken into account.
For the M600 UAV-based MMS, the Applanix APX-15 V2, which is shown in
Fig. 3.9 , is an optimum choice considering accuracy, weight, and size aspects. The
detailed speciﬁcations of the APX-15 V2 are listed in Table 3.3. It is important to
note that the APX-15 V2 has two important input/output features which facilitated
the symchronization process: (i) a Pulse per Second (PPS) output port, and (ii)
two event input ports. The PPS port can be used as a triggering signal for cameras
onboard the mapping platform. The two event input ports can receive a feedback
signal from two distinct cameras to mark the time of each signal reception. The
APX-15 V2 power and data signals, including the PPS and events, are transferred
through a 44 pin I/O connector as shown in Fig. 3.9.

Figure 3.9.: APX-15 V2 module with the I/O Connector Pin Enumeration.
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Table 3.3.: APX-15 V2 Speciﬁcations
Weight
Size
Power
Position Accuracy
(post-processing)
Velocity Accuracy
(post-processing)
Roll & Pitch Accuracy
(post-processing)
Heading Accuracy
(post-processing)
IMU data rate
GNSS data rate

Speciﬁcations
60 grams
67 L × 60 W × 15 H mm
8-32 V DC
±0.02 - 0.05 m
±0.015 m/sec
±0.025◦
±0.080◦
200 Hz
5 Hz

For the wheel-based MMS, diﬀerent navigation units are used. Regarding the
portable vehicle-mount MMS, the Novatel SPAN-CPT was initially used and then
replaced by the Novatel SPAN-IGM-S1 unit. The Novatel SPAN-CPT and IGM
units are shown in Fig. 3.10 and 3.11, respectively. The reason for the replacement is
because the SPAN-IGM-S1 has a bit better roll, pitch, and heading angular accuracy
compared with the SPAN-CPT in the post-processing mode. Also, the SPAN-IGM-S1
can receive two feedback signals (events) from two cameras, instead of one event in
case of using the SPAN-CPT. This feature increases the number of cameras onboard
the platform to two cameras, which provides the opportunity to collect more data
(images) within the same mission.

Figure 3.10.: Novatel SPAN-CPT.
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Figure 3.11.: Novatel SPAN-IGM-S1.

For the PhenoRover, an Applanix POS LV 125 is used as shown in Fig. 3.12. The
POS LV 125 is a position and orientation system for land vehicles, which has four
input event ports to work with four cameras simultaneously [89]. In addition, The
PWMMS utilizes an Applanix POS LV 220, which is able also to handle four events for
four cameras. It is worth mentioning that both POS LV 125 and POS LV 220 use two
antennas to achieve better heading accuracy using the GNSS Azimuth Measurement
System (GAMS) approach. Within this approach, the two antennas aﬃxed to the
vehicle at least two meters apart use the GNSS phase measurements to get a precise
determination of one antennas position relative to the other. This approach helps
eliminate inertial drift errors (especially heading errors) that are typically produced in
single antenna systems when the vehicle stops. GAMS makes it possible to determine
the vehicles heading very accurately regardless of speed, resulting in the best possible
heading accuracy and the best performance in any environment [90]. One should note
that, in the POS LV 220, the GNSS receiver and IMU are separated into two individual
units, as shown in Fig. 3.13. The speciﬁcation and performance comparison among
all the developed wheel-based system navigation units are demonstrated in Table 3.4.
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Figure 3.12.: Applanix POS LV 125.

Figure 3.13.: Applanix POS LV 220.

3.4

System Integration Challenges

3.4.1

Sensors placement

After selecting the platform and sensors for a speciﬁc mapping application, the
nature of operation of individual sensors should be considered while mounting the
sensors onboard the platform. In other words, the sensors should be placed onboard
the platform in such a way to satisfy the main functionality of the sensor as well as
the platform. Of course, the sensor placement onboard a UAV-based platform is quite
critical because of the size, weight, power, and space limitation.
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Table 3.4.: The speciﬁcations and performance comparison of SPAN-CPT,
SPAN-IGM-S1, POS LV 125, and POS LV 220.
General Speciﬁcations
Weight
Dimensions
Power
Events
(Kg)
L×W×H (mm)
(DC Volts)
Novatel SPAN-CPT
2.25
152×168×89
+9 to +18
1
Novatel SPAN-IGM-S1
0.54
152× 142× 51
+9 to +18
2
Applanix POS LV 125
1.3
160×146× 65.5
+10 to +32
4
IMU
=
2.6
IMU:
158×
158×124
+8 to +34
4
Applanix POS LV 220 PCS = 2.4
PCS: 167×185×68
Performance without GNSS outages in post-processed mode
Position Accuracy (cm)
Attitude Accuracy (◦ )
Horizontal
Vertical
Roll/Pitch Heading
Novatel SPAN-CPT
1
2
0.008
0.035
Novatel SPAN-IGM-S1
1
2
0.006
0.019
Applanix POS LV 125
2-5
0.025
0.060
Applanix POS LV 220
2
5
0.020
0.025

Regarding the M600 UAV, the Sony alpha 7R camera is rigidly placed at the
bottom of the M600 to allow maximum visibility for image acquisition. In some cases,
this spot is more convenient for installing a gimbal system for cameras. Also, to allow
continuous GNSS signal reception for the Applanix APX-15 V2, the GNSS antenna
is placed in the highest point of the UAV. Such an antenna should be mounted in
a spot that minimizes the signal interference with other autopilot, batteries, and/or
unwanted noisy signals to avoid GNSS signal loss of lock or cycle slips. A cycle
slip is a discontinuity in a receivers continuous phase lock on a satellites signal that
causes a jump in carrier-phase measurements when the receiver phase tracking loops
experience a temporary loss of lock [91,92]. One should note that the GNSS/INS unit
itself does not require any speciﬁc installation procedures since it is a self-contained
device, except it has to be rigidly attached to the platform as well as the sensors
onboard [93]. Moreover, due to the limited space onboard UAVs, all sensors should
be mounted in such a way that makes all sensors, power, and data ports accessible,
which facilitates the integration wiring, and avoids cross electrical connections.
Regarding the sensors placement onboard the developed wheel-based MMS, the
Flea2G cameras should be rigidly oriented onboard the vehicles in a way that max-
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imizes the visibility and overlap during image acquisition, without extra restriction.
For the navigation units, similar to the UAV-based mapping systems, antennas placement should maintain continuous GNSS signal reception and avoid interference with
other unwanted signals. As mentioned earlier, the Applanix POS LV 125 and 220
GNSS/INS units, which are used with the PhenoRover and PWMMS, encompass
two antennas. Such antennas should be mounted, at least, two meters apart.

3.4.1.1

Synchronization

Precise synchronization of the diﬀerent data streams from all MMS sensors is
very important for high direct geo-referencing accuracy [5, 17]. The synchronization
requires bringing such data streams into one time frame. To be more speciﬁc, the
GNSS/INS unit and cameras onboard the mapping platform operate in their own
time frame and frequency. Fortunately, GNSS provides a well-deﬁned time signal
(PPS signal) [17, 93]. Since the IMU (apart from the INS) is always integrated with
the GNSS receiver in the same unit, it is synchronized with the GNSS receiver and
both sensors have the same time frame. On the other hand, cameras do not have
a built-in timing module. In other words, imaging acquisition has an independent
time frame. Therefore, in most cases, cameras are synchronized with the GNSS/INS
units. The primary step in synchronizing a camera with a GNSS/INS navigation unit
is to send a feedback signal from the camera to this unit at the moment of camera
exposure to get the corresponding position and orientation. This feedback signal is
called an event mark. Meanwhile, the camera should be triggered with an input signal
to initiate capturing the image. The triggering signal can be from a GNSS receiver or
from any other source, which produces a precise repeated signal. The GNSS receiver,
which is usually inside the GNSS/INS module, provides a precise pulse every single
second, the PPS signal. Ideally, the PPS signal should be used for triggering cameras.
However, the response of some cameras between successive images can take more than
one second, which prevents the camera from being triggered by the PPS signal. Thus,
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in such cases, camera triggering from sources other than the GNSS/INS can be an
option. More speciﬁcally, the synchronization process for the Sony Alpha 7R and
FLIR Flea2G cameras, which are used in the developed MMS, will be discussed.

3.4.1.2

The Sony Alpha 7R Camera Synchronization

For the Sony Alpha 7R camera onboard the M600 MMS, although the speciﬁcations state that it can have a continuous shooting rate of 4 frames per second (fps),
the camera takes at least 1.2 seconds to process the captured image and be ready
to capture a new image when it is triggered by an external signal. Therefore, the
camera triggering cannot be conﬁgured with a frequency less than 1/1.2 Hz. In the
implementation of M600 MMS, a Raspberry Pi 3 module is used to generate continuous train pulses at 1/1.5 Hz frequency with 5 Volts amplitude and 1 msec pulse
width. Using the Raspberry Pi 3 as a triggering source enables arbitrary triggering
intervals, not restricted to one second PPS signal, which helps to control the overlap
percentage between successive images. The overlap percentage is controlled by the
triggering rate along with the ﬂying speed and height. It should be noted that the
triggering signal is fed from the Raspberry Pi 3 to the Sony Alpha 7R camera through
the multi-terminal port.
To get the feedback signal from the camera to the GNSS/INS unit (APX-15 V2),
considering the Sony Alpha 7R does not have a built-in event port, two synchronization approaches are introduced. The ﬁrst approach is to split the triggering signal
from the Raspberry Pi 3 into two signals: (i) one signal triggers the camera, and
(ii) the other signal is considered as simulated feedback to the APX-15 V2 navigation module to mark the corresponding position and orientation at this moment, as
shown in Fig. 3.14. In this approach, which is denoted as the simulated feedback
approach, the time delay caused by camera response time, which represents the interval between the triggering and the moment of exposure, is ignored. The timing
chart of such simulated feedback synchronization approach is shown in Fig. 3.15.
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It is worth mentioning that ignoring the camera response time leads to inaccurate
position and orientation information from the GNSS/INS module. The problem of
ignoring the camera response time becomes more severe when: (i) such time delay
increases, (ii) the platform speed increases, and/or (iii) the platform performs high
dynamic maneuvers.

Figure 3.14.: The simulated feedback approach for Sony Alpha 7R synchronization.

Figure 3.15.: The timing chart of the simulated feedback approach for Sony Alpha
7R synchronization.
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For more accurate camera synchronization, a direct feedback approach is implemented. Such an approach depends on ﬁnding the actual feedback signal directly from
the camera. For the Sony Alpha 7R camera, although there is no built-in camera feedback port to obtain the event signal directly, another camera feature is modiﬁed to
ﬁnd this feedback signal. To be more speciﬁc, the camera ﬂash hot-shoe, which is
shown in Fig. 3.16, is used to generate a feedback signal at the time of camera ﬂash
ﬁring.

Figure 3.16.: The Sony alpha 7R camera Hot-Shoe ﬂash port and its adapter socket.

Due to the mechanical nature of the shutters operation, the mid-exposure pulse
has a constant delay (time shift) with respect to the time of true image capture.
Thus, this time delay has to be estimated and accounted for during post-processing
to achieve the highest level of accuracy [94, 95]. For the Sony Alpha 7R camera, the
measured event time shift of mid-exposure pulse is -2.5 msec approximately. If this
time shift (delay) is not taken into account, it will produce 1.25 cm position error
at 5 m/sec speed along the direction of motion. The direct feedback approach and
the corresponding timing chart are shown in Fig. 3.17 and 3.18, respectively. For
the Sony alpha 7R camera, to obtain the event signal from the hot-shoe, an electrical
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interface circuit is implemented to convert the ﬂash output to a feedback pulse. The
schematic diagram of the interface circuit for the Sony a7R camera integration with
the APX-15 V2 is shown in Fig. 3.19.

Figure 3.17.: The direct feedback approach for Sony Alpha 7R synchronization.

3.4.1.3

The FLIR Flea2G Camera Synchronization

In contrast to Sony Alpha 7R camera, the FLIR Flea2G Camera has its built-in
features, as an industrial camera, to simplify the integration with any GNSS/INS unit.
In other words, as shown in Fig. 3.20, the FLIR Flea2G Camera General Purpose
Input/Output (GPIO) connector provides input and output channels for triggering
the camera and outputting the corresponding event pulses to the GNSS/INS unit [88].
For triggering the FLIR Flea2G Camera, the PPS signal from the GNSS/INS unit
is used. It is important to note that the FLIR Flea2G Camera internally accounts
for the shutter delay and outputs the correct mid-exposure pulse to obtain accurate
position and orientation information to capture time. In contrast to the M600 UAV-
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Figure 3.18.: The timing chart of the direct feedback approach for Sony Alpha 7R
synchronization.

Figure 3.19.: The interface/protection circuit schematic for the Sony a7R
integration with APX-15 V2.

based MMS, there is no need to compensate any time delays in the post-processing.
For all developed wheel-based MMS in this research, it is important to note that
the integration of the FLIR Flea2G Camera with the GNSS/INS unit, either Novatel
SPAN-CPT, Novatel SPAN-IGM-S, Applanix POS LV 125, or Applanix POS LV
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220, follow the same instructions and procedures. For more details, the integration
schemes for the portable vehicle-mount MMS, PhenoRover, and PWMMS are shown
in Fig. 3.21, 3.22, and 3.23, respectively.

Figure 3.20.: FLIR Flea2G General Purpose I/O connector pin out
(https://www.ptgrey.com/support/downloads/10279).

Figure 3.21.: The integration scheme of the portable vehicle-mount systems.
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Figure 3.22.: The integration scheme of the PhenoRover system.

Figure 3.23.: The integration scheme of the PWMMS.
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3.5

Flight/Drive Conﬁgurations and System Operation
The developed MMS are tested through a large number of data collection. Regard-

ing the M600 MMS, it is used to collect images over testing ﬁelds at the Agronomy
Center for Research and Education (ACRE), Purdue University. The ﬂight conﬁgurations (ﬂying altitude, speed, and spacing between parallel ﬂying lines) are determined
based on the required percentage of overlap, side lap, and GSD, as illustrated in Table
3.5. A sample of two successive images collected over ﬁeld-41 at ACRE are shown in
Fig. 3.24. It is important to mention that ﬁelds 41 and 42 are divided into diﬀerent
areas, as shown in Fig. 3.25 and 3.26. Each area entails a unique category of plants.
One should note that the data collection is performed on a weekly basis to monitor
the characteristics of diﬀerent categories and study the eﬀect of environmental conditions on plant growth and structure. Such study utilized the extracted geospatial
information from the mapping outcome along with the internal characteristics of the
plants. The generated orthophotos for both ﬁelds-41 and 42, on July 25, 2017, which
show the classiﬁcation maps of plants for each ﬁeld, are shown in Fig. 3.25 and 3.26,
respectively. The data collection records for the M600 UAV-based MMS during the
summer of 2017 growing season are listed in Table 3.6.

Figure 3.24.: Two successive images captured by the Sony Alpha 7R camera over
ﬁeld-41.
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Figure 3.25.: Field-41 map of experiments.

Figure 3.26.: Field-42 map of experiments.

Table 3.5.: The data collection records for the M600 UAV-based MMS during
summer 2017 growing season
Flight Conﬁguration
Flying altitude
Flying speed
Separation between parallel ﬂight lines
Image frame rate
Overlap and side lap percentages
(Width X Height) of single image footprint on the ground
GSD

50 m
5 m/sec
15 m
1/1.5 frame/sec
80% and 70%, respectively
49.31m X 32.91 m
0.67 centimeters/pixel

Regarding the PhenoRover, the system testing is done through a data collection
series over the same test ﬁelds (Fields-41 and 42 at ACRE) for the M600 MMS.
The PhenoRover drive conﬁguration is demonstrated in Table 3.7. A sample of two
successive stereo pair images collected oved ﬁeld-41 are shown in 3.27. The drive
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conﬁgurations of the PhenoRover (Boom altitude above ground, driving speed, and
spacing between parallel drive runs) are determined based on the required percentage
of spatial and temporal overlap, and GSD, as illustrated in Table 3.5. In contrast to
the M600 MMS, the whole ﬁeld (either ﬁeld-41 or 42) survey cannot be done in one
mission because of the PhenoRoved speed during the data collection (1.5 mile/hour).
Therefore, only areas of interest are surveyed within each drive run according to the
categorization shown in Fig. 3.25 and 3.26, respectively. The data collection records
for the PhenoRover MMS during the 2017summer growing season are listed in Table
3.8.
Table 3.6.: The data collection records for the M600 UAV-based MMS during the
summer of 2017 growing season
Dates of ﬂights
06/03/2017
06/08/2017
06/09/2017
06/16/2017
06/21/2017
06/28/2017
07/05/2017
07/11/2017
07/17/2017
07/25/2017
08/02/2017
08/08/2017
08/16/2017
08/24/2017
08/30/2017

Survey Field
Field 42
Field 42
Field 41
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42
Field 41/ Field 42

Number of collected images
514
513
661
668/ 703
718/ 661
770/ 664
786/ 687
750/ 689
778/ 666
771/ 689
789/ 656
757/ 617
739/ 631
764/ 637
769/ 665

Table 3.7.: The developed PhenoRover drive conﬁguration
Drive Conﬁguration
Boom altitude above ground
3.5-5 m
Drive speed
1.5 mile/hour
Image frame rate
1 frame/sec
Spatial overlap between
70% to 90%
stereo pair images
(depending on plant height)
Temporal overlap between
35% to 70%
successive stereo pair images (depending on plant height)

68

Figure 3.27.: Two successive stereo pair images captured by two FLIR Flea2G
cameras over ﬁeld-41.

Table 3.8.: The data collection records for the PhenoRover during the summer of
2017 growing season
Dates

Survey Area/ Field

07/05/2017

Field 41-Hybrid Calibration

07/26/2017
08/01/2017

Field 41(hybrid calibration)
+ ﬁeld 42(BAP)
Field 41(hybrid calibration)
+ ﬁeld 42(BAP)

Number of collected
stereo-pairs
2109
15393
14971

Sorghum bicolor diversity panel
08/18/2017

(the west 1/2 of ﬁeld 41

16475

+ the color targets at ﬁeld 42)
Hybrid/inbred calibration
09/11/2017

+ the genomes to ﬁeld PMZ

7658

+ the east of the hybrid and inbred trials
09/15/2017

Field-42 (sorghum
+ bicolor diversity panel

18112

Field 41(hybrid calibration
+ the east part of the Hybrid
09/25/2017

and inbred calibration
+ sorghum bicolor diversity pane
+ the west part of ﬁeld 41

15261
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The developed PWMMS and the portable vehicle-mount system are used to survey
roads within the State of Indiana as well as infrastructure monitoring. Fig. 3.28 and
3.29 show samples of the captured images from PWMMS for in-town and highway
data collections. It is important mentioning that the developed PWMMS and the
portable vehicle-mount systems are driven at diﬀerent speeds according to the traﬃc
conditions. However, the PWMMS and the portable vehicle-mount system are tested
at 1 frame/sec of image frame rate along with max speed of 65 and 40 mile/hours,
respectively.

Figure 3.28.: Stereo pair images from PWMMS for an in-town data collection.

Figure 3.29.: Stereo pair images from PWMMS for a highway data collection.
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3.6

Summary
In this chapter, diﬀerent multi-camera GNSS/INS-assisted MMS are developed for

diﬀerent applications. In addition, the diﬀerences and challenges of implementation
for building operational UAV-based as well as wheel-based MMS are investigated. It is
noted that the UAV-based platforms are more challenging because of the weight, size,
and power limitations, which aﬀect the sensors placement onboard MMS. Regarding
cameras, industrial cameras are recommended. However, industrial cameras with a
high resolution are very expensive. Therefore, oﬀ-the-shelf cameras can be considered
as a practical alternative. However, such cameras need more eﬀorts to overcome the
synchronization problems with the GNSS/INS module.
The developed MMS in this research are tested and the ﬂight/drive conﬁgurations
are studied. This conﬁguration is optimized according to the required accuracy along
with the sensor’s speciﬁcations. The outcome of this chapter is an implementation for
diﬀerent UAV/wheel-based multi-camera GNSS/INS-assisted MMS, which are able
to acquire precisely georeferenced images.
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4. MODELING AND CALIBRATION OF
GNSS/INS-ASSISTED SINGLE/MULTI-CAMERA
MAPPING SYSTEMS∗
4.1

Overview
This chapter is concerned with modeling and calibration of a single/multi-camera

MMS which utilizes a GNSS/INS unit for geo-referencing the collected data. Therefore, this chapter will be organized as follows:
• The selection of the appropriate mathematical model, which can manipulate the
developed GNSS/INS-assisted multi-camera systems, is introduced in Section
4.2,
• A new system calibration approach, which takes advantage of incorporating linear and planar features along with 3D object points within the same calibration
procedure, is proposed in Section 4.3, and
• The chapter contributions and results are summarized in Section.4.4.

4.2

Modeling of GNSS/INS-Assisted Single/Multi-Camera Systems
This section focuses on selecting the appropriate mathematical model to describe

the imaging geometry of a GNSS/INS-assisted single/multi-camera MMS. As mentioned in Chapter (2), the two-step BA mathematical model is not appropriate to
characterize such systems due to: (i) its reliance on the availability of a calibration
site with GCPs along with a strong data acquisition geometry and (ii) ignoring of cor∗
A PART OF THIS CHAPTER IS LARGELY BASED ON A JOURNAL PAPER (RAVI, R., LIN, Y. J., ELBAHNASAWY, M., SHAMSELDIN, T., & HABIB, A. (2018). SIMULTANEOUS SYSTEM CALIBRATION OF A
MULTI-LIDAR MULTICAMERA MOBILE MAPPING PLATFORM. IEEE JOURNAL OF SELECTED TOPICS
IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, 11(5), 1694-1714).
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relations among EOPs and IOPs. Therefore, only single-step BA models, which can
manipulate the GNSS/INS-assisted multi-camera systems, are considered. Again, as
concluded in Chapter (2), the single-step BA mathematical models encompass three
CCEs-based models along with one MCEs-based model. The schematic architecture
of such single-step approaches for the GNSS/INS-assisted multi-camera system are
shown in Fig. 4.1-4.4. It is important to note that, in Fig.4.1- 4.4, the implicit mounting parameter constraints are represented as dashed lines while the solid lines refer
to the Mounting Parameters (MPs), which are explicitly represented in the model
equation.
It is worth mentioning that the vector and matrix notations used in this context
are as follows:
• rab denotes the coordinates of point ‘a’ relative to point ‘b’ in the coordinate
system associated with point ‘b’, and
• Rab denotes the rotation matrix that transforms a vector deﬁned relative to the
coordinate system ‘a’ into a vector deﬁned relative to the coordinate system ‘b’.

Figure 4.1.: GNSS/INS-assisted multi-camera system modeling scheme for the
added observations model (CCEs with direct consideration of IMU mounting
parameters model).
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Figure 4.2.: GNSS/INS-assisted multi-camera system modeling scheme for the
ROCs model (CCEs with implicit consideration of inter-cameras mounting
parameters model).

Figure 4.3.: GNSS/INS-assisted multi-camera system modeling scheme for the
explicit consideration of mounting parameters model.
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Figure 4.4.: GNSS/INS-assisted multi-camera system modeling scheme for the
direct model (MCEs model).

The ﬁrst three models (i.e., added observation model, the ROCs model, and the
explicit consideration of mounting parameters model) rely on the CCEs illustrated
in Equation 4.1, while the direct model relies on the MCEs, shown in Equation 4.2.
Again, within the ﬁrst three models, the GNSS/INS measurements are considered as
added observations as shown in Equations 4.3 and 4.4. Such observations are repeated
for each camera in the added observation model (denoted as CCEs with direct consideration of IMU mounting parameters). On the other hand, in the direct approach,
the GNSS/INS observations are considered as unknowns with prior information and
reﬁned within the LSA. In addition, the ROCs model (denoted as CCEs with implicit
consideration of inter-cameras mounting parameters) and the explicit consideration
of mounting parameters model use constraints to enforces invariant geometric relationships among cameras. Equations 4.5 and 4.6 show the constraints (represented
in dash lines in Fig. 4.2) for ROCs model, while Equations 4.7 and 4.8 show the
constraints (represented in bold-solid lines in Fig. 4.3) for the explicit consideration
of mounting parameters model. It is important to note that, although the schematic
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diagram for and the direct approach are the same, each approach depends on a different mathematical model. More speciﬁcally, the explicit consideration of mounting
parameters approach relies on the CCEs and imposes geometrical constraints while
the direct approach depends on the MCEs and no constraints are used.
c

rIm = rcmj (t) + λ(i, cj , t)Rcmj (t)ri j (t)

(4.1)
c

rIm = rbm (t) + Rbm (t)rcbr + Rbm (t)Rcbr rccjr + λ(i, cj , t)Rbm (t)Rcbr Rccjr ri j (t)
c

rbm (t) = rcmj (t) + Rcmj (t)rb j
c

Rbm (t) = Rcmj (t)Rbj
cr
Rm
(t1 )

cr
cr
cr
(t1 )Rcmj (t1 ) = Rm
(t2 )Rcmj (t2 ) = ...Rm
(tnl )Rcmj (tnl )
Rm

rcmj (t) = rcmr (t) + Rcmr (t)rccjr ,

(4.3)
(4.4)

h
i
h
i
m
m
m
m
cr
rcj (t1 ) − rcr (t1 ) = Rm (t2 ) rcj (t2 ) − rcr (t2 ) = ...
h
i
cr
m
m
= Rm (tnl ) rcj (tnl ) − rcr (tnl )

Rcmj (t) = Rcmr (t)Rccjr ,

(4.2)

j = 1 : nc − 1
j = 1 : nc − 1

(4.5)

(4.6)
(4.7)
(4.8)

After the extensive review and intensive discussion in Chapter (2), a comprehensive comparison between all single-step BA mathematical models is conducted
to show the eﬀectiveness of each model in representing the imaging geometry of a
GNSS/INS-assisted single/multi-camera MMS, as shown in Table 4.1. In Table 4.1,
features which positively contributes to the GNSS/INS-assisted single/multi-camera
MMS representation are colored in green, and features with negative contribution are
colored in red. A scoring criterion is devised to evaluate each model. The scores of
all models are illustrated in Table 4.2. One should note that nc and nl denote the
number of cameras onboard a mapping platform and the number of exposure stations,
respectively.
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Table 4.1.: Comparison of diﬀerent imaging geometry models for a
GNSS/INS-assisted Multi-camera MMS

Number of EOPs
Number of explicitly
considered MPs
Number of GNSS/INS
prior information
Number of RO
constraints

CCEs-Based

MCEs-Based

Approaches

Approach

Direct

Implicit

Explicit

consideration

consideration

consideration

of IMU-Camera

of inter-camera

of inter-camera

Direct approach

mounting

mounting

mounting

parameters

parameters

parameters

6 × nc × nl

6 × nc × nl

6 × nc × nl

6 × nl

6 × nc

6

6 + 6 × (nc − 1)

6 + 6 × (nc − 1)

= 6 × nc

= 6 × nc

6 × nc × nl

6 × nl

6 × nl

6 × nl

6 × (nc − 1) × nl

—

6 × nc

6 × nc

—

6 × (nc − 1)
×(nl − 1)

The net number
of independent

6 × nc

6 × nc

MP unknowns
Evaluation Features
The same GNSS/INS
observations are
repeated for

Yes

No

No

No

No

Yes

Yes

Yes

Yes(1)

Yes(2)

Yes

Yes

Yes

Yes

Yes

No

all cameras
Handling systems
without
GNSS/INS units
Incorporation of
prior information
regarding MPs
Complexity increases
with increasing
the number of
cameras/epochs
(1) Only camera MPs w.r.t body frame can be used as prior information.
(2) Only the reference camera MPs w.r.t body frame can be used as prior information.
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Table 4.2.: Score-based evaluation of diﬀerent imaging geometry models
CCEs-Based
Approaches
Direct
consideration

MCEs-Based
Approach

Implicit
consideration
of inter-camera

Explicit
consideration
of inter-camera

mounting
parameters

mounting
parameters

0

1

1

1

0

1

1

1

0.5

0.5

1

1

0

0

0

1

0.5/4

2.5/4

3/4

4/4

of IMU-Camera
mounting
parameters
The same GNSS/INS
observations are
repeated for
all cameras
Handling systems
without

Direct approach

GNSS/INS units
Incorporation of
prior information
regarding MPs
Complexity increases
with increasing
the number of
cameras/epochs
Total score

The main features for evaluating diﬀerent models involves answering the next
questions:
• Does the model use the same GNSS/INS observation for more than one camera
within the LSA (i.e., repeated observations)?
• Can the model handle systems without GNSS/INS units?
• Can the model permit the incorporation of the inter-camera mounting parameters prior information as well as the cameras mounting parameters w.r.t the
GNSS/INS unit? and
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• Does the calculation complexity of the adjustment processing increase with
increasing the number of cameras/epochs?
Based on the scores in Table 4.2, the direct approach is the best model that
manipulates GNSS/INS-assisted single/multi-camera MMS since it can overcome all
drawbacks of other models. More speciﬁcally, the advantages of the direct approach
mathematical model can be summarized as:
• It is simple to implement, and such implementation is not aﬀected by the increase in the number of cameras or the number of epochs,
• Prior information regarding mounting parameters among the diﬀerent cameras
can be considered,
• It can work for both indoor or in denied-GNSS environment,
• It can handle systems which are not equipped with a GNSS/INS unit, and
• There is no repeated observations incorporated in the least square adjustment,
which increases the model robustness.
It is worth noting that, in case of extending the direct approach for indoor applications, where the navigation sensor information is not available, the vector rcbr is set to
zero and the rotation matrix Rcbr becomes an identity matrix. In addition, a virtual
navigation unit is considered at the origin of the reference camera and, therefore,
rbm (t) = rcmr (t) and Rbm (t) = Rcmr (t). The ﬁnal multi-camera system model is shown in
Equation 4.9:
c

rIm = rcmr (t) + Rcmr (t)rccjr + λ(i, cj , t)Rcmr (t)Rccjr ri j (t)

(4.9)

To this point, the direct approach is selected as a mathematical model for characterizing and calibrating the GNSS/INS-assisted single/multi-camera MMS. Moreover,
such mathematical model is the core for developing a new system calibration procedure, which will be discussed in the upcoming section.
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4.3

Multi-Camera/Multi-Primitive System Calibration
Although many procedures have been developed for single/multi-camera system

calibration, such system calibration is an area of research that is still under exploration. To be more speciﬁc, in this section, a Multi-Camera/Multi-Primitive (MC/MP)
system calibration is proposed to achieve the following goals:
• Simultaneously incorporate diﬀerent primitives (points, linear features, and
planar features) within the calibration procedures, and
• Combine available control information, which is obtained from diﬀerent sources
(such as LiDARs, satellite images, etc.), along with imagery points/features
within the same calibration procedure.
The focus of the system calibration is to simultaneously estimate the mounting
parameters relating the individual cameras and the onboard GNSS/INS unit using a
calibration procedure that minimizes the discrepancy between conjugate points and
linear/planar features in overlapping images derived from diﬀerent drive-runs/ﬂight
lines. The major contributions of the proposed MC/MP calibration procedure, which
signiﬁcantly overcome the limitations of the state-of-the-art techniques, are as follows:
• Since the proposed approach is a feature-based calibration technique, such approach does not necessarily require exact point-to-point correspondences of any
type (2D2D, 2D3D, or 3D 3D). Instead, this approach uses pseudo-conjugate
points belonging to corresponding features that can be easily extracted.
• In the proposed approach, there is no requirement of any specially designed
calibration targets with known properties to conduct an accurate calibration.
Instead, the calibration can be done using any planar/linear features and distinctly identiﬁable points available in the surrounding environment, such as
building facades, rooftops, traﬃc sign boards, and light poles.
• The proposed calibration approach is capable of simultaneously estimating
the relating an arbitrary number of cameras. Moreover, this approach has the
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ability to simultaneously estimate the intrinsic camera parameters along with
extrinsic mounting parameters.
• The proposed approach is a single-step complete calibration technique that can
estimate the extrinsic calibration parameters relating any number of cameras,
including camera-to-camera, and/or camera-to-GNSS/INS mounting parameters, simultaneously.
• The MC/MP approach is ﬂexible to the type of the mapping system being used,
i.e., the calibration approach can be applied to stationary as well as mobile mapping systems alike. In case of mobile mapping systems, the MC/MP approach
relies on the availability of a GNSS/INS unit. Similarly, it is also applicable to
indoor as well as outdoor mapping systems. Moreover, this approach is generic
to be applied to terrestrial and airborne mapping systems alike.
For the proposed MC/MP approach, ﬁrst, the general mathematical model and
3D point positioning equations used for GNSS/INS-assisted multi-camera system are
introduced. Next, the proposed point pairing- based triangulation approach and the
conventional bundle adjustment based model are compared. Then, proposed MC/MP
calibration strategy is discussed, including: (i) the representation scheme of linear
and planar features in the image and control dataset and (ii) the developed optimal
pairing scheme which is based on an analysis of the contribution of incorporating
image/control points belonging to these features toward the estimation of calibration
parameters. Finally, an iterative calibration procedure is proposed, and its performance is evaluated using experimental datasets collected using the M600 MMS, the
portable vehicle-mount MMS, and the PWMMS. The results are qualitatively evaluated in the mapping frame (3D alignment) as well as the image space (2D alignment).
The accuracy of the calibration procedure is quantiﬁed by the a-posteriori variance
factor of the LSA procedure and the quality of ﬁt of the adjusted point clouds to
planar surfaces and linear features before and after the calibration process. The accuracy obtained after calibration is also compared to the expected accuracy from
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error propagation according to the speciﬁcations of the system components (cameras
and geo-referencing units).

4.3.1

General Mathematical Model for MC/MP System Calibration

The mathematical model of multi-camera system calibration that could be adopted for estimating the desired system parameters while using diﬀerent primitives
(points, linear features, and planar features) and control features is introduced. In
this phase of research, there will be an assumption that the conjugate distinct points
in the overlapping images and/or control features can be identiﬁed. The mathematical formula for point positioning is represented in a symbolic form in Equation 4.10,
where x represents the unknown system parameters, y represents the system measurements, e represents the noise contaminating the system measurements (e ∼ (0, Σ)),
−1
and Σ = σ02 PXY
Z represents the variance-covariance matrix with a-priori variance

factor σ02 and weight matrix PXY Z of that noise vector. Equation 4.11 states that
conjugate points captured in two images, A and B, should have identical coordinates
after removing the noise impact (eA and eB ) and using the true values for the system
parameters x.
rIm = f (y − e, x)

(4.10)

rImA − rImB = f (yA − eA , x) − f (yB − eB , x) = 0

(4.11)

In order to use the LSA formula, Equation 4.10 must be linearized using Tayler’s
series expansion which is shown on the right side of Equation 4.12. The terms
fA and fB represent the predicted point coordinates reconstructed using the noisecontaminated measurements and the approximate values for the system parameters,
for image A and B, respectively. The terms JxA and JxB represent the Jacobian
matrices relative to the system parameters for image A and B, respectively. The
terms JyA and JyB represent the Jacobian matrices relative to the system measurements for the image A and B, respectively.
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rImA − rImB ≈ fA − fB + JxA δx − JyA eA − JxB δx + JyB eB

(4.12)

The Jacobian matrices are evaluated using the available measurements and the
approximate system parameter values. The theoretical basis of the proposed multicamera calibration algorithm here is that the derived point coordinates from diﬀerent
images are compared and use the observed discrepancies to estimate the unknown
system parameters. Therefore, we take the predicted coordinates, fA and fB , and put
them on the left side leaving the unknowns on the right side. The ﬁnal representation
of the calibration mathematical model is illustrated in Equation 4.13.

fA − fB = (JxB − JxA )δx + (JyA eA − JyB eB )

(4.13)

(JyA eA − JyB eB ) ∼ (0, JyA ΣA JyTA , JyB ΣB JyTB )
The above discussion is concerned with conjugate points that can be identiﬁed in
overlapping images. When it comes to conjugate points that can be identiﬁed in a
control feature, and an image A, similar set of equations could be derived as seen as
seen in Equations 4.14 - 4.16. The noise-free control point is represented as rImC , and
the noise-contaminated control point is represented as rImC . The noise contaminating
0

the control point is represented as eC (eC ∼ (0, ΣC )) , and its variance-covariance
matrix is represented as ΣC .
rImA − rImC = f (yA − eA , x) − (rImC − eC ) = 0

(4.14)

rImA − rImC ≈ fA − rImC + JxA δx − JyA eA + eC

(4.15)

0

0

fA − rImC = −JxA δx + (JyA eA − eC )
0

(JyA eA − eC ) ∼ (0, JyA ΣA JyTA + ΣC )

(4.16)
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Equations 4.11-4.16 are simultaneously used in LSA to solve for the unknown
system parameters [96]. The corrections to the approximate values of unknown parameters δx are estimated within the LSA to minimize the sum of squares of weighted
0

0

residuals eT PXY Z e, where PXY Z is the modiﬁed weight matrix of the noise vector.

4.3.2

Methodology for MC/MP System Calibration

The conceptual basis for multi-camera/multi-primitive system calibration is to
minimize the discrepancies among conjugate points, linear features, and/or planar
features obtained from diﬀerent cameras and/or drive-runs/ﬂight lines. Fig. 4.5
shows a ﬂowchart listing the steps involved in calibration. Each of these steps is
discussed in more detail in the forthcoming sections.

Figure 4.5.: Flowchart of the steps involved in the proposed calibration strategy.

4.3.2.1

Point Positioning for a GNSS/INS-Assisted Multi-Camera System

A typical GNSS/INS-assisted multi-camera system involves three coordinate systems (i.e., mapping frame, IMU body frame, and camera coordinate frame). A given
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object point, I, captured in an image as point, i, from a mobile mapping system comprised of multiple cameras can be reconstructed in the mapping coordinate system
using the MCEs (direct approach) illustrated in Equation 4.2 which is graphically
shown in Fig. 4.6.
For the camera coordinate frame, the origin is deﬁned at the perspective center
and the x,y-axes are deﬁned along the direction of the rows and columns of the
image, respectively. The z-axis of the camera coordinate system deﬁnes a righthanded coordinate system. So, the coordinates of a point in an image captured by
c

camera cj relative to the camera coordinate system ri j (t) is deﬁned by Equation 4.10.
c

c

Here, xpj and ypj denote the location of the principal point,f cj denotes the principal
distance, and Δx(i, cj , t) and Δy(i, cj , t) denote the distortion in image coordinate
measurements for point i captured by j th camera at time t. These intrinsic parameters
c

c

(xpj , ypj , f cj , Δx(i, cj , t), Δy(i, cj , t)) are known a-priori for a calibrated camera. For a
multi-camera system, one of the cameras is set as reference and the rest are considered
to be slave cameras. The reference camera cr is related to the IMU body frame by a
rigidly deﬁned lever arm rcbr and boresight matrix Rcbr . Similarly, each slave camera
cj is related to the reference one cr by a rigidly deﬁned lever arm rccjr and boresight
matrix, Rccjr . Finally, each point i in an image captured by camera cj at time has a
scaling factor associated with it, which is denoted by λ(i, cj , t).
In case of a conventional photogrammetric bundle adjustment for single/multicamera systems, Equation 4.2 is modiﬁed in order to eliminate the scaling factor.
The terms in this equation are, ﬁrst, rearranged to produce Equation 4.18 which is
further simpliﬁed to result in Equations 4.19a and 4.19b, where the scaling factor has
been eliminated by reducing three equations to two. In this model, the unknowns
involved for an image point are its 3D mapping frame coordinates, rIm (assuming
that the intrinsic camera parameters, GNSS/INS position and orientation, and intersensor mounting parameters are available). So, if a point I is observed in m diﬀerent
images, then based on the conventional model, there will be a total of 2m equations
in 3 unknowns, thus resulting in a Point Deﬁnition Redundancy (PDR) of 2m − 3.
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Figure 4.6.: Illustration of point positioning of a GNSS/INS-assisted multi-camera
system.

⎡

⎤
c
c
c
xi j (t) − xpj − Δxi j (t)
⎢
⎥
⎢
⎥
c
ri j (t) = λ(i, cj , t) ⎢ yicj (t) − ypcj − Δyicj (t) ⎥
⎣
⎦
cj
−f
c

ri j (t) =

h
i
1
b
(t) rIm − rbm (t) − Rbm (t)rcbr − Rbm (t)Rcbr rccjr
Rccrj Rbcr Rm
λ(i, cj , t)
⎡
⎤
0
N (I, cj , t)
⎢ x
⎥
1
⎢ 0
⎥
=
⎢Ny (I, cj , t)⎥
λ(i, cj , t) ⎣
⎦
0
D (I, cj , t)

Nx0 (I, cj , t)
+ Δxcji (t)
D0 (I, cj , t)
Ny0 (I, cj , t)
c
+ Δcyji (t)
yi j (t) = ypcj − f cj 0
D (I, cj , t)
c

xi j (t) = xpcj − f cj

(4.17)

(4.18)

(4.19a)
(4.19b)
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In this research, a new approach for bundle adjustment is proposed, which uses
point-pairings between various image points. This model is introduced in the forthcoming section and also compared to the conventional bundle adjustment to examine
the equivalence of the two models in terms of their parameter estimation ability.

4.3.2.2

New Point-Pairing-Based Bundle Adjustment and Its Comparison to the Conventional Model

For the MC/MP calibration procedure, a point-pairing-based bundle adjustment
approach is proposed where Equation 4.2 is retained in its original form, i.e., the scaling factors are not eliminated by reducing the three equations to two. Rather, the
scaling factors are treated as unknowns to be estimated. This model aims to eliminate
the 3D mapping frame coordinates of a point in order to allow for the estimation of
scaling factors for the corresponding image points along with the calibration parameters. This is achieved by imposing an equality constraint on the derived 3D mapping
frame coordinates from diﬀerent image points representing the same object point by
pairing them together. For instance, for a point I captured in two diﬀerent images
(as i and i0 ), one by camera cj at time t1 and another by camera ck at time t2 , the
diﬀerence between the mapping coordinates computed from both images should be
zero, as illustrated in Equation 4.20, and shown in Fig. 4.7.

rIm (cj , t1 ) − rIm (ck , t2 ) = 0

(4.20)

Here, the unknowns include the scaling factors for the two image points λ(i, Cj , t1 )
and λ(i0 , Ck , t2 ). So, if a point I is observed in m diﬀerent images, then based on
this model, there will be a total of m − 1 independent pairings between the images,
where each pairing would result in three equations and each image point will have
an associated scaling factor. Hence, there will be a total of 3(m − 1) equations in m
unknowns (scaling factors), thus resulting in a point deﬁnition redundancy of 2m − 3.
This is the same as that obtained for the conventional model for bundle adjustment.
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The identical point deﬁnition redundancy, in turn, proves the equivalence of the
traditional model and the proposed point-pairing-based bundle adjustment. In this
research, the new point-pairing model is used as it facilitates having a direct expression
of the 3D mapping frame coordinates for the image points so that they can also be
paired with the corresponding control points/features; as will be discussed in the
forthcoming sections.

Figure 4.7.: Schematic representation of a conjugate point in imagery data.

4.3.2.3

Representation Scheme

Linear features:A linear feature appearing in an image is represented by a
sequence of pseudo-conjugate points lying along the feature. Here, the term pseudoconjugate points refers to points that are not distinctly identiﬁable in diﬀerent images
but are known to belong to the same feature. One should note that the linear features
under discussion are control features. The representation of a control linear feature in
two images is schematically illustrated in Fig. 4.8(a) and depicted for a light pole in
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Fig. 4.8(b) and 4.8(c). In outdoor calibration, various linear features can be extracted
and used, such as ﬂag poles, light poles, physical intersections of neighboring planar
features. Note that points along a control linear feature are labeled the same, thus
denoting that the points are indistinct in nature. Therefore, the only identiﬁcation of
a point is by the feature that it belongs to and there is no assumption about having
conjugate points among diﬀerent images. In the imagery data, control linear features
are extracted by manually measuring image coordinates for pseudo-conjugate points
along corresponding features.

Figure 4.8.: (a) Linear feature representation scheme in imagery and control data.
(b) Image points along a control linear feature (light pole). (c) Control data along
the same linear feature.

Planar features: A planar feature appearing an image is represented by distinct
points, such as the corners, along the feature, as shown schematically in Fig.4.9(a).
Another way in representing planar features in image space is by pseudo conjugate
points along the feature. One should note that the planar features under discussion
are control features. For instance, the representation for a checkerboard target is
depicted in Fig. 4.9(b) and 4.9(c). The image points belonging to each planar control
feature will have distinct labels (speciﬁc to the corresponding object point). For
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imagery data, the image coordinates of distinctly identiﬁable points along a control
planar feature (corners or center) are manually measured.

Figure 4.9.: (a) Planar feature representation scheme in imagery and control data.
(b) Image points along a control planar feature (checkerboard target). (c) Control
data along the same planar feature.

4.3.2.4

Development of an Optimal Pairing Scheme for Calibration

After the representation scheme has been established for the diﬀerent types of
features used for calibration, the next step is proceeding to analyze the contributions
of such features toward calibration. The mapping frame coordinates of a point I captured in an image can be derived using Equation 4.2. Consequently, the calibration
objective function is to ﬁnd the system parameters that minimize the discrepancies
between the 3D coordinates of a point I derived from diﬀerent drive-runs/ﬂight lines.
In case of a multi-camera system, these discrepancies can arise from two types of pairings, image-to-image pairing, and image-to-control feature pairing, as demonstrated
in Equations 4.21 and 4.22, respectively. The term pairing refers to a point (say, I)
observed in two images, or one image and a control feature.
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Image-to-image
Image-to-control feature

rIm (cj , t1 ) − rIm (ck , t2 ) = 0
rIm (cj , t1 ) − rIm (controlf eature) = 0

(4.21)
(4.22)

Now, the contribution of each of the above mentioned pairings toward calibration is analyzed for points, linear features, and planar features. One should note
that each point pair serves two purposes: (i) ﬁrst is the derivation of 3-D mapping
frame coordinates of the involved points and (ii) second is the estimation of system
calibration parameters. Thus, in order to determine the contribution from a pairing
toward system calibration, the point deﬁnition redundancy is computed, as a result
of image-to-image, and image-to-control feature pairings. One should note that there
is a unique scaling factor associated with each image point, which is an additional
unknown for its 3D mapping frame coordinates.
Point-based pairings: Let us consider a point I is captured in diﬀerent images.
There can be a total of m − 1 independent image-to-image pairings for this point.
Each point pairing will result in a random misclosure vector ~e, as shown in Equation
4.23.
rIm (image1 ) − rIm (image2 /GCP ) = ~e

(4.23)

For a conjugate point pairing, the discrepancy ~e is minimized along the X, Y, and
Z directions of the mapping frame, thus resulting in three equations for each point
pair. One should note that an image-to-image point pairing would introduce a scaling
factor corresponding to each image. As a result, there will be three equations and
two unknowns, and the PDR will be one. Similarly, an image-to-control point pairing
will give rise to three equations and one unknown (scaling factor corresponding to
one image point since the control point is known), and thus, the PDR will be two.
Linear-feature-based pairings: As discussed before, a linear feature is represented by a sequence of pseudo-conjugate points along the feature. For a Ground
Control Line (GCL), each pseudo-conjugate point pairing will result in a random
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~ , as shown in Fig.
misclosure vector ~e along with a nonrandom misclosure vector D
4.10(a) and expressed mathematically in Equation 4.24.
~ + ~e
rIm (image1 ) − rIm (image2 /GCL) = D

(4.24)

In this case, the discrepancy of the resultant point pair should be minimized
only along the two directions that are normal to the axial direction of the linear
feature, thus resulting in two equations from each pseudo-conjugate point pair. This
is achieved by applying a modiﬁed weight matrix to the point pair, which nulliﬁes
the component of their discrepancy along the axial direction of the linear feature.
This modiﬁed weight matrix is derived from a control feature. Note that an image
can never be used to derive the modiﬁed weight matrix since each feature point in an
image has a diﬀerent unknown scaling factor. Thus, image points cannot be used to
derive a reliable feature direction in object space.
In summary, if a linear feature is captured in m diﬀerent images, then there will be
a total of m independent image-to-control pairings for each pseudo-conjugate point
along the feature. Each pseudo-conjugate image-to-control point pairing will result
in two equations and one unknown (scaling factor corresponding to the image point),
and the PDR will be one. However, the case of image-to-image point pairing will
result in two equations and two unknown (a scaling factor corresponding to each
image point), and the PDR will be zero. This implies that image-to-image pairings
along control linear features will not make a contribution towards the estimation of
the calibration parameters.
Planar-feature-based pairings: A planar feature is represented by a sequence
of pseudo-conjugate points along the feature. For a Ground Control Plane (GCPl),
each pseudo-conjugate point pairing will result in a random misclosure vector ~e along
~ , as shown in Fig. 4.10(b) and expressed
with a nonrandom misclosure vector D
mathematically in Equation 4.25.
~ + ~e
rIm (image1 ) − rIm (image2 /GCP l) = D

(4.25)
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Figure 4.10.: The discrepancy vector between pseudo-conjugate points along
corresponding (a) linear and (b) planar features.

So, the discrepancy of the resultant point pair is minimized only along the direction normal to the planar surface, thus resulting in only one equation from each
pseudo-conjugate point pair. Again, this is achieved by deriving a modiﬁed weight
matrix using the normal direction of the planar surface based on the points from the
corresponding control feature. This matrix would retain only the component of the
discrepancy along the normal direction of the planar feature and nullify the other two.
Similar to the discussion for linear features, an image cannot be used as reference for
planar features as well. So, all the images are paired to a control feature.
In summary, if a planar feature is captured in m diﬀerent images, then there will
be a total of m independent image-to-control pairings for each pseudo-conjugate point
along the feature. Each pseudo-conjugate image-to-control point pairing will result in
one equation and one unknown (scaling factor corresponding to the image point), and
the PDR will be zero. This implies that such pairings will not make a contribution
towards the estimation of the calibration parameters. However, this model can be
modiﬁed slightly by incorporating unique points belonging to a planar feature (such
as the corners or center of a board) in diﬀerent images. Incorporating unique points
belonging to a planar feature (such as, the corners or center of a board) would enable
image-to-image point pairings. As a result, there will be three equations and two
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scaling factors unknowns, and the PDR will be one. The image-to-control (planar
feature) point pairing will result in one equation and one unknown (a scaling factor
corresponding to an image point). However, the unknown scaling factors of imageto-control (planar feature) point pairing is already considered through the image-toimage point pairings. Hence, for a stereo-pair and pseudo conjugate points along
a control planar feature, the PDR for unique points belonging to a planar-feature
pairing is increased to 2. For n images (n − 1 image pairs), considering n scale factor
unknowns, the PDR for image-to-image point pairings will be 2n − 3. Taking into
account the contribution of the image-to-control (planar feature) point pairing for
the same n images will increase the PDR to 2n − 2 for unique points belonging to n
images and pseudo conjugate points along a control planar feature.
Based on this discussion, the following pairing scheme is optimal in order to conduct MC/MP system calibration:
• Image-to-image conjugate point pairing (PDR = 1),
• Image-to-GCP conjugate point pairing (PDR = 2),
• Image-to-control (linear feature) pseudo-conjugate point pairing (PDR = 1),
and
• Unique points belonging to n images and pseudo conjugate points along a control
planar-feature-based pairing (PDR = 2n − 2).

4.3.3

Implementation of the Proposed Calibration Strategy

In this section, the proposed strategy to simultaneously estimate the mounting
parameters of several cameras onboard a mobile platform using tie points and control
features (e.g., planar and linear features) is summarized. After collecting data from
several drive-runs/ﬂight lines, images captured from diﬀerent cameras and drive runs/
ﬂight lines are used to measure the image coordinates of the points belonging to
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control features. The control features are provided by any non-traditional mapping
technique; e.g., control primitives from LiDAR point clouds.
The multi-camera/multi-primitive system calibration is based on minimizing the
discrepancies among conjugate points, linear features, and/or planar features obtained from diﬀerent cameras, control features, and/or drive-runs/ﬂight lines. The
conﬁguration used in a calibration mission is one where there are suﬃcient target
primitives to establish a control in all three directions (along track, across track, and
vertical directions). Moreover, the drive-run/ﬂight line conﬁguration should include
tracks in the same as well as opposite directions with diﬀerent lateral separations
between them. This research carries out a calibration procedure where the discrepancy among extracted points/features is minimized using a modiﬁed weight matrix
to derive mounting parameters through an LSA process. One should note that the
parameters which need to be estimated are the scaling factors for all the points measured in diﬀerent images λ(i, Cj , t), the lever arm (ΔX, ΔY, ΔZ), and boresight angles
(Δω, Δφ, Δκ) for all cameras. One should note that due to the generic nature of the
proposed calibration model, it is also capable of simultaneously estimating the intrinsic parameters of all the cameras by using a suﬃciently large number of conjugate
point/feature pairs between diﬀerent images captured from diﬀerent drive-runs/ﬂight
lines. Now, we proceed to the evaluation of the proposed calibration technique using
experimental results for diﬀerent mobile mapping systems (airborne and terrestrial).

4.3.4

MC/MP Experimental Results

In this research, three diﬀerent mobile mapping platforms, which are the M600
UAV-based system, the portable vehicle-mount system, and the PhenoRover system,
are used to collect photogrammetric data for 3D point cloud reconstruction. The
system speciﬁcations are provided in Chapter (3), while the dataset descriptions and
the calibration results for each of these systems are discussed in more detail in the
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forthcoming sections. It is important to note that the control features data are
obtained from a LiDAR point cloud.

4.3.4.1

MC/MP System Calibration for the M600 UAV-Based MMS

The dataset used for evaluating the performance of the proposed calibration
strategy for an airborne mobile mapping system was captured by the M600 UAVbased MMS. As introduced in Chapter (2), the M600 UAV-based MMS comprises of
a DJI M600 platform carrying a Sony Alpha 7R (ILCE-7R) camera, along with an
APX-15 V2 as the GNSS/INS unit. A Raspberry Pi module is used to trigger the
camera. The M600 UAV-based MMS is shown in Fig. 4.11.

Figure 4.11.: The M600 UAV-based MMS.

The calibration procedures are concerned with determining the Sony Alpha 7R
camera mounting parameters relative to the APX-15 V2 GNSS/INS navigation unit.
For such GNSS/INS unit, the post-processing accuracy of the navigation information is 2-5 cm in position and the accuracy of the roll/pitch and heading are 0.025◦
and 0.08◦ , respectively. An error propagation for image-based 3-D point positioning is conducted according to the speciﬁcations of the system components (cameras,
and geo-referencing units). The considered accuracy values are the GNSS/INS posi-
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tion/orientation information accuracy along with the error in image coordinate measurement (∼2 pixels), pixel size (4.86 µm ), the accuracy of the estimated mounting
parameters (lever arm accuracy is ± 1 cm and boresight angles accuracy is 0.02◦ ),
and the intersection accuracy according to the overlap between successive images
(∼70%). The results indicate an expected accuracy of 6 cm for a ﬂying height of 20
m. It is important mentioning that the control features are obtained from a LiDAR
datasets. Sixteen specially designed highly reﬂective boards (75 cm wide stop signs,
90 cm × 60 cm wrong way signs, and 60 cm × 60 cm checkerboard targets) are used
as high-intensity regions in the control data, and, meanwhile, each of their corners
can be distinctly identiﬁed and paired in diﬀerent images. Five hut-shaped target
boards (with two 60 cm × 120 cm planar boards) are also deployed, with their ridges
oriented perpendicular to each other. The two surfaces corresponding to each of these
huts are used as planar features for calibration, and their ridges are used as conjugate
linear features between the images and the control point clouds from diﬀerent ﬂight
lines. All these features ensure enough control along the X, Y, and Z directions. In
this experiment, the ﬂight path of the UAV comprises ten ﬂight lines at a ﬁxed height
of 20 m above the ground, with diﬀerent directions and lateral distances between
them. The ﬂight lines cover the calibration primitives at an approximate speed of
1.5 miles/h. The camera is set to capture images at an interval of 1.5 seconds. Fig.
4.12(a) shows a portion of the calibration test ﬁeld with the calibration primitives
circled in red. Fig. 4.12(b) shows the conﬁguration of ﬂight lines and target primitives, where PB denotes the used planar boards, and LH denotes the linear hut ridges.
One should note that the coordinate measurements from each image can be paired to
a reference image in case of conjugate points or the corresponding control feature in
the case of pseudo-conjugate points along a feature. A total of 155 images were used
to measure the image coordinates for various calibration primitives, where each target
primitive was observed in ∼15-20 images captured in diﬀerent ﬂight lines. Finally,
the proposed calibration procedure was applied to obtain the mounting parameters
for the onboard Sony Alpha 7R camera.
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Figure 4.12.: M600 UAV-based system. (a) Calibration test ﬁeld. (b) Conﬁguration
of ﬂight lines and calibration primitives.

The initial approximations of all the mounting parameters and the ﬁnal results
(along with their standard deviations) after calibration are listed in Table 4.3, where
the parameters highlighted in red are ﬁxed during calibration. One should note
that the camera planimetric lever arm components (ΔX,ΔY ) are ﬁxed (obtained
from manual measurements). Only the vertical lever arm component (ΔZ) and the
boresight parameters (Δω, Δφ, Δκ) for the camera are estimated. Considering that
all the ﬂight lines used for calibration are at the same ﬂying height, and according to
the previous work by Habib et al. [97], diﬀerent ﬂying heights are required in order
to eliminate the correlation between the planimetric lever-arm components and the
boresight angles. Here, the lever arm components are measured to an accuracy of
about 1 cm. Any loss of accuracy in the planimetric lever-arm components would be
accounted for in the boresight angles estimation, thus preventing any loss of accuracy
in point positioning after calibration due to slightly inaccurate manual measurements.
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The proposed calibration strategy is capable of estimating the intrinsic camera parameters (e.g., the location of principal point and the principal distance), but according
to [98], these can be estimated along with the mounting parameters only if images
captured from diﬀerent heights are available.
Table 4.3.: The mounting parameters before and after calibration of the M600
UAV-based MMS
Sony Alpha 7R Camera Mounting Parameters ( rcb and Rcb )
ΔX(m) ΔY (m) ΔZ(m) Δω(◦ ) Δφ(◦ ) Δκ(◦ )
Initial
0.13
-0.03
0.05
180
0
-90
Final
0.13
-0.03
0.027
179.772 -0.234 -90.413
Standard Deviation
Fixed
Fixed
0.052
0.039
0.039
0.073

A qualitative evaluation of the calibration results is conducted in two diﬀerent
ways:
• Checking the alignment in object space by comparing control data and the
computed image-based object points using the GNSS/INS position and orientation information, the estimated mounting parameters for the cameras, and the
estimated scaling factors for the image points; and
• Checking the alignment in image space by comparing the back projection of
image-based object points and control after calibration.
Fig. 4.13 shows the control and image-based object points (in blue and red,
respectively) for a checkerboard target and a hut-shaped target in the object space
after calibration. One can see that the corners of the checkerboard target measured in
diﬀerent images align well with the control points. Similarly, the image points along
the hut ridge are aligned in 3D with the corresponding control points. Fig. 4.14 and
4.15 show the alignment of the back projected imagebased object points and control in
image space by assigning a blue color to the pixels corresponding to the control feature
points and red color to those corresponding to the object points derived from image
measurements and the estimated calibration parameters for checkerboard target and
hut-shaped target, respectively.
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The square root of the a-posteriori variance factor (σ̂0 ), which is 2.07 cm after
calibration in this case, represents the average compatibility between all the conjugate
and pseudo-conjugate point pairings. This is better than the expected accuracy (from
error propagation) of around 5-6 cm for a ﬂying height of 20 meters according to the
accuracies of the hardware involved. For quantitative analysis, the Root Mean Square
Error (RMSE) of the normal distance of image-based object points from best-ﬁtting
plane/line for control features before and after system calibration are listed in Table
4.4. Here, the points used to evaluate the RMSE are actually the ones that were
used to determine the mounting parameters. So, these RMSE values computed for
the ﬁtting residuals for all the features indicate the internal accuracy of calibration.
In Table 4.4, the number of control points are the total number of LiDAR points
belongs to a control linear/planar feature, while the number of image points is the
total number of points belongs to the same linear/planar feature, which is seen in all
images.

Figure 4.13.: Qualitative evaluation of 3-D alignment between control (blue) and
image-based object points (red) after calibration. (a) Specially designed
checkerboard target and its corners. (b) Front view of the hut-shaped target. (c)
Top view of the same hut-shaped target.
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Figure 4.14.: Qualitative evaluation of 2-D alignment between control data (blue)
and image-based object points (red) along the hut-shaped targets

Figure 4.15.: Qualitative evaluation of 2-D alignment between control data (blue)
and image-based object points (red) along the checkerboard targets.
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Table 4.4.: Calibration of the M600 UAV-based system: RMSE of plane/line ﬁtting
Feature ID
Board 0
Board 1
Board 2
Board 3
Board 4
Board 5
Board 6
Board 7
Board 8
Board 9
Board 10
Board 11
Board 12
Board 13
Board 14
Board 15
Ridge
Ridge
Ridge
Ridge
Ridge

4.3.5

0
1
2
3
4

Number of
Number of
RMSE
control feature
image
Before
points
points
calibration
Reﬂective Boards
4,377
145
0.040
4,610
155
0.037
2,521
157
0.036
2,465
168
0.037
5,276
142
0.040
2,462
162
0.039
2,184
168
0.036
4,654
150
0.036
4,418
144
0.034
2,402
171
0.034
4,595
143
0.039
4,712
149
0.034
4,710
147
0.036
4,386
151
0.033
4,220
148
0.034
2,476
165
0.035
Hut Ridges
732
172
0.107
520
195
0.096
647
168
0.111
627
186
0.122
785
182
0.114

RMSE
After
calibration
0.021
0.019
0.019
0.020
0.023
0.023
0.022
0.019
0.018
0.020
0.026
0.022
0.023
0.024
0.021
0.021
0.018
0.017
0.014
0.018
0.018

MC/MP System Calibration for the Portable Vehicle-Mount MMS

As illustrated in Chapter (2), the portable vehicle-mount MMS consists of a
FLIR Flea-2G camera, which is directly georeferenced by a Novatel SPAN-IGM unit,
as shown in Fig. 4.16. The calibration procedures is concerned with determining
the FLIR Flea-2G camera mounting parameters relative to the Novatel SPAN IGM
GNSS/INS unit. For such GNSS/INS unit, the post-processing accuracy of the position information less than 2 cm in position and the estimated accuracy of the roll/pitch
and heading are 0.015◦ and 0.08◦ , respectively [99].
An error propagation for image-based 3-D point positioning is conducted according
to the speciﬁcations of the system components (cameras, and geo-referencing units).
The considered accuracy values are the GNSS/INS position/orientation information
accuracy along with the error in image coordinate measurement (∼2 pixels), the prin-
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cipal distance (12 mm), pixel size (3.45 µm), the accuracy estimating the mounting
parameters (lever arm accuracy is ± 1 cm and boresight angles accuracy is 0.02◦ , and
the intersection accuracy according to the overlap between successive images (∼80%).
The results indicate an expected image-based 3-D point positioning accuracy of ∼2-20
cm for objects at distance of 5-100 m, respectively.

Figure 4.16.: The portable vehicle-mount MMS.

The targets deployed for the M600 UAV-based system calibration (specially designed boards and hut-shaped targets) were deployed again for the calibration of the
portable vehicle-mount system. However, instead of the boards being horizontal, they
are vertical and perpendicular to each other. Fig. 4.17(a) shows the calibration test
ﬁeld, and Fig. 4.17(b) shows the conﬁguration of drive runs and target primitives,
where PB denotes highly reﬂective planar boards, L denotes light poles, and LH denotes linear hut ridges. The boards and huts, along with ﬂag poles, ensure enough
control along the X, Y, Z directions. In this experiment, eight drive runs having
a length of approximately 40 m each, with diﬀerent directions and lateral distance
between them, were made around the calibration primitives at an approximate speed
of 4 miles/h. The camera is set to capture images at an interval of 1 second. A total
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of 45 images were used to measure the image coordinates for the diﬀerent calibration
primitives.

Figure 4.17.: The portable vehicle-mount system: (a) Calibration test ﬁeld, and (b)
Conﬁguration of drive-runs and calibration primitives.

The initial approximations and the ﬁnal results (along with their standard deviations) of all the mounting parameters are listed in Table 4.5. One should note
that the lever arm parameters (ΔX,ΔY ) for the camera are ﬁxed during the calibration procedure as they are highly correlated with the boresight angles of the camera
because of the narrow angular ﬁeld of the view of the Flea-2G camera.

104
Table 4.5.: The mounting parameters before and after calibration of the portable
MMS
Flea-2G Camera Mounting Parameters ( rcb and Rcb )
ΔX(m) ΔY (m) ΔZ(m) Δω(◦ ) Δφ(◦ )
Initial
0.27
0.19
0.328
90
-5
Final
0.27
0.19
0.313
92.003 -5.284
Standard Deviation
Fixed
Fixed
0.038
0.041
0.034

Δκ(◦ )
0
-1.535
0.065

Fig. 4.18 and 4.19 depict the qualitative evaluation of the calibration. More
speciﬁcally, Fig. 4.18 shows the control and image-based object points (in blue and
red, respectively) for a specially designed board, a checkerboard, a hut-shaped targets,
and a ﬂag pole in the object space (3D) after calibration. Fig. 4.19 shows the
alignment of the back projected imagebased object points and control in image space
(2D) by assigning a blue color to the pixels corresponding to the control feature
points and red color to those corresponding to the object points derived from image
measurements and the estimated calibration parameters for checkerboard target and
hut-shaped target, respectively.

Figure 4.18.: Qualitative evaluation of 3D alignment between control (blue) and
image-based object points (red) after calibration: (a) specially designed boards and
their corners, (b) hut-shaped target, and (c) ﬂag pole.
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Figure 4.19.: Qualitative evaluation of 2D alignment between control data (blue)
and image-based object points (red) after calibration for the car-mount system.

The square root of the a-posteriori variance factor (σ̂0 ) after calibration is 1.73
cm in this case. This is better than the expected accuracy of around 5 cm for a
range of 30 m according to the accuracies of the hardware involved. Similar to a
UAV-based system, The RMSE of the normal distance of image-based object points
from best-ﬁtting plane/line for control features before and after system calibration
are listed in Table 4.6, which indicates the validity of the proposed system calibration
procedure. Again, in Table 4.6, the number of control points are the total number of
LiDAR points belongs to a control linear/planar feature, while the number of image
points is the total number of points belongs to the same linear/planar feature, which
is seen in all images.
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Table 4.6.: Calibration of the portable vehicle-mount system: RMSE of plane/line
ﬁtting.
Feature ID
Board
Board
Board
Board
Board
Board
Board
Board

0
1
2
3
4
5
6
7

Ridge
Ridge
Ridge
Ridge

0
1
2
3

Pole 0
Pole 1
Pole 2

4.3.5.1

Number of
Number of
RMSE
control feature
image
Before
points
points
calibration
Reﬂective Boards
20,184
56
0.414
78,007
56
0.365
105,227
93
0.301
47,266
57
0.405
958
64
0.149
582
82
0.210
4,378
88
0.246
10,397
67
0.407
Hut Ridges
3,775
18
0.238
5,308
64
0.290
7,660
37
0.525
4,498
65
0.285
Light Poles
41,810
64
0.934
33,929
66
0.934
39,361
66
0.894

RMSE
After
calibration
0.020
0.028
0.028
0.030
0.013
0.016
0.020
0.017
0.020
0.019
0.018
0.018
0.032
0.033
0.031

System Calibration for the PhenoRover

The mobile mapping system onboard the PhenoRover consists of two FLIR Flea2G cameras, which are directly georeferenced by an Applanix POS LV 125 unit, as
illustrated in Fig. 4.20. Both cameras capture images at a rate of one frame per
second, thus leading to a stereo pair of images every second. For the POS LV 125,
the post-processing accuracy in position can be 2-5 cm and the estimated accuracy
for the roll/pitch and heading can be 0.025◦ and 0.06◦ , respectively [89]. Based on the
focal length (12 mm), pixel size (3.45 µm) an error of 2 pixels in image coordinate
measurement, the accuracy of GNSS/INS position/orientation and mounting parameters, and the height-to-base ratio (∼4.5), an error propagation for image-based 3-D
point positioning indicates an expected accuracy of 5 cm for images captured from a
height of ∼5 m.
The setup of calibration primitives is similar to the one used for the car-mount
system. In this experiment, ten drive runs, with diﬀerent directions and lateral dis-
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tances between them, were made around the calibration primitives at an approximate
speed of 1.5 miles/h. A total of 132 images from both cameras were captured used to
measure the image coordinates for the diﬀerent calibration targets, where each target
primitive was observed in about 15 images. Fig. 4.21(a) shows the calibration test
ﬁeld and Fig. 4.21(b) shows the conﬁguration of drive-runs and boards, where PB
denotes highly reﬂective planar boards, L denotes light poles, and LH denotes linear
hut ridges.

Figure 4.20.: The PhenoRover MMS.

The initial approximations and the ﬁnal results (along with their standard deviations) of all the mounting parameters are listed in Table 4.7. The initial estimates of
the mounting parameters relating the reference and slave cameras are set to the values
from indoor stereo-camera calibration. For the PhenoRover system, the planimetric
lever arm components (ΔX,ΔY ) for the cameras are ﬁxed during the calibration procedure as they are highly correlated with the boresight angles of the cameras. The
planimetric lever-arm components relating the reference camera to the IMU body
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frame are obtained from manual measurements, whereas the ones relating the slave
camera to the reference camera are derived from an indoor stereo-camera calibration. It should be noted that the parameters obtained from the proposed calibration
strategy closely match the results from indoor calibration.

Figure 4.21.: PhenoRover-based system: (a) Calibration test ﬁeld, and (b)
Conﬁguration of drive-runs and calibration primitives.

Fig. 4.22 and 4.23 depict the qualitative evaluation of the calibration by showing the alignment of control and image points belonging to diﬀerent features in the
mapping space (3D) and image space (2D), respectively. The square root of the aposteriori variance factor (σ̂0 ) after calibration is 1.73 cm in this case, which is better
than the expected accuracy of around 3 cm according to the accuracies of the hardware involved. The RMSE of the normal distance between the image-based object
points and best-ﬁtting plane/line for control features before and after camera calib-
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ration are listed in Table 4.9. The RMSE results indicate a signiﬁcant improvement
in the alignment of the features. Again, in Table 4.8, the number of control points
are the total number of LiDAR points belongs to a control linear/planar feature,
while the number of image points is the total number of points belongs to the same
linear/planar feature, which is seen in all images.
Table 4.7.: The mounting parameters before and after calibration of the
PhenoRover MMS
Reference Camera: Flea-2G (Left) Camera Mounting Parameters (rcbL and RcbL )
ΔX(m) ΔY (m) ΔZ(m) Δω(◦ )
Δφ(◦ )
Δκ(◦ )
Initial
1.35
-0.95
-0.28
180
0
-90
Final
1.35
-0.95
-0.281 180.263 -25.046
-90.167
Standard Deviation
Fixed
Fixed
0.062
0.091
0.092
0.141
Flea-2G (Right) Camera Mounting Parameters (rcbR and RcbR )
Initial
1.124
0.005
-0.005
-0.358
16.663
-0.459
Final
1.124
0.005
-0.005
-0.358
16.663
-0.459
Standard Deviation
Fixed
Fixed
0.064
0.093
0.093
0.140

Figure 4.22.: Qualitative evaluation of 3-D alignment between control (blue) and
image-based object points (red) after calibration. (a) Checkerboard target and its
corners. (b) Ridge of the hut-shaped target.
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Figure 4.23.: Stereo-pair images for qualitative evaluation of 2D alignment between
control data (blue) and image-based object points (red) after calibration for the
PhenoRover-based.

Table 4.8.: Calibration of the PhenoRover system: RMSE of plane/line ﬁtting.
Feature ID
Board 6
Board 7
Board 8
Board 9
Board 10
Board 11
Ridge 0
Ridge 1

4.4

Number of
Number of
RMSE
control feature
image
Before
points
points
calibration
Reﬂective Boards
116,664
115
0.143
115,692
124
0.140
111,134
118
0.137
106,437
119
0.140
107,613
116
0.137
109,326
116
0.139
Hut Ridges
20,810
121
0.262
14,573
139
0.296

RMSE
After
calibration
0.021
0.025
0.025
0.024
0.027
0.025
0.019
0.023

Summary
In this chapter, ﬁrst, a comparative analysis of diﬀerent mathematical models for

representing the imaging geometry of GNSS/INS-assisted single/multi-camera MMS
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is introduced. The comparison entails a score-based evaluation criteria to quantitatively compare diﬀerent mathematical models. Based on the comparison results,
the modiﬁed collinearity equations (the direct approach) is selected as the most appropriate model that describes GNSS/INS-assisted single/multi-camera MMS. Then,
a point-pairing-based calibration strategy for multi-camera mobile mapping systems
is proposed. Such calibration strategy can simultaneously derive the mounting parameters of multiple cameras for airborne as well as terrestrial mobile mapping systems.
Using the point-pairing-based calibration strategy avoids the need to perform a separate calibration for each camera. The point-pairing-based bundle adjustment was
theoretically compared with the conventional bundle adjustment. This comparison
revealed the equivalency of the two models in terms of their parameter estimation
ability. The proposed calibration procedure can utilize diﬀerent types of control features (i.e., planar, linear) along with conjugate or pseudo-conjugate points in images
belonging to diﬀerent calibration primitives. An optimal representation and pairing
scheme between imagery and control features was developed for points, linear features, and planar features by estimating the PDR that quantiﬁes the contribution of
a point pair towards system calibration. The proposed calibration method is capable
of deriving accurate estimates for the mounting parameters, even if the initial estimates for the scaling factors of image points or mounting parameters are considerably
inaccurate. The proposed calibration strategy is observed to reach an accuracy which
is better than what is expected based on the accuracies of the hardware involved for
each of the mobile mapping platforms. Moreover, the usage of control linear and
planar features for calibration makes the proposed strategy more practical as this allows for its implementation using various outdoor features, such as building facades,
rooftops, building edges, ground patches, light poles, and traﬃc signs.
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5. IMAGE-ASSISTED GNSS/INS NAVIGATION FOR
UAV-BASED MMS IN AREAS WITH INTERMITTENT
GNSS SIGNALS ACCESSIBILITY
5.1

∗

Overview
Nowadays, UAVs have evolved into an alternative to traditional mapping plat-

forms for some applications due to their ﬂexibility and cost savings. Most UAVs,
which are intended for mapping applications, depend on utilizing POS onboard the
platform. Usually, POS consists of a GNSS receiver as a positioning sensor integrated
with an INS, as a positioning and orientation sensor. This GNSS/INS integration
is usually performed in either a LC or TC scheme. As illustrated in Chapter (2),
although the LC is a simple scheme that uses the GNSS solutions to aid the INS navigation, the TC has an advantage of being able to integrate raw GNSS measurements
and INS data when less than four GNSS satellites are tracked. However, for environments with intermittent GNSS outages, especially where no satellites are tracked,
TC architecture is still not a convenient solution. Several research eﬀorts have been
recently exerted toward enhancing the derived trajectory information. Nevertheless,
there is still a signiﬁcant need to cope with the challenges in areas with intermittent
GNSS signal availability.
In this chapter, a processing strategy is proposed to enhance trajectory information during GNSS outages. The main goal is to use images within a BA procedure
as an aiding source of information during GNSS outages. The proposed processing
strategy comprises applying a two-stage Kalman ﬁlter along with smoothers. To be
more speciﬁc, the proposed procedure is performed according to the following steps:
∗
THIS CHAPTER IS LARGELY BASED ON A CONFERENCE PAPER(ELBAHNASAWY, MAGDY, TAMER
SHAMSELDIN, AND AYMAN HABIB. ”IMAGE-ASSISTED GNSS/INS NAVIGATION FOR UAV-BASED MOBILE MAPPING SYSTEMS DURING GNSS OUTAGES.” POSITION, LOCATION AND NAVIGATION SYMPOSIUM (PLANS), 2018 IEEE/ION. IEEE, 2018.
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• Deriving the trajectory information, based on GNSS/INS tightly-coupled integration, during GNSS outages,
• Estimating the vision-based trajectory through a GNSS/INS-assisted BA procedure using a collected block of images over the area of interest, without using
any ground control points,
• Implementing a loosely-coupled KF, followed by RTS smoother, for integrating
the vision-based trajectory with the GNSS/INS estimated trajectory during
GNSS outages, and
• Providing a testing sequence for evaluating the proposed quality of outcome
from the processing procedure.
It is worth noting that the enhanced trajectory is used mainly for point cloud
generation from LiDAR sensors onboard the same UAV-based MMS. In other words,
instead of using an inaccurate GNSS/INS trajectory to reconstruct the LiDAR point
cloud during GNSS outages, the enhanced vision-aided (vision/GNSS/INS) trajectory
is utilized to derive a more accurate 3D LiDAR-based point cloud.

5.2

Proposed Methodology for the Image-Assisted GNSS/INS Navigation
In this section, the methodology of the proposed strategy of image-assisted GNSS/INS

navigation for UAV-based MMS within areas with intermittent GNSS signal availability is presented. The conceptual basis of the proposed methodology for the visionaided trajectory estimation during GNSS outage is to use aerial triangulation to
enhance the trajectory quality during GNSS outages without dependence on ground
control. The block diagram of the processing strategy is shown in Fig. 5.1.
The detailed block diagram of the proposed data processing procedure, entailing
the details of the individual sub-blocks, is shown in Fig. 5.2. The proposed data
processing strategy entails three main steps:
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• The ﬁrst step involves the integration between GNSS and IMU raw measurements through a tightly-coupled KF. An RTS smoothing is utilized to enhance
the quality of derived trajectory.
• The second step is generating a vision-based trajectory using a block of aerial
images. This step includes:
– Performing the AT procedure in a local frame to identify tie points in a
set of collected images with signiﬁcant overlap and sidelap ratio, and
– Performing the AT procedure in the mapping frame, as a GNSS/INSassisted Integrated Sensor Orientation (ISO), where the GNSS/INS position and orientation information are adjusted during the GNSS outages.
• The last step comprises the integration between the outputs from the ﬁrst
and second steps. That is the vision-based trajectory is used to enhance the
GNSS/INS trajectory during GNSS outages through a loosely-coupled KF integration and RTS smoother.

Figure 5.1.: The basic idea of the proposed processing strategy (Two-stage KF).

Figure 5.2.: The detailed block diagram of the proposed vision-aided trajectory enhancement and evaluation procedure.
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It is important to note that the vector and matrix notations used in this context
are as follows:
• rab denotes the coordinates of point ‘a’ relative to point ‘b’ in the coordinate
system associated with point ‘b’, and
• Rab denotes the rotation matrix that transforms a vector deﬁned relative to the
coordinate system ‘a’ into a vector deﬁned relative to the coordinate system ‘b’.
It is worth mentioning that there are three diﬀerent trajectories, which are used in
this work to process and validate the proposed approach. These trajectories are different versions of the position and orientation information of the platform (rvm (t) and
Rvm (t)), which are derived from the onboard GNSS/INS unit using a commerciallyavailable software package [100], and can be explained as:
• The reference trajectory, which represents the GNSS/INS trajectory without
introducing any GNSS outages. To derive such a trajectory, a smoother is
implemented after a tightly-coupled KF integration without introducing GNSS
outages. More speciﬁcally, this trajectory is used as a reference, to which all
other trajectories will be compared for evaluation.
• The smoothed GNSS/INS trajectory, which is derived in a similar way to the
reference trajectory except GNSS outages are introduced. This trajectory is
the input to processing procedures as it represents the real case, where GNSS
outages exist.
• The forward KF GNSS/INS trajectory, where only the tightly-coupled KF is
implemented while introducing GNSS outages, is generated without incorporating a backward processing or a smoothing step. This trajectory is essential
only for real-time applications and used in this phase of research for comparison
with other trajectories.
In the forthcoming sections, the stages of the proposed procedure are introduced.
Again, such stages involve: (i) a TC GNSS/INS integration, (ii) a vision-based tra-
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jectory estimation, and (iii) a LC Vision/GNSS/INS integration. .It should be noted
that within GNSS/INS integration with KF, the following assumptions are made:
• Sensor errors are the stochastic input to the process model,
• Sensor errors are uncorrelated,
• Sensor errors and measurement errors are uncorrelated, and
• Sensor errors are characterized by manufacturer.

5.2.1

Stage (I): TC GNSS/INS Integration and Smoother

In this stage, the raw GNSS/IMU measurements are integrated using tightlycoupled KF followed by a smoother. As mentioned earlier, the TC integration scheme
is selected because it has better performance compared to the LC scheme within areas
of intermittent GNSS signal accessibility and/or when less than four GNSS satellites
are tracked. The smoother is utilized to minimize the error accumulation over time
within GNSS outages, where KF works in the prediction mode. Fig. 5.3 shows the
tightly-coupled KF and RTS smoother block diagram of the stage (I).

Figure 5.3.: TC GNSS/INS integration.

After implementing the KF and smoother, some errors, which are denoted as
residuals, in the trajectory remain large and increase with the GNSS outage duration.
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Fig. 5.4 shows the typical position errors of tightly-coupled KF solution without
(red) and with (blue) smoothers during GNSS outages. In Fig. 5.4, the residual
errors are calculated based on the diﬀerence between the reference trajectory and two
other trajectories: (i) the smoothed GNSS/INS trajectory, and (ii) the forward KF
GNSS/INS trajectory. The maximum 3D position errors before and after using the
smoother are 19.79 and 0.92 meters, respectively. To minimize the residual errors after
ﬁltering and smoothing during GNSS outages, this research incorporates a visionbased trajectory to aid the smoothed GNSS/INS trajectory output.

Figure 5.4.: Typical position errors of KF solution without (red) and with (blue)
smoother within four GNSS outages (each is 60 seconds long).

5.2.2

Vision-Based Trajectory Estimation

The goal of the vision-based trajectory estimation is to use a block of captured
images, which are mainly collected for mapping the area of interest, to enhance the
trajectory estimation during GNSS outages. For the proposed vision-based trajectory
estimation methodology, two successive steps are implemented. The ﬁrst step is an
AT procedure in the local frame while the second step is another AT procedure in
the mapping frame. One should note that intermediate processing between the two
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steps is needed to transform the output of the local AT procedure into the mapping
frame.

5.2.2.1

Aerial Triangulation in Local Frame

In this step, an automated approach is used to derive reliable matches within
a block of overlapping images. The detailed block diagram of the automated AT
procedure in the local frame is shown in Fig. 5.5. The input for the AT in the
local frame include the calibrated IOPs of the used camera and block of ordered or
randomly-collected images. First, the Scale-Invariant Feature Transform (SIFT) is
used to ﬁnd conjugate point pairs in overlapping images [101]. Second, an automated
relative orientation recovery process followed by a Structure-from-Motion (SfM)-based
procedure is implemented based on an incremental image augmentation strategy.
Then, a spatial intersection procedure is developed to ﬁnd the local coordinates of the
derived tie points. Finally, the estimated parameters, including the EOPs and object
coordinates of tie points, are reﬁned through a global BA procedure. The outputs
from this step are the reﬁned camera EOPs (rcl (t) and Rcl (t)) and the object/tie point
coordinates in the local frame. This local frame is chosen as the frame of an arbitrary
image (reference image) from the block of images. The reference image is the one,
which connects with the maximum number of other overlapping images.
After deriving the tie points in a local frame, it is required to transform them from
the local frame to the mapping frame. To achieve this transformation, it is required
to ﬁnd the transformation parameters between both frames, the local and mapping
frames, through a 3D similarity transformation procedure. The block diagram of the
3D similarity implementation is shown in Fig. 5.6. The 3D similarity transformation
parameters between the local and mapping frames are the scale (S), the translation
vector rvm (t), and the rotation matrix Rvm (t). These parameters are obtained using
camera positions in the local frame derived from local BA rcl (t) and the corresponding
camera positions in the mapping frame, as shown in Equations 5.1 and 5.2 . The
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camera positions in the mapping frame are derived using the GNSS/INS integrated
smoothed solution of the platform at the time of each camera exposure (rvm (t) and
Rvm (t)) along with the initial estimates of the camera mounting parameters (rcv and
Rcv ) as shown in Equations 5.3 and 5.4.

Figure 5.5.: The detailed block diagram of the automated AT procedure in a local
frame.

Figure 5.6.: Implementation of the 3D similarity transformation.

Rcm (t) = Rlm ∗ Rcl (t)

(5.1)
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rcm (t) = S ∗ Rlm ∗ rcl + rlm

(5.2)

Rcm (t) = Rvm (t) ∗ Rcv

(5.3)

rcm (t) = rvm (t) − Rvm (t) ∗ rcv

(5.4)

Where:

5.2.2.2

GNSS/INS-assisted ISO

The next step uses the GNSS/INS-assisted ISO to estimate the reﬁned platform
position and orientation at the time of each camera exposure (rvm (t) and Rvm (t)).
As illustrated before, ISO is an AT procedure that uses the GNSS/INS position
and orientation information as prior information, which is adjusted within that procedure according to the accuracy of the position and orientation information and
a pre-set variance threshold in the LSA. One of the advantages of the ISO is the
capability of calibrating the system, camera(s) IOPs and system mounting parameters, while estimating the platform position and orientation along with the object/tie
point coordinates. In the current ISO implementation, the camera mounting parameters are calibrated. The mounting parameters involve the lever arm rcv between
the camera and the GNSS/INS unit along with the rotation matrix Rcv relating the
IMU (body) frame, which coincides with the vehicle frame, to the camera coordinate system. Typical inputs and outputs of GNSS/INS-assisted ISO are illustrated
in Fig.5.7. The GNSS/INS-assisted ISO input encompasses the camera mounting
parameter approximations, calibrated camera IOPs, GNSS/INS trajectory position
and orientation information which is obtained from stage (I), and object/tie point coordinates approximations from the 3D similarity in the mapping frame. The output
from the GNSS/INS-assisted ISO is the estimated vision-based trajectory (rvm (t)vision
and Rvm (t)vision ), for the entire mission including portions within the GNSS/INS outages, the calibrated camera boresigt angles, and adjusted coordinates of object/tie
point.
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Figure 5.7.: GNSS/INS-assisted ISO implementation.

5.2.3

Stage (II): LC Vision/GNSS/INS Integration and RTS Smoother

The implementation of stage (II) depends on the fusion of two inputs, in the
presence of GNSS outages, which are: (i) the vision-based trajectory and (ii) the
smoothed GNSS trajectory derived from stage (I). This fusion is carried out through
a loosely-coupled KF followed by an RTS smoother. The block diagram of stage (II)
is illustrated in Fig. 5.8. The smoothed GNSS/INS trajectory, which is derived from
stage (I), entails the position (latitude ϕ, longitude λ, altitude h), velocity (north
velocity vn , east velocity ve , and down velocity vd ), and attitude (roll φ, pitch θ, and
heading ψ) information. In the proposed procedure, the smoothed GNSS/INS trajectory information is used along with readings from accelerometers and gyroscopes
to build the prediction model of the loosely-coupled KF. This is diﬀerent from the
KF implementation for a conventional GNSS/INS integration, where only accelerometers and gyroscopes readings are input to the KF prediction model. Generally, the
trajectory information data rate (from an integration process) is usually related to
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the data rate of IMU readings, which is normally 100-200 Hz. In this research, the
data rate of the smoothed GNSS/INS trajectory is 100 Hz.

Figure 5.8.: Stage (II): Loosely-Coupled Vision/GNSS/INS Integration.

On the other hand, the vision-based trajectory carries the information for the
update/measurement model of the implemented loosely-coupled KF. This information
is comprised of the position (ϕ, λ, h) and attitude angles (φ, θ, ψ) of the platform at
the moment of camera exposure. It should be noted that the vision-based trajectory
coordinate system is in a local Cartesian coordinate system (e.g., Northing, Easting,
and Down - NED). However, the smoothed GNSS/INS trajectory information derived
from stage (I) is in a three-dimensional spherical geodetic coordinate system (e.g.,
Latitude, Longitude, and Altitude - LLA). Hence, a coordinate transformation process
is needed to transform the vision-based trajectory information from NED to LLA
[102] . Nevertheless, it should be noted that all comparisons and results in the
forthcoming sections are shown in the Cartesian coordinate system (represented in
meters), instead of spherical coordinates (represented in degrees and meters), for
better intuitive demonstration. The vision-based trajectory information is available
at 1/1.5 Hz frequency, which is the rate of image acquisition of a camera onboard
the mapping platform. On should note that, in case of the conventional GNSS/INS
KF implementation, the update information is the position and velocity, which are
derived from the GNSS receiver at usually 1 Hz frequency.
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The implementation of the vision/GNSS/INS loosely-coupled Kalman ﬁlter is divided into two stages, the prediction and update steps. Before discussing the vision/GNSS/INS KF implementation, the system model (including prediction/process
and update/measurement models) should be deﬁned ﬁrst. The prediction model
relates two successive epochs (k and k + 1) through the state transition matrix. The
KF prediction/process model is deﬁned in Equation 5.5, where xk represents the navigation error state vectors, Φk is the state transition matrix, and wk is the process
noise vector at time tk . The process noise is considered uncorrelated timewise, with
zero mean and an error covariance matrix Q, which is deﬁned as illustrated in Equation 5.6. The navigation error state vector refers to diﬀerences in the navigation
states between the predicted and the updated (true) values at time tk as shown in
Equation 5.7.

xk+1 = Φk xk + wk

(5.5)



Q = E wk wkT

(5.6)

h
i
x9×1 = δϕ δλ δh δvn δve δvd δφ δθ δψ

(5.7)

In Equation 5.7, δϕ, δλ, and δh represent the errors in position coordinates (latitude, longitude and altitude), δvn , δve , and δvd represent the errors in velocity components (north velocity, east velocity, and down velocity), and δφ, δθ, and δψ represents
the errors in attitude angles (roll, pitch, and heading, respectively). The state state
transition matrix is as illustrated in Equation 5.8.
Φk = I + Fk Δt

(5.8)

Fk is the dynamics matrix and Δt represents the time diﬀerence between successive
epochs (i.e., 0.01 second). The dynamics matrix is a 9×9 matrix and can be evaluated
as demonstrated in Equations 5.9-5.18 [103]. Cbn is a 3×3 matrix, which represents the
transformation from IMU body frame to navigation frame based on the gyroscopes
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output, f b is a 3 × 1 vector of accelerometer measurements along the X, Y, and Zaxes of the IMU body frame, ωe is the magnitude of the rotation rate of the Earth,
and M and N are the radii of earth curvature in the meridian and prime vertical,
respectively.
⎡

F9×9

⎤

F12 F13
F
⎥
⎢ 11
⎥
⎢
= ⎢F21 F22 F23 ⎥
⎦
⎣
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F23 = Cnn f b
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The design of the process error covariance matrix Q is among the most diﬃcult
aspects of Kalman ﬁlter implementation because it models the process noise [104].
The incomplete description of the process noise has signiﬁcant ramiﬁcations for the
behavior of the Kalman ﬁlter. If the Q matrix has a small trace (high accuracy), the
ﬁlter relies more on the prediction model and diverges from the actual solution. If the
Q matrix has a large trace (low accuracy), the ﬁlter relies too much on the measurements and performs sub-optimally. For the conventional loosely-coupled GNSS/INS
KF, where the readings of accelerometers and gyroscopes are the only inputs to the
system, the Q matrix can be derived from the error characteristics of accelerometers
and gyroscopes [104–106]. The design of the Q matrix is considered as an art. Commercial software packages for GNSS/INS integration are designed mainly for speciﬁc
sensors since the Q matrix has to be ﬁne tuned to match IMU used in the particular
system. The ﬁne tuning process makes some packages more reliable than others.
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In this research, the smoothed GNSS/INS trajectory information is used along
with the accelerometer and gyroscope readings in the KF prediction model (i.e., deriving the Φk matrix). The smoothed GNSS/INS trajectory is an output of the previous integration process, stage (I), that depends on the same sensor measurements.
Because the system input is not purely from sensors, the nature of the process noise
cannot be fully described by sensor characteristics. That is, the Q matrix is also
inﬂuenced by the ﬁltering process (i.e., the position and orientation are calculated in
a previous step). Consequently, the Q matrix should be changed to represent this
situation, where process noise source is not representative of sensors. Some ﬁltering
techniques have been developed to account for adaptive tuning of the Q matrix [105].
However, in this research, Q matrix is manually reﬁned to be more realistic for the
situation at hand. The manual reﬁnement of Q matrix is implemented because it
is simple, and according to previous work [104, 105], it provides similar/comparable
results to adaptive techniques.
After describing the system prediction/process model, the KF update/measurement
model is deﬁned, as shown in Equation 5.19. Zk is the measurement vector at time tk ,
Hk is the measurement sensitivity matrix or design matrix, which deﬁnes the linear
relationship between the state vector and measurements vector, and vk represents
the random measurement error with zero mean and an error covariance matrix R, as
illustrated in Equation 5.20. The R matrix is derived from the variance covariance
matrix of the vision-based trajectory solution, which is based on the bundle adjustment accuracy results. The measurement vector represents the diﬀerence between
the smoothed GNSS/INS trajectory information, which is derived from stage (I), and
the corresponding vision-based trajectory information at 1/1.5 Hz. The measurement
vector and the design matrix are illustrated in Equations 5.21 and 5.22, respectively.
Zk = Hk xk + vk

(5.19)



R = E vk vkT

(5.20)
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h
iT
Zk = δϕ δλ δh δφ δθ δψ

(5.21)
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Since δϕ and δλ are in radians (very small values), they will cause numerical instabilities in calculating the Kalman gain [4].Therefore, the ﬁrst and second rows of Zk and
Hk are multiplied by M + h and (N + h) cos ϕ, respectively. Hence, Equations 5.21
and 5.22 are rewritten as:
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(5.23)

(5.24)

After introducing the system model (including the process model as well as the
measurement model), the vision/GNSS/INS KF can be implemented. Equations 5.255.26 show the prediction step, where the state estimate x̂−
k and its error covariance
−
are projected ahead based on the posteriori estimate of the state vector x̂k−1
P̂k−1
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and the covariance matrix Pˆk−1 . Equations 5.25-5.27 show the update step, where
the Kalman gain, Kk is computed ﬁrst, and then the state estimate x̂k and its error
−
covariance Pk are updated using the prior estimate x̂−
k and its error covariance Pk .

x̂−
k = Φk x̂k−1

Project the state
Project the error covariance

P̂k− = Φk−1 P̂k−1 ΦTk−1 + Qk−1
Kk = P̂k H T (HP̂k H T + R)−1

Compute the Kalman gain

Update estimate with measurements (Zk )
Update the error covariance

−
x̂k = x̂−
k + Kk (Zk − Hx̂k )

Pk = (I − Kk H)P̂k

(5.25)
(5.26)
(5.27)
(5.28)
(5.29)

Once KF is implemented, the RTS smoother can be implemented using the state
vectors and corresponding covariance matrices estimated by the KF forward sweep
according to Equations 5.30-5.32, to enhance the vision-based trajectory. Finally, the
proposed vision/GNSS/INS trajectory is obtained.
Compute the smoother gain
Compute the smoothed states
Compute the smoothed error covariance

5.3

−
Ck = Pk ΦTk+1 (Pk+1
)−1

s
xsk = xk + Ck (xk+1
− x̂k+1 )

(5.30)
(5.31)

Pks = Pk − Ck (Pks+1 − P̂k+1 )CkT (5.32)

Experimental Results
The primary objective of the experimental results is illustrating the feasibility

of the proposed strategy for a UAV-based MMS during GNSS outages. Therefore,
multiple tests are conducted using several datasets after demonstrating the ﬁeld setup
and data description.
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5.3.1

Data Description

In this dissertation, as illustrated earlier in Chapter (3), a UAV-based MMS is
used to collect data over a test ﬁeld. The system consists of a DJI Martice M600 Pro
UAV as a platform, equipped with an APX-15 V2 as the GNSS/INS POS, Sony Alpha
7R (ILCE-7R) camera, and Velodyne VLP-16 Puck-Hi-Res LiDAR sensor. Also, a
Raspberry Pi module is used to trigger the camera and store the LiDAR data from
the VLP-16 Puck-Hi-Res sensor. The components of the utilized UAV-based MMS
are shown in Fig. 5.9.

Figure 5.9.: The developed UAV-based MMS.

Three datasets are collected on three diﬀerent dates by the developed UAV-based
system. All ﬁeld ﬂights cover an area of 600 meters by 125 meters with eight parallel
tracks. All datasets are collected at 50 meters height with 5 m/sec ﬂying speed. For
all datasets, imagery data are collected along with LiDAR data at the same ﬁght
mission, except for the dataset (I), where only imagery data is collected over the test
ﬁeld. The onboard camera triggering frequency is 1/1.5 Hz. This frequency is optimized based on the camera response as well as required overlap percentage. According
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to the previous mentioned ﬂight parameters and camera speciﬁcations, an average
percentage of 75% and 65% overlap and side lap are achieved, respectively.The M600
MMS starts capturing data before the system take oﬀ until it lands again after ﬁnishing the mission. Therefore, for the local AT step, images before takeoﬀ and after
landing are excluded from the local AT block of images. All dataset information, including the total number of captured images, the number of images used for local AT,
the number of images processed within local AT, and the number of tie points resulting from image matching are listed in Table 5.1. Four GNSS outages are simulated
at each dataset. Each outage is 60 seconds long (around 300 meters distance). Two
of the four GNSS outages are in straight portions of the trajectory while the other
two GNSS outages are in U-turns portions. The simulated GNSS outages are accomplished through excluding all satellites during the outage time in post-processing
mode.
As mentioned earlier, the vision-based trajectory is derived using a GNSS/INSassisted ISO procedure, while estimating the camera mounting parameters. The
initial approximations of all the mounting parameters and the ﬁnal results after ISO
procedure are listed in Table 5.2. The boresight angles (Δω, Δφ, Δκ) are adjusted
within the GNSS/INS-assisted ISO, while the lever arms are set to be ﬁxed (obtained
from manual measurements). Here, the lever arm components are measured to an
accuracy of about ±1 cm. Because all the ﬂight lines used for ISO procedure are
at the same ﬂying height, and according to Habib et al. [97], diﬀerent ﬂying heights
are required in order to eliminate the correlation between the planimetric lever-arm
components and the boresight angles. Also, the vertical lever arm component needs
a vertical control to be estimated. Although the test ﬁeld has GCPs, which can be
used as vertical controls to estimate the vertical lever arm component, it is more
convenient to propose a generic technique for trajectory enhancement during GNSS
outages without depending on GCPs or ﬂight lines at diﬀerent heights. For diﬀerent
missions, the boresight angles are slightly changed because the camera is removed
after each mission for downloading the data collected during the ﬁght mission.

132
Table 5.1.: The collected datasets information: images and tie-points
Number of
collected
images

Number of images
after excluding take-oﬀ
and landing portions

Number of images
processed with
local AT

Number of
tie-points
from AT

770

608

601

455,993

718

575

570

491,433

769

626

612

456,971

Dataset (I)
June 28th
Dataset (II)
July 25th
Dataset (III)
August 30th

Table 5.2.: The calibrated boresight angles between the camera and GNSS/INS unit
Dataset (I)- June 28th
Dataset (II)- July 25th
Dataset (III) - August 30th

5.3.2

Initial
Final
Initial
Final
Initial
Final

Δω(◦ )
180
180.86
180
180.84
180
180.06

Δφ(◦ )
0
-0.9
0
-0.14
0
-0.15

Δκ(◦ )
-90
-90.23
-90
-90.28
-90
-90.42

Test Results

5.3.2.1

Overview

Three tests are presented to evaluate the proposed trajectory enhancement procedure as follows:
• Test (1) provides a qualitative analysis of the proposed vision-aided trajectory
methodology,
• Test (2) checks the eﬀect on the intersection process while calculating the ground
coordinates of check points using the enhanced trajectory, and
• Test (3) studies the contribution of the enhanced trajectory on geo-referencing
LiDAR point clouds through the reconstruction process.
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5.3.2.2

Test (I)

The purpose of this test is to illustrate the quality of the estimated vision-aided
trajectory relative to other trajectories. More speciﬁcally, for each dataset, the mission plane-view, northing coordinates, easting coordinates, altitude, roll angle, pitch
angle and heading of each trajectory are compared. Since all datasets have similar
results, only the result of dataset (III) is shown in Fig. 5.10-5.16, where the reference
trajectory is represented in black, while the proposed vision/GNSS/INS trajectory,
the smoothed GNSS/INS trajectory, and forward KF GNSS/INS trajectory are represented in red, blue, and green, respectively.
From visual inspection, it is clear that the forward KF GNSS/INS trajectory is
inaccurate compared to the reference trajectory, the smoothed GNSS/INS trajectory,
and the vision-aided trajectory. However, for closer evaluation, the errors of each trajectory are calculated. Such errors are the diﬀerences between the reference trajectory
and the following trajectories:
• The forward KF GNSS/INS trajectory while introducing GNSS outages. This
diﬀerence represents the real-time trajectory errors within GNSS outages and
is shown in green,
• The smoothed GNSS/INS trajectory while introducing GNSS outages. This
diﬀerence represents the post-processing trajectory errors within GNSS outages
and is shown in blue, and
• The vision-aided trajectory with RTS smoother. This diﬀerence represents the
proposed vision/GNSS/INS approach trajectory errors within GNSS outages
and is shown in red.
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Figure 5.10.: Dataset (III) Mission plane view comparison of diﬀerent trajectories.

Figure 5.11.: Dataset (III) Northing coordinate comparison of diﬀerent trajectories.
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Figure 5.12.: Dataset (III) Easting coordinate comparison of diﬀerent trajectories.

Figure 5.13.: Dataset (III) Altitude comparison of diﬀerent trajectories.
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Figure 5.14.: Dataset (III) Roll angle comparison of diﬀerent trajectories.

Figure 5.15.: Dataset (III) Pitch angle comparison of diﬀerent trajectories.
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Figure 5.16.: Dataset (III) Heading angle comparison of diﬀerent trajectories.

Trajectory errors are only considered during GNSS outages, which means that
the errors of all trajectories are set zero outside the GNSS outages. The position and
attitude errors for the above mentioned trajectories are shown in Fig. 5.17 and 5.18,
respectively. Although Fig. 5.17 and 5.18 show the whole trajectory, it can be seen
that errors outside GNSS outages are zero. The statistics of such errors are listed
Tables 5.3-5.5. Based on the tabulated statistics, since the vision/GNSS/INS solution
has the smallest errors, is the closest solution to the reference trajectory, which.
More speciﬁcally, the RMSE of 3D position errors for the three datasets are 10.1 cm,
7.6 cm, and 8.3 cm for the proposed vision-based trajectory solution while, for the
smoothed GNSS/INS trajectory, the corresponding RMSE values are 17.6 cm, 22.1
cm, and 22.5 cm, respectively. For attitude errors, only the signiﬁcant heading errors
are noticed among diﬀerent trajectories. The heading RMSE for the three datasets
are 2.9 arcmin, 1.5 arcmin, and 0.9 arcmin for the proposed vision-based trajectory
solution, while, for the smoothed GNSS/INS trajectory, the corresponding heading
RMSE are 7.4 arcmin, 2.2 arcmin, and 1.2 arcmin, respectively. The percentage of
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enhancement contributed by the proposed vision/GNSS/INS solution relative to the
smoothed GNSS/INS trajectory solution is calculated and shown in Table 5.6.
Table 5.3.: Dataset (I): Mean, Standard Deviation, and RMSE for the Errors of
Diﬀerent Trajectories
Trajectory
Forward
GNSS/INS
Solution
Smoothed
GNSS/INS
Solution
Vision/
GNSS/INS
Solution

Mean
Std. Dev.
RMSE
Mean
Std. Dev.
RMSE
Mean
Std. Dev.
RMSE

Easting
Error
(m)
-0.010
3.041
3.041
0.016
0.116
0.117
0.010
0.071
0.072

Northing
Error
(m)
0.846
3.256
3.364
-0.004
0.120
0.120
0.003
0.053
0.053

Altitude
Error
(m)
0.045
0.137
0.144
0.008
0.052
0.053
0.003
0.047
0.047

3D Pos.
Error
(m)
0.847
4.457
4.537
0.018
0.175
0.176
0.011
0.100
0.101

Roll
Error
(arcmin)
-0.180
1.675
1.761
0.004
0.387
0.388
0.002
0.391
0.392

Pitch
Error
(arcmin)
-0.063
3.131
3.137
-0.008
0.596
0.597
-0.009
0.587
0.588

Heading
Error
(arcmin)
-0.756
20.284
20.411
-0.490
7.322
7.469
-0.284
2.775
2.903

Table 5.4.: Dataset (II): Mean, Standard Deviation, and RMSE for the Errors of
Diﬀerent Trajectories
Trajectory
Forward
GNSS/INS
Solution
Smoothed
GNSS/INS
Solution
Vision/
GNSS/INS
Solution

Mean
Std. Dev.
RMSE
Mean
Std. Dev.
RMSE
Mean
Std. Dev.
RMSE

Easting
Error
(m)
0.106
2.226
2.229
0.005
0.189
0.189
0.006
0.057
0.058

Northing
Error
(m)
0.003
1.055
1.055
0.004
0.104
0.104
-0.002
0.043
0.043

Altitude
Error
(m)
-0.014
0.176
0.177
-0.005
0.041
0.041
0.001
0.025
0.025

3D Pos.
Error
(m)
0.107
2.470
2.472
0.008
0.220
0.220
0.006
0.076
0.076

Roll
Error
(arcmin)
0.194
1.539
1.551
-0.008
0.343
0.343
-0.007
0.355
0.355

Pitch
Error
(arcmin)
-0.794
2.641
2.757
-0.091
0.433
0.433
-0.090
0.422
0.432

Heading
Error
(arcmin)
1.199
7.376
7.473
-0.426
2.183
2.183
-0.221
1.549
1.565

Table 5.5.: Dataset (III): Mean, Standard Deviation, and RMSE for the Errors of
Diﬀerent Trajectories
Trajectory
Forward
GNSS/INS
Solution
Smoothed
GNSS/INS
Solution
Vision/
GNSS/INS
Solution

Mean
Std. Dev.
RMSE
Mean
Std. Dev.
RMSE
Mean
Std. Dev.
RMSE

Easting
Error
(m)
-0.088
3.918
3.919
0.053
0.180
0.187
-0.002
0.057
0.057

Northing
Error
(m)
0.950
3.010
3.156
0.037
0.110
0.116
0.000
0.052
0.052

Altitude
Error
(m)
0.035
0.169
0.173
0.008
0.044
0.045
0.006
0.030
0.030

3D Pos.
Error
(m)
0.955
4.944
5.035
0.065
0.215
0.225
0.006
0.083
0.083

Roll
Error
(arcmin)
0.095
1.771
1.774
-0.012
0.439
0.439
-0.015
0.427
0.427

Pitch
Error
(arcmin)
-0.644
2.933
3.003
-0.044
0.484
0.486
-0.043
0.475
0.477

Heading
Error
(arcmin)
-1.969
6.678
6.962
0.319
1.169
1.212
0.340
0.864
0.929
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Figure 5.17.: Dataset (III) - Position errors of diﬀerent trajectories.

Figure 5.18.: Dataset (III) - Attitude errors of diﬀerent trajectories.
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Table 5.6.: The collected datasets information: images and tie-points

Dataset (I)
Dataset (II)
Dataset (III)
Average

Enhancement in
Northing
38.85%
69.58%
68.12%
58.85%

Enhancement in
Easting
55.42%
58.82%
52.73%
55.65%

Enhancement in
Altitude
10.11%
40.73%
33.13%
27.98%

Enhancement in
Heading
61.13%
29.63%
23.38%
41.38%

In summary, there is a signiﬁcant enhancement in the trajectory quality after utilizing the proposed vision/GNSS/INS trajectory during GNSS outages. The average
for three datasets show an enhancement of around 55% and 27% achieved by utilizing
the proposed strategy relative to using t, in the planimetric direction, and vertical
direction, respectively. Also, the heading angle is enhanced by 41% in case of the
vision/GNSS/INS trajectory compared with the smoothed GNSS/INS trajectory.

5.3.2.3

Test (II)

The purpose of this test is to show how the enhanced trajectory will aﬀect intersection process while calculating check points. To be more speciﬁc, 32 ground control
points distributed around the test ﬁeld, as shown in Fig. 5.19, are surveyed using a
TOPCON receiver [107]. The coordinates of the same GCPs are derived through an
intersection process using the reference trajectory, the smoothed GNSS/INS trajectory, and the proposed vision/GNSS/INS solution. Then, the RMSE of the coordinate
diﬀerences of check points are compared in Table 5.7 and visually illustrated in Fig.
5.20-5.22.
The vision/GNSS/INS trajectory contributes to a reduction in RMSE of check
point coordinates close to the reference trajectory and less than the RMSE of check
points achieved by the smoothed GNSS/INS trajectory. However, such enhancement
is not signiﬁcant because the BA procedure improves the trajectory through tie points
and good position and orientation information outside GNSS outages. Therefore, the
impact on check points due to trajectory errors is not considerable.
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Figure 5.19.: The distribution of check points over the test ﬁeld.

Table 5.7.: Dataset (II): Mean, Standard Deviation, and RMSE for the Errors of
Diﬀerent Trajectories
Trajectory
Dataset(I)
Dataset(II)
Dataset(III)

Reference trajectory
Smoothed GNSS/INS solution
Vision/GNSS/INS solution
Reference trajectory
Smoothed GNSS/INS solution
Vision/GNSS/INS solution
Reference trajectory
Smoothed GNSS/INS solution
Vision/GNSS/INS solution

Easting
Error (m)
0.053
0.060
0.056
0.042
0.051
0.043
0.048
0.068
0.048

Northing
Error (m)
0.057
0.062
0.061
0.044
0.056
0.045
0.060
0.074
0.062

Altitude
Error (m)
0.047
0.054
0.048
0.046
0.046
0.046
0.065
0.072
0.068

3D position
Error (m)
0.091
0.102
0.096
0.076
0.089
0.077
0.101
0.124
0.104

Figure 5.20.: Dataset (I) RMSE of check points from Diﬀerent Trajectories.
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Figure 5.21.: Dataset (II) RMSE of check points from Diﬀerent Trajectories.

Figure 5.22.: Dataset (III) RMSE of check points from Diﬀerent Trajectories.

5.3.2.4

Test (III)

The primary goal of the proposed vision-aided GNSS/INS trajectory approach
is to enhance the trajectory quality during GNSS outages to derive more accurate
mapping products, such as 3D LIDAR point cloud. Therefore, test (III) is concerned
with the evaluation of error, which appears in the generated LiDAR point cloud due
to using diﬀerent trajectories during GNSS outages. Hence, three trajectories are
used to derive the corresponding LiDAR point clouds: (i) the reference trajectory,
(ii) the smoothed GNSS/INS trajectory, and (iii) the proposed vision/GNSS/INS
solution. Then, diﬀerences between the LiDAR point cloud corresponding to the
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reference trajectory and other trajectories (i.e., the smoothed GNSS/INS trajectory
and the proposed vision/GNSS/INS solution) are calculated during GNSS outages to
represent the estimated errors of the derived point clouds. These LiDAR point cloud
errors are compared with the expected error in the point cloud, which is estimated
using the LiDAR error propagation calculator software developed by [108], as shown
in Figure 5.23.

Figure 5.23.: The interface of the LiDAR error propagation calculator.

The LiDAR error propagation calculator considers the error of individual sensors
and determines the resulting accuracy of the ground coordinates of the generated
LiDAR point cloud via an error propagation procedure. Usually, the sensor accuracies
are taken from the manufacturer datasheet. For LiDAR, 3 cm range error is considered
along with 0.02◦ angle error at ±10◦ and ±30◦ vertical and horizontal Field of View
(FOV), respectively [109]. For the GNSS/INS unit, the input to error propagation
calculator is ±5 cm error in position as well as 0.025◦ and 0.08◦ errors in roll/pitch
and heading, respectively [100]. In addition to sensor accuracies, the accuracies of
the mounting parameters of individual sensors relative to the GNSS/INS unit are
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also considered. The spatial and rotational accuracies of the mounting parameters
are set to ±1 cm and 0.02◦ , respectively. The accuracies of sensors and mounting
parameters, which are used as an input to the calculator, are shown in Table 5.8.
The RMSE of LiDAR point cloud errors corresponding to the diﬀerence between the
reference trajectory and other trajectories (i.e., the smoothed GNSS/INS trajectory
and the proposed vision/GNSS/INS solution) are shown in Tables 5.9 and 5.10, as
well as Fig. 5.24 and 5.25. Based on the results shown in Tables 5.9 and 5.10, there is
a signiﬁcant enhancement in the of 3D LiDAR point cloud ground coordinates with
around 78% for datasets (II) and (III) when using the vision/GNSS/INS trajectory
compared with using the smoothed GNSS/INS trajectory.
Table 5.8.: The input accuracies to the LiDAR error propagation calculator.
Sensor/ Parameters
GNSS/INS Unit
LiDAR
Mounting parameters

Accuracy
Position (X,Y, and Z)
Roll/ Pitch
Heading
Range
Angle
Lever arm
Boresight Angles

5cm
0.025◦
0.08◦
3cm
0.02◦
1cm
0.02◦

Figure 5.24.: Datasets (II) comparison for RMSE of LiDAR point cloud errors.
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Figure 5.25.: Datasets (II) comparison for RMSE of LiDAR point cloud errors.

Table 5.9.: Datasets (II) RMSE of LiDAR point cloud errors corresponding to
diﬀerent trajectories.
LiDAR point
cloud errors
correspond to
Reference trajectory
and
Smoothed GNSS/INS trajectory
Reference trajectory
and
Vision/GNSS/INS trajectory
Error
propagation
calculator

Along ﬂight
direction
Error (cm)

Across ﬂight
direction
Error (cm)

Vertical
direction
Error (cm)

Total
3D
Error (cm)

54.46

19.72

2.65

57.98

7.2

9.25

4.69

12.62

7.62

6.48

6.06

11.70

Table 5.10.: Datasets (III) RMSE of LiDAR point cloud errors corresponding to
diﬀerent trajectories.
LiDAR point
cloud errors
correspond to
Reference trajectory
and
Smoothed GNSS/INS trajectory
Reference trajectory
and
Vision/GNSS/INS trajectory
Error
propagation
calculator

Along ﬂight
direction
Error (cm)

Across ﬂight
direction
Error (cm)

Vertical
direction
Error (cm)

Total
3D
Error (cm)

73.41

28.65

17.23

80.66

7.47

12.23

9.52

17.20

7.62

6.48

6.06

11.70
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5.4

Summary
This chapter proposes a two-step KF strategy, along with smoother, to enhance

the trajectory quality during GNSS outages for UAV-based mapping applications.
The ﬁrst stage encompasses a tightly-coupled KF GNSS/INS implementation followed by a smoother. The second stage is a loosely-coupled KF followed by an RTS
smoother using a vision-based trajectory to aid the smoothed GNSS/INS trajectory, derived from the ﬁrst stage. The vision-based trajectory is derived through a
GNSS/INS-assisted BA procedure. The results show that there is a signiﬁcant trajectory enhancement during GNSS outages by around 55% in horizontal planimetric
accuracy, 27% in vertical accuracy, and 41% in heading accuracy. Furthermore, as
the proposed vision/GNSS/INS trajectory is used to reconstruct point clouds from
LiDAR sensors onboard the MMS, the results showed that utilizing such trajectory
reduces the RMSE of the 3D point cloud accuracy by around 78%.
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6. CONCLUSIONS AND RECOMMENDATIONS FOR
FUTURE WORK
6.1

Summary of Contributions
This research work focuses on developing a generic framework for integrated

GNSS/INS-assisted single/multi-camera mobile mapping platforms, starting from
system hardware integration, passing through system modeling, calibration, and ending with extending the system operating range to areas with intermittent access to
GNSS signals. The contributions and research ﬁndings are detailed as follows:
• Development of a system architecture for hardware integration, synchronization, and testing of GNSS/INS-assisted single/multi-camera
system: the development of the system architecture and integration for GNSS/INSassisted single/multi-camera system procedure has several contributions:
– Four distinct mapping systems are developed, one is a UAV-based platform, and three are wheel-based platforms.
– Synchronization of oﬀ-the-shelf digital cameras is achieved.
– Extensive testing/operation of the diﬀerent systems and their success in
meeting the demands of various applications.
In addition to these contributions, the following ﬁndings are observed:
– It is noted that the UAV-based platforms are more challenging because of
the weight, size, and power limitations, which aﬀect the sensors selection
and placement.
– Regarding cameras onboard mapping platforms, industrial cameras are
recommended. The industrial cameras have built-in features, which facil-
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itates the synchronization with the DG unit. However, using industrial
cameras with a high resolution, to meet the accuracy of a mapping application, is expensive. Therefore, oﬀ-the-shelf cameras are a practical
alternative.
– Regarding DG units (or POS) onboard mapping platforms, it is usually
an integrated GNSS/INS module. DG units are responsible for providing
the position and orientation of the platform in the global world coordinate
system. Therefore, to select a DG unit, two main aspects should be considered: (i) the accuracy of the DG unit, which directly aﬀects the ﬁnal
mapping product, and (ii) size, weight, and power, which should satisfy
the UAV system restrictions.
– Precise synchronization of the diﬀerent data streams from all MMS sensors
is very important for high direct geo-referencing accuracy. Therefore, cameras onboard MMS should be synchronized with the GNSS/INS units using
the PPS signal. Oﬀ-the-shelf cameras need more eﬀort to overcome the
synchronization problem with the GNSS/INS module.
– For optimizing the data collection scenarios, the ﬂight/drive speed, altitude, and camera triggering rate are conﬁgured according to the required
application accuracy along with the sensors speciﬁcations.
• System modeling and calibration for GNSS/INS-assisted single/multicamera mapping systems: the main contributions of the proposed modeling
and calibration procedure can be summarized as follows:
– A comparative analysis of diﬀerent mathematical models for representing the GNSS/INS-assisted single/multi-camera MMS is introduced. The
comparison entails score-based evaluation criteria to qualitatively compare
diﬀerent mathematical models. Based on the comparison results, the modiﬁed collinearity equations-based model (the direct approach) is selected
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as the most appropriate model that described the imaging geometry of a
GNSS/INS-assisted single/ multi-camera MMS.
– A point-pairing-based calibration strategy for multi-camera mobile mapping systems is proposed and denoted as a multi-camera multi-primitive
(MC/MP) approach. The proposed calibration strategy can simultaneously derive the system parameters of multiple cameras for airborne as
well as terrestrial mobile mapping systems. In addition, the MC/MP approach is ﬂexible to the type of the mapping system being used, i.e., the calibration approach can be applied to stationary as well as mobile mapping
systems alike. In case of mobile mapping systems, the MC/MP approach
relies on the availability of a GNSS/INS unit. The usage of control linear
and planar features for calibration makes the proposed strategy more practical as this allows for its implementation using various outdoor features,
such as building facades, rooftops, building edges, ground patches, light
poles, and traﬃc signs. Similarly, it is also applicable to indoor mapping
systems.
– The proposed calibration procedure entails:
i. Introducing a new point-pairing-based bundle adjustment, which utilizes diﬀerent types of control features (i.e., planar, linear) along with
conjugate or pseudo-conjugate points in images belonging to diﬀerent
calibration primitives,
ii. Developing an optimal representation and pairing scheme between imagery and control features for points, linear features, and planar features by estimating the point deﬁnition redundancy (PDR) that quantiﬁes the contribution of a point pair towards system calibration,
iii. Proposing a calibration method, which is capable of deriving accurate
estimates for the mounting parameters, even if the initial estimates
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for the scaling factors of image points or mounting parameters are
considerably inaccurate, and
iv. Evaluating the performance of the proposed MC/MP calibration strategy
using three datasets (one from a UAV-based mapping system, and
two wheel-based mapping systems). The proposed MC/MP calibration strategy is observed to achieve an accuracy (2.07 cm, 1.73 cm,
and 1.73 cm for the M600 MMS, portable vehicle-mount MMS, and
PhenoRover, respectively). The achieved accuracy is better than what
is expected based on the accuracies of the hardware involved for each
of the mobile mapping platforms (5 cm, 5 cm, and 3 cm for M600
MMS, portable vehicle-mount MMS, and PhenoRover, respectively).
• Image-Assisted GNSS/INS Navigation for UAV-Based MMS in
areas with intermittent GNSS signals accessibility: the proposed trajectory enhancement procedure has several contributions:
– A two-step KF strategy, along with a smoother, is proposed to enhance
the trajectory quality during GNSS outages for UAV-based mapping applications. The ﬁrst stage encompasses a tightly-coupled KF GNSS/INS
implementation followed by a smoother, while the second stage is a looselycoupled KF followed by an RTS smoother using a vision-based trajectory
to aid the smoothed GNSS/INS trajectory, derived from the ﬁrst stage.
The vision-based trajectory is derived through a GNSS/INS-assisted BA
procedure.
– The results show that there is a signiﬁcant trajectory enhancement during
GNSS outages by around 55% in horizontal planimetric accuracy, 27% in
the vertical accuracy and 41% in heading accuracy.
– The proposed vision/GNSS/INS trajectory is used to reconstruct point
clouds from LiDAR sensors onboard the MMS and the results showed that
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utilizing such trajectory enhances the 3D point cloud accuracy by around
78%.

6.2

Recommendations for Future Work
Recommendations/suggestions for future work related to the proposed methodo-

logies are presented as follows:
• As discussed in Chapter (3), the development of a system architecture for hardware integration, synchronization, and testing of GNSS/INS-assisted single/multicamera systems should be expanded to develop high-end mobile mapping systems. Although the price diﬀerence between oﬀ-the-shelf and high-end sensors,
i.e., cameras and DG units, has a strong potential to deliver low-cost MMS,
there is a signiﬁcant need to develop a high-end-based MMS. This need is motivated by: (i) satisfying the accuracy requirements for some mapping applications and (ii) evaluating the obtained accuracy from high-end-based mapping
systems with the oﬀ-the-shelf-based MMS, which are already implemented. In
addition to higher-end systems, development of even lower-cost mapping platform is needed for some applications, which requires careful investigation for
the hardware integration and synchronization.
• For the proposed MC/MP (point-pairing-based) system calibration strategy,
the future work will focus on:
– Developing an algorithm for automated identiﬁcation and extraction of
calibration primitives from imagery, and
– Conducting a thorough analysis in order to derive an optimal/minimal
conﬁguration of ﬂight lines/drive runs and target primitives. Such analysis attains an accurate calibration of the intrinsic sensor parameters and
extrinsic parameters simultaneously.
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• Regarding the proposed image-assisted navigation strategy for UAV-based mapping system in areas with intermittent GNSS signals accessibility, the following
recommendations are suggested:
– Extend the vision-aided trajectory estimation procedure to include wheelbased systems as well as UAV-based systems,
– Extend the vision-aided trajectory estimation procedure to include indoor
and GNSS-denied areas, not only areas with limited access to GNSS signals,
– Involving other sensors onboard mapping platforms, such as LiDARs, and
hyperspectral cameras, not only RGB cameras, in the trajectory enhancement procedure during GNSS outages, and
– Investigation of new approaches for real-time trajectory enhancement, instead of depending on post-processing techniques.
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