Abstract. In recent years, the effect of the curse of high dimensionality has been studied in great detail on several problems such as clustering, nearest neighbor search, and indexing. In high dimensional space the data becomes sparse, and traditional indexing and algorithmic techniques fail from a efficiency and/or effectiveness perspective. Recent research results show that in high dimensional space, the concept of proximity, distance or nearest neighbor may not even be qualitatively meaningful. In this paper, we view the dimensionality curse from the point of view of the distance metrics which are used to measure the similarity between objects. We specifically examine the behavior of the commonly used L k norm and show that the problem of meaningfulness in high dimensionality is sensitive to the value of k. For example, this means that the Manhattan distance metric (L 1 norm) is consistently more preferable than the Euclidean distance metric (L2 norm) for high dimensional data mining applications. Using the intuition derived from our analysis, we introduce and examine a natural extension of the L k norm to fractional distance metrics. We show that the fractional distance metric provides more meaningful results both from the theoretical and empirical perspective. The results show that fractional distance metrics can significantly improve the effectiveness of standard clustering algorithms such as the k-means algorithm.
Introduction
In recent years, high dimensional search and retrieval have become very well studied problems because of the increased importance of data mining applications [1] , [2] , [3] , [4] , [5] , [8] , [10] , [11] . Typically, most real applications which require the use of such techniques comprise very high dimensional data. For such applications, the curse of high dimensionality tends to be a major obstacle in the development of data mining techniques in several ways. For example, the performance of similarity indexing structures in high dimensions degrades rapidly, so that each query requires the access of almost all the data [1] .
It has been argued in [6] , that under certain reasonable assumptions on the data distribution, the ratio of the distances of the nearest and farthest neighbors to a given target in high dimensional space is almost 1 for a wide variety of data distributions and distance functions. In such a case, the nearest neighbor problem becomes ill defined, since the contrast between the distances to different data points does not exist. In such cases, even the concept of proximity may not be meaningful from a qualitative perspective: a problem which is even more fundamental than the performance degradation of high dimensional algorithms.
In most high dimensional applications the choice of the distance metric is not obvious; and the notion for the calculation of similarity is very heuristical. Given the non-contrasting nature of the distribution of distances to a given query point, different measures may provide very different orders of proximity of points to a given query point. There is very little literature on providing guidance for choosing the correct distance measure which results in the most meaningful notion of proximity between two records. Many high dimensional indexing structures and algorithms use the euclidean distance metric as a natural extension of its traditional use in two-or three-dimensional spatial applications. In this paper, we discuss the general behavior of the commonly used
The L k norm distance function is also susceptible to the dimensionality curse for many classes of data distributions [6] . Our recent results [9] seem to suggest that the L k -norm may be more relevant for k = 1 or 2 than values of k ≥ 3. In this paper, we provide some surprising theoretical and experimental results in analyzing the dependency of the L k norm on the value of k. More specifically, we show that the relative contrasts of the distances to a query point depend heavily on the L k metric used. This provides considerable evidence that the meaningfulness of the L k norm worsens faster with increasing dimensionality for higher values of k. Thus, for a given problem with a fixed (high) value of the dimensionality d, it may be preferable to use lower values of k. This means that the L 1 distance metric (Manhattan Distance metric) is the most preferable for high dimensional applications, followed by the Euclidean Metric (L 2 ), then the L 3 metric, and so on. Encouraged by this trend, we examine the behavior of fractional distance metrics, in which k is allowed to be a fraction smaller than 1. We show that this metric is even more effective at preserving the meaningfulness of proximity measures. We back up our theoretical results with empirical tests on real and synthetic data showing that the results provided by fractional distance metrics are indeed practically useful. Thus, the results of this paper have strong implications for the choice of distance metrics for high dimensional data mining problems. We specifically show the improvements which can be obtained by applying fractional distance metrics to the standard k-means algorithm. 
Behavior of the L k -Norm in High Dimensionality
In order to present our convergence results, we first establish some notations and definitions in Table 1 . 
Distance of a vector to the origin (0, . . . , 0) using the function dist 
Proof. See [6] for proof of a more general version of this result.
The result of the theorem [6] shows that the difference between the maximum and minimum distances to a given query point 1 does not increase as fast as the nearest distance to any point in high dimensional space. This makes a proximity query meaningless and unstable because there is poor discrimination between the nearest and furthest neighbor. Henceforth, we will refer to the ratio
The results in [6] use the value of
as an interesting criterion for meaningfulness. In order to provide more insight, in the following we analyze the behavior for different distance metrics in high-dimensional space. We first assume a uniform distribution of data points and show our results for N = 2 points. Then, we generalize the results to an arbitrary number of points and arbitrary distributions.
, where C is some constant.
Proof. Let A d and B d be the two points in a d dimensional data distribution such that each coordinate is independently drawn from a 1-dimensional data distribution F with finite mean and standard deviation. Specifically
The difference of distances is . This means that
(k+1) and therefore
We intend to show that
. We can express |P A d − P B d | in the following numerator/denominator form which we will use in order to examine the convergence behavior of the numerator and denominator individually.
Dividing both sides by d 1/k−1/2 and regrouping the right-hand-side we get:
Consequently, using Slutsky's theorem 3 and the results of Equation 1 we obtain
Having characterized the convergence behavior of the denominator of the right hand side of Equation 3, let us now examine the behavior of the numerator:
This random variable has zero mean and standard deviation which is √ 2 · σ where
σ is the standard deviation of (P i ) k . The sum of different values of R i over d dimensions will converge to a normal distribution with mean 0 and standard deviation √ 2 · σ · √ d because of the central limit theorem. Consequently, the mean average deviation of this distribution will be C · σ for some constant C. Therefore, we have:
Since the denominator of Equation 3 shows probabilistic convergence, we can combine the results of Equations 4 and 5 to obtain
We can easily generalize the result for a database of N uniformly distributed points. The following Corollary provides the result.
Corollary 1.
Let F be the uniform distribution of N = n points. Then,
Proof. This is because if L is the expected difference between the maximum and minimum of two randomly drawn points, then the same value for n points drawn from the same distribution must be in the range (L,
The results can be modified for arbitrary distributions of N points in a database by introducing the constant factor C k . In that case, the general dependency
remains unchanged. A detailed proof is provided in the Appendix; a short outline of the reasoning behind the result is available in [9] . Lemma 2. [9] Let F be an arbitrary distribution of N = 2 points. Then,
Corollary 2. Let F be the arbitrary distribution of N = n points. Then,
Thus, this result shows that in high dimensional space Dmax
, independent of the data distribution. This means that for the manhattan distance metric, the value of this expression diverges to ∞; for the Euclidean distance metric, the expression is bounded by constants whereas for all other distance metrics, it converges to 0 (see Figure 1) . Furthermore, the convergence is faster when the value of k of the L k metric increases. This provides the insight that higher norm parameters provide poorer contrast between the furthest and nearest neighbor. Even more insight may be obtained by examining the exact behavior of the relative contrast as opposed to the absolute distance between the furthest and nearest point. 
be defined as in the proof of Lemma 1. We have shown in the proof of the previous result that
. Using Slutsky's theorem we can derive that:
We have also shown in the previous result that:
We can combine the results in Equation 7 and 8 to obtain:
Note that the above results confirm of the results in [6] because it shows that the relative contrast degrades as 1/ √ d for the different distance norms. Note that for values of d in the reasonable range of data mining applications, the norm dependent factor of 1/(2 · k + 1) may play a valuable role in affecting the relative contrast. For such cases, even the relative rate of degradation of the different distance metrics for a given data set in the same value of the dimensionality may be important. In the Figure 2 we have illustrated the relative contrast created by an artificially generated data set drawn from a uniform distribution in d = 20 dimensions. Clearly, the relative contrast decreases with increasing value of k and also follows the same trend as 1/(2 · k + 1).
Another interesting aspect which can be explored to improve nearest neighbor and clustering algorithms in high-dimensional space is the effect of k on the relative contrast. Even though the expected relative contrast always decreases with increasing dimensionality, this may not necessarily be true for a given data set and different k. To show this, we performed the following experiment on the Manhattan (L 1 ) and Euclidean (L 2 ) distance metric: Table 2 . It is clear that with increasing dimensionality d, the value of P [U d < T d ] continues to increase. Thus, for higher dimensionality, the relative contrast provided by a norm with smaller parameter k is more likely to dominate another with a larger parameter. For dimensionalities of 20 or higher it is clear that the manhattan distance metric provides a significantly higher relative contrast than the Euclidean distance metric with very high probability. Thus, among the distance metrics with integral norms, the manhattan distance metric is the method of choice for providing the best contrast between the different points. This result of our analysis can be directly used in a number of different applications.
Fractional Distance Metrics
The result of the previous section that the Manhattan metric (k = 1) provides the best discrimination in high-dimensional data spaces is the motivation for looking into distance metrics with k < 1. We call these metrics fractional distance metrics. A fractional distance metric dist
To give a intuition of the behavior of the fractional distance metric we plotted in Figure 3 the unit spheres for different fractional metrics in R 2 . We will prove most of our results in this section assuming that f is of the form 1/l, where l is some integer. The reason that we show the results for this special case is that we are able to use nice algebraic tricks for the proofs. The natural conjecture from the smooth continuous variation of dist 
be defined using the L f metric as they were defined in Lemma 1 for the L k metric. Let further
We intend to show that E
Note that the above expression is of the form
By dividing both sides by d 1/f −1/2 and regrouping the right hand side we get:
By using the results in Equation 10, we can derive that: 
This random variable (P
f has zero mean and standard deviation which is √ 2 · σ where σ is the standard deviation of (P i ) f . The sum of different values of (P i ) f − (Q i ) f over d dimensions will converge to normal distribution with mean 0 and standard deviation 2 · σ · √ d because of the central limit theorem. Consequently, the expected mean average deviation of this normal distribution is C · σ · √ d for some constant C. Therefore, we have:
Combining the results of Equations 12 and 11, we get:
An direct consequence of the above result is the following generalization to N = n points.
Corollary 3. When F is the uniform distribution of N = n points and f = 1/l for some integer l. Then, for some constant C we have:
This result is true for the case of arbitrary values f (not just f = 1/l) and N , but the use of these specific values of f helps considerably in simplification of the proof of the result. The empirical simulation in Figure 2 , shows the behavior for arbitrary values of f and N . The curve for each value of N is different but all curves fit the general trend of reduced contrast with increased value of f . Note that the value of the relative contrast for both, the case of integral distance metric L k and fractional distance metric L f is the same in the boundary case when f = k = 1.
The above results show that fractional distance metrics provide better contrast than integral distance metrics both in terms of the absolute distributions of points to a given query point and relative distances. This is a surprising result in light of the fact that the Euclidean distance metric is traditionally used in a large variety of indexing structures and data mining applications. The widespread use of the Euclidean distance metric stems from the natural extension of applicability to spatial database systems (many multidimensional indexing structures were initially proposed in the context of spatial systems). However, from the perspective of high dimensional data mining applications, this natural interpretability in 2 or 3-dimensional spatial systems is completely irrelevant. Whether the theoretical behavior of the relative contrast also translates into practically useful implications for high dimensional data mining applications is an issue which we will examine in greater detail in the next section.
Empirical Results
In this section, we show that our surprising findings can be directly applied to improve existing mining techniques for high-dimensional data. For the experiments, we use synthetic and real data. The synthetic data consists of a number of clusters (data inside the clusters follow a normal distribution and the cluster centers are uniformly distributed). The advantage of the synthetic data sets is that the clusters are clearly separated and any clustering algorithm should be able to identify them correctly. For our experiments we used one of the most widely used standard clustering algorithms -the k-means algorithm. The data set used in the experiments consists of 6 clusters with 10000 data points each and no noise. The dimensionality was chosen to be 20. The results of our experiments show that the fractional distance metrics provides a much higher classification rate which is about 99% for the fractional distance metric with f = 0.3 versus 89% for the Euclidean metric (see figure 4) . The detailed results including the confusion matrices obtained are provided in the appendix.
For the experiments with real data sets, we use some of the classification problems from the UCI machine learning repository 5 . All of these problems are classification problems which have a large number of feature variables, and a special variable which is designated as the class label. We used the following simple experiment: For each of the cases that we tested on, we stripped off the class variable from the data set and considered the feature variables only. The query points were picked from the original database, and the closest l neighbors were found to each target point using different distance metrics. The technique was tested using the following two measures: 1. Class Variable Accuracy: This was the primary measure that we used in order to test the quality of the different distance metrics. Since the class variable is known to depend in some way on the feature variables, the proximity of objects belonging to the same class in feature space is evidence of the meaningfulness of a given distance metric. The specific measure that we used was the total number of the l nearest neighbors that belonged to the same class as the target object over all the different target objects. Needless to say, we do not intend to propose this rudimentary unsupervised technique as an alternative to classification models, but use the classification performance only as an evidence of the meaningfulness (or lack of meaningfulness) of a given distance metric. The class labels may not necessarily always correspond to locality in feature space; therefore the meaningfulness results presented are evidential in nature. However, a consistent effect on the class variable accuracy with increasing norm parameter does tend to be a powerful way of demonstrating qualitative trends.
Noise Stability:
How does the quality of the distance metric vary with more or less noisy data? We used noise masking in order to evaluate this aspect. In noise masking, each entry in the database was replaced by a random entry with masking probability p c . The random entry was chosen from a uniform distribution centered at the mean of that attribute. Thus, when p c is 1, the data is completely noisy. We studied how each of the two problems were affected by noise masking.
In Table 3 , we have illustrated some examples of the variation in performance for different distance metrics. Except for a few exceptions, the major trend in this table is that the accuracy performance decreases with increasing value of the norm parameter. We have show the table in the range L 0.1 to L 10 because it was easiest to calculate the distance values without exceeding the numerical ranges in the computer representation. We have also illustrated the accuracy performance when the L ∞ metric is used. One interesting observation is that the accuracy with the L ∞ distance metric is often worse than the accuracy value by picking a record from the database at random and reporting the corresponding target value. This trend is observed because of the fact that the L ∞ metric only looks at the dimension at which the target and neighbor are furthest apart. In high dimensional space, this is likely to be a very poor representation of the nearest neighbor. A similar argument is true for L k distance metrics (for high values of k) which provide undue importance to the distant (sparse/noisy) dimensions. It is precisely this aspect which is reflected in our theoretical analysis of the relative contrast, which results in distance metrics with high norm parameters to be poorly discriminating between the furthest and nearest neighbor.
In Figure 5 , we have shown the variation in the accuracy of the class variable matching with k, when the L k norm is used. The accuracy on the Y -axis is reported as the ratio of the accuracy to that of a completely random matching scheme. The graph is averaged over all the data sets of Table 3 . It is easy to see that there is a clear trend of the accuracy worsening with increasing values of the parameter k.
We also studied the robustness of the scheme to the use of noise masking. For this purpose, we have illustrated the performance of three distance metrics in Figure 6 : L 0.1 , L 1 , and L 10 for various values of the masking probability on the machine data set. On the X-axis, we have denoted the value of the masking probability, whereas on the Y -axis we have the accuracy ratio to that of a completely random matching scheme. Note that when the masking probability is 1, then any scheme would degrade to a random method. However, it is interesting to see from Figure 6 that the L 10 distance metric degrades much faster to the random performance (at a masking probability of 0.4), whereas the L 1 degrades to random at 0.6. The L 0.1 distance metric is most robust to the presence of noise in the data set and degrades to random performance at the slowest rate. These results are closely connected to our theoretical analysis which shows the rapid lack of discrimination between the nearest and furthest distances for high values of the norm-parameter because of undue weighting being given to the noisy dimensions which contribute the most to the distance.
