The supervised Latent Dirichlet Allocation (sLDA) is a probabilistic topic model of labelled documents, which is better than unsupervised LDA for text categorization. But sLDA experiments were based upon this default assumtion that the corpus is balanced, that is, the samples of each class are approximately equal, and chose a vocabulary by tf-idf. While the corpus is imbalanced, tf-idf tends to choose terms from the majority classes and ignore terms of the minority ones. Thus the performance of text classifier will be degraded severely. Therefore this paper proposed a new term selection approach which can fairly choose more discriminative terms from every category. Experimental results show that using this new approach in sLDA for imbalanced text categorization can greatly impove the recall and precision of the minority classes, and it is superior to tf-idf.
Introduction
Probabilistic topic model are receiving extensive attention in text mining, natural language processing, information retrieval and so on. Latent Dirichlet Allocation (LDA) [1] is one of the most popular probabilistic topic models, which is utilized to automationally extract latent topics and to represent documents in a semantic
International Symposium on Computers & Informatics (ISCI 2015) topic space.But LDA is unsupervised: only the words in the documents are modelled and text categories are not efficiently made use of. Furthermore, Blei et al [2] proposed supervised Latent Dirichlet Allocation (sLDA), a probabilistic topic model of labelled documents. And their research showed that sLDA is better than unsupervised LDA for text categorization.
In sLDA experiments, the vocabulary was chosen by tf-idf [3] . The tf-idf value of a "term" or "word" is computed by using the product of the term frequency (tf) and the inverse document frequency (idf ). The tf-idf schema typically starts with a default assumtion that the corpus is balanced, that is, the samples of each class are approximately equal. But many real-world datasets are imbalanced, in which there are many more instances of some classes than others. In such cases, tf-idf tends to choose terms from the majority classes and ignore terms of the minority ones.
Therefore the classifier will be overwhelmed by the majority classes and ignore the minor ones.
To address this shortcoming, this paper will propose a new term selection approach which can equally choose more discriminative terms from every category.The rest of the paper is organized as follows. In Section 2, we introduce sLDA. To complish imbalanced text categorization, a new term selection approach in sLDA is proposed in Section 3. In Section 4, we present our experiments of this new approach compared to tf-idf. Finally, conclusions are addressed in section 5.
sLDA
LDA is a generative probabilistic topic model. The basic idea of LDA is that documents are represented as random mixtures over latent topics, where each topic is characterized by a distribution over words. In LDA, the topic proportions for a docu-ment are drawn from a Dirichlet distribution. The words in the document are obtained by repeatedly choosing a topic assignment from those proportions, then drawing a word from the corresponding topic [2] . Note that α, β 1:K , η and σ 2 are treated as unknown constants to be estimated, rather than random variables.
A New Term Selection Approach in sLDA
In sLDA experiments, the vocabulary was chosen by tf-idf. However the term weights computed by tf-idf can only reflect the document difference, not the category difference. As a result, especially for an imbalanced corpus, most of terms chosen by tf-idf may be come from a majority class, which will tend to degrade the performance of classifier directly.
So we will propose a new term selection approach to address this shortcoming.
The new appoach introduced a new factor -Information Gain (IG), to replace the idf factor of tf-idf. IG is a sophisticated measure of term relevance which takes into account the relations between terms and categories. IG measures the number of bits of information obtained for the prediction of categories by knowing the presence or absence in a document of a term [6] .
The information gain of a term t is defined to be:
In eq.1, c 1 , … , c m denote the set of possible categories in the current collection. The information gain is computed for each term of the collection, and the terms whose information gain is less than some predetermined threshold are removed.
Experiments
In the experimental evaluation, we focused on a comparison between tf-idf and tf-IG in sLDA. We ran experiments on a subset of Reuters R8 dataset from Ana [7] , which had been pre-processed that includes tokenization and stop word removal.
The experiment dataset contained three categories: "earn", "trade", "grains"; Table1 summarizes the results for tf-idf and tf-IG in sLDA on the Reuters R8 dataset. "Macro" stands for macro-averaged perfomance. From Table1 we can see the minority categories benefit most significantly. For example, the recall, precision and F1measure of "grain" are increased by more than 13%, 15% and 14% respectively, and macro-averaged recall, precision and F1measure are increased by more than 7%, 7% and 8% respectively. Table 1 . Results for tf-idf and tf-IG in sLDA on Reuters R8 
