A study is made of the numerical condition of the coordinate map Mn which associates to each polynomial of degree <n -1 on the compact interval [a, ft] the n-vector of its coefficients with respect to the power basis. It is shown that the condition number IIA^II^IIAÎ" 11^ increases at an exponential rate if the interval [a, b] is symmetric or on one side of the origin, the rate of growth being at least equal to 1 + \J2. In the more difficult case of an asymmetric interval around the origin we obtain upper bounds for the condition number which also grow exponentially.
1. Introduction. Let Mn: R" -► P^, be the linear map associating to each vector uT = [«,, u2, ... , un] 6 R" the polynomial p(x)= f. "fc**~lep"-i> n>2.
fc = i
For any p£Pn_, we shall write u = M~xp, where M~x is the inverse map of Mn.
We define the condition of the map Mn, relative to the compact interval [a, b] , by For asymmetric intervals [a, b] with, say, a < 0 < b, \a\ < b, the problem appears to be considerably more complex, and we are no longer able to ascertain the exact growth rate of (1.1). Instead, we obtain two upper bounds for cond^ Mn, one being asymptotically sharp in the extreme case \a\ = b, the other in the extreme case a = 0 (Theorem 4.1).
2. Preliminaries on the Coefficients of Chebyshev Polynomials. In the following we need estimates for the largest coefficients in Tn(x/o7) andT^x/tS), where Tn is the Chebyshev polynomial of the first kind and T* the "shifted" Chebyshev polynomial T*(x) = Tn(2x -1). It is well known that
where For fixed r, with 0 < t < lA, we put k = tn, and let w -► °°. Using Stirling's formula, we find '" 2V2F Ví(i -0(1-20 V^y We also note that
where equality holds only for n = 1, co = 1. This follows easily from the three-term recurrence relation for Chebyshev polynomials and from the alternating character of the coefficients ck in (2.1). The inequality in (2.4) holds for all co < 2, if n is restricted to n > 2, and it indeed holds for any fixed co, if n is sufficiently large, as is seen from (2.2).
3. The Condition of Mn for Symmetric Intervals and for Intervals on One Side of the Origin. We shall always assume (without loss of generality) that our basic interval (disregarding a factor n±Vl and constant factors), so that the growth is smallest, asymptotically, when co = 1. Selected numerical values of cond Mn are shown in We note that the expression on the right of (3. Proof It is well known (see, e.g., [2] ) that Vn (f) = [ukX] , where
The elements ukX of V~x(t -p), therefore, are the coefficients of the polynomial
This, written in matrix form, is precisely (4.3). D 3). We, therefore, expect (4.9) to be sharper than (4.10) if the interval [a, b] is more nearly symmetric (i.e., a small), and (4.10) better than (4.9) for more asymmetric intervals (cv close to 1). That this is indeed the case can be seen by forming the ratio p of the exponential growth rates in (4.9) and (4.10), and expressing the result in terms of a and t, 1 +<XT ... ... 1 + y/l + T2 P , , ,,-rHt), M?) =--, .
One verifies that X(t) < 1 for all r, with X(0) = X(<») = 1, so that p < 1 certainly if 1 + cut < 1 + (1 -ol)t, i.e., a < Vi. Thus, (4.9) is asymptotically sharper than (4.10) whenever a < Vi. The condition on a is best possible for t -* °°, but too stringent for specific finite values of t. If t = 1, e.g., one finds (4.9) better than (4.10) whenever a < .8216 ... , and as r -► 0, (4.9) is always better.
We illustrate Theorem 4.1 in Figure 4 .1, where we plot the exponential growth rates of the bounds in (4.9) and (4.10) for intervals of fixed half-width t = 1, and asym- 
