A holographic reduction of Minkowski space-time by de Boer, Jan & Solodukhin, Sergey N.
ar
X
iv
:h
ep
-th
/0
30
30
06
v2
  1
6 
Ju
n 
20
03
ITFA-2003-11
hep-th/0303006
A holographic reduction of Minkowski space-time
Jan de Boer1∗ and Sergey N. Solodukhin2†
1Instituut voor Theoretische Fysica,
Valckenierstraat 65, 1018XE Amsterdam, The Netherlands
2Theoretische Physik, Ludwig-Maximilians Universita¨t,
Theresienstrasse 37, D-80333, Mu¨nchen, Germany
Abstract
Minkowski space can be sliced, outside the lightcone, in terms of Euclidean Anti-
de Sitter and Lorentzian de Sitter slices. In this paper we investigate what happens
when we apply holography to each slice separately. This yields a dual description
living on two spheres, which can be interpreted as the boundary of the light cone.
The infinite number of slices gives rise to a continuum family of operators on the
two spheres for each separate bulk field. For a free field we explain how the Green’s
function and (trivial) S-matrix in Minkowski space can be reconstructed in terms
of two-point functions of some putative conformal field theory on the two spheres.
Based on this we propose a Minkowski/CFT correspondence which can also be
applied to interacting fields. We comment on the interpretation of the conformal
symmetry of the CFT, and on generalizations to curved space.
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1 Introduction
Holography is a powerful principle, that after it had been proposed in [1] and [2] has
found a concrete and quantitative realization in string theory in terms of the AdS/CFT
correspondence [3, 4, 5]. Since then, many generalizations have been found, but all of
these are deformations of, or limits of, the AdS/CFT correspondence. There have been
attempts to generalize the AdS/CFT correspondence to de Sitter space (this was first
discussed in [6] and [7]) but unfortunately string theory on de Sitter space, the dual field
theory and the precise form of the correspondence are not well understood.
Besides Anti-de Sitter space and de Sitter space, which are solutions of the Einstein
equations with negative and positive cosmological constant, there is a third class of spaces,
namely those with zero cosmological constant. In particular, Minkowski space belongs
to this class, and one may wonder what one can say about the existence and nature of
a holographic dual description. There are local versions of entropy bounds [8] that also
apply to Minkowski space, but these provide no specific insight about any dual descrip-
tion. An alternative approach is to take the decompactification limit of the AdS/CFT
correspondence [9]. Though this is in principle a viable procedure, it has not led to an
explicit dual description.
In this paper we will try something different. Minkowski space with metric
ds2 = −dX20 + dX21 + . . .+ dX2d+1 (1.1)
has three regions depending on whether t2 < 0, t2 = 0, or t2 > 0, with
− t2 ≡ X ·X = −X20 +X21 + . . .+X2d+1. (1.2)
The regions with t2 > 0 and t2 < 0 correspond to the inside and the outside of the
light-cone respectively, whereas t2 = 0 is the light-cone itself. For a fixed value of t2,
equation (1.2) describes a slice of Minkowski space whose geometry is either Euclidean
anti-de Sitter, flat or Lorentzian de Sitter. The idea will be to apply holography to each
slice separately, and in this way to effectively reduce the number of dimensions by one.
All slices asymptote to the past or future light-cone, and therefore all dual field theories
live on two d-spheres, which can be thought of as the boundaries of the past and future
light-cone. It would appear as if we have lost two dimensions instead of one, but because
of the infinite number of slices, we get an infinite number of fields on the two spheres,
and this effectively reinstates one of the two lost dimensions. However, we cannot simply
interpret the infinite number of fields as coming from a KK reduction of a theory in one
dimension higher. The asymptotics of the metric (1.1) suggest that the extra dimension
is a null dimension. Instead of trying to make sense of theories living on a space with a
degenerate metric, we will mostly work directly with the infinite set of fields itself.
There are some obvious problems with this procedure. First of all, Minkowski space
has de Sitter slices, and a holographic reduction along those slices requires us to apply
the ill-understood dS/CFT correspondence. Luckily, for the purposes in this paper, we
will only need some basic information like the form of two-point functions, and these are
almost completely fixed by the symmetries of de Sitter space. Ultimately, if this whole
procedure turns out to be consistent, one may try to reverse the logic and try to use
known properties of Minkowski space in order to study holography for de Sitter space,
but that is beyond the scope of the present paper.
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Another problem is the presence of the light-cone itself. Only non-interacting massless
fields can spend their entire life inside the light-cone, but there are few if any of such
degrees of freedom so it seems completely safe to leave the light-cone itself outside the
discussion.
Despite these problems, we will find some encouraging results. For a free field we
explain how the Green’s function and S-matrix in Minkowski space can be reconstructed
in terms of two-point functions of some putative conformal field theory on the two spheres.
That this is at all possible is related to the following fact. Consider two points X and Y
on Minkowski space, with −t2 = X · X and −u2 = Y · Y . Of crucial importance is the
distance d between X and Y , which is given by
d2 = (X − Y ) · (X − Y ).
For simplicity we assume that t2 and u2 have the same sign. Then X˜ = X/|t| and
Y˜ = Y/|u| are coordinates on the same (anti)de Sitter space. Clearly,
d2 = −u2 − t2 − 2|ut|X˜ · Y˜ .
Now the geodesic distance on (anti)de Sitter space is a function of X˜ · Y˜ only, and we
see that the geodesic distance in Minkowski space is a function of t, u and the geodesic
distance in (anti)de Sitter space only. This fact is essential in relating Minkowski space
quantities to correlation functions in the CFT’s.
The emerging picture is rather intriguing. It suggests that it must be possible to
completely re-formulate the Quantum Field Theory in Minkowski space entirely in terms
of correlation functions of a set of conformal operators associated with the past and
future of the light-cone. We consider this as a step towards a better understanding of
the holography (well established in anti-de Sitter spacetime) in asymptotically flat space-
times.
An important element in formulation of a holographic duality is the identification of the
underlying conformal symmetry. In asymptotically anti-de Sitter spaces this symmetry
arises as asymptotic symmetry near the time-like infinity [10]. The class of asymptotically
flat spaces and the respective symmetries near the null-infinity (where the holographic
dual could naively be thought to live) were studied long ago in [11] (see also [12] and [13]
for a related discussion of the space-like infinity). The group of symmetries is the so-called
BMS group, an infinite dimensional abelian group, which does not contain the relevant
conformal group. The idea pushed forward in this paper is to look at the infinity of the
light-cone and uncover the asymptotic symmetries there. The allowed set of spaces is
larger than the set of asymptotically flat spaces, and the group of asymptotic symmetries
contains the BMS group but also the conformal group. The appearance of the conformal
symmetry in this case is quite transparent. It is just an extension of the well-studied
conformal symmetry near the boundary of a anti-de Sitter slice to a symmetry near
the boundary of the light-cone in Minkowski space. The price to pay for all this is
that translation invariance of Minkowski space is not manifest, but takes a much more
complicated form.
The outline of this paper is as follows. In section 2 we discuss in more detail the slicing
of Minkowski space-time and its properties. In section 3 we consider free massless scalar
fields, and their reduction on each of the slices. In section 4 we consider the finite part
of the on-shell action for a free scalar field, and will see that the structure suggests the
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presence of conformal correlation functions in Minkowski space quantities. In section 5 we
will make the relation between correlation functions in the conformal field theory and bulk
quantities more precise, and we use this to reconstruct the Minkowski space S-matrix and
Green’s function. In section 6 we look at more general spaces. We introduce an appro-
priate notion of asymptotically Minkowski space, analyze the symmetries that preserve
these asymptotics. We also examine the way conformal symmetries are implemented and
whether it is meaningful to view the infinite set of conformal operators as fields living
in a space with one additional dimension, and comment on the meaning of translation
invariance and the BMS group. In section 7 we study gravity in Minkowski space, and
how the space-time metric is encoded in data on the two spheres. Finally, we present
some conclusions and further speculations.
2 Slicing Minkowski space
In this section we consider the foliation of Minkowski spacetime with (positive or negative)
constant curvature subspaces that is naturally associated to the light-cone structure of
the space-time. Let us consider (d + 2)-dimensional Minkowski space with coordinates
X0, X1, ..., Xd+1 and metric
ds2 = −dX20 + dX21 + ... + dX2d+1 . (2.1)
The light-cone defined as
C : −X20 +X21 + ...+X2d+1 = 0
naturally splits the space-time in three regions
1. D : −X20 +X21 + ...+X2d+1 > 0, the region lying outside the light-cone C;
2. A− : −X20 +X21 + ...+X2d+1 < 0, X0 < 0, the region lying inside the past light-cone
C− (X0 < 0);
3. A+ : − X20 + X21 + ... + X2d+1 < 0, X0 > 0 , the region lying inside the future
light-cone C+ (X0 > 0).
In each region Minkowski space can be foliated with surfaces of constant curvature. In
region A− (or A+) these are the surfaces described by the equation
−X20 +X21 + ...+X2d+1 = −t2 (2.2)
for a constant t. The values of the time coordinate t can be arranged in such a way
that region A− is covered by −∞ < t < 0 and region A+ by 0 < t < +∞. As is well
known, each of these surfaces with the metric induced from (2.1) is Euclidean anti-de
Sitter space, which is a maximally symmetric hyperbolic space. The metric on A foliated
by the surfaces (2.2) is
ds2 = −dt2 + t2ds2Hd+1 ,
ds2Hd+1 = dy
2 + sinh2 ydω2d (2.3)
where ds2Hd+1 is the standard metric on Euclidean anti-de Sitter space; we adopt coordi-
nates (y, θ) on Hd+1 such that y is the radial coordinate and {θ} are the angle coordinates
on the unit d-sphere with metric dω2d.
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Similarly, outside the light-cone, region D can be sliced with with de Sitter hypersur-
faces,
−X20 +X21 + ...+X2d+1 = r2 , (2.4)
which for any constant r is a maximally symmetric Lorentzian space with negative con-
stant curvature. Using r as a new “radial” coordinate we find that the Minkowski metric
on this foliation takes the form
ds2 = dr2 + r2ds2dSd+1 ,
ds2dSd+1 = −dτ 2 + cosh2 τ dω2d (2.5)
where ds2dSd+1 is the metric on (d+ 1)-dimensional Lorentzian de Sitter space covered by
the global coordinates (τ, θ), with τ playing the role of time and with {θ} coordinates on
the unit d-sphere.
Each of the metrics (2.3) and (2.5) covers only a part of Minkowski space. In order to
cover the whole spacetime we need metrics on three regions: A−, A+ and D‡. It is also
possible to introduce a closely related global coordinate system (x+, x−, θ) which covers
all of spacetime and in terms of which the metric takes the well-known form [14]
ds2 = −dx+dx− + 1
4
(x+ − x−)2dω2d . (2.6)
In region A the relation between the coordinates (t, y, θ) and the global coordinates is
given by
x+x− = t
2 ,
x−
x+
= e2y . (2.7)
In region A− both x+ and x− are negative while in region A+ they are both positive.
In region D the relation between the coordinates (r, z, θ) and the coordinates (x+, x−, θ)
reads
x+x− = −r2 , x+
x−
= −e2τ . (2.8)
One can see that in this region x+x− < 0. The light-cone C is defined by equation
x+x− = 0 so that its component C− corresponds to x+ = 0 while the equation for the
future light-cone C+ is x− = 0.
It is interesting to determine the boundaries associated to the slicing. First of all, the
past light cone C− has a d-dimensional sphere S−d as a boundary (lying at negative infinite
value of the time coordinate X0). In terms of new projective coordinates ξ1 = X1/X0, ...,
ξd+1 = Xd+1/X0 the equation of the sphere is
ξ21 + ...+ ξ
2
d+1 − 1 = 0 .
Similarly, the boundary of the future cone C+ is a sphere S+d . The hyperbolic surface
(2.2), as is well known and much used in the context of the AdS/CFT correspondence,
‡Strictly speaking, we also need to take the lightcone itself into account. However, this is a subspace
of measure zero, and we will therefore ignore it, but it is indirectly present in the form of the boundary
conditions we will choose
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Fig. 1: Inside light-cone (d+2)-dimensional Minkowski space-time can be sliced with
Euclidean anti-de Sitter spaces Hd+1 while out-side the light-cone the appropriate slices
are Loretzian de Sitter spaces dSd+1. The only boundaries of the slices are either sphere
S−d or sphere S
+
d lying at infinity of the light-cone.
has a d-dimensional sphere as a boundary. It is now important to note that it is again
the same sphere S−d . Indeed, in terms of the coordinates {ξk} equation (2.2) becomes
ξ21 + ...+ ξ
2
d+1 − 1 = −t2/X20
which (for any constant t) approaches the above written equation for S−d in the limit
where X0 → −∞. Similarly, we can see that the boundary of a slice (2.2) in region A+ is
the sphere S+d , the boundary of the future cone C+. de Sitter space defined by equation
(2.4) has two boundaries: a sphere lying in the infinite past and a sphere lying in the
infinite future. It is clear that for any slice (2.4) the boundaries are again respectively
the spheres S−d and S
+
d . Thus the d-spheres S
−
d and S
+
d are the only boundaries that
appear in the slicing that we are considering, and they therefore play an important role
in the remainder of the paper. If we look at the initial value problem, we observe that the
hypersurfaces (2.2) are not Cauchy surfaces. Initial data on such a surface is not sufficient
to determine the time-evolution everywhere in Minkowski space. A complete set of initial
data should necessarily also include data on a de Sitter hypersurface (2.4). In this paper
we shall however argue that all sufficient information can be actually given on a lower
dimensional subspace:
All information on (d+2)-dimensional Minkowski space-time is holographically described
by some data on the two d-spheres S−d and S
+
d .
In the following sections we shall give arguments in support of this statement. Here we
just note that this may not seem to be too surprising. Indeed, we already know that all
information needed for anti-de Sitter space is contained in certain data on its boundary.
The same is true for de Sitter space (at least classically) , only in this case the boundary
has two components, one at past and one at future infinity. In the foliation of Minkowski
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space just described all (anti)-de Sitter hypersurfaces have the same boundaries, S−d and
S+d , and it is natural to expect that this is where all needed information is stored.
Ending this section we note that the isometry group O(d+1,1) of Minkowski spacetime
acts on the spheres S−d (or S
+
d ) as a group of conformal symmetries. In section 6 we find
explicitly the form of the bulk diffeomorphisms generating conformal transformations on
the boundary of the light-cone. The conformal structure associated with the boundary
of (anti-)de Sitter space then appears to be a particular manifestation of the conformal
structure associated with the infinity of the light-cone. The relation between a Minkowski
metric with Lorentzian signature, the metric on Euclidean AdS and the conformal struc-
ture on the sphere was earlier studied in [15], a popular reference in the literature on the
AdS/CFT correspondence. The relevance of Minkowski space has however not received
much attention in subsequent studies.
3 Scalar Field in Minkowski space-time
Consider a scalar field with equation of motion(
∇2 −M2
)
φ = 0 (3.1)
on (d+2)-dimensional Minkowski spacetime and use the slicing with constant curvature
spaces described in the previous section to see whether the field can be equivalently
described in terms of data living on the slice. First we analyze the massless case and take
the region A− with metric (2.3), t being the time-like coordinate taking negative values.
The analysis for the region A+ is similar. In terms of the metric (2.3) the field equation
(3.1) reads
∆Hd+1φ− (d+ 1)t∂tφ− t2∂2t φ = 0 . (3.2)
We can separate variables in this equation by taking φ of the form φ ∼ (−t)−λ(µ)φµ(y, θ)
where (y, θ) is the set of coordinates on the Euclidean hyperbolic space Hd+1 (which is
the same as Euclidean anti-de Sitter space). For a given µ the functions φµ(x) satisfy the
massive field equation on Hd+1
(∆Hd+1 − µ2)φµ(x) = 0 , (3.3)
and the parameter µ thus plays the role of mass. The original (d + 2)-dimensional field
φ(t, x) reduces to a set of massive fields on (d + 1)-dimensional Euclidean anti-de Sitter
space. The relation between µ and the parameter λ(µ) can be read from (3.2) and is given
by§
λ± =
d
2
±
√
µ2 +
d2
4
. (3.4)
Thus, there are exactly two independent solutions, (−t)−λ+φ+(x)+ (−t)−λ−φ−(x). When
µ2+ d
2
4
= 0 the independent solutions are t−
d
2 and t−
d
2 ln t. Normally, we would choose one
of the solutions by imposing appropriate boundary conditions. One possible condition is
§Not surprisingly, the values of λ± are the same as the scaling dimensions of the field theory operators
corresponding to φµ in the AdS/CFT correspondence.
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regularity at t = 0 (i.e. near the past light-cone C−) which selects only negative values
of λ. Note that at infinity (when t goes to −∞) we pick up the most divergent solution.
This is similar to the usual story in anti-de Sitter space. Another possible condition is
the regularity of the action in a neighbourhood of t = 0,
W [φ] =
∫
t→0
td+1φ(x, t)∂tφ(x, t) . (3.5)
This gives the condition Reλ < d
2
. In case Reλ = d
2
the expression (3.5) does not contain
growing (as t goes to zero) terms but there are oscillating terms. These terms are allowed
in quantum field theory since they correspond to propagating waves, and they will also
play an important role in the remainder of this paper.
Note that the real part of λ+ is always positive and thus can not provide us with a
regular solution at t = 0. For λ−, depending on the value of µ
2 in (3.3), we have three
different cases:
1. µ2 > 0, then λ− is negative and the mode (−t)−λ− is regular at t = 0.
2. −d2
4
< µ2 < 0, λ− is positive while still real. There are no solutions regular at t = 0
in this case. However, λ− <
d
2
and hence the mode (−t)−λ− leads to a regular action (at
t = 0).
3. µ2 < −d2
4
, i.e. µ2 = −d2
4
− α2, then both λ+ and λ− are complex: λ± = d2 ± iα.
The action has only oscillating terms at t = 0 in this case and both (−t)−λ+ and (−t)−λ−
are allowed.
According to the AdS/CFT correspondence, to each field on anti-de Sitter (with mass
µ) satisfying equation (3.3) and the Breitenlohner-Freedman bound µ2 > −d2/4 there
exists a dual conformal operator living on the boundary of anti-de Sitter space (i.e. on
the sphere S−d ). The conformal dimension of the operator is the largest root of the equation
h(h− d) = µ2, for positive µ2 it is
h+ =
d
2
+
√
d2
4
+ µ2 . (3.6)
Unitarity requires the conformal weight to be real and that in turn implies that µ2 has to
satisfy the Breitenlohner-Freedman bound. We thus see that this bound also has a clear
meaning from the higher dimensional Minkowski space prospective.
Notice that the propagating modes correspond to case 3 and are thus described by
complex conformal weights, h± =
d
2
± iα, with α an arbitrary real parameter. The
standard plane wave is described in terms of the metric (2.1) as eikµX
µ
, where k2 = 0. In
the coordinates {t, y, θ} it takes the form eip(y,θ)t, where p(y, θ) is some function of the
coordinates y and θ. These modes can be decomposed in the basis formed by functions
t−λ where λ is complex. This is seen from the inverse Mellin type transform [16]
eipt =
1
2πi
∫ c+i∞
c−i∞
dλ t−λ
iλΓ(λ)
(p+ iǫ)λ
, (3.7)
where Γ(λ) is the Gamma function. Thus, to describe plane waves, or more generally any
solution of the free field equations which is normalizable in the sense of plane waves we
only need the modes with λ = d
2
± iα. Normally, such values of the conformal weights
violate unitarity in a dual CFT. However, it is important to keep in mind that we are here
discussing Euclidean AdS as a building block of a Minkowski-signature theory, and we do
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not intend to analytically continue the results to Lorentzian AdS. Therefore, it is not clear
whether the notion of unitarity that is normally inherited from Lorentzian AdS has any
relation to the notion of unitarity in Minkowski space. Since Minkowski space physics
carries a unitary representation of the Lorentz group SO(d + 1, 1), we would actually
expect that this is the group that is unitarily represented, and for this group complex
weights are not problematic, they correspond to the principal series representation. All
this is very similar to a corresponding discussion for de Sitter space given in [17]. We
therefore view the results in this paper as providing further motivation for the claim in
[17] that the appropriate notion of unitarity in de Sitter space is one where SO(d+ 1, 1)
is unitarily implemented, and complex weights therefore do not violate unitarity.
In the region D the story is essentially similar with the coordinate t replaced by the
space-like coordinate r. Solving equation (3.1) for the metric (2.4) we decompose solutions
in terms of modes r−λφm(x), where φm(x) is now a solution to the field equation with
mass m on de Sitter space
(∆dSd+1 −m2)φm = 0 . (3.8)
The relation between m and λ is given by
λ± =
d
2
±
√
d2
4
−m2 . (3.9)
The analysis of modes, regularity conditions and conformal weights are similar to the
analysis in A−. To a large extent the results can be obtained by analytical continuation
of the anti-de Sitter mass m2 to the de Sitter mass µ2 = −m2. In particular, the modes
r−λ− regular on the light cone (r = 0) are the ones with m2 < 0. In all versions of the
dS/CFT correspondence that have appeared in the literature the conformal weight of the
corresponding operator on the boundary of de Sitter is
h =
d
2
+
√
d2
4
−m2 . (3.10)
The modes with 0 < m2 < d
2
4
are not regular at the light-cone but have finite action
there. Finally, modes with m2 = d
2
4
+ α2 are oscillating at the light-cone. Both values of
the conformal weight, h+ =
d
2
+ iα and h− =
d
2
− iα, are allowed in this case. The latter
ones are the modes that are needed to describe plane-wave normalizable solutions of the
field equations.
The modes described are analytic across the light-cone so that modes with m2 = µ2
in region A become modes with m2 = −µ2 in region D. In particular, this means that
the limiting values {φµ[S−]} ({φµ[S+]}) of the wave function at S−d (S+d ) are the same
regardless of whether the light-cone is approached from region D or from the region A−
(A+). To see this explicitly note that in region A− close to the boundary at infinity of
the past light-cone the modes behave as (−t)−λ−e−λ−y = (−x−)−λ−, where x− (see (2.7))
is a coordinate in the coordinate system (2.6) covering all of spacetime. It approaches
−∞ as we approach the boundary at infinity of the past light-cone. On the other hand,
in the region D the modes (with m2 = −µ2, i.e. with the same λ−) behave in the same
region as r−λ−eλτ = (−x−)−λ−, where the equality follows from (2.8). The past light-cone
is the surface where x+ = 0. We see that the modes are analytic across this surface and
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describe a wave configuration propagating along the past light-cone. In a similar fashion
one finds that the modes are also analytic across the future light-cone.
Let us now turn on the mass in equation (3.1). The decomposition of the bulk field
over a set of massive fields living on the slice is valid also in this case. However the radial
functions in the decomposition (we take region D for concreteness)
φ(r, x) =
∫
dm
1
rd/2
Kν(m)(Mr) φm(x) (3.11)
are now expressed in terms of the MacDonald function¶ Kν(Mr), where ν =
√
d2
4
−m2.
The integration overm in (3.11) should be understood as symbolic, the range of values and
measure on that space may depend on the class of functions we want to consider. Each
massive field on the slice has a holographic description in terms of conformal operators
on the boundary of the slice. The relation between the conformal weight and the mass
m is given by (3.10). In this sense there is no difference with the massless bulk field
considered above. A plane wave solution of the massive field equation in the bulk can also
be decomposed in terms of the radial functions (3.11). The relevant integral transform is
known in the mathematical literature as the Kantorovich-Lebedev transform. The analog
of equation (3.7) is
eipr =
∫ +∞
0
dα r−d/2Kiα(Mr)f(p, α) (3.12)
where the function f(p, α) is expressed in terms of a hypergeometric function as follows
f(p, α) =
2α
π
3
2
sinhα
1
(2M)
d
2
Γ(d
2
+ iα)Γ(d
2
− iα)
Γ(d+1
2
)
F (
d
2
+ iα,
d
2
− iα, d+ 1
2
, (
1
2
+
ip
2M
)) .(3.13)
Interestingly, it can be brought to a compact form
f(p, α) =
2(2π)d/2
Γ(iα)Γ(−iα)M
−d/2 D d
2
+iα(i
p
M
) (3.14)
in terms of a de Sitter invariant Green’s function Dλ(z) to be defined in section 5 (z in
that case would be related to the geodesic distance on a de Sitter slice). The appearance
of this function in the Kantorovich-Lebedev transform (3.12) is rather mysterious. Since
massive fields in the bulk do not lead to any immediate new conceptual issues but are
mainly technically more complicated, we will restrict our attention to massless fields in
the remainder of this paper.
Summarizing our progress so far, we have found that the scalar (massive or massless)
field propagating in Minkowski space is equivalently described in terms of an infinite set of
massive fields living (depending on the region of Minkowski space) on anti-de Sitter or de
Sitter space. The original scalar field can thus be decomposed in terms of massive fields on
(anti-) de Sitter. This is a sort of spectral decomposition since it involves an integration
over the mass µ (or m), which therefore plays the role of the spectral parameter. The
explicit form of this decomposition will be studied in section 5.
¶Another possible Bessel function (Infeld function Iν(Mr)) is exponentially growing at infinity and
thus omitted.
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Several of the equations and decompositions given in this and later sections have also
been obtained in the papers [18, 19], but we are not aware of any attempt to use de
Sitter and AdS slices to try to find a holographic dual description of Minkowski space.
Similarly, one can consider massless higher spin fields, but the generalization is rather
straightforward and will not be discussed in this paper.
As we know from the AdS/CFT correspondence any massive field on Euclidean anti-de
Sitter space is completely described by fixing Dirichlet data on the boundary of the space,
which in the present case is the sphere S−d (or S
+
d for the region A+). One has to be a
bit careful in applying the standard AdS/CFT formalism, because in our case we have
complex conformal weights and there is no longer a separation of fields in normalizable and
non-normalizable modes. The analog statement for de Sitter space is that the initial-time
data can be fixed on either the past or future infinity surface which is again respectively S−d
or S+d . This suggests that the Cauchy problem in Minkowski space becomes the problem
of reconstructing the values of a field everywhere in terms of known data {φµ[S−]} given
on the past infinity (S−d ) of the light cone. The explicit form of this reconstruction will
be given in subsection 5.2. Having in mind the Quantum Mechanical picture we would
expect that the quantum in-state should be associated with data on S−d while the out-
state should be defined in terms of the data {φµ[S+]} on the future infinity (S+d ) of the
light cone. In the next sections we will elaborate more on this picture.
4 Light-cone conformal correlation functions
In this section we show that in a manner similar to the AdS/CFT correspondence [5]
there naturally appear conformal field theory correlation functions on the boundary of
the light-cone in Minkowski spacetime. Actually, the discussion in this section should be
taken with a grain of salt and be viewed as providing some inspiration for the results in
the remainder of the paper.
Consider the action of the scalar field on A−. If the field is a solution of the equations
of motion the action reduces to the boundary term
W =
∫
t→−∞
(−t)d+1√γφ(x, t)∂tφ(x, t) , (4.1)
where x ≡ (y, θ) are coordinates on the Anti-de Sitter slice, Hd+1. We decompose fields
in terms of modes as we did in the previous section,
φ(x, τ) =
∑
(h+,h−)
(−t)−h+φ(+)(x) + (−t)−h−φ(−)(x) , (4.2)
where we sum (or, rather, take an integral if h± are continuous) over all possible pairs
(h+, h−). In terms of the massive fields (with mass µ) on anti-de Sitter space Hd+1, h±
are the roots of the equation h(h− d) = µ2 (h+ + h− = d, µ2 = −h+h−). In this section
we do not specify the sign of µ2. In the decomposition (4.2) a priori all possible (both
real and complex) conformal weights should be taken into account, but, as we discussed
in the previous section, plane wave normalizability restricts the conformal weights to
h± =
d
2
± iα. Next, we substitute (4.2) into (4.1) and take the limit t→ −∞. In general
the resulting expression has infinite, oscillating and finite terms
W =
∑
h+h′=d
∫
Hd+1
h′ φh(x)φh′(x) +
∑
Re(d−h−h′)>0
h′ (−t)(d−h−h′)
∫
Hd+1
φh(x)φh′(x)
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where the infinite and oscillating terms are collected in the second sum. We are interested
in the finite one,
Wfin =
∑
(h+,h−)
d
∫
Hd+1
φ(+)(x)φ(−)(x) , (4.3)
where the summation (integration) runs over all possible pairs (h+, h−).
Before proceeding, we point out two problems with the analysis in this section. First,
we have to drop some infinite and oscillating terms in order to get (4.3). In the spirit of
the usual AdS/CFT correspondence, such a procedure would be viewed as the holographic
version of renormalization, but here such an interpretation is problematic, because the
subleading terms in the t expansion are non-local functionals of the leading term, and
therefore the infinities are non-local in nature [20]. However, what we really want to do
is holography in each of the AdS slices and keep the t-dependence exactly, and then this
issue will not arise. Besides this, there are problems evaluating on-shell actions for scalar
fields on de Sitter slices, and probably also for fields on Euclidean anti-de Sitter space
with complex conformal weights, as discussed in [17]. Both problems will not arise in the
next section where we use an S-matrix type approach to the Minkowski/CFT duality, and
as we said above, this section should mainly be viewed as providing some inspiration.
Continuing with the analysis, we recall that each field φ(+)(x) and φ(−)(x) is a solution
of the scalar field equation
(∆− µ2)φ(±)(x) = 0
with mass µ2 = −h+h− on Hd+1. The coordinates x = (θ, y) are such that y = ∞
corresponds to the boundary of Hd+1 and (θ) are the angle coordinates on the asymptotic
sphere S−d .
Near the boundary of Hd+1 there exists a decomposition
φ(+)(x) = e−h−yφ
(+)
− (θ) + e
−h+yφ
(+)
+ (θ)
φ(−)(x) = e−h−yφ
(−)
− (θ) + e
−h+yφ
(−)
+ (θ)
familiar from the AdS/CFT duality [5]. If h+ and h− are real the term e
−h−y dominates
and the functions φ
(+)
− (θ), φ
(−)
− (θ) are the usual choices for the Dirichlet boundary con-
dition at the boundary of AdS space Hd+1. If the conformal weights are complex any
function φ
(±)
− (θ) or φ
(±)
+ (θ) can be used as a boundary condition. The solutions of the
massive scalar field equation on Hd+1 can then chosen to be
φ(+)(θ, y) =
∫
Sd
dµ(θ′) G−(y, θ, θ
′) φ
(+)
+ (θ
′) ,
φ(−)(θ, y) =
∫
Sd
dµ(θ′) G+(y, θ, θ
′) φ
(−)
− (θ
′) , (4.4)
where dµ(θ) is the standard measure on a unit radius d-sphere, and we will from now
on use the notation γ(θ, θ′) for the geodesic distance on a d-sphere between points with
coordinates θ and θ′. We will ignore the fact that for complex weights the fields in (4.4)
are generically complex, and one should really add the complex conjugate fields in the
right hand side. Again, the results here should be taken with a grain of salt. The kernels
Gh(y, θ, θ
′) =
g(h)
(cosh y − sinh y cos γ(θ, θ′))h ,
g(h) = (4π)−
d
2
Γ(h)
Γ(h− d
2
)
, (4.5)
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can be interpreted as bulk-boundary propagators on an anti-de Sitter slice. For large y
they behave as follows (see Appendix A for details)
lim
y→∞
G+(y, θ, θ
′) = (e−h−yδ(d)(θ, θ′) + e−h+yK+(θ, θ
′))(1 +O(e−2y))
lim
y→∞
G−(y, θ, θ
′) = (e−h+yδ(d)(θ, θ′) + e−h−yK−(θ, θ
′))(1 +O(e−2y)) , (4.6)
where δ(d)(θ, θ′) is the delta-function on the d-sphere. The kernels K−(θ, θ
′) and K+(θ, θ
′)
are defined as
K±(θ, θ
′) =
2h± g(h±)
(1− cos γ(θ, θ′))h± (4.7)
and are inverse to each other∫
dµ(θ)K−(θ, θ
′)K+(θ, θ
′′) = δ(d)(θ′, θ′′) . (4.8)
Thus, from (4.4) we have that
φ
(±)
− (θ) =
∫
dµ(θ′) K−(θ, θ
′) φ
(±)
+ (θ
′)
φ
(±)
+ (θ) =
∫
dµ(θ′) K+(θ, θ
′) φ
(±)
− (θ
′) . (4.9)
The idea is to substitute (4.2)-(4.4) into the action (4.1), first take the integration over y
and then take the limit of infinite t. Note, that additionally to the divergences at large t
there could be extra divergences when the integration over y is being taken.
Another important point is to observe that
∫
Sd
dµ(θ′)
∫ ∞
0
dy sinhd(y) Gh(y, θ
′, θ) Gh′(y, θ
′, θ′′) ∼ δ(d)(θ, θ′′)δ(d− h− h′) , (4.10)
where we assumed that h and h′ take values on the complex line d/2 + iα, and possibly
omitted some regular terms in the right hand side. We suspect these regular terms are not
there, but have not been able to prove this. The delta-function in (4.10) can be recognized
in the asymptotics (4.6) of the kernels Gh(y, θ, θ
′) (note, that we also omitted the terms
proportional to δ(h−h′) which contribute to the oscillating part of the action). With the
help of this formula we find that the finite part of the action, after the integrations over
t and y have been performed, is given by
Wfin ∝
∑
(h++h−=d)
∫
S−
φ
(−)
− (θ)φ
(+)
+ (θ)
=
∑
(h++h−=d)
∫
S−
∫
S−
dµ(θ) φ
(−)
− (θ) K+(θ, θ
′) φ
(+)
− (θ
′) dµ(θ′) . (4.11)
For complex conformal weights we have [φ
(−)
− ]
∗ = φ
(+)
+ and [φ
(−)
+ ]
∗ = φ
(+)
− so that various
complex conjugates will appear in (4.11). If we were to follow the usual AdS/CFT story,
we would interpret the functions φ
(−)
− (θ) and φ
(+)
− (θ) as sources coupled to dual conformal
operators O(−)+ (θ) and O(+)+ (θ) respectively (both with conformal weight h+). Equation
(4.11) would then indicate that there is a non-trivial correlation function between the
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operators O
(+)
+ (θ) and O
(−)
+ (θ) and that it takes the form of a conformal two-point function
on the d-sphere. Again, this is all suggestive but quite imprecise.
A similar analysis can be done in regions A+ and D. By finally considering the action
on all of Minkowski space we arrive at a functional Wfin[φh[S
−], φh[S
+]] of data φh[S
−]
and φh[S
+] on the two d-spheres S− and S+ respectively. The variation with respect to
φh[S
−] and then with respect to φh[S
+] is naturally interpreted as a correlation function
between operators living on S+ and S−. The interesting question arises whether those
correlation functions have anything to do with the S-matrix in Minkowski space (once
we include interactions). We will return to this and other questions in the next section,
where we will set up a more precise version of the Minkowski/CFT correspondence.
5 Green’s functions and S-matrix in
Minkowski spacetime
5.1 Propagators
The manifestation of the conformal structure of correlation functions associated with the
asymptotic boundaries of the light-cone which we studied in the previous section was
suggestive. The emergence of conformal structures becomes however clearer and more
precise if we study the asymptotic behavior of the propagator in Minkowski spacetime.
For simplicity we start with the free field and consider the Hadamard type propagator
defined as
D(X,X ′) =< 0|{φ(X), φ(X ′)}|0 > .
In (d+2)-dimensional Minkowski space it takes the form
D(X,X ′) =
Ωd
(s2)d/2
, s2 = −(X0 −X ′0)2 + (X−X′)2 , (5.1)
where s2 is the space-time interval between two events and Ωd =
Γ(d
2
)
4pid/2+1
.
Let both points lie in the region D foliated by de Sitter slices. The foliation is given
by coordinates (r, τ, θ) that are related to the coordinates of Minkowski space as follows
X0 = r sinh τ , X = r cosh τ n(θ) , (5.2)
where n(θ) is d-dimensional unit vector parametrized by angle coordinates {θ}. The
distance between two points with coordinates (r, τ, θ) and (r′, τ ′, θ′) is
s2 = r2 + r′2 − 2rr′ cosσ , (5.3)
where σ is the geodesic distance on de Sitter space between the points (τ, θ) and (τ ′, θ′)
cosσ = −(sinh τ sinh τ ′ − cosh τ cosh τ ′ cos γ(θ, θ′)) , (5.4)
where γ(θ, θ′) is the angle between the unit vectors n(θ) and n(θ′), which at the same
time is the geodesic distance on the d-sphere. Note that σ2 > 0 for space-like intervals on
de Sitter space while σ2 < 0 for time-like intervals. In the latter case cosσ in (5.3) and
(5.4) becomes cosh |σ|.
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Substituting (5.3) into (5.1) and expanding in powers of r/r′ we recognize a generating
function for Gegenbauer polynomials
(1− 2(r/r′) cosσ + (r/r′)2)−ν =
∞∑
n=0
Cνn(cosσ)(r/r
′)n .
The infinite sum can be represented as a single contour integral so that we have the
following useful representation for the Hadamard function
D(X,X ′) = − i
2
Ωd
∫ c+i∞
c−i∞
r−λr′λ−dC
d/2
−λ (− cos σ)
dλ
sin(λπ)
, (5.5)
where the constant c should satisfy the condition 0 < c < d. We can choose c = d/2 so
that the integral is over λ = d/2+ iα where α changes from minus to plus infinity. These
values of λ are natural because they appear in the decomposition of plane waves as we
saw in section 3.
The propagator is now represented in terms of Gegenbauer functions which for arbi-
trary λ are defined in terms of the hypergeometric function as
C
d/2
−λ (−z) =
Γ(d− λ)
Γ(1− λ)Γ(d)F (d− λ, λ;
d+ 1
2
;
1
2
(1 + z)) .
When two points on a slice approach each other the geodesic distance σ goes to zero
and the argument in Gegenbauer function approaches -1. Therefore, the argument in the
hypergeometric function goes to +1. This is the point where the hypergeometric function
has a singularity, F (α, β; γ; z) ∼ (1− z)γ−α−β , z → 1. For the hypergeometric function
in the definition of Gegenbauer function we have γ − α− β = −(d− 1)/2. Thus, when σ
approaches zero Gegenbauer function in (5.5) has singularity
C
d/2
−λ (− cosσ) ∼
1
σd−1
which depends only on the dimension d but not on λ. This is exactly the expected
behavior of Green’s function. Indeed, the Gegenbauer function C
d/2
λ (− cos σ) is related to
the de Sitter invariant Green’s function defined as
Dλ(z) =
Γ(λ)Γ(d− λ)
(4π)
d+1
2 Γ(d+1
2
)
F (d− λ, λ, d+ 1
2
,
1
2
(1 + z)) ,
where z = cosσ, of the field operator (∆− µ2), µ2 = λ(λ− d). The exact relation is
C
d/2
−λ (−z) =
4πd/2
Γ(d
2
)
sin(πλ) Dλ(z) . (5.6)
Obviously, Dλ(z) = Dd−λ(z). Equation (5.5) then takes the especially simple form
D(X,X ′) =
1
2πi
∫ c+i∞
c−i∞
dλ r−λr′λ−dDλ(cosσ) (5.7)
which shows how the Green’s function in (d + 2)-dimensional Minkowski spacetime is
decomposed in terms of the infinite set of Green’s functions on the (d + 1)-dimensional
de Sitter slice parametrized by λ.
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In region A, inside the light-cone, we choose the coordinate system (t, y, θ) as follows
X0 = t cosh y , X = t sinh y n(θ) . (5.8)
The Minkowski distance in this region takes the form
s2 = −(t2 + t′2 − 2tt′ cosh σ) , (5.9)
where σ is the geodesic distance on Euclidean anti-de Sitter space defined as
cosh σ = cosh y cosh y′ − sinh y sinh y′ cos γ(θ, θ′) (5.10)
and as before γ(θ, θ′) is the geodesic distance on the unit d-sphere. The propagator in
this region has a decomposition similar to (5.7),
D(X,X ′) =
(−i)d
2πi
∫ c+i∞
c−i∞
dλ t−λt′λ−dDλ(cosh σ), (5.11)
in terms of an infinite set of Green’s functions Dλ(cosh σ) on the anti-de Sitter slices.
In Quantum Field Theory a special role is played by the Feynman propagator which
in Minkowski space is given by
DF(X,X
′) = Ωd
i
(s2 + iǫ)d/2
(5.12)
with the appropriate iǫ-prescription showing that the propagator is analytic in the up-
per half-plane as a function of the invariant distance s2. This translates directly into a
corresponding prescription for the propagators on the de Sitter slices once we use the
decomposition (5.5). We find for the Feynman-like propagator DFλ as function of the
de-Sitter invariance distance σ that
DFλ(cosσ) = iDλ(cosσ − iǫ) .
This gives the correct Feynman prescription for going around the σ = 0 singularity in the
propagator on de Sitter spacetime.
It is now our goal to see how the Feynman propagator in Minkowski space behaves
when the two points approach the boundaries at infinity of the light-cone. Suppose that
one of the points approaches the future infinity of the light-cone, i.e. the sphere S+, from
the side of the region D. In this case we have τ ′ → +∞ and the de Sitter geodesic distance
behaves in this limit as
z = cosσ ∼ 1
2
eτ
′
(− sinh τ + cosh τ cos γ(θ, θ′)) .
Using the known properties (available in [21]) of the hypergeometric function when its
argument approaches infinity we find that as τ ′ → +∞
Dλ(z) ∼ Γ(λ)Γ(d− 2λ)
(4π)
d+1
2 Γ(d+1
2
− λ)
2λ
(−z)λ + (λ↔ d− λ) .
This expression contains factors (sinh τ −cosh τ cos γ(θ, θ′)+ iǫ)−λ. When now the second
point is taken either to the future infinity (τ → +∞) or to the past infinity (τ → −∞) of
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the light-cone these factors produce non-trivial distributions on the d-sphere (see Apendix
A for details)
lim
τ→+∞
(sinh τ − cosh τ cos γ(θ, θ′) + iǫ)−λ
= (4π)d/2 i(d−2λ)
Γ(λ− d
2
)
Γ(λ)
e−(d−λ)τ δ(d)(θ, θ′) +
2λe−λτ
(1− cos γ(θ, θ′))λ (5.13)
and
lim
τ→−∞
(sinh τ − cosh τ cos γ(θ, θ′) + iǫ)−λ
= (4π)d/2 (−i)d Γ(λ−
d
2
)
Γ(λ)
e(d−λ)τδ(d)(θ, π − θ′) + 2
λ(−i)2λeλτ
(1 + cos γ(θ, θ′))λ
, (5.14)
where π − θ stands for the spherical coordinates of the anti-podal point of the d-sphere,
in other words n(θ) = −n(π − θ). The expressions in (5.14) are valid up to terms of
order e−2τ . Using (5.14) we find the form of the Feynman propagator when both points
approach the future infinity of the light-cone (τ, τ ′ → +∞)
lim
τ,τ ′→+∞
DF(X,X
′) =
∫ dλ
2πi
r−λr′−(d−λ)(
A(λ)
e−λ(τ
′+τ)
(1− cos γ)λ +B(λ)δ
(d)(θ, θ′)e−(d−λ)τe−λτ
′
+ (λ↔ d− λ)
)
(5.15)
where the integration over λ goes from d/2−i∞ to d/2+i∞. A similar expression appears
when τ, τ ′ → −∞.
Notice that the first term in (5.15) looks like a conformal correlation function on
one of the boundaries (S+d ) of the light-cone, similar to the expression we found in the
previous section. From a holographic point of view, it is a correlation function between
operators associated with modes r−λe−λτ and r−(d−λ)e−λτ . On the other hand, we find
that the correlation functions of the operators associated with the modes r−λe−(d−λ)τ and
r−(d−λ)e−λτ produce contact terms proportional to a delta-function on the d-sphere.
When one of the points approaches the future infinity of the light-cone and another
approaches the past infinity of the light-cone we find that
lim
τ ′ → +∞
τ → −∞
DF(X,X
′) =
∫ dλ
2πi
r−λr′−(d−λ)
(
D(λ)
eλ(τ−τ
′)
(1 + cos γ)λ
+ F (λ)δ(d)(θ, π − θ′)e(d−λ)τ e−λτ ′ + (λ↔ d− λ)
)
(5.16)
This also takes the form of correlation functions between conformal operators living on
S−d and S
+
d : the correlation function diverges for antipodal points on d-sphere. This is
similar to the behavior for two point functions in de Sitter space as discussed in [7, 22, 23].
The functions A(λ), B(λ), D(λ) and F (λ) are expressed in terms of the Gamma function
as follows
A(λ) =
2λi
4π
d
2
+1
Γ(λ)Γ(
d
2
− λ) , B(λ) = 2
di(d−2λ+1)
4π
Γ(
d
2
− λ)Γ(λ− d
2
) ,
D(λ) =
2λ(−i)(2λ−1)
4π
d
2
+1
Γ(λ)Γ(
d
2
− λ) , F (λ) = 2
d(−i)(d−1)
4π
Γ(
d
2
− λ)Γ(λ− d
2
) .(5.17)
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We can repeat this analysis in the case when either of the infinities of the light-cone is
approached from the side of the region A. It is useful to note that the coordinate systems
(5.2) and (5.8) are related by the analytic transformation
D → A+ : r → it , τ → y − iπ
2
, θ→ θ
D → A− : r → −it , τ → −y + iπ
2
, θ → π − θ . (5.18)
Using the analytic continuation (5.18) between regions A and D one can demonstrate
that the structure of the conformal correlation functions (5.15) and (5.16) is the same
no matter from which side each point approaches the boundary of the light-cone. Thus,
the structure of the conformal correlators emerging in (5.15) and (5.16) is an intrinsic
property of the boundaries (S−d and S
+
d ) themselves.
Incidentally, in de Sitter space there is a one-parameter family of vacua usually called
α-vacua, and one may wonder which vacuum state is natural once de Sitter space is
embedded in Minkowski space. According to [19], the natural de Sitter vacuum to use in
this context is the Bunch-Davies vacuum or the Euclidean vacuum. We have not verified
whether the form of (5.16) is consistent with the two-point functions in the Euclidean
vacuum as derived in [22, 23], or whether it corresponds to a different value of α, but
clearly it would be interesting to investigate this.
5.2 In- and out-fields
The standard decomposition of asymptotic fields in terms of plane waves is
φ(X0,X) =
∫
dk
(
a(k)fk(X0,X) + a
†(k)f ∗k (X0,X)
)
, (5.19)
where the functions
fk(X0,X) =
1
[(2π)d+12k]1/2
e−i(kX0−kX) (5.20)
form a basis of (positive frequency) asymptotic fields. The (d+1)-vector k is parametrized
by its length k =
√
kk and angles {θk} which determine the direction of the vector in
momentum space. Hence we have k = k n(θk), where n(θk) is unit vector providing the
direction. The creation and annihilation operators satisfy the usual algebra
[a(k), a†(k′)] = δ(d+1)(k,k′) =
1
kd
δ(k − k′) δ(d)(θk, θk′) , (5.21)
where δ(d)(θk, θk′) is the delta-function on the d-sphere with respect to the standard mea-
sure dµ(θk).
In the region A the coordinates (X0,X) are given by (5.8) so that the argument in
the exponent in (5.21) can be written in the form
(kX0 − kX) = kt (cosh y − sinh y cos γ(θ, θk)) .
Using this expression and formula (3.7) we obtain a representation of the plane waves
e±i(kX0−kX) =
1
2πi
∫ c+i∞
c−i∞
dλ
(±i)λΓ(λ)k−λ(t± iǫ)−λ
(cosh y − sinh y cos γ(θ, θk))λ , (5.22)
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where the iǫ-prescription determines the way to go around the t = 0 singularity. With
the help of this representation we can obtain an explicit decomposition of the asymptotic
field (5.19) in terms of data on the boundary of the light-cone.
Consider the region A+ in which the coordinate t > 0. With the help of (5.22) the
asymptotic field (5.19) has the form
φ(t, y, θ) =
1
2πi
∫ d/2+i∞
d/2−i∞
dλ t−λ
∫
S+
d
dµ(θk) G(λ)(y, θ, θk) φ
(d−λ)(θk) , (5.23)
where
G(λ)(y, θ, θk) =
g(λ)
(cosh y − sinh y cos(θ, θk))λ (5.24)
is the bulk-boundary propagator on Euclidean anti-de Sitter introduced in (4.5). The
family of functions (parametrized by λ)
φ(d−λ)(θk) =
2
d
2Γ(λ− d
2
)
2π
1
2
∫ ∞
0
dk k(d−λ−
1
2
)
(
e−i
pi
2
λa(k, θk) + e
ipi
2
λa†(k, θk)
)
(5.25)
can be thought of as the boundary data on the boundary S+d of the future light-cone.
Equation (5.23) thus gives us a solution to a quite peculiar boundary problem and shows
how the field in (d+2)-dimensional space-time can be reconstructed from data on a co-
dimension two surface lying at the boundary at infinity of the light-cone.
The algebra (5.21) induces the algebra of the operators (5.25) and we obtain for their
vacuum expectation values
< 0|φ(d−λ)(θk)φ(d−λ′)(θ′k)|0 >
=
2d
4π
Γ(λ− d
2
)Γ(λ′ − d
2
)(−i)λiλ′2πi δ(λ+ λ′ − d) δ(d)(θk, θ′k) . (5.26)
Using this we can compute the vacuum expectation value of the asymptotic fields (5.19)
and we find that
< 0|{φ(t, y, θ), φ(t′, y′, θ′)}|0 >
=
1
2πi
∫ d/2+i∞
d/2−i∞
dλ t−λ t′−(d−λ) C(λ)
∫
S+
d
dµ(θk) G(λ)(y, θk, θ) G(d−λ)(y
′, θk, θ
′) ,
C(λ) =
2d
2π
Γ(λ− d
2
) Γ(
d
2
− λ) cos(π
2
(d− 2λ)) . (5.27)
Equation (5.27) is another representation for the Hadamard function (5.11). Comparing
these two expressions we find a representation for the anti-de Sitter bulk-bulk propagator
Dλ(cosh σ) in terms of the bulk-boundary propagator (5.24). This representation is rather
natural from the point of view of anti-de Sitter space.
In the region A− where the coordinate t < 0 there exists a representation for the
asymptotic field which is similar to (5.23): one should just switch signs appropriately
according to the iǫ-prescription in (5.22).
In region D foliated by de Sitter slices the coordinates (X0,X) are given by (5.2) and
we have that
(kX0 − kX) = kr (sinh τ − cosh τ cos γ(θ, θk)) .
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The expression for the plane waves then reads
e±i(kX0−kX) =
1
2πi
∫ c+i∞
c−i∞
dλ
(±i)λΓ(λ)k−λr−λ
(sinh τ − cosh τ cos γ(θ, θk)± iǫ)λ . (5.28)
The kernel appearing in (5.28) is singular and ambiguous. The iǫ in (5.28) provides the
appropriate way to deal with the singularity in the kernel. The asymptotic behavior of
such kernels is given by (5.13) and (5.14). Using those asymptotics we define the bulk to
boundary propagator near the boundary at future infinity of the light-cone as follows
Goutλ (τ, θ, θ
′) =
g(λ) (−i)d−2λ
(sinh τ − cosh τ cos γ(θ, θ′) + iǫ)λ . (5.29)
The bulk-boundary propagator near the boundary at past infinity is defined as
Ginλ (τ, θ, θ
′) =
g(λ) (−i)d
(sinh τ + cosh τ cos γ(θ, θ′)− iǫ)λ . (5.30)
We should note that the ǫ-prescription used to define the decomposition of the plane
waves (see (5.22) and (5.28)) is in general not analytic under the transformation (5.18)
between regions A and D. We find that modes e−ikX with k0 > 0 are analytic across the
future light-cone while modes eikX with k0 > 0 are analytic across the past light-cone.
5.3 Conformal operators
The analysis of the previous subsection suggests that one can define the conformal op-
erators as associated with the asymptotic (possibly, interacting in the bulk) in- and out-
quantum fields. For the out-field the representation is
lim
τ→+∞
φ(r, τ, θ) =
1
2πi
∫ d
2
+i∞
d
2
−i∞
dλ (ϕ<λ (r, τ) outO<λ (θ) + ϕ>λ (r, τ) outO>λ (θ)) . (5.31)
For the in-field we have a similar representation in terms of the in-operators
lim
τ→−∞
φ(r, τ, θ) =
1
2πi
∫ d
2
+i∞
d
2
−i∞
dλ (χ>λ (r, τ) inO>λ (θ) + χ<λ (r, τ) inO<λ (θ)) . (5.32)
The asymptotic modes which are right-moving as a function of λ on the (log r, τ)-plane are
labelled by the subscript > while the left-moving modes are labelled by <. The functions
ϕ<λ (r, τ) = N
−1
λ r
−λe−λτ , ϕ>λ (r, τ) = N
−1
λ i
λ−d r−λe−(d−λ)τ (5.33)
form the basis of out-modes and the functions
χ>λ (r, τ) = N
−1
λ r
−λeλτ , χ<λ (r, τ) = N
−1
λ i
λ−d r−λe(d−λ)τ (5.34)
form the basis of the in-modes on the (log r, τ)-plane. In the region A the respective
modes are those obtained from (5.33) and (5.34) by means of the analytic continuation
(5.18). The conformal operators so defined are associated with the boundary of the light-
cone at infinity and are independent of the side (A or D) from which the boundary is
approached.
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Since τ plays the role of time in the de Sitter foliation of Minkowski space it can be
used to define positive and negative frequencies. Representing λ = d
2
+ iα where α is a
real parameter we then find that the positive frequency modes are χ>(−α), χ
<
(α), ϕ
<
(α) and
ϕ>(−α), all with α positive. Inversion of the sign of α (or equivalently taking the complex
conjugate) then gives the negative-frequency modes. The constant Nλ is given by
Nλ = 2
− d
2
√
2λ− d .
The positive frequency modes then are normalized as
(f λ, fλ′) = 2πi δ(λ− λ′) , (5.35)
where fλ stands for any of the positive frequency modes we defined above. The inner
product is given by the usual Klein-Gordon expression
(f , g) = (cosh τ)d
∫ ∞
0
dr rd−1f ∗
←→
i∂τ g , (5.36)
where τ → +∞ for the out-operators and τ → −∞ for in-operators.
For the operators defined in (5.31) and (5.32) we have that O<−α = [O<α ]∗ and O>−α =
[O>α ]∗. This implies that the in- and out-operators O<α and O>−α couple to positive-
frequency modes while O>α and O<−α couple to negative-frequency modes. This definition
of the positive and negative frequencies is different from the definition based on the
global time coordinate X0. The difference between two is reminiscent of the well-known
relation between the Rindler and Minkowski definitions of time in Rindler spacetime. The
corresponding modes are related by a Bogoliubov transform. As is seen from (5.28) the
modes which have positive frequency in the sense of the time-like vector ∂X0 decompose
onto both negative and positive frequency modes in the sense of de Sitter time vector ∂τ .
It would be interesting to understand better the implications of this observation. Note
also that the definition of the conformal operators given in (5.31) and (5.32) is reminiscent
of the analysis of section 4.
The operation inverse to the spectral integration in (5.31), (5.32) is the direct Mellin
transform
φλ(τ, θ) =
∫ ∞
0
dr rλ−1φ(r, τ, θ)
so that φλ(τ, θ) can be thought of as a field living on de Sitter space with coordinates (τ, θ).
On the other hand the kernels Ginλ (τ, θ, θ
′) and Goutλ (τ, θ, θ
′) given in (5.29) and (5.30) can
be used to project‖ the field φλ(τ, θ) onto modes asymptotic to e
±λτ and e±(d−λ)τ . These
two operations can be used to derive the insertion of the in- and out-conformal operators
in terms of the (in general interacting) bulk Feynman Green’s function in the form of
an integral over a hypersurface of constant τ . For the out-operators it is the surface at
τ = +∞ while for the in-operators we should take the surface at τ = −∞. The insertion
prescriptions are
< 0|.. inO<λ (θ) ..|0 >= (5.37)
lim
τ→−∞
∫ ∞
0
drrλ−1N−1λ i
d−λ
∫
S−
d
dµ(θ′)(cosh τ)dDF(.., (r, τ, θ
′), ..)
←→
∂τ G
in
d−λ(τ, θ, θ
′)
‖There are two terms in the asymptotic expansion of G
in(out)
λ (τ, θ, θ
′), see (5.13) and (5.14). In order
for the term with the delta-function to dominate we take Re λ = d2 + ǫ and take ǫ to zero afterwards.
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and
< 0|.. inO>λ (θ) ..|0 >= (5.38)
lim
τ→−∞
∫ ∞
0
drrλ−1N−1λ
∫
S−
d
dµ(θ′)(cosh τ)dDF(.., (r, τ, θ
′), ..)
←→
∂τ G
in
λ (τ, θ, θ
′)
for the in-operators and
< 0|.. outO<λ (θ) ..|0 >= (5.39)
lim
τ→+∞
∫ ∞
0
drrλ−1N−1λ
∫
S+
d
dµ(θ′)(cosh τ)dGoutλ (τ, θ, θ
′)
←→
∂τ DF(.., (r, τ, θ
′), ..)
and
< 0|.. outO>λ (θ) ..|0 >= (5.40)
lim
τ→+∞
∫ ∞
0
drrλ−1N−1λ i
d−λ
∫
S+
d
dµ(θ′)(cosh τ)dGoutd−λ(τ, θ, θ
′)
←→
∂τ DF(.., (r, τ, θ
′), ..)
for the out-operators. Near the boundary (S+ or S−) of the light-cone the coordinate r
plays the role of a coordinate enumerating the de Sitter slices ending at the surface S+
(or S−). Thus, in the above formulas an insertion effectively takes place at each of the de
Sitter slices separately, after which one sums over all de Sitter slices labelled by r.
These expressions are very similar to the ones introduced in [7, 23] for the insertion of
boundary conformal operators in the case of de Sitter space. The field φλ(τ, θ) obtained
from φ(r, τ, θ) by the Mellin transform in the variable r describes a field on de Sitter
space with mass equal λ(d− λ), so perhaps this is not too surprising. Nevertheless, it is
interesting to observe that computing the on-shell action (as we attempted in section 4)
is not very satisfactory, whereas the S-matrix approach in this section gives a concise
proposal for a Minkowski/CFT duality as in (5.41), just as in de Sitter space.
Inside the light-cone, in the region A, the insertions can be defined in a similar way as
in (5.38), (5.39), (5.40), (5.41). The appropriate surface is then the boundary at y = +∞
of each anti-de Sitter slice and one has to integrate over contributions of all such slices,
which translates into an integral over negative t for the in-operators and over positive
t for the out-operators. On an anti-de Sitter slice we could use the definition of the
conformal correlation functions built out of bulk-boundary propagators and truncated
n-point Feynman Green’s function on the slice, as familiar from AdS/CFT, see [5], [24].
Notice that even on the Anti-de Sitter slices computing an on-shell action is not the right
approach, because of the complex values of the conformal weights, and therefore even on
the AdS slices we should resort to an S-matrix type approach like the one discussed in
[25].
The integration over t adds up the contributions of all AdS slices. The explicit form of
the insertions in region A can be obtained by applying the analytic transformation (5.18)
to (5.38)-(5.41).
It appears that correlation functions defined in this way do not depend on the choice
of region (inside or outside the light-cone) which is used to define the insertions and are
therefore an intrinsic property of the boundary of the light-cone. The 2-point correlation
functions between out- and in-operators are now found to be equal to
< 0|outO<λ1(θ1) inO>λ2(θ2)|0 >= 2πi δ(λ1 + λ2 − d) δ(d)(θ1, π − θ2) idNλ1Nλ2 F (λ2)(5.41)
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< 0|outO>λ1(θ1) inO<λ2(θ2)|0 >= 2πi δ(λ1 + λ2 − d) δ(d)(θ1, π − θ2) idNλ1Nλ2 F (λ1)(5.42)
< 0|outO>λ1(θ1) inO>λ2(θ2)|0 >= 2πi δ(λ1 + λ2 − d)
id−λ2Nλ1Nλ2 D(λ2)
(1 + cos γ(θ1, θ2))λ2
(5.43)
< 0|outO<λ1(θ1) inO<λ2(θ2)|0 >= 2πi δ(λ1 + λ2 − d)
id−λ1Nλ1Nλ2 D(λ1)
(1 + cos γ(θ1, θ2))λ1
. (5.44)
Thus, the set of CFT operators splits into two groups: operators O> representing the
right-moving modes and operators O< representing the left-moving modes. The correla-
tion functions of operators of the same group take a standard CFT form (5.43), (5.44)
on a d-sphere. On the other hand, operators from different groups produce contact terms
in the correlators (5.41), (5.42). Note that contact type correlation functions are also
consistent with conformal invariance.
5.4 S-matrix
It is well-known that in Minkowski space the S-matrix of interacting quantum fields can
be reconstructed from bulk correlation functions via the so-called LSZ construction. A
natural question arises whether it is possible to reproduce the S-matrix by means of only
the light-cone correlation functions of conformal operators introduced in section 5.3. That
this may be the case is suggested by the analysis made in de Sitter space [23] where it
was shown that the de Sitter analog of an S-matrix indeed can be presented in terms of
CFT correlation functions between operators living at the infinite past and future of de
Sitter space. In anti-de Sitter a similar construction was introduced in [25].
In order to analyze this possibility we consider the one-particle amplitude whose LSZ
form is given by a combination of integrating over two surfaces, one lying in the infinite
past and another in the infinite future of Minkowski space [26],
< p|q >=
∫
dV (X)√
Z
∫
dV (Y )√
Z
fq(X)
−→
∇2X DF(Y,X)
←−
∇2Y f ∗p (Y )
= −
∫
Y0→+∞
dσ(Y )
∫
X0→−∞
dσ(X) nµx fq(X)
←→
∂µ DF(Y,X)
←→
∂ν f
∗
p (Y ) n
ν
y ,(5.45)
where Z is the standard normalization of the wave function and nµx is the normal vector
to the hypersurface in the infinite past while nµy is the normal to the hypersurface in the
infinite future. The functions fk(X) are defined in (5.20) and form a basis of the set of
asymptotic fields. We recall that in momentum space the asymptotic spatial momentum
k is determined by its length k and angles {θk} on a d-sphere so that k = k n(θk).
For our purposes it is convenient to choose the asymptotic hypersurfaces in a different
way. Namely, we define the asymptotic future and past hypersurfaces by Σout = {A : y =
const → ∞ (t > 0)} ∪ {D : τ = const → ∞} and Σin = {A : y = const → ∞ (t <
0)} ∪ {D : τ = const → −∞} . We see that these hypersurfaces are defined in the
vicinity of the boundary of the light-cone and consist of two components: one in region
A and another in region D. As we show in Appendix B the plane waves fq(X) have
the standard normalization with respect to the Klein-Gordon inner product defined at
these hypersurfaces. Thus, Σout and Σin can be used to define asymptotic states in the
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Fig. 2: The asymptotic hypersurfaces Σin and Σout are defined in a small vicinity of the
past and future infinity of the light-cone respectively.
same fashion as the usual constant X0 surfaces. With this definitions and these choices
of asymptotic surfaces the LSZ form of the one-particle amplitude (5.45) is modified into
< p|q >=
∫
Σout
dσ√
Z
∫
Σin
dσ′√
Z
f ∗p (X)
←→
∂n DF (X,X
′)
←→
∂′n fq(X
′) . (5.46)
The asymptotic functions fq(X) and f
∗
p (Y ) can be decomposed according to (5.28) in
the region D and (5.22) in the region A. Inserting this decomposition into (5.46) and
after some manipulations we recognize the two-point functions defined in section 5.3.
Consequently, the one-particle amplitude takes the form
< p|q >=
√
p q
(2πi)2
∫
dλ1√
Z
∫
dλ2√
Z
p−λ1q−λ2 H(λ1) H(λ2)
< 0|outO<d−λ1(θp) inO>d−λ2(π − θq)|0 > , (5.47)
where
H(λ) =
2
d
2√
π
i Γ(λ− d
2
) sin
π
2
(d− 2λ)
and each λ-integration is from d
2
− i∞ to d
2
+ i∞. The function f ∗p (X), once expressed
in terms of conformal operators, is not analytic across the future light-cone. The jump is
id−2λ − i2λ−d, which explains the appearance of sin pi
2
(d − 2λ) in the function H(λ). The
same is true for the function fq(X) near the boundary at infinity of the past light-cone.
For free fields the light-cone 2-point function in (5.47) is given by (5.41) and after the
integration over λ1 and λ2 the usual expression
< p|q > = p−d δ(p− q) δ(d)(θp, θq) (5.48)
is reproduced. Although this calculation was performed for a free field interaction is not
expected to change the form of the conformal correlation function in the amplitude (5.47),
24
but only its normalization. Therefore the angle part of the amplitude comes out in the
same way as in (5.48) while the p-dependent pre-factor can be modified. Note that this is
also consistent with the restrictions imposed by bulk Lorentz invariance on the structure
of the one-particle amplitude.
The generalization of (5.47) to many-particle amplitudes is straightforward. It is im-
portant to note that the amplitude (5.47) is given in terms of the contact type correlation
functions of operators introduced in section 5.3.
In the construction of the scattering amplitudes (5.45) and (5.47) the positive and
negative frequency modes of the asymptotic fields are defined with respect to the vector
field ∂X0 which is a global time-like vector in Minkowski space. Instead we could have
chosen to use the time τ on a de Sitter slice to define the positive and negative frequency
modes. The basis of asymptotic fields then is given by the functions (5.34) and (5.33).
These modes can be used to form incoming (f) and outgoing (g) wavepackets as
f>(r, τ, θ) =
1
2πi
∫
dλ χ>λ (r, τ) f
>
λ (θ) , f
<(r, τ, θ) =
1
2πi
∫
dλ χ<λ (r, τ) f
<
λ (θ) ,
g>(r, τ, θ) =
1
2πi
∫
dλ ϕ>λ (r, τ) g
>
λ (θ) , g
<(r, τ, θ) =
1
2πi
∫
dλ ϕ<λ (r, τ) g
<
λ (θ) , (5.49)
where f>λ (θ) (f
<
λ (θ)) and g
>
λ (θ) (g
<
λ (θ)) are smooth functions on the spheres S
−
d and S
+
d
respectively. In order to make sure that only positive frequency modes contribute to the
wavepacket we demand that (provided that λ = d
2
+ iα) f>α (θ) = 0 and f
<
−α(θ) = 0 for
α > 0, with similar conditions on the envelope functions in the outgoing wavepacket.
The operators b
>(<)
f and b
>(<)
g corresponding to these wavepackets are recovered from the
asymptotic free field (5.31) (or (5.32)) by the standard formulas
b>f =
∫ ∞
0
dr rd−1
∫
S−
d
dµ(θ) (cosh τ)d [f>(r, τ, θ)]∗i
←→
∂τ φin(r, τ, θ)
b>g =
∫ ∞
0
dr rd−1
∫
S+
d
dµ(θ) (cosh τ)d [g>(r, τ, θ)]∗i
←→
∂τ φout(r, τ, θ) (5.50)
with similar expressions for the left-moving modes. The S-matrix elements for an incoming
wavepacket f> and an outcoming wavepacket g> are defined by
S[g>, f>] =< 0|b>g b>†f |0 > . (5.51)
These matrix elements can be re-written in terms of 2-point correlation functions of the
conformal operators O> as
S[g>, f>] =
1
(2πi)2
∫
dλ√
Z
∫
dλ′√
Z
∫
S+
d
[g>λ (θ)]
∗
∫
S−
d
f>λ′(θ
′) < 0|outO>d−λ(θ)inO>λ′(θ′)|0 > (5.52)
A similar expression exists for the matrix element S[g<, f<]. This formula relates the
matrix elements of the S-matrix with the light-cone conformal correlation functions of
operators living on the asymptotic d-spheres. A generalization of this formula to many-
particle amplitudes is straightforward. Our analysis suggests that the S-matrix approach
to Quantum Field Theory in Minkowski space can be re-formulated entirely in terms of
the correlation functions of conformal operators living on the boundaries of the light-
cone. This opens the possibility to find a truly holographic representation of the physics
in Minkowski space. For such a holographic representation we should also consider, obvi-
ously, gravity in Minkowski space, to which we turn next.
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6 Asymptotic light-cone structure and
conformal symmetry
6.1 Asymptotic Minkowski Spaces
In this section we consider a more general class of metrics which are not globally Minkowski
but approach flat space in a suitable asymptotic sense. In particular, we are interested in
the asymptotic light-cone structure of the metric and the asymptotic symmetries associ-
ated to this structure.
First, we generalize the Minkowski metric studied in the previous sections. It should
approach the Minkowski metric asymptotically in such a way that at infinity a slicing
with constant curvature surfaces is appropriate. For concreteness we consider only the
region A−. We start with the following asymptotic form of the (d+2)-metric
ds2 = −dt2 + t2
(
dρ2
4ρ2
(1 + t−1σ(t, θ, ρ)) +
1
ρ
gij(t, θ, ρ)dθ
idθj + 2t−1Ai(t, θ, ρ)dθ
idρ
)
(6.1)
where normal coordinates, in which the components Gtρ and Gti vanish, have been used.
The metric in parenthesis in (6.1) is the (d+ 1)-metric on an Euclidean slice of constant
t. Provided that the (d + 2)-metric is Ricci flat, the t = const slice of the light-cone
metric (6.1) should for large t approach a solution of the Einstein equations with negative
cosmological constant. Therefore, the choice of the metric (6.1) to the leading order in t
is motivated by the general form of the negative constant curvature metric studied in the
context of the AdS/CFT correspondence [27]. The conformal boundary of a t = const
slice is at ρ = 0. For large t each function in (6.1) is assumed to have an expansion in
powers of 1/t as well as in powers of ρ1/2. For instance, the metric gij(t, θ, ρ) can be
expanded as
gij(t, θ, ρ) = g
(0)
ij (θ, ρ) + t
−1g
(1)
ij (θ, ρ) + ... ,
which could also include logarithmic terms of the form t−n(ln t)−m and each term in the
t-expansion should be also expanded in terms of ρ1/2, e.g.
g
(n)
ij (θ, ρ) = g
(n,0)
ij (θ) + g
(n,1)
ij (θ)ρ
1/2 + ... ,
where g
(0,0)
ij (θ) is to be interpreted as the metric on the boundary Σ
−
d of the past light-
cone. This boundary metric should be the same for all t = const slices. Expanding first
in powers of ρ this condition says that the constant term in the expansion should not be
a function of t, i.e. gij(t, θ, ρ) = g
(0,0)
ij (θ) +O(ρ
1/2). For large t this gives a restriction on
the coefficients g
(n,0)
ij , namely only the one with n = 0 should be non-vanishing. We do
the holography along the ρ-direction so that no additional expansion in t-variable should
be necessary. It is however technically more convenient to work with functions which
have certain expansion in powers of 1/t. A bonus we get is extra diffeomorphisms which
generate transformations in the t directions and change the metric to 1/t order. The BMS
group will be a part of these diffeomorphisms.
When we analyze the bulk diffeomorphisms that preserve the asymptotic form (6.1)
we find that there is a particular t-independent diffeomorphism generated by
ξt = 0 , ξρ = γ(θ)ρ , ξk = ξk(θ, ρ) , (6.2)
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where γ(θ) is some arbitrary function of θ, ξk(θ, ρ) has to satisfy
∂ρξ
k = −1
4
gki(0)∂iγ(θ) . (6.3)
The action of this diffeomorphism on σ(t, θ, ρ), gij(t, θ, ρ) and Ai(t, θ, ρ) is then given by
Lξσ = γ(θ)ρ∂ρσ − 2ρ2Akgki(0)∂iγ + ξi∂iσ (6.4)
Lξgij = γ(θ)(ρ∂ρgij − gij) + ρ
2
t
(Ai∂jγ + Aj∂iγ) +∇(g)i ξj +∇(g)j ξi (6.5)
LξAi = γ(θ)(ρ∂ρAi + Ai) + t
4ρ
(∂iγ − gkigkj(0)∂jγ) + ξk∂kAi + ∂iξkAk (6.6)
Notice that although there appears to be a term (the one proportional to t) in the right
hand side of (6.6) which destroys its asymptotic behavior, this is not really true because
∂iγ − gkigkj(0)∂jγ vanishes as 1/t in the limit where t → ∞. One can see from (6.5) that
the diffeomorphism generated by (6.2) acts on the metric g
(0)
ij (θ, ρ) in the same way as
the diffeomorphism that was found in [28] to generate the asymptotic conformal structure
of asymptotically Anti-de Sitter space. In particular, it acts on the metric g
(0,0)
ij (θ), the
metric on the asymptotic boundary Σ of the light-cone, as a conformal transformation
Lξg(0,0)ij = −γ(θ)g(0,0)ij . (6.7)
Thus, our analysis demonstrates that the conformal structure present on each AdS
slice extends to the conformal structure associated with the boundary of the light-cone of
(d+ 2)-dimensional asymptotically Minkowski space-time.
The analysis done so far was restricted to the region A−. A similar analysis can be
done in the regions A+ and D. In fact the conformal structure near the boundary Σ−d of
the past light-cone is analytic across the light-cone and extends from region A− to region
D. This can be seen by introducing new light-cone coordinates u = − t
ρ1/2
, v = tρ1/2 so
that
uv = −t2 , v
u
= −ρ . (6.8)
In terms of these coordinates the past light-cone is defined by v = 0. The boundary Σ−d
of the light-cone is now at u = −∞. In terms of the new coordinates the metric (6.1)
takes the light-cone form (for simplicity we discard the subleading 1/t-terms in the metric
(6.1))
ds2 = dudv + u2g
(0)
ij (θ, v/u)dθ
idθj . (6.9)
The boundary of the light-cone is at u = −∞, and the ρ-expansion of the metric com-
ponents now becomes an expansion in v/u. In the light-cone form (6.9) the metric is
analytic across the past light-cone (at v = 0) and extends from A− to D everywhere in
the neighborhood of the boundary of the past-light cone.
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The diffeomorphism (6.2) now takes the form
ξv =
1
2
vγ(θ) , ξu = −1
2
uγ(θ) , ξi = ξi(u, v, θ) . (6.10)
The form of the functions ξi(θ, u, v) is constrained by the equations
∂uξ
i = − v
4u2
gik(0)(θ, v/u)∂kγ , ∂vξ
i =
1
4u
gik(0)(θ, v/u)∂kγ . (6.11)
Since these are two equations there exists a consistency condition ∂u∂vξ
i = ∂v∂uξ
i. It
reduces to a condition (v∂v + u∂u)g
(0)
ij = 0 which does hold since the metric components
in (6.9) are functions of v/u. One can see from (6.11) that ξi is a function of the ratio
v/u of the light-cone coordinates. The first term ξi(0) in the expansion of ξ
i(θ, v/u) near
the boundary of the light-cone is proportional to v/u and solving (6.11) to this order we
find that ξi(0) =
v
4u
gik(0,0)∂kγ(θ).
The components g
(0)
ij (θ, v/u) transform under these diffeomorphisms according to
Lξg(0)ij = γ(θ)(v∂vg(0)ij − u−1∂u(u2g(0)ij )) +∇(0)i ξj +∇(0)j ξi . (6.12)
Of course, equations (6.10), (6.11) and (6.12) are just the light-cone form of the previ-
ous equations (6.2), (6.3) and (6.5) that were written in terms of the coordinates (t, ρ).
However, the analyticity of the conformal structure across the light-cone is not obvious
in those coordinates.
We conclude that there indeed exists a conformal symmetry associated with the bound-
ary of the light-cone in the metric (6.1) or (6.9). This symmetry is generated by a certain
bulk diffeomorphism (6.10), (6.11) and can be viewed as an extension of the conformal
group existing on each EAdS slice to a symmetry of the bulk.
6.2 BMS
It should be noted that the group of all diffeomorphisms preserving the structure of
the metric (6.1) is larger than just (6.2) and includes also t-dependent diffeomorphisms.
The full analysis of diffeomorphisms of this type is given in Appendix C. We also find
the generators of the well-known BMS group as a particular case of these t-dependent
asymptotic transformations. The vector generating these diffeomorphisms is
ξt = f(θ)ρ1/2 ,
ξρ = −2
t
f(θ)ρ3/2 ,
ξi =
1
t
ρ3/2 gij(0,0)(θ)∂jf(θ) . (6.13)
The BMS group acts at a subleading order in the 1/t expansion and leaves the metric
g
(0,0)
ij (θ) on Σd unchanged. The BMS transformations are the asymptotic symmetries of
the class of metrics which approach Minkowski metric near null infinity. Our asymptotic
condition (6.1) is less restrictive and requires only that there is a light-cone structure near
the surface Σd, which can be viewed as a single point in the null infinity. Therefore the
group of asymptotic symmetries in our case is much larger than just BMS and in fact
contains it as a subgroup. Of course, one may wonder whether the group of asymptotic
symmetries and in particular the BMS group is actually a symmetry of the dual theory.
To analyze this issue we now turn to a study of the various symmetries of the system.
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6.3 Symmetries of the dual theory
First we recall that a solution of the field equations of a massless scalar field admits on
the de Sitter slices near τ = +∞ a decomposition given in (5.31)
lim
τ→+∞
φ(r, τ, θ) =
1
2πi
∫ d
2
+i∞
d
2
−i∞
dλN−1λ r
−λ
(
e−λτ outO<λ (θ) + iλ−de−(d−λ)τ outO>λ (θ)
)
.(6.14)
We have been applying holography in the τ -direction, resulting in the infinite set of
operators outO<λ (θ) and outO>λ (θ). Instead of working with an infinite set of operators
parametrized by the continuous parameter λ, we could also have decided replace the
continuous parameter by an extra coordinate, so that the dual theory seems to live in
d+ 1 dimensions. One way to introduce such an extra coordinate is to define
φ<(ξ, θ) =
1
2πi
∫ d
2
+i∞
d
2
−i∞
dλN−1λ ξ
−λ
outO<λ (θ). (6.15)
and similarly
φ>(ξ, θ) =
1
2πi
∫ d
2
+i∞
d
2
−i∞
dλN−1λ ξ
−λiλ−d outO>λ (θ). (6.16)
In other words, the new coordinate ξ arises by doing an inverse Mellin transform over the
parameter λ. In constructing φ<,>(ξ, θ) we essentially did nothing but drop the leading
exponential behavior in τ in (6.14). Thus φ<,>(ξ, θ) describe the boundary behavior of φ
as τ →∞ and in that sense it is similar to how one defines dual fields in AdS.
We have on purpose called the extra coordinate ξ. It clearly is very similar to r, but
to make clear that we really want to view it as a new coordinate we gave it a new name.
It is actually also closely related to x+ that appears in (2.8). Indeed, r
−λe−λτ = (x+)
−λ,
and therefore φ<(ξ, θ) describes the field φ as a function of x+ if we identify x+ with
ξ. From this perspective it is also tempting to view the fields φ<,>(ξ, θ) as fields living
on null infinity, and to view ξ as the affine null coordinate of null infinity, so that the
dual theory would actually live on null infinity. As we will see, this interpretation is
somewhat problematic, but it would be interesting to study this further. On the other
hand, r−λe−(d−λ)τ = (x+)
−d/2(−x−)d/2−λ and dropping the overall factor (x+)−d/2 the
operator φ>(ξ, θ) can be considered as function of x−. Since x− is the affine coordinate
along the light-cone this suggests yet another interpretation of ξ and of the dual theory.
We will now first study the action of the conformal group, or equivalently, the Lorentz
group SO(d + 1, 1). To write the explicit form of these generators in the de Sitter co-
ordinates (τ, r, θ) it is convenient to combine the angles θ and r in a d + 1 component
vector with components ri, so that r
2 =
∑
i r
2
i , and so that the angles parametrize the unit
sphere at r = 1. With this convention, the rotation and boost generators of Minkowski
space are
Mij = ri
∂
∂rj
− rj ∂
∂ri
Ki =
ri
r
∂
∂τ
+ tanh τ
(
r
∂
∂ri
− ri
r
∑
k
rk
∂
∂rk
)
. (6.17)
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In order to determine the action of these generators on φ<,>(ξ, θ), the strategy is to first
find the exact solution of the free field equation with asymptotic behavior determined by
φ<,>(ξ, θ), e.g. using a bulk-boundary propagator, to act with the bulk generators (6.17)
on the exact solutions and to extract the new asymptotic behavior (φ′)<,>(ξ, θ). Luckily
for the generators (6.17) we can work with the asymptotic behavior only and we find that
Mij = ξi
∂
∂ξj
− ξj ∂
∂ξi
K<i =
ξi
ξ
(
ξ
∂
∂ξ
)
+
(
ξ
∂
∂ξi
− ξi
ξ
∑
k
ξk
∂
∂ξk
)
K>i =
ξi
ξ
(
−d − ξ ∂
∂ξ
)
+
(
ξ
∂
∂ξi
− ξi
ξ
∑
k
ξk
∂
∂ξk
)
(6.18)
where as we did above we combined the angles and ξ into a d + 1 component vector ξi
with ξ2 =
∑
ξ2i , and K
<
i describes the action of the boost generators on φ
<(ξ, θ), and
similarly for K>i and φ
>(ξ, θ).
The form of the generators (6.18) is consistent with the fact that the operators φλ(θ)
are conformal operators with conformal weights λ or d − λ. It is interesting to observe
that the generators (6.18) are simple differential operators when acting on φ<,>(ξ, θ).
Therefore, they give rise to Ward identities for correlation functions in the dual theory.
For example, a two point function of the form
〈φ<(ξ1, θ1)φ<(ξ2, θ2)〉 (6.19)
should be annihilated by K<i,1 + K
<
i,2. In conformal field theory the conformal Ward
identities fix the form of a two-point function up to normalization, but here it only fixes
it up to one unknown function. Indeed, one can show that the Ward identities imply that
(6.19), up to contact terms, is of the form
〈φ<(ξ1, θ1)φ<(ξ2, θ2)〉 = f<(ξ1ξ2 −
∑
i
ξi1ξ
i
2) ≡ f<(ξ1ξ2(1− cos γ(θ1, θ2))) (6.20)
with some unknown function f<. In terms of the operators φλ(θ) the corresponding
statement is that the two-point function is proportional to δ(λ1 − λ2), but with a λ-
dependent normalization, so that also in that formulation there is a function of one variable
undetermined.
Similarly, one finds that (again up to contact terms)
〈φ<(ξ1, θ1)φ>(ξ2, θ2)〉 = ξ−d2 f(ξ1ξ−12 (1− cos γ(θ1, θ2))) (6.21)
and
〈φ>(ξ1, θ1)φ>(ξ2, θ2)〉 = (ξ1ξ2)−df>(ξ−11 ξ−12 (1− cos γ(θ1, θ2))) . (6.22)
To determine the form of the functions f , f> and f< one needs further input. A typical
form of a two-point function is obtained by for example taking the first term proportional
to A(λ) in (5.15), and by dropping the e−λ(τ+τ
′) that appears there. The integral over λ
can be done explicitly, using the fact that the inverse Mellin transform of Γ(a+z)Γ(b−z)
is Γ(a+ b)xa(1 + x)−a−b [29]. This results
〈O<(ξ1, θ1)O>(ξ2, θ2)〉 = ξ−d2
(
1 +
ξ1
ξ2
(1− cos γ(θ1, θ2))
)−d/2
(6.23)
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which is very similar to the asymptotic form of the Feynman propagator in coordinate
space as τ, τ ′ →∞. Similarly, we find that
〈O>(ξ1, θ1)O>(ξ2, θ2)〉 = (ξ1ξ2)−d (ξ1ξ2)
d/2
(1− cos γ(θ1, θ2))d/2 . (6.24)
Note, that calculating the correlation function (6.24) with the help of the inverse Mellin
transform of product of two Gamma functions the result would contain the product of
the delta function δ(d)(θ1, θ2) and Γ(0). This product, however, with the help of (A.2) can
be recognized as the kernel (1− cos γ(θ1, θ2))−d/2.
The Lorentz or conformal generators (6.17) took a very simple form (6.18) when
expressed in the new coordinate ξ. A crucial ingredient in the derivation of (6.18) was
the fact that we were considering a massless scalar field. In general we would expect
the conformal multiplet and the action of the conformal generators to depend on the
field under consideration. For example, we can consider a massive scalar field with its
decomposition given in terms of MacDonald functions in (3.11). Unfortunately, there does
not seem to be a simple first order differential operator with eigenvalue ν when acting
on Kν(Mξ). Therefore, the massive generalization of (6.18) will be very complicated.
The mode functions φm(x) in (3.11) are still solutions of the massive field equations on
the AdS/dS slices, and the conformal group still acts in a simple way on these modes.
We therefore believe that ultimately the description in terms of an infinite number of
conformal fields is more useful than the description in terms of the additional coordinate
ξ.
Besides Lorentz invariance, the bulk theory is also translationally invariant. Since our
construction relies on a choice of light-cone, which is not invariant under translations, we
may expect that translational invariance is not very manifest in our framework. Perhaps
this is what is to be expected for a holographic dual description of Minkowski space, which
is inherently non-local and employs one dimension less.
The explicit form of the translation generators, written in the same coordinates as
used in (6.17), reads
P 0 =
cosh τ
r
∂
∂τ
− sinh τ
r
∑
k
rk
∂
∂rk
P i = −ri
r
sinh τ
r
∂
∂τ
+
1
r cosh τ
(
r
∂
∂ri
)
+
ri
r2
sinh2 τ
cosh τ
∑
k
rk
∂
∂rk
. (6.25)
Consider now the first term in (6.14), i.e. the one involving O<(θ). Acting with P 0 on
this we obtain
1
2πi
∫ d
2
+i∞
d
2
−i∞
dλN−1λ (−λ)r−λ−1e−(λ+1)τ outO<λ (θ). (6.26)
If we would drop the e−(λ+1)τ exponentials, we would from this deduce that
P 0φ<(ξ, θ) =
∂
∂ξ
φ<(ξ, θ). (6.27)
However, this answer cannot be correct. For example, any two-point function of the form
(6.20) cannot be annihilated by P 01 + P
0
2 unless it vanishes identically. The mistake we
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made is to work only with the asymptotic form of the fields, neglecting subleading pieces
that are necessarily there in the exact solution to the field equation. Subleading terms
can mix with the result in (6.26), and this changes the action of P 0. We have not worked
out the full detailed form of P 0 and P i, but a useful perspective on these operators is
obtained by looking at plane waves in the decomposition given in (3.7) and in particular
in (5.28). Given a plane wave with momentum k, we denote the associated ξ, θ-dependent
fields by W<,>k (ξ, θ). One can work out the explicit form of these fields. One finds that
W>k (ξ, θ) is some function of k0ξ times δ
(d)(θk, θ), where as before θk indicates the point
on the d-sphere given by the d + 1 dimensional unit vector ki/k0 (recall that we are still
discussing massless scalar fields here). On the other hand, we have that
W<k (ξ, θ) = exp(
i
2
(k0ξ −
∑
i
kiξi)). (6.28)
This shows that P 0 cannot be equal to ∂/∂ξ. A plane wave has P 0 eigenvalue ik0, whereas
∂/∂ξ acting on (6.28) has eigenvalue
∂
∂ξ
W<k (ξ, θ) =
i
2ξ
(k0ξ −
∑
i
kiξi). (6.29)
There is no simple operator for which (6.28) has eigenvalue ik0. Therefore, the easiest
way to study translation invariance would be to rewrite the fields φ<(ξ, θ) in terms of
momentum eigenstates such as (6.28), in terms of which translation invariance simply
boils down to momentum conservation. Incidentally, the fields (6.28) are, up to a factor
of two, simply the restriction of a plane wave to the light-cone. This suggest yet another
interpretation for ξ, namely as a null coordinate along the light-cone. Since all AdS and
dS slices asymptote to the light cone, this is perhaps the most natural interpretation of ξ.
A further input on the possible structure of the translations can be gained from the
looking at the explicit form of the conformal operators (5.25) given in section 5.2. We
find that
φ>(ξ, θ) =
∫ dλ
2πi
ξ−λφd−λ(θ)
= ξ−d/2
∫ ∞
0
dkkd−1/2(i−d/2e−ikξak(k, θ) + i
d/2eikξa+k (k, θ)) , (6.30)
where in the second line we take explicitly the integral over λ. Under the time trans-
lation X0 → X0 + b the creation/annihilation operators (5.19) transform as a(k, θk) →
e−ikba(k, θk), a
+(k, θk)→ e+ikba+(k, θk). This induces a transformation for the operators
φ>(ξ, θ),
φ>(ξ, θ)→ φ>′(ξ, θ) = (ξ + b)d/2ξ−d/2φ>(ξ + b, θ) . (6.31)
The two-point function of the operators (6.30) is given by (6.24) and is obviously invariant
under (6.31). A similar analysis for the <-operators gives rise to the form
φ<(ξ, θ) =
∫ ∞
0
dkkd−1/2
∫
dµ(θk)(e
−i kξ
2
(1−cos γ(θ,θk))ak(k, θk) + e
i kξ
2
(1−cos γ(θ,θk))a+k (k, θk)) .(6.32)
However the explicit way of how translations act on the operators (6.32) is not transparent.
The problem of finding this transformation eventually boils down to the above mentioned
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problem of finding the operator for which the exponent (6.28) would have an eigenvalue
ik.
Besides translations, there are infinitely many other operators in the BMS group which
are probably also very complicated; naively they seem to act on fields φ<(ξ, θ) as f(θ)∂ξ,
but as the example of P 0 demonstrated, this is not quite correct. In addition the BMS
generators are not exact symmetries of Minkowski space, and we therefore do not expect
them to annihilate the vacuum state of the dual theory, and for the same reason we also
do not expect them to give rise to new Ward identities. At best they provide a set of
spectrum generating operators, but more work is needed to verify whether this is indeed
the case or not. Actually, this applies to all asymptotic symmetries described in the
beginning of this section, not just to the BMS operators.
7 Gravitational holographic description
7.1 General remarks
In section 4 of this paper we have seen how for a scalar field in Minkowski space a dual
description emerges by first reducing the scalar field to a set of massive fields on a the
constant curvature (de Sitter or anti-de Sitter) slices of space-time. In this section we
will attempt to make a first step towards generalizing this duality to the gravitational
field. The field equations in this case are the usual non-linear Einstein equations (with
vanishing cosmological constant)
Rαβ = 0 , (7.1)
which define a Ricci-flat space-time, which appears to be the appropriate generalization
of flat Minkowski space. Equation (7.1) should be solved subject to suitable boundary
conditions for the metric. We choose so-called normal coordinates in which the metric
has the form
ds2 = dr2 + r2gij(x, r)dx
idxj . (7.2)
Notice that for concreteness we consider the region analogous to the regionD of Minkowski
space, where the coordinate r plays the role of a radial coordinate and the metric gij(x, r)
is assumed to have an asymptotic expansion in powers of 1/r. The coordinates {xi}, i =
1, .., d+ 1 are the coordinates on the slices, in the previous section we had xi = {τ, θ}.
The bulk diffeomorphisms preserving the form (7.2) are generated by a vector field
ξ = (ξr, ξi) such that
ξr = α(x) , ξi = ξi(x, r)
∂rξ
i = − 1
r2
gij(x, r)∂jα(x) . (7.3)
The metric components change according to
Lξgij(x, r) = α(x)r−2∂r(r2gij) +∇(g)i ξj +∇(g)j ξi . (7.4)
The first term g
(0)
ij (x) in the expansion of gij(x, r) is the metric on the asymptotic
space-like boundary of space-time. In analogy with the AdS/CFT correspondence one
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could try to keep the metric g
(0)
ij (x) fixed and one could try to solve the bulk Einstein
equations subject to this Dirichlet condition. However, in the present case when the bulk
metric is determined by equation (7.1) the metric g
(0)
ij (x) is not arbitrary but has to satisfy
(see [30], [31], [32])
Rij [g
(0)] = d g
(0)
ij . (7.5)
This means that the boundary at space-like infinity is described by an Einstein metric of
constant positive curvature.
Provided that a metric g
(0)
ij (x) satisfying (7.5) is fixed one can try to develop the 1/r
expansion of the metric (7.2) and determine the other terms in the expansion of gij(x, r).
To some extent this was analyzed in [20] and it was found that the relation between the
coefficients in the expansion of gij(x, r) is differential. This is different from what happens
in asymptotically Anti-de Sitter space, where the relations are algebraic [27]. This makes
it difficult to solve the recurrence relations and to determine the coefficients in the series
provided the first coefficient g
(0)
ij (x) is given.
However, the holographic point of view we are trying to develop in this paper is not
based on fixing boundary data at spatial infinity. It is based on fixing an infinite set of data
near the boundaries of the light-cone, and the holographic reduction takes place along the
anti-de Sitter slices, and not along the coordinate r. Thus, what we should really try to is
to take the metric in the form (6.1), and to study the field equations for this metric in this
form. Ideally, there should exist some separation of variables that allows us to separate
the r-dependence from the dependence on the other coordinates, just as we did for the
massless scalar field. In view of the non-linearity of the Einstein equations it is not clear
exactly how we should separate the r-dependence, but assuming we have achieved this
the r-dependence will be gone and it will be replaced by a dependence on some spectral
parameter λ. The boundary data will then involve quantities such as σλ,±(θ), gλ,±ij (θ) and
Aλ,±i (θ). The holographic reconstruction of the metric now requires us to determine the
ρ-dependence, and those equations are indeed algebraic. We leave a more detailed study
of these issues to future work and limit ourselves here to the discussion of one example,
namely the relatively simple case of (2 + 1)-dimensional Minkowski space.
7.2 Example: (2+1)-dimensional Minkowski space-time
In three space-time dimensions the Riemann tensor is algebraically related to the Ricci
tensor. This property was used in [33] to find a general solution to the three-dimensional
Einstein equations with a negative cosmological constant.
In the case at hand, the fact that the Ricci tensor vanishes implies that the Riemann
tensor vanishes as well,
Rαβµν = 0 , (7.6)
i.e. space-time is locally flat which is of course a well-known fact in three dimensions.
This is a great simplification in solving (7.1) and in fact allows us to find an exact solution
in a way similar to the analysis given in [33].
By introducing the variable γij(x, r) = r
2gij(x, r) the equation (7.6) for the metric
(7.2) reduces to the following set of equations
γ′′ =
1
2
γ′γ−1γ′ , (7.7)
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Rlikj[γ] =
1
4
γ′ijγ
′
lk −
1
4
γ′ikγ
′
lj , (7.8)
∇(γ)k γ′ij −∇(γ)j γ′ik = 0 , (7.9)
where we denote γ′ = ∂rγ. Differentiating equation (7.7) once again with respect to r we
find that
γ′′′ = 0 .
Hence γ is a quadratic function of r, i.e.
γ(x, r) = r2g(0) + rg(1) + g(2) . (7.10)
Inserting this back into equation (7.7) we find that
g(2) =
1
4
g(1)g
−1
(0)g(1) (7.11)
so that (7.10) can be written as a total square
γ(x, r) = r2
(
1 +
1
2r
g(1)g
−1
(0)
)
g(0)
(
1 +
1
2r
g−1(0)g(1)
)
.
Next, to solve equation (7.8) we use the following identity, valid in two dimensions, that
relates the Riemann tensor to the Ricci scalar,
Rlikj[γ] =
1
2
R[γ] (γklγij − γjlγki) .
Inserting (7.10) into eq.(7.8), expanding in powers of 1/r and using the above identity we
find in the leading order that
R[g(0)] = 2 , (7.12)
i.e. the space at infinity is two-dimensional de Sitter space. This is a particular manifes-
tation of the general behavior (7.5) of the asymptotically flat metric. At the next order
in 1/r equation (7.8) reduces to a single equation∗∗
∇i(0)∇j(0)g(1)ij −∇2(0)Tr g(1) = 0 . (7.13)
On the other hand, equation (7.9) is trivially satisfied to the leading order and in the next
order gives rise to the equation
∇k(0)g(1)ki = ∂iTr g(1) . (7.14)
We see that (7.13) is a consequence of (7.14). The equations (7.12) and (7.14) are the
only constraints to be imposed on the terms in the expansion (7.10).
Notice that equation (7.14) means that the tensor g(1)ij − g(0)ijTr g(1), like a stress-
energy tensor, is covariantly conserved with respect to the metric g(0)ij . In fact, according
∗∗Hereafter we use g(0) to define the trace, e.g. Tr g(1) = Tr (g
−1
(0)g(1)).
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to the prescription of Brown and York [34] the quasi-local stress-energy tensor of a space-
time is defined on the boundary (placed at a fixed value of r which then should be taken
to infinity) as a variation of the gravitational action with respect to the boundary metric
and takes the form
T boundij [γ] = −
1
8πG
(Kij −Kγij)
= − 1
8πG
(
−2rgij + r2(∂rgij − gijTr (g−1∂rg)
)
. (7.15)
This expression is divergent when r is taken to infinity. This can be thought of as a
UV divergence in the theory on de Sitter space. It can be regularized by adding a local
counterterm
T ctij [γ] =
1
4πG
1
r
γij . (7.16)
The total stress tensor defined as the sum of the two contributions,
Tij[γ] = T
bound
ij + T
ct
ij
= − 1
8πG
(g(1)ij − g(0)ijTr g(1)) (7.17)
then has a finite limit when r is taken to infinity and this limit reproduces the expression
in the second line of (7.17). We see that up to a factor the stress tensor Tij is exactly the
tensor which enters (7.14) and thus should be covariantly conserved with respect to the
metric g
(0)
ij ,
∇j(0)Tij = 0 . (7.18)
In the remainder of the discussion we will use units in which 8πG = 1.
Although empty (2+ 1)-space-time is locally flat it becomes curved in the presence of
matter. For instance, a point particle creates δ-like conical singularity distributed along
the particle world line. The stress-energy tensor (7.17) then determines the energy and
angular momentum of the matter as measured at space-like infinity. In terms of Tij we
have that
g
(1)
ij = −Tij + g(0)ij Tr T . (7.19)
Taking into account (7.10) and (7.11) we see that the boundary stress tensor Tij(x) and
the boundary metric g
(0)
ij (x) subject to constraint (7.12) completely determine the bulk
metric satisfying the Ricci-flat equation (7.1) in three dimensions. This is similar to
what we had in the case of negative cosmological constant in three dimensions [33]. The
difference is that in the latter case the trace of the boundary stress tensor is fixed and no
constraint on the boundary metric arises. The stress tensor on the de Sitter boundary of
asymptotically Minkowski space-time should be covariantly conserved with respect to the
metric g
(0)
ij but is otherwise arbitrary. In particular, there is no restriction on the trace of
Tij . This would be quite natural if we were doing a holographic reduction in the radial
direction, since then Tij should represent a stress tensor of a boundary theory which is
holographically dual to a theory in the bulk. But we emphasize once more that this not
the type of holographic reduction we are attempting to do in this paper.
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To the leading order the r-dependent diffeomorphism (7.3) is generated by the vector
field
ξr = α(x) , ξi =
1
r
gij(0)∂jα(x) , (7.20)
where α(x) is arbitrary function on the de Sitter boundary. The boundary metric g
(0)
ij
remains unchanged under this transformation while g
(1)
ij transforms as
Lξg(1)ij = α(x)g(0)ij +∇(0)i ∇(0)j α . (7.21)
This transformation acts as
δαTij = −∇(0)i ∇(0)j α + g(0)ij ∇2(0)α + αg(0)ij (7.22)
on the stress tensor Tij . It is easy to check that the r.h.s. in (7.22) is covariantly conserved
on a two-dimensional space-time of constant curvature (7.12). It can be obtained by
varying the following “dilaton-gravity” boundary action
Wα =
∫
d2x
√
g(0) α(x) (R[g(0)]− 2) (7.23)
with respect to the metric. Note also that the variation of (7.23) with respect to α(x)
gives rise to the equation (7.12).
Let us now show that on de Sitter space the stress tensor Tij can be determined by
solving (7.18) provided its trace is some known function
Tr T = C(x) . (7.24)
We choose the metric
ds2 =
1
z2
(−dz2 + dθ2) = 4
(x+ − x−)2dx+dx− , (7.25)
where x+ = θ + z, x− = θ − z, to describe the two-dimensional de Sitter space. This
coordinate system covers half of de Sitter space, the boundary then being at z = 0. The
trace equation (7.24) then determines the (+−) component of the stress tensor
T+− =
1
(x+ − x−)2C(x+, x−) . (7.26)
From (7.18) we obtain a couple of differential equations
∂−T++ = − 1
(x+ − x−)2∂+C , ∂+T−− = −
1
(x+ − x−)2∂+C . (7.27)
A solution can be easily found and it takes the form
T++(x+, x−) = f(x+)−
∫ x− dv
(x+ − v)2∂+C(x+, v)
T−−(x+, x−) = h(x−)−
∫ x+ du
(x− − u)2∂−C(u, x−) , (7.28)
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where f(x−) and h(x+) are arbitrary functions of x− and x+ respectively. The boundary
stress tensor (7.26), (7.28) and eventually the bulk metric are determined by specifying the
functions f(x+), h(x−) and C(x+, x−). Let us now return to the holographic interpretation
of this solution. The central idea proposed in this paper is to reduce everything to
holographic data on the boundary of the light-cone, which in the present case is a circle
located at z = 0 and parametrized by the angle coordinate θ. Thus, from the point of view
of the holographic reconstruction it is important to see what the minimal data is that we
need to fix on this circle in order to reconstruct the full (2 + 1)-dimensional spacetime.
We see that the values of the functions f(x+) and h(x−) at late times z are completely
determined by their values at z = 0, i.e. f(θ) and h(θ). On the other hand, the function
C(x+, x−) seems to require an infinite set of functions to be specified at z = 0, namely all
coefficients in the expansion
C(x+, x−) =
∞∑
n=0
Cn(θ)z
n , (7.29)
where θ = 1
2
(x++x−) and z =
1
2
(x+−x−). However, most of this infinite set of functions
can be gauged away by the coordinate transformation (7.20). As is seen from (7.22) this
transformation parametrised by
α(x+, x−) =
∞∑
n=0
αn(θ)z
n
transforms the function C(x+, x−). Specifically, the coefficients in the expansion (7.29)
transform as follows
δαCn(θ) =
1
4
α′′n−2(θ)− (n− 2)(n+ 1)αn(θ) . (7.30)
We see that the parameter function α(x+, x−) contains enough freedom to eliminate al-
most all functions Cn(θ) with one exception: the same parameter α0(θ) is used to trans-
form both C0(θ) and C2(θ) so that one can not eliminate both. In fact the combination
c(θ) = C2(θ)− 2C ′′0 (θ)
is invariant under the transformation, δαc(θ) = 0. Thus, the functions c(θ) together with
f(θ) and h(θ) form the only independent and “gauge-invariant” set of data which should
be specified at the boundary of the light-cone. These data are sufficient to holographically
reconstruct the whole three-dimensional metric. Actually, this is a quite subtle statement.
Asymptotic diffeomorphisms do not in general extend to smooth diffeomorphisms of the
entire space, and acting with them typically generates singularities. The diffeomorphisms
used to reduce the infinite set of functions Cn(θ) to just one function of θ are presumably
of this form. Therefore, if we are interested in smooth solutions, it is probably better to
work with the infinite set Cn(θ) instead. For this infinite set the existence of a globally
smooth solution is obviously also not guaranteed, and more work is required to determine
which sets of Cn(θ) correspond to smooth solutions.
We finish this section with a comment on a RG interpretation of the (2+1)-dimensional
metric. As we have seen above, if we view r as the direction in which we do the holographic
reduction the standard interpretation of the radial position r of the boundary is as a UV
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cut-off in the boundary theory. The dependence of the metric on r can be viewed as some
kind of RG-flow. In this respect it is interesting to see whether this flow is irreversible so
that some kind of analog of the C-theorem could be found. Remarkably the flow, as it is
dictated by the bulk Einstein equation (7.1), is indeed irreversible. In order to see this,
we consider the quasi-local stress tensor (7.15) and examine how its trace computed with
respect to the induced metric γij changes as a function of r. Using equation (7.7) we find
that
∂rTr T
bound = −1
2
Tr (γ−1γ′γ−1γ′) < 0 . (7.31)
However, it is not clear whether the bulk gravitational dynamics drives the flow to a
fixed point which would correspond to a conformal field theory on de Sitter boundary of
Minkowski space. In any case this is not the point of view we want to pursue further.
8 Conclusion
In this paper we have proposed a holographic reduction of Minkowski space. The central
idea was to perform a holographic reduction along the Euclidean anti-de Sitter and de
Sitter slices in which Minkowski space is naturally foliated. The end product is that
we obtained an infinite set of conformal operators on the two spheres that form the
conformal boundary of the light-cone. For a massless scalar field in the bulk we gave a
precise definition of a Minkoswki/CFT duality which also extends to interacting fields.
We have mainly considered cases where we took all points either inside Euclidean anti-de
Sitter space, or inside de Sitter space, but the results in this paper can be extended to
the mixed case as well.
It is perhaps worth pausing for a moment to see what we have learnt about de Sitter
space holography from this approach. The first lesson seems to be that the natural
conformal weights to emerge on de Sitter space are complex ones. Since a massless scalar
field in Minkowski space describes a unitary theory, and carries a unitary representation
of the Lorentz group, the corresponding theory on de Sitter space and its holographic dual
should also be unitary. All this is evidence in favor of the picture of the dual of de Sitter
space advocated in [17]. There, it was proposed that the dual CFT has non-standard
hermiticity conditions, such that complex conformal weights do not violate unitarity,
and SO(d + 1, 1) is unitarily realized. In fact, there are two CFT’s, one living on each
boundary, and full correlation functions are given by evaluating them in the product
theory in a suitable entangled state. This entangled state is the analogue of the S-matrix,
and the set of correlation functions on each of the spheres at infinity represents the in
and out Hilbert spaces.
Clearly, it should also be possible to study other manifolds that can be sliced in (anti)-
de Sitter slices, and to study holography in those cases. It would also be interesting to
study e.g. anti-de Sitter space in the Poincare patch, to view this as a slicing with
Minkowski slices and to see if the known holography for anti-de Sitter space is consistent
with our proposed Minkowski space holography.
A further extension and a crucial test of our idea would be to study the Schwarzschild
metric, and to see how the entropy of the Schwarzschild black hole is reflected in the
dual CFT. For this, we should first further develop the extension of our method to the
gravitational field, for which only a few first steps were made in sections 6,7. Especially, it
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is not yet clear exactly which data at infinity we should specify in order to reconstruct the
bulk geometry, and whether this data allows for an interpretation in terms of an infinite
set of stress-energy tensors.
One can imagine many other extensions. We have only briefly considered massive
scalar fields, and it would be desirably to understand these better. Another thing that
comes to mind is a supersymmetric generalization (or a generalization to string theory).
Since supersymmetries close into translation generators and we already saw that transla-
tion symmetry does not take on a very simply form, we suspect that it will also be difficult
to keep supersymmetry manifest in the formulation. The fact that translation invariance
is implemented in such a cumbersome way is perhaps to be expected for a holographic
dual description of Minkowski space, but it would be nice to have a clearer understanding
of this point.
Even though free massive particles will not approach the boundary of the light-cone,
but rather go to timelike infinity, we still saw that it is possible to describe them in terms
of data on the boundary of the light cone. The situation gets even more confusing for
strongly interacting degrees of freedom, such as those that appear in confining gauge
theories, and for which the LSZ formalism does not seem appropriate. We nevertheless
still expect that the physics of such degrees of freedom will be captured by suitable data
on the two spheres that form the boundary of the light-cone.
Of course, we are not living in Minkowski space, and it is an even more urgent question
to find a holographic dual description of a realistic time-dependent cosmological solution.
Nevertheless, Minkowski space is still a good approximation for many physical questions,
and understanding Minkowski space is definitely a step in the right direction. Incidentally,
four-dimensional Minkowski space reduces in this philosophy to a theory on two two-
spheres, which have an infinite dimensional conformal symmetry, and this may lead to an
interesting role of the Virasoro algebra for four-dimensional physics.
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Appendix
A Kernels and delta-functions
The kernel
(cosh y − sinh y cos γ(θ, θ′))−λ
produces a delta-function concentrated at θ = θ′ when y → ∞. In order to see this and
get the precise factor we take θ ≃ θ′ and approximate cos γ(θ, θ′) ≃ 1− γ2/2. In the limit
of large y the kernel takes the form
22λe−λy
(γ2 + 4e−2y)λ
.
By introducing the small parameter δ = 2e−y this can be brought in the form
2d e−(d−λ)y
(
δ2λ−d
(γ2(θ, θ′) + δ2)λ
)
,
where the term in the parenthesis generates the delta-function δ(d)(θ, θ′) on d-sphere up to
some normalization constant. In order to determine this constant we consider the integral
lim
δ→0
∫
Sd
δ2λ−d
(γ2(θ, θ′) + δ2)λ
=
2π
d
2
Γ(d
2
)
∫ ∞
0
dx xd−1
(x2 + 1)λ
,
where the first factor is the area of a (d-1)-sphere and in the integration over the azimuthal
angle we changed the variable γ to δx. The x-integration results in
∫ ∞
0
dx xd−1
(x2 + 1)λ
=
1
2
Γ(d
2
)Γ(λ− d
2
)
Γ(λ)
.
Putting things together we find that
lim
y→∞
(cosh y − sinh y cos γ(θ, θ′))−λ = (2π) d22 d2 Γ(λ−
d
2
)
Γ(λ)
e−(d−λ)yδ(d)(θ, θ′) . (A.1)
A similar analysis can be done for the kernels
(sinh τ − cosh τ cos γ(θ, θ′) + iǫ)−λ
in the limits τ → +∞ or τ → −∞. The integration over the azimuthal angle in this case
is ∫ ∞
0
dx xd−1
(x2 − 1 + iǫ)λ =
∫ +i∞
0
dz zd−1
(z2 − 1)λ = i
d−2λ
∫ ∞
0
dy yd−1
(y2 + 1)λ
,
where we first deformed the integration contour to the positive imaginary axis (the possible
integral over the quarter-circle at infinity vanishes provided Re(2λ−d) is slightly positive)
and then changed variables z → iy that brings us back to the already known integral given
above. Thus, we find that
lim
τ→+∞
(sinh τ − cosh τ cos γ(θ, θ′) + iǫ)−λ
= (2π)d/2 2
d
2 i(d−2λ)
Γ(λ− d
2
)
Γ(λ)
e−(d−λ)τδ(d)(θ, θ′) . (A.2)
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When τ → −∞ the kernel diverges at γ(θ, θ′) = π and hence delta-function that is
obtained in this limit
lim
τ→−∞
(sinh τ − cosh τ cos γ(θ, θ′)± iǫ)−λ
= (2π)d/2 2
d
2 (∓i)d Γ(λ−
d
2
)
Γ(λ)
e(d−λ)τδ(d)(θ, π − θ′) (A.3)
is concentrated at the anti-podal points on the d-sphere.
B Plane wave normalization
The plane waves
fk(X0,X) =
1
[(2π)d+12k]1/2
e−i(kX0−kX) (B.1)
are delta-function normalized
(fk, fp) = δ
(d+1)(k,p) = k−dδ(k − p)δ(d)(θk, θp) (B.2)
with respect to the standard Klein-Gordon scalar product which is defined as
(fk, fp) = i
∫
Σ
dσ(f ∗k∂nfp − ∂nf ∗kfp) (B.3)
provided the hypersurface Σ (with the normal vector n) is a surface of constant Minkowski
time X0.
However, for our purposes we would like to choose a hypersurface associated with the
boundary of the light-cone. More specifically we define Σout as a hypersurface consisting
of two components: a surface τ = +∞ in the region D and a surface y = +∞ (t > 0) in
the region A. The hypersurface Σout thus surrounds the boundary S+d of the light-cone.
Similarly we define Σin = {D : τ = −∞}∪ {A : y = +∞ (t < 0)} near the boundary S−d .
Here we show that same normalization (B.2) still holds if we choose Σout (or Σin) in
the scalar product (B.3). We demonstrate this explicitly for the surface Σout. The non-
vanishing components of the normal vector n are nτ = r−1 (in region D) and ny = t−1 (in
region A). Hence each component gives∫
Σout
dσ∂n =
∫
τ→+∞
(cosh τ)ddµ(θ)
∫ ∞
0
dr rd−1 ∂τ
−
∫
y→+∞
(sinh y)ddµ(θ)
∫ ∞
0
dt td−1 ∂y (B.4)
in the scalar product (B.3). As y → +∞ the plane wave asymptotically behaves as
e±i(kX0−kX) =
2dπ
d
2
2πi
∫
dλ (±i)λΓ(λ− d
2
) k−λ t−λe−(d−λ)y δ(d)(θ, θk) , (B.5)
where we again assumed that Re(λ − d
2
) is slightly positive which allows us to drop the
term proportional to e−λy. Similarly in region D the plane wave asymptotically behaves
for τ → +∞ as
e±i(kX0−kX) =
2dπ
d
2
2πi
∫
dλ (±i)d−λΓ(λ− d
2
) k−λ r−λe−(d−λ)τ δ(d)(θ, θk) . (B.6)
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Inserting these into the definition of the scalar product (B.3)-(B.4) and taking into account
that ∫ ∞
0
dr rd−λ−λ
′−1 = 2πi δ(λ+ λ′ − d)
we find
(fk, fp)Σout = −
(2π)−1√
k p
p−d δ(d)(θk, θp)
1
2πi
∫
dλ sin
π
2
(d− 2λ) (d− 2λ) Γ(λ− d
2
) Γ(
d
2
− λ)
(
k
p
)−λ
(B.7)
for the scalar product over Σout. Notice that the powers of i coming from the contributions
of each component nicely combine into id−2λ − i2λ−d = 2i sin pi
2
(d − 2λ). Using that the
Gamma function satisfies
Γ(λ− d
2
)Γ(
d
2
− λ) = − 2π
(d − 2λ) sin pi
2
(d− 2λ)
the λ-integration in (B.7) reduces to a simple integral
1
2πi
∫ d
2
+i∞
d
2
−i∞
dλ
(
k
p
)−λ
= k δ(k − p) .
Thus, equation (B.7) is indeed identical to (B.2).
Note that this result could have been anticipated. Indeed, suppose that we add to the
hypersurface Σout the surface t = +∞ in the region A. The resulting hypersurface can be
thought of as a deformation of the surface X0 = +∞ for which the standard normalization
(B.2) holds. Now, the Klein-Gordon scalar product (B.3) should not change under any
deformation of the surface Σ. On the other hand, the contribution of the surface t = +∞
to the scalar product vanishes provided Re(2λ−d) is small but positive. Hence, the whole
contribution to the scalar product should come entirely from the hypersurface Σout. We
however found it useful to give an explicit calculation of the scalar product over Σout.
This serves both as an illustration of our techniques as well as a consistency check.
C Diffeomorphisms
Here we perform analysis of the diffeomorphisms preserving the asymptotic structure of
the metric (6.1). Suppose that the diffeomorphism is generated by a vector field ξ =
(ξt, ξρ, ξi). By requiring that LξGtt = 0 we obtain ∂tξt = 0 from which we find that the
t-component of the vector ξ does not depend on t so that
ξt = α(θ, ρ) , (C.1)
where α(θ, ρ) is arbitrary function of θ and ρ.
The condition LξGtρ = 0 leads to
∂tξ
ρ =
4ρ2
(1 + 1
t
σ)
(
t−2∂ρα− t−1Ai∂tξi
)
. (C.2)
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and from the condition LξGti = 0 we find that
∂tξ
i = ρ
(
t−2gji∂iα− t−1gjiAi∂tξρ
)
. (C.3)
Multiplying equation (C.3) by Aj and inserting the result into equation (C.2) we find the
equations for the t-derivatives of ξρ and ξi:
∂tξ
ρ =
1
(1 + 1
t
σ − 4ρ3
t2
A2)
4ρ2
t2
(
∂ρα− ρ
t
Ai∂iα
)
. (C.4)
∂tξ
i =
ρ
t2
gji∂iα− 4ρ
3
t3
gjiAi
(1 + 1
t
σ − 4ρ3
t2
A2)
(∂ρα− ρ
t
Ai∂iα) , (C.5)
where we introduced A2 = Aig
ijAj and all i-indexes are raised with help of the metric
gij(t, θ, ρ).
Now, let us make a substitution
ξρ = γ(θ, ρ) +
1
t
β(t, θ, ρ)
ξi = ξi(0)(θ, ρ) +
1
t
ξi(1)(θ, ρ) + .. (C.6)
The t2 term in the Gρρ component of the metric is fixed and should not be changed under
the diffeomorphism. This implies ρ∂ργ(θ, ρ)− γ(θ, ρ) = 0 which in turn leads to
γ(θ, ρ) = γ(θ)ρ , (C.7)
where γ(θ) is an arbitrary function. Similarly, the t2 term in Giρ of the metric (6.1)
vanishes. In order to preserve this condition the t-independent part of ξi should satisfy
∂ρξj(0) = −
1
4
gji(0)∂jγ(θ) . (C.8)
The diffeomorphism generated by the vector field
ξ =
(
0, γ(θ)ρ, ξj(0)(θ, ρ)
)
is the only t-independent diffeomorphism that preserves the form (6.1).
As for the t-dependent parts of the functions, α(θ, ρ) plays the role of the parameters
of the transformation. Equations (C.4) and (C.5) determine β(t, θ, ρ) and ξi(k>0)(θ, ρ) in
terms of α(θ, ρ). For the first terms in the t-expansion of these functions we find that
β(0)(θ, ρ) = −4ρ2∂ρα(θ, ρ) ,
β(1) = 2ρ
2
(
σ(0)∂ρα + ρA
i
(0)∂iα
)
(C.9)
and
ξi(1) = ρg
ij
(0)∂jα(θ, ρ) . (C.10)
The subleading terms in Gρρ and Giρ change under the diffeomorphisms and will give
us the transformation law for the functions σ(t, θ, ρ) and Ai(t, θ, ρ) but we will not give
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the explicit form here. Also, by acting on the Gij part of the metric the diffeomorphism
provides the transformation law for gij(t, θ, ρ), namely
Lξgij = α(θ, ρ)(∂t + 2
t
gij) + ξ
ρ(∂ρgij − 1
ρ
gij)
+
ρ
t
(Ai∂jξ
ρ + Aj∂iξ
ρ) +∇(g)i ξj +∇(g)j ξi , (C.11)
where ξρ takes the form (C.6). The transformations generated by the t-independent part
of the diffeomorphisms are given in (6.4), (6.6) and (6.5) in the main text.
It is interesting to note that the BMS transformation are a particular case of the t-
dependent diffeomorphisms. Specifically, they are determined by the function α(θ, ρ) =
f(θ)ρ1/2 where f(θ) is an arbitrary function of the angle coordinate on the boundary Σ
of the light-cone. The vector generating these diffeomorphisms is
ξt = f(θ)ρ1/2 ,
ξρ = −2
t
f(θ)ρ3/2 ,
ξi =
1
t
ρ3/2 gij(0)∂jf(θ) . (C.12)
The BMS transformations are known to be the transformations at null infinity of asymp-
totically Minkowski spacetime (with a suitable definition of the notion “asymptotically
Minkowski.”) It should be stressed that our conditions for the asymptotic metric (6.1)
are more general than that of BMS and thus the asymptotic diffeomorphisms contain the
BMS group as a subgroup.
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