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1. Preliminaries
By a partially-ordered vector space V wewill understand a real vector space admitting a partial order
“ " compatible with the linear operations, i.e. satisfying the condition that if α  0 is a real number
andu, v ∈ V withu, v  0 thenαu + v  0.Wewill be interestedhere only in the vector spaces that are
directly-ordered, which amounts to saying that any vector v ∈ V and the zero vector 0 have a common
upper bound in V . We refer to [1] for a comprehensive source of knowledge on these topics. Also in
[1] one can ﬁnd all necessary information regarding the Riesz Decomposition Property, which plays an
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important role in this paper. Let us recall that a partially-ordered vector space V satisﬁes this property
if for any vectors 0 u, v,w ∈ V such that w  u + v, there exist vectors 0 u′  u and 0 v′  v
such that w = u′ + v′. It is fundamental that every vector-lattice satisﬁes the Riesz Decomposition
Property (e.g. [1, Corollary 1.55]).
If a partially-ordered vector space admits a product operation, so that it becomes an algebra, one
talks about a partially-ordered algebra. The order relation is required to be compatiblewith the product
as well: if u, v  0 then uv  0.
In a certain analogy with the Riesz Decomposition Property in vector spaces, in the context of
algebras one considers theMultiplicative Decomposition Property.
The following deﬁnition is due to Dai [3]:
Deﬁnition 1.1. A partially-ordered algebra A has a Multiplicative Decomposition or MD property if for
every 0 u, v ∈ A and 0w  uv, there exist u′, v′ ∈ A such that 0 u′  u, 0 v′  v andw = u′v′.
This decomposition appears also in the context of uniformly complete f -algebras (e.g. [5] and [2]).
In Example 1 of [3] it was noticed that the real algebra of n × n matrices partially-ordered entry-
wise consisting of all matrices A for which aij = 0 if i /= j or i /= 1, has the MD property. At the same
time Example 2 of [3] shows that the algebra of matrices of the form A =
[
a b
0 a
]
does not have the
MD property.
Motivated by these considerations, we present necessary and sufﬁcient conditions for a matrix
algebra to have the MD property. Throughout the paper by a matrix algebra we will understand an
entry-wise, directly-ordered subalgebra of Mn(R). We assume that the identity matrix I belongs to
the algebra.
In addition to a number of general examples throughout the paper, Section 6 offers some concrete
examples of matrix algebras with the MD property.
2. Decomposable pairs of matrices
Webegin by investigating apossibility of theMultiplicativeDecomposition of nonnegativematrices
withinMn(R).We introduce some notation ﬁrst. If v is a vector inR
n, then let(v) denote the number
of non-zero components of v. For two vectors u, vwe will write u  v to indicate that
(u) 1 or (v) 1.
All matrices considered in this section will be n × n nonnegative matrices.
Deﬁnition 2.1. Given two matrices B and C, we say that the ordered pair (B, C) is a decomposable pair
if for every A such that A BC, there exist B′  B and C′  C such that A = B′C′.
Given a matrix A, let As and A
s denote the sth column and the sth row of A, respectively.
Theorem 2.1. The following conditions are equivalent.
(i) The pair (B, C) is decomposable.
(ii) For every k = 1, . . . , n, Bk  Ck.
Proof. (i) ⇒ (ii). Let (dij) = D = BC and suppose that (B, C) is a decomposable pair, but there is
1 k0  n such that Bk0  Ck0 . Say bi0k0 , bi1k0 , ck0j0 , ck0j1 > 0, for some 1 i0, i1, j0, j1  n. Let L = (lij)
be a matrix deﬁned by:
lij =
{
bi0k0ck0j0 if i = i0 and j = j0
0 otherwise
Let us next consider the matrix A = BC − L. We have that
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ai0j0 = di0j0 − li0j0 =
n∑
k=1
bi0kckj0 − bi0k0ck0j0 =
n∑
k=1
k /=k0
bi0kckj0  0.
Also for i /= i0 or j /= j0,
aij = dij − lij =
n∑
k=1
bikckj − 0 =
n∑
k=1
bikckj  0.
Since (B, C) is a decomposable pair, there exist (b′ij) = B′  B and (c′ij) = C′  C such that A = B′C′.
We have
ai0j1 =
n∑
k=1
b′i0kc
′
kj1
=
n∑
k=1
bi0kckj1 .
But this implies that for all 1 k n, b′i0k = bi0k and c′kj1 = ckj1 , for if there is a k′ such that b′i0k′ < b′i0k
or c′
k′j1 < ck′j1 then
ai0j1 =
n∑
k=1
bi0kckj1 >
n∑
k=1
b′i0kc
′
kj1
.
Similarly, for all 1 k n, b′i1k = bi1k and c′kj0 = ckj0 . Since
ai0j0 =
n∑
k=1
b′i0kc
′
kj0
=
n∑
k=1
bi0kckj0 >
n∑
k=1
k /=k0
bi0kckj0 = ai0j0
which is a contradiction. Therefore (ii) is satisﬁed.
(ii) ⇒ (i). Let A BC. Suppose that for every 1 s n, Bs  Cs. Our goal is to deﬁne matrices B′
and C′ such that A = B′C′ and 0 B′  B and 0 C′  C. To this end let D = BC and put:
fij =
{
aij/dij if aij > 0
0 if aij = 0
Since AD, fij is well-deﬁned for every 1 i, j n. The table below deﬁnes the matrices B′ and C′: for
every 1 s n, the last two columns of the table deﬁne the sth column of B′ and the sth row of C′,
respectively. Since for every s, Bs  Cs, the rows of the table exhaust all possibilities according to the
number of non-zero entries in Bs and in C
s.
(Bs) (C
s) B′s (C′)s
1 ∗ 0 0 0
2 0 ∗ 0 0
3 1 >1 Bs c
′
sj = csjfrj
4 1 1 b′is = bisfik Cs
The “∗" means any number between 0 and n; r is the only index such that brs > 0; k is the only
index such that csk > 0; and 1 i, j n.
We will use the table to show that for every 1 i, j, s n,
b′isc′sj = biscsjfij. (†)
In cases marked (1) and (2) the equality (†) is trivial. In case (3) for all i /= r, bis = b′is = 0 and so (†)
holds, whereas for i = r we have b′isc′sj = biscsjfrj = biscsjfij. Case (4) is similar to (3).
Since every fij  1, we have that 0 B′  B and 0 C′  C. To complete the proof we show that
A = B′C′. If aij > 0 then dij > 0, and by (†) we have
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(B′C′)ij =
n∑
s=1
b′isc′sj =
n∑
s=1
biscsjfij =
(
n∑
s=1
biscsj
)
fij =
(
n∑
s=1
biscsj
)
aij
dij
=
(
n∑
s=1
biscsj
)
aij∑n
s=1biscsj
= aij,
and if aij = 0 then fij = 0, so
(B′C′)ij =
n∑
s=1
b′isc′sj =
n∑
s=1
biscsjfij = 0 = aij.
Thus for every 1 i, j n, aij = (B′C′)ij , therefore A = B′C′. 
3. The rc-signature of a matrix
In this section Awill always denote a matrix algebra with the MD property.
Lemma 3.1. If for some A ∈ A, and some i = 1, . . . , n,(Ai) > 1, then for every B ∈ A,(Bi) 1.
Similarly, if (Ai) > 1, then for every B ∈ A,(Bi) 1.
Proof. Let A A,−A be a matrix from A guaranteed by the directed order. Then A − A 0 and A +
A 0, so 2A 0, so A 0. Since (Ai) > 1, also (Ai) > 1. Since the order on A is directed, B =
B′ − B′′, where 0 B′, B′′ ∈ A. Since (A, B′ + B′′) is a decomposable pair, (B′i + B′′i ) 1 by Theorem
2.1. Therefore (Bi) 1. Similarly, (Ai) > 1 implies that for every B ∈ A, (Bi) 1. 
It follows immediately that for every A ∈ A, and i = 1, . . . , n, (Ai) 1 or (Ai) 1.
The ith row [jth column, respectively] of a matrix Awill be called diagonal if aij = 0 for all j /= i [i /= j,
respectively].
Lemma 3.2. If A ∈ A and for some 1 i n,(Ai) > 1, then for every B ∈ A, Bi is a diagonal row.
Similarly, if (Aj) > 1, then for every B ∈ A, Bj is a diagonal column.
Proof. Let B ∈ A. By Lemma 3.1 we know that (Bi) 1. Since I ∈ A, B + I ∈ A. If j /= i and bji /= 0,
then (B + I)i would have two non-zero entries, which is impossible. Therefore bji = 0 for all j /= i. The
other part is similar. 
Deﬁnition 3.1. Wesay thatann × nmatrixhasan rc-signatureσ = (si) if (si) is ann-element sequence
with si ∈ {r, c}, where si = r means that for all j /= i, aij = 0, similarly si = c means that for all j /= i,
aji = 0.
Theorem 3.3. There exists an rc-signature common to all matrices from A.
Proof. Let m be a maximal number of non-diagonal columns that a matrix from A can have, and let
A > 0 be a matrix withm non-diagonal columns. Let these columns be j1, j2, . . . , jm,m n. By Lemma
3.2 for all matrices from A all the rows with indices j1, j2, . . . , jm are diagonal. Moreover, for every
matrix fromA, the columnswith indices other than j1, j2, . . . , jm are diagonal. To see this, suppose that
there is a matrix B ∈ A having a non-diagonal column j /∈ {j1, j2, . . . , jm}, and let B ∈ A be such that
B > B,−B. Then Bj is non-diagonal. But then A + B ∈ A and has more thanm non-diagonal columns,
contrary the maximality ofm. Therefore, every matrix from A has the rc-signature σ = (si), where
si =
{
r if i ∈ {j1, j2, . . . , jm}
c otherwise
. 
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Theorem 3.4. The collection of all n × n matrices with a given rc-signature is an algebra with the MD
property.
Proof. Let the rc-signature be σ = (si) and suppose that for some 1 i n, si = r. Let A and B have
the rc-signature σ . We will show that AB also has the ith row diagonal. Since Ai is diagonal, the ijth
entry of AB, (AB)ij = ∑nk=1 aikbkj = aiibij . But Bi is also diagonal, so bij = 0 for j /= i. Therefore the ith
row of AB is diagonal as well. In case si = c, a similar argument shows that the ith column of AB is
diagonal. Therefore AB has the same rc-signature σ . Obviously the collection of all matrices with the
rc-signature σ forms a vector subspace ofMn(R), so we have shown that the collection of all matrices
with the same rc-signature forms a subalgebra ofMn(R). By Theorem 2.1 every twomatrices from this
algebra form a decomposable pair. Therefore the algebra has the MD property. 
If all matrices in a given matrix algebra have the rc-signature σ , we will say that the algebra has
the rc-signature σ . The algebra from Theorem 3.4, of all n × n matrices with the rc-signature σ will
be denoted byMσ .
By direct computation it can be easily seen that the algebraMσ enjoys the followingmultiplication
rule:
(AB)ij =
{
aiibij + aijbjj if i /= j
aiibjj if i = j . (∗)
Our main result of this section is the following embedding theorem for matrix algebras with the
MD property.
Corollary 3.5 (The embedding theorem). Every matrix algebra with the MD property embeds into Mσ
for some rc-signature σ.
Proof. Let A be our algebra. By Theorem 3.3, there is σ common to all matrices fromA, so A embeds
into the algebraMσ . 
4. The necessary conditions
A fundamental role in establishing necessary and sufﬁcient conditions for a matrix algebra to have
the MD property plays its diagonal part.1 If A is a matrix algebra then, consistently with Dai’s obser-
vation in [3], Example 1, by the diagonal part of A we will understand the collection of all diagonal
matrices belonging to A. We will denote it here by Ad. Let also for A ∈ A, Ad be the matrix whose
diagonal entries are equal to the corresponding diagonal entries of A, and the remaining entries are
equal 0. It follows then from the main theorem in [3], that ifA has the MD property then Ad is again a
matrix from A.
Theorem 4.1. If A is a matrix algebra with the MD property and A ∈ A, then Ad ∈ A.
Proof. Let us assume ﬁrst that A 0. By [3] Theorem 5, A = D + N, where 0D ∈ Ad and 0N ∈ A
is a matrix satisfying N2 = 0. Since A − D 0 and (A − D)2 = 0, we conclude that A − D has the zero
diagonal. Therefore, D = Ad, so Ad ∈ A. For a general matrix A ∈ A, since A is directly-ordered, there
are two nonnegative matrices B, C ∈ A such that A = B − C, and the claim follows immediately. 
The diagonal partAd is obviously order-isomorphic with a subalgebra ofRn. From the Theorem 4.1
we have that
Ad = {Ad : A ∈ A}.
By AN we will denote the nilpotent part of A, that is
1 In a wider context the diagonal part was studied by Dai in [3] and by Dai and DeMarr in [4].
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AN = {A − Ad : A ∈ A}.
It follows immediately from the embedding Theorem 3.5 and the multiplication rule (*), that AN is
the algebra with zero multiplication (which also has been remarked in [3] after Corollary 8). By [3]
Theorem 9 AN necessarily satisﬁes the Riesz Decomposition Property.
We will need a complete information about the structure of the diagonal part of A. To this end
we consider an arbitrary subalgebra L of the algebraRn (with the coordinatewise multiplication) and
containing the unity 1 ofRn. Let us partially orderL coordinatewise. Two nonnegative vectorsu, v ∈ L
are disjoint if and only if for every i = 1, . . . , n,uivi = 0.We indicate this bywritingu⊥v. If a vector has
only 0’s or 1’s as its components, we will call it a 0-1-vector. LetD be the family of all sets of non-zero,
pairwise disjoint, 0-1-vectors from L. The family D is nonempty, because {1} ∈ D and obviously D is
ﬁnite. Therefore D has a member containing a maximum number of vectors. We will call this set .
The following lemma describes L completely by means of .
Lemma 4.2. The subset  has the following properties:
(i)
∑
u∈ u = 1.
(ii) Every 0 < u ∈  is order-basic, that is if v ∈ L and 0 < v < u ∈ , then there is 0 < α < 1
such that v = αu.
(iii)  is a basis for L.
(iv) L is completely described by a set (possibly empty) of linear equations of the form xi = xj, or
xi = 0, 1 i, j n.
(v)  is unique.
Proof. (i) If
∑
u∈ u < 1 then we could extend  by 1 −∑u∈ u which is impossible.
(ii) Let us inductively form a sequence of vectors from L in the following way. Let v0 = v and,
provided that vi > 0, let vi+1 = v2i − μivi, where μi is the minimal non-zero component of vi. For
every i 0:
0 vi+1 < v2i  vi  u
and vi+1 has more zero components than vi. Therefore, for some i we must have vi+1 = 0. We show
that it happens for i = 0. Otherwise for some i > 0, the vector vi has more zero components than
u and v2i = μivi. Let u′ = μ−1i vi and u′′ = u − u′. Then both u′ and u′′ have 0 or 1 as their only
components, each of them has more zeros than u and 0 < u′, u′′ < u. Therefore both u′ and u′′ are
disjoint from all the vectors from  other than u. Obviously also u′⊥u′′. But then
 \ {u} ∪ {u′, u′′} ∈ D
and has more elements than , which is impossible. Thus i = 0, vi = v and it has the zero value at
the same positions as u and its non-zero components are pairwise equal. Therefore v = αu for some
0 < α < 1.
(iii) It is obvious that  is linearly independent. Let 0 < v ∈ L. Then by (i)
v = v1 = v ∑
u∈
u = ∑
u∈
vu.
But each vu λuu, where λu is a maximal component of v among those positions where u has 1 as
a component. Therefore, λ−1u vu u, so by (ii), λ−1u vu = αu for some α. Therefore vu is just a scalar
multiple of u, and therefore v is a linear combination of elements from . Since every element of L is
a difference of two positive elements,  spans L and thus is a basis.
(iv) It follows immediately form (iii) that the equation xi = xj is satisﬁed in L if and only if there
exists an element u ∈  having 1’s at the ith and jth positions and the equation xi = 0 is satisﬁed if
and only if all vectors from  have 0 at the ith position.
(v) Let ′ have the same properties as  and suppose there is v ∈ ′ \ . Then because of the
maximality condition v is not disjoint from some element u ∈ . But then vu u and vu v. By (ii)
vu is a scalar multiple of u and at the same time of v, but all these are 0-1-vectors, so the scalars must
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be 1, and so u = v, contradicting the assumption. So ′ ⊆ . Similarly,  ⊆ ′. So  is unique in L.

Corollary 4.3. The algebraL is isomorphicwithRk where k = dimL. It is therefore a latticewhen ordered
coordinatewise.
Proof. The proof follows from (iv) of 4.2. The isomorphism is given by removing those coordinates xi,
i = 1, . . . , n from all the vectors of L that either satisfy the equation xi = 0 or the equation xi = xj for
some j < i. There are k = dimL remaining unrestricted coordinates forming the algebraRk . 
The following theorem is the main step towards establishing the structure of matrix algebras with
the MD property.
Theorem 4.4. LetA be amatrix algebrawith theMDproperty. Then there exist diagonalmatrices L, R ∈ A
such that
(1) L + R = I,
(2) L⊥R,
(3) LAN = ANR = {0}.
Proof. Let  be as above and let D ∈  and B ∈ A. It follows from the Theorem 4.1 that Bd ∈ A and
thus BN ∈ A. We have
(D + BN)2 = D + DBN + BND.
Let
A = 1
2
D + DBN + BND.
Then
A(D + BN)2.
Since A has the MD property, there exist 0 P, Q D + BN such that
1
2
D + DBN + BND = PQ .
By Theorem 4.1 Pd, PN, Qd, QN ∈ A. We have 0 PN, QN  BN and 0 Pd, Qd D. Since D is order-basic,
for some 0α,β  1, Pd = αD and Qd = βD. Let i /= j. By Theorem 3.5 A embeds into some Mσ so
by the multiplication rule (*), we obtain the following products:
(DBN)ij =
{
bij if dii = 1
0 if dii = 0 and (BND)ij =
{
bij if djj = 1
0 if djj = 0
and
(αDQN)ij =
{
αqij if dii = 1
0 if dii = 0 and (βPND)ij =
{
βpij if djj = 1
0 if djj = 0 .
Now we have
PQ = (αD + PN)(βD + QN) = αβD + αDQN + βPND = 1
2
D + DBN + BND.
But since
αDQN DBN and βPND BND
we conclude that
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αβ = 1
2
, αDQN = DBN and βPND = BND.
We show now that DBN = 0 or BND = 0. Consider ﬁrst the case α < 1. Suppose that for some i,
dii = 1. Then for every j /= iwe have αqij = bij . But since qij  bij we must have bij = 0. Therefore for
every i and j /= i, dii = 0 or bij = 0. But then DBN = 0.
In caseα = 1,wemust haveβ = 1
2
. Ifwe assume that for some j, djj = 1, the equality 12PND = BND
yields 1
2
pij = bij for every i /= j. But pij  bij sowemust have bij = 0. In otherwords, in this case djj = 0
or for every i /= j bij = 0. But then BND = 0.
We have proven that for every D ∈ , DAN = {0} orAND = {0}. If for all D ∈ , DAN = {0}, then
{0} = ∑
D∈
DAN = IAN = AN
so we put L = I and R = 0, and similarly if for all D ∈ , AND = {0}. In the remaining case we can
partition  into two disjoint nonempty subsets l and r such that if D ∈ l , then DAN = {0} and
if D ∈ r , then AND = {0} (every matrix from  is in precisely one of the sets l or r). Let now
L = ∑D∈l D andR = ∑D∈r D. It is clear that LAN = ANR = {0} and that L⊥R. Also, since∑D∈ D =
I, we have L + R = I. Therefore the matrices L and R satisfy the conditions (1)–(3). 
Note that at the end of the proof of Theorem 4.4 we established that in case || = 1,A = Ad ∼=R.
We will ﬁnish the current section with providing the structure of A in the other extreme case, when
|| = n. Recall ﬁrst that a subspace V of a partially-ordered real vector space U is convex if for u ∈ U
and v ∈ V such that 0 u v it follows that u ∈ V . In case when V is a subspace of a componentwise
orderedRn, the concept of convex subspaces is particularly easy:
V =
n⊕
i=1
Hi,
where Hi = R if for some v ∈ V , vi /= 0, and Hi = {0} otherwise.
In our contextwewill be referring to the convex subalgebras ofMσ . Their structure is clear: they are
convex subspaces ofMn(R) that are contained inMσ .Wewish tomake the following easy observation.
Theorem 4.5. A convex subalgebra A ofMσ has the MD property.
Proof. SinceMσ has theMD property (by Theorem 3.4), for every nonnegative A, B, C ∈ A, there exist
B′, C′ ∈ Mσ , 0 B′  B such that A = B′C′. But since A is convex, B′, C′ ∈ A and thus the claim. 
Let for every i = 1, . . . , n, Ei be the matrix having 1 at the ii entry and 0 elsewhere. Note the
following.
Theorem 4.6. If A has the MD property and for all i = 1, . . . , n, Ei ∈ A or equivalently, || = n, then A
is a convex subalgebra ofMσ for some rc-signature σ.
Proof. Since A has the MD property, it is a subalgebra ofMσ for some σ by the embedding Theorem
3.5. If for some A ∈ A, aij /= 0, then for an arbitrary r ∈ R, the matrix a−1ij rEiAEj ∈ A has the ij entry
r and zeros elsewhere. Therefore A is a convex subalgebra ofMσ . 
Corollary 4.7. The only 2 × 2 matrix algebras with the MD property are (up to an isomorphism) U2(R)
(upper triangular matrices), L2(R) (lower triangular matrices)R andR
2.
Proof. IfAd is one-dimensional, then the associated basis has just one element and, aswe have seen
before, A = Ad ∼=R. If || = 2, and AN = {0}, then A∼=R2. Otherwise A has some non-diagonal
matrix. Hence A has precisely one of the rc-signatures σ = (cr) or σ = (rc). Then it follows from
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Theorem 4.4 that Ei ∈ A for i = 1, 2. But then by Theorem 4.6, A is a convex subalgebra of Mσ , thus
it is U2(R) if σ = (cr) or L2(R) if σ = (rc). 
5. The sufﬁcient conditions
Our effort is directed now in ﬁnding sufﬁcient conditions for a subalgebra A ofMn(R) to have the
MD property. Let us recall that necessarily
(i) A is a subalgebra ofMσ for some rc-signature σ .
(ii) There exist diagonal matrices L, R ∈ A such that
(1) L + R = I,
(2) L⊥R = 0,
(3) LAN = ANR = {0}.
(iii) A has the Riesz Decomposition Property.
Note that the matrices L and R are 0–1-matrices. We will show that the conditions (i)–(iii) are also
sufﬁcient.
Theorem 5.1. If A satisﬁes (ii), then for every A ∈ A, Ad ∈ A.
Proof. Since A = Ad + AN and (3) of (ii), we have
LA + AR = L(Ad + AN) + (Ad + AN)R = LAd + AdR.
But
(LAd)ii =
{
aii if lii = 1
0 if lii = 0 and (AdR)ii =
{
aii if rii = 1
0 if rii = 0.
But then from (1) and (2) of (ii), we obtain that LAd + AdR = Ad. Therefore, Ad ∈ A. 
The algebra of all diagonal matrices of A is again denoted byAd and is isomorphic to some L from
Corollary 4.3.
If A is a matrix algebra, and 0 B, C ∈ A, then we say that the pair (B, C) is A-decomposable if
for every matrix 0 A ∈ A such that A BC, there exist 0 B′  B and 0 C′  C, B′, C′ ∈ A such that
A = B′C′.
Lemma 5.2. LetA satisfy (i). If one of the matrices B, C  0 is diagonal, then (B, C) is anA-decomposable
pair.
Proof. Let us assume that B is diagonal. In the other case the proof is similar. Let 0 A BC with
0 B, C ∈ A. By the multiplication rule (*), for i /= j,
(BC)ij = biicij + bijcjj = biicij ,
and for every i,
(BC)ii = biicii.
Let us now represent B as a linear combination of the diagonal matrices from the corresponding set
(see Lemma 4.2):
B = ∑
αk>0,Dk∈
αkDk
and let B = ∑α−1k Dk .
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Note that
(BB)ii =
{
1 if bii > 0
0 if bii = 0.
We have
BA BBC  IC  C.
Moreover, since A BC, if bii = 0 then aij = 0 for every j. Therefore,
BBA = BBA = A,
Hence if we put B′ = B and C′ = BA, we obtain A = B′C′ with B′, C′ ∈ A. Therefore, (B, C) is an
A-decomposable pair. 
Theorem 5.3. If A is a matrix algebra satisfying (i)–(iii) then A has the MD property.
Proof. Let 0 B, C ∈ A. By condition (1)wehave Bd = BdL + BdR = BdL + RBd. Similarly, Cd = CdL +
RCd. Let 0 A BC. Then by (2), (3) and the fact that (i) guarantees zeromultiplication inAN , we have:
A(BdL + RBd + BN)(CdL + RCd + CN) = RBd(RCd + CN) + (BdL + BN)CdL.
By (iii) there exist matrices A1, A2 ∈ A such that
0 A1  RBd(RCd + CN) and 0 A2 (BdL + BN)CdL
and
A = A1 + A2.
By Lemma 5.2, for some matrices B̂, Ĉ ∈ Awith 0 Ĉ  RCd + CN and 0 B̂ BdL + BN ,
A1 = RBdĈ and A2 = B̂CdL.
By the Riesz Decomposition Property again
Ĉ = R′ + C′N and B̂ = L′ + B′N
where
0 R′  RCd, 0 C′N  CN, 0 L′  BdL, 0 B′N  BN
and all these matrices are from A. From (3) we also have that
L′AN = ANR′ = {0}.
Finally we obtain:
A = A1 + A2 = RBd(R′ + C′N) + (L′ + B′N)CdL = (RBd + L′ + B′N)(CdL + R′ + C′N).
Since
RBd + L′ + B′N  RBd + LBd + BN = B and CdL + R′ + C′N  CdL + CdR + CN = C
we have shown that (B, C) is A-decomposable. 
Corollary 5.4. A directly-ordered algebra of matrices A has the MD property if and only if it satisﬁes (i)
and (ii) and the nilpotent part AN has the Riesz Decomposition Property.
Proof. (⇒) If A has the MD property then Corollary 3.5 guarantees (i) and Theorem 4.4 guarantees
(ii). That AN has the Riesz Decomposition Property follows immediately from Theorem 9 in [3].
(⇐) By Theorem 5.1 and (ii) A = Ad ⊕ AN as a partially-ordered vector space. Since Ad is order-
isomorphic to a subalgebra of Rn, it is by Corollary 4.3 a lattice and thus satisﬁes the Riesz Decom-
position Property (e.g. [1, Corollary 1.55]). Therefore the whole vector space A, as the direct sum of
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two subspaces satisfying the Riesz Decomposition Property, also satisﬁes it (see e.g. [1, Section 1.8,
Exercise 5b]). Therefore the conditions (i)–(iii) of the Theorem 5.3 are satisﬁed, and thusA has theMD
property. 
6. Some examples
It can be easily seen that every two-dimensional directly-ordered subspace ofRn satisﬁes the Riesz
Decomposition Property. In particular, every directly-ordered subspace of R3 also has the property.
The situation is already different in R4. The subspace given by the equation x1 + x2 − x3 − x4 = 0,
while being directly-ordered, fails to satisfy the Riesz Decomposition Property.
We use these observations, together with the Theorem 5.3 in constructing some interesting exam-
ples below.
Corollary 6.1. Every directly-ordered subalgebra of M2(R) or M3(R) satisfying conditions (i) and (ii) has
the MD property.
Proof. Let A be the algebra in concern. By condition (i) A has an rc-signature. It is then easy to check
that in both considered cases dimAN  2. As a result, AN satisﬁes the Riesz Decomposition Property.
Therefore by Corollary 5.4 A has the MD property. 
Example 6.1. Let A be the collection of all matrices of the form:⎡⎣p a12 00 q 0
0 a32 p
⎤⎦
where for some given α,β not simultaneously positive and not simultaneously negative,
αa12 + βa32 = 0.
It can be easily checked that A is a directly-ordered algebra. It satisﬁes the condition (i) since it
has the rc-signature (crc) and it satisﬁes the condition (ii) because the matrices L = diag(1, 0, 1) and
R = diag(0, 1, 0) satisfy the conditions (1)–(3) of (ii). Therefore, byCorollary 6.1Ahas theMDproperty.
Example 6.2. The algebra of matrices of the form:⎡⎣p a12 00 p 0
0 a32 q
⎤⎦
with arbitrary p, q, a12 and a32, although satisﬁes (i) and (iii), does not satisfy the condition (ii). It does
not have the MD property.
Example 6.3. In a similar waywe easily argue that if the set of vectors
⎛⎝a14a24
a34
⎞⎠ forms a directly-ordered
subspace ofR3, then the set of all matrices of the form:⎡⎢⎢⎣
p 0 0 a14
0 p 0 a24
0 0 p a34
0 0 0 q
⎤⎥⎥⎦
is an algebra with the MD property. This algebra has the rc-signature (cccr).
Example 6.4. Let us consider the set A of all 4 × 4 matrices of the form:
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⎡⎢⎢⎣
p a12 0 a14
0 q 0 0
0 a32 p a34
0 0 0 q
⎤⎥⎥⎦
where a12 + a14 − a32 − a34 = 0. The set A forms a directly-ordered algebra satisfying conditions
(i) and (ii). It has the rc-signature (crcr), and L = diag(1, 0, 1, 0), R = diag(0, 1, 0, 1). Nevertheless, A
does not have the MD property since the vector subspace of R16 given by a12 + a14 − a32 − a34 = 0
does not satisfy the Riesz Decomposition Property.
There are some easy ways to construct examples of matrix algebras with the MD property.
Method 1. InMn(R) consider an rc-signature σ = (si). Deﬁne the diagonal matrices Lσ and Rσ by:
(Lσ )ii =
{
1 if si = r
0 if si = c
and
Rσ = I − Lσ .
Let V be any vector subspace of (Mσ )N satisfying the Riesz Decomposition Property. From the deﬁ-
nition of the matrix with the rc-signature σ and the multiplication rule (*) it follows that for every
A ∈ V , ALσ = A, LσA = 0, RσA = A and ARσ = 0. In particular,
(α1Lσ + β1Rσ + γ1A)(α2Lσ + β2Rσ + γ2B) = α1α2Lσ + β1β2Rσ + γ1α2A + β1γ2B.
Therefore, if we deﬁneA to be the algebra generated by Lσ , Rσ and V , then it equals to the vector space
generated by Lσ , Rσ and V . Moreover, the conditions of Corollary 5.4 are satisﬁed, so A has the MD
property.
Example 6.5. Let n = 5,σ = (ccrcr) and a13 − a15 − a23 − a25 − a43 − a45 = 0. Then the collection
of matrices of the form⎡⎢⎢⎢⎢⎣
p 0 a13 0 a15
0 p a23 0 a25
0 0 q 0 0
0 0 a43 p a45
0 0 0 0 q
⎤⎥⎥⎥⎥⎦
is an algebra with the MD property.
Method 2. Let again an rc-signature σ be given as well as the matrices Lσ and Rσ as in Method 1.
Let next 0 < L Lσ and 0 < R Rσ and this time let V be any convex subspace of (Mσ )N . Then the
algebra generated by L, R and V satisﬁes the assumptions of the Theorem 5.4 and thus has the MD
property.
Example 6.6. Let n = 5, σ = (crcrc). Then the collection of all matrices of the form⎡⎢⎢⎢⎢⎣
p a12 0 a14 0
0 q 0 0 0
0 a32 0 a34 0
0 0 0 q 0
0 a52 0 0 p
⎤⎥⎥⎥⎥⎦
is an algebra with the MD property.
J.C. Urenda, P.J. Wojciechowski / Linear Algebra and its Applications 434 (2011) 931–943 943
Acknowledgment
The authors are very grateful to the referee for valuable comments and corrections.
References
[1] C. Aliprantis, R. Tourky, Cones and Duality, AMS, 2007.
[2] F. Beukers, C.B. Huijsmans, B. de Pagter, Unital embedding and coplexiﬁcation of f-algebras, Math. Z. 183 (1983) 131–144.
[3] Taen-Yu Dai, On a multiplication decomposition theorem in a Dedekind σ -complete partially ordered linear algebra, Proc.
Amer. Math. Soc. 44 (1974) 12–16.
[4] Taen-Yu Dai, Ralph DeMarr, Partially ordered linear algebras with multiplicative diagonal map, Trans. Amer. Math. Soc. 224
(1976) 179–187.
[5] C.B. Huijsmans, B. de Pagter, Ideal theory in f-algebras, Trans. Amer. Math. Soc. 269 (1982) 225–245.
