In GPS positioning, usually the satellite ephemeris are fixed in the observation equations using broadcast or published values. Therefore, to have a realistic covariance matrix for the observations one must incorporate a well-defined covariance matrix of the satellite ephemeris into the observations covariance matrix. Contributions so far have discussed only the variance and covariance of the observations. Precise Point Positioning (PPP) is a technique aimed at processing of measurements from a single (stand-alone) GPS receiver to compute high-accurate position. In this paper, the covariance matrix of the satellite ephemeris and its impact on the position estimates through the PPP are discussed. 
Introduction
The use of a diagonal covariance matrix of the observations is widely accepted by GPS users. The diagonal arrangement of the covariance matrix is based on the assumption that the noise of the GPS observables is normally distributed and independent (Tiberius and Borre 1999) . Moreover, Euler and Goad (1999) ; Gerdan (1995) ; Jin (1996) ; Tiberius (1999) and Barnes (2000) represented that the standard deviation of the GPS observations is elevation dependent.
Since 2005 the International GNSS Service (IGS) has been publishing orbit and clock files, which contain uncertainty of satellite coordinates and clocks (see Hilla 2010) . Shirazian (2006) showed that incorporating these uncertainties into the PPP processing may improve the results. Here, an elaborate study is conducted on this issue. 2008) from satellite s to receiver r, λ is the L3 wave length (10.3 cm), a s r is the non-integer phase ambiguity, and ε ϕ is measurement noise including multipath. The term η contains corrections for various systematic effects that are to be computed from known models.
Observations
Systematic effects with impact of more than 1 cm must be included in η in Eq. (1). Sorted with respect to their impact, these are: relativistic effect, tropospheric refraction, satellite and receiver antenna offsets, solid Earth tide and phase wind-up effect. Indepth explanations about the relativistic and solid Earth tide effects can be found in the IERS Conventions (2010) (Petit and Luzum 2010). The phase wind-up effect is completely explained in Wu et al. (1993) . The tropospheric delay is more complicated. There are many ways to treat it. Among them, we have chosen the method described in Krueger et al. (2004) . Following this approach we have modeled the ZHD (Zenith Hydrostatic Delay), corrected the observations for it and estimated the ZWD (Zenith Wet Delay) on an epoch-by-epoch basis. To be consistent with the IGS, we used Niell's mapping function (see Niell 1996) . The IGS ANTEX files (Beutler et al. 1999 ) are used for absolute receiver antenna phase center correction. The satellite antenna phase centre correction is applied just on the radial component of the observation vector in the body frame of the satellite to be consistent with the IGS process to estimate orbits and clocks. The size of the correction is 1.023 m.
The satellite coordinates and clocks are computed from the IGS sp3c files (final orbits and clocks). Together with the approximate values for the receiver position and receiver clock, the a-priori troposphere delay, and the corrections mentioned in the previous paragraph, we obtain the computed observation from Eq. (1).
The system of observation equations
The linearized observation equations, in the form of the GaussMarkov model, for each epoch are:
The vector ∆y k consists of the original L3 observations minus computed observations from Eq. (1), q y k is the diagonal covariance matrix of the observations, of which the diagonal entries are the inverse of cosine of the zenith angle of satellites.
Covariance matrix for the observations
As one can use the satellite orbits and clocks in the form of weighted known parameters for positioning purposes, they must be incorporated into the system of observation equations. Then Eq. (2) can be converted to the following equation: 
Then the covariance matrix of observations for each epoch is:
The covariance matrix consists of two parts. The first part describes the measurement accuracy with σ 2 0 q y k , the elevation dependent covariance matrix of raw observations at epoch k and the scale σ 0 = 0.01 is chosen so that the standard deviation of the ionosphere free linear combination in the zenith direction is 1 cm. The second part describes the effect of orbit and clock errors on the observations. Finally, the covariance matrix for all epochs reads:
where n is number of epochs. This covariance matrix is diagonal.
If the correlations between orbits and clocks were available, we would have a non-diagonal covariance matrix for the observations and consequently different estimates of the unknown parameters. Now everything is ready for the least squares adjustment of the data. After the least squares adjustment, the overall model test (see Teunissen 2000 and Appendix) will be performed and, if necessary, data snooping will be applied to the data. It is necessary to mention that all satellites below 15 degrees of elevation are dismissed (i.e. cut-off angle is 15 degrees).
Data used for the numerical study

Processing strategy
As mentioned before, we decided to use the undifferenced ionosphere-free linear combination of L1 and L2 phase data (L3) as our observations. There are the following reasons for this deci- To find a more realistic covariance matrix of the observations we restricted ourselves to the sampling rate of 15 minutes, because the uncertainties of the satellite coordinates and clocks are available only at every 15 minutes in the sp3c files. This time interval allows us to avoid interpolation of the satellite clocks, which degrades their quality (see Montenbruck et al. 2005 ).
The unknown parameter vector consists of station coordinates (static solution-one set of X, Y, Z coordinates per station, based on 96 epochs), phase ambiguities, receiver clocks and wet part of tropospheric delay. The last two parameters are estimated for each epoch.
Since the time interval is 15 minutes, the number of epochs in a 24-hour time span is 96. Therefore, the number of observations is not so large. These conditions allow us to process all the data in one batch.
To verify the influence of the covariance matrix of satellite orbits and clocks, all the data is processed once with the weight matrix consisting of the inverse of the covariance matrix of the observations only, and next time the covariance matrix of satellite orbits and clocks are incorporated (see Shirazian 2006 ).
Results and discussion
In this part the results of the numerical computations are discussed. In Tables 1 and 2 Tables 1 and 2 different weight ma-trices for the observations were used. The weight matrix used in the computations for Table 1 is computed just by using the first part of the Eq. (6). This means that only the elevation dependent measurement errors are taken into account. Table 2 corresponds to the same data, but with a different weight matrix, in which the covariance matrix of the orbits and clocks is incorporated (Shirazian 2006 ).
An important statistical test, the overall model test (see Appendix), should be done after a least-squares adjustment. According to Teunissen (2000) and Amiri-Simkooei (2007) , this test helps us study whether the functional and the stochastic models are properly selected. In this section, the latter (stochastic model) is focused on. We conduct this test twice; once before incorporation of the satellite orbits and clocks uncertainties and another time after incorporating them into the covariance matrix of the observations. The results are listed in Table 3 .
As can be seen in the table, the test for all stations failed when the satellite orbits and clocks uncertainties are not incorporated. After incorporating them into the covariance matrix of the observations, the test passes for all cases. This reveals that the choice to incorporate the satellite orbits and clock uncertainties is a correct assumption and leads us to a more realistic covariance matrix.
Covariances of the satellite orbits and clocks
To have a full covariance matrix of the satellite coordinates and clocks, one needs to have their cross-covariances as well as their auto-covariances.
Cross-covariances from different published satellite ephemeris
There are more than 10 analysis centers (ACs) working with the International GNSS Service (IGS). They determine satellite orbits and clocks and publish them on the internet. Having the products of these analysis centers, one can form a vector from the values of every satellite position component at each epoch. We chose the EMR, ESA, GFZ, JPL, MIT, NGS and SIO analysis centers to obtain such vectors of the satellite coordinates (because only data from these analysis centers were available for the dates of our observations). This means that we have a vector for each component X, Y and Z for which the seven entries are the values from the seven ACs above. Then one can proceed to obtaining mean, variance, covariance and correlation of the satellite position components at each epoch as:
where:
µ X i : is the mean of the sample vector X i X i : is the sample vector X at epoch i N : is the length of the sample vector (7 in our case) U : is a N × 1 column vector of which all entries are equal to (10) is an attempt to find a more realistic covariance matrix of the GPS observations in PPP. However, performing the PPP process with this full covariance matrix of the observations results in a system of observation equations of which the normal (cofactor) matrix (A
This is because of the large covariances as the off-diagonal entries of the covariance matrix of the observations (many of them are bigger than the diagonal entries which are variances). This large size of the covariances returns to the networks that different analysis centers use for the purpose of orbit determination. As these networks of the permanent GPS stations are not so different from each other (compared to the satellite constellation), the whole configurations (ground network and the satellites) selected by different analysis centers do not change significantly in geometry. Therefore, this closeness of the geometry of the configurations results in highly correlated estimates of the satellite coordinates and clocks.
Cross-covariances from a time series of satellite ephemeris
If one needs a full covariance matrix for the ephemeris a reasonable way is to compute the required covariances from a data series of some days of the ephemeris using spectral analysis techniques (e.g. Fourier spectral analysis). Fig. 1 shows the covariances obtained from processing of three time series of 3, 5 and 7 days of the ephemeris of a satellite (PRN#1) as an example. The time difference between two consecutive epochs is 15 minutes (15 minutes time interval).
Looking at the Fig. 1 , one can infer that there is no significant improvement in using longer data series than 3 days. Thus, we decided to use a 3-day data series of the ephemeris to compute the covariances. The MATLAB function "xcov " is employed to compute the covariances from the data series. This function works based on the Fast Fourier Transform (FFT). This requires the data to be stationary (see Orfanidis 2007 for more details). To obtain stationary data one should remove the deterministic part (trend) from the data series and just the stochastic part remains in the data after detrending.
Thus, the selection of the trend is of high importance.
Usually, for the GPS satellite orbits, one can fit either polynomials or trigonometric functions to the data. These fitted functions can be used as trend for the original data. Schenewerk (2003) compared the performance of different orders of the above-mentioned functions for satellite orbit interpolation. He concluded that among all orders, trigonometric functions of order 9 and polynomials of order 11 give the best results. Thus, we chose to fit an 11-order polynomial to 17 points from the published ephemeris. To avoid the edge-effect error, one can use this interpolating polynomial as a moving piecewise tool. This means that two consecutive 17-point arcs have 16 common points and the interpolated orbits between the 3 central points of the arc are accurate enough to be used in a positioning process.
The next step is to incorporate these covariances into the system of the observation equations. For this, we used the same data as in Section 2. Table 4 shows the discrepancies between the station coordinate estimates when the full covariance matrix of the orbits and clocks is used.
Autocorrelation of satellite ephemeris
Using Eq. (7), one can form the covariance matrix of the observa-
tions. An important question here is why the off-diagonal entries of the matrix are zero. To answer this question, autocorrelation of the satellite coordinates must be studied (clocks are expected to be intrinsically random).
The autocovariance between x (t) and x (t + τ) for stationary process x (t) is (Priestley 1981) :
where µ is the mean; the first moment. The autocorrelation then reads:
The reader should note that the autocovariance at zero lag is C (0) = σ 2 (the variance of x). Let x 1 , . . . , x N be a series of a stationary process x (t). Then, one can form (N − τ) pairs of observations (x t , x t+τ ), where the observations are separated by lag τ. The autocovariance is then:
and then the autocorrelation ρ (τ) can be computed by Eq. (13). (The time interval between two consecutive epochs is 30 s).
As one can see in Fig. 2 , the autocorrelation of each of the position components converges to zero after about 270 s. Therefore, if one selects the time interval between the epochs for PPP, equal to nates seems to be correct.
Conclusions
Looking at the results of the numerical studies conducted in this paper one can infer that incorporation of the satellite ephemeris uncertainties into the system of observation equations improves the station coordinates estimates. Although all the discrepancies did not decrease, all overall model tests passed after incorporation of the uncertainties.
Moreover, to find the covariance of the satellite ephemeris one can use data series of the IGS orbits and clocks. Higher accuracy classes of orbits could be used as trend for the lower accuracy ones. However, the incorporation of these covariances into the system of observation equations does not show significant improvement in the position estimates.
Studying the time correlations of the satellite coordinates reveals that five-minute time interval for observation epochs is long enough to prevent having time-correlation in the PPP observations, induced by the auto-correlations of the satellite coordinates.
