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Abst ract~The classical bounds on the truncation error of quadrature fmmnflM obtained by Peauo's 
Theorem are revisited, by ~ lmin~ slightly stronger regularity co~xdltions o~ the integrmad function. 
The remdtlng series expamdc~ of the error can be useful when studying the asymptotic complexity 
of 8utomatic quadrature algorithms. New constants, related to the classical error coe~cle~ts are 
tabulated for the molt common symmetric interpolatory ules. 
1. INTRODUCTION 
Consider an interpolatory formula Q with degree of precision r - 1 defined on the interval [a, b] 
and a function f E C'[a,b]. Let 
n 
Icomputed = ~ wi f(2~i), 2:, E [a, b], (1.1) 
i--1 
be the result of the approx imat ion of the integral 
I -  /O')d~', 
obtained by using formula Q. The mm of this paper is to give sharp estimates on the error 
I -/computed on small intervals. The results presented here can be useful when studying the 
asymptotic complexity of automatic quadrature algorithms. 
Consider the linear functional 
~(f ,  a, b, Q.) - f ( z )  dx - wi f (x , ) ,  
i.~1 
let 
f (~ - t) ~, • > t, (~ t )~ 
O, otherwise, 
and denote by 
1 ~((~- , )~,a,b ,  Q) K(~,~)(O = ~., 
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the so called "Peano Kernel" [1, p. 286]. The following equality can be stated for the truncation 
error: ~b -- -- 
E(f, a, b, Q) = f(J)($) ~,.(a,b)[~..j_l ~'J "~-', 1 < j < rain[r, s]. (1.2) 
Commonly, the interpohtory formulas are defined on a fixed interval (e.g., [-1,1]), a~d applied 
for the integration of a function f(z)  on the interval In, hi, via s linear transformation: 
f t + (1.3) f(z) dz -  2 1 
The equality (1.2) becomes 
Hence, the classical upper bound is derived: 
[£(f,a,b,Q)l<lb2a)~+~ c~ max If(~)(z)] 
- ,¢[*,bl j !  ' 
1 <_ j _< min[r, s], (1.4) 
where cj denote the quantities: 
1 (-1,1) 1 
cj -- j ] / -1  [Kj-1 (t)[ dt "- j / -1 [~ ((z -t)J+ -1 -1,1, Q')I dr, 1 _< j < r .  (1.5) 
The constants cj (or some other connected with) axe peculiax to the used rule and in some cases 
they can be exactly derived, but typically they are tabulated [1-3]. It is worth noting that the 
computation of the cj is a hard numerical task, quite impossible if the degree of precision of Q 
is high. 
In the following, Peano's Theorem is revisited, under stronger hypotheses on the regularity of 
the integrand. An error expansion i  terms of the powers of the length of the integration i terval 
is obtained. In Section 2, this analysis is m~le for general interpolatory ules. In Section 3, the 
special case of symmetric rules is treated and new constants, related to the error coefficients cj, 
are introduced. In Section 4, the results of numerical computations are presented. 
2. ERROR EXPANSION IN THE GENERAL CASE 
Let Q be an interpolatory formula with degree of precision r -  1 defined on the interval [-1,1]; 
the proof of Peano's Theorem, as given in [1], is revisited, under the hypothesis that the integrand 
is s C -~+h function, h :> 1. 
THEOItEM 2.1. Let f be a Or+hi-l ,  1] function, h >_ 1. The error of the integral o f f  on [-1, 1], 
computed by the rule Q, can be expressed as 
h-1 f(r+j)(_l) 
~¢(f'-1'l'Q)--j__~ o (r+j)!  £((z-l'l)r+J'-l'l'Q)+A' 
with 
]A]_< cr+h max 
uE[-I,1] 
PRooI~. By ~i~ylor formula, with exact remainder: 
II(r+h)(.)l 
(r  + h)!  
r+h-1 .f(J)(--1) (X -}" I) j + 
j=0  
i /, f(r+h)(~) (~ -- ~)~-}-h-1 d~. 
(r + h - 1)[ i 
(2.1) 
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We apply £ to both sides of (2.1) and use the fact that formula {2 has degree of precision r - h 
h-1 f(r+j)(_1) £ ((z + 1) ,+j, -1,1, Q) £(.f, -1,1, Q) - ~ (r+j)! 
jffiO 
1 / /  ](,+,)(t) £ ((z _ t)~+a_x, _1, 1, Q) dr. 
+ (r + h - i)! l 
(2.2) 
Now 
1)! f f  l J(r+h)(t) £ ( (Z -- t)r++h-1, --1,1, Q) dtl 
I/('+h)O,)l < max (r+h) ]£ ((z - t)~+h-', -1, 1, {~) I dr, 
- .e[-1,1) (r + h)! 1 
and the thesis follows f~om definition (1.5). | 
THEOREM 2.2. Let f be a Cr+h[a,b], function h >_ 1, and let A = (b - a)/2. The error of the 
inte~'al of f on In, b], computed by the rule Q., can be expreued as 
h-1  
r+j+l e.((z-F "+h+I A, 
j f o  
with 
IAI < max 
PROOF. The thesis follows from Theorem 2.1 and relation (1.3). m 
3. ERROR EXPANSION FOR SYMMETRICAL FORMULAS 
The bounds of the previous ection can be given in a more neat form if the rule Q is symmetrical, 
i.e., if zi = -zn-~+l and, consequently, wi - wn_i+l, i = 1,2, . . . .  n. The most common 
rules in finite intervals (Gauss, Gsuss-Kronrod, Fejer, Clenshaw-Curtis, RMS, Newton-Cotes) 
are symmetrical, so this additional property is very frequently satisfied. We rewrite the theory 
of Peano's error bound for a symmetrical rule (2 in [-1,1] with degree of precision r - 1. First of 
all, we note that Q exactly integrates all odd functions, so r is even. 
Let z l ,z2 , . . . ,  zp be the non-negative nodes of ~, the integral (1.1) can be written: 
P 
/computed = ~ Wi Lf(xi) + f(-4i)],  z~ E [0,1], (3.1) 
i----I 
(if the abscissa 0 is present, the corresponding weight h,~ to be halved). We associate to l~ the 
rule ~/, which computes 
P 
E wi/(zi), zi E [0, 1]. (3.2) 
The error functional, associated to ~/, can be defined as well 
01 P :.(f,o, = /(4) dx -  
It is easy to check that 
£(f,-l, I, Q)-F.(,f(z),O,l,7"l)-FC(,f(-z),O,l,Ti)-£(,f(z)..Ff(-x),O, 1,7"l); (3.3) 
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£(z d , O, 1, 9/) = O, 
£ ( f , -1 ,1 ,  Q) -- 2£(f ,0,1,9/) ,  
£ ( f , -1 ,1 ,  Q) - O, 
if j is even and j < r; 
if f is an even function; 
if f is an odd function. 
(3.4) 
(3.5) 
(3.0) 
Let us now prove the analogous of Theorem 2.1 for the half-formula 9/. 
THEOKEM 3.1. Let f be a Cr+h[0, 1] function, h _> 1. The error of the integral o f f  on [0, 1], 
computed by the rule 9/, can be expressed as 
,--I r+h-1 f('/)(O) £(~, O, 1,9/) f(J)(0) £(zj 0,1,9/) + E j! £(1,0,1,9/)-- ~ j! , 
i f1 j=r 
odd 
1 fo 1 t)~. +~'-I, 1,9/) dr. q (r + h - 1)! f(r+h)(t) £ ((z - O,
PROOF. By Taylor formula, with exact remainder: 
,+h- i  fC~)(O) :(~)= ~ j! ~+ 
j=O 
I fo I _07~_i (r + h- I)! /(~+h)(O(x at. (3.7) 
We apply £ to both sides of equation (3.7) and use relation (3A). 
Let us define the constants: 
II 
,~'j -" 2j ~01 £ ((Z -- t)J+-l, O, 1,9/) dr, 
"/j = 2j/oi I£ ((z - ')~-I, O, 1,9/) Id't. 
By applying Theorem 3.1 to the function I (z)  = z J , with r + h = j, we get 
3j -" 2£(zJ,o, 1,9/). (3.8) 
THEOREM 3.2. Let f be a Cr+~[-1,1] function, h > 1. The error of the integral o f f  on [-1, 1], 
computed by the symmetrical rule ~, can be expressed as 
r+h-1 f(J)(o) 
£(.f,-1,1, Q) -- E j--'T--. ~j'I-A' 
j=r 
j even 
with 
PgOOF. 
If'+h)(.)J 
IAI <_ "[r+h u~la~,l] (r "~- h)! 
By (3.3), (3.5), (3.6), (3.8) and Theorem 3.1, one has 
,+h-1 io)(0) £(~, 0,1,9/) 
£( f , -1 ,1 ,  Q) -- 2 E jt 
j~-r 
j everl 
I f01 + (r+ h-  1)! f(r+h)(t)£C(z--t)r++h-1'O'l'9/)dt 
fo + (-l)h ( r+h-  I)! "f("+h)(-O £ ((z - t)~'+h- t' O' I' 9/) dt II 
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THEOREM 3.3. Let f be a Cr+h[y - A ,y+ A] function, h >_ 1. The error of the integral o f f  on 
[y - A, y + A], computed by the symmetrical rule Q, can be expressed as 
r+h-  1 
j=r 
j even 
~# + A'+h+IA, 
w/th 
IA[ < 7r+h _max 
-- uE[y-A,y+A] 
If '+h)(u)l 
(r + h)! 
4. NUMERICAL  COMPUTATIONS OF  THE CONSTANTS 
The constants cj, ~j, 7j are connected by simple relations. 
THEOREM 4.1. l.fthe rule Q is symmetrical, the Peano Kernel Kin(t), m = 0,1, . . .  , r  - 1, is an 
odd function if m is even, and an even function if m is odd. 
PROOF. Let us write the equality (1.2) for a generic cr[-1,1] odd function. 
e(f,--1, I, Q)= [x fU)(t)K(::,x)(t)dt = O, 1 <_ j <_ r. 
J-]. 
Since f is odd, the odd derivatives are even functions, and the even derivatives are odd functions. 
From the generality of f the thesis follows. II 
c j ' -2 j  J ( )J.~ ~[ £, z-t ',-1, I,Q/ dt, j - "  1,2,...,r. 
COROLLARY 4.2. I f  the rule Q. is symmetrical, then cj = "fj, j = 1,2,. . .  ,r. 
PROOF. It iseasy tosee that, for t > 0, E ( (x - t ) J+-1 , -1 ,1 ,Q) -£  ( ( z - t ) J+1 ,O, l ,7 / ) .  II 
COROLLARY 4.3. I f  the rule Q is symmetrical, then I/Yj[ _< 7j _< cj. II 
The values of/~j and 7/, J >_ r were computed for the most common symmetric interpolatory 
formulas by using MATHEMATICA on a computer Apple Macintosh with 70 decimal digits 
arithmetic. Weights and nodes of the quadrature formulas were computed with 70 digits as 
well. It is remarkable that the computation of/~j is very easy while the "yj are very hard to be 
computed. 
The experimental results showed that, in all cases tried, I/~j I <- 7j <_ 1.01 [~j l, and the ratio 
Tj/[/~j[ is independent on j ,  and approaches 1 for increasing n. Therefore, it is reasonable to use 
the constant 1.01 [/~j [ instead of 7j in the bound of Theorem 3.3. 
The following tables show the values of [~jJ, j _> r, for the most common symmetric interpo- 
latory formulas. 
2 2 
3 4 
5 6 
7 8 
Table 1. Newton-CoteJ. 
I~rl I~,+11 I~r+2l I~,+sl 
1.3,333 1.5 1.6 1.6667 
0.26667 0.3,3333 0.38095 0.41667 
0.047619 0.072222 0.094444 0.11389 
0.013169 0.022 0.031259 0.040403 
1.T143 I 0.,14444 
0.13068 
0.04932 
f,@m ~,IO-M 
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T~ble 2. Clenshsw-Curtis. 
3 4 
5 6 
7 8 
9 10 
11 12 
13 14 
15 16 
19 20 
27 28 
31 32 
0.26667 
0.019048 
0.00079365 
0.00007215 
0.0000086719 
0.0000012141 
1.8747 10 -7 
5.399 10 -~ 
6.8842 10 -12 
2.7904 10 -18 
0.33333 
0.022386 
0,0018888 
0.00015 
0.000019514 
0.000(}028687 
4.667 10 -7 
1.4723 I0 -s 
2.1727 10 -11 
9.3507 10 -18 
1~+21 
0.38095 
0.022222 
0,0032468 
0.00027473 
0.000036075 
0.0000055857 
9.5048 10 -7 
3.261 10 - s  
5.5201 10 -11 
2.5152 10 -12 
1,~,'-t-8 I 
0.41667 
0.019526 
0.0046904 
0.00045544 
0.000059655 
0.0000096~1 
0.0000017078 
6.3294 I0 -8 
1.2191 10 -1° 
5.8653 10 -12 
0.44444 
0.015152 
0.0860783 
0.00069444 
0,000091763 
0.000015281 
0.0000028116 
1.1188 10 -7 
2.4339 10 -1° 
1.2334 10 -11 
Table 3. Gauss-Lepndre.  
I~ l  1,8,-+11 1~,.+21 1~,,.+81 1,6,-+, I• n ,  t -  
3 6 0.045714 
5 10 0.0029318 
7 14 0.00018547 
9 18 0.000011673 
I I  22 7.3291 10 -7  
13 26 4.5955 10 - s  
15 30 2.879 10 -9 
19 38 1.1283 10 -11 
27 54 1.7282 10 -16 
0.064097 
0.0052848 
0.00039458 
0.000028116 
0.0000019496 
1.3279 10 -7 
8.9316 10 -9 
3.9366 10 -11 
7.1808 10 -16 
0.078222 
0.0079936 
0.00069235 
0.000055292 
0,0000042062 
3,0977 I0 -7 
2.2289 10 -8 
1.0994 10 -1° 
2.3754 10 -15 
0.086458 
0.010898 
0.0010792 
0 ,~5737 
0.0000079424 
6.2971 10 -7  
4.8317 10 - s  
2.655 10 -1° 
6.7592 10 -1"~ 
0.0@5418 
0.013867 
0.0015507 
0.00015163 
0.000013644 
0.00O00116 
9.463 10 .4  
5.7681 10 -1°  
1.7216 10 -1~ 
T~ble 4. Gauss-Kronrod. 
, ,  ," I,~,-I 
7 12 0.00028065 
9 14 0.000010065 
11 18 8.6416 10 -7 
13 20 6.046 10 -8 
15 24 5.7332 10 -9 
21 32 4~991 10 -12 
31 48 5.1725 10 -17 
I~,-+11 
0.00050407 
0.000027677 
0.00G002496 
1.6861 10 -7 
1.6938 10 -8 
1.4896 10 -11 
2.081 10 -16 
I~,+21 
0.00074812 
0.000057737 
0.0000055372 
3.8716 10 -7 
4,0741 10 -8 
4.0478 10 -11 
6.6751 10 -16 
0.00098614 
0.06010178 
0.0(XX)10532 
7.829 10 -7 
8.5825 10 -8 
9.5332 10 -11 
1.8442 10 - l s  
I~,'+, I 
0.0011985 
0.00016 
0.000017999 
0.0000014413 
1.6424 10 -7  
2.0243 10 -1° 
4.6668 10 - I~  
Table 5. RMS. 
7 8 0.0081349 
9 10 0.0013401 
13 14 0.000034605 
19 20 4.1771 10 -7 
.,27 28 5.9199 10 -1° 
l~,+I i 
0,013669 
0,0022373 
0.000075293 
9.9893 10 -7 
1.7922 10 -9 
i~,+2l 
0.019633 
0.0031252 
0.00013423 
0.000001947 
4.3641 10 -9 
l~,ts[ 
0.025760 
0.0039207 
0.00021128 
0.0093033368 
9.2303 10 -9 
[~'t'l 
0.031903 
0.0045707 
0.00030491 
0.000005226 
1.7637 10 - s  
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