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Abstract 
Multi-stage versions of Jacobi relaxation are studied for use in multigrid methods for steady Euler equations. 
In particular, versions adapted to the nonlinear TVD discretization are analysed. It is shown that multi-stage 
relaxation versions lead to more efficient multigrid methods than possible with classic relaxation methods. 
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1. Introduction 
In a previous paper, with a similar title [3], the authors discussed the use of multi-stage Jacobi 
relaxation in multigrid methods for two-dimensional steady Euler equations, employing first-order 
and linear higher-order discretization schemes. In particular, the so-called K3-scheme by Van Leer 
was studied. Coefficient sets in the multi-stage relaxation, optimized for smoothing, were used. The 
optimization results by Van Leer et al. [6] were employed. It was shown that by multi-staging 
the classical defect correction procedure, almost universally used [ 1,4,5 ] to obtain the solution of a 
higher-order discretization, can be avoided. Multigrid methods employing the higher-order operator on 
all grids (full higher-order formulation) and multigrid methods employing the higher-order operator 
on the finest grid and the first-order operator on the coarser grids (mixed higher-order formulation) 
were demonstrated. The obtained multigrid performance with the multi-stage Jacobi relaxation was 
found to be comparable to the performance of the defect correction formulation using the more 
effective Gauss-Seidel relaxation. Based solely on the results reported in [ 3], the conclusion would 
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be that multi-stage Jacobi relaxation methods cannot really lead to improvements over more classical 
methods. The analysis in [3] was however limited in two respects. First, the optimization results, 
known in the literature for smoothing, were employed. Here we show that optimization of smoothing 
is not an optimal strategy in multigrid methods. By changing the coefficient set in the multi-staging 
to enlarge the convection speed of the relaxation, the resulting performance is improved. Second, 
in realistic computations, a linear higher-order discretization operator is not normally used since it 
allows nonphysical oscillations in the numerical solution. Normally, a nonlinear TVD operator (Total 
Variation Diminishing) is employed. 
We used linear operators in [3], for reasons of ease of analysis. In this paper, we study in particular 
the effects of the nonlinearity. 
Due to the nonlinearity of the operator, all multigrid formulations (defect correction, mixed dis- 
cretization and full higher-order discretization) employing the TVD operator degrade in convergence 
speed with respect o their equivalents employing a linear higher-order discretization operator. The 
loss in efficiency is however much more pronounced for defect correction formulations than for 
mixed discretization and full higher-order formulations. The basic reason for this is the big difference 
between the first-order operator and the higher-order TVD operator. As a result, for the TVD higher- 
order discretization, multigrid methods employing the multi-stage Jacobi relaxation and other than 
defect correction formulations are found to be more effective than defect correction versions based 
on Gauss-Seidel relaxation. 
The present paper is a direct sequel to [3]. For the basic elements of the discretization and 
the multi-stage optimization methodology, the reader is referred to this reference. We use the same 
two-dimensional test geometry as in [ 3 ]. 
2. The multi-stage Jacobi relaxation 
We use here the same flux-difference splitting method as in [ 3 ], on a vertex-centered finite-volume 
formulation. The resulting set of equations, for single-stage Jacobi relaxation is 
( -  ~ akSk)SUi J + ~ a-~ (U~ - U~.~.)sk + ~--~fc n =0, (1) 
k k k 
where 8Uij = U~ +1 - u.n,,j is the increment of the vector of dependent variables (density, momentum 
components and total energy per unit volume), the superscripts n and n + 1 denote iteration levels, 
the subscripts (i, j )  refer to the node treated while the subscript k refers to surrounding nodes, A~- 
is the negative part of the discrete flux-Jacobian (on level n) associated to the face of the control 
volume between ode k and node (i, j ) ,  s~ is the length of the face and fc denotes the flux correction 
for second-order accuracy or for introduction of boundary conditions. The second-order correction is 
obtained by the flux-extrapolation technique as in previous work [ 1,2]. 
The set of equations (1) for single-stage Jacobi relaxation resembles very much the set of equations 
for single-stage time stepping. This set is 
Volij '~ 8U.. 
At ] "J + ~ Ak(U~ - Ui~4)Sk + ~--'~ fcn = 0, (2) 
k k 
where Volij is the volume of the control volume and At is the time step. 
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The difference between (single-stage) Jacobi relaxation (1) and single-stage time stepping (2) 
is seen in the matrix coefficient of the vector of increments 8U~,j. In the time stepping method, 
the coefficient is a diagonal matrix. In the Jacobi method, the matrix is composed of parts of the 
flux-Jacobians associated to the different faces of the control volume. The collected parts correspond 
to waves incoming to the control volume. In the time stepping, the incoming waves contribute 
to the increment of the flow variables all with the same weight factor. In the Jacobi relaxation the 
corresponding weight factors are proportional to the wave speeds. As a consequence, Jacobi relaxation 
can be seen as a time stepping in which all incoming wave components are scaled to have the same 
effective speed, i.e., all have a CFL number equal to unity. 
This last observation is very important. The coefficients of a multi-stage scheme can only be 
optimized for a single wave equation, as for instance in [6]. The CFL number plays a dominant role 
in this optimization. By the introduction of the multi-staging into the Jacobi relaxation, there is a 
guarantee that the optimization applies equally well to all wave components in the field. In a time 
stepping scheme, the optimization can only be reached for one wave component. 
As an example of a multi-stage scheme we consider here a three-stage modified Runge-Kutta 
scheme: 
U 0 = uin, j ,  U 1 = U 0 ..]_ OllPt~U O, U 2 = U 0 ..~ oL2pt~U 1, U 3 = U 0 + a31,pt~U 2 ,
un+ l i,j = U3, (3) 
where 8U is the increment obtained from single-stage time stepping with unit CFL number or single- 
stage Jacobi relaxation. The coefficient v indicates the CFL number. The last coefficient in the 
stepping series (here a3) is always equal to 1. 
Further, we follow the Fourier representation method as used by Van Leer et al. [6] and as used 
in [3], based on the model scalar equation: 
au au 
c~t + a~xx = 0, a>0.  (4) 
The Fourier symbols for the first-order upwind operator (U1), the second-order upwind operator 
(U2), the second-order central operator (C2) and the x = 1 operator (K3) are given in Fig. 1. 
U2 K3 
U1 
I 
-i 
1 
C2 
Fig. 1. Fourier symbols of the basic operators. Symbols from 0 = 0 to 0 = -1r. The dot corresponds to 101 = ½~. 0 is the 
product of the wave number and the step size. 
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Figures 3, 4 and 5 of [ 3 ] show contours of the amplification factor for three different hree-stage 
stepping schemes. The scheme of [3, Fig. 3] has optimum smoothing for the first-order upwind 
operator according to the optimization strategy by Van Leer et al. [6]. The coefficient set is tel = 
0.1481, te2 = 0.40, te3 = 1.0, p = 1.5. We denote this set by VL 1.5. The scheme of [3, Fig. 4] 
has optimum smoothing according to the same strategy for the K3-operator. The coefficient set is 
a~ = 0.2884, te2 = 0.501, te3 = 1.0, ~ = 1.3254. We denote this set by VL 1.33. The scheme of 
[3, Fig. 5] is a three-stage scheme linearly equivalent to three consecutive Jacobi relaxations with 
relaxation factor 0.5. The coefficient set is tel = 1, te2 = 1, te3 = 1, v = 1.5. We denote this set by 
CS 1.5. In the sequel we will use schemes with the same te-values but larger CFL numbers. These 
schemes correspond to consecutive Jacobi relaxations with relaxation factors larger than 0.5. We will 
denote such schemes by the symbol CS followed by the resulting CFL number, e.g., CS 2.5. 
We consider now also steppings uitable for use with the nonlinear TVD operator. For these 
steppings, stability for both the central operator C2 and the upwind operator U2 is necessary. Fig. 
2 (left) shows contour levels of a three-stage stepping stable for both the C2- and U2-operator and 
with maximum step size. Fig. 2 (right) shows the contour levels of a similar five-stage stepping. The 
coefficient sets are tel = 0.26, te2 ----" 0.62, te3 = 1.0, P = 0.712 and te l  - "  0.066, te2 = 0.16, te3 = 0.307, 
a4 = 0.576, te5 = 1.0, ~, = 1.55. We denote these sets by TVD3 and TVD5. The symbol A in the 
figures is the product of the Fourier symbol and the CFL number. Also shown in the figures is the 
a-value corresponding to the C2- and the U2-operator. 
Fig. 3 shows a three-stage stepping scheme stable for the K3-operator, but not for the U2- and 
C2-operator, with maximum step size. The corresponding coefficient set is te! = 0.286, te2 = 0.471, 
te3 = 1.0, p = 1.82. We denote this set by K3 1.82. 
The results shown in Figs. 2 and 3 apply to the one-dimensional convection equation. As is known, 
the set of Fourier symbols for a two-dimensional convection equation lies inside the Fourier symbol 
of a one-dimensional equation. So, two-dimensional stability is guaranteed when one-dimensional 
stability is obtained. It is difficult to make precise statements about smoothing. 
-1 -1 
Xm[ ] 
1 
Re[ ] 
Fig. 2. Amplification factor for three-stage st pping stable for U2 and C2 with maximum step size (left); idem for five-stage 
stepping (right). Amplification levels hown: 1,0.5, 0.2, 0.1,0.05, 0.02 . . . . .  
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Fig. 3. Amplification factor for three-stage st pping with maximum step size for the K3-scheme. Same amplification levels 
as in Fig. 2. The symbol corresponding to the K3-operator is also shown. 
3. Test problems 
The same test geometry as in [ 3 ] is used. It is a channel with a circular perturbation i the lower 
wall. The grid has 32 by 96 cells. Four consecutive grids are used. The coarser grids have 16 × 48, 
8 × 24 and 4 x 12 cells. The height of the channel is equal to the length of the perturbation. The height 
of the circular perturbation is 4.2% of its length. The grids used have an almost uniform distribution 
of the mesh-size. 
The same multigrid structure as in [ 1-3] is used. The W-cycle is employed. On each level there 
is one pre- and postrelaxation consisting of either three Gauss-Seidel relaxations or one multi- 
stage Jacobi relaxation. The defect restriction operator is full weighting. The computation starts on 
the coarsest grid. To evaluate the work, the number of relaxation steps or stages are counted and 
the number of defect corrections and defect calculations. One basic operation on the finest grid is 
considered as one work unit. So the work unit corresponds to 3201 point-relaxation operations. A
defect correction or a defect calculation is somewhat less expensive than a relaxation operation. 
Nevertheless these operations are given the same weight to compensate for the neglect of the work 
involved in the grid transfer. Since precisely the defect operations are connected with grid transfer, 
this is believed to be fair. A relaxation operation for the first-order (U1), for the third-order (K3) 
and for the TVD operator are counted to be equivalent. This is not completely correct. The third-order 
and the TVD operator are slightly more expensive. 
A Gauss-Seidel relaxation and a stage of a Jacobi relaxation are given the same weight. In practice, 
the cost of these operations may depend strongly on the way of implementation. The calculation of a 
Jacobi stage can be organized so that the flux through an edge of a control volume has to be calculated 
only once. The flux balances of the control volumes can be formed by adding or subtracting the fluxes. 
The coefficient matrix associated to the nodes can also be formed by adding or subtracting positive 
and negative parts of flux-Jacobians. The construction of the flux-Jacobians is the most computing 
intensive part in the relaxation operation. Since in the construction of the positive and negative 
parts of flux-Jacobians many elements are the same (e.g., eigenvectors), there is a big saving in 
computational cost in first forming the equations to be solved in the way described above, storing the 
flux balances and the coefficient matrices and retrieving these data during a solution phase. The other 
way of organizing the computation, implicitly suggested by the form of the set of equations ( 1 ), is to 
calculate all elements of this set node by node and to solve the set immediately after its construction. 
In this way, there is no storage of flux balances and coefficient sets but a lot of variables common 
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to adjacent nodes have to be recalculated. The recalculation is always more costly than the storage 
and retrieval. It is not necessary to calculate the flux balances and the coefficient sets over the whole 
flow field. The calculation can, for instance, be organized line per line. In a Gauss-Seidel relaxation, 
recalculation is imperative since the updated variables have to be used when processing from one 
node to another. The cost of a Gauss-Seidel relaxation is therefore always larger than the cost of 
a Jacobi stage. The extra cost depends on the implementation a d on the computer architecture but 
is certainly in the order of 50%. This should be taken into account when judging the performance 
results. 
Two flow fields are considered: a transonic flow field corresponding to an outlet Mach number of 
0.785 and a supersonic flow field corresponding to an inlet Mach number of 1.4. The TVD results 
are very similar to the results hown in [ 3 ], except for the absence of oscillations near the shocks. 
4. Defect correction 
Fig. 4 shows the convergence r sults for the transonic and the supersonic test cases using defect 
correction and the TVD operator as higher-order operator. Gauss-Seidel relaxation is compared to 
multi-stage Jacobi relaxation. Convergence r sults are expressed by the lOgl0 of the Loo-norm of the 
defect as function of the number of work units. For the Gauss-Seidel, three relaxations are done per 
level. The relaxation factor is 0.9 for the transonic ase and 1.0 for the supersonic case. The ordering 
is lexicographic. In the first sweep the relaxation starts in the left bottom comer, goes up in the first 
column, then in the second column and so forth up to the right top comer. In the second sweep 
the ordering is reversed. The third sweep has again the ordering of the first sweep. The convergence 
history is also shown for the three-stage stepping with the Van Leer coefficients (VL 1.5) and with 
the consecutive coefficients with different step sizes. 
The three-stage Jacobi schemes with optimum smoothing (the convergence b haviour of CS 1.5 is 
not shown but is almost identical to the behaviour of VL 1.5) do not perform as good as a three-stage 
scheme with a somewhat larger step size. A step size between 2.0 and 2.5 seems to be the best. This 
proofs that smoothing is to be sacrificed a bit in favour of convection speed. Sufficient smoothing is
.4  
.6 ¸  
-8 
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-12 
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i 
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-101 
GS 
-12 
-14 
o 5oo 1 ooo 1 s'0o 20bo 25'oo sooo 
Fig. 4. Loglo ILoo] of defect as function of work units for the TVD operator in defect correction. Transonic (left) and 
supersonic (right) test cases. Gauss-Seidel relaxation (GS). Three-stage Jacobi relaxation with Van Leer coefficients (VL 
1.5) and consecutive coefficients (CS 2.0 and CS 2.5). 
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necessary but not optimum smoothing. A step size of 3 is the stability limit. Even a step size of 2.8 
performs better than the step size of 1.5 for optimum smoothing. 
Taking into account he larger computational cost of a Gauss-Seidel relaxation compared to a 
Jacobi relaxation, the conclusion from Fig. 4 is that a defect-correction procedure based on multi- 
stage Jacobi relaxation is not less effective than one based on Gauss-Seidel relaxation. This again 
shows the role of the convection speed in the multigrid performance. 
5. Mixed discretization 
By mixed discretization we mean that the second-order TVD operator is used in all relaxations on 
the finest level but that an other (linear) operator is used on the coarser levels. 
Fig. 5 shows the convergence behaviour for the TVD operator on the finest level with three-stage 
stepping with maximum CFL (coefficient set TVD3) and with five-stage stepping with maximum 
CFL (coefficient set TVD5) combined with several three-stage steppings for the first-order operator 
(we discuss the K3-operator later). The performance is not very sensitive to the choice of the 
coefficient set on the coarser levels. So, again optimum smoothing is not necessary. The five-stage 
stepping performs the best. 
In the transonic ase, the best obtained performance, i.e., TVD5+U1, CS 2.5, does not compete with 
the performance of the defect correction (Fig. 4), but in the supersonic case, the mixed discretization 
TVD5 + U1, CS 2.5 performs much better than the defect correction. This easily can be understood. 
In the transonic test case the shock is largely aligned with the grid. As a consequence, the second- 
order TVD solution does not differ very much from the first-order solution. For the supersonic test 
case the difference between the second-order and the first-order solutions is rather large. This makes 
defect correction a much more effective procedure in the transonic test case than in the supersonic 
test case. The better performance of the mixed discretization i the supersonic test case also shows 
that it pays off to bring the second-order operator in the multigrid formulation in those cases where 
second- and first-order solutions differ significantly. We further illustrate this on Fig. 5 where also 
the convergence behaviour is shown for mixed discretization but with the K3-operator on the coarser 
-2" 
-4" 
-6" 
-8" 
-10- 
-12- 
-14 
0 
TVD3+U1,CS 2.5\ 
550 10'00 15'00 2000 25'00 3000 
01 
-24 
~ / T V D 3 + U 1 , C S  2.5 
sbo 10'00 , s'oo 20'00 2goo 3ooo 
Fig. 5. Loglo ILo~[ of defect as function of work units for the mixed iscretization. Transonic (left) and supersonic (right) 
test cases. TVD on finest level, U1 or K3 on coarser levels. 
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levels. The convergence improves omewhat, since the K3-operator is closer to the TVD operator 
than the first-order upwind operator U1 is. 
6. Full second-order with implicit residual weighting 
We illustrate now the performance for the TVD operator used on all levels. Since the TVD 
operator changes from the central to the upwind operator and vice versa, depending on the solution, 
no smoothing can be obtained for this operator. In order to make the multigrid method possible, the 
restriction of a smooth residual must be obtained by supplementary means. The technique of explicit 
and implicit residual smoothing is well known for use with time stepping schemes. In analogy with 
the residual smoothing we bring here implicitness in the weighting. The usual full weighting as 
restriction is already a residual smoother of explicit type. An implicit version of it can be much more 
efficient. 
In one dimension an explicit residual weighting (ERW) on the same grid gives 
(1 + 2,~)]{i = ei + E( Ri-1 + Ri+l ), (5)  
where E = 0 corresponds to injection and e = ½ corresponds to full weighting. 
A corresponding implicit residual weighting (IRW) is given by 
(1 + 2e) ]{i -- e (g i _  1 "{"/~/+1) = Ri. (6) 
The obtained weighted residuals ]~i still have to be injected to the coarser grid. 
Fig. 6 compares the amplification factor for both types of residual weighting. 
By enlarging the value of the weight E, the smoothing of the implicit residual weighting (IRW) 
increases. Maximum smoothing does not correspond to optimum multigrid performance. The opti- 
mum is a compromise between the reduction of high-frequency omponents, i.e., diminishing of the 
-1 
0 
0 ~'/2 
e=2.0  
• , _ - 0 2 5  
i * 1 , i i q 
0 ~'/2 ~" 
Fig. 6. Amplification factor for explicit (left) and implicit (right) versions of residual weighting. 
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Fig. 7. LOgl0 ILool of defect as function of work units for full second-order fo mulation (FULL) with the TVD operator 
on all levels. Transonic (left) and supersonic (right) test cases. Convergence b haviour for mixed iscretization with the 
K3-operator n coarser levels, explicit and implicit residual weighting. Comparison with Gauss-Seidel (GS). 
aliasing in the fine-to-coarse grid transfer, and leaving as much as possible intact the low-frequency 
components, i.e., the components hat have to be treated by the coarse grid. In two dimensions it was 
found that e = 2 was optimum for a nine-point stencil of the form 
(1 + 6e)Ri, j  - e(  gi- l , j  + Ri+l,j -~- el,j-1 -~- gi, j+l) 
--~e( Ri-l,j-I + Ri+l,j-1 -t- ]~i-lj+l + Ri+I,j+I) = Ri,j. (7) 
In practice, it is not necessary to solve the system (7) completely. Three single-stage Jacobi 
relaxations were found to be sufficient. As a result, the implicit residual weighting does not prevent 
the full vectorization and parallelization of the algorithm. 
Fig. 7 shows the convergence behaviour for a full second-order formulation, i.e., using the TVD 
operator on all levels, with implicit residual weighting, compared to mixed discretization using the 
K3-operator on the coarser levels. Five-stage stepping with maximum CFL is used for the TVD 
operator (coefficient set TVD5). Three-stage steppings with optimum smoothing coefficients with 
ERW (coefficient set VL 1.33) and with maximum step size with IRW (coefficient set K3 1.82) are 
used for the K3-operator. 
In the full second-order formulation, it does not pay off to change the coefficient set from a set not 
corresponding to maximum step size. One could try to introduce smoothing for the U2-operator. This 
does not help since smoothing never can be obtained for the C2-operator. As can be seen in Fig. 7, the 
mixed discretization works better than the full second-order formulation. The best mixed discretization 
is the one with the K3-operator on the coarser levels. It does not pay off to enlarge the step size 
for the K3-operator, since smoothing with the operator itself is then lost and has to be introduced 
by implicit residual weighting. The resulting performance is not better than the performance with a 
coefficient set corresponding to smoothing and explicit residual weighting. 
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7. Conclusion 
By the combination of Jacobi relaxation and multi-stage stepping, multigrid methods for Euler 
equations can be constructed that are more general than defect correction procedures. With implicit 
residual smoothing it is even possible to use the TVD operator on all grid levels. The best performance 
is however obtained with a mixed discretization formulation with the K3-operator on the coarser 
levels. In the case where the second-order solution and the first-order solution differ considerably, this 
formulation is more efficient han a defect correction formulation based on Gauss-Seidel relaxation. 
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