Abstract-A common approach to model-based segmentation is to assume a top-down modelling strategy. However, this is not feasible for complex 3D+time structures, such as the cardiac left ventricle, due to increased training requirements, aligning difficulties and local minima in resulting models. As our main contribution, we present an alternate bottom-up modelling approach. By combining the variation captured in multiple dimensionally-targeted models at segmentation-time we create a scalable segmentation framework that does not suffer from the "curse of dimensionality." Our second contribution involves a flexible contour coupling technique that allows our segmentation method to adapt to unseen contour configurations outside the training set. This is used to identify the endo-and epicardium contours of the left ventricle by coupling them at segmentation-time, instead of at model-time. We apply our approach to 33 3D+time cardiac MRI datasets and perform comprehensive evaluation against several state-of-the-art works. Quantitative evaluation illustrates that our method requires significantly less training than state-of-the-art model-based methods, while maintaining or improving segmentation accuracy.
I. INTRODUCTION
C ARDIOVASCULAR disease (CVD) is a major cause of death in the western world. CVD is responsible for nearly half of all deaths in Europe [1] , and approximately a third of all deaths in the USA [2] . Magnetic resonance imaging (MRI) is a popular minimally-invasive imaging modality used to diagnose CVD. The clinical MRI imaging modality produces 3D and 3D time images of the heart. To diagnose CVD, doctors commonly assess the functionality of the left ventricle (LV) over the cardiac cycle. Quantitative indicators such as ejection fraction, cardiac output and LV myocardial wall thickening are used to assist in the assessment of CVD pathologies [3] . To derive these metrics, the two boundaries describing the LV (the endo-and epicardium) need to be extracted from a patient scan. Classically, this is manually carried out by doctors-however manual analysis is no longer feasible due to the quantity of data in 3D and 3D time images. Moreover, manual annotation is prone to inter/intra observer variability which can affect the reliability and repeatability of CVD diagnosis. Therefore, an automatic segmentation solution is needed to address this clinical problem. The challenges associated with cardiac LV segmentation arise from both the image domain and the physical structure of the heart. MRI images can suffer from significant intensity variation, as well as poor contrast in areas, most notable between the epicardium and the surrounding thoracic region. Motion artefacts caused, for example, by patient breathing during image acquisition degrades image quality and creates irregular shifts between anatomical structures in adjacent slices of the volumetric data. The spatial and temporal resolution of MRI images can be coarse relative to the physical size of the LV and computer aided diagnosis (CAD) tools require either data interpolation or the development of flexible segmentation techniques.
The combination of these difficulties precludes any purely data-driven segmentation method from being a feasible choice for 3D time LV segmentation. It is widely recognized that maximizing the use of a priori knowledge of LV deformation is a prerequisite for robust segmentation methods. However, capturing the complex spatio-temporal dynamics is made difficult by the significant anatomical variation of the cardiac structure itself-especially when pathologies are considered. Therefore, since model-based approaches commonly rely on a training set of expertly presegmented images, the quality, quantity, and variation of these images becomes of paramount importance.
The vast majority of recent model-based approaches in this area have been developed using a top-down modelling strategy. In this approach, all of the desired modes of variation of the segmentation target is captured in one model, so that the model dimensionality matches that of the segmentation target. For clarity, we refer to this as the single-model strategy, as only one model is used to capture the desired variation. With respect to cardiac segmentation, the work by Mitchell et al. [4] extended the standard 2D active appearance model (AAM)-first introduced by Cootes et al. [5] -to a 3D implementation. Using a similar approach Bosch et al. [6] model temporal deformation in a 2D time AAM-based segmentation of echocardiographic images. Kaus et al. [7] , describe a 3D deformable model for LV myocardium segmentation. The authors present promising results but exclude datasets exhibiting large motion artefacts from their evaluation. This issue was later addressed by Stegmann et al. [8] , [9] who use an unsupervised motion-correction scheme before segmentation. The authors concatenate the end-systolic and end-diastolic cardiac phases of the LV into a single AAM in an attempt to include temporal variation in their model. This technique is also used by Fritz et al. [10] who extended it further to consider the 3D surfaces of the left and right ventricles at both the end-systolic and end-diastolic cardiac phases as a single shape. The authors argue that if, for example, the right ventricle is poorly defined compared to the LV, then the fitting process will be guided by the stronger image feature, thus providing a more robust overall segmentation. However, they do not indicate whether they weight the landmark fitting process accordingly or if they rely purely on the ASM approximation of the landmarks (further discussed in Section II-A2) to correctly guide the segmentation process. Another 3D-ASM LV segmentation technique is described by van Assen et al. [11] -also used in [12] and later developed in [13] -where the authors replace the standard landmark fitting stage in the ASM formulation with a fuzzy inference system. Finally, to alleviate the requirement of comprehensive manual annotation of training samples, several papers have explored different approaches for the automatic generation of landmarks and point-correspondence [14] , [15] . For a complete review of the application of model-based segmentation approaches see the recent work of Heimann et al. [16] .
While largely successful as the research community transitioned from 2D to 3D segmentation, the single-model strategy is not easily generalizable to higher dimensional problems. This is reflected both by the notable lack of single-model 3D time research and the criticisms recently expressed in a number of separate works [17] - [20] . The central issue is that as the dimensionality of the modelling problem rises there is a consequent rise in the degrees-of-freedom, the size of the required training set, the aligning difficulties and the occurrence of multiple local minima in the resulting model. This is generally referred to as the "curse of dimensionality" [17] (CoD). The reliance on training and the limited availability of large pre-annotated image databases undermines the practicality of single-model 3D time segmentation methods. In fact, the only notable single-model 3D time work presented in the literature by Lorenzo-Valdés et al. [21] , is heavily reliant on presegmented data. The authors' technique requires not only the left and right ventricles but also the background structures to be pre-annotated to build their 3D time atlas. Naturally, their training data exhibits insufficient variation and Gaussian blurring is used to artificially enlarge model variation. Koikkalainen et al. [22] also present a method for artificial enlargement of the variation in small training sets for construction of a 3D ASM of the four chambers of the heart. It should be noted that the authors also needed to greatly increase the allowed deformations of the ASM from the standard to (this issue is explained in detail in Section II-A1). More recently, Zhang et al. [23] argue against the artificial enlargement of the training set to maintain structural consistency in the resulting models. The authors extend the work of Mitchell et al. [24] using a hybrid ASM/AAM implementation, training both a 3D and a 3D time model. The authors concede that they do not have enough training images to capture sufficient temporal variation in their 3D time model, and so their 3D model must be used for a phase-by-phase final segmentation stage in order to avoid the over-constrained temporal variation in the 3D time model.
However, a recent trend in the literature [17] , [19] , [20] has gone some way in reassessing the approach to higher dimensional modelling and segmentation problems. Instead of creating a single model, subsections of the overall variation are captured in separate models, which are then combined at segmentation-time. In this way, the full variation of the LV is still captured, but the dimensionality of each model is lower than an equivalent single-model approach and therefore has less training requirements, simpler aligning and is better able to encapsulate the statistical variation of the training set. Zambal et al. [19] describe a 3D left ventricle segmentation scheme, where the LV is modelled using a set of 2D active appearance models (AAMs), each capturing a specific section of the ventricle. These models are interconnected with a separate 3D shape model that controls the global positioning and scale during segmentation. Previous work by our group, Lynch et al. [25] , [26] , describes a more sophisticated approach whereby a nonrigid model is used to encode a priori temporal deformations into a level-set formulation, with promising results presented. Andreopoulos et al. [17] recently presented a 3D time cardiac segmentation method, which relies on two components. The first captures 3D shape variation of the LV in a 3D AAM and the second encompasses the temporal variation of the LV in a 2D time ASM. Like Zambal et al. [19] , the authors argue strongly against creating single 3D time models due to the issues relating to the CoD. While their work does decompose the 3D time problem into spatial and temporal models, the authors still build a singlemodel 3D AAM. Therefore, they are still faced with significant training requirements (and related issues) albeit to a lesser degree than Lorenzo-Valdés et al. [21] . To address this, the authors extend the wavelet-based hierarchical ASM presented by Davatzikos et al. [27] to a 3D implementation, a method shown to perform well with limited training samples.
The aim of this paper is to further analyze the multimodel approach in higher dimensional segmentation problems and bring the concept to it's logical conclusion. As our first contribution, we decompose the 3D time LV modelling problem into its component parts-i.e., shape, spatial, and temporal variation. The models are then combined in a dimensionally scalable segmentation framework that unifies the variation in the separate models. In our second contribution, we further divide the shape variation into separate endo-and epicardium component models. Many recent studies [9] , [13] , [17] consider the endoand epicardium interfaces as a single shape, however, this design choice further exacerbates the issues related to the CoD. We show that by coupling the two contours at segmentation-time, instead of at model-time, we increase the flexibility of our segmentation technique to cases outside the training set. We experimentally verify that our approach requires significantly less training and achieves comparable or better segmentation accuracy when compared with state of the art implementations.
II. METHOD

A. ASM Theory
We use the active shape model (ASM), first developed by Cootes et al. [28] , [29] to capture the shape, spatial and temporal variation of the LV. The ASM is chosen instead of the AAM as the majority of relevant 3D time variation related to the LV is present in the shape variation. We do not consider the texture variation in the largely homogeneous LV blood pool and surrounding myocardium to be sufficient to warrant the use of an AAM.
1) ASM Construction: When building an ASM from a set of training shapes, the segmentation target must be discretised into landmarks. A shape vector, , containing landmarks is described as (1) where is the th landmark of the shape. It follows that the training set, , containing shapes is defined as
The set of training shapes must then be aligned into a common coordinate system. As stated earlier, the complexity of this step is proportional to the dimensionality of the target shape. Since we use a bottom-up modelling strategy, we first build a 2D shape model that is only trained on the basal-most slice of the end-diastolic volume. Therefore, to align our training samples we only need to remove translation between the shapes as we capture the scale variation in the ASM. Our data revealed that rotational effects are minimal relative to scale and shape variation, and as a result, point-correspondence is established directly with an arc-length re-sampling method. Here, we evenly divide each shape into an fixed number (32) of evenly spaced landmarks. This provides point-correspondence between training samples without the need for further alignment techniques. After our training set has been aligned we apply principal component analysis (PCA) to extract the eigenvectors, , and eigenvalues, , describing the shape variation. According to the ASM formulation, is truncated to the first eigenvectors, which account for 98% of the training set variation. The truncated eigenvectors are combined with the mean-shape of the training set to generate the equation that governs ASM shape synthesis
Shape synthesis using (3) is constrained according to (4) where [30] . 2) Standard ASM Fitting: In the original formulation, the ASM is fitted to an unseen image according to an iterative twostage process. First, each landmark updates it's location individually, using only local image information and has no interaction with surrounding landmarks or the ASM itself. This new set of landmarks is then approximated by the ASM which keeps the shape within the learned range of variation. This process repeats until convergence is reached.
There are, however, numerous issues with this approach when applied to complex segmentation tasks, such as the segmentation of the LV. First, in noisy images, where contours are poorly-defined, individual landmarks can fit to spurious image areas. This will negatively influence the resulting ASM approximation and can affect the overall convergence. Second, since the landmarks are updated locally, can, and usually does, assume irregular shapes that are outside the learned variation of the ASM. In effect, this creates a disconnect between the constrained nature of the ASM and the unconstrained nature of the landmark update process-and can undermine the reliability of the ASM in noisy images. This shortcoming in the original ASM formulation has been previously dealt with in several works in the literature [10] , [31] - [35] . For instance, Fleute et al. [35] propose a 3D point distribution model (PDM) of the femur, where the shape parameters are directly optimized using a combination of simulated annealing and downhill simplex optimization methods to fit the model to unseen images. Another approach, by Lötjönen et al., [31] creates a 3D PDM of the four cardiac chambers and optimize the model parameters using the conjugate gradient method. The authors note that they do not have sufficient variation in their training sets to capture the 3D variation in a single model. To address the ASM fitting problem, we also propose to replace the standard fitting process with a global ASM optimization technique. In particular, it should be noted that we use a different approach to optimization than both [31] and [35] , by optimizing model parameters sequentially. As will be discussed in Section II-D, we go one step further than these methods by training layered ASMs, where 2D time and 3D models are trained from an abstract and compact 2D shape model space, instead of landmark space.
B. ASM Optimization
According to (3), shapes are synthesized by varying within learned constraints . We fit the ASM to an unseen image by direct manipulation of the vector. This allows us to perform a global contour fit by creating an objective function that maximizes the energy of the whole contour, thereby significantly improving the robustness of our fitting processes compared with the standard ASM fitting technique. As we train the endo-and epicardium separately (this issue will be further discussed in Section II-C) we require an objective function for each contour. To describe the objective functions for endo-and epicardium optimization we first need to define some descriptive notation. A vector generates a shape, , (i.e., ) and delineates a corresponding region, . The objective function operates on the image information around the contour: defined as and for the outer and inner regions, respectively. In practice, we define the boundaries of and as being three pixels outside and inside , respectively. The limit of three pixels is chosen to provide a representative sample of the greyscale values adjacent to a given . This sample size also keeps the computational cost of evaluation of a contour score relatively low. The function returns a vector of greyscale values inside the image region . It follows that and return the mean and standard deviation, respectively, of the greyscale information in the region . Using this notation, we create objective functions for maximizing the endo-and epicardium in our 2D example and , respectively). The endocardium objective function is defined as (5) where denotes a translation transformation, defined as: . This objective function calculates the contrast between the inner and outer regions of . To fit the endocardium to an unseen image, is optimized according to (6) Equation (6) states that the endocardium's energy is maximized when there is a maximum contrast between the inner and outer regions of . This is expected since there is high contrast between the left ventricular blood pool and the surrounding darker myocardium. By operating on image regions, instead of individual 1D landmark profiles, our optimization method is not susceptible to outliers negatively influencing ASM convergence [36] .
The epicardium is optimized similarly to the endocardium, however the difference between the standard deviations of the inner and outer region also needs to be maximized since we know that the area defined by the myocardium is relatively homogeneous compared to the region immediately outside the myocardium wall. Specifically, outside the myocardium there is significant intensity variation between the bright right ventricular blood pool and the very dark surrounding thoracic region. The addition of this extra term is required as the epicardium border is usually poorly defined in MRI images, therefore extra robustness is required at this segmentation stage. To highlight that a different ASM is trained for the epicardium, we use to refer to the epicardium shape parameters in the objective function (7) Similarly to (6) , the epicardium objective function is optimized according to (8) Since each (the following discussion is framed with respect to endocardium optimization, but also applies to epicardium optimization) parameter is associated with an eigenvector, and since the eigenvectors are ordered in terms of the percentage of variation they capture, we implement a coarse-to-fine optimization scheme. Specifically, we use Brent's method [37] to maximize the contour score by optimizing each parameter sequentially, from the eigenvector corresponding to the largest eigenvalue to the smallest. We iterate this process until converges, or until the difference between two successive iterations is below a small threshold. Notice that in (6) and (8) we can elegantly maintain the structural integrity of the ASM, whereby all synthesized shapes during fitting are within the learned variation.
To highlight the difference in fitting accuracy we present a qualitative comparison between the standard Cootes ASM fitting formulation [29] and our segmentation method in Fig. 1 . The Cootes fitting method (shown on the left-hand side of Fig. 1) illustrates the disconnect between the landmark search phase and the corresponding ASM approximation. In the Cootes ASM Fig. 1 . On the left is the standard Cootes ASM fitting formulation, with landmarks resulting from the ASM search phase shown as red crosses (problematic landmarks are highlighted with yellow boxes) and the corresponding ASM approximation shown as a continuous green contour. On the right is the result of our ASM optimization technique applied to the same image with the same initialization parameters. All images in this paper are best viewed in colour.
image, we can see several landmarks (shown as red crosses) that have fitted to incorrect locations. Towards the bottom of the image a landmark fits to a papillary muscle, as it has a stronger gradient profile than the LV blood pool/myocardium interface. In the upper left, a landmark has found a gradient profile in the correct direction (from relative bright to dark) that is again stronger than the endocardium interface, even though is obviously in the wrong location relative to its neighboring landmarks. These two examples show the weakness of the individual landmark fitting process in complex imaging scenarios, and how this negatively affects the resulting ASM approximation (shown as the continuous green contour). Naturally, this situation could be somewhat corrected by adding extra constraints to the standard ASM fitting process to prevent outliers and large relative differences between neighboring landmarks. However, this does not address the underlying weakness, and we believe our optimization method (shown on the right in Fig. 1 ) is more suited to cardiac segmentation since it is not influenced by local features such as the papillary muscles, or locally noisy areas.
C. Contour Coupling
Although there has been some research in the area of contour coupling, such as the promising graph-based approach by Li et al. [38] , traditionally both LV contours are regarded as a single shape [9] , [13] , [17] . This approach has several drawbacks. Generating an ASM that considers both the endo-and epicardium as a single shape, captures three difference sources of variation-i.e., the shape variation of the endocardium and epicardium, as well as the distance between the endo-and epicardium in each training sample. We refer to this approach as an endo epi ASM in the following discussion.
Creating an endo epi ASM relies on the assumption that certain endocardium shapes can only appear in the presence of associated epicardium shapes (and vice versa) and only at the observed distance between them in training. Obviously this is a restrictive assumption, for although the endo-and epicardium are closely related, it requires a significant number of training sets to sufficiently sample these sources of variation at the same time. Since large annotated training sets are uncommon, the variation in endo epi ASMs will suffer as a result. Naturally, the severity of these difficulties are proportional to the number of contours considered as a single shape (for example, it requires yet more training if the LV and RV are considered as a single shape) as well as the dimensionality of the desired endo epi ASM.
Another practical limitation is that an endo epi ASM is prone to serious segmentation errors during the individual landmark fitting stage in the standard ASM implementation. During the point search (outlined in Section II-A2), if the 1D search profiles of the endo-and epicardium landmarks overlap it is highly probable that either the endo-or epicardium landmarks will converge on the wrong image contour (i.e., endocardium landmarks may tend towards concavities associated with the papillary muscle, while epicardium landmarks may incorrectly be attracted to sections of the endocardial interface). This is the case with the standard ASM implementation where each landmark is given equal weighting during the fitting stage, and no inter-landmark knowledge is enforced. The ASM attempts to approximate this arrangement of landmarks and provides a "mid-way" best-fit set of contours. The left-hand side of Fig. 6 shows an example of this effect, where the lower right landmarks from both the endo-and epicardium (landmarks are shown as crosses, color-coded for their respective contours) converge on the LV blood pool/myocardium interface. The ASM still tries to approximate these landmarks, with obvious negative results.
A natural solution to this issue is one where the fitting process is weighted. For example, a possible arrangement is that the endocardium landmarks are fitted first, then the epicardium landmarks are constrained to fit outside the endocardium landmarks (or vice versa depending on the situation). Although better than the first case, since it prevents the search profile overlap problem, it is still prone to error since the endocardium fitting stage can be negatively influenced by the papillary muscles, (as discussed in Section II-A2) which may cause the epicardium landmarks to erroneously fit, resulting in an incorrect LV segmentation. Of course, even in an ideal scenario where the ASM fitting method is fully robust, and there is no search-profile overlap, the variation of an endo epi ASM (and, by extension, the single-model strategy in general) will still be limited due to the theoretical reasons outlined above.
By contrast, our contour coupling contribution (referred to as CC-ASM) allows us to remove extraneous limitations on the endo-and epicardium at model-construction time-instead enforcing coupling constraints at segmentation-time. Several benefits can be gleaned from this initial statement. Both contours are no longer considered as one shape, therefore two separate expert ASMs are trained for each contour. Moreover, there is no inherent dependence on learning one contour in the presence of another-i.e., any learned endocardium shape can appear with any other learned epicardium shape. This fact on its own greatly enhances the "capture range" of CC-ASM compared with the endo epi ASM approach. Crucially however, by removing the inter-contour distance from the modelling process we can instead enforce data-driven, or model-driven, segmentation-time constraints that ensures structural consistency is maintained during multicontour segmentation. Combining these two benefits facilitates segmentation of unseen datasets that are outside the training set (normally an inherent constraint of endo epi ASM-based methods) with increased flexibility in pathological cases, for example, where the myocardium is unusually thick (hypertrophy) or thin. In this paper we evaluate two different contour coupling implementations. The first involves a data-driven technique, where the epicardium region of interest (ROI) is derived from the image gradient information. The second approach derives the epicardium ROI from a model created from manual annotations during ASM training. We formulate the contour coupling technique as a multi-stage process. For both approaches, we initially segment the endocardium in the image. The endocardium region, , is used to drive the epicardium segmentation as it is the stronger feature of the two.
1) Data-Driven Contour Coupling:
In the data-driven approach (referred to as CC-DD), we perform a radial search, starting from the centre of the shape, (where is the th landmark in the shape and is the number of landmarks in the shape), by collating gradient information along a 1D profile of length L (Fig. 2) . The result of the process used to construct the cumulated gradient profile is illustrated in Fig. 3 . Using , we can derive a probability density function with parameters and describing the mean distance and standard deviation, respectively, between the endocardium contour and . Since we know the epicardium is approximately concentric with the endocardium, we can estimate the probable distance of the epicardium from , , as the distance corresponding to the next peak in the 1D gradient profile after (Fig. 3) . To take account for irregularities in the shape of the epicardium and to allow for error in the estimate of the epicardium we define the region as the outer limit of the ROI, in which, we allow the epicardium ASM to optimize (see Fig. 4) . Statistically, is a robust indicator of the variation in the epicardium, as accounts for 99.7% of the observed distribution in the collated endocardium gradient profile. We do not use since the epicardium gradient information is less reliable than the endocardium, and, since the two contours are biologically linked, the endocardium variation reliably reflects the epicardium variation. Therefore, we define the region of interest as (9) The data-driven contour coupling constraint is applied so that (8) is subject to the extra constraint (10) 2) Model-Driven Contour Coupling: Unlike CC-DD, our model-driven contour coupling implementation (referred to as CC-MD) does not derive from the image data. Instead, we use the manual annotations in the training data to construct a model that estimates the range of variation expected for the epicardium, given an endocardium shape. We use the norm (also known as the L2-norm) to quantify shape size, which, for a shape , is defined as: where is the singular value decomposition of . While training the endocardium ASM, we collate each endocardium's norm with the corresponding epicardium norm. Fig. 5 shows a sample output of the shape size relationship between the endo-and epicardium from a normal training set. Since we segment the endocardium first, we can use it to derive the outer limit of without the need to calculate image gradient information, as in the CC-DD. For example, given a segmented endocardium (with corresponding region, we can calculate it's norm, referred to as for clarity. Using our a priori model we estimate the maximum epicardium shape size, , according to (11) where is the function that encodes the learned variability of the epicardium with respect to the norm of the endocardium (see Fig. 5 ) and denotes the upper bound (supremum) of the epicardium shape variation for a given endocardium norm. Following from this, we define for the CC-MD contour coupling method as (12) Given a segmentation endocardium shape s , we can estimate L according to (11) , which is directly used to define in (12) . Also, shown are the respective weighting constraints (w()) for epicardium optimization that ensures structural consistency is maintained during segmentation. Note, that in the penalty zone: w( ) 2 (0; 1) . The x-axis and y-axis of this figure refer to endocardium and epicardium L norm, respectively.
where is the region defined by the estimated maximum epicardium shape size, relative to the centre of . It is useful to note that shapes outside this region are not forbidden, but they are linearly weighted to reduce their score, in proportion to how much they deviate from the estimated limit (see (13) and Fig. 5 ). On the other hand, shapes inside the endocardium region are forbidden, since we know that the epicardium must be outside the endocardium. This encourages the optimization routine to work within the ROI, but allows deviation outside, if the contour score is sufficient to overcome the adverse weighting. As such, the weighting function is defined as (13) It follows that the epicardium objective function must be amended for model-driven contour coupling according to (14) where is defined in (7) and is maximized according to (8) .
The model-driven approach has a distinct advantage over the data-driven method presented in Section II-C1. Since there is no direct interaction with the image data in CC-MD, the estimation of cannot be negatively influenced by erroneous, or absent, gradient data. While the strong myocardium/right ventricle boundary is more than sufficient in CC-DD for calculating , this boundary is only present for the basal and mid long-axis slices. Towards the apex, the myocardium can become extremely diffuse which can affect derivation of the ROI from image data. Therefore, we expect the model-driven method to be more robust towards the apical slices.
We evaluate these two approaches in Section III of this paper. We will show in our evaluation that by avoiding image gradient issues the CC-MD implementation creates more accurate segmentations. Using either CC-DD or CC-MD, enforces structural consistency between the endo-and epicardium interfaces. The fact that the inherent relationship between the con- tours is enforced only at segmentation-time, through , allows many more potential unseen contour configurations, outside the training set variation, to be successfully segmented. To this end, we constrain the inner limit of the ROI in both CC-MD and CC-DD using only the a priori knowledge that the epicardium must simply be outside the endocardium. Fig. 6 illustrates the benefit of our coupling approach (created using CC-MD) in contrast with an endo epi ASM. As noted in the initial discussion regarding contour coupling, the endo epi ASM fails to segment the LV image because certain landmarks can converge where search profiles overlap between the endoand epicardium landmarks (see the beginning of Section II-C for a detailed discussion), and produces a "mid-way" set of contours, as shown on the left-hand side of Fig. 6 . By contrast, our CC-MD approach (right-hand side of Fig. 6 ) segments the endocardium first, then derives the allowed ROI for the epicardium, which constrains the separate epicardium ASM optimization. Note, that even if we had used our optimization method with the endo epi ASM, this approach would still be lacking in allowed variation as it captures only the inter-contour distances seen in training-so while it may generate an improved result compared with the left-hand side of Fig. 6 , it's theoretical "capture range" is far more limited than our CC-ASM technique.
D. Spatial and Temporal Modelling
As indicated earlier, our bottom-up strategy captures the spatial and temporal variation in separate models. Our hypothesis is that if we learn the temporal variation only from the basalmost slices and the spatial variation only from the end-diastolic volume we can combine the information from both models to segment any other slice in an unseen 3D time dataset. As a result, we require only a fraction of a 3D time dataset to be annotated for training compared with the standard single-model approach. For example, if a dataset has spatial and temporal dimensions and , respectively-our method requires slices to be annotated as opposed to in the single-model approach. This has significant practical implications, since a standard 3D time dataset requires a considerable amount of time to fully annotate.
To capture the temporal variation we begin with the basalmost slice of shape annotations across the temporal axis (for clarity, this discussion describes the construction of an endocardium temporal model, but a similar approach is used for the epicardium), as in (15), where is the th training sample in the training set (15) (16) (17) where is the number of landmarks in a shape, and is the number of shapes in a single training sample. Since we are operating with a set of 2D shapes, alignment of each training sample is achieved by removing translation . Point correspondence is again enforced with arc-length re-sampling for each shape in the set (see Section II-A1 for details). Now, we can restate (15) by considering each set of landmarks as a shape, as in (16) . Using (3) we can map each shape into an equivalent vector. This creates a compact and abstract slice description in space that simplifies the description of each training sample (17) . The abstract description of the temporal slice is now focused on the macro-variation of the shapes, instead of relearning the micro-variation of each landmark which has already been captured in the 2D ASM (3). PCA can now be applied to the aligned training set . This creates a new ASM modelling strategy that is described in (18) , where the parameter controls the variation of LV shapes in the temporal axis-thus controlling the temporal profile of the model. We use a similar process to construct a spatial ASM (19) where the parameters controls the spatial profile of the model. However, while the number of frames do not need normalization for the temporal model (since all of our evaluation datasets are composed of 20 temporal volumes) there is variation in the number of spatial slices between datasets (ranging from 8 to 15). The interpolation stage used to normalize the number of spatial shapes is similar to the one used in [17] , where an interpolated slice is created by bisecting line segments between corresponding landmarks in adjacent existing slices. Using this approach, all datasets are normalized to 15 long axis slices before training the spatial model (18) (19) We construct and so that they are constrained according to their corresponding eigenvalues, in a method similar to that detailed in Section II-A1. Each element of and ( and ) is itself a vector and directly maps into shapes denoted by, and , respectively. The objective functions of and ( and , respectively) can therefore be defined as a summation of the corresponding 2D endo-and epicardium (as and refer to the endocardium model parameters, we use and to denote the equivalent epicardium parameters) objective functions, as follows: (20) (21) (22) (23) where and refer to the number of temporal volumes and spatial slices in the dataset, respectively. The objective functions for and are maximized according to (24) (25) (26) (27) where (26) and (27) are subject to the coupling constraints similar to (10) so that: and , respectively, for CC-DD and subject to weighting constraints and for CC-MD. In order to maximize the benefits of the coupling constraints when segmenting an unseen dataset, we perform a maximization between (24) and (26), and between (25) and (27) . As indicated earlier in the paper, the endocardium models are optimized first, which are used to derive the coupling constraints for the subsequent epicardium optimization. Fig. 7 illustrates the limits of the temporal model with respect to the endocardium scale variation (measured using the norm) in our evaluation datasets (further details can be found in Section III-A). Since we only train our temporal ASM on the basal-most slice of the training data, and as shape size (i.e., scale) is included as part of the ASM, we feel it is necessary to illustrate that the resultant ASM is able to encapsulate the full range of 3D+time scale variation. The shaded area between the model limits (shown as the upper and lower lines) represent the range of shape size in our evaluation datasets from basal to apical regions. As shown in Fig. 7 , we can note that with a reduction in the training level the temporal model still maintains sufficient scale adaptability to capture the full range of LV shape size variation from basal to apical slices. The spatial model exhibits similar characteristics.
III. RESULTS
A. Data Description
The datasets used for evaluation have been kindly made public by Andreopoulos et al. [17] . The details of these 3D time cardiac MRI datasets are presented in Table I . All datasets have associated clinically validated annotations of the endo-and epicardium. The papillary muscles and trabeculae carneae are treated as part of the LV blood pool in the endocardium ground truth. All contours were drawn on original short axis images. The majority of datasets contain pathologies (LV hypertrophy for example), however not all pertain to the left ventricle (for example, coarctation of the aorta and arrhythmogenic right ventricular dysplasia).
We present a direct quantitative comparison of our method and to the method presented in [17] in our evaluation. As stated earlier, the authors go some way towards our approach by separating spatial and temporal variation. However, since they train a single-3D AAM it gives an ideal point of comparison between our approach and the single-model strategy. Therefore, while presenting these results it should be noted that our method requires between 83% and 89% less training than the method detailed in [17] .
B. Testing Protocol
Our primary aim in this study is to analyze the performance of our method with reducing training. To do this we present a range of results with varying levels of training and testing. Specifically, we use datasets for training our models, while the remaining datasets are used for segmentation. This process is repeated 33 times for each value of . Therefore, as the level of training decreases the level of testing increases. We do this to remove any bias in the choice of datasets for modelling at each stage. In total, we evaluate the performance of the proposed algorithm based on 2178 3D time dataset segmentations-i.e., 43560 volume segmentations.
To quantify segmentation accuracy we use the volumetric error metrics as described in [17] so the methods can be directly compared. We use mean volumetric point-to-curve error as well as absolute volume error. Volumetric point-to-curve error is calculated as the average of the minimum distance between each landmark and its corresponding ground truth contour, in a single temporal volume. The absolute volume error is the absolute volume difference between the segmented structure and the corresponding ground truth structure. We do not require a complex manual initialization procedure as in many single-model papers [13] , [23] where multiple 3D model parameters need to be initialized or estimated from manual segmentations [17] . We need only a single seed point on the basal-most slice of the end-diastolic cardiac phase, providing an initial translation, , to localize the LV blood pool in that slice only. This stage could, of course, be automated using a method similar to that described in [18] . As stated in Zambal et al. [19] , because there is no rigid connection between shapes in our approach and since we optimize for both and translation (see Section II-B), we can implicitly compensate for irregular translation between adjacent slices. As a result, we do not require any preregistration phase before segmentation, as in [8] .
C. Quantitative Results
Tables II and III provide the quantitative results from our evaluation of the method described in this paper with reduced training sets-as well as comparison against other approaches presented in the literature. Please note that the endocardium results in Table II are common for both CC-DD and CC-MD methods in Table III since contour coupling only affects the epicardium optimization stage of the segmentation. Primarily we compare against Andreopolous et al. [17] since we evaluate our method on the same datasets. We present two sets of results from [17] , the "IC9" method, which uses an inverse compositional optimization approach (one of their main contributions) and the results from the standard Gauss-Newton optimization technique. We also provide indicative comparisons against several contemporary related works [7] , [21] , [23] , [25] . Fig. 8 provides a qualitative example where the segmentation results differ between the CC-MD and the CC-DD methods.
Kaus et al. [7] evaluate their technique on 121 3D cardiac MRI datasets using a leave-one-out scenario. The authors use mean surface-to-surface distance to evaluate the performance of their method. Papillary muscles are considered part of the LV blood pool in ground truth data. Lynch et al. [25] test their method on six 3D time cardiac datasets, and performance is quantified using point-to-curve errors between automatic segmentations and the manual tracings. The clinically-validated manual tracings exclude the papillary muscles from the LV blood pool. Lorenzo-Valdés et al. [21] evaluate their approach on 14 3D time datasets using a leave-one-out scenario. There is no explicit reference to the inclusion, or exclusion, of the papillary muscles as part of the endocardium. Results are presented for the mean and standard deviation of the differences between the manual and automatic segmentations for the three middle slices of all time frames. Zhang et al. [23] use 50 3D time cardiac MRI datasets for evaluation. Manual annotations are performed on short-axis slices where papillary muscles are considered part of the LV blood pool. Their method is evaluated using a holdout strategy. Performance is quantified using mean surface-to-surface positioning errors between manual and automatic segmentations. In this paper, we use the average of their reported results for normal and pathological datasets. We also compute regression values for the endo-and epicardium. Figs. 9 and 10 show the regression graphs for the endo-and epicardium, respectively, as training reduces. Table IV. approach of Ayed et al. [39] and as well as the previous work from our group, Lynch et al. [26] , in Table V . Fig. 11 illustrates the temporal performance of the proposed segmentation method. This figure shows comparison between both contour coupling methods and the endocardium segmentation accuracy with reducing training sets. We also present a comparison of the CC-DD and CC-MD methods with respect to regression characteristics in Table VI .
Finally, we show several qualitative examples of segmentations using our method, from a random selection of datasets and slices within those datasets. We show three collections of images (all using the CC-MD method) for 30, 20, and 10 training samples, respectively (Figs. 12-14) . These images qualitatively illustrate the robustness of our approach, with limited training, in the presence of significant anatomical variation, as well as variation in image quality and intensity.
IV. DISCUSSION
The initial observation that can be drawn from Tables II and III is that our method shows excellent stability as training is reduced. This is a reflection on the flexibility of our method due to the use of separate endo-and epicardium models, as well as our contour coupling approach. As the size of the training set is crucially important for single-model LV segmentation schemes, we can safely say that these approaches will perform significantly worse than our method as the amount of training data is reduced. It should be remembered that the datasets being segmented in this case exhibit significant variation, as they are captured from patients ranging from 2 to 17 years of age. Reading from left-to-right and from top-to-bottom the images correspond to evaluation using: 32, 30, 25, 20, 15, and 10 training datasets, respectively. Corresponding correlation coefficients are presented in Table IV. With respect to the endocardium results, we achieve a mean volumetric point-to-curve error between the IC9 and Gauss-Newton methods from [17] but also maintain consistently tighter standard deviation measures. This is further reflected with the absolute volume errors in Table II that show more accurate volume segmentations with significantly less absolute volume deviation. This reduction in standard deviation in both the point-to-curve and volume errors illustrate that our approach generates more consistent segmentations and is less likely to fit in spurious image areas. We also observe that our optimization method performs comparably with the advanced inverse compositional algorithm (IC9) presented in [17] .
We expect the epicardium segmentation to be slightly less accurate than the endocardium since it is the more diffuse border of the two. Moreover trying to globally optimize the epicardium can be difficult where there is little or no gradient between the myocardium and background structures. Our CC-DD and CC-MD methods both show similar levels of stability as the training data is reduced, however we observe that the CC-MD method is consistently more accurate than CC-DD. Examination of the results indicates that this is due to the difficulty in robustly estimating the probable location of the epicardium using gradient information, especially towards the apical slices. Fig. 8 illustrates two examples where there is a deviation between the CC-MD and CC-DD techniques. In both images (which are particularly challenging to segment) the epicardium gradient in the image is poorly defined, which negatively affects the CC-DD ROI derivation and resulting segmentation (shown in red). By contrast, the CC-MD segmentation correctly derives the ROI from the a priori model (see Fig. 5 ), allowing for a successful epicardium optimization (shown in green), with manual annotations shown as blue crosses. From this, and the following experimental evidence, we conclude that the CC-MD method is more appropriate for LV segmentation. Consequently, in the remainder of this section all epicardium results are presented for the CC-MD method, unless otherwise indicated. Our leave-one-out result for the epicardium is just outside the mean accuracy of the Gauss-Newton method, again however, our standard deviation is considerably lower than both the IC9 and Gauss-Newton results, highlighting the consistency of our segmentation. We consider the difference of 0.1 mm in mean volumetric error between the IC9 result and our method, over 660 volume segmentations, to be very small. Again, we wish to draw attention to our conviction, that in a scenario with reduced training, our method would significantly outperform single-model segmentation schemes. We also wish to illustrate a comparison (albeit indicative) against the results presented by Lorenzo-Valdés et al. [21] . Their approach can be considered the antithesis of our modelling philosophy. The experimental results indicate that our method compares very favorable against theirs, especially considering the fact that they test purely on a leave-one-out basis to show their method in a best-case scenario. It should also be noted that their models require significant Gaussian blurring to improve model variation. The results in Table V show that our method compares favorably with state of the art techniques and it should be noted that both papers [26] , [39] aim for pixel-level segmentations, a scenario that favours the inclusion of the papillary muscles in the analyzed 3D time data.
In Fig. 11 , with respect to endocardium performance, we observe a general reduction in accuracy around the end-systolic phase. This trend is repeated in the CC-MD and CC-DD results. As expected, the errors associated with the end-systolic volume are larger since the LV volume is minimized at this cardiac phase. Consequently, the impact of errors induced during shape synthesis with respect to ground truth will have a greater impact on the overall segmentation accuracy than in situations close to the diastolic phase of the cardiac cycle. It is useful to note that the downgrade in performance for temporal volumes close to the systolic phase is a problem for all techniques that rely on a priori learned models, regardless whether the segmentation is carried out using pixel-based (level set) or shape-based (ASM) segmentation strategies. Unlike [17] , we do not observe "spikes" in errors at certain temporal frames as we do not switch between multiple temporal models during segmentation. The second observation is that for the three cases presented in Fig. 11 (i.e., endocardium, CC-DD and CC-MD segmentations) there is a slight degradation of accuracy as training reduces, corresponding to the reduction in ASM variation. At 10 training datasets however, we see that there is a jump in error (also reflected in Tables II  and III) , common to all three results, that suggests there is a minimum training limit, under which the trained ASMs are unable to robustly capture the full range of 3D time cardiac deformation. We are greatly encouraged by the stability of our method given only 15 training samples, especially since we require only short-axis slices from each sample. We believe that a single-model ASM would exhibit considerable instability as training reduces for the theoretical reasons outlined throughout this paper.
The results in Table VI , in general, support the performance characterization given by the point-to-curve volumetric errors and the temporal performance analysis. Of note is that the CC-MD method exhibits far more accurate intercept values compared with CC-DD, as well as corresponding R-values. Again, we believe this is due to the apical errors in the CC-DD method where gradient information can be diffuse or absent. However, we note that at 10 training sets, CC-MD performs slightly worse than CC-DD, which can be attributed to the reduced training affecting the sample size of the -norm model for CC-MD.
V. CONCLUSION
We have presented a new model-based technique for 3D time cardiac segmentation. Our main contribution is a bottom-up modelling strategy that divides shape, spatial and temporal variation into separate models. In this paper, we have shown that by coupling the endo-and epicardium contours at segmentation-time instead of at model-time, our method can adapt to unseen contour configurations outside of the training set. Finally, we replaced the standard ASM fitting formulation with a global contour optimization technique that is shown to be well suited to challenging imaging environments.
Compared with the single-model strategy our approach requires significantly less training and does not suffer from the "curse of dimensionality." Our technique has been thoroughly compared against several state-of-the-art works and has shown consistently comparable or better performance. Specifically, our technique requires between 83% and 89% less training than the method detailed in [17] while maintaining comparable segmentation accuracy. In future work, we wish to demonstrate our contour coupling approach in scenarios with multiple spatially-related contours. For example, a natural extension of this approach is to left and right ventricle segmentation. Also we wish to explore the effect of adding extra constraints on the segmentation process-for example, the addition of a constraint that enforces constant LV mass during segmentation. Finally, we will investigate other application domains for our modelling approach to illustrate the generalizability of our overall modelling strategy for problems exhibiting complex spatio-temporal variation.
