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Abstract
Suppose K is a field of characteristic two, G is a group of Lie type over K , and V is an irreducible
KG-module. By the Steinberg Tensor Product Theorem, V ∼=⊗i∈I Vi , where each Vi is an algebraic
conjugate of a restricted KG-module. If G contains a quadratically acting fours-group, then |I | 2.
If |I | = 2 or if |I | = 1 and some restrictions are imposed on the fours-group, then a list of the possible
restricted modules is able to be determined. In all cases, the restricted modules are fundamental
modules and in many cases the majority of these are ruled out.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let V be a vector space over a field K . Then a subgroup A G GLK(V ) is said to
act quadratically on V if [V,A,A] = 0. In this case, V is called a quadratic representation
for G.
In [1], Michael Aschbacher asks the following question regarding finite groups G with
O2(G)= 1 and faithful GF(2)G-modules V : “Do there exist 4-subgroups A of G acting
quadratically on V ; that is, with [V,A,A] = 0? Determine the triples (G,V,A) with this
property.”
In this paper we attempt to answer this question when G is a group of Lie type defined
over a field with even characteristic.
John Thompson made the first considerations of quadratic action in [14]. The finite
irreducible subgroups of GLK(V ) generated by quadratically acting elements for fields
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that satisfy the above conditions are always groups of Lie type defined over a field of
characteristic p. Ho Chat-Yin solved a similar problem with a few added restrictions for
the case of p = 3 in [5]. Almost completing the picture when p is odd, A.A. Premet and
I.D. Suprunenko classified the irreducible quadratic representations of groups of Lie type
over fields of odd characteristics in [8].
Quadratic GF(2)-representations are addressed in [1,6,7] by Michael Aschbacher,
Ulrich Meierfrankenfeld, and Gernot Stroth. Of course, a different set of criteria is
needed in this case since every involution acts quadratically on a GF(2)-representation.
Quadratically acting fours-groups are consequently considered instead. The alternating
groups, the sporadic groups, and groups of Lie type over fields with odd characteristic
containing quadratically acting fours-groups are considered by Ulrich Meierfrankenfeld
and Gernot Stroth in [6,7]. In these papers it is determined which of these groups admit
quadratic representations and the representations are indicated.
Groups of Lie type defined over fields of even characteristic are examined by Gernot
Stroth in [12] under assumptions which are essentially equivalent to the assumption that
there exists a quadratic fours group which intersects some root group nontrivially, but is
not contained in that root group. This restriction is indicative of the fact that some further
constraints on the types of fours-groups that should be considered are necessary. A fours-
group contained in a root subgroup, for example, would tend to act quadratically on too
many representations to make their classification worthwhile.
In this paper we determine the following theorem.
Theorem 1.1. Let G=G(K) be a Chevalley group defined over K , char(K)= 2 and let
V a nontrivial, irreducible KG-module. If there exists a linearly independent fours-group
A which acts quadratically on V , then up to algebraic conjugacy of V , one of the following
is true:
(1) G∼=Al(K) or 2Al(K) and V is a fundamental module.
(2) G∼= Bl(K) or 2B2(K) and V is a fundamental module.
(3) G∼=Dl(K), 3D4(K), or 2Dl(K) and V is the natural module or a half-spin module.
(4) G∼=E6(K) or 2E6(K) and V = V (λ1) or V (λ6).
(5) G∼=E7(K) and V = V (λ7).
(6) G∼= F4(K) or 2F4(K) and V = V (λ1) or V (λ4).
(7) G∼=G2(K) and V = V (λ2).
Very roughly speaking, a linearly independent fours-group in G is a fours-group that
acts linearly independently. Linearly independent action is defined as follows:
Definition 1. Let V be a vector space over a field K with characteristic two and suppose
that a and b are commuting involutions in GLK(V ). We say that A= 〈a, b〉 acts linearly
dependently on V if there exists γ ∈K such that [v, a] = γ [v, b] for all v ∈ V . Otherwise,
we say that A acts linearly independently.
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A = 〈a, b〉  G is a linearly dependently acting fours-group on V if and only if there
exists γ ∈K such that relative to some basis for V ,
a =
(
Ik 0 0
0 Il−2k 0
Ik 0 Ik
)
and b =
(
Ik 0 0
0 Il−2k 0
γ Ik 0 Ik
)
.
Certainly this is a strong restriction on both V and A. In fact, when K is an algebraically
closed field of even characteristic and G is a group of Lie type over K , we classify the
irreducible KG-modules for which G contains a linearly dependently acting fours-group
A in this paper.
We record this result in the following theorem. (The ordering used for the root systems
is given in Fig. 1.)
Theorem 1.2. If K is a algebraically closed field with even characteristic,G is a Chevalley
group over K , V is an irreducible KG-module, and A is fours-subgroup of G which
acts linearly dependently on V , then |K| |A| 4 and there exists a minimal parabolic
subgroup, say Pr , such that a conjugate of A# is contained in O2′(Pr)\O2(Pr). Moreover,
for any such Pr and up to algebraic conjugates of V , one of the following holds:
(1) G∼=Al(K) and V is a fundamental module.
(2) G∼= Bl(K) and one of the following is true:
(a) r is a long root and V is the natural module or the spin module, or
(b) r is a short root and V is a fundamental module.
(3) G∼=Dl(K) and V is the natural module or a half-spin module.
(4) G∼=E6(K) and V = V (λ1) or V (λ6).
(5) G∼=E7(K) and V = V (λ7).
(6) G∼= F4(K) and one of the following is true:
(a) r is a long root and V = V (λ4), or
(b) r is a short root and V = V (λ1).
(7) G∼=G2(K), r is long, and V = V (λ2).
This list of modules obtained above proves useful because of the following lemma
which is central in this paper. To see its significance, recall that by The Steinberg Tensor
Product Theorem if V is any irreducible KG-module (K and G as above), then V ∼=⊗
i∈I Vi , where I is some indexing set and each Vi is an algebraic conjugate of a restricted
module for G.
Lemma 1.3. Let G be a Chevalley group over K , char(K) = 2. Let V =⊗i∈I Vi be a
KG-module with each Vi nontrivial and irreducible. Also let A  G be an abelian two-
subgroup, |A|  4, which acts quadratically on V . Then |I |  2. If |I | = 2, then A acts
linearly dependently on each Vi . Moreover, if A acts linearly dependently on V , then
|I | = 1.
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structure of the fours-groups which may act linearly dependently.
We summarize this result in the following corollary.
Corollary 1.4. If K , G, V , and A are as in Theorem 1.2 and V is not an algebraic
conjugate of a natural module for Al(K), Bl(K), or Dl(K). Then up to algebraic
conjugates of V , one of the following is true:
(1) G∼=Al(K) and A is contained in a root subgroup.
(2) G∼= B2(K) and dimK([V,A]) 2. Moreover, if A acts linearly dependently on both
the natural and the spin-module, then A is contained in a root subgroup of G.
(3) G∼= Bl(K), l  3, and one of the following is true:
(a) V is the spin module for G and A is contained in a root subgroup of G;
(b) V is not the spin module for G and A is contained in a short root subgroup of G.
(4) G∼=Dl(K) and A is contained in the product of two commuting root subgroups of G.
(5) G∼=E6(K) or E7(K) and A is contained in a root subgroup of G.
(6) G∼= F4(K) and one of the following is true:
(a) V is V (λ1) and A is contained in a long root subgroup of G;
(b) V is V (λ4) and A is contained in a short root subgroup of G.
(7) G∼=G2(K) and A is contained in a short root subgroup of G.
In the next two sections we record the notation used throughout the paper. The results
due to Steinberg mentioned above are recorded in Section 3 as Theorems 4.13 and 4.15,
and can be found in [10].
2. Setup, notation, etc.
Throughout this paper we are concerned with determining the structure of certain
modules, involutions, and subgroups of groups of Lie type. For the Chevalley groups which
correspond to classical groups we use the structure of the natural module for the group
to obtain this information. For the exceptional Chevalley groups, on the other hand, we
utilize the (B,N)-structure of the group. Consequently, in this section we record notation,
a few basic facts, and a few important theorems concerning the weight structure of certain
modules.
Except where noted otherwise, we use the following set of abbreviations which was
adapted, for the most part, from [2]. Let
• K be a field with char(K)= 2,
• G be a group of Lie type defined over K ,
• V be an nontrivial, irreducible KG-module, and
• A be a fours-group,AG, which acts quadratically on V .
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• L be a semi-simple Lie algebra over C associated to G,
• Φ be a root system of L,
• Π be a fundamental root system, Π = {ri | 1 i  n} ⊆Φ ,
• Φ+ be the set of positive roots in Φ ,
• ΦJ be the root subsystem of Φ generated by J ⊆Π ,
• {Xα,Hr | α ∈Φ,r ∈Π} be a Chevalley basis for L,
• wr be the reflection in the hyperplane orthogonal to the root r ,
• W be the Weyl group of Φ , and let
• WJ be the subgroup of W generated by {wr | r ∈ J ⊆Π}.
Moreover, define
• r ∈Φ to be a short root if |r| |t|, for all t ∈Φ ,
• r ∈Φ to be a long root if |r| |t|, for all t ∈Φ , and
• Hr be the coroot of r ∈Φ . That is, Hr = 2r/(r, r).
Then let
• ht(r)=∑ri∈Π ni where r =∑ri∈Π niri ∈Φ (this is “the height of r”),• htJ (r)=∑ri∈J ni where J ⊆Π and r =∑ri∈Π niri ∈Φ ,• ht∗J (Hr) be the corresponding height function for the coroots of Φ , and
• {λi} be the set of fundamental weights corresponding to Π . (Thus, 〈λi , rj 〉 = δij where
〈λi, rj 〉 = (λi,Hrj )= 2(λi, rj )/(rj , ri ) and ( , ) is the Euclidean form on RΦ .)
Suppose now that G is a Chevalley group. Using the semi-simple Lie algebra L
corresponding to G, we let
• Xr be the root subgroup of G corresponding to r ∈Φ ,
• H be the diagonal subgroup of G (sometimes referred to as the Cartan subgroup),
• U be the unipotent subgroup of G generated by the positive root subgroups,
• B be the Borel subgroup of G with B =UH ,
• N be the monomial subgroup of G with N/H ∼=W , and
• NJ be the inverse image in N of WJ in W and J ⊆Π .
We define our notation for the parabolic subgroups of G as follows: Let J ⊆Π . Then
define
• PJ = 〈B,X−r | r ∈ J 〉,
• MJ = 〈B,X−r | r /∈ J 〉 = PΠ\J ,
• LJ = 〈X±r | r /∈ J 〉, the Levi complement of MJ ,
• UJ = 〈Xr | r ∈ J ∩Φ+〉, and
• QJ =O2(MJ ).
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Lastly, if r, s ∈Φ with r = ±s, then we denote the root subsystem of Φ generated by r
and s by 〈±r,±s〉. That is, 〈±r,±s〉 = (Zr +Zs)∩Φ .
Furthermore, we say that 〈±r,±s〉 has type
• A2(long) if both r and s are long roots and 〈±r,±s〉 is a root system of type A2.
• A2(short) if both r and s are short roots and 〈±r,±s〉 is a root system of type A2.
• B2 if 〈±r,±s〉 is a root system of type B2.
• L⊥ L if both roots are long roots and are perpendicular.
• L⊥ S if one root is a long root, the other is a short root, and they are perpendicular.
• S ⊥ S if both roots are short and perpendicular.
Notice that if w ∈W , then 〈±r,±s〉w has the same type as 〈±r,±s〉.
One last word regarding some of the terminology used in this paper. When discussing
the classical groups we will often mention “the natural module.” By this we are referring
to the vector space relative to which G is most often defined as a subgroup of nonsingular
linear transformations with determinant equal to one, preserving some particular form and
which, relative to the ordering of the root systems given in the next section, is denoted by
V (λ1). Moreover, if G ∼= Bl(K), then V (λl) is called “the spin module for G,” while if
G∼=Dl(K), then V (λl−1) and V (λl) are called the “half-spin modules for G.”
3. Root systems
Basic facts involving root systems, parabolic subgroups, and the Levi decomposition
will be used repeatedly throughout this paper, especially when discussing the exceptional
groups. Consequently, we need a list of some of the roots in Φ . We have based the labeling
of the roots in each root system on the labeling of the Dynkin diagrams given in Fig. 1.
An:    . . .  
r1 r2 r3 rn−1 rn
Bn:    . . .  >
r1 r2 r3 rn−1 rn
Dn:    . . . 





r1 r2 r3
rn−2
rn−1
rn
En:
    . . . 

r1 r3 r4 r5 rn
r2
F4:    >
r1 r2 r3 r4
G2:  >
r1 r2
Fig. 1. Labeling the Dynkin diagrams.
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r1 + r2 r1 + 2r2
r1 + 3r2
2r1 + 3r2
r2−r2
−r1 − 3r2−r1 − 2r2 −r1 − r2
−r1
−2r1 − 3r2
Fig. 2. The rank 2 indecomposable root systems.
For the classical groups we give an explicit description of the root systems of type Al ,
Bl , Dl , and G2 below.
Fig. 2 shows the roots in rank two systems expressed as integral combinations of
fundamental roots.
For the systems of typeE6, E7, E8, and F4, on the other hand, we explicitly list a subset
of the root system. These are given in Tables 1–4.
Table 1
The roots of E6
r1 = 10000 r2 = 00000 r3 = 01000 r4 = 001000 1 0 0
r5 = 00010 r6 = 00001 r7 = 01100 r8 = 001100 0 0 0
r9 = 01110 r10 = 00100 r11 = 01100 r12 = 001100 1 1 1
r13 = 01110 r14 = 01210 r15 = 11000 r16 = 111001 1 0 0
r17 = 11100 r18 = 11110 r19 = 11110 r20 = 112101 0 1 1
r21 = 12210 r22 = 00011 r23 = 00111 r24 = 001111 0 0 1
r25 = 01111 r26 = 01111 r27 = 01211 r28 = 012210 1 1 1
r29 = 11111 r30 = 11111 r31 = 11211 r32 = 122110 1 1 1
r33 = 11221 r34 = 12221 r35 = 12321 r36 = 123211 1 1 2
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The roots of E7
r1 = 100000 r2 = 000000 r3 = 010000 r4 = 0010000 1 0 0
r5 = 000100 r6 = 000010 r7 = 000001 r8 = 0000110 0 0 0
r9 = 000111 r10 = 001111 r11 = 001111 r12 = 0111110 0 1 0
r13 = 011111 r14 = 012111 r15 = 012211 r16 = 012221
1 1 1 1
r17 = 111111 r18 = 111111 r19 = 112111 r20 = 1122110 1 1 1
r21 = 122111 r22 = 122211 r23 = 112221 r24 = 1222211 1 1 1
r25 = 123211 r26 = 123221 r27 = 123321 r28 = 1232111 1 1 2
r29 = 123221 r30 = 123321 r31 = 124321 r32 = 1343212 2 2 2
r33 = 2343212
Table 3
The roots of E8
The fundamental roots
r1 = 1000000 r2 = 0000000 r3 = 0100000 r4 = 00100000 1 0 0
r5 = 0001000 r6 = 0000100 r7 = 0000010 r8 = 00000010 0 0 0
Roots for which n1 = 0 and n8 = 0
r9 = 0000011 r10 = 0000111 r11 = 0001111 r12 = 00111110 0 0 0
r13 = 0011111 r14 = 0111111 r15 = 0011111 r16 = 01111111 0 1 1
r17 = 0121111 r18 = 0122111 r19 = 0122211 r20 = 01222211 1 1 1
Roots for which n1 = 1 and n8 = 0
r21 = 1111111 r22 = 1111111 r23 = 1121111 r24 = 12211110 1 1 1
r25 = 1122111 r26 = 1222111 r27 = 1122211 r28 = 12222111 1 1 1
r29 = 1232111 r30 = 1232211 r31 = 1232111 r32 = 12332111 1 2 1
r33 = 1232211 r34 = 1233211 r35 = 1242111 r36 = 1343211
2 2 2 2
r37 = 1122221 r38 = 1222221 r39 = 1232221 r40 = 12322211 1 1 2
r41 = 1233221 r42 = 1233221 r43 = 1233321 r44 = 12333211 1 1 2
r45 = 1243221 r46 = 1343221 r47 = 1243321 r48 = 13433212 2 2 2
r49 = 1244321 r50 = 1344321 r51 = 1354321 r52 = 13543212 2 2 3
Roots for which n1 = 2 and n8 = 0
r53 = 2343211 r54 = 2343221 r55 = 2343321 r56 = 23443212 2 2 2
r57 = 2354321 r58 = 2454321 r59 = 2354321 r60 = 2454321
2 2 3 3
r61 = 2464321 r62 = 2465321 r63 = 2465421 r64 = 24654313 3 3 3
r65 = 24654323
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The roots of F4
r1 = 1000 r2 = 0100 r3 = 0010 r4 = 0001
r5 = 1100 r6 = 0120 r7 = 0110 r8 = 0011
r9 = 1120 r10 = 0122 r11 = 1110 r12 = 0111
r13 = 1220 r14 = 1111 r15 = 0121
r16 = 1122 r17 = 1121
r18 = 1222 r19 = 1221
r20 = 1242 r21 = 1231
r22 = 1342 r23 = 1232
r24 = 2342
Notice that the first two columns contain the long roots while
the last two columns contain the short roots.
Table 5
The highest long and short roots in Φ
Φ Highest short root Highest long root
Al 111 . . . 1
Bl 111 . . . 1 122 . . . 2
1 1
Dl 111 . . . 1 122 . . . 2
1 1
E6 123212
E7 234321
2
E8 24654323
F4 1232 2342
G2 12 23
The preceding convention for describing roots
as the sum of fundamental roots is followed.
In Table 5 we have given a list of the highest long and short roots in each root system.
Except where noted otherwise, we have based our labels on those given in [2].
3.1. The classical root systems
Type Al : Let e0, e1, . . . , el be an orthonormal basis of a Euclidean space with dimension
l+1. For 1 i  l, let ri = ei−1−ei . Then the set {ri | 1 i  l} is a fundamental
system of type Al and the set {ei − ej | i = j, 0 i, j  l} is the full set of roots.
Type Bl : Let e1, e2, . . . , el be an orthonormal basis of a Euclidean space with dimension
l. Let ri = ei−ei+1 for 1 i  l−1, and let rl = el . Then the set {ri | 1 i  l} is
a fundamental system of type Bl and the set {±ei ± ej ,±ei | i = j, 1 i, j  l}
is the full set of roots.
Type Dl : Let e1, e2, . . . , el be as above. Let ri = ei − ei+1 for 1  i  l − 1 and let
rl = el−1 + el . Then the set {ri | 1  i  l} is a fundamental system of type Dl
and the set {±ei ± ej | i = j, 0 i, j  l} is the full set of roots.
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We have included a select list of positive roots in root systems of type E6, E7, and E8
in Tables 1, 2, and 3, respectively, ranked roughly according to their height.
Notationally, if r ∈ Φ , and if r =∑6i=1 niri , r =∑7i=1 niri , or r =∑8i=1 niri in E6,
E7, or E8, then we represent r in the table as
r=n1n3n4n5n6, r=n1n3n4n5n6n7, or r=n1n3n4n5n6n7n8,
n2 n2 n2
respectively.
All the positive roots have been included for a root system of typeE6 in Table 1, whereas
only the fundamental roots and the roots for which n7 is nonzero have been included for
root systems of type E7 in Table 2. Similarly, only fundamental roots and those for which
n8 is nonzero have been included for E8 in Table 3.
4. General lemmas
We now prove a number of general lemmas which will be useful later.
Lemma 4.1. Let r ∈Φ+\Π . Then there exist roots s ∈Φ+ and α ∈Π such that r = ωα(s),
|r| = |s|, and such that s has smaller height than r . Moreover,
(1) If r is short, then r = s + α and Hr =Hs + |r |2|α|2Hα .
(2) If r is long, then r = s + |r |2|α|2α and Hr =Hs +Hα .
Proof. Suppose r =∑rj∈Π nj rj . We induct on ht(r) =∑rj∈Π nj . If ht(r) = 1, then
we are done, so assume that ht(r) > 1. Since (r, r) > 0, nj  0 for all nj , and (r, r) =∑
rj∈Π nj (r, rj ), it follows that for some ri ∈ Π , (r, ri) > 0. As 〈±r,±ri〉 is a root
subsystem of type A2, B2, or G2, one can easily check that if r is a short root, then
wri (r) = r − ri . The long root statement follows from the short root statement applied
to the dual root system. ✷
Lemma 4.2. There is a unique conjugacy class (possibly empty) of root subsystems of type
A2(long), A2(short), B2, L ⊥ S, and S ⊥ S in Φ under W . Moreover, if Φ = Bl or Dl ,
then there is also a unique conjugacy class of type L⊥ L. If l  4 and Φ = Bl or if l  5
and Φ =Dl , then there are two conjugacy classes of type L⊥ L. B2 and B3 have a unique
conjugacy class of type L⊥ L. D4 has three conjugacy classes of type L⊥ L.
Proof. Let r, s, α, and β ∈ Φ and suppose that 〈±r,±s〉 and 〈±α,±β〉 have the same
type. We may assume that |r| = |α|. Then there is a w ∈ W such that αw = r , and so
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number of orbits on the set{
γ ∈Φ ∣∣ 〈±r,±γ 〉 has the same type as 〈±r,±s〉}.
If r is a long root and Φ = D4, then the result follows from Lemma 4.2 and
Propositions 4.2, 6.5, and 6.16 in [3].
Note that the two conjugacy classes in Bl for l  4 of type L ⊥ L are a result of the
fact that sometimes the root subsystem is contained in a larger subsystem of type B2, and
sometimes it is not. For example, 〈±(e1 − e2),±(e1 + e2)〉 ⊆ 〈±(e1 − e2),±e2), which
has type B2. On the other hand, 〈±(e1 − e2),±(e3 − e4)〉 is not contained in any such
subsystem. We will call the first conjugacy class (L⊥ L)1 and the second (L⊥ L)2. For
consistency, we will denote the unique conjugacy classes of type L⊥ L in B2 and B3 by
(L⊥ L)1.
Also, if Φ = Dl with l  5, then the two conjugacy classes have representatives
{±(ei − ej ),±(ei + ej )} and {±(ei + ej ),±(ek + em)} where {i, j } ∩ {m,k} = ∅. We
will call the first conjugacy class (L⊥ L)1 and the second (L⊥ L)2.
Now suppose that Φ = D4 and 〈±r,±s〉 has type L ⊥ L. Then one can easily check
that the conjugacy classes are the following:
{±(ei − ej ),±(ei + ej )},{±(ei ± ej ),±(ek ± el) ∣∣ {i, j } ∩ {k, l} = ∅},{±(ei ± ej ),±(ek ∓ el) ∣∣ {i, j } ∩ {k, l} = ∅}.
We will call these conjugacy classes (L⊥ L)1, (L⊥ L)2, and (L⊥ L)3, respectively.
Lastly, suppose that r is a short root. If Φ = Bl , then as each two short roots are
perpendicular and are contained in a root subsystem of type B2, and as all the root systems
of type B2 are conjugate, the result follows. If Φ = F4, then the result follows because of
the graph automorphism which interchanges long and short roots while preserving angles
between them. ✷
Corollary 4.3. Let r, s, α, and β ∈ Φ and suppose that 〈±r,±s〉 has type B2, L ⊥ L,
L ⊥ S, or S ⊥ S. Suppose moreover that 〈±r,±s〉 and 〈±α,±β〉 are in the same
conjugacy class of Φ under W and that (r, s) = (α,β). Then there exists w ∈ W such
that {r, s}w = {α,β}.
Proof. As this is true for each set of roots {γ, δ} ⊆ 〈±α,±β〉 and as there exists w′ ∈W
such that {r, s}w′ ⊆ 〈±α,±β〉, the claim follows. ✷
Lemma 4.4. Let G be a Chevalley group defined over K , K algebraically closed,
and suppose 1 = M  U ∈ Syl2(G). Let P1,P2, . . . ,Pn be parabolic subgroups of G
containingU such thatG= 〈P1,P2, . . . ,Pn〉. Then there exists g ∈G and i ∈ {1,2, . . . , n}
such that Mg  Pi and Mg O2(Pi).
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Also let Y = 〈R |R ∈ Υ 〉U .
Now suppose that for some g ∈G and for some i , Yg  Pi .
Then Rg  Pi for all R ∈ Υ and hence Rg O2(Pi) for all R ∈ Υ , by definition of Υ .
Consequently, Yg = 〈Rg |R ∈ Υ 〉O2(Pi). Therefore, Y ∈ Υ .
Now choose R ∈ Υ and suppose that for some g ∈G, Rg U . We claim that Rg ∈ Υ .
So choose h ∈G and i so that (Rg)h = Rgh  Pi . But as R ∈ Υ , Rgh O2(Pi), proving
our claim. In particular, we see that if Yg U , for some g ∈G, then Yg = Y .
So as Y ∈ Υ and as Y  U  P1, it follows that Y  O2(P1). Moreover, as O2(P1)
is normal in P1, YP1  O2(P1)  U and hence it follows that YP1 = Y . That is, P1
normalizes Y .
Similarly P2, . . . ,Pn normalize Y . But then as G = 〈P1,P2, . . . ,Pn〉 and as Y  U ∈
Syl2(G) it follows that Y O2(G)= 1, proving the lemma. ✷
At various points in the paper we will have occasion to explicitly write an involution
as the product of elements of root subgroups. Towards that end we include the following
lemmas.
Lemma 4.5. Let r ∈ Φ , Φ = G2, and g ∈ G \ CG(Xr). Then 〈Xr,Xgr 〉  G is either a
2-group or is conjugate in G to 〈Xr,X−r 〉 ∼= SL2(K). More specifically, it is isomorphic
to either Sl2(K), a 2-Sylow subgroup of Sl3(K), K ×K , or K (the last two considered as
additive groups). Moreover, if g ∈G \ NG(Xr), then the last case (〈Xr,Xgr 〉 ∼=K) is not
possible.
Proof. Since all roots of the same length are conjugate under W , we can assume without
loss that if r is a long root, then it is the highest long root or that if it is a short root, then
it is the highest short root. In either case, we have that B  Ng(Xr). So write g = b1nb2
with b1, b2 ∈B , n ∈N . Then 〈Xr,Xgr 〉 = 〈Xr,Xb1nb2r 〉 = 〈Xr,Xnr 〉b2 . An inspection of the
various rank one and two root systems now yields the result. ✷
Lemma 4.6. Let G be a Chevalley group defined over K , K algebraically closed,
G ∼=G2(K), and let 〈a, b〉 = A be a fours-group in G. If there exists a root subgroup,
say X, such that a /∈ CG(X) but such that b ∈ CG(X), then 〈ACG(b)〉 either contains a
nontrivial element of a root subgroup or an element which is conjugate to an element of
the form xα(1)xβ(1) where α,β ∈Φ , |α| = |β|, and α ⊥ β .
Proof. Note that as a is an involution and as a /∈ CG(X), a /∈NG(X).
Let W = 〈X,Xa〉. By Lemma 4.5, W is either isomorphic to Sl2(K), a Sylow 2-sub-
group of L3(K), or K ×K . We consider each, case by case.
Case 1. W ∼= Sl2(K).
As Y = 〈[X,a]〉 is normal in 〈X,a〉, Y is normal in W . Moreover, because a /∈ CG(x),
Y = 1 and so is not contained in Z(W) = 1. Hence Y =W . Thus because Y  〈ACG(b)〉,
we can choose an element x in a root subgroup of W which satisfies the claim of the
lemma.
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Again, Y = 〈[X,a]〉 is normal in W . Moreover, because Z(W) = [Xa,X] we see that
Y  Z(W). Hence, Z(W) Y and so as Z(W) is a root subgroup the claim is also satisfied
in this case.
Case 3. W ∼=K ×K , viewed as an additive group.
Without loss we can assume that X = Xr , where r is the highest (long or short) root
in Φ so that B  NG(X). If we write a = b1nb2, with b1, b2 ∈ B and n ∈ N , then
XaX = Xnb2X = (XnX)b2 which is clearly conjugate to XnX. Thus, we can choose an
element 1 = x ∈ [X,a] 〈ACG(b)〉 which is conjugate to an element in XαXβ for some
roots α,β ∈Φ , |α| = |β|.
Now suppose that α and β are not perpendicular. Then as α + β is not a root, α − β is
a root, and as X;αX;β ⊆ {xy | x ∈Xβ, y ∈Xα−β}, the claim follows. ✷
Lemma 4.7. Let Xr be a root subgroup in G, X = 〈Xr,X−r 〉, and suppose that
NG(Xr)=Mi , for some i ∈Π . Then O2′(NG(X))= Li ×X and O2′(CG(X))= Li .
Proof. Let g ∈NG(X). Since X is doubly transitive on its Sylow 2-subgroups, there exists
x ∈ X such that Xgxr = Xr and Xgx−r = X−r . That is, gx ∈ NG(Xr) ∩ NG(X−r ) = LiH ,
and so g ∈LiHX, proving the lemma. ✷
Lemma 4.8. Let a ∈G be an involution, G ∼=G2(K), and let r and s denote the highest
long and short roots in Φ , respectively. Also let N(Xr) = MI and NG(Xs) = MJ , for
some I and J contained in Π . Then there exists a conjugate a′ of a such that either
〈Xa′−r ,X−r 〉 = 〈X±r 〉 and a′ ∈XrLI or 〈Xa′−s ,X−s〉 = 〈X±s〉 and a′ ∈XsLJ .
Proof. By Lemma 4.4 applied to 〈a〉, there is a minimal parabolic Pk and a conjugate,
say a′′, of a such that a′′ ∈ U \ O2(Pk). As 〈X−rk ,Xa
′′
−rk 〉 is clearly not a 2-group, it
follows from Lemma 4.5 that it is conjugate to 〈Xrk ,X−rk 〉 ∼= SL2(K). Moreover, since
〈Xrk ,X−rk 〉 is conjugate to 〈Xr,X−r 〉 if rk is a long root, or 〈Xs,X−s〉 if rk is a short root,
it follows that for some conjugate, a′, of a, we have either 〈Xa′−r ,X−r 〉 = 〈Xr,X−r 〉 or
〈Xa′−s ,X−s〉 = 〈Xs,X−s〉. The lemma now follows by Lemma 4.7. ✷
Suppose all the roots in Φ have the same length. We choose roots s1, s2, . . . , sn ∈Φ as
follows: Let s1 be the highest root in Φ and suppose that NG(Xs1)=M . Let L be the Levi
subgroup of M and let Φ1 ⊆ Φ be the root subsystem corresponding to L. If G is not an
orthogonal group, then Φ1 is a connected root subsystem. In this case, choose s2 to be the
highest root in Φ1. On the other hand, if G is an orthogonal group, then Φ1 = Φ2 ∪ Φ3
where both Φ2 and Φ3 are connected root subsystems and Φ3 has type A2. In this case
choose s2 to be the highest root in Φ2 and s3 to be the unique positive root in Φ3. We
continue the selection of the roots by considering s2 as we considered s1 above, until the
Levi complement of normalizer of Xsn is trivial.
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G is conjugate to one of the form xsi1 (1)xsi2 (1) · · ·xsij (1) for some {i1, i2, . . . , ij } ⊆{1,2, . . . , n}.
Proof. This follows from Lemma 4.8, our choice of s1, s2, . . . , sn, and induction on the
rank of G. ✷
We will now record a few results involving the weight structure of a KG-module.
Lemma 4.10. Let G be a Chevalley group defined over K , let λ be a |K|-restricted
dominant integral weight, and suppose that V K(λ) is the irreducible rational KG-module
with highest weight λ. Let k be the algebraic closure of K . Then
(1) V k(λ)∼= V K(λ)⊗K k as a KG-module.
(2) If AG acts quadratically on VK(λ), it also acts quadratically on V k(λ).
(3) If A  G acts linearly independent on V K(λ), it also acts linearly independent on
V k(λ).
Proof. Claim (1) follows from [11] and from the constructions outlined in [10]. Claims (2)
and (3) follow immediately from Claim (1). ✷
Lemma 4.11. Let G be a Chevalley group over an algebraically closed field K and V
be a KG-module. If r =∑rj∈Π nj rj ∈ Φ , then hr(λ) and ∏rj∈Π hrj (λnj (rj ,rj )/(r,r)) act
identically on V .
Proof. By [10, Lemma 19, p. 27], hr(λ) acts as multiplication by λ〈µ,r〉 on the weight
space Vµ of V , where, 〈µ, r〉 = µ(Hr) and Hr = 2r/(r, r). Since r =∑rj∈Π nj rj ,
Hr =
∑
rj∈Π
nj
2rj
(r, r)
=
∑
rj∈Π
nj
(rj , rj )
(r, r)
Hrj .
So because µ is a linear functional, it follows that hr(λ) and∏
rj∈Π
hrj
(
λnj (rj ,rj )/(r,r)
)
act identically on Vµ, and hence on all of V since V is the sum of its weight spaces. ✷
Definition 2. Suppose that λ is a weight for G and w ∈W . Then we define λw to be the
weight defined by λw(Hr)= λ(Hw−1(r)).
Lemma 4.12. Let G be a Chevalley group and V = V (λ) be a nontrivial irreducible KG-
module with highest weight λ. Also let PJ be a parabolic subgroup of G. Then for all
w ∈W , λw is conjugate under WJ to the highest weight of some chief factor of V for PJ .
That is, each orbit of WJ on {λw |w ∈W } corresponds to a chief factor for PJ .
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L= 〈X±r | r ∈ J 〉 and Q=O2(PJ ).
Note that because Φ
Jw
−1 ∩Φ+ is a positive root system for Φ
Jw
−1 , (Φ
Jw
−1 ∩Φ+)w =
ΦJ ∩ (Φ+)w is a positive root system in ΦJ . Thus we get that L ∩MwK is a parabolic
subgroup of L. Hence there exists w′ ∈WJ such that P =QH(L ∩MwK)w
′ is a parabolic
subgroup of Gwith B  P . LetX/Y be a chief factor of V for PJ such that (Vλww′ + Y/Y )∩ (X/Y ) = 0. Then
(Vλww′ + Y )B  (Vλww′ + Y )QH(L∩M
w
K)
w′ = (Vλww′ + Y )(L∩M
w
K)
w′ = Vλww′ + Y,
since L normalizes Y and Mww′K normalizes Vλww′ . Thus, it follows that λ
ww′ is the highest
weight of X/Y . ✷
Lastly, the following three theorems due to Robert Steinberg are used throughout this
paper. They are stated for a field with nonzero characteristic p.
Theorem 4.13 (The Steinberg tensor product theorem). Assume that G is a universal
Chevalley group defined over an algebraically closed field, with |Π | = l. Let R be the
set of pl irreducible rational representations of G for which the highest weight λ satisfies
0 〈λ, ri〉 p− 1 for all ri ∈Π . Then every irreducible rational representation of G can
be written uniquely as
⊗∞
j=0 ρj ◦ Frj where ρj ∈R and Fr denotes the Frobenius map
which replaces the matrix entries of the elements of G with their pth power.
This is Theorem 41 in [10, p. 217] and is proven in [11].
Theorem 4.14. Let G be an indecomposable universal Chevalley group over an infinite
field K , and let σ be an arbitrary (not necessarily rational) irreducible representation
of G on a finite-dimensional vector space V over an algebraically closed field k.
Assume that σ is nontrivial. Then there exists finitely many isomorphisms φi of K into
k and corresponding irreducible rational representations ρi of φiG over k such that
σ =⊗i ρi ◦ φi .
This is Theorem 42 in [10, p. 220] and is due to Borel and Tits.
Theorem 4.15. Let G be a finite universal Chevalley group or one of its twisted analogues
constructed as the set of fixed points of an automorphism of the form xr(t) → xρr(±tq(r)).
Then the
∏
r∈Π q(r) irreducible rational representations of the including algebraic group
(got by extending the base field to its algebraic closure) for which the highest weights
satisfy 0 〈λ, r〉  q(r)− 1, for all r ∈Π , remain irreducible and distinct on restriction
to G and form a complete set.
This is Theorem 43 in [10, p. 230].
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Recall now the definition of linearly dependent action on a module from the
introduction.
Definition 1. Let V be a vector space over a field K with characteristic two and suppose
that a and b are commuting involutions in GLK(V ). We say that A= 〈a, b〉 acts linearly
dependently on V if there exists γ ∈K such that [v, a] = γ [v, b] for all v ∈ V . Otherwise,
we say that A acts linearly independently.
Proposition 5.1. Suppose V is a vector space over K , K is a field of characteristic two,
and a, b ∈ GLK(V ) are involutions. Then 〈a, b〉 acts linearly dependently on V if and only
if a and b normalize the same subspaces of V .
Proof. Suppose that there exists λ ∈ K such that [v, b] = λ[v, a] for all v ∈ V . As
1 = b ∈ GLK(V ), λ = 0. Let W  V be a subspace normalized by a. Choose x ∈ W .
Then [x, b] = λ[x, a] implies that xb = λxa + (λ + 1)x ∈W and so b normalizes W as
well.
So suppose now that a and b normalize the same subspaces of V . Choose x ∈ V .
As a normalizes the subspace K(xa + x), b does too. Thus, because b is an involution,
(xa+x)b = xa+x . Hence vab+ va + vb+ v = 0 for all v ∈ V . Similarly, vba + va + vb+
v = 0 for all v ∈ V , and so vab = vba , for all v ∈ V .
Now choose y ∈ V . Because a normalizes K〈y, ya〉, there exists scalars λ and µ ∈ K
such that yb = λya + µy . Hence yab = µya + λy . Thus because ya + yb + y = yab =
µya + λy implies that yb = (µ + 1)ya + (λ + 1)y , it follows that µ = λ + 1, and so
yb = λya + (λ+ 1)y . In particular, [y, b] = λ[y, a].
Now choose v ∈ V \ CV (a). By the above, there exists 0 = λ ∈ K such that [v, b] =
λ[v, a]. We claim that [w,b] = λ[w,a], for all w ∈ V . If w ∈ CV (a) = CV (b), then the
claim is clearly true, so choose w ∈ V \CV (a). If va + v = δ(wa +w), for some δ ∈K#,
then v+ δw ∈CV (a)= CV (b) and so [w,b] = δ−1[v, b] = δ−1λ[v, a] = λ[w,a]. Thus we
may assume that [v, a] and [w,a] are linearly independent. By the above, there exists λ′
and λ′′ ∈K such that [w,b] = λ′[w,a] and [v+w,b] = λ′′[v+w,a]. Then λ′′[v+w,a] =
λ[v, a] + λ′[w,a], from which it follows that (λ + λ′′)[v, a] = (λ′ + λ′′)[w,a] and so
λ= λ′ = λ′′, proving our claim.
Therefore, [v, b] = λ[v, a] for all v ∈ V . ✷
Lemma 5.2. Let A be a 2-group, |A| 4; K a field with char(K)= 2; V =⊗i∈I Vi , with
each Vi a KA-module, such that [V,A,A] = 0; also let J = {i ∈ I | [Vi,A] = 0}. Then
the following are true:
(1) If |J | 2, then A acts linearly dependently on each Vi .
(2) If a, b ∈A and if there is a j ∈ J and λ ∈K such that [v, a] = λ[v, b], for all v ∈ Vj ,
then for all i ∈ I and v ∈ Vi , [v, a] = λ[v, b].
(3) If |J | 3, or if A acts linearly dependently on V and |J | 2, then |A/CA(V )| = 2.
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c ∈ A, and so of course [v, a] = λ[v, b] for all λ ∈ K,v ∈ Vi . Thus we may assume that
I = J and that |I | 2. First choose a, b ∈A; with [Vi, b] = 0 for some i ∈ I . Now choose
j ∈ I \ {i}. Without loss, assume that i = 1 and j = 2. We wish to consider the action of
A on V ′ = V1 ⊗ V2, so set I ′ = I \ {1,2} and let V ′′ =⊗i∈I ′ Vi so that V = V ′ ⊗ V ′′.
Choose 0 = w ∈ CV ′′(A). Then [V,A,A] = 0 implies that [V ′ ⊗ w,A,A] = 0, and
so [V ′,A,A] ⊗ w = 0. Thus w = 0 implies that [V ′,A,A] = 0. In particular, for all
v ∈ V1,w ∈ V2, we have [v⊗w,a, b] = 0. That is,
vab ⊗wab + va ⊗wa + vb ⊗wb + v⊗w = 0
for all v ∈ V1 and w ∈ V2.
Similarly we can show that [Vk,A,A] = 0, k = 1 or 2; so that vab = va + vb + v for all
v ∈ V1 or V2. Substituting this into the equation above, we see that(
va + vb + v)⊗ (wa +wb +w)+ va ⊗wa + vb ⊗wb + v⊗w = 0.
This is equivalent to
va ⊗ (wb +w)+ vb ⊗ (wa +w)+ v⊗ (wa +wb)= 0
for all v ∈ V1 and w ∈ V2. In particular, as wa +wb = (wa +w)+ (wb +w), we get that(
va + v)⊗ (wb +w)= (vb + v)⊗ (wa +w)
for all v ∈ V1 and w ∈ V2.
Because of our choice of V2, we may choose w ∈ V2 such that wb +w = 0.
Case 1. [V1, a] = 0.
Choose v ∈ V1 such that va + v = 0. As (va + v) ⊗ (wb + w) = 0 implies that
(vb + v) ⊗ (wa + w) = 0 as well, we see that there exists λ ∈ K∗ such that [v, a] =
λ[v, b] and [w,a] = λ[w,b]. Since our choice of v ∈ V1 \ CV1(a) was arbitrary, it
follows that [v, a] = λ[v, b], for all v ∈ V1 \ CV1(a). Now choose v ∈ CV1(a). Then
(va + v) ⊗ (wb +w)= 0 implies that (vb + v) ⊗ (wa + w) = 0; so wa + w = 0 yields
vb + v = 0. Thus [v, a] = λ[v, b] for all v ∈ V1. Similarly, [v, a] = λ[v, b] for all v ∈ V2.
Case 2. [V1, a] = 0.
First suppose that [V2, a] = 0. Then choose c ∈ A with [V1, c] = 0. By Case 1 applied
to {a, c}, there exists µ ∈ K∗ such that [v, c] = µ[v, a] for all v ∈ V1 or V2, contrary to
[V1, a] = 0 and [V1, c] = 0. Thus [V2, a] = 0, and so [v, a] = 0[v, b] for all v ∈ V1 or V2,
proving the first part of the lemma.
Note that we have just proven that for all a ∈ A, [Vi, a] = 0 for some i ∈ I if and only
if [Vj , a] = 0 for every j ∈ I . That is, CA(Vi)= CA(Vj ) for all i, j ∈ I . Let H = CA(Vj )
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assume that |A| 2 and that A is faithful on each Vi , i ∈ I .
Suppose now that |I |  2. We assume that A acts linearly dependently on V and that
{1,2} ⊆ I . Let a, b ∈ A#. As before, let V ′ = V1 ⊗ V2 and V ′′ =⊗k∈I\{1,2}Vk so that
V = V ′ ⊗V ′′. As above,A acts linearly dependently on V ′. Thus, there exist λ and µ ∈K∗
such that [v, b] = λ[v, a] for all v ∈ V ′, and [v, b] = µ[v, a] for all v ∈ V1 or V2.
Because A is faithful on both V1 and V2, we may choose vk ∈ Vk \ CVk (a) for k = 1
and 2. Let zk = [vk, a] so that vak = zk + vk . Then, [v1 ⊗ v2, b] = λ[v1 ⊗ v2, a] =
λ(va1 ⊗ va2 ) + λ(v1 ⊗ v2) = λ(z1 ⊗ v2) + λ(v1 ⊗ z2) + λ(z1 ⊗ z2). However, we also
have that [vk, b] = µ(vak + vk) = µzk , and so vbk = µzk + vk . In particular, we see that
[v1 ⊗ v2, b] = vb1 ⊗ vb2 + v1 ⊗ v2 = µ(z1 ⊗ v2)+µ(v1 ⊗ z2)+µ2(z1 ⊗ z2). Hence,
λ(z1 ⊗ v2)+ λ(v1 ⊗ z2)+ λ(z1 ⊗ z2)= µ(z1 ⊗ v2)+µ(v1 ⊗ z2)+µ2(z1 ⊗ z2),
and so
z1 ⊗
(
(λ+µ)v2 +
(
λ+µ2)z2)= v1 ⊗ (λ+µ)z2.
Moreover, as [vn, a] = zn, and |a| = 2m for some m ∈ Z, vn and zn are linearly
independent. Thus it follows that λ+µ= 0= λ+µ2, and so µ = 0 implies that µ= λ= 1.
But then [v, b] = µ[v, a] for all v ∈ V1 and V2 implies that va = vb for all v ∈ V1 and V2.
Therefore, since A acts faithfully, we get that a = b. Hence if |I |> 2 or if A acts linearly
dependently on V , then |A| 2.
Lastly, suppose that |I |  3 and choose a, b ∈ A;. Without loss of generality we
can assume that {1,2,3} ⊆ I . Then as A acts quadratically on (V1 ⊗ V2) ⊗ V3, and as
[V3, a] = 0, it follows from the above that there exists λ ∈K∗ such that [v, b] = λ[v, a] for
all v ∈ V1 ⊗ V2. By the above, however, this implies that a = b and so |A| = 2, finishing
the proof of the lemma. ✷
Lemma 5.3. Suppose that V is a faithful KG-module and that A  G acts linearly
independently on V . Let 1 = a, b ∈A. Then CG(a)= CG(b).
Proof. Let g ∈ CG(a). Since A acts linearly dependently on V , there exist λ ∈ K; such
that [v, a] = λ[v, b], for all v ∈ V . Hence λ(vbg + vb + vg + v)= λ[v, b, g] = [v, a, g] =
[v,g, a] = λ[v,g, b] = λ(vgb + vb + vg + v). Thus, vbg = vgb for all v ∈ V . Therefore
g ∈CG(b) too, since G acts faithfully on V . ✷
For the remainder of this section, we will adopt the following hypothesis.
Hypothesis 1. Let G be a Chevalley group over K , char(K) = 2. Let V =⊗i∈I Vi be
a KG-module with each Vi nontrivial and irreducible, I some index set; A  G an
elementary abelian 2-subgroup with |A|  4 and such that A acts linearly dependently
on V .
Lemma 5.4. A acts faithfully on each Vi and |I | = 1.
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CG(Vi). Let M = G/CG(Vi). Since the char(K) = 2, Z(G) has odd order and so
CG(Vi)  Z(G). In particular, as O2(G)Z(G)/Z(G) is the unique minimal normal
subgroup of G/Z(G) we see that M is a 2-group. By definition, CM(Vi) = 1. However,
as M is a 2-group, CM(Vi) = 1 unless M = 1. Consequently, G must centralize Vi ,
a contradiction. Therefore, A acts faithfully on each Vi . It follows from the third part of
Lemma 5.2 that |I | = 1. ✷
Remark 1. Because A acts faithfully on Vi , it follow that if a, b ∈A; and λ ∈K such that
[v, a] = λ[v, b] for all v ∈ Vi , then λ = 0. Moreover, if c ∈A such that [v, c] = µ[v, b] for
all v ∈ Vi , then λ= µ if and only if a = c.
Lemma 5.5. Let P be a parabolic subgroup of G with A  P and A  O2(P ). Then
A∩O2(P )= 1.
Proof. Suppose that 1 = a ∈ A ∩ O2(P ) and let Y be a chief factor in V for P . Then
a ∈ O2(P ) implies that [Y,a] = 0. Now let 1 = b ∈ A. Then as there exists λ such that
[v, b] = λ[v, a] for all v ∈ Y , [Y,b] = 0. In particular, [Y,A] = 0, for all chief factors Y
in V for P . This, however, is equivalent to AO2(P ), contrary to our assumption. Thus
A∩O2(P )= 1. ✷
Remark 2. It follows from Lemmas 4.4 and 5.5 that there exists an ri ∈ Π and g ∈ G
such that Ag  Pri and Ag ∩O2(Pri )= 1. Without loss we may assume that A Pri and
A∩O2(Pri )= 1 since if A acts linearly dependently on V , then all of its conjugates do as
well.
We are now ready to prove Theorem 1.2.
The Proof of Theorem 1.2. It follows from Theorem 4.13 and Lemma 5.4 that V ∼= V (λ)ς
where V (λ) is a restricted module for G and ς ∈ aut(K). Thus we may assume without
loss that V is a restricted module.
Let ri be as in the above remark, let L = 〈X±ri 〉 ∼= Sl2(K), and let Y be a nontrivial
chief factor in V for Pri . Also let Â ⊆ L be such that ÂO2(Pri ) = AO2(Pri ). Since
[Y,O2(Pri )] = 0, Â acts linearly dependently on Y . Let Vn denote the natural module for
SL2(K). As Y is also a chief factor for L and since Vn is the unique nontrivial restricted
module for L, it follows from Lemma 5.4 that Y ∼= V σn , for some σ ∈ aut(K).
Let
Υ = {σ ∈ aut(K) ∣∣ V σn ∼= Y for some chief factor Y of V for L}.
Choose σ ∈ Υ , 1 = a ∈ A, and Y a chief factor of V for L such that Y ∼= V σn .
Then for all b ∈ A, there exists λb ∈ K such that [v, b] = λσb [v, a] for all v ∈ Y . Note
that by the remark following Lemma 5.4, λb = λc if and only if b = c. Thus if we let
K(A)= {λb | b ∈A}, then |K(A)| = |A|. Thus as K(A)⊆K , we see that |K| |A| 4.
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[v, b] = λγb [v, a]. In particular, λσb = λγb , and so we see that
µσ = µγ for all µ ∈K(A), and for all σ,γ ∈ Υ. (5.1)
Now let 0 = v ∈ CV (U), the highest weight space of V . Suppose r ∈ Φ+ with
|r| = |ri | such that hr(µ)v = v for some µ ∈ K . Let L′ = 〈X±r 〉. Since char(K) = 2
and since |r| = |ri |, there exists w ∈ W such that xri (t)w = xr(t) for all t ∈ K , and
Lw = L′. Let Y/X be a chief factor for Pwri such that v ∈ Y \ X. Since hr(µ)v = v,
Y/X is a nontrivial chief factor. But then (Y/X)w−1 is a nontrivial chief factor for L
and so, as above, (Y/X)w−1 ∼= V σn as KL-modules for some σ ∈ Υ . Let v = v + X.
Then [vw−1,Xri ] = [v,Xr ]w−1 = 0 since Xr  U . Hence vw−1 ∈ C(Y/X)w−1 (Xri ) implies
that vw−1 is in the highest weight space of (Y/X)w−1 . Thus, hri (µ)vw
−1 = µσ vw−1 . In
particular, since hr(µ)= hri (µ)w , we see that hr(µ)v = µσv. Therefore,
hr(µ)v = µσv for all µ ∈K. (5.2)
Let J = {rj ∈Π | hrj (µ)v = v for someµ ∈K}. Since V is a restricted module, 〈λ,α〉 = 1
for all α ∈ J . But then hα(µ)v = µv. So if r =∑rj∈Π nj rj it follows from Lemma 4.11
that
hr(µ)v =
∏
rj∈J
hrj
(
µnj (rj ,rj )/(r,r)
)
v = µht∗J (Hr)v. (5.3)
(Recall that if J ⊆Π , then∑rj∈J nj (rj , rj )/(r, r)= ht∗J (Hr).)
Thus if |r| = |ri | and if hr(µ)v = v, we define σr(µ)= µht∗J (Hr) for all µ ∈K . It then
follows from Eqs. (5.2) and (5.3) above that σr ∈ aut(K).
In particular, if we choose another s ∈Φ with |s| = |ri | such that hs(µ)v = v for some
µ and s =∑rj∈Π sj rj , then it follows from Eqs. (5.1) and (5.2) that for all µ ∈K(A)σr
µht
∗
J (Hr) = µht∗J (Hs). (5.4)
For convenience of notation, let
pj = (rj , rj )
(r, r)
= |rj |
2
|r|2
for all rj ∈Π , so that ht∗J (Hr)=
∑
rj∈Π njpj .
Now, choose r ∈ Φ+ to be the highest root with |r| = |ri |. We will show that
ht∗J (Hr)= 1. If not, let s ∈ Φ with |s| = |ri | and such that s has minimal height among
all roots α ∈ Φ for which ht∗J (Hα) > 1. Then clearly s /∈Π and so by Lemma 4.1 there
exists s′ ∈Φ+ and rj ∈Π such that s′ has smaller height than s and s = ωri (s′).
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Then it follows from Eq. (5.3) that there exists j, k ∈ J (not necessarily distinct) such
that hs(µ)v = µpk+pj v and hs ′(µ)v = µpkv. Thus, by Eq. (5.4), µpk+pj = µpk for all
µ ∈K(A)σs and so µpj = 1 for all µ ∈K(A)σs . However, as |rj | |ri | we see that pj =
|rj |2/|ri |2 =1, 2, or 3. But if pj =1 or 2, we get a contradiction to |K(A)σs | = |A| 4.
To finish this case, we need to show pj = 3 is not possible. That is, we need only show
that G ∼= G2(q) and J = {1} is not possible, so suppose it is. But if r = r1 + r2, then
σr ∈ aut(K) and so σr(µ)= µ3 for all µ, a contradiction since K is algebraically closed.
Case 2. Suppose ri is not short.
Then it follows from Eq. (5.3) that hs(µ)v = µ2v and hs ′(µ)v = µv. And so, as above,
we get that µ2 = µ for all µ ∈K(A)σs , contrary to |A| 4.
An inspection of the various roots of maximal height in each root system, as recorded
in Table 5 now yields the result, proving the theorem. ✷
6. Linearly dependently acting fours-groups
Lemma 6.1. Suppose that Hypothesis 1 holds, but G∼= B2(K). Then dimK([V,A]) 2.
Moreover, if A acts linearly dependently on both the natural and the spin module for G,
then A is contained in a root subgroup of G.
Proof. Let Vn = V (λ1) denote the natural module for G. Also let φ be the graph
automorphism of G. Then as
φ :

xr1(t) → xr2(t),
xr1+r2(t) → xr1+2r2(t),
xr2(t) → xr1(t2),
xr1+2r2(t) → xr1+r2(t2),
it follows that V φ
−1
n = V (λ2).
The first part of the lemma now follows since, by the above, either A or Aφ acts
quadratically on Vn. Without loss, assume that A acts quadratically on Vn. Then [Vn,A]
CVn(A). Thus as [Vn,A]⊥ = CVn(A), [Vn,A] is at most two-dimensional.
Now assume that A acts linearly dependently on both V (λ1) and V (λ2). Then it follows
from the above that both A and Aφ must act linearly dependently on Vn. Because G
contains three conjugacy classes of involutions with representatives
xr1(1), xr2(1), and xr1+r2(1)xr1+2r2(1),
we may assume that A contains one of these. In particular, as A acts linearly dependently
on Vn we see that A must be contained in one of the following sets: Xr1 , Xr2 , or
{xr1+r2(t)xr1+2r2(t) | t ∈ K}. Similarly as Aφ acts linearly dependently on Vn, Aφ must
also be contained in one of the aforementioned sets.
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Therefore A must be contained in a root subgroup, proving the second part of the
lemma. ✷
The remainder of this section will be devoted to the proof of Corollary 1.4. The proof
will follow from the next several lemmas. Consequently, throughout the section we will
assume that Hypothesis 1 holds. The information on certain parabolic subgroups used
below can be found in [3] or can be easily verified computationally.
Assume first that G ∼= G2(K). G2(K) will be handled separately at the end of the
section.
Choose 1 = a ∈A. By Lemma 4.8, we may assume there exists a root, say t ∈Φ , such
that X = 〈Xa−t ,X−t 〉 = 〈X±t 〉 ∼= Sl2(K) and [Xt, a] = 1.
Lemma 6.2. If G ∼=G2(K) and t is short, then AX×CG(X).
Proof. Case 1. G ∼= Al(K). Without loss we may assume that t = r1. Then NG(X) =
(X × CG(X))H = L2H . By [9], Y = CV (Q2) is a nontrivial irreducible KM2-module.
Moreover, because M2 is a maximal parabolic subgroup of G and because Y is a proper
subspace of V , it follows that M2 = NG(Y ). Thus AM2 since a ∈ NG(Y ) implies that
ANG(Y ), by Proposition 5.1.
Now let Q−2 = 〈X−r | Xr ∈ Q2〉. Then M−2 = L2HQ−2 is also a maximal parabolic
subgroup of G containing a. By an argument identical to one used above, A M−2 as
well. Hence, AO2′(M2 ∩M−2 )= L2.
Case 2. G ∼=Al(K) or F4(K).
Then as a ∈ CG(Xt ), A  CG(Xt) as well by Lemma 5.3. Now let Y = CV (X).
Because a ∈ NG(Y ), A  NG(Y ) too, by Proposition 5.1. Thus if A  X × CG(X),
then O2(NG(Xt )) ∩ NG(Y )  Xt . Hence because O2(NG(Xt))/Xt is an irreducible
module for the Levi compliment of NG(Xt), it follow that G= 〈NG(Xt),X−t 〉NG(Y ),
a contradiction.
Case 3. G ∼= F4(K). We may assume that t is the highest short root in Φ , namely
t = r23. As in Case 2, we have that A  M4 ∩ NG(Y ), where M4 = NG(Xt ) and
Y = CV (X). However, although Q4/Xt is an indecomposable module for M4, it is not
irreducible. Rather, M4 acts irreducibly on Xt , S/Xt , and Q4/S where S = Z(Q4) =
〈Xr10,Xr16,Xr18,Xr20,Xr22,Xr23,Xr24〉. Thus, by an argument similar to the one used in
Case 2, we may assume that A 〈L4, S〉.
Now let s1 = −r24, s2 = r1, s3 = r2, and s4 = r3. Then one can easily check that
Φ ′ = 〈±s1,±s2,±s3,±s4〉 is a root subsystem of type B4 and that A  〈L4, S〉  〈Xs |
s ∈Φ ′〉 ∼= B4(K). Thus, by Case 2, we get that AX×CG(X), proving the lemma. ✷
Lemma 6.3. If G ∼=G2(K), K is algebraically closed, and t is short, then Corollary 1.4
holds.
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X = 〈Xt ,X−t 〉. Then we have AX×LJ by Lemmas 4.7 and 6.2.
Let λ be the weight of V . By Theorem 1.2, λ is a fundamental weight. That is, λ ∈ Zλj
for some rj ∈Π . Now we will assume that it is not true that G∼=Al(K), Bl(K), or Dl(K)
and V the natural module for G. Then an inspection of the various root systems shows that
rj ∈ J .
Thus, by Lemma 4.11 neither X nor LJ centralize CV (U); so choose a nontrivial chief
factor Y/W of V forX×LJ such thatCV (U)⊆ Y \W . Then by the corollary to Lemma 68
in [10], Y/W ∼= V1⊗V2 as aK(X×LJ )-module, where V1 is a nontrivial irreducibleKX-
module and V2 is a nontrivial irreducible KLJ -module. Suppose that [V2,A] = 0. Then as
A also does not centralize V1, A acts linearly dependently on V1 ⊗ V2, V1, and V2. Thus
by Lemma 5.2 there exists 1 = c ∈A such that [V1, c] = [V2, c] = 0. That is, c normalizes
every subspace of V1. However, this contradicts Proposition 5.1 since the rest of A clearly
does not. Hence, [V2,A] = 0.
Now, if MJ is a connected parabolic subgroup, then [V2,A] = 0 implies that A  X
and so, in particular, AXt .
Thus we may assume that G ∼= Dl(K). Let A  LJ be such that AX/X = AX/X in
NG(X)/X. Then LJ ∼= Sl2(K)×Dl−2(K) if l  5 and LJ ∼= Sl2(K)×Sl2(K)×Sl2(K) if
l = 4. Then as λ ∈ Zλl−1 or Zλl by assumption, A must be contained in the Sl2(K) factor
in the first case and we are done or in the product of at most two Sl2(K) factors in the
second case.
Now assume that G ∼= D4(K) and suppose that λ ∈ Zλ4. Then by the above, A 
〈Xr1〉 × 〈Xr3〉 × 〈Xt 〉. However, by Lemma 4.2, 〈±r1,±r3〉 is conjugate to 〈±(e1 + e4),±(e2+e3)〉 = 〈±(r1+r2+r4),±(r2+r3+r4)〉 and so we see that eitherA 〈Xr1〉×〈Xt 〉,
or A 〈Xr3〉 × 〈Xt 〉. In either case, however, we get that A is contained in the product of
two root subgroups. Similarly if λ ∈ Zλ3 or, in fact, if λ ∈ Zλ1. ✷
Lemma 6.4. If G∼= Bl(K), l  3, t is long, and if λ ∈ Zλl , then A is contained in a root
subgroup of G.
Proof. Without loss we may assume that t is the highest long root in Φ . Then we have
NG(X)M2. As in the lemma above, we have ANG(CV (X)) ∩M2.
Let s be the highest short root in Φ . Also let Φ0 = {r ∈ Φ | if r =∑ri∈Π niri , then
n1 = 0} and let Q0 = 〈Xr | r ∈Φ+0 〉 ∩Q2. Note that Φ0 is a root subsystem of type Bl−1
and that t − s is the longest short root there. Thus we get that L12 acts irreducibly on
Q0/Xt−s .
Similarly,L12 acts irreducibly on (Q1∩Q2)/〈Xt ,Xs〉. Thus as conjugation by elements
in 〈X±r1〉 interchanges elements in Q0 with elements in Q1 ∩Q2. It follows that L2 acts
irreducibly on Q2/Z where Z = 〈Xt ,Xs,Xt−s〉.
In particular, as in Lemma 6.2, we get that A  ZL2. Note, however, that Φ ′ =
{±t,±s,±(t − s),±r1} is a root subsystem of type B2. So, if we let M = 〈Xr | r ∈ Φ ′〉,
then ZL2 M ×L12 ∼= B2(K)×Bl−2(K). Therefore, since both of the above factors act
nontrivially on CV (U), it follows as above that AM .
Lastly, since B2(K) has three conjugacy classes of involutions with representatives
xt (1), xs(1), and xt (1)xs(1), we may assume that A contains one of these. However, note
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then 〈Xc−s ,X−s〉 is certainly not a 2−group and so we may apply Lemma 6.2. Thus we
have c= xt (1), but then as Z(CM(c))=Xt , we get that AXt , by Lemma 5.3. ✷
Lemma 6.5. If G∼= F4(K), K is algebraically closed, and t is long, then A is contained
in a short root subgroup of G.
Proof. This follows immediately from Lemma 6.3 and the existence of the graph
automorphism of F4. ✷
Lemma 6.6. Let G ∼= G2(q), A, and V be as in Theorem 1.2. Then A is contained in
a short root subgroup.
Proof. By [13, (8.1)] G has two conjugacy classes of involutions with representatives
t = x2a+b(1) and z = x3a+2b(1). Moreover, it follows from [13, (3.3), (8.5)], and the
commutator relations developed in [13] that Z(CG(t))=X2a+b and Z(CG(z))=X3a+2b.
Without loss we can assume that either t or z is an element of A. If t ∈ A, then by
Lemma 5.3 and the above we see that A is contained in a short root subgroup and we
are done. So assume now that z ∈ A. Then again by Lemma 5.3 and the above we see
that A is contained in a long root subgroup. This, however, implies that a conjugate of
A# is contained in Pr1 \O2(Pr1), contradicting Theorem 1.2 and proving this lemma and
completing the proof of Corollary 1.4. ✷
7. A result concerning root systems and weights
Throughout this section, assume that G is a Chevalley group, G ∼=G2(K).
Definition 2. Let λ be the weight of an irreducible module for G. Define
λ⊥ = {r ∈Φ ∣∣ 〈λ, r〉 = 0}.
Let J be a rank two root subsystem of Φ . Recall that in Lemma 4.2 we determined the
orbit of J in Φ under W . We will now prove the following lemma in which we determine
all weights λ such that λ⊥ ∩ Jw = ∅ for all w ∈W .
Proposition 7.1. Let J ⊆ Φ be a rank 2 root subsystem. If λ is a dominant integral
weight such that λ⊥ ∩ Jw = ∅, for all w ∈ W , then λ is an integral multiple of one of
the fundamental weights listed in Table 6.
This proposition will follow from the next several lemmas.
Lemma 7.2. Let J ⊆ Φ , with J ∼= A2 or B2. Also, let r =∑ri∈Π niri be the highest root
in J . Choose rj ∈Π . If nj = 1 or if J ∼= B2 and nj  2, then λ⊥ ∩ Jw = ∅ for all w ∈W .j
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The weights λ such that λ⊥ ∩ Jw = ∅ for all w ∈W
Φ Conjugacy type of J Possible weights
Al A2(long) λi where 1 i  n
L⊥ L λ1 or λl
Bl A2(long) λ1 or λl
B2 λi where 1 i  l
(L⊥ L)1 λl
(L⊥ L)2 λ1
L⊥ S λ1
S ⊥ S λ1
D4 A2(long) λ1, λ3, or λ4
(L⊥ L)1 λ3 or λ4
(L⊥ L)2 λ1 or λ3
(L⊥ L)3 λ1 or λ4
Dl , l  5 A2(long) λ1, λl−1, or λl
(L⊥ L)1 λl−1 or λl
(L⊥ L)2 λ1
E6 A2(long) λ1 or λ6
L⊥ L None
E7 A2(long) λ7
L⊥ L None
E8 A2(long) None
L⊥ L None
F4 A2(long) λ4
A2(short) λ1
B2 λ1 or λ4
L⊥ L None
L⊥ S None
S ⊥ S None
Proof. Let w ∈W . Choose s, t ∈ Jw to be positive roots such that |s| = |t| and s− t ∈ Jw .
Note that if J ∼= B2, then s and t must both be short roots. Suppose that s =∑ri∈Π siri
and t =∑ri∈Π tiri . If either sj or tj is zero, then clearly λ⊥j ∩ Jw = ∅, so assume that
sj , tj = 0.
Suppose first that nj = 1. Then as r was chosen to have maximal height, 0 < sj , tj  nj
and so sj = tj = 1. In this case, 〈λj , s − t〉 = 0, and so λ⊥j ∩ Jw = ∅.
Now suppose that J ∼= B2 and nj  2. Then because s + t is a long root in Jw and
because r was chosen to have maximal height, we see that sj + tj  2. Consequently, as
above, sj = tj = 1 and so λ⊥j ∩ Jw = ∅. ✷
Hence we have found a sufficient condition, when J is connected, for a fundamental
weight to be included in the table above. We now show that these are in fact the only
weights that should be included in the table.
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Sλ(r)= ht∗Π\λ⊥(Hr)=
∑
ri∈Π\λ⊥
ni
|ri |2
|r|2 .
Lemma 7.3. Suppose that J is a connected rank 2 root subsystem in Φ and that λ is a
weight such that λ⊥ ∩ Jw = ∅, for all w ∈W . If J has type A2(long), let r be the highest
long root in Φ . Also, if J has type A2(short) or B2, let r be the highest short root in Φ . So
in any case, r is the highest root of length the shortest root in J . If J ∼= B2, then Sλ(r) 2.
Otherwise, Sλ(r)= 1.
Proof. Suppose not.
Case 1. Assume that all the roots in Φ have the same length (and so J ∼= A2). By
Lemma 4.1, there exists r ′ ∈Φ and ri ∈Π with r ′−ri ∈Φ , Sλ(r ′)= 2, and Sλ(r ′−ri)= 1.
Thus, if J ′ = 〈r ′, ri〉, then J ′ ∼= A2 implies that there exists w ∈ W such that Jw = J ′.
However, λ⊥ ∩ J ′ = ∅, contrary to the hypothesis.
Case 2. Assume that Φ = Bl and J ∼=A2(long).
Since Sλ(r) > 1, λ /∈ Zλl . Then, as in Case 1, there exists long roots r ′ ∈Φ and ri ∈Π
such that r ′ − ri ∈Φ and such that Sλ(r ′)= 2 and Sλ(ri)= 1 and this brings us to the same
contradiction as above.
Case 3. Assume that Φ = Bl and J ∼= B2.
As above, λ /∈ Zλl and so by Lemma 4.1 there exists a short root r ′ ∈ Φ and a long
root ri ∈Π such that Sλ(r ′) > Sλ(r ′ − ri ) > 0. Now, since J ′ = 〈±r ′,±ri〉 = {±r ′,±ri,
±(r ′ − ri),±(r ′ + ri )}, we see that λ⊥ ∩ J ′ = ∅, contrary to the hypothesis.
Case 4. Assume that Φ = F4.
Here it seems easiest to simply give explicit sets of roots which generate connected rank
two root subsystems and which eliminate all but the desired values of λ.
(1) Suppose that J has type A2(long).
Let J ′ = ±{r13, r16, r24} = ±{1220,1122,2342}. Thus, if λ⊥ ∩ J ′ = ∅, then λ ∈ Zλ4
and so Sλ(r)= 1.
(2) Suppose that J has type A2(short).
Let J ′ = ±{r12, r17, r23} = ±{0111,1121,1232}. Thus, if λ⊥ ∩ J ′ = ∅, then λ ∈ Zλ1
and so Sλ(r)= 1.
(3) Suppose that J has type B2.
Let J ′ = ±{r10, r11, r23, r24} = ±{0122,1110,1232,2342}. Thus, as in the two cases
above, λ ∈ Zλ1 or Zλ4. ✷
Remark 3. It follows from Lemmas 7.2 and 7.3 that if J is a connected rank 2 root
subsystem and λ is a weight such that λ⊥ ∩ Jw = ∅, for all w ∈W , then λ is an integral
multiple of one of the weights in Table 6.
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is a dominant integral weight, then λ⊥ ∩ Jw = ∅ for all w ∈W if and only if Φ = Al and
λ ∈ Zλ1 or Zλl .
Proof. If Φ has more than one length of roots, Φ is of type F4. So applying the graph
automorphism, we may assume that J contains the highest long root, say r .
Suppose that λ⊥ ∩ Jw = ∅ for all w ∈ W . Let J = {±r,±s}. Let s′ be any root in
r⊥ with |s′| = |s|. By Lemma 4.2, {±r ± s′} = Jw for some w ∈W . Since λ(r) = 0 we
conclude s′ ∈ λ⊥. Note that r⊥ is contained in the Q span of all the roots like s′. Thus
r⊥ ⊆ λ⊥.
Now choose ri ∈Π \ λ⊥. Then ri /∈ r⊥ and so |ri | = |r|. As above we see that every
root with the appropriate length in r⊥i is then also in λ⊥. However, unless Φ =Al , r⊥ is a
maximal root subsystem in Φ , in which case Φ = 〈r⊥i , r⊥〉 = λ⊥, a contradiction. Hence
Φ = Al and λ ∈ Zλ1 + Zλl . If 〈λ, r1〉 = 0, then 〈r2, r3, . . . , rl〉 = 〈r⊥1 , r⊥〉  λ⊥ and so
λ ∈ Zλ1. Similarly, if 〈λ, rl〉 = 0, then λ ∈ Zλl .
Moreover, we claim that neither λ1 nor λl can be eliminated from the list of possible
weights. Since Φ =Al , if r ∈Φ+ such that 〈r, λ1〉 = 0, then r = r1+ r ′ = e0− ej for some
root r ′ and 1 j  l. Thus if r and s are roots such that 〈r, λ1〉 = 0 = 〈s, λ1〉, then r ⊥ s.
In particular, the claim follows for λ1. A similar argument can be used for λl . ✷
Lemma 7.5. Suppose that Φ =Dl and l  5 or Bl , and suppose J is a disconnected root
system. Then Proposition 7.1 holds.
Proof. As in Lemma 7.3, it again seems easiest to explicitly list a set of roots which will
eliminate all but the desired weights.
Assume that Φ = Bl .
(1) Suppose first that J has type (L⊥ L)1.
Let r = r1+r2+· · ·+rl−2+rl−1 = e1−el and s = r1+r2+· · ·+rl−1+2rl = e1+el .
J ′ = 〈r, s〉 has type (L⊥ L)1 and so if λ⊥ ∩ J ′ = ∅, then λ ∈ Zλl .
Moreover, we note that as one of the roots, say r must be of the form ei − ej , it
follows that if r =∑lk=1 nkrk , then nl = 0. Hence λl may not be deleted from the list
of possible roots.
(2) Suppose now that J has type (L⊥ L)2.
Let r = r1+r2+· · ·+rl−2+2rl−1+2rl = e1+el−1 and s = r2+r3+· · ·+rl−1+2rl =
e2 + el . J ′ = 〈r, s〉 has type (L⊥ L)2 and so if λ⊥ ∩ J ′ = ∅, then λ ∈ Zλ1.
Similarly, as in Lemma 7.4, we note that 〈r, λ1〉 = 0 if and only if r = ±e1 ± ej for
some j . Thus, as above, we see that λ1 cannot be eliminated from the list of possible
weights.
(3) Suppose that J has type (L⊥ S).
Let r = r2 + r3 + · · · + rl = e2 and let s = r1 + r2 + · · · + rl−1 + 2rl = e1 + el . Thus,
λ ∈ Zλ1 and, as in (1), λ1 cannot be eliminated.
(4) Suppose that J has type (S ⊥ S).
Let r = r1 + r2 + · · · + rl = e1 and let s = r2 + r3 + · · · + rl = e2. As above, we see
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〈λ1, r〉 = 0 is e1, it follows that λ1 may not be eliminated.
Now assume that Φ =Dl , l  5.
(1) Suppose that J has type (L⊥ L)1.
Let r = r1 + r2 + · · · + rl−1 = e1 − el and let s = r1 + r2 + · · · + rl−2 + rl = e1 + el .
Then λ ∈ Zλl−1 or λ ∈ Zλl neither of which, as above, can be eliminated.
(2) Suppose that J has type (L⊥ L)2.
Let r = r1 + r2 + · · ·+ rl = e1 + el−1 and let s = r2 + · · ·+ rl−2 + 2rl−2 + rl−1 + rl =
e2 + el−2. Then λ ∈ Zλ1 which, as above, cannot be eliminated. ✷
Lemma 7.6. Lastly assume that Φ ∼= D4 and that J is disconnected. Then λ is as in
Proposition 7.1.
Proof. The argument for the (L ⊥ L)1, Φ = Dl , l  5, case still holds for (L ⊥ L)1,
Φ =D4. Applying the triality graph automorphism of Φ yields the other cases. ✷
Proposition 7.1 now follows from the preceding arguments.
8. Linear independence
Definition 4. Let G be a group of Lie-type and AG a fours-group.
(1) We say that A is a linearly dependent fours-group in G if one of the following holds:
(a) G∼=Al(K) orDl(K) andA acts linearly dependently on the natural module forG.
(b) G∼= B2(K) andA act linearly dependently on either the natural or the spin module
for G.
(c) G ∼= Bl(K), l  3, and either A acts linearly dependently on the natural module
for G or there exists a rank two Levi complement containing A and A is linearly
dependent there.
(d) G ∼= E6(K), E7(K), or E8(K) and there exists a rank two Levi complement
containing A and A is linearly dependent there.
(e) G∼= F4(K) or G2(K) and A is contained in a root subgroup of G.
(f) G ∼= Gi(K) is a twisted Chevalley group and A is linearly dependent when
considered as a subgroup of G(K).
(2) We say that A is a linearly independent fours-group if A is not a linearly dependent
fours-group.
Proposition 8.1. Suppose G, A, and V are as in Theorem 1.2. That is, suppose that G is
a Chevalley group over K , char(K) = 2, V is an algebraic conjugate of a KG-module,
and A  G is a fours-group which acts linearly dependently on V . Then A is a linearly
dependent fours-group.
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The proof of Theorem 1.1 will follow in the remainder of this paper. Consequently, for
the remainder of the paper we will assume the following hypothesis.
Hypothesis 2. G is a group of Lie type defined over K , charK = 2, V is a nontrivial,
irreducible KG-module, and A is a linearly independent fours-group which acts
quadratically on V .
Lemma 8.2. V is an algebraic conjugate of a restricted module for G.
Proof. Suppose not. Then, by Theorems 4.13 and 4.15, V is the tensor product of two
or more algebraic conjugates of restricted modules. By Lemma 5.2, A acts linearly
dependently on each those restricted modules and so by Proposition 8.1, A is a linearly
dependent fours-group, contrary to the hypothesis of the theorem. ✷
Remark 4. It follows from Lemma 8.2 that we may assume that V is an restricted module.
Lemma 8.3. SupposeG=A2(K). Then V is isomorphic to one of the two natural modules
for G.
Proof. Let Vn denote the natural module for G. Because a is an involution and Vn
is 3-dimensional, we may assume that a is in a root subgroup, say Xr1+r2 . Also, as
CG(Xr1+r2)  B we have that A  U . In particular, since U = 〈Xr1,Xr2,Xr1+r2〉,
[Xr1,Xr2] = Xr1+r2 , and O2(P1) and O2(P2) are the only maximal abelian subgroups
of U , it follows that either A  O2(Pr1) or O2(Pr2). Without loss, we assume that
A  O2(Pr1). Since A is linearly independent, A  O2(P1) ∩ O2(P2) = Xr1+r2 , and
so b ∈ O2(Pr1) \ Xr1+r2 . Choose g ∈ Nr2 \ H . Then we have ag ∈ U \ O2(Pr1) and
bg ∈ Pr2 \U .
Let X = CV (O2(Pr1)) and note that CV (U)  X. If CU(X)  O2(Pr1), then all of
〈CU(X)Pr1 〉 =O2′(Pr1) acts trivially on CV (U), in which case λ= λr2 , and we are done.
So we may assume that CU(X)=O2(Pr1). In particular, CV (U) =X. Then, [X,ag] = 0.
Moreover, [X,ag] = [X,O2(Pr1)ag] is invariant under U and so CV (U)  [X,ag]. In
particular, we see that CV (U) is centralized by 〈U,bg〉. Hence, λ = λr1 and we are
done. ✷
Lemma 8.4. Let G= B2(K). Then V is either the natural or the spin module.
Proof. Suppose not. Then it follows that V = V (λ1 + λ2) since this is the only nontrivial
restricted module which is neither natural nor spin. Recall that r1 is a long root and r2 is
a short root. Let φ be the graph automorphism of G induced by the graph automorphism
of B2. Then as
φ :
{
hr1(t) → hr2(t),
2hr2(t) → hr1(t ),
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However, by Lemma 5.2, this implies that A must act linearly dependently on both the
natural and the spin module for G, contrary to A being a linearly independent fours-group,
proving the lemma. ✷
Proposition 8.5. If G, V , and A are as in Theorem 1.1 and if there exists a connected
rank two parabolic subgroup, say PJ , of G such that A# ⊆ O2′(PJ ) \O2(PJ ) and such
that AO2(PJ )/O2(PJ ) is a linearly independent fours-group in O2′(PJ )/O2(PJ ), then
λ⊥ ∩ Jw = ∅, for all w ∈W , where λ is the highest weight in V .
Proof. It follows from Lemmas 8.3 and 8.4 that if γ is the highest weight of any chief
factor of V for PJ , then γ⊥∩J = ∅. Thus, by Lemma 4.12, (λw)⊥ ∩J = ∅, for all w ∈W .
However, this is equivalent to the condition that λ⊥ ∩ Jw = ∅, for all w ∈W . ✷
Remark 5. Therefore to prove Theorem 1.1 for G ∼=G2(K), it is sufficient to show that
there exists a connected rank two parabolic subgroup which contains a linearly independent
fours-group. We will do exactly that in the next sections.
9. The classical groups
Lemma 9.1. Let G=An(K) and let A be a fours-group in G. Let V be the natural module
for G and suppose that A acts linearly independently on V . Then there is a 3-dimensional
subspace X  V normalized by A upon which A acts linearly independently.
Proof. Case 1. There exists v ∈ V such that 〈vA〉 is 4-dimensional.
Let X = 〈va + v, vb + v, vab + v〉. Then X is a 3-dimensional subspace normalized
by A, and as va + v ∈ CV (a) \CV (b), we see that CX(a) = CX(b), and so A act linearly
independently on X by Lemma 5.1.
Case 2. There exists v ∈ V such that 〈vA〉 is 3-dimensional.
Then X = 〈vA〉 satisfies the claim of the lemma since [v, b] ∈ K[v, a] implies that
vb ∈ 〈v, va〉. However, vb ∈ 〈v, va〉 implies that 〈vA〉 is only 2-dimensional, contrary to
the assumption.
Case 3. dimK(〈vA〉) 2 for all v ∈ V .
Choose v /∈ CV (a). Then v and va are linearly independent and so span 〈vA〉. Thus,
there exists λ and γ ∈ K such that vb = λv + γ va . Then vab = λva + γ v and v =
λvb + γ vab . Substituting, we get v = λ(λv + γ va) + γ (λva + γ v) = (λ2 + γ 2)v. So,
λ2 + γ 2 = 1 and hence λ= γ + 1. Thus vb = (γ + 1)v + γ va , and so [v, b] = γ [v, a].
Suppose now thatCV (a) ⊆ CV (b) and choosew ∈ CV (a)\CV (b). Then v+w /∈CV (a)
implies, by the above, that there exists α ∈K such that
γ [v, a] + [w,b] = [v, b] + [w,b] = [v +w,b] = α[v +w,a] = α[v, a],
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A-invariant subspace of V . Moreover, w ∈ CV (a) \ CV (b) implies that CX(a) = CX(b),
and so A acts linearly independently on X.
Thus we may now assume that dimK(〈vA〉) 2 for all v ∈ V and that CV (a)= CV (b).
Choose v,w /∈ CV (a). Then there exists γ,µ ∈K such that [v, b] = γ [v, a] and [w,b] =
µ[w,a]. We claim that γ = µ. Let W =K〈v,w〉, the subspace generated by v and w.
Suppose that W ∩CV (a) = 0. Then there exists α,β ∈K; such that αv+ βw ∈ CV (a).
Since W is only 2-dimensional and as W ⊆ CV (a), it follows that CW(a) = CW(b) =
K(αv + βw). Thus 0= [αv + βw,b] = αγ [v, a] + βµ[w,a] = [αγ v + βµw,a] implies
that αγ v + βµw ∈K(αv + βw) and so γ = µ.
Thus we may assume that W ∩ CV (a)= 0. In particular, there exists η ∈K; such that
[v+w,b] = η[v+w,a]. But then
η[v, a] + η[w,a] = η[v+w,a] = [v +w,b] = [v, b] + [w,b] = γ [v, a] +µ[w,a]
from which it follows that [(η+ γ )v + (η+µ)w,a] = 0. Hence, γ = η= µ. Therefore A
acts linearly dependently on V , contrary to our initial hypothesis, and showing that there
exists a v ∈ V such that 〈vA〉 is at least three-dimensional. ✷
Lemma 9.2. Let G = O2l(K), l  4, K algebraically closed or G = Bl(K) with l  3.
Let A  G be a fours-group and suppose that A contains no transvections and acts
linearly independently on V , the natural module for G. Then A acts faithfully and linearly
independently on either some singular 3-space in V or on x⊥/Kx for some x ∈ CV (A).
Proof. By Lemma 9.1 there exists 3-space E in V upon which A acts faithfully and
linearly independently. If E is singular, we are done.
So we may assume that E is not singular. Suppose that there exists x ∈ CE⊥(A) with
x /∈ E. Then E  x⊥ and E ∩Kx = 0. Thus A acts faithfully and linearly independently
on W = x⊥/Kx . If x is singular, we are done. If not CG(x) induces Sp2(l−1)(K) on W . By
induction on l, A acts faithfully and linearly independently on a singular 3-space F/Kx of
the symplectic space W or on y⊥/Ky for a singular vector y = z+Kx ∈W . In the first
case, F contains a singular 3-space on which A acts faithfully and linearly independently
and in the second, since K is perfect, we can choose z singular and such that A acts
faithfully and linearly independently on z⊥/Kz.
So we may assume that CE⊥(A)E.
Suppose now that CE⊥(A) is 1-dimensional. Then E⊥ is at most 4-dimensional and so
the dimension of V is at most 7. Thus G = B3(K). It follows that E⊥ is 3-dimensional.
CE⊥(A)= 1 implies that A also acts linearly independently on E⊥. By symmetry, we may
assumeCE(A)E⊥. AsA is elementary abelian, we conclude that [EE⊥,A] CE(A)=
CE⊥(A). Let a, b ∈ A; with a = b. Then there exists v ∈ E with [v, a] = 0 = [v, b] and
w ∈ E⊥ with [w,a] = 0 = [w,b]. But then Kv +Kw + CE(A) is a singular 3-space on
which A acts linearly independently.
Thus we may assume that CE⊥(A) is 2-dimensional. In particular, E ∩ E⊥ is at least
2-dimensional. But then |E/E ∩ E⊥| is at most 1-dimensional and so E  E⊥. Since
E is not singular, G = O2l(K). Let v ∈ E \ CE(A) and put x = [v, a] and y = [v, b].
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singular. Suppose that [x⊥, a]Kx . Then since a centralizes v+Kx but b does not, A is
a linearly independent fours-group on x⊥/Kx . So we may assume that [x⊥, a]Kx and
by symmetry [y⊥, b]Ky . But then A centralizes a subspace of codimension at most 2
in E⊥. SinceCE⊥(A) is 2-dimensional, we get the dimension ofE⊥  4 and the dimension
of E  7, a contradiction to l  4 in the O2l(K) case. ✷
10. En(K)
Recall we have assumed that G is a group of Lie type, defined over K , charK = 2, V is
a nontrivial, irreducible KG-module, and A  G is a linearly independent fours-group
which acts quadratically on V .
In this section, we also assume that G = En(K) with n = 6,7 or 8 and we choose
a, b ∈A such that 〈a, b〉 =A.
Proposition 10.1. There exists a fours-group D G such that
(1) D is quadratic on V .
(2) D is contained in a connected rank two parabolic P such that DO2(P )/O2(P ) is
a linearly independent fours-group in P/O2(P ).
Notice that results regarding En(K) in Theorem 1.1 follow immediately from the
Propositions 8.5 and 10.1.
The proof of Proposition 10.1 will follow from the next several lemmas.
Lemma 10.2. If there exists a root subgroup Xr of G such that |A ∩Xr | = 2, then there
exists a fours-group D which satisfies Proposition 10.1.
Proof. Suppose that b ∈ Xr and let X = 〈ACG(b)〉. As O2(NG(Xr))/Xr is the unique
minimal subgroup of CG(Xr)/Xr , it follows that O2(NG(Xr))  X. Thus there exists a
root subgroup Xs O2(NG(Xr)) such that r and s are contained in a root subsystem of
type A2. Choose an involution x ∈Xs . D = 〈x, b〉 is then the required fours-group. ✷
Proposition 10.3. If there exists a root subgroup, say X, such that a /∈ CG(X) but such
that b ∈ CG(X), then either there exists a fours-group D which satisfies Proposition 10.1
or there exists roots α,β ∈Φ , with α ⊥ β such that a = xα(1)xβ(1).
Proof. This follows directly from Lemmas 4.6 and 10.2. ✷
Lemma 10.4. Suppose that a and b centralize the same root subgroups in G. Then once
again, one can find a fours-group D which satisfies Proposition 10.1.
Proof. Suppose there exists a root subgroup Xr such that A centralizes 〈Xr,X−r 〉. If
NG(Xr) = Mi , then by Lemma 4.7, A  Li . The result then follows by Lemmas 9.1
and 9.2.
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subgroup.
First we consider G=E6(K). By Lemma 4.9 we may assume that
a = xr36(1)xr29(1)xr9(1)xr4(1).
Now let Φ ′ = 〈±r2,±r4,±r9,±r29〉. Then one can easily check that {r4, r9, r29, r36} ⊆Φ ′
and that Φ ′ has type D4. Thus, without loss, we may assume that a ∈ D4(K). We claim
that every involution in D4(K) centralizes a root subgroup and its corresponding negative
root subgroup.
Let {α1, α2, α3, α4} be fundamental root system forD4 with highest root r = α1+2α2+
α3 +α4 and assume that a′ is an involution in D4(K). By Lemma 4.9, we may assume that
a′ = xr(1)xα1(1)xα3(1)xα4(1). However, if we let
g = xα2+α3(1)xα1+α2(1)xα2+α4(1)xα1+α2+α3(1),
then ag = xα1(1)xα3(1)xα5(1) which centralizes 〈Xr,X−r 〉 and so the claim follows,
proving the lemma for E6(K).
Next we consider G = E7(K). As above, by Lemma 4.9, we may assume that a =
xr33(1)xr16(1)xr6(1)a′ where a′ is an involution in L1,6,7 ∼= D4(K). However, as we
saw above, every involution in D4(K) centralizes a root subgroup and its corresponding
negative root subgroup, so the lemma is also proven for E7(K).
Lastly, if G=E8(K), then becauseO2′(CG(〈Xr65,X−r65〉))= L8 ∼=E7(K), the lemma
follows by the above. ✷
To complete the proof of Proposition 10.1, it suffices to assume a and b centralize
different root subgroups and that a = xα(1)xβ(1), where α and β are perpendicular roots.
Now we investigate the structure of 〈ACG(a)〉. In particular, we will prove that since a
and b centralize different root subgroups, 〈ACG(a)〉 contains a fours-group which intersects
nontrivially, but is not contained in, a root subgroup and which acts quadratically on V .
Before we do this, however, we will first need to determineCG(a). Towards this end we
make a helpful, albeit nonobvious, choice for α and β as follows:
• For G=E6(K) we choose α = r32 and β = r33.
• For G=E7(K) we choose α = r27 and β = r29.
• For G=E8(K) we choose α = r58 and β = r59.
Recall that by Lemma 4.2, all sets of roots {α,β ∈Φ | α ⊥ β} are conjugate under W .
The following three lemmas, Lemmas 10.5–10.7, were adapted from [3] where they
appeared in a more general context.
Lemma 10.5. Let G=E6(K). Then CG(a)M1,6 and O2′(CG(a))=U0L0 where U0 =
O2(M1,6) =Q1Q6 and L0 ∼= Sp6(K). Moreover, U ′0 = Z(U0) =Q1 ∩Q6 is isomorphic
to the natural module for L1,6 ∼=D4(K)∼= SO+8 (K) with root elements corresponding to
singular vectors and a = xr32(1)xr33(1) corresponding to an nonsingular vector.
T. Englund / Journal of Algebra 268 (2003) 118–155 151Lemma 10.6. Let G = E7(K). Then CG(a)  M6 and O2′(CG(a)) = U0L0 where
U0 =Q6 = O2(M6) and L0 ∼= Sp8(K)× SL2(K). Moreover, U ′0 = Z(U0) is isomorphic
to the natural module for L6,7 ∼=D5(K)∼= SO+10(K) with root elements corresponding to
singular vectors and a = xr27(1)xr29(1) corresponding to an nonsingular vector.
Lemma 10.7. Let G= E8(K). Then CG(a)M1 and O2′(CG(a))= U0L0 where U0 =
O2(M1) = Q1 and L0 ∼= Sp12(K). Moreover, U ′0 = Z(U0) is isomorphic to the natural
module for L1 ∼=D7(K)∼= SO+14(K) with root elements corresponding to singular vectors
and a = xr58(1)xr59(1) corresponding to an nonsingular vector.
Lemma 10.8. G contains a quadratically acting fours-group A′ and a root subgroup
X such that |A′ ∩ X| = 2. In particular, there exists a fours-group D which satisfies
Proposition 10.1.
Proof. Let Z = {xα(λ)xβ(λ) | λ ∈ K}. If follows from the descriptions of CG(a) above
that Z  Z(CG(a)) and that all the elements of Z are conjugate in H .
Case 1. b ∈Z.
Then L0U0  CG(b) implies that O2
′
(CG(a))O2
′
(CG(b)). But then because a and
b are conjugate to each other, O2′(CG(a))=O2′(CG(b)), contrary to the hypothesis.
Case 2. b ∈U ′0 \Z.
Recall that U ′0 has the structure of a natural module for SO
+
2m(K), for some m and
that L0 is the centralizer of an nonsingular vector in U ′0. For n = 6 or 8, let M = L0.
For n = 7, recall that L0 ∼= Sp8(K) × SL2(K) and let M be the Sp8(K) factor. In all
cases then, M ∼= Sp2m−2(K). Now, when U ′0 is viewed as an MK-module, it contains
MK-submodules X and Y with X  Y such that X is 1-dimensional and is spanned by an
singular vector, Y/X is (2m− 2)-dimensional, and U ′0/Y is 1-dimensional. It follows that
〈bM +Z/Z〉 is isomorphic to the natural module for M . In particular, 〈bL0〉 must contain
an singular vector. Therefore, because singular vectors correspond to root elements in U ′0,
〈ACG(a)〉 must contain a root element.
Case 3. b ∈U0 \U ′0.
Because U ′0 = Z(U0) and because U0 is generated by root subgroups, it follows that
there is a root subgroup, X U0 such that [X,b] = 1. We claim that [X,b] ∩Z = 1.
Consider the set of all triples (R,S, x) where R and S are commuting root subgroups
in G and x is an involution in R∗S∗ which is not contained in any root subgroup. By
Lemmas 4.5 and 4.6, there are perpendicular roots r, s ∈ Φ+ such that RS is conjugate
to XrXs . Thus, it follows from Lemma 4.2 that all such triples are conjugate in G. In
particular, for a fixed involution x , we get that CG(x) is conjugate on the set of all pairs of
root subgroups R and S such that x ∈ R∗S∗. Therefore, since U ′0 is invariant under CG(a),
it follows that if R and S are root subgroups such that a ∈ R∗S∗, then R,S U ′0. That is,[R,b] ∩ Z = 1 only if R  U ′0. Consequently, [X,b] ∩ Z = 1. We choose x ∈ [X,b] with
|x| = 2 and let A′ = 〈a, x〉. By Case 2, 〈A′CG(a)〉 contains a root element.
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Suppose that [b,U0]  U ′0 = Z(U0). Then by the 3-subgroup lemma, [b,U ′0] = 1,
contrary to U ′0 being a faithful module for L0 if G = E6(K) or E8(K) and for L6,7 if
G= E7(K). Hence we can choose a root subgroup X  U0 \ U ′0 and x ∈ [b,X] such that
x ∈U0 \U ′0 and |x| = 2. We then apply Case 3 to A′ = 〈a, x〉.
Case 5. G=E7(K) and b /∈M6,7.
We can assume that b ∈U and so X = 〈X−r7 ,Xb−r7〉 is not a 2-group. Thus, by Lemma
4.5, X ∼= SL2(K) and so we can choose a root element x in 〈ACG(a)〉. Then A′ = 〈x, a〉 is
a quadratically acting fours-group containing a root element. ✷
Note that we have by now exhausted all possibilities, and so Proposition 10.1 holds.
11. F4(K)
Recall we have assumed that G is a group of Lie type, defined over K , charK = 2, V is
a nontrivial, irreducible KG-module, and A  G is a linearly independent fours-group
which acts quadratically on V .
In this section, we will assume further that G = F4(K) and we choose a, b ∈ A such
that 〈a, b〉 = A. Also let Φ be a root system of type F4. Recall from Table 4 that r23 and
r24 are the highest short and long roots in Φ , respectively. For ease of notation, let s = r23
and r = r24.
Notice that in F4(K) only subgroups of root subgroups are linearly dependent. Thus
the previous strategy of finding a linearly independent fours-group in a connected rank two
residue does not work here.
Lemma 11.1. LetG= F4(K) and suppose that a and b centralize the same root subgroups.
Then either V is as claimed in Theorem 1.1, or A is contained in a root subgroup of G and
hence is linearly dependent.
Proof. Suppose that V has weight λ. Let φ denote the graph automorphism of G.
By [4] G has four conjugacy classes of involutions with representatives t = xr(1),
u= xs(1), tu= xr(1)xs(1), and v = xr19(1)xr20(1).
If t ∈ A, then because CG(t) = O2′(M1) is generated by root subgroups and because
Z(O2
′
(M1))=Xr , it follows that AXr .
Similarly, if u ∈A, then AXs .
If tu ∈A, then becauseCG(tu) is generated by root subgroups and Z(CG(tu))=XrXs ,
as above, we get that AXrXs . Let J = 〈±r,±s〉. Then J has type B2. Because A is not
contained in a root subgroup, it follows from Lemmas 6.1 and 8.4 that every nontrivial
chief factor of V for 〈X±r ,X±s〉 must either be the tensor product of algebraic conjugates
of the natural module or the tensor product of algebraic conjugates of the spin module.
In particular, λ⊥ ∩ Jw = ∅ for all w ∈ W . Thus, by Proposition 7.1, λ in an integral
multiple of either λ1 or λ4. Moreover, becauseA is not contained in a root subgroup ofG, it
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conjugate of either V (λ1) or V (λ4).
Thus we may assume that v ∈ A. By [4], CG(v) is generated by root subgroups and
Z(CG(v)) = Xr19Xr20 . Thus A  Xr19Xr20 . Suppose that b = xr19(γ1)xr20(γ2). Because
aφ = a and bφ = xr19(γ2)xr20(γ 21 ), we can assume that γ1 = γ2. Now as r19 is a short root
and r20 is a long root and because r19 ⊥ r20, it follows from Lemma 4.2 that there exists
w ∈W such that {r19, r20}w = {r1, r3}. Hence Aw  L4 ∼= Sp6(K), the Levi complement
of M4. Note that because γ1 = γ2, we can assume thatAw does not act linearly dependently
on the natural module for Sp6(K). Moreover, if there exists a rank two parabolic subgroup
of type B2 such that A is contained in the Levi complement and is linearly dependent
there, then the result follows from the above cases. Thus we may assume that Aw is
linearly independent in L4. Therefore, it follows from Lemma 9.2 that there exist a
rank 2 connected root subsystem, say J , such that λ⊥ ∩ Jw′ = ∅ for all w′ ∈ W . By
Proposition 7.1, λ is an integral multiple of either λ1 or λ4. Moreover, because A is not
contained in a root subgroup, it follows as above that V is an algebraic conjugate of either
V (λ1) or V (λ4), as claimed. ✷
Lemma 11.2. Let G= F4(K) and suppose there exists a root subgroup X of G such that
|A ∩ X| = 2. Then there exists a parabolic subgroup of G of type B2 which contains a
linearly independent fours-group which acts quadratically on V .
Proof. Suppose that 1 = a ∈ A ∩ X. Because of the graph automorphism of G, we
may assume that X = Xr . Then because Z(O2(NG(Xr))) is the unique minimal normal
subgroup of NG(Xr) modulo Xr and because Xs  Z(O2(NG(Xr))), we have that
Xs  〈ACG(a)〉. Hence if we chose an involution x ∈ Xs , then A′ = 〈x, b〉 is the fours-
group claimed above. ✷
Lemma 11.3. Let G= F4(K) and suppose that a and b centralize different root subgroups
in G. Then there exists a connected rank 2 parabolic subgroup of G of type B2 which
contains a linearly independent fours-group which also acts quadratically on V .
Proof. First suppose that A contains a nontrivial element of a root subgroup. As above,
we may assume that 1 = a ∈ A ∩ Xr . Thus, because CG(a) = O2′(M1) and because
Z(O2
′
(M1)) = Xr , it follows that |A ∩ Xr | = 2, and so the lemma follows from
Lemma 11.2.
Hence, by Lemma 4.6, we may assume that a = xα(1)xβ(1) where α,β ∈Φ , |α| = |β|
and α is perpendicular to β . Because there are unique conjugacy classes of root subsystems
of type L⊥ L and of type S ⊥ S and because the root subsystem 〈±r,±s〉 contains root
subsystems of type L⊥ L and of type S ⊥ S, we may assume that α,β ∈ 〈±r,±s〉. Lastly,
because B2(K) has three conjugacy classes of involutions with representatives xr(1),
xs(1), and xs(1)xr(1), we may assume that a = xs(1)xr(1).
Note that because a ∈ Z(U), CG(a) PJ for some J ⊆Φ . One can easily check that
CG(a)=O2′(M1,4).
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ah = b. But then CG(b) = CG(a)h = CG(a), contrary to the assumptions of the lemma
since CG(a)=O2′(M1,4) is generated by root subgroups.
Thus we may assume that b /∈ XrXs . Because Z(Q1) ∩ Z(Q4) = XrXs , it follows
that either b /∈ Z(Q1) or Z(Q4). Also because of the graph automorphism of G which
interchanges Q1 and Q4 we can assume without loss that b /∈Z(Q4). Then 〈bQ4〉 ∩Q4 
Z(Q4). Thus as Q′4 = Xs , we can choose 1 = x ∈ [〈bQ4〉,Q4] ∩ Xs  〈ACG(a)〉. A′ =〈a, x〉 is then the required fours-group. ✷
12. G2(K)
Lastly we consider G2(K). Because of the unique structure of its associated root system
it is easier to do a small amount of computation rather than developing an approach similar
to the one used in the previous cases.
Lemma 12.1. Let G=G2(q). If A is not contained in a root subgroup of G, then V is an
algebraic conjugate of the natural module for G.
Proof. Assume that A is not contained in a root subgroup of G. We claim that, without
loss, we may assume that Q1 =O2(M1) 〈ACG(a)〉 for some a ∈ A. By [13] G has two
conjugacy classes of involutions with representatives x2r1+3r2(1) and xr1+2r2(1).
Case 1. a = x2r1+3r2(1) ∈A.
Since a ∈ Z(U), CG(a) PJ for some J ⊆Φ . One can easily check then that CG(a)=
O2
′
(M1) = Q1L1, where L1 = 〈Xr2,X−r2〉 ∼= Sl2(K). It follows from the commutator
relations that Q1 =Q1/X2r1+3r2 is abelian, and so may be regarded as a 4-dimensional
KL1-module with multiplication by a scalar, say γ , defined as conjugation by h2r1+3r2(γ ).
Moreover, because Xr1+3r2  CQr (Xr2), Xr2 ∈ Syl2(L1) and because xr1+3r2(γ )hr2 (λ) =
xr1+3r2(λ3γ ), we see that 〈XL1r1+3r2〉 contains a KL1-submodule isomorphic to Vn ⊗ V 2n ,
where Vn is the natural module for SL2(K). Since |K|> 2, this submodule is irreducible
and because it is four-dimensional, it must be all of Q1. In particular, since AX2r1+3r2 ,
Q1  〈ACG(a)〉.
Case 2. a = xr1+2r2(1) ∈A.
Then, again by [13], CG(a)= U2L2, where L2 = 〈X±r1〉, U2 = Xr1+2r2 ×Xr1+3r2 ×
X2r1+3r2 , and L2 acts irreducibly on Q=Xr1+3r2 ×X2r1+3r2 . So, AXr1+2r2 implies that
Q 〈ACG(a)〉. In particular, we can choose an element, say x , of a long root subgroup in
Q and apply Case 1 to the fours-group A′ = 〈a, x〉, proving our claim.
Thus we have [V,X2r1+3r2,Q1] = 0. Let g = wr1+3r2 . Then Xg2r1+3r2 = Xr1 implies
that [V,Xr1,Qg1 ] = 0 too.
Let V0 = CV (O2(Pr1)). By [9], V0 is an irreducible module for 〈Xr1,X−r1〉. So,
W = [V0,Xr1] is centralized by both Qg1 and O2(Pr1). However, 〈Qg1 ,O2(Pr1)〉 =G. Thus
W = 0, and so also [V0,O2′(Pr1)] = 0. Therefore, as V was assumed to be a restricted
module, we see that λ= λ2, completing the proof of Theorem 1.1. ✷
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