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Kurzzusammenfassung
Diese Diplomarbeit bescha¨ftigt sich mit der Entwicklung von Teststrukturen zur
Charakterisierung von Mikrosystemen auf Waferebene. Sie dienen zur Bestimmung
von Prozesstoleranzen. Ziel dieser Arbeit ist es, einen Algorithmus zu entwickeln,
mit dem Teststrukturen optimiert werden ko¨nnen. Dazu wird ein Ansatz zur Op-
timierung von Teststrukturen mittels eines Genetischen Algorithmus untersucht.
Grundlage fu¨r diesen ist eine Bewertung der Strukturen hinsichtlich der Sensiti-
vita¨t gegenu¨ber den Fertigungsparametern und der Messbarkeit der Eigenmoden.
Dem Leser wird zuerst ein Einblick in das Themengebiet und in die Verwendung von
Teststrukturen gegeben. Es folgen Grundlagen zur Fertigung und Messung von Mi-
krosystemen, zur Parameteridentifikation, sowie zu Optimierungsalgorithmen. An-
schließend wird ein Bewertungs- und Optimierungskonzept, sowie eine Softwareim-
plementation fu¨r die sich aus der Optmierung ergebenden Aufgaben, vorgestellt.
Unter anderem eine Eigenmodenerkennung mittels Neuronalem Netz und einer auf
der Vandermond’schen Matrix basierende Datenregression. Die Ergebnisse aus der
Umsetzung durch ein Testframework werden abschließend erla¨utert. Es wird ge-
zeigt, dass die Optimierung von Teststrukturen mittels Genetischem Algorithmus
mo¨glich ist. Die dargestellte Bewertung liefert fu¨r die untersuchten Teststrukturen
nachvollziehbare Resultate. Sie ist in der vorliegenden Form allerdings auf Grund
zu grober Differenzierung nicht fu¨r den Genetischen Algorithmus geeignet. Entspre-
chende Verbesserungsmo¨glichkeiten werden gegeben.
Abstract
This diploma thesis deals with the development of test-structures for the charac-
terization of microsystems on wafer level. Test-structures are used for the deter-
mination of geometrical parameters and material properties deviations which are
influenced by microsystem fabrication prozesses. The aim of this work is to esta-
blish principles for the optimization of the test-structures. A genetic algorithm as
an approach for optimization is investigated in detail. The reader will get an insight
in the topic and the application of test-structures. Fundamentals of fabrication and
measurement methods of microsystems, the parameter identification procedure and
algorithms for optimization follow. The procedures and a corresponding software
implementation of some applied issues, which are needed for the optimization of
test structures, are presented. Among them are neural network algorithms for mo-
de identification and a data regression algorithm, based on Vandermonde Matrix.
Results of implemented software algorithms and an outlook conclude this work. It
is shown, that the optimization of test-structure using a genetic algorithm is possi-
ble. An automated parameter variation procedure and the extraction of important
test-structures parameters like sensitivity and mode order are working properly.
However, the presented evaluation is not suitable for the genetic algorithm in the
presented form. Hence, improvements of evaluation procedure are suggested.
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Geometrie- und Materialparameter bestimmen das Verhalten Mikro-Elektro-Me-
chanischer Systeme (MEMS). Diese Parameter sind beispielsweise Strukturdicke,
Untera¨tzung und intrinsischer mechanischer Stress. Mit der steigenden Komplexita¨t
und fortschreitenden Miniaturisierung von Mikrosystemen stellt sich die Aufgabe
der Entwicklung von geeigneten Charakterisierungsmo¨glichkeiten auf Waferebene.
Der Prozess soll aus Zeit- und Kostengru¨nden wa¨hrend des Herstellungsprozesses
erfolgen.
In diesem Kapitel wird eine kurze U¨bersicht u¨ber das Themengebiet gegeben
und die Gru¨nde fu¨r die Verwendung spezieller Teststrukturen erla¨utert. Daraus
ergibt sich die Motivation dieser Arbeit. Der Stand der Technik wird im anschlie-
ßenden Abschnitt umrissen und abschließend werden einige Einsatzmo¨glichkeiten
verwendeter Optimierungsverfahren in Verbindung mit MEMS aufgezeigt.
Im folgenden Kapitel werden einige wichtige Grundlagen zusammengefasst.
Kapitel 3 verdeutlicht das Konzept der Arbeit und Kapitel 4 die entsprechende
Umsetzung, gefolgt von den Ergebnissen. Das Kapitel 6 zieht ein Fazit und gibt
einen Ausblick zur Fortsetzung des Themas.
1.1 Hinleitung zum Thema
Mikromechanische Sensoren und Aktuatoren, wie beispielsweise Beschleunigungs-
sensoren, Mikrospiegel und Mikrospiegelarrays, bilden eine wichtige Gruppe von
MEMS, die Feder-Masse-Da¨mpfer Systeme (engl. Spring-Mass-Damping (SMD)).
Ihre Beschreibung erfolgt durch ihr Systemverhalten, welches von Fertigungspara-
metern abha¨ngig ist. Abbildung 1.11 zeigt einige dieser SMD Systeme. Die Feder-,
Masse- und Da¨mpferelemente sind gut zu unterscheiden. Typischerweise verbinden
Federelemente (S) Massenelemente (M) mit einem festen Rahmen. Die Da¨mpfung
erfolgt durch die umgebenden Luft.
Die Informationen u¨ber technologische Prozesstoleranzen und Materialeigen-
schaften (wie in Abbildung 1.2 angedeutet) sollen innerhalb der Prozesskette zer-
1Quelle: Technische Universita¨t Chemnitz, Zentrum fu¨r Mikrotechnologien (ZfM)
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(a) Optisches System (b) Drucksensor (c) Beschleunigungssensoren
Abbildung 1.1: Beispiele fu¨r SMD-Systeme
sto¨rungsfrei fu¨r den ganzen Wafer ermittelt werden. Um den Prozessablauf nicht zu
behindern, muss der Vorgang in wenigen Minuten oder sogar Sekunden durchgefu¨hrt
werden. Die gewonnen Daten werden fu¨r die U¨berwachung des Fertigungsprozesses
genutzt.
Abbildung 1.2: Verteilung von Prozesstoleranzen u¨ber Wafer
Viele dieser Parameter sind, wie in [SFS+08] erla¨utert, durch direkte Messme-
thoden nicht ermittelbar. Daher muss eine indirekte Methode genutzt werden. Fu¨r
die Charakterisierung von MEMS werden statt der eigentlichen Strukturen spezielle
kleinere Teststrukturen verwendet. Die Gru¨nde fu¨r deren Verwendung werden im
nachfolgenden Abschnitt 1.2 beschrieben.
Kontaktfreie Messtechniken sind bei Anregung und Antwortsignaldetektion zu
bevorzugen. Es werden dynamische Charakteristiken, wie Eigenfrequenzen und die
zugeho¨rigen Eigenmoden, verwendet. Diese sind unabha¨ngig von der Anregungsam-
plitude und geben Informationen u¨ber das mechanische Verhalten der betrachteten
Komponenten.[SFS+08]
Die verwendete Messtechnik spiegelt sich in der gesamten Parameteridentifika-
tion wider. Sie besteht im Wesentlichen aus drei Schritten. Im ersten Schritt wird
die theoretische Anwort der Teststruktur durch numerische Modalanalyse ermittelt.
Anschließend erfolgt die Messung der Antwort der realen Teststruktur. Daraufhin
werden die theoretischen Daten mit den gemessenen in Verbindung gesetzt und
die gesuchten Parameter ermittelt. Abbildung 1.3 zeigt zusammenfassend den kom-
pletten Ablauf der Charakterisierung von Material- und Fertigungsparametern. Die
Teststrukturen werden zusammen mit MEMS auf einem Wafer gefertigt. Aus der
Parameteridentifikation werden Karten der gesuchten Parameter fu¨r den gesamten
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Abbildung 1.3: Ablauf der Charakterisierung von Waferparametern (nach
[SHF+07])
Wafer erzeugt. Aus diesen ko¨nnen Informationen zur Prozesskontrolle gewonnen
werden.
1.2 Verwendung von Teststrukturen
Bei der Fertigung von MEMS treten, wie eingangs erla¨utert, produktionsbedingte
Toleranzen auf. Die entsprechenden Parameter mu¨ssen identifiziert werden. Dazu
ist ein effizientes Verfahren notwendig. Basis fu¨r dieses sind spezielle Teststrukturen,
die nur der Identifizierung von Fertigungsparametern dienen.
Die Teststrukturen sind um ein Vielfaches kleiner als reale MEMS-Strukturen,
wie Abbildung 1.4 deutlich macht. Dadurch ko¨nnen sie ressourcensparend auf dem
Wafer im Raum zwischen den MEMS platziert werden, in welchem diese im letzten
Fertigungsschritt durch Sa¨gen getrennt werden (siehe Abbildung 1.5).
Die Vorteile bei der Verwendung von Teststrukturen liegen in der Zeiterspar-
nis, da nur eine einmalige Entwicklung und Simulation der Teststrukturen erfol-
gen muss. Diese Simulation von, im Vergleich zum MEMS einfachen, Strukturen
beno¨tigt weniger Zeit. Weiterhin besteht die Wiederverwendbarkeit in Verbindung
mit verschiedenen MEMS. Sie erlauben standardisierte Testmethoden und ko¨nnen
hinsichtlich einer erho¨hten Sensitivita¨t gegenu¨ber spezifischen Prozessparametern
ausgelegt werden.





zwischen Teststruktur und realer
MEMS-Struktur
Abbildung 1.5: Platzierung von Teststruktu-
ren auf einem Wafer
Die Anforderungen an eine TS umfassen unter anderem eine maximale Struk-
turgro¨ße, wegen der Platzierung auf dem Wafer, eine Mindestfla¨che fu¨r die Mes-
sung und eine klare Erkennbarkeit der Eigenmoden. Die Mindestanzahl dieser un-
abha¨ngigen Eigenmoden ist durch die Anzahl der unbekannten Parameter gegeben
(siehe Abschnitt 2.5). Eigenmoden in Out-of-Plane-Richtung sind auf Grund der
besseren Messbarkeit zu bevorzugen. Die Sensitivita¨t gegenu¨ber der zu identifizie-
renden Parameter soll hoch sein.
Die Teststrukturen sind ebenfalls Feder-Masse-Da¨mpfungssysteme, wobei die
Da¨mpfung klein sein soll. Die Breiten der Federn liegen im fu¨r MEMS typischen
Bereich von 3 bis 10µm.
Die Herausforderung bei der Entwicklung von Teststrukturen besteht darin,
eine
”
gute“ Struktur zu finden, welche die vorgegebenen Anforderungen erfu¨llt.
Eine Bewertung jeder einzelnen ist zur Vergleichbarkeit untereinander notwendig.
Ein Konzept zur Optimierung von Teststrukturen wird in Abschnitt 3.3 vorgestellt.
Im Abschnitt 2.5 wird der Ablauf der Parameteridentifikation mit Hilfe von
Teststrukturen kurz erla¨utert.
1.3 Motivation dieser Arbeit
Die vorliegende Arbeit bescha¨ftigt sich mit den fu¨r die Charakterisierung von MEMS
beno¨tigten Teststrukturen. Diese mu¨ssen bewertet und hinsichtlich ihrer Form und
der Sensitivita¨t gegenu¨ber der gesuchten Parameter optimiert werden. Je empfindli-
cher eine Teststruktur bezu¨glich eines Parameters ist, desto sicherer la¨sst sich dieser
identifizieren. Die fu¨r die Parameteridentifikation beno¨tigten Eigenmoden mu¨ssen
sich zudem eindeutig zuordnen lassen und die Eigenfrequenzen damit innerhalb des
messbaren Bereiches liegen. Zusa¨tzlich du¨rfen sie auf Grund ihrer Positionierung
auf dem Wafer eine bestimmte Gro¨ße nicht u¨berschreiten.
Fu¨r diese Optimierungsaufgabe gibt es zahlreiche Ansa¨tze. Die Wahl fiel dabei
anfa¨nglich auf Evolutiona¨re Algorithmen, Neuronale Netze und Zellula¨re Automa-
ten. Einige Anwendungen dieser in Verbindung mit MEMS werden in Abschnitt 1.5
zusammengefasst. Warum kein klassisches Optimierungsverfahren gewa¨hlt wurde,
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wird in Abschnitt 2.6 verdeutlich.
Nach eingehender Untersuchung der Leistungsfa¨higkeit und der Mo¨glichkeiten
dieser Algorithmen zeigte sich, dass Zellula¨re Automaten fu¨r diese Arbeit keine Re-
levanz besitzen. Die Begru¨ndung dazu findet sich in Abschnitt 1.5. Evolutiona¨re
Algorithmen scheinen geeignet, um die Teststrukturen in ihrer geometrischen Er-
scheinung zu optimieren. Dies wurde bereits fu¨r andere MEMS umgesetzt (siehe
Abschnitt 1.5). Neuronale Netze leisten keinen direkten Beitrag zur Erstellung neu-
er Strukturen. Jedoch ist im Rahmen der Simulation eine Eigenmodenerkennung
notwendig, welche als assoziative Aufgabe in ihren Anwendungsbereich fa¨llt.
Der derzeitige Stand der Technik in der Verwendung von Teststrukturen, eben-
so wie der Ansatzpunkt dieser Arbeit wird in Abschnitt 1.4 dargelegt.
In Kapitel 3 wird das Konzept der Optimierung von Teststrukturen schrittweise
erla¨utert, Kapitel 4 behandelt die Umsetzung. Die Ergebnisse folgen in Kapitel 5.
1.4 Stand der Technik
Zur indirekten Charakterisierung von MEMS existieren bereits einige Verfahren.
Gupta [GOS96] stellte 1996 den M-Test vor. Der M-Test basiert auf der Messung des
elektrostatischen Pull-In eines Sets von einfachen Teststrukturen in polykristallinem
Silizium. [OS97] Diese Methode beno¨tigt allerdings eine elektrische Kontaktierung
zu dem zu testenden Wafer.
An der Technischen Universita¨t Chemnitz wurde 1997 eine Technik zur experi-
mentellen Anpassung fu¨r Modellparameter auf Basis von Daten des Finite Elemente
(FE)-Modells und gemessener Eigenfrequenzen eines MEMS entwickelt.
Gupta [Gup00] pra¨sentierte 2000 eine Messtechnik zur Ermittlung geometri-
scher Parameter durch Messung und Simulation einer Mikrostruktur auf Waferebe-
ne. Die Basis bildeten analytisch berechnete und gemessenene Eigenfrequenzen.
Die Basis fu¨r die in dieser Arbeit beschriebene Parameteridentifikation legten
2005 Shaporin et al. [SHD05] mit der Charakterisierung der Geometrie und des
Stresses in einer Mikrospiegelanordnung aus einkristallinem Silizium. Dafu¨r wurde
das MEMS selbst und keine Teststruktur verwendet. Teststrukturen erweiterten
spa¨ter diese Technik.[SHF+07]
Die erste Generation von Teststrukturen hat ein einfaches Layout (siehe Ab-
bildung 1.6). Sie umfassen Strukturen mit mechanischer Stresskompensation zur
Bestimmung von Dicke, Maskenuntera¨tzung und Winkel der Seitenwa¨nde sowie
Strukturen ohne Stresskompensation zur Ermittlung von mechanischem Stress. Wei-
terhin sind im Testfeld einseitig eingespannte Federn mit seismischer Masse fu¨r das
Elastizita¨tsmodul und die Dichte des Materials vorhanden. [SFS+08]
Zur Optimierung der Teststrukturen werden die normierten Eigenfrequenzen
fnorm in Abha¨ngigkeit von den gesuchten Parametern — in Abbildung 1.7 dem
Parameter p — gesetzt. Der Winkel α zwischen den Kurven der Eigenfrequenzen
quantifiziert die Genauigkeit der Parameteridentifikation. Im optimalen Fall stehen






Abbildung 1.6: TS des aktuellen Testfeldes














(b) Optimale Abha¨ngigkeit bei zwei
Eigenfrequenzen
Abbildung 1.7: Eigenfrequenzabha¨ngigkeit von einem Parameter
Der Aufwand fu¨r den Optimierungsprozess steigt mit der Anzahl der gesuch-
ten Parameter erheblich an. Die Optimierung erfolgt nur an einer einzelnen Test-
struktur. Es mu¨ssen zahlreiche Strukturen untersucht, um eine geeignete fu¨r die
Identifizierung bestimmter Parameter zu finden. Auf Grund des enormen Zeit- und
Arbeitsaufwandes wird nach Mo¨glichkeiten gesucht, diesen Schritt zu automatisie-
ren und damit eine große Anzahl von Teststrukturen zu untersuchen.
Diese Arbeit legt die Grundlagen fu¨r diese Aufgabe und zeigt eine Beispielum-
setzung auf.
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1.5 Optimierungsverfahren fu¨r MEMS
Auf Grund der erwa¨hnten Komplexita¨t des Entwickelns von MEMS mu¨ssen eine
große Menge Ressourcen investiert werden. Viele dieser Investitionen werden durch
den iterativen Trial-and-Error Designprozess (siehe Abschnitt 2.7) verbraucht. Um
diesen Entwicklungsschritt zu verbessern, werden verschiedene Optimierungsverfah-
ren genutzt.
Eine Automatisierung hilft den Entwicklern schneller geeignete Randbedingun-
gen zu finden und damit den Entwicklungsprozess fu¨r MEMS fu¨r eine bestimmte
Herstellungstechnologie zu beschleunigen.
Zur Verbesserung bestehender Strukturen gibt es zahlreiche Ansa¨tze. Nicht
jedes Optimierungsverfahren wird den Anforderungen gerecht. Aus diesem Grund
mu¨ssen neben den klassischen Verfahren auch Alternativen untersucht werden.
In diesem Abschnitt werden einige Anwendungsbeispiele fu¨r ausgewa¨hlte Op-
timierungsverfahren in der Entwicklung von MEMS beschrieben. Die Auswahl be-
schra¨nkt sich dabei auf Evolutiona¨re Algorithmen, Neuronale Netze und Zellula¨re
Automaten. Diese haben den Vorteil, dass sie fu¨r viele Aufgaben angepasst werden
ko¨nnen.
Fan et al. [FGW+04] beschreibt die Anwendung eines evolutiona¨ren Ansatzes
zur Automatisierung der Synthese von MEMS. Ziel ist es, sich wiederholende Aufga-
ben zu eliminieren und durch parallel arbeitende Evolutiona¨re Algorithmen bessere
Lo¨sungen zu finden. Die Entwicklung eines MEMS wird dafu¨r in zwei Ebenen ge-
teilt — in das Makromodell fu¨r das Systemverhalten und das geometrische Layout.
Auf Systemebene wird eine Kombination aus genetischer Programmierung und Ver-
bindungsgraphen genutzt, um passende Designkandidaten fu¨r die Spezifikation zu
finden. In der Layoutebene werden Genetische Algorithmen zur Optimierung von
Geometrieparametern eingesetzt, um das physische Modell an das Verhaltensmodell
anzupassen. Die Umsetzung wird an einem Multiresonator-Mikrosystem verdeut-
licht.
Zhang et al. [ZKAS05] stellt eine hierarchische MEMS-Synthese und Opti-
mierungsarchitektur vor. Diese entha¨lt eine objektorientierte Komponentenbiblio-
thek mit einem MEMS-Simulationswerkzeug und einer zweistufigen Optimierung.
Die Stufen gliedern sich in globale Genetische Algorithmen und lokaler Verfeine-
rungen mit einem Gradientenverfahren. Die Komponentenbibliothek entha¨lt pri-
mitive Elemente und komplexere Anordnungen dieser. Zusa¨tzlich beinhalten sie
Verbindungsbedingungen und Randbedingungen fu¨r die genetischen Operationen
Mutation und Kreuzung. Die Verwendung dieses mehrdimensionalen Genetischen
Algorithmus (Multi-Objective Genetic Algorithm MOGA) wird am Beispiel eines
Resonators mit Meanderfedern dargestellt. Dieser soll bei einer mo¨glichst kleinen
Fla¨che eine bestimmte Mindeststeifigkeit und eine minimale Abweichung von der
gegebenen Resonanzfrequenz aufweisen. Die Ergebnisse zeigen, dass die zweistufi-
ge Optimierung den Vorteil hat, Strukturen im Layout automatisch zu variieren
und damit eine Vorauswahl mo¨glicher Designvarianten zu ermitteln. Mit dem Gra-
dientenverfahren werden diese weiter verbessert. Es wa¨re allein nicht in der Lage
beispielsweise neue Elemente an einer Struktur zu erga¨nzen. In [ZAKS06] ist die
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auf MOGA basierende Synthese na¨her beschrieben.
Li und Antonsson [LA98] beschreiben eine automatische Synthese von Masken-
layouts fu¨r MEMS mittels Genetischem Algorithmus. Dafu¨r wird aus einer gegebe-
nen Startpopulation zula¨ssiger zweidimensionaler Maskenlayouts jeweils ein 3D-
A¨tzprofil erstellt und mit dem zu erzielenden verglichen. U¨ber einen Genetischen
Algorithmus werden die Maskenlayouts vera¨ndert und ein entsprechendes A¨tzprofil
gesucht, welches dem zu erzielenden mo¨glichst nahe kommt.
Wie deutlich wird, ko¨nnen Evolutiona¨re Algorithmen genutzt werden, um be-
stehende Strukturen zu optimieren. Dabei liegt das Hauptaugenmerk oft auf Geo-
metrien, die modifiziert und erweitert werden. Aus bestehenden Bausteinen ko¨nnen
komplexere erstellt und weiterverwendet werden. Somit werden auch Strukturen
beru¨cksichtigt, die vom Entwickler aus Zeit– oder Komplexita¨tsgru¨nden nicht in
Betracht gezogen werden ko¨nnen. In dieser Arbeit liegt der Schwerpunkt auf dem
Vera¨ndern vorgegebener Grundgeometrien.
In manchen Fa¨llen ist nicht die Generierung neuer Strukturen, sondern ein Ver-
gleich mit vorgegebenen sinnvoll. Das Gleiche gilt fu¨r das Verhalten eines Systemes.
Asgary und Mohammadi [AM05] beschreiben die Verwendung Neuronaler Netze
als Fehlererkennungsmechanismus fu¨r MEMS. Die Reaktionen des Mikrosystemes
werden fu¨r ha¨ufige Fehler wie Ermu¨dung, Bru¨chigkeit, A¨tzabweichungen, Verun-
reinigungen und Stickingeffekte ebenso wie fu¨r das fehlerfreie Verhalten simuliert.
Diese werden dem Neuronalen Netz als Muster zum Training vorgelegt. Auf Basis
dessen klassifiziert das Neuronale Netz Eingabemuster und entscheidet, ob das Mi-
krosystem fehlerbehaftet oder fehlerfrei ist. In diesem Fall wird das Neuronale Netz
zur Mustererkennung eingesetzt.
Litovski et al. [LAZ04] beschreibt ein a¨hnliches Verfahren anhand eines mikro-
elektro-mechanischen kapazitiven Drucksensors. Eine erstellte Liste von Fehlerkodes
und zugeho¨rigen Fehlverhalten wird dem Neuronalen Netz gelernt, welches anschlie-
ßend in der Diagnose eines Systemes den wahrscheinlichsten Fehlerkode liefert. Der
Vorteil Neuronaler Netze, auch bei verfa¨lschten Eingaben ein korrektes Ergebnis zu
liefern, kommt hier zum Tragen.
Ilumoka und Tan [IT07] beschreiben die Verwendung Neuronaler Netze zur
Vorhersage von Versagenswahrscheinlichkeiten von MEMS und der Qualita¨tsverbes-
serung. Dazu stellen sie Eigenschaften von MEMS Lebenszeitstatistiken gegenu¨ber.
Das Neuronale Netz sagt dann fu¨r ein Mikrosystem mit bestimmten Eigenschaften
die mittlere Lebenszeit voraus. Die Qualita¨tsverbesserung wird durch Anpassung
der Eigenschaften erreicht. Die Vorgaben sind in diesem Fall den Lebenszeitstatisti-
ken gegenu¨bergestellte Eigenschaften der Mikrosysteme. So kann fu¨r eine Auswahl
von vorgegebenen Ausfallcharakteristiken eine Verfeinerung der Eigenschaften des
Mikrosystemes erreicht werden.
Diese Ausu¨hrungen zeigen, dass ein breites Einsatzspektrum fu¨r Neuronale
Netze in de Entwicklung von MEMS mo¨glich ist. Der Einsatz Neuronaler Netze in
der Entwicklung von MEMS verdeutlicht, dass ein breites Einsatzspektrum mo¨glich
ist. Dies ist der Vielzahl und der Anpassbarkeit von Netzwerkmodellen geschuldet.
Der Trend geht in Richtung Mustererkennung und Vergleichen von Soll– und Ist–
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verhalten von Strukturen. In dieser Arbeit wird die Mustererkennung eine tragende
Rolle spielen.
Ein weiteres Verfahren, welches fu¨r die Entwicklung von Mikrosystemen ein-
gesetzt werden kann, sei hier noch am Rande erwa¨hnt. Hubbard und Antonsson
[HA97] beschreiben den Einsatz Zellula¨rer Automaten zur Vorhersage anisotrop
gea¨tzter dreidimensionaler Strukturen in Silizium fu¨r beliebige Maskenformen. Zel-
lula¨re Automaten bestehen aus zahlreichen kleinen Zellen mit einem jeweils einfach
zu beschreibenden Verhalten. Das gesamte Verhalten vieler Zellen spiegelt das kom-
plexe Verhalten eines physikalischen Systemes wider. Hubbard unterteilt das Ma-
terial Silizium in Zellen mit jeweils mehreren Siliziumatomen. Das Verhalten dieser
und ihre Wechselwirkungen untereinander sind bekannt. Somit kann das Gesamt-
verhalten bei einem entsprechenden A¨tzprozess simuliert werden.
Zellula¨re Automaten finden bei Aufgaben Anwendung, die sich in viele gleiche
einfache Teile zerlegen lassen und deren Wechselwirkung bekannt ist. Sie kommen
in dieser Arbeit nicht zum Einsatz, da sich gezeigt hat, dass keine Aufspaltung in
einfache gleiche Teilaufgaben mo¨glich ist.
Da es im Entwicklungsprozess von MEMS zahlreiche Optimierungsaufgaben
gibt, mu¨ssen die Lo¨sungsstrategien entsprechend ausgewa¨hlt werden.
Kapitel 2
Grundlagen
Dieses Kapitel wird einen Einblick in die Grundlagen dieser Arbeit geben. Der
Weg geht dazu von der Simulation und Fertigung eines MEMS u¨ber die Messung,
beziehungsweise Ermittlung von Fertigungsparametern, zu Optimierungsansa¨tzen
fu¨r die Entwicklung.
Als erstes wird auf die Fertigungstechnologie Bonding and Deep Reactive Ion
Etching (BDRIE) fu¨r MEMS eingegangen. Im darauffolgenden Abschnitt wird ih-
re Modellierung in ANSYS erkla¨rt. Dabei werden charakteristische Parameter un-
geda¨mpfter Feder-Masse-Systeme erla¨utert, welche experimentell nach dem im an-
schließenden Abschnitt beschriebenen Verfahren gemessen werden.
Abschnitt 2.5 bescha¨ftigt sich mit den Grundsa¨tzen der Parameteridentifikati-
on, welche die Regressionsanalyse aus dem vorhergehenden Abschnitt verwendet.
Die Grundlagen der Informationsverarbeitung und Optimierung werden in Ab-
schnitt 2.6 umrissen, die darauffolgenden fu¨hren die Grundlagen fu¨r die in dieser
Arbeit verwendeten Verfahren weiter aus.
2.1 Fertigungstechnologie - BDRIE
Fu¨r die Herstellung von MEMS in Siliziummikromechanik wird das BDRIE-Verfah-
ren genutzt. Es ist eine oberfla¨chennahe Siliziumbulktechnologie, mit welcher hohe
Aspektverha¨ltnisse zwischen 20 und 30 mo¨glich sind. Das Verfahren kombiniert das
Bonden eines vorstrukturierten Basiswafers und eines aktiven Wafers mit der An-
wendung von tiefem reaktivem Ionena¨tzen (Deep Reactive Ion Etching (DRIE)) des
aktiven Wafers. Im Gegensatz zu anderen Fertigungstechnologien, welche isotrope
Untera¨tzung nutzen, um bewegliche Strukturen freizulegen, besitzt BDRIE weni-
ger Designeinschra¨nkungen. Die beweglichen Strukturen beno¨tigen keine Lo¨cher fu¨r
die Untera¨tzung und die Breite der vertikalen Spalte kann zwischen 1, 5µm und
mehreren hundert µm variiert werden. [HKB+05]
Die Technologieparameter A¨tzrate, A¨tzselektivita¨t und Anisotropie sind in den
10
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mit ∆d . . . gea¨tzte Dicke
t . . . A¨tzzeit
RSi . . . A¨tzrate Silizium
RMaske . . . A¨tzrate Lithographiemaske
Rlateral . . . laterale A¨tzrate im Medium
Rvertikal . . . vertikale A¨tzrate im Medium
Fu¨r den Basiswafer kommt Glas oder Silizium zum Einsatz, fu¨r den aktiven Wa-
fer Silizium. Der aktive Wafer entha¨lt bewegliche Strukturen und die Antriebs- und
Detektionselektroden fu¨r laterale Bewegungen. In Abbildung 2.1 sind die Prozess-










(b) 2. Direktbonden und Abdu¨nnen
Aktiver Wafer













(d) 4. Trencha¨tzen des Si bis zur Kammer
Abbildung 2.1: Ablauf BDRIE — Beispiel Si-Si (nach [HKB+05])
die Strukturierung des Basiswafers und der isolierenden thermischen Oxidschicht
durch DRIE. Dadurch werden die spa¨teren, 50µm tiefen, Kammern fu¨r die beweg-
lichen Strukturen gebildet. Im na¨chsten Schritt erfolgt das direkte Bonden eines
200µm dicken Si-Wafers, welcher durch A¨tz- und Polierprozesse auf die Ho¨he der
beweglichen mikromechanischen Strukturen (50µm) abgedu¨nnt wird. Anschließend
wird die Aluminiumschicht auf den aktiven Wafer aufgebracht und strukturiert. Das
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Trencha¨tzen des aktiven Wafers bis zu den Kammern beziehungsweise zum thermi-
schen Oxid stellt die beweglichen Siliziumelemente frei. Die laterale Isolation wird
durch die entstehenden Luftspalte gewa¨hrleistet.
Die Prozesstoleranzen (Abbildung 2.2) der resultierenden Strukturen werden
durch die einzelnen Schritte gepra¨gt. Die Strukturdicke wird durch den Abdu¨n-
nungsprozess und die Total Thickness Variation (TTV) des Wafers in Schritt 2










Abbildung 2.2: Prozesstoleranzen bei BDRIE
Durch den Bondprozess und das Aufbringen der Metallisierung kann mechani-
scher Stress in das Material eingebracht werden. Die Verformung des Chips kann
dabei in einem sehr geringen Bereich bis zu 0, 5µm liegen. Selbst kleine sind al-
lerdings ausreichend, um einen Stress von ungefa¨hr ±5 bis 15MPa in MEMS zu
verursachen. Fu¨hrt dieser Stress zu einer Verschiebung der Eigenfrequenz von etwa
5 bis 20%, so kann das MEMS unbrauchbar werden. [Sha05]
Der DRIE-Prozess in Schritt 4 bestimmt die Querschnitte von Federn und
Elektroden. Dieser Prozess soll ein hohes anisotropes A¨tzverhalten, eine gute Ho-
mogenita¨t und ausreichend Selektivita¨t zur A¨tzmaske haben. Die Time Multiplexed
Deep Etching (TMDE)-Technik [ABL+99], welche sich aus wiederholenden Sequen-
zen von Ablagerungs- und A¨tzschritten zusammensetzt, ist heute weit verbreitet.
Wa¨hrend der Ablagerung wird C4F8 genutzt, um die Seitenwa¨nde zu passivieren,
mit SF6 wird das A¨tzen umgesetzt. Eine aufu¨hrlichere Beschreibung findet sich in
[Hil04].
Dieser Prozessschritt verursacht das typische A¨tzprofil in Abbildung 2.2 mit Mas-
kenuntera¨tzung und der Keiligkeit des Querschnitts. Das Profil ist stark vom Prozes-
skammerdruck, der Fließgeschwindigkeit des Gases, der Zykluszeit, der angelegten
Spannung und der Spaltbreite abha¨ngig. [Hil04] Es ist weiterhin von der Tempera-
tur in der Na¨he der gea¨tzten Oberfla¨che abha¨ngig. Schmale MEMS-Elemente wie
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lange Federn fu¨hren die Wa¨rme nicht von den a¨tzenden Stellen ab, daher ist die
Abweichung in diesen Bereichen gro¨ßer. [SSS+09]
Typische Werte fu¨r technologische Abweichungen sind fu¨r die an der Techni-
schen Universita¨t Chemnitz verwendeten Prozesse in Tabelle 2.1 dargestellt.
Tabelle 2.1: Werte fu¨r technologisch bedingte Abweichungen (BDRIE-Prozess)
Merkmal Typische Abmessung Typische Abweichungen
vom Nennwert
Federbreite 3− 7µm ±100− 200nm
Federho¨he 50µm ±1− 3µm
Keiligkeitswinkel 0, 1◦ − 0, 3◦ ±0, 01◦ − 0, 05◦
Mechanischer Stress 0 ±5− 15MPa
Neben der Abweichung der Struktur kann es zu Schwankungen der A¨tzrate
u¨ber dem Wafer kommen. Die A¨tzratenvariation steigt mit der Strukturdichte. Die-
se wird somit durch die A¨tzratentoleranz limitiert. Wenn der Wafer sich wa¨hrend des
A¨tzprozesses in einer nichta¨tzbaren Umgebung befindet, kommt es zu einer anstei-
genden Konzentration der a¨tzenden Flour-Radikale und damit zu einer Erho¨hung
der A¨tzrate vom Wafermittelpunkt in Richtung der Waferperipherie. Dieser Ef-
fekt kann durch die Optimierung der Technologie [Lea06] oder u¨ber Kompensa-
tionsstrukturen [JJQH05] reduziert werden. Abbildung 2.3 stellt einen Wafer mit
A¨tzratenvariation und einem ohne gegenu¨ber.
(a) Wafer ohne Kompensation (b) Wafer mit Kompensation (c) A¨tzrate
Abbildung 2.3: A¨tzratenverla¨ufe u¨ber den Wafer
Trotz der Kompensationsmo¨glichkeiten muss die Vera¨nderung der Prozessab-
weichung u¨ber den Wafer ermittelt werden, da diese Einfluss auf das Verhalten der
MEMS haben. [CM07]
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2.2 Modellierung in ANSYS
ANSYS ist ein Simulationsprogramm, das die Finite Elemente Methode (FEM) um-
setzt. FEM ist ein numerisches Verfahren zur Lo¨sung von Differentialgleichungen.
Stark vereinfacht wird das Berechnungsgebiet in endlich viele kleine, aus Knoten
bestehende, Elemente unterteilt. Auf diese Knoten werden Ansatzfunktionen auf-
gepra¨gt. Diese bilden mit Anfangs- und Randbedingungen ein Gleichungssystem.
Seine Lo¨sung entspricht der numerischen Lo¨sung der Differentialgleichung. Die Me-
thode wird fu¨r physikalische Aufgaben eingesetzt. Die Grundlagen und Anwendun-
gen der Finiten Elemente Methode sind in [KW99] und [Kle00] ausfu¨hrlich erla¨utert.
Dieser Abschnitt soll einen kurzen Einblick in die Simulation mit ANSYS geben.
Die FE-Simulation in ANSYS erfolgt in drei Schritten:
• Modellerstellung und Aufbringen der Lasten (Pra¨prozessor)
• Ausfu¨hren des Lo¨sers (Lo¨sungsprozessor)
• Anzeige und Auswertung der Ergebnisse (Postprozessor)
Die Modellerstellung erfolgt in dieser Arbeit u¨ber Solid-Modeling und nach
dem Bottom-Up-Prinzip. Das bedeutet, dass die Vernetzung auf Basis der Modell-
geometrie automatisch erfolgt. Die Geometrie wird ausgehend von Punkten u¨ber
Linien, Fla¨chen und Volumen erzeugt, also von unten nach oben erstellt.Weitere
Modellierungsmo¨glichkeiten finden sich in [SGM06].
Fu¨r Strukturen der vorliegenden Arbeit wird vorrangig die Grundfla¨che, oder
entsprechend der Symmetrie nur ein Teil davon, erstellt. Anschließend erfolgt eine
Extrusion in Strukturtiefe und das Volumen wird mit Quaderelementen regelma¨ßig
vernetzt. Die Netzteilung entlang von Linien steuert die Netzdichte. Bei symme-
trischen Strukturen wird zusa¨tzlich eine Spiegelung entlang der Symmetrielinien
vorgenommen und Diskontinuita¨ten im Netz an der Schnittstelle behoben.
Fu¨r feste Einspannungen werden die Verschiebungen an den entsprechenden
Knoten der Finiten Elemente auf Null festgesetzt. Anschließend erfolgt die Analyse
— in diesem Fall Modalanalyse — im Lo¨sungsprozessor und die Auswertung im
Postprozessor.
Die in dieser Arbeit notwendige Parametervariation erfolgt in mehrere Schrit-
ten. Diese sind in Abschnitt 3.4 beschrieben. Die dabei beru¨cksichtigte Keiligkeit
von MEMS-Strukturen durch DRIE (siehe Abschnitt 2.1) ist in ihrer Umsetzung in
Abschnitt 3.5 erla¨utert.
Mit der Berechnung der Eigenfrequenzen und Eigenformen (Modalanalyse)
werden die wichtigsten Kenngro¨ßen fu¨r lineare dynamische Untersuchungen ermit-
telt. Sie gehen aus der Betrachtung des freischwingenden Systems hervor. Gleichung
2.4 zeigt die Bewegungsgleichung eines ungeda¨mpften Mehrmassenschwingers in
Matrixschreibweise. N Freiheitsgrade fu¨hren zu einem homogenen Gleichungssy-
stem mit N Gleichungen.
Mu¨ +Ku = 0 (2.4)
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mit M . . . Massenmatrix
K . . . Steifigkeitsmatrix
u . . . Verschiebung / Weg
u¨ . . . Beschleunigung
Bei Anregung mit einer harmonischen Funktion
u(t) = u · sin(ωt)
ergibt sich bei konstanter Masse und Steifigkeit die fu¨r jeden Zeitpunkt gu¨ltige Glei-
chung 2.5. Die Eigenfrequenzen werden aus den Eigenwerten des Gleichungssystems
berechnet. Die Schwingform u ergibt sich aus der Ru¨ckrechnung.
(K − ω2M)u = 0 (2.5)
Die Amplituden der Eigenformen u sind unbestimmt, da jedes Vielfache Glei-
chung 2.5 erfu¨llt. Sie werden daher normiert — ha¨ufig auf den ho¨chsten Wert der
Auslenkung. In der Messung zeigt sich bei Eigenfrequenzen eine deutliche U¨ber-
ho¨hung im Amplitudengang. Zur Kennzeichnung der Richtungen der maximalen
Auslenkungen sind die Begriffe In-Plane und Out-of-Plane definiert. Bewegungen
In-Plane finden fast ausschließlich in der Waferebene statt. Bei Out-of-Plane be-
wegt sich die Struktur aus ihr heraus. Dies ist fu¨r die Messbarkeit der Eigenmoden
relevant.
Numerische Methoden zur Modalanalyse sind in ANSYS eingebettet, wie bei-
spielsweise Block-Lanczos (lanb) und die Unterraum-Methode (subspace method
subsp). Die Analyse ist linear, jegliche Nichtlinearita¨t bleibt unberu¨cksichtigt. Eine
ausfu¨hrlichere Beschreibung findet sich in [SGM06].
2.3 Messung von MEMS-Eigenschaften
Eigenmoden werden experimentell mit einem Laser Doppler Vibrometer (LDV)
beru¨hrungslos bestimmt. Ein LDV arbeitet auf Basis von Interferometrie (Stichwort
”
Laserdopplerinterferrometrie“). Ein Laserstrahl wird auf eine schwingende Ober-
fla¨che fokusiert. Das zuru¨ckgestreute Licht weist eine Frequenzverschiebung durch
den Doppler-Effekt auf. Diese Verschiebung wird ausgewertet und beispielsweise
als Wegverschiebung dargestellt. [Pola] Eine Erweiterung stellt die Laser-Scanning-
Vibrometrie dar, mit welcher sich schwingende Fla¨chen erfassen lassen. Als Mess-
system wird der in Abbildung 2.4 dargestellte MSA-500 Micro System Analyzer der
Firma Polytec eingesetzt. Er ist fu¨r die Messung von MEMS optimiert und um-
fasst unter anderem ein auf Laser-Scanning-Vibrometrie basierendes Messsystem,
sowie ein Auswertesystem. Out-of-Plane und In-Plane-Schwingungen sind messbar.
Weitere Daten finden sich auf der Hersteller-Webseite [Polb].
Die Anregung der zu messenden Strukturen erfolgt in einem elektrostatischen
Streufeld. Piezoshaker werden wegen der geringeren erreichbaren Anregungsfre-
quenz nicht eingesetzt. Abbildung 2.5 zeigt eine Struktur in der Messkammer.
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Abbildung 2.4: Polytec MSA-500 Micro System Analyser
Abbildung 2.5: Strukturen in der Messkammer
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Tabelle 2.2: Richtwerte der Messintervalle von Eigenmoden
Frequenzmessbereich messbare Bemerkungen
fmess / kHz Eigenmoden
0 < fmess ≤ 10 In-Plane, Out-of-Plane Messung erfolgt strobosko-
pisch
10 < fmess ≤ 100 In-Plane, Out-of-Plane Messung erfolgt durch LDV
100 < fmess ≤ 500 Out-of-Plane In-Plane nicht mehr ein-
deutig messbar
fmess > 500 - Messungen sind nicht mehr
zuverla¨ssig mo¨glich
Ein Verfahren zur Parametercharakterisierung von MEMS ist in [Mei07] be-
schrieben. Die messtechnische Seite steht in dieser Arbeit im Hintergrund. Die Be-
schra¨nkung des Messverfahrens werden aber in der Evaluierung der Teststrukturen
beru¨cksichtigt.
Neben den Messparametern des Herstellers wurden in Experimenten Grenzen
der Messbarkeit festgestellt. Diese sind in Tabelle 2.2 dargestellt. Die Werte sind al-
lerdings Richtwerte, es ist durchaus mo¨glich, Eigenmoden außerhalb der angegeben
Intervalle zu messen. Generell wird deutlich, dass die Messbarkeit mit steigender
Frequenz abnimmt.
Um ho¨here Moden (ab 250 kHz) zu erregen, wird ein Hochspannungsversta¨rker
beno¨tigt. Dieser und die Elektroden ko¨nnen eine elektrostatische Federerweichung,
in Abha¨ngigkeit von Elektrodenform und Abstand, verursachen. Dieser Effekt wur-
de bei Teststrukturen noch nicht untersucht, allerdings bei anderen Strukturen be-
obachtet (siehe [BHY+02] und [SMR+04]).
2.4 Regressionsanalyse
Die Regressionsanalyse ist ein statistisches Verfahren, mit dem es mo¨glich ist, einen
Zusammenhang zwischen einer abha¨ngigen Variablen Y und einer oder mehreren
unabha¨ngigen Variablen xi mit
Y = f(x1, . . . , xn)
herzustellen.
Es existieren verschiedene Modelle, um die Abha¨ngigkeiten zu charakterisieren.
Ferner wird zwischen einfacher Regression (eine unabha¨ngige Variable) und mul-
tipler Regression (mehrere unabha¨ngige Variablen) unterschieden. An dieser Stelle
soll nur letztere betrachtet werden, da sie den allgemeinen Fall darstellt.
Das lineare Modell ohne Wechselwirkungen setzt voneinander isolierte un-
abha¨ngige Variablen voraus. Damit treten keine Kreuzterme in der Regressions-
funktion auf (siehe Gleichung 2.6). Treten Wechselwirkungen zwischen den un-
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abha¨ngigen Variablen auf, so werden die entsprechenden Kreuzterme hinzugefu¨gt.
Y = f(x1, . . . , xm) = b+
m∑
i=1
ai · xi (2.6)
mit Y . . . abha¨ngige Variable
xi . . . i-te unabha¨ngige Variable
m . . . Anzahl der unabha¨ngigen Variablen
ai . . . Regressionskoeffizient der i-ten unabha¨ngigen Variablen
b . . . Gleichanteil
n . . . Anzahl der unabha¨ngigen Variablen
Quadratische und ho¨herwertige Modelle mit Wechselwirkungen lassen sich mit
Gleichung 2.7 beschreiben.
Y = f(x1, ..., xm) =
∑
ni ∈ {0, ..., Nxi}






mit Nxi ... Regressionsgrad des Parameters xi






Die Regressionskoeffizienten a werden u¨ber die Methode der kleinsten Fehler-
quadrate ermittelt. Das Verfahren ist in Anhang A ausfu¨hrlicher fu¨r die konkrete
Anwendung erla¨utert.
Das Ergebnis der Regressionsanalyse ist das sogenannte Response Surface (auch
Antwortfla¨che), welches einen funktionalen Zusammenhang zwischen der abha¨ngi-
gen und den unabha¨ngigen Variablen herstellt.
2.5 Identifikation von Parametern
Die Parameteridentifikation von MEMS basiert, wie in Kapitel 1 erwa¨hnt, auf drei
Schritten:
1. Numerische Modalanalyse der (mit mechanischem Stress vorbelasteten) TS
2. Experimentelle Modalanalyse der TS
3. Abgleich von numerischer und experimenteller Modalanalyse und Extraktion
der Parameter
Die Grundlage ist nicht das eigentliche Mikrosystem, sondern die fu¨r diesen Zweck
optimierten Teststrukturen.[SFS+08]
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Wie in Abbildung 2.6 dargestellt, sind die Schritte zur Ermittlung der theoreti-
schen und realen Antwort einer Teststruktur unabha¨ngig voneinander. Die Numeri-
sche Modalanalyse liefert u¨ber eine FE-Simulation der Teststruktur mit verschiede-
nen Werten typischer Designparameter Werte fu¨r das Erstellen einer mehrdimensio-
nalen Regressionsfunktion (Response Surface). Die konkrete Vorgehensweise ist in
Abschnitt 3.4 beschrieben. Die experimentelle Modalanalyse erfolgt durch Messung
der gefertigten Teststrukturen mit einem LDV und einem Signalanalysator wie in
Abschnitt 2.3 beschrieben. Die ermittelten Eigenfrequenzen und die zugeho¨rigen
Bewegungsformen bilden die reale Antwort der Teststruktur.
mit LDI und Signalanalysator
Messung der Antwort der TS
zugehörige Bewegungsform
Eigenfrequenzen und 
reale Antwort der TS
Experimentelle Modalanalyse
Erstellen einer mehrdimensionalen
mathem. Fitfunktion der Daten
(Antwortfläche / "Response Surface")
Simulierte Modalanalyse und 
Parametervariation
theoretische Antwort der TS
Numerische Modalanalyse
Abgleich der Daten 
Ermittlung der Prozesstoleranzen aus dem
Abbildung 2.6: Schritte der Parameteridentifikation
Durch Kombination der theoretischen und realen Werte werden die unbekann-
ten gesuchten Parameter durch die Methode der kleinsten Fehlerquadrate ermit-











mit ~p . . . Vektor der gesuchten Parameter
N . . . Anzahl der realen Eigenfrequenzen
fFEMi . . . Soll-Eigenfrequenz aus der FEM-Simulation
fexpi . . . reale Eigenfrequenzen aus der Messung
Die Anzahl der beno¨tigten Eigenfrequenzen ist abha¨ngig von der Anzahl der
zu erfassenden Designparameter. Diese Eigenfrequenzen mu¨ssen unterschiedliche
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Eigenmoden besitzen.
Bei der Variation von Parametern kann es zum Vertauschen von Eigenmoden
kommen (siehe Anhang C). Die Eigenmoden mu¨ssen fu¨r die Antwortfla¨che eine
konstante Reihenfolgen aufweisen, da sonst der Regressionsfehler steigt. Es ist somit
eine Sortierung der Eigenmoden unter Umsta¨nden notwendig.
2.6 Optimierung und Informationsverarbeitung
Die Optimierungstheorie ist ein Teil der angewandten Mathematik, dass sich mit
der Optimierung bestimmter Prozesse und Verfahren bescha¨ftigt. Teilgebiete sind
beispielsweise die lineare und nichtlineare Optimierung.
Die Lo¨sungsverfahren umfassen klassische Optimierungsverfahren ebenso wie
heuristische Verfahren. Diese haben das Ziel, mit begrenztem Wissen und Zeit zu
einer guten Lo¨sung zu kommen. Die Lo¨sungssuche erfolgt in einem n-dimensionalen
Parameterraum mit den Parametern p1, . . . , pn und einer Qualita¨tsfunktion — auch
Qualita¨tsgebirge — Q, welche jede Parameter-Kombination eindeutig bewerten
kann. Gesucht sind die optimalen Parameterwerte pi,optimal, fu¨r die Q(p1, . . . , pn)







Abbildung 2.7: Qualita¨tsgebirge eines 2D-Parameterraums
Klassische Optimierungsverfahren lassen sich in deterministische und nichtde-
terministische Verfahren untergliedern. Evolutiona¨re Algorithmen (EA) za¨hlen zu
den heuristischen Verfahren, welche allerdings nicht direkt in diese Einteilung ein-
ordnen lassen. Im folgenden sollen alle drei kurz vergestellt und auf die Eignung in
dieser Arbeit hin verglichen werden.[SHF94]
Deterministische Verfahren, welche sich auch fu¨r die Suche in hochdimensio-
nalen Parameterra¨umen eignen, sind unter anderem die Gauß-Seidel Strategie, das
Gradienten-Verfahren und das Simplex-Verfahren. Sie ko¨nnen unter dem Stichwort
“hill-climbing Stategien” zusammengefasst werden, da sie sich wie Bergsteiger, im-
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mer am lokalen Anstieg orientieren und bevorzugt dorthin bewegen, wo ein Anstieg
festzustellen ist.[SHF94]
Die Gauß-Seidel Strategie geht sukzessiv vor. Der Parameter p1 wird in ei-
ne Richtung vera¨ndert. Steigt die Qualita¨tsfunktion, wird der Parameter weiter in
diese Richtung vera¨ndert, bis sein maximal zula¨ssige Wert erreicht ist oder Q wie-
der “kippt”, also kleiner wird. Die Prozedur wird nacheinander fu¨r alle Parameter
durchgefu¨hrt und solange wiederholt, bis ein zufriedenstellender Wert fu¨r Q erreicht
ist.[SHF94]
Das Gradienten-Verfahren richtet sich in jedem Punkt des Qualita¨tsgebirges
nach dem steilsten Tangentenanstieg. Dazu werden die partiellen Ableitungen der
Qualita¨tsfunktion nach den Parametern bestimmt. Die Parameteranpassung erfolgt
in Richtung des steilsten Gradienten und proportional zur Steigung, das heißt in der
Na¨he des Optimums erfolgen kleine Adaptionsschritte, in weiterer Entfernung in der
Regel gro¨ßere. In der Praxis ist es nicht auf differentierbare Funktionen beschra¨nkt,
da oft mit Differenzenquotienten statt mit Ableitungen gearbeitet werden kann.
[SHF94]
Das Simpex-Verfahren geht nicht von einem Startpunkt aus, sondern von meh-
reren gleichzeitig. In einem n-dimensionalen Suchraum werden n+1 Startpunkte
verwendet und so gesetzt, dass sie untereinander gleiche Absta¨nde aufweisen. Der
Eckpunkt des Simplex mit dem schlechtesten Wert von Q wird gestrichen, an sei-
ne Stelle tritt ein neuer Punkt, der durch Spiegelung des gestrichenen Punktes
am Mittelpunkt des verbleibenden n-Ecks hervorgeht. Es kann zu einer Oszillation
kommen, wenn der neue Punkt wieder der schlechteste ist. Um dies zu verhindern,
fa¨llt die Wahl zur Spiegelung in diesem Fall auf den zweischlechtesten Punkt. Nach
einigen Iterationen werden noch Polyeder erzeugt, die um den Eckpunkt mit dem
ho¨chsten Qualita¨tswert Q rotieren. Eine Qualita¨tsverbesserung kann dann nur noch
erreicht werden, indem die Kantenla¨nge des Polyeders reduziert wird.[SHF94]
Nichtdeterministische Optimierungsverfahren machen bei der Suche nach dem
Optimum in großen Suchra¨umen vom Zufall Gebrauch. Wenn u¨ber Lage des Op-
timums keine Kenntnis vorhanden ist — was in der Praxis ha¨ufig der Fall ist,
sind zufallsgesteuerte Verfahren unter Umsta¨nden weitaus effizienter als determi-
nistische Algorithmen. Basiert das deterministische Verfahren auf einer auch nur
geringfu¨gig falschen Annahme, kann es bereits nutzlos sein. Bei fehlender Lage-
kenntnis des Optimums ist oft nicht beurteilbar, ob Suchstrategie und Annahmen
richtig sind. Ein Beispiel fu¨r ein nichtdeterministisches Verfahren ist das Monte-
Carlo-Verfahren.[SHF94]
Heuristische Optimierungsverfahren liegen ha¨ufig in der Mitte der vorange-
gangenen Klassifizierung. Ein einfaches Beispiel ist das in Abschnitt 2.7 erkla¨rte
Trial-and-Error Verfahren. Bei diesem werden solange Lo¨sungsmo¨glichkeiten gete-
stet, bis ein akzeptables Ergebnis vorliegt. Diese ist oft nicht die optimale Lo¨sung.
Die Grundidee der Evolutiona¨re Algorithmen basiert auf der natu¨rlichen Evo-
lution der Arten. Evolution ist die Vera¨nderung der vererbbaren Merkmale von Le-
bewesen von Generation zu Generation. In der Natur streben die Lebenwesen nach
einer Anpassung an die gegebenen Lebensbedingungen um verfu¨gbare Ressourcen
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besser nutzen zu ko¨nnen. Die zu optimierenden Parameter bilden in der Optimie-
rungstheorie die Erbinformation beziehungsweise die Chromosomen. Durch Selekti-
on werden bevorzugt bewa¨hrte, erfolgreiche Genome miteinander kombiniert. Evolu-
tiona¨re Algorithmen suchen nicht mit konstanter Wahrscheinlichkeit den Suchraum
ab, sondern bevorzugt in Regionen in denen eine u¨berdurchschnittliche Zunahme
erfolgreicher Genome zu erwarten ist. Sie sind also zielgerichteter als klassische Op-
timierungsverfahren, aber za¨hlen dennoch nicht zu den deterministischen Verfahren.
Diese Mischung ist das Erfolgsrezept.[SHF94] Ein weiterer Vorteil Evolutiona¨rer Al-
gorithmen im Vergleich zu “hill climbing” Methoden ist, das keine Differential- oder
Differenzenquotienten beno¨tigt werden.
In der Simulation wie auch in der experimentellen Analyse mu¨ssen Informa-
tionen verarbeitet werden. Soll eine Mustererkennung erfolgen, so geschieht dies
im konventionellen Sinne durch den Mensch. Dies kostet Zeit und Ressourcen, des-
halb ist ein Verfahren wu¨nschenswert, welches Muster erkennt und entsprechend
behandelt. In dieser Arbeit werden Neuronale Netze dafu¨r eingesetzt. Die entspre-
chenden Grundlagen werden in Abschnitt 2.9 behandelt. Sie werden im Zusammen-
hang mit Optimierungsverfahren aufgefu¨hrt, da sie ein gegebenes Muster mit einem
Zielmuster vergleichen ko¨nnen. Damit wa¨re im weitesten Sinne ein automatisiertes
Trial-and-Error Verfahren mo¨glich.
In der vorliegenden Arbeit werden Evolutiona¨re Algorithmen zur Optimierung
von Teststrukturgeometrien eingesetzt, die Grundlagen finden sich in Abschnitt 2.8.
Die Wahl fiel auf dieses Verfahren, da der Suchraum nicht durch eine Funktion de-
finiert werden kann und Trial-and-Error nicht methodisch gut genug durchfu¨hrbar
ist. Neuronale Netze dienen zur Mustererkennung fu¨r den Simulationsteil der Para-
meteridentifikation, um die Reihenfolge der Eigenmoden zu pru¨fen beziehungsweise
zu korrigieren (siehe Abschnitt 2.5).
2.7 Trial and Error - Versuch und Irrtum
Das Trial and Error-Verfahren ist eine Lo¨sungssuche, bei der solange Lo¨sungsmo¨g-
lichkeiten getestet werden, bis die gewu¨nschte Lo¨sung gefunden ist. Dabei werden
Fehlschla¨ge in Kauf genommen. Theoretisch ko¨nnen damit alle Lo¨sungen in endlich
langer Zeit gefunden werden. Der Nachteil dieser Methode ist der zeitliche Aufwand
bei gro¨ßeren Lo¨sungsra¨umen. Dieser kann allerdings mit entsprechender Erfahrung
und Wissen eingeschra¨nkt werden.
In Abbildung 2.8 ist beispielhaft ein Teil eines Suchbaumes dargestellt. Nach
dem Verknu¨pfen von Einzelelementen zu komplexeren Elementen werden diese ge-
testet und weiter modifiziert. Einige davon sind nicht erfolgversprechend (gekenn-
zeichnet mit Error). Werden deren Unterba¨ume bei der Lo¨sungssuche nicht be-
ru¨cksichtigt, kann der Lo¨sungsraum enger eingegrenzt werden. Im Ergebnis dieses
Verfahrens finden sich Strukturen, die den gestellten Randbedingungen genu¨gen.
Aus diesen kann eine weitere Auswahl erfolgen.








Abbildung 2.8: Beispieldarstellung Trial and Error-Verfahren
2.8 Evolutiona¨re Algorithmen
Die Natur ist Vorbild fu¨r eine gute Anpassungsstrategie. Milliarden von Lebens-
formen sind an ihre Umwelt im Laufe der Zeit durch Evolution angepasst worden.
Daraus kann ein leistungsstarkes Optimierungsverfahren entwickelt werden, jedoch
ohne exakt nachzubilden, sondern indem Grundprinzipien wie Selektion, Rekombi-
nation, Mutation etc. zur Lo¨sung schwieriger theoretischer und praktischer Proble-
me genutzt werden.
In den folgenden Unterabschnitten wird die Grundlage Natur kurz umrissen
und danach der Schwerpunkt auf die Evolution als Optimierungsverfahren gelegt. Es
folgen Grundbegriffe und ihre Zusammenha¨nge untereinander. Anschließend werden
die klassischen Modelle Evolutiona¨rer Algorithmen zusammengefasst. Der letzte
Unterabschnitt bescha¨ftigt sich mit der programmtechnischen Umsetzung in die
Bibliothek GAlib, welche in dieser Arbeit verwendet wird.
2.8.1 Grundlage Natur
Charles Darwins (1809-1882) Vero¨ffentlichung
”
U¨ber die Entstehung der Arten
durch natu¨rliche Auslese“ war 1859 eine Sensation. Er behauptete, dass sich alle
Lebewesen u¨ber lange Zeitra¨ume aus primitiveren Arten heraus entwickelt haben.
Dabei wa¨chst ihre Anzahl ohne hindernden Einfluss in der Regel in einem geometri-
schen Verha¨ltnis an, wa¨hrend die Nahrungsmittelgrundlage meist nur arithmetisch,
also wesentlich langsamer zunimmt. Daraus entsteht ein Selektionsdruck, der die
Abnahme der Anzahl erzwingt, bis die Nahrungsmittel wieder ausreichen. Die am
besten angepassten Individuen u¨berleben (engl. survial of the fittest). Die Natur
strebt nach einem Gleichgewicht der Arten.[SHF94]
2.8.2 Evolution als Optimierungsprozess
Die Natur ist verschwenderisch mit Individuen, wenn es daraum geht, eine An-
passung an die Lebensbedingungen zu erreichen. Die entscheidende Gro¨ße in die-
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sem Prozess ist die Zeit. Fu¨r eine effiziente Optimierungsstrategie gibt es nur zwei
Mo¨glichkeiten — sehr kurze Generationsfolgen, damit sich die Individuen in einer
Folge schnell den vera¨nderten Bedingung anpassen ko¨nnen, oder viele Individu-
en gleichzeitig, damit die beno¨tigte Evolutionszeit reduziert wird. Im Sinne der
klassischen Suchstrategien ist dies eine gekoppelte Tiefen- und Breitensuche be-
ziehungsweise eine Kombination aus serieller und paralleler Suche. Das ist fu¨r die
Parallelisierbarkeit der evolutiona¨ren Suche entscheidend. Die Simulation kann da-
durch erheblich beschleunigt werden.
Zusammenfassend stellt Evolution ein spezielles Optimierungsverfahren dar,
dass in der Lage ist, selbst komplexeste Strukturen in relativ kurzen Zeitra¨umen an
ihre Umwelt- und Lebensbedingungen anzupassen. Dies wird durch Manipulation
der Erbinformation und den damit verbundenen grundlegenden Steuerungsmecha-
nismen erreicht. Es ist eine Art Suchprozess im Raum der genetischen Informationen
beziehungsweise im Raum der mo¨glichen Erbanlagen. Ziel ist es, die Erbanlagen zu
finden, die ein Individuum oder eine Art am besten dazu befa¨higen, mit den gege-
benen Bedingungen zurecht zu kommen.
2.8.3 Grundbegriffe
Die Grundbegriffe fu¨r EA sind in der VDI/VDE Richtlinie 3550 Blatt 3 [Nor03] zu-
sammengefasst. An dieser Stelle sollen einige erkla¨rt werden, die fu¨r das Versta¨ndnis
notwendig sind.
Ein EA besteht aus einer Population. Das ist eine Gruppe von Individuen
mit gleichartiger Genomstruktur. Die Populationsgro¨ße entspricht der Anzahl der













Abbildung 2.9: Kodierung der Chromosomen
Ein Genom oder Chromosom ist aus Genen aufgebaut. Gene stellen in der
Regel jeweils einen Parameter dar. Diese Repra¨sentation wird als Genotyp bezeich-
net. Die konkrete Auspra¨gung der duch den Genotyp kodierten Eigenschaften ist
der Pha¨notyp. Die Gesamtheit aller Gene in einer Population bildet ihren Genpool.
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Mo¨gliche Auspra¨gungen eines Gens, wie beispielsweise bei bina¨rere Repra¨sentation
0 und 1, heißen Allele.
Die Anpassung an ein Zielkriterium erfolgt iterativ in Generationen. Der Evo-
lutionsprozess wird durch das Abbruchkriterium beendet. Dies kann eine maxima-
le Anzahl an Generationen, eine maximale Rechenzeit oder Konvergenz sein. Die
Konvergenz wird in Gen-Konvergenz und Konvergenz gegen Optimalzusta¨nde un-
terschieden.
Der Suchraum wird durch eine Fitnesslandschaft (auch Gu¨tegebirge) charakte-
risiert. Sie beschreibt den Zusammenhang zwischen der zu optimierenden Funktion
(Zielfunktion) und der Lage des Individuums im Suchraum. Der Zielfunktionswert
ist die Bewertung des Pha¨notyps eines Individuums.
Der Ablauf in einer Generation gliedert sich prinzipiell in die fu¨nf Schritte
Selektion,Bildung,Manipulation, Bewertung und Ersetzen von Individuen. Die erste
Generation wird durch eine Urpopulation gebildet.
Die Selektion erfolgt auf Basis der Fitness. Diese gibt an, wie gut ein Indivi-
duum zur Reproduktion geeignet ist. Generell ist die Fitness von der Bewertung
zu unterscheiden. Es gibt allerdings Varianten von EA, die diese Unterscheidung
nicht treffen. Der Selektionsdruck ist u¨ber das Verha¨ltnis der Wahrscheinlichkeit
der Auswahl des besten Individuums zur durchschnittlichen Selektionswahrschein-
lichkeit aller auswa¨hlbaren Individuen definiert. Die Selektion gibt die Richtung der
Evolution an.
Die Bildung von Individuen kann durch Replikation oder Rekombination erfol-
gen. Bei ersterer werden sie kopiert, letztere erzeugt in der Regel aus zwei Eltern
durch Kreuzung (auch Crossover) zwei Nachkommen. Abbildung 2.10 zeigt als Bei-
spiel eine 1-Punkt-Kreuzung. Die Chromosomen der Eltern werden jeweils an einem
Punkt getrennt und die Teile vertauscht wieder zusammengesetzt. Die Wahrschein-
lichkeit, dass eine Kreuzung stattfindet, wird mit Kreuzungs- oder Crossoverrate
bezeichnet.
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Abbildung 2.10: Ein-Punkt-Crossover
Die Manipulation von Individuen bringt eine Variation in die Population. Sie
erfolgt durch Mutation, bei der ein oder mehrere Gene eines Chromosoms vera¨ndert
werden. Abbildung 2.11 zeigt beispielhaft eine Punktmutation. Die Mutationsrate
gibt die Wahrscheinlichkeit fu¨r das Auftreten einer Mutation an.
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Abbildung 2.11: Ein-Punkt-Mutation
Die Bewertung legt die Lage der Individuen im Gu¨tegebirge fest. Auf Grund
dieser werden die Individuen fu¨r die folgende Generation bestimmt. Die Bewer-
tungsfunktion ist eine Art Gu¨te. Sie gibt an, wie nahe ein Chromosom am gesuchten
optimalen Wert ist.
Werden die Details vernachla¨ssigt, beruht der von der Evolution durchgefu¨hrte
Suchprozess auf drei einfachen Prinzipien: der Mutation des Erbgutes, der Rekom-
bination der Erbinformation und der Selektion auf Grund der Tauglichkeit eines
Individuums. Die Evolution kombiniert einen ungerichteten Suchprozess mit einem
gerichteten. Die Mutation ist ungerichtet, ihr Sinn liegt in der Erzeugung von Vari-
anten und Alternativen. Aus Sicht der Optimierungstheorie kommt ihr die Aufgabe
zu, lokale Optima zu u¨berwinden. Mutationen steuern den Suchprozess nicht ak-
tiv, sie verhindern nur das Abdriften in einen suboptimalen Raum. Die Selektion
ist fu¨r die eigentliche Steuerung der Evolution verantwortlich. Sie bestimmt die
Richtung, in die sich das Erbgut vera¨ndert. Dabei legt sie fest, welche Pha¨notypen
sich sta¨rker vermehren und welche weniger stark. Dadurch wird die grundlegende
Auspra¨gung und Ausrichtung eines Genoms einer Art festgelegt. Die Selektion wa¨re
ohne Sto¨rungen (Mutationen) eine deterministische Komponente innerhalb der Evo-
lution. Die Rekombination liegt hinsichtlich des Beitrags zur Zielfindung zwischen
Mutation und Selektion und folgt festgelegten statistischen Regeln.
Aufbauend auf diesen Grundbegriffen folgt im na¨chsten Abschnitt die Darstel-
lung klassischer Modelle Evolutiona¨rer Algorithmen.
2.8.4 Klassische Modelle
Es gibt im Wesentlichen zwei Modelle Evolutiona¨rer Algorithmen in der Computer-
simulation — die Evolutionsstrategien (ES) und die Genetischen Algorithmen (GA).
Beide wurden in den 1960er Jahren unabha¨ngig voneinander entwickelt.[SHF94]
Ingo Rechenberg entwickelte die Evolutionsstrategien an der Technischen Uni-
versita¨t Berlin. Er ha¨lt eine naturgetreue Kopie der Evolution nicht fu¨r sinnvoll und
sieht sie nur als Richtschnur fu¨r die Entwicklung eines leistungsstarken Such- und
Optimierungsverfahrens. Rechenberg erstellte eine eigene Notation auf der Grund-
lage einer kompakten grafischen Darstellungsform. Die Kodierung eines Genoms
erfolgt durch einen Vektor reeller Zahlen, auf die Genomstruktur an sich wird nicht
weiter eingegangen. Populationen sind lediglich eine Menge solcher Vektoren. Es
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gibt nur zwei Werte, die einen Informationswert enthalten — die konkreten Werte
der zu optimierenden Parameter und die Werte der Qualita¨tsfunktion Q. Dies ist
ein pha¨notyporientierter Ansatz. Im Allgemeinen werden aus einem Elter Nachkom-
men dupliziert. Danach werden diese durch Mutation modifiziert und anschließend
der Ausgangsvektor (Elter) und die mutierten Duplikate bewertet — der Beste
u¨berlebt.[SHF94]
Evolutionsstrategien lassen sich somit auf die drei Schritte Selbstreprodukti-
on, Mutation und Selektion zusammenfassen. Sie werden wiederholt, bis die Qua-
lita¨t eines Nachkommens ausreichend gut ist. Dieser Prozess ist seriell, es gibt
zahlreiche Varianten der Evolutionsstrategien, auch solche, die eine Parallelisie-
rung ermo¨glichen. Der Mutation kommt eine hervortretende Rolle zu, spezielle
Rekombinations- und Selektionsstrategien stehen im Hintergrund. Sie erfolgt nach
der statistischen Normalverteilung. Die Selektion von Individuen, Rekombination
und Mischung von Populationen folgen dem Prinzip der statistischen Gleichver-
teilung. Damit ist die Selektion zur Nachkommenerzeugung unabha¨ngig von der
individuellen Fitness beziehungsweise wird nicht zwischen Fitness und Bewertung
unterschieden.[SHF94]
Die Genetischen Algorithmen wurden von John Holland am Massachusetts
Institute of Technology (MIT) entwickelt. Fu¨r sie gibt es keine formale Notation.
Das Grundgeru¨st ist gleichartig mit dem der ES, die Unterschiede liegen im Detail.
Es gibt ebenfalls viele Varianten.[SHF94]
Auf die Kodierung der Chromosomen wird gesteigerten Wert gelegt. Sie be-
stand in den Anfa¨ngen aus bina¨ren Vektoren, spa¨ter kamen reellwertige Vektoren
hinzu.[DeJ06]
Die Bewertungsfunktion legt die Optimierungskriterien und -ziele fest. Sie
ist vergleichbar mit der Qualita¨tsfunktion der ES und immer problemspezifisch.
Die Bewertung wird in eine Fitness umgerecht, anhand derer entschieden wird,
mit welcher Wahrscheinlichkeit ein Individuum am Prozess der Nachkommener-
zeugung teilnimmt. Direkte Transformationen sind ebenso mo¨glich wie lineare und
andere.[SHF94]
Ein weiterer Unterschied zu ES sind die angepassten Rekombinationsschemata.
In ihnen kann problemspezifisches prozedurales Wissen u¨ber den Suchraum abge-
legt werden. Mutationen sollen eine fru¨hzeitige Konvergenz verhindern und damit
dem Selektion und den Bewertungen, die im Laufe von Generation zu homogenen
Populationen fu¨hren, entgegenwirken.
Das Heiratsschema legt fest, welche Individuen einer Population zur Erzeu-
gung von Nachkommen und damit neuer Chromosomen herangezogen werden. Klas-
sisch ist die Wahrscheinlichkeit der Auswahl der Kandidaten proportional zu ih-
rer Fitness. Damit sind hochbewertete Elemente in der na¨chsten Generation mit
ho¨herer Wahrscheinlichkeit vertreten als durchschnittliche. Das Ziel ist ein konti-
nuierliches Ansteigen der Gu¨te der Population. Ein Beispiel ist das Heiratsschema
“Roulette”.[SHF94]
Nachdem mit Hilfe des Heiratsschemas neue Nachkommen erzeugt wurden,
muss entschieden werden, was mit den bisherigen Individuen der Population gesche-
KAPITEL 2. GRUNDLAGEN 28
hen soll. Diese Aufgabe u¨bernimmt das Ersetzungsschema. Die einfachste Form ist
das “generational replacement” Schema, bei dem die aktuelle Population vollsta¨ndig
durch ihre Nachkommen ersetzt wird. Dies wird auch als nichtu¨berlappende Popula-
tion bezeichnet. Die Gefahr dabei ist, dass das beste Individuum der neuen Generati-
on schlechter als ein durchschnittliches der Elterngeneration ist. Bei der Anwendung
des Prinzips der Eliten werden die n besten Individuen in die na¨chste Generation
u¨bernommen. Unter Umsta¨nden kommt es zu einer Dominanz bei großen Unter-
schieden in der Gu¨te (Stichwort “Superindividuum”) und damit zu einer Stagnati-
on der Suche. Um diesen Effekt zu reduzieren, gibt es verschiedene Mechanismen
(siehe [SHF94]).
U¨blicherweise wird die Gesamtgro¨ße der Population konstant gehalten. Es wer-
den n Nachkommen erzeugt und anschließend die n schlechtesten Individuen der
Population entfernt. Die Populationen der einzelnen Generationen u¨berlappen sich.
Ist n viel kleiner als die Populationsgro¨ße, so wird dies als “steady-state” Erset-
zungsschema bezeichnet. Ist n gleich der Populationsgro¨ße, so tritt “generational
replacement” auf. Dazwischen existieren viele verschiedene Variationen.[SHF94]
Zusammenfassend la¨sst sich feststellen, dass zwischen ES und GA teilweise gra-
vierende Unterschiede bestehen. Bei ES bedeutet survival of the fittest im strengen
Sinne, dass die µ besten Individuen mit gleicher Wahrscheinlichkeit die neuen El-
tern werden. Bei GA steigt die Wahrscheinlichkeit der Auswahl proportional mit
der Fitness. Durch die bestehenden Unterschiede lassen sich beide Modelle nur
schwer vergleichen. Sie sind stark von ihren Parametereinstellungen abha¨ngig, wel-
che nur schwer optimal abscha¨tzbar sind. Zur Beurteilung der EA werden daher
Testfunktionen herangezogen, die jedes Verfahren gleichermaßen bevorzugen bezie-
hungsweise benachteiligen. Sie testen unter anderem, wie leicht die Algorithmen
in lokalen Optima steckenbleiben. Die Testfunktionen und der jeweilige Vergleich
zwischen den Algorithmen findet sich in [SHF94], ebenso wie einige Punkte zur
Parallelisierbarkeit, auf die an dieser Stelle nicht na¨her eingangen werden soll.
In dieser Arbeit wird das Modell “Genetische Algorithmen” in Form der Bi-
bliothek GAlib eingesetzt.
2.8.5 Die Bibliothek GAlib
GAlib ist eine, fu¨r nichtkommerzielle Zwecke freie, C++-Bibliothek des MIT zur
Umsetzung von Genetischen Algorithmen. Sie entha¨lt vorgefertigte Strukturen und
Vorlagen, welche fu¨r spezifische Zwecke modifiziert werden ko¨nnen. Die Bibliothek
ist objektorientiert umgesetzt.
Es werden sowohl u¨berlappende (Steady-State GA) als auch nichtu¨berlappende
(Simple GA) Populationen unterstu¨tzt. Der Umfang der U¨berlappung kann ange-
passt werden. Fu¨r andere Genetische Algorithmen sind Bespiele vorhanden. Neue
ko¨nnen leicht durch Nutzung der vorhandenen Strukturen erstellt werden.
Die Parameter fu¨r die Genetischen Algorithmen ko¨nnen u¨ber Dateien, die Kom-
mandozeile und/oder den Quellkode konfiguriert werden. Eine Parallelverarbeitung
wird mit PVM (Parallele Virtuelle Maschine) ermo¨glicht.
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Die Bibliothek hat vorgefertigte Endkriterien wie beispielsweise Konvergenz
und Anzahl der Generationen. Die Artenbildung kann entweder mit einer Erset-
zungsstrategie (DeJong crowding) oder durch eine Fitnessskalierung (Goldberg sha-
ring) umgesetzt werden.
Fu¨r u¨berlappende Populationen sind Ersetzungsstrategien vorhanden. Diese
umfassen Elternersetzung, zufa¨llige Ersetzung und Ersetzung des schlechtesten In-
dividuums. Elitarismus ist fu¨r nichtu¨berlappende Populationen optional. Die ein-
gebauten Selektionsmethoden umfassen unter anderem Rang, Roulettrad, Turnier
und zufa¨llige Auswahl. Der Ersetzungs- und der Selektionsoperator sind anpassbar.
Statistiken fu¨r den GA, beispielsweise fu¨r die Bewertung, werden automatisch
generiert und ko¨nnen abgespeichert werden.
Die Chromosomen ko¨nnen aus jedem C++-Datentyp bestehen. In dieser Ar-
beit werden eindimensionale Felder mit Fließkommazahlen verwendet. Die Initiali-
sierung, Mutation, Kreuzung und der Vergleich der Chromosomen kann angepasst
werden, es stehen allerdings auch vorgefertigte Operatoren zur Verfu¨gung.[Wal96]
Eine ausfu¨hrlichere Darstellung aller Funktionen findet sich in der Dokumen-
tation [Wal96] der Bibliothek.
Der Vorgehensweise bei der Verwendung der Bibliothek gliedert sich in drei
Schritte:
• Repra¨sentation/Chromoson definieren
• Genetische Operatoren definieren
• Zielfunktion (Bewertungsfunktion) setzen.
Die Repra¨sentation einer Lo¨sung des Problems muss in einer Datenstruktur erfol-
gen ko¨nnen. Der Genetische Algorithmus erzeugt eine Population von Lo¨sungen
auf Basis dieser und operiert dann auf dieser um die beste Lo¨sung zu finden. Die
Bibliothek bringt vier verschiedene Chromosomentypen fu¨r bina¨re, zeichenketten-
und fließkommabasierte Kodierungen mit.
Es gibt, wie in Abschnitt 2.8 dargestellt, unza¨hlige Varianten von GA. GAlib
beinhaltet die drei Basistypen simple, steady-state und incremental. Sie unter-
scheiden sich in der Art der Erzeugung neuer Individuen und wie sie alte im Laufe
der Generation ersetzen. Die Bibliothek unterstu¨tzt auch parallele GA.
Der allgemeine Ablauf eines GA ist in Abbildung 2.12 dargestellt. Nach der Ini-
tialisierung der Population werden Individuen fu¨r Paarung und Bildung von Nach-
kommen ausgwa¨hlt. Die daraus entstehenden Kinder werden anschließend entspre-
chend der Mutationsrate mutiert und in die Population eingefu¨gt. Dieser Ablauf
wird wiederholt, bis das Stoppkriterium erreicht ist. Dieses muss festgelegt werden,
beispielsweise durch die Anzahl der Generationen, der Konvergenz der Population
oder durch einen problemspezifischen Ansatz.
Die GA und ihre Eigenschaften sind in Abschnitt 2.8 na¨her erkla¨rt, an dieser
Stelle soll nur eine kurze Zusammenfassung erfolgen. Der simple GA nach Goldberg
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Selektion der Individuen für Paarung
Nachkommen mutieren
Initialisierung der Population
Paarung von Individuen und Produktion von Nachkommen






Abbildung 2.12: Allgemeiner Ablauf eines Genetischen Algorithmus
arbeitet mit nichtu¨berlappenden Populationen. Das heißt, dass in jeder Generation
eine komplett neue Population von Individuen erzeugt wird. Optional bietet die Bi-
bliothek Elitarismus. U¨berlappende Populationen werden durch den steady-state
GA realisiert. Die Ersetzungsrate gibt an, wie viele Individuen in der na¨chsten Ge-
neration ersetzt werden. Beim incremental GA besteht eine Generation nur aus
2-3 Kindern. Angepasste Ersetzungmethoden definieren, wie sie in die bestehende
Population integriert werden.[Wal96]
Die Repra¨sentation soll minimal, aber umfassend sein. Sie muss alle Lo¨sungen
repa¨sentieren. Wenn unpassende Lo¨sungen entstehen ko¨nnen, muss die Bewertungs-
funktion dies beru¨cksichtigen. Die Bewertungsfunktion bestimmt, welches Individu-
um besser als ein anderes ist.
Jedes Genom besitzt die drei prima¨ren Operatoren Initialisierung, Mutation
und Kreuzung. Alle ko¨nnen angepasst werden. Die Initialisierung fu¨llt die Chro-
mosomen mit dem urspru¨nglichen Material, aus dem sich alle Lo¨sungen entwickeln
werden.
Der Mutationsoperator legt die Mutationsprozedur fu¨r jedes Genom fest. Sie
sollte sowohl in der Lage sein, neues genetisches Material einzufu¨hren, als auch
existierendes zu vera¨ndern.
Der Kreuzungsoperator definiert die Prozedur, wie ein Kind aus den Elternge-
nomen zu generieren ist.
Neben der Bewertungsfunktion existiert ein Vergleichsoperator, welcher von
manchen GA beno¨tigt wird. Er gibt an, in wieweit sich ein Genom von einem
anderen unterscheidet.
Das Populationsobjekt ist ein Kontainer fu¨r Genome. Es protokolliert die be-
sten Individuen, die durchschnittliche Abweichung der Population und beinhaltet
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Selektionsmethoden, welche die Partner fu¨r die Fortpflanzung auswa¨hlen.
Das Skalierungsschema wandelt die Bewertungspunkte jedes Individuums in
einen Fitnesswert, welchen der GA fu¨r die Selektion, und damit fu¨r die Fortpflan-
zung nutzt (siehe Abschnitt 2.8). Jede Transformation der Bewertung in den Fit-
nesswert ist mo¨glich, typischerweise ist sie linear.
Fu¨r die konkrete Umsetzung und Bespiele ist die Dokumentation der Bibliothek
[Wal96] zur Rate zu ziehen.
2.9 Neuronale Netze
Neuronale Netze orientieren sich in ihrem Aufbau und ihrer Konzeption an der
Funktionsweise des menschlichen Gehirns. Sie ko¨nnen deshalb dazu genutzt wer-
den, wichtige geistige Fa¨higkeiten des Menschen nachzubilden und zu simulieren.
Dazu geho¨ren beispielsweise das Lernen aus Beispielen, das schnelle Erkennen und
Vervollsta¨ndigen komplizierter Muster, sowie das assoziative Speichern und Abrufen
von Informationen.
Das menschliche Gehirn kann innerhalb von Sekundenbruchteilen komplizier-
te Signale erkennen und inhaltlich interpretieren, selbst wenn diese unbekannt,
das heißt, zuvor noch nie erfasst worden sind. Jeder Rechner mit klassischer Von-
Neumann-Architektur1 wa¨re trotz ho¨herer Datenverarbeitungsgeschwindigkeit und
Genauigkeit dazu nur bedingt in der Lage. Die Lo¨sung liegt in der parallelen Infor-
mationsverarbeitung im Gehirn.
Das Gehirn entha¨lt bei einem durchschnittlichen Gewicht von 1500 Gramm
zwischen 10 und 100 Milliarden Nervenzellen (Neuronen). Die Verarbeitungskapa-
zita¨t eines einzelnen Neurons ist verglichen mit heutigen Computern gering. Da die
Nervenzellen aber untereinander hochgradig vernetzt sind und miteinander kom-
munizieren, ergibt sich eine erheblich gro¨ßere resultierende Kapazita¨t. [SHG90]
Im folgenden Abschnitt werden die mathematischen Grundlagen fu¨r Neuro-
nale Netze erla¨utert. Anschließend folgen generelle Aussagen u¨ber das Lernen von
Funktionen und die damit verbundene Konvergenz. Abschnitt 2.9.3 zeigt verschiede-
ne Klassifizierungsmo¨glichen Neuronaler Netze auf und Abschnitt 2.9.4 geht na¨her
auf das in dieser Arbeit verwendete Modell ein. Darauf folgen generelle Anwen-
dungsmo¨glichenkeiten. Die in der vorliegenden Arbeit eingesetzte Bibliothek FANN
wird in Abschnitt 2.9.6 zusammengefasst. Abschließend werden einige Anwendun-
gen von Neuronalen Netzen in der Mikrosystemtechnik aufgefu¨hrt.
Fu¨r Begriffe im Zusammenhang mit Neuronalen Netzen gibt VDI/VDI 3550
[Nor03] Richtlinien vor.
1eine zentrale Verarbeitungseinheit (CPU) und Arbeitsspeicher
KAPITEL 2. GRUNDLAGEN 32
2.9.1 Mathematische Grundlagen
A¨hnlich wie das menschliche Gehirn aus Gehirnzellen aufgebaut ist, besteht ein neu-
ronales Netz aus elementaren Verarbeitungseinheiten, den Neuronen. Diese Neuro-
nen stehen untereinander in Verbindung und beeinflussen sich gegenseitig.
Das formale Neuron hat, wie in Abbildung 2.13 dargestellt, eine Eingabemenge












Abbildung 2.13: Das formale Neuron
Der Input I eines Neurons Ei la¨sst sich als Vektor interpretieren. Seine Kompo-
nenten lassen sich aus dem Output Oj der Elemente Ej , die mit Ei eine Verbindung
haben, und den Gewichten wij dieser Verbindung berechnen. Der Output Oi ist
einzelner, meist reeller Wert, welcher durch die Ausgabefunktion fi aus der mo-
mentanen Aktivierung ai(t) berechnet wird.[SHF94]
Es gilt:
fi(ai(t)) = Oi(t)
Die Gewichte wij beeinflussen das Signal Oj. Sind sie kleiner als 1 wirken sie
hemmend, ansonsten versta¨rkend.[Maz92]
Anhand der Outputs der Ej, die einen Input zu Ei liefern, berechnet die Pro-
pagierungsfunktion (Inputfunktion) NETi den entsprechenden Input neti. Dieser
wird auch gewichteter Input genannt.
NETi(Oj(t), wij) = neti(t)
Gebra¨uchliche Inputfunktionen neti ergeben sich aus der Summation oder aus dem
Produkt der gewichteten Eingaben wij ·Oj, weitere sind in [SHF94] aufgefu¨hrt.
Die Aktivierungsfunktion oder auch Transferfunktion Fi berechnet anschlie-
ßend aus dem bisherigen Aktivierungszustand ai(t) und dem aktuellen gewichteten
Input neti(t) den neuen Aktivierungszustand ai(t+1) fu¨r jedes Element Ei.[SHF94]
ai(t+ 1) = Fi(ai(t), neti(t))
Ausgewa¨hlte typische Transferfunktionen sind in Abbildung 2.14 dargestellt, weitere
sind in [SHF94] zu finden.







linear ai = neti
step ai =
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neti . . . gewichteter Input des
Elements Ei
ai . . . Aktivita¨t von Ei
g . . . Parameter fu¨r die Steil-
heit der Kurve
Abbildung 2.14: Ausgewa¨hlte Transferfunktionen
Aus dem aktuellen Aktivierungszustand ai(t) wird der Output des Elements Ei
u¨ber die bereits erwa¨hnte Outputfunktion fi berechnet. Dies kann direkt geschehen
mit
Oi = ai
oder als winner-take-all Funktion, bei dem das Element k mit der ho¨chsten Aktivita¨t
gewinnt, wobei Oi eine beliebige Funktion ist.[SHF94]
Ok =
{
Oi(ak) wenn ak = max(ai)
0 sonst













Abbildung 2.15: Informationsfluss in einem Element i
Der Funktionsablauf in einem Neuron ist in Abbildung 2.16 zusammengefasst.
Ein neuronales Netz wird durch folgende Komponenten charakterisiert [SHF94]:
• Die Menge der Neuronen E = {Ej |j <= N}, wobei N die Anzahl der Neuro-
nen im Netz angibt.
• Die Menge der Aktivierungszusta¨nde A = {ai(t)|i <= N, t <∞}, welche sich
mit der Zeit vera¨ndern ko¨nnen (z. B. beim Lernen).
• Die Netzwerktopologie, das heißt die Verbindungen zwischen den Elementen,
welche durch Gewichtsmatrizen dargestellt werden. Die Notation wij kenn-
zeichnet das Gewicht der Verbindung von Ej (Sender) zu Ei (Empfa¨nger).








Abbildung 2.16: Funktionsablauf in einem Neuron
• Eingabemenge I und Ausgabemenge O der einzelnen Elemente Ei.
• Die Propagierungs- oder Inputfunktion NETi
• Die Aktivierungsfunktion Fi
• Die Ausgabefunktion fi
• Die Lernregel ∆wij
Die Lernregel ∆wij beschreibt Vera¨nderungen der Gewichte zwischen den Neu-
ronen nach Gleichung 2.9.
∆wij = wij(t+ 1)− wij(t) (2.9)
Die Vera¨nderung der Gewichte ist abha¨ngig von dem tatsa¨chlichen Aktivierungszu-
stand der Elemente ai(t), dem erwarteten Aktivierungszustand oder Output zi(t),
dem gewichteten Input neti und den alten Gewichten zwischen den Elementen. Die
Lernregel lautet in allgemeiner Form
∆wij = g(ai(t), zi(t)) · h(oj(t), wij) (2.10)
wobei zi(t) fu¨r den erwartenen Aktivierungszustand steht. Bei einer konkreten Lern-
regel mu¨ssen nicht alle Parameter beru¨cksichtigt werden. Sie ist vom Netzmodell
abha¨ngig. Durch Einsetzen der Gleichungen 2.11 und 2.12 in die
g(ai(t), zi(t)) = σ · (zi(t)− ai(t)) (2.11)
h(oj(t), wij) = oj(t) (2.12)
allgemeine Form (Gleichung 2.10) ergibt sich die klassische Widrow-Hoff-Lernregel
(Gleichung 2.13), welche auch als Delta-Lernregel bezeichnet wird. [SHF94]
∆wij = σ(zi(t)− ai(t)) · oj(t) (2.13)
Die Lernrate σ ist eine reelle Zahl zwischen 0 und 1 und gibt an, wie stark ein
einzelner Lernschritt in die Vera¨nderung der Gewichte eingeht. Um gelernte Muster
wieder zu lo¨schen, kann die Lernrate auch negativ sein.[SHF94]
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Die Gewichte werden bei der Delta-Lernregel so vera¨ndert, dass der Fehler δi
fu¨r ein Element einen vorgegebenen Wert unterschreitet. Er errechnet sich aus der
Differenz zwischen dem Zieloutput zi und der Aktivita¨t ai (Gleichung 2.14)
δi(t) = zi(t)− ai(t) (2.14)
Die Anpassung der Gewichte erfolgt dann fu¨r die n Einga¨nge des Elementes i
nach Gleichung 2.15.




Jedes Element lernt bis der gewu¨nschte Fehler erreicht ist. Auch Elemente
mit einer richtigen Ausgabe ko¨nnen ihre Gewichte justieren. Ihre Aussage wird
damit
”
sicherer“ und dadurch die Stabilita¨t des gelernten Musters gro¨ßer. Das Netz
”
vergisst“ beim Lernen weiterer Muster alte Muster weniger schnell. Zusa¨tzlich
konvergiert das Netz schneller. Ein Lernschritt wird als Epoche bezeichnet.
Die Delta-Regel ist eine sehr ha¨ufig verwendete Lernregel und Basis fu¨r weitere
Entwicklungen.[SHF94]
2.9.2 Berechenbarkeit, Lernen und Eigenschaften
Ein Neuronales Netz ist ein dynamisches System, welches in der Lage ist, eine
beliebige, nicht analytisch beschriebene, Funktion y = f(x) auszufu¨hren. Seine
Struktur ist durch die Anzahl der Elemente, seine Topologie, auf welche in Abschnitt
2.9.3 na¨her eingegangen wird, und die Funktionen in den Neuronen definiert.
Die Informationen des Neuronalen Netzes liegen in den Aktivierungen der Neu-
ronen. Die Wissensbasis umfasst zusa¨tzlich die Gewichte der Verbindungen. Die
Gewichte werden in der Lernphase eingestellt. Die Verarbeitung erfolgt durch die
Neuronen kollektiv und verteilt. Die Vorteile Neuronaler Netze liegen in der Ver-
allgemeinerung und Assoziation von Daten. Sie sind im Vergleich zu analytischen
Verfahren unempfindlicher gegenu¨ber Sto¨rungen und Defekten. Durch Parallelisie-
rung kann die Verarbeitungsgeschwindigkeit erho¨ht werden.[Maz92]
Die Nachteile liegen in den im Vergleich zum menschlichen Gehirn mangel-
haften logischen Fa¨higkeiten und der niedrigen Genauigkeit. Weiterhin kann ein
Neuronales Netz keine Erkla¨rungen zu den Ergebnissen liefern, das heißt die Inter-
pretation muss durch den Menschen erfolgen.[Maz92]
Die Selbstanpassung innerhalb eines Neuronalen Netzes auf ein gewu¨nschtes
Verhalten wird als
”
Lernen“ bezeichnet. Diese Lernfa¨higkeit entbindet von der ex-
pliziten Suche nach einer algorithmischen Lo¨sung des gestellten Problemes.[SHF94]
Das allgemeine Neuronale Netz in Abbildung 2.17 berechnet eine Funktion
y = f(x)
wobei x die Eingabe und y die Ausgabe des Netzes sind. Am Anfang sind alle
Elemente inaktiv und das Netz hat eine Ausgabe gleich Null. Werden von außen















Abbildung 2.17: Allgemeines Neuronales Netz
Eingabesignale x angelegt, werden die Inputelemente angesprochen und reizen wei-
tere Elemente. Jedes Element des Netzes wird aktiviert und damit die Ausgabe y
des Netzes gebildet.
Da Neuronale Netze zyklische Verbindungen haben ko¨nnen — wie in Abbildung
2.17 zwischen den Elementen E2 und E3 — werden sich in diesen Fa¨llen einige
Elemente gegenseitig reizen. Dabei ergeben sich drei Fa¨lle:
1. Die gegenseitige Stimulierung fu¨hrt zur Aktivierung der Outputelemente mit
wechselnden Werten, damit hat das Netz keine Konvergenz. Im Falle einer
stetig wachsenden Stimulierung explodiert das Netz.[Maz92]
2. Die gegenseitige Stimulierung fu¨hrt zu einer sich zyklisch wiederholenden Se-
quenz von Aktivierungen. Der Output schwingt.[Maz92]
3. Die gegenseitige Stimulierung fu¨hrt zu einer sich nicht mehr a¨ndernden Kom-
bination von Aktivierungen, das Netz strebt zu einer Lo¨sung y = f(x) und
ist damit eine deterministische Maschine. Es existieren Theoreme, welche die
Grundvoraussetzung fu¨r konvergente Netze festlegen.[Maz92]
Das Neuronale Netz lernt durch ein Training anhand von vorgestellten Beispie-
len. Es baut die no¨tigen internen Kenntnisse, das heißt die Einstellung der Gewichte,
selbst auf, um die geforderte Aufgabe zu erfu¨llen.
Die Lernfa¨higkeit ist das Ergebnis einer sorgfa¨ltigen Auswahl der Netztopolo-
gie, der Anzahl der Elemente, der Lernregel und der Menge an Beispielen, sowie
Input-, Output- und Aktivierungsfunktion. Bei einem nicht angemessenen Aufbau
kann das Neuronale Netz unter Umsta¨nden nicht in der Lage sein, die gewu¨nschte
Funktion abzubilden.
Es werden zwei Lernmethoden unterschieden: assoziativ (mit Unterweisung)
und entdeckend (ohne Unterweisung). Das assoziative Lernen erfolgt durch Trai-
ningsdatensa¨tze, welche dem Netz sowohl Input- als auch Output vorgeben. Ein
verfa¨lschter Eingabevektor fu¨hrt dann beim Ausfu¨hren des Neuronalen Netzes im
Idealfall zur Ausgabe des unverfa¨lschten originalen Outputvektors [SHF94]. Ein
Anwendungsbeispiel wa¨re die Gesichtserkennung. Das entdeckende Lernen erfor-
dert nur den Inputvektor. Es geht dabei darum, die beobachteten Beispiele zu
organisieren und einzuordnen und dabei Beziehungen und Regelma¨ßigkeiten zu
entdecken.[Maz92]
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2.9.3 Klassifizierung Neuronaler Netze
Neuronale Netze lassen sich anhand verschiedener Parameter einteilen. Mo¨gliche
Kriterien sind beispielsweise:
• Zahl der Schichten, wie in Abbildung 2.18 dargestellt
• Kopplung zwischen den Neuronen
• Lernregel





Abbildung 2.18: Klassifizierung Neuronaler Netze nach Anzahl der Schichten
Eine weitere mo¨gliche Einordnung ist in Abbildung 2.19 (Quelle: [SHF94]) dar-
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Abbildung 2.19: Klassifizierung von neuronalen Netzwerken nach Modellen
Informationsfluss nur in eine Richtung geht. Es gibt keine Verbindungen von einem
Neuron einer ho¨heren Schicht, zu einem einer niedrigeren Schicht. Diese Art von
Netzwerk spaltet sich weiter in ein- und mehrschichtige Netze auf.[SHF94]
Perceptron und Adaline waren die Vorla¨ufer des spa¨teren Neuronalen Netze,
ihre Leistungsfa¨higkeit ist beschra¨nkt.[SHF94]
Das Backpropagation Netzwerk (BPN) wird im folgenden Abschnitt kurz beschrie-
ben. Es wird wegen seiner Vielseitigkeit in dieser Arbeit eingesetzt. Auf Grund
der zahlreichen Varianten Neuronaler Netze, wird an dieser Stelle nicht auf weitere
Spezialformen eingegangen. Ausfu¨hrlichere Darstellungen finden sich in [SHF94],
[Maz92] und [Che93].
Die Kategorie der Feedback-Netzwerke umfasst die ru¨ckgekoppelten Netzwer-
kei, in denen der Informationsfluss nicht festgelegt ist. Die Schichten sind nicht
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hierarchisch geordnet und der Output jedes Elementes kann jedem anderen als In-
put dienen. [SHF94]
Im Gegensatz zu ru¨ckkopplungsfreien Netzen, welche eine definierte, eindeutige
Ausgabe auf jede Eingabe zeigen, liefern ru¨ckgekoppelte Netze erst dann eine ein-
deutige Ausgabe, wenn sie nach endlich vielen Durchla¨ufen einen stabilen Zustand
erreichen. Dieser Zustand liegt vor, wenn sich der erzeugte Output aller Neuronen
als Eingabe in das Netz gespeist, selbst reproduziert.[SHF94] Diese Kategorie ist
nur der Vollsta¨ndigkeit halber erwa¨hnt und wird nicht weiter betrachtet.
Eine ausfu¨hrliche Beschreibung konkreter gebra¨uchlicher Neuronaler Netze fin-
det sich in [SHF94].
2.9.4 Das Backpropagation Netzwerk
Fu¨r die Leistung und Repra¨sentationsmo¨glichkeiten von ru¨ckkopplungsfreien Netz-
werken ist die Zahl der Schichten mit variablen, lernenden Gewichten von entschei-
dender Bedeutung. Die Gewichte, der dabei nicht von außen zuga¨nglichen, also
verdeckten Schichten, mu¨ssen in geeigneter Weise angepasst werden. Der Back-
propagationalgorithmus setzt diese Anpassungen fu¨r beliebige, ru¨ckkopplungsfreie
Netzwerkstrukturen um.
Die Delta-Lernregel aus Abschnitt 2.9.1 berechnet einen Fehler fu¨r jedes Out-
putelement. Die Anpassung der Gewichte erfolgt proportional zu diesem Fehler. Die
generalisierte Delta-Lernregel im BPN ermo¨glicht die Berechnung von Fehlern auch
fu¨r verdeckte Schichten. Der Fehler einer ho¨heren Schicht wird dabei den Elementen
der vorhergehenden Schicht zuru¨ckpropagiert und ihnen zugeschrieben. Mit diesem
Vorgehen ko¨nnen beliebig viele Schichten adaptiert werden.
Ein BPN besteht aus einer Eingabe- und einer Ausgabeschicht. Zwischen die-
sen liegen verdeckte Schichten. Das Ausfu¨hren entspricht dem jedes anderen Feed-
Forward-Netzwerkes. Die Neuronen berechnen den Output nach Gleichung 2.16 aus
dem angelegten Input-Vektor.






Der Fehler des gesamten Netzes wird nun nicht durch einfache Differenzbildung,








Die Minimierung dieses Fehlers erfolgt durch Adaption der Gewichte in Richtung
des steilsten Gradienten. Fu¨r alle Elemente muss gelten:
wij(t+ 1) = wij(t) + σδioj (2.18)
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δh bezeichnet dabei den Fehler der Elemente, die vom Eingang aus gesehen, in der
na¨chsten Schicht hinter der Schicht i liegen. Das Gewicht whi ist die Verbindung zu
diesen Elementen. Die Lernregel ist rekursiv, fu¨r die Berechnung des Fehlers in einer
Schicht mu¨ssen die entsprechenden Fehler in der darauffolgenden Schicht bekannt
sein. Der Fehler der Ausgabeschicht ist
δi = F
′(neti) · (zi − oi) (2.20)
Die Transferfunktion F muss differentierbar sein. Die am ha¨ufigsten eingesetzte
Transferfunktion ist die Sigmoidfunktion, welche in Abschnitt 2.9.1 bereits erwa¨hnt




= F (net) · (1− F (net)) (2.21)
Weitere ha¨ufig eingesetzte Transferfunktionen des BPN sind die Sinusfunktion und
der Tangens Hyperbolicus.
Die Initialisierung der Gewichte erfolgt durch kleine zufa¨llige Werte. Dies ver-
hindert die sonst entstehenden Symmetrien in den verdeckten Schichten, welche zu
immer gleichen Gewichtsa¨nderungen fu¨hren wu¨rden. Fu¨r Probleme, die unterschied-
liche Gewichte in diesen Schichten verlangen, ko¨nnte das Netz nicht konvergieren.
Um die Lerngeschwindigkeit zu erho¨hen, wird ein Momentumfaktor µ ein-
gefu¨hrt, mit dem zusa¨tzlich die Gewichtsvera¨nderung des vorherigen Lernschrittes
— und damit dessen Fehler — eingeht. Die Gewichtsberechnung erfolgt somit nach
Gleichung 2.22
wij(t+ 1) = wij(t) + ∆wij(t)
mit ∆wij(t) = σδioj + µ∆wij(t− 1)
(2.22)
Der Momentumfaktor liegt zwischen 0 und 1, typischerweise wird er auf einen hohen
Wert gesetzt (z. B. 0, 9). Die Lernrate sollte 0, 5 betragen.
Durch diese Art der Gewichtsa¨nderung werden lokale Minima fu¨r die aktuelle
Gewichtsa¨nderung nicht so stark beru¨cksichtigt. Das Momentum wirkt wie eine Art
Tiefpassfilter.
Die Lernprozedur eines BPN entspricht dem sogannten Hill-Climbing-Algo-
rithmus. Dessen Aufgabe ist es, die Stelle mit dem kleinsten Fehler, also das tiefste
Tal des Fehlergebirges, zu finden. In Abha¨ngigkeit seiner Form besteht die Gefahr,
in ein lokales Minimum zu geraten, welches auf Grund der Fehlerfunktion nicht
mehr verlassen werden kann. In der Regel ist es aber nicht mo¨glich, die Form des
Fehlergebirges fu¨r ein Problem voraus zu sagen und damit auf die Lo¨sbarkeit und
Konvergenz zu schließen. Nehmen die Gewichte in einem Bereich des Netzwerkes
betragsma¨ßig sehr große Werte an, so kann das Lernen zum Stillstand kommen, da
die Ableitung der Sigmoidfunktion fu¨r solche Werte fast 0 ist. Dem kann mit einer
niedrigen Lernrate und niedrigem Momentumfaktor entgegengewirkt werden. Die
Lernzeit wird mit dieser Maßnahme jedoch auch verla¨ngert.[SHF94]
KAPITEL 2. GRUNDLAGEN 40
2.9.5 Anwendungen
Neben zahlreichen Anwendungsmo¨glichkeiten, wie Prognosen, Analysen und Opti-
mierungen, welche in [SHF94] und [Che93] na¨her beschrieben werden, ko¨nnen mit
Neuronalen Netzen Muster erkannt werden. Diese Fa¨higkeit findet in dieser Ar-
beit in der Eigenmodenerkennung von Siliziumteststrukturen in Form eines Back-
Propagation-Modelles ihre Verwendung. Die Umsetzung wird u¨ber die Open-Source-
Bibliothek Fast Artificial Neural Network (FANN) realisiert, welche im folgenden
Abschnitt kurz vorgestellt wird.
2.9.6 Die Bibliothek FANN
Die FANN-Bibliothek ist in der Programmiersprache C implementiert und setzt
mehrschichtige Neuronale Netze des BPN-Modelles um. Die Benutzung ist kompakt,
gut dokumentiert und erlaubt die Einstellung zahlreicher Parameter. Verschiedene
Transferfunktionen sind vorhanden. Zusa¨tzlich verfu¨gt die Bibliothek u¨ber Schnitt-
stellen zu zahlreichen Programmiersprachen und Programmen, wie C++, .NET,
Mathematica, MathLab und Octave. [Nis09]
Die Bibliothek stellt Komponenten zur Trainings- und Ausfu¨hrungsphase des
Neuronalen Netzes bereit. Die grundlegenden Komponenten werden anschließend
na¨her erkla¨rt. U¨ber Details gibt [Nis03] Aufschluss. Die Bibliothek ist auf Schnel-
ligkeit ausgelegt. Obwohl es genauere Algorithmen als den BPN gibt wurde dieser
ausgewa¨hlt, da er einfach und in den meisten Fa¨llen effektiv genug ist. Die konkrete
Implementierung und die verfu¨gbaren Funktionen ko¨nnen aus [Nis03] entnommen
werden.
Wie in Abschnitt 2.9 bereits erwa¨hnt, kann ein Verwendung eines Neurona-
len Netzes in eine Trainings- und eine Ausfu¨hrungsphase unterteilt werden. Die
Bibliothek FANN realisiert die beiden Phasen mit mehreren Komponenten, wie
in Abbildung 2.20 dargestellt. Die Trainingsphase gliedert sich in den Aufbau ei-
Aufbau eines NN
Training des NN
Sichern des NN in eine Datei
Ausführen des NN





maximale Anzahl der Lernepochen
Lernrate





Abbildung 2.20: Komponenten der FANN-Bibliothek
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nes Neuronalen Netzes, das Lernen und das Sichern des Netzes in eine Datei. Als
einstellbare Parameter seien hier die Anzahl der Schichten, die Lernrate, die Trans-
ferfunktion und ihre Steilheit, sowie die Anzahl der Anpassungen (Epoche) und das
Abbruchkriterium (der Fehler des Neuronalen Netzes) genannt. Zusa¨tzlich fließt die
Anzahl der Ein- und Ausgaben ein. Beim Lernen des Neuronalen Netzes liefert die
Bibliothek eine Reportausgabe u¨ber die Anzahl der Epochen und den aktuellen
Fehler des Netzes. Der Fehler des Netzes ist der Mittelwert der Fehler der Out-
putneuronen. Die programmiertechnische Ausgabeumleitung der Reportausgabe in
eine Datei ist nicht ohne weiteres mo¨glich. Die Ursache liegt in der Implementierung
der Bibliothek. Diese Ausgaben werden stets auf der Standardausgabe angezeigt.
Die manuelle Ausgabeumleitung kann mittels
”
>“ erfolgen.
Die Ausfu¨hrungsphase beinhaltet das Ausfu¨hren des gespeicherten Neuronalen
Netzes mit Eingabedaten und das Auslesen der zugeho¨rigen Ausgabe.
In der Anleitung wird empfohlen, die Trainings- und Ausfu¨hrungsphase jeweils
in unterschiedlichen Programmen zu realisieren, da im Allgemeinen ein Neuronales
Netz einmal trainiert und danach mehrfach ausgefu¨hrt wird. [Nis03]
Die Ein- und Ausgabedaten fu¨r das Neuronales Netz (NN) sind u¨ber Dateien
bereitzustellen. Dabei ist eine Formatierung, wie in Listing 2.1 abgebildet, einzu-
halten.
Listing 2.1: FANN Datenformatierung
<Anzahl Datenpaare (DP) j> <Anzahl Inputs i> <Anzahl Outputs o>
<Datenpaar 1 Input 0> <DP 1 Input 1> . . . <DP 1 Input i>
<Datenpaar 1 Output 0> <DP 1 Output 1> . . . <DP 1 Output o>
...
<Datenpaar j Input 0> <DP j Input 1> . . . <DP j Input i>
<Datenpaar j Output 0> <DP j Output 1> . . . <DP j Output o>
Die erste Zeile der Trainingsdatei entha¨lt leerzeichengetrennt die Anzahl der
Datenpaare j, die Anzahl der Inputs i sowie die Anzahl der Outputs o. In den
Zeilen 2 bis j+1 folgen die Datenpaare. Ein Datenpaar j besteht aus i Inputs und o
Outputs, welche durch einen Zeilenumbruch getrennt sind. Der Datentrenner ist das
Leerzeichen. In Abbildung 2.21 ist die Trainingsdatei der XOR-Funktion dargestellt.
Die Bereitstellung der Inputdaten fu¨r die Ausfu¨hrung kann direkt im Programm
erfolgen. Das Lesen aus einer Datei muss zusa¨tzlich realisiert werden. Die Anzahl der
Inputs der Ausfu¨hrung muss gleich der aus den Trainingsdaten sein. Beim Ausfu¨hren
des NN mit diesen Daten liefert es den entsprechenden Output, welcher ausgelesen
werden muss. Die Implementierung zum Lesen und Ausfu¨hren eines NN fu¨r die
XOR-Funktion ist in [Nis03] nachzulesen.
Die Einstellung eines NN ha¨ngt stark von der Anwendung ab. Die Parameter
resultieren entweder aus der Optimierung des Netzes oder aus Erfahrung. Der Autor
schla¨gt einige Werte vor, die seiner Meinung nach in den meisten Fa¨llen eine gu¨nstige
Wahl darstellen.
Die Lernrate ist ein sehr wichtiger Parameter, allerdings schwer zu scha¨tzen.

















Abbildung 2.21: Wertetabelle und Trainingsdatei der XOR-Funktion
Der vorgeschlagene Wert ist 0, 7.
Die Anfangsinitialisierung der Gewichte liegt standardma¨ßig zwischen −0, 1
und 0, 1. Sie kann gegebenenfalls vera¨ndert werden.
Die Standardtransferfunktion ist die Sigmoidfunktion. In [Nis05] wird empfoh-
len, eine symmetrische Sigmoidfunktion mit Funktionswerten zwischen −1 und 1
statt zwischen 0 und 1 zu nutzen. Dies macht das Training schneller und genauer.
Die Anzahl der Schichten und der verdeckten Neuronen mu¨ssen experimentell
ermittelt werden. Ein Ansatzpunkt kann sein, dass ein NN durch Anpassung der Ge-
wichte lernt. Je mehr Neuronen es entha¨lt, desto mehr Gewichte ko¨nnen angepasst
werden, um eine Aufgabe zu lo¨sen. Zu viele Gewichte ko¨nnen aber zum Problem
werden, da das NN nur auf ein spezielles Szenario eingestellt wird und die Verallge-
meinerung verloren geht. Es erkennt dann nur noch das Trainingsset. Dieser Effekt
nennt sich U¨beranpassung (Overfitting). [Nis05]
2.9.7 Anwendung in der Mikrosystemtechnik
Die Anwendungen fu¨r NN sind vielfa¨ltig. Einige wurden in 1.4 bereits erwa¨hnt.
Weitere sind in [Che93] beschrieben, unter anderem die Verwendung eines NN zur
Inspektion von Siliziumwafern. Das NN erkennt Fehler anhand der Tatsache, dass
ein fehlerhafter Wafer anders als ein korrekter
”
aussieht“.
In dieser Arbeit wird ein NN zur Erkennung von Eigenmoden verwendet. Dies
gleicht dem Prinzip eines Assoziativspeichers. Die Umsetzung der Eigenmodener-
kennung ist in Abschnitt 4.4 beschrieben. In [Maz92] ist die Softwaresimulation eines
Assoziativspeichers mittels eines NN an einem Beispiel beschrieben. Das Beispiel
beinhaltet nur ein einschichtiges Netz, allerdings kann die allgemeine Vorgehenswei-
se daran sehr gut nachvollzogen werden.
Kapitel 3
Konzept
In diesem Kapitel wird das Konzept der Optimierung von Teststrukturen und der
dafu¨r notwendigen Scritte erla¨utert.
Im ersten Abschnitt werden die Sollmaße einer Struktur definiert, auf deren
Basis die gesamte Arbeit beruht. Danach folgt die Herangehensweise, wie Teststruk-
turen bewertet werden. Dieser Abschnitt ist auch ohne Optimierung, interessant,
da mit der Bewertung eine Vergleichsbasis fu¨r die Strukturen geschaffen wird. In
Abschnitt 3.3 schließt sich das Optimierungskonzept an. Die Abschnitte 3.4, 3.5 und
3.7 zeigen wichtige Komponenten der Optimierung konzeptuell auf. Abschließend
stellt Abschnitt 3.6 Betrachtungen zur Sensitivita¨t von Fertigungsparametern dar.
Diese sind fu¨r die Umsetzung der Bewertung von Teststrukturen und damit fu¨r die
Optimierung relevant.
3.1 Festlegung der Sollmaße einer Struktur
Da durch den Fertigungungprozess von MEMS Schwankungen auftreten (siehe Ab-
schnitt 2.1), stimmen gefertigte Strukturen nicht vollsta¨ndig mit dem Simulations-
modell u¨berein.
Zur Identifizierung der Fertigungsparameter beno¨tigt das in Abschnitt 2.5 be-
schriebene Verfahren eine Soll- oder Normstruktur. Als Sollmaß stehen mehrere
Maße in der Entwicklung beziehungsweise Fertigung zur Auswahl.
In Abbildung 3.1 sind einige Schritte dargestellt, die Einfluss auf die Maße einer
Struktur haben. Als Sollmaße einer Teststruktur werden die Abmaße des ANSYS-
Modells festgelegt, da die konkreten Abweichungen wa¨hrend des Fertigungsprozes-
ses nur schwer allgemeingu¨ltig erfassbar sind. Dabei summieren sich Abweichungen
in der Maskenfertigung fu¨r die Lithographie und Strukturierungsverfahren durch
beispielsweise DRIE auf. Die Federbreiten sind in der gefertigten Struktur im All-
gemeinen geringer als im ANSYS-Modell.
Eine Simulation der Teststruktur mit Sollmaßen ergibt die Sollreihenfolge der
Eigenmoden. Anhand dieser werden in den Varianzsimulationen die Eigenmoden
sortiert, da es auf Grund der Parametervariation zum Vertauschen der Reihenfolge
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Abbildung 3.1: Abweichung vom Sollmaß am Beispiel Federbreite
der Eigenmoden kommen kann (siehe Anhang C). Aus den sortierten Eigenmoden
wird das Response Surface berechnet.
3.2 Bewertung von Teststrukturen
Zum Vergleich mehrerer Teststrukturen muss jede nach verschiedenen Gesichts-
punkten bewertet werden, um diese anschließend durch Wichtung untereinander
einer Gesamtbewertung zu vereinen.
Ein Bewertungskriterium wird mit einem Bewerter wie in Abbildung 3.2 um-
gesetzt. Dieser wird durch eine Beschreibung und eine Liste aus Unterbewertern
charakterisiert. Weiter besteht er aus Eingangsdaten, aus dem die Bewertungsfunk-
tion die Ausgangsdaten berechnet. Die Eingangsdaten sind entweder beliebige Da-
ten oder die Ausgangsdaten der Unterbewerter. In ersterem Fall kann die Liste der








Abbildung 3.2: Elemente eines Bewerters
Die Bewertungsfunktion realisiert die Wichtung der Bewertungsparameter. Sie
muss nicht linear sein oder eine stetige mathematische Funktion abbilden. Es ko¨nnen
auch bestimmte Kombinationen von Eingangsdaten eine spezielle Bewertung erhal-
ten.
Da jeder Bewerter als Master-Bewerter mit beliebig vielen Slave-Bewertern
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(Unterbewertern) fungieren kann (siehe Abbildung 3.3), ist dieser ein Knoten eines
Bewertungsbaumes. Die Slave-Bewerter werden u¨ber die Bewertungsfunktion des
Master-Bewerters verknu¨pft. Dies wird durch alle in einen Master-Bewerter einge-












Abbildung 3.3: Teilbaum eines Bewerters
Abbildung 3.4 zeigt den Bewertungsbaum fu¨r eine Teststruktur. Basis der Be-
wertung bilden die Simulationsdaten mit Eigenfrequenzen und Eigenmoden. Diese
bestimmen zugleich die Messbarkeit einer Teststruktur. Aus der Regression der Si-
mulationsdaten ergeben sich die Regressionskoeffizienten und die Sensitivita¨t der
Parameter. Aus ihnen ergibt sich die Eignung fu¨r bestimmte Einsatzanforderungen.
Die Wurzel des Bewertungsbaumes, das heißt die Endbewertung der Teststruktur,
wird durch die Messbarkeit und Eignung festgelegt.
Die Messbarkeit gibt an, wie gut jede einzelne Eigenmode gemessen werden
kann. Dabei gehen die Messgrenzen der Eigenfrequenzen in Verbindung mit den
Eigenmoden ein, da In-Plane und Out-of-Plane nicht gleich gut gemessen werden
ko¨nnen (siehe Abschnitt 2.3).
Die Eignung gibt an, in wieweit die einzelnen Eigenmode in der Lage sind,
signifikante Daten fu¨r die Identifizierung eines oder mehrerer Parameter zu liefern.
Dazu wird die Antwortfla¨che der Struktur herangezogen (siehe Abschnitt 2.5). Der
Bewerter Regressionskoeffizienten beurteilt die Abha¨ngigkeit und Trennbarkeit der
Parameter untereinander, der Bewerter Parametersensitivita¨t die Empfindlichkeit
von Parametern der Struktur in den jeweiligen Eigenmoden.
Die Bewertungskriterien und ihre Wichtung mu¨ssen experimentell oder auf
Grund von Erfahrung abgescha¨tzt werden. Eine exakte mathematische Beschrei-
bung fu¨r den allgemeinen Fall ist nicht offensichtlich.
Jedes Individuum und damit jede Teststruktur eines Evolutiona¨ren Algorith-
mus beno¨tigt eine Bewertung. Anhand dieser wird entschieden, wie gut oder schlecht
das Individuum ist und wie es sich weiter entwickeln soll.
Der Vorteil dieses Verfahrens ist, dass der Bewertungsbaum einfach erweiterbar
ist. Es ko¨nnen zusa¨tzliche Bewertungskriterien hinzugefu¨gt werden, ohne dass er
komplett u¨berarbeitet oder gar zersto¨rt werden muss.
Die Bewertung erfolgt auf der Grundlage von Noten. Das Schema in Tabelle 3.1
liefert eine bessere Differentierung als “geeignet” und “ungeeignet”. Die Gesamtbe-

















Abbildung 3.4: Bewertungsbaum fu¨r eine Teststruktur
wertung einer Teststruktur muss nicht ganzzahlig sein.
Tabelle 3.1: Notenschema fu¨r die Bewertung
Note 1 2 3 4 5
Beschreibung sehr gut gut befriedigend ausreichend ungenu¨gend
3.3 Optimierung von Teststrukturen
3.3.1 Ansatz
Teststrukturen sollen zur Identifizierung von Fertigungsparametern (siehe Abschnitt
2.5) genutzt werden. Deshalb werden an sie bestimmte Anforderungen gestellt. Die-
se gehen von den geometrischen Abmessungen einer Struktur bis zur Sensitivita¨t
gegenu¨ber bestimmten Parametern. Eine Optimierung zielt darauf, eine geeignete
Teststruktur fu¨r spezifische Randbedingungen zu finden. Die optimale Teststruktur
ist nicht garantiert, jedoch wird, wie in Abbildung 3.5 dargestellt, aus einem vor-
handenen beziehungsweise bestimmten Pool, die am besten geeignete ausgesucht.
Diese Auswahl kann nur erfolgen, wenn die Teststrukturen vergleichbar sind. Sie
mu¨ssen somit auf Grundlage der Anforderungen bewertet werden. Das Konzept der
Bewertung einer Teststruktur ist in Abschnitt 3.2 beschrieben.
Fu¨r eine Optimierung wird eine große Anzahl verschiedener Teststrukturen
beno¨tigt. Diese ko¨nnen zum einen vom Entwickler bereitgestellt werden (vergleiche
Abschnitt 2.7), zum anderen kann eine bestimmte Grundgeometrie vorgegeben und
vera¨ndert werden. Wie in Abschnitt 1.5 beschrieben, ko¨nnen sogar neue Geome-
trien erzeugt werden. Zur Demonstration der prinzipiellen Vorgehensweise werden
in dieser Arbeit vorhandene Grundgeometrien vera¨ndert. Abbildung 3.6 zeigt den









für die Anforderungen A
Abbildung 3.5: Auswahl einer TS fu¨r bestimmte Anforderungen
Optimierungsvorgang fu¨r Teststrukturen, welche bestimmte Anforderungen erfu¨llen
sollen. Das Ergebnis nach mehrmaligem Durchlaufen des Algorithmus sind eine oder
mehrere
”
gut“ geeignete Teststrukturen. Was
”










Abbildung 3.6: Optimierungsvorgang fu¨r Teststrukturen
Der Optimierungsalgorithmus kann durch einen Evolutiona¨ren Algorithmus ab-
gebildet werden. Die Grundlagen fu¨r Evolutiona¨re Algorithmem sind in Abschnitt
2.8 beschrieben.
Im na¨chsten Abschnitt werden die Parameter einer allgemeinen Teststruktur
und ihre Bedeutung bei der Optimierung erkla¨rt. Anschließend erfolgt die Beschrei-
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bung des Evolutiona¨ren Algorithmus.
3.3.2 Parameter einer Teststruktur
Die Parameter einer Teststruktur sind in Geometrie- und Fertigungsparameter un-
terteilbar. Die Geometrieparameter umfassen die geometrischen Abmessungen der
Struktur wie laterale Ausdehnungen xmax und ymax, Abmessungen von Massen mxi

















Abbildung 3.7: Geometrieparameter am Beispiel einer TS
bestimmten Intervallen liegen mu¨ssen, werden mit gi bezeichnet. Die Federbreiten
wi du¨nner Federn za¨hlen zu den Fertigungsparametern, da sie im Verha¨ltnis zu
dickeren wesentlich sta¨rker von den Fertigungsprozessen beeinflusst werden. Das
Endmaß legt der Entwickler je nach Anforderung fest. Dies ko¨nnte in diesem Fall
die Endgro¨ße der Struktur oder die Absta¨nde gi sein. In Abbildung 3.8 ist der Fe-
derquerschnitt einer Teststruktur dargestellt, um die Fertigungsparameter zu ver-
deutlichen. Die Federbreite w und die Keiligkeit x, sowie die Federdicke th werden
durch Fertigungsprozesse bestimmt, welche in Abschnitt 2.1 beschrieben sind. Der
Stress σ in den Federn za¨hlt ebenso dazu.
Nach der Fertigung werden die Fertigungsparameter u¨ber eine zersto¨rungsfreie
Parameteridentifikation ermittelt (Abschnitt 2.5). Dabei wird aus der Simulation




Abbildung 3.8: Fertigungsparameter am Federquerschnitt
mit verschiedenen Parameterwerten eine Antwortfla¨che der Teststrukturen fu¨r jede
Eigenmode erzeugt.
Die Geometrieparameter werden bei der Optimierung von Teststrukturen durch
den Evolutiona¨ren Algorithmus vera¨ndert.
3.3.3 Anwendung des Evolutiona¨ren Algorithmus
Die Optimierung von Teststrukturen mit einem Evolutiona¨ren Algorithmus erfolgt
nach den Grundlagen aus Abschnitt 2.8.
Die Chromosomen fu¨r den Evolutiona¨ren Algorithmus werden aus allen Geo-
metrieparametern oder nur aus einzelnen gebildet. Sollen verschiedene Teststruktu-
ren in einem Evolutiona¨ren Algorithmus verarbeitet werden, so ist das Chromosom
fu¨r jede Teststruktur gleich. In der Parametrisierung der Teststrukturen sind die
Geometrieparameter entsprechend anzupassen.
Der prinzipielle Ablauf dieser Optimierung ist in Abbildung 3.9 dargestellt.
Verarbeitungssequenz






al TS werden ausgesondert
Optimierte TS (Individuen)
Evolutionärer Algorithmus
Abbildung 3.9: Optimierung von TS mittels EA
Der Evolutiona¨re Algorithmus la¨uft fu¨r n Generationen. Das Ergebnis sind fu¨r
die Anforderungen geeignete Teststrukturen. Die konkrete Auspra¨gung des Evoluti-
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ona¨ren Algorithmus, das heißt ob und wie viele Individuen sterben und auf welche
Weise die na¨chste Generation gebildet wird, ist vom verwendeten Evolutiona¨ren
Algorithmus abha¨ngig (siehe Abschnitt 2.8).
Die in Abbildung 3.10 dargestellte Verarbeitungssequenz zeigt die fu¨r jedes
Individuum ablaufenden Schritte, welche zur Bewertung fu¨hren. Diese Bewertung
und die Pru¨fung der Gene auf Gu¨ltigkeit beeinflussen den Ablauf des Evolutiona¨ren
Algorithmus.
Die Genpru¨fung ist notwendig, um zula¨ssige Geometrien zu erhalten. Die Rand-
bedingungen mu¨ssen zuvor festgelegt werden. In der Umsetzung in Abschnitt 4.2.3









Abbildung 3.10: Verarbeitungssequenz einer TS
3.2 erla¨utert.
In Abschnitt 4.2 ist eine konkrete Umsetzung fu¨r das beschriebene Verfahren
aufgezeigt. Prinzipiell liegen ihm, wie zuvor beschrieben, Teststrukturen zugrunde,
deren Geometrieparameter u¨ber einen Evolutiona¨ren Algorithmus vera¨ndert wer-
den. In diesem Algorithmus findet fu¨r jede Teststruktur eine Bewertung statt. Die-
se ergibt sich aus spezifischen Anforderungen wie zum Beispiel Messbarkeit der
Teststruktur und Eignung fu¨r ein bestimmtes Problem.
Der Evolutiona¨re Algorithmus liefert nach einer festzulegenden Anzahl an Ge-
nerationen eine Reihe von Teststrukturen, welche fu¨r die Anforderungen geeignet
sind. Diese Teststrukturen mu¨ssen, wie erwa¨hnt, nicht zwangsla¨ufig optimal sein
(siehe Abschnitt 2.8). Das verwendete Modell eines Evolutiona¨ren Algorithmus in
dieser Arbeit ist der Genetische Algorithmus.
3.4 Parametervariation in ANSYS
Fu¨r das in Abschnitt 2.5 beschriebene Verfahren zur Parameteridentifikation wird
die theoretische Antwort eines Mikrosystems beno¨tigt. Grundlage dessen ist die
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in ANSYS simulierte Struktur. Fu¨r diese wird ein Eigenmode und die zugeho¨rige
Eigenfrequenz fu¨r mehrere verschiedene Werte der Fertigungparameter (siehe Ab-
schnitt 3.3.2) berechnet. Aus diesen Daten wird durch Regression die Antwortfla¨che
ermittelt (siehe Anhang A).
In diesem Abschnitt soll das Konzept der Parametervariation in ANSYS am
Beispiel von drei Fertigungsparametern erla¨utert werden. Jeder dieser Parmeter p
wird zwischen dem Minimalwert pmin und dem Maximalwert pmax um die Schritt-
weite pstep vera¨ndert.
Das Modell der zu simulierenden Struktur ist parametrisiert. Die Parameter fu¨r
einen Schritt werden, wie in Abbildung 3.11 dargestellt, als Argumente u¨bergeben.





Anwendung der Keiligkeit x
th w x
fm = f(th, w, x)
Abbildung 3.11: Einzelner Schritt der Parametervariation
Federbreite w aufgebaut. Die Keiligkeit x wird in einem separaten Schritt, ent-
sprechend Abschnitt 3.5.2, umgesetzt. Danach erfolgt das Anlegen der Randbe-
dingungen und die Modalanalyse fu¨r mehrere Eigenmoden. Der Ergebnisvektor ~r
beinhaltet die Parametersets und den Vektor der Eigenfrequenzen ~f .
~r = (th, w, x, f1, f2, · · · , fi)
Diese Strukturanalyse wird, wie in Listing 3.1 dargestellt, fu¨r verschiedene
Parametersets durchgefu¨hrt. Die Gesamtanzahl der Simulationen n ergibt sich aus
n =
∏
npi = nth · nw · nx
mit npi = ((pimax − piminDIV pistep) + 1
(3.1)
mit pi . . . Parameter i
npi . . . Anzahl der Variationen der Parameters i
DIV . . . ganzzahlige Division mit Rest.
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wiederhole fu¨r th solange th ≤ thmax
wiederhole fu¨r w solange w ≤ wmax
wiederhole fu¨r x solange x ≤ xmax
fu¨hre Strukturanalyse des Modells mit th, w, x
durch
th = th+ thstep
w = w + wstep




Die Mindestanzahl K der Simulationen wird durch die Regressionsfunktion
bestimmt (siehe Abschnitt A.1). Fu¨r drei Parameter und eine lineare Regressions-
funktion wa¨ren theoretisch acht simulierte Parametersets ausreichend.
Die Variation der Parameter hat bei Strukturen mit hohem Aspektverha¨ltnis
Einfluss auf das Verhalten. Dabei kann ein Tausch der Eigenmoden auftreten. Fu¨r
die Regression ist jedoch eine gleichbleibende Reihenfolge notwendig, daher mu¨ssen
die Eigenmoden vorher gegebenenfalls sortiert werden. Sortiergrundlage bildet die
Normstruktur mit dem Normparameterset. Dieses wird zuvor festgelegt. In Ab-
schnitt 4.4 wird na¨her darauf eingegangen. Um die Wahl der Regressionsfunktion
nicht von vorn herein einzuschra¨nken, ist es oft sinnvoll, mehr Parametersets als
theoretisch notwendig zu simulieren.
Die Umsetzung der Parametervariation in ANSYS ist in Abschnitt 4.2.5 be-
schrieben.
3.5 Realisierung des Parameters Keiligkeit
Wie in Abschnitt 2.1 beschrieben, verursacht das verwendete Fertigungsverfahren
eine Maskenuntera¨tzung und eine Keiligkeit. Dies beeinflusst das Verhalten von
Strukturen mit hohem Aspektverha¨ltnis in ihrem Verhalten.
Die in Abschnitt 3.1 festgelegten Sollmaße legen die betrachteten Maskenmaße
fest. Die Keiligkeit wird in der Simulation beru¨cksichtigt, da sie das Strukturver-
halten maßgeblich beeinflusst.
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3.5.1 Mo¨glichkeiten der Realisierung
Die Einarbeitung in den Modellaufbau einer Struktur wu¨rde diesen verkomplizieren.
Die unabha¨ngige Berechnung der Keiligkeit k ist daher gu¨nstiger. Sie ist abha¨ngig
von der Strukturdicke th. Ihr Betrag x ist u¨ber eine vorzugebende Funktion k(th)
berechenbar. Die Richtung ist gesondert zu ermitteln.
In der Simulation sollen nur jene senkrechten Fla¨chen betrachtet werden, welche
die Struktur vom umgebenden Medium trennen (siehe Abbildung 3.12). Weiterhin
relevante Fla¨chen
Struktur
Abbildung 3.12: Beru¨cksichtigte Fla¨chen fu¨r die simulierte Keiligkeit
wird die Untera¨tzung, welche die Keiligkeit verursacht, zur Vereinfachung als isotrop
und konstant angenommen.
In [Str07] ist ein Verfahren fu¨r die Umsetzung in der Simulation beschrieben.
Dieses setzt jedoch die vorherige Selektion der betroffenen Fla¨chen vorraus, was in
einem automatisierten Ablauf nicht mo¨glich ist, da diese sich a¨ndern ko¨nnen. Außer-
dem steigt der Zeitaufwand des Verfahrens mit steigender Strukturvernetzung, da
die Keiligkeit durch Verschiebung von Knoten der außenliegenden Elemente erfolgt.
Ein anderer Ansatz ist die nachfolgend erla¨uterte thermische Analogie. Dabei
wird der Temperaturgradient zur Richtungsbestimmung der Keiligkeit genutzt. Fu¨r
eine konkrete Struktur muss die Richtungsbestimmung nur einmal erfolgen, da die
Grundstruktur bei einer Parametervariation (siehe 3.4) gleich bleibt. Der Vorteil
dieses Verfahrens liegt in der Strukturunabha¨ngigkeit, es funktioniert zuverla¨ssig
und stellt keine Restriktionen an den Modellaufbau. Weiterhin erfolgt der Ablauf
automatisch, was fu¨r den Einsatz in einem automatisierten Optimierungsverfahren
entscheidend ist.
Das Konzept der thermischen Analogie wird im folgenden Abschnitt erkla¨rt,
die Umsetzung in ANSYS findet sich in Abschnitt 4.3.
3.5.2 Konzept der Thermischen Analogie
Basis fu¨r die Richtungsermittlung der Keiligkeit ist die Wa¨rmeleitung in einem Me-
dium. Die fu¨r die Wa¨rmeleitung maßgebende Stoffeinheit ist die Wa¨rmeleitfa¨higkeit
λ. Generell la¨sst sich die Temperatur in einem Ko¨rper als orts– und zeitabha¨ngige
Funktion T (x, y, z, t) darstellen. Der transiente Fall soll hier allerdings nicht von
Interesse sein. Wenn die Temperatur o¨rtlich nicht gleich verteilt ist, stro¨mt Wa¨rme
vom Bereich ho¨herer Temperatur zum Bereich tieferer Temperatur. Dieser Wa¨rme-
strom Q ist proportional zum Gradienten der Temperatur −grad T . Das Vorzeichen
resultiert aus der Definition, dass der Gradient in Richtung der ansteigenden Tem-
peratur gerichtet ist. Der Proportionalita¨tsfaktor ist die Wa¨rmeleitfa¨higkeit λ. Sie
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ist im Allgemeinen von der Temperatur abha¨ngig, wird jedoch in vielen technischen
Berechnungen als konstant angenommen. Der stationa¨re Fall kann mit Gleichung
3.2 beschrieben werden.
∇(λ∇T ) = f(x, y, z) (3.2)
mit λ ... Wa¨rmeleitfa¨higkeit
T ... Temperatur
∇ ... Nabla-Operator.
Ist die Wa¨rmeleitfa¨higkeit im gesamten Berechnungsgebiet konstant, so kann
die vereinfachte Gleichung 3.3 verwendet werden.
λ∇2T = f(x, y, z) (3.3)
Nach der Umwandlung mit der Methode der finiten Elemente in ein Gleichungssy-
stem, welches in [GM98] beschrieben wird, ergibt sich fu¨r den stationa¨ren Fall in
Matrizenschreibweise
[ktherm] · {T} = −{Q}
mit [ktherm] ... Matrix der Wa¨rmeleitfa¨higkeiten
{T} ... Vektor der Temperaturen
{Q} ... Vektor der von außen zu– oder abgefu¨hrten Wa¨rmestro¨me.
Der Vektor {Q} ergibt sich aus den Wa¨rmestromwerten aller Knoten eines Modelles.
[GM98]
Durch die Simulation, welche in [GM98] na¨her beschrieben ist, ko¨nnen bei
gegebenen Temperaturen und Wa¨rmeleitfa¨higkeiten die zu den Knoten geho¨renden
Temperaturgradienten ermittelt werden. Die Richtung des Temperaturgradienten







Abbildung 3.13: Temperaturgradienten in einer Struktur
Außenkontur einer Struktur auf die Umgebungstemperatur gesetzt, die Struktur
auf eine ho¨here Temperatur. Der Temperaturgradient zeigt somit immer vom Rand
in die Struktur.
Es werden acht Richtungen betrachtet. Diese werden durch die Komponen-
ten tx und ty des Temperaturgradienten entsprechend Tabelle 3.5.2 bestimmt. Zur
Identifizierung dienen Richtungskodes.
In der Simulation wird fu¨r jeden Punkt auf der Außenkontur der Richtungskode
ermittelt. Anhand dessen werden die Punkte durch die Untera¨tzung nach Tabelle
3.5.2 um ∆ux in x-Richtung und ∆uy in y-Richtung verschoben.
In Abschnitt 4.3 ist die Umsetzung in ANSYS beschrieben.
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Tabelle 3.2: Ermittlung der Richtungskodes
tx ty Richtung Richtungskode
= 0 > 0 y
x
1
> 0 > 0 y
x
2
> 0 = 0 y
x
3
> 0 < 0 y
x
4
= 0 < 0 y
x
5
< 0 < 0 y
x
6
< 0 = 0 y
x
7
< 0 > 0 y
x
8











Die Sensitivita¨ten der Teststrukturen nach einem Parameter ergeben sich aus der
Differentiation der Antwortfla¨che nach dem jeweiligen Parameter. Prinzipiell gilt,
dass eine ho¨here Sensitivita¨t besser ist, als eine niedrigere. Im folgenden wird an-
genommen, dass die Frequenza¨nderung fu¨r kleine Parametera¨nderungen linear.
Abbildung 3.14 zeigt die Frequenzabha¨ngigkeit eines Parameters p. Es soll eine
Parametervariation detektiert werden, die eine Frequenzabweichung ∆f von der
Normeigenfrequenz fnorm verursacht.








Abbildung 3.14: Frequenzabweichung bezu¨glich der Normfrequenz
Fu¨r die minimale Frequenza¨nderung ∆f u¨ber dem gesamten Parametervariati-
onsbereich ergeben sich Einschra¨nkungen aus der Simulation, der Messung und der
Auflo¨sung des Parameters (siehe Gleichung 3.4). Im Folgenden werden diese na¨her
erla¨utert.
∆f ≥ max(∆fsim,∆fmess,∆fres) (3.4)
mit ∆fsim . . . minimal notwendige Frequenza¨nderung aus Simulation
∆fmess . . . minimal notwendige Frequenza¨nderung aus Messung
∆fres . . . minimal notwendige Frequenza¨nderung aus Parameterauflo¨sung
Frequenzabweichungen aus der Simulation ko¨nnen durch Simulations- und Re-
gressionsfehler eingebracht werden. Die Abweichung durch die Parametervariation
muss deutlich gro¨ßer sein als diese Fehler, damit sie tatsa¨chlich durch die Variation
der Parameter und nicht durch andere Sto¨rfaktoren verursacht wird. Die minimale
relative Frequenzabweichung ∆fsim wird auf 0,1% der Normfrequenz (siehe Glei-
chung 3.5) festgelegt. Damit liegt sie erfahrungsgema¨ß u¨ber den durch die erwa¨hnten
Sto¨rfaktoren erzeugten Frequenzschwankungen.
∆f ≥ ∆fsim
∆fsim = 0, 1% · fnorm
(3.5)
Die Eigenfrequenzen bei Extremwerten der Parameter mu¨ssen sich weiterhin
deutlich von der Normeigenfrequenz abheben, um in der Messung mit dem LDV
erfasst werden zu ko¨nnen. Abbildung 3.15 zeigt diese absolute Frequenzverschie-
bungen anhand des Amplitudengangs.
Mit der in Tabelle 4.1 getroffenen Annahme symmetrischer Parameterabwei-
chungen gilt im Folgenden Gleichung 3.6. Damit ergibt sich die durch die Messung
bedingte minimale Frequenzabweichung ∆fmess (siehe Gleichung 3.7).
∆fabs = ∆fabs,1 = ∆fabs,2 (3.6)
∆fmess = 2 ·∆fabs (3.7)
Wird die der Amplitudengang manuell ausgewertet, liegt die minimale erkenn-
bare Frequenzdifferenz ho¨her, als bei der Auswertung mittels Lorentzian Fit (siehe




1: f(a) = f(pmin)
2: f(a) = f(pmax)
3: f(a) = f(pnorm)
Amplitude a
Abbildung 3.15: Absolute Frequenzverschiebung zur Normfrequenz
Tabelle 3.4). Ausfu¨hrungen u¨ber die Messung von Resonanzfrequenzen und Lorent-
zian Fit finden sich in [LTC+03] und [PA98].
Tabelle 3.4: Auswerteverfahren und Grenzen von ∆fabs
Auswerteverfahren Bereich von ∆fabs
Manuell 20Hz . . . 1 kHz
Lorentzian 1Hz . . . 20Hz
Je ho¨her die Frequenzabweichung ∆fabs, desto leichter kann die Variation des
Parameters ausgewertet werden. Der Parameter mit einer bestimmten Auflo¨sung ∆p
bestimmt die Frequenzabweichung ∆fres. Diese muss im messbaren Bereich liegen
(siehe Tabelle 3.4). Ist der Variationsbereich des Parameters als seine Auflo¨sung, so
ist dies das beschra¨nkende Kriterium.
Die tatsa¨chliche Frequenzabweichung ∆f durch die Sensitivita¨t des Parame-
ters und damit durch den Anstieg m der Antwortfla¨che gegeben. Bei linearer Ab-
ha¨ngigkeit des Parameters von der Frequenz kann mit den Differenzenquotienten
gearbeitet werden. Es gilt Gleichung 3.8. Da pmax und pmin feststehen, ist ∆f durch
Gleichung 3.9 definiert. Fu¨r die Betrachtung der Parameterauflo¨sung erfolgt fu¨r




mit ∆y = ∆f
∆x = pmax − pmin
(3.8)
∆f = m · (pmax − pmin) (3.9)
Eine Struktur kann danach bewertet werden, ob ihre Eigenfrequenzabweichung
bei Variation der Parameter Gleichung 3.4 einha¨lt und wie groß die Abweichung zur
minimal notwendigen Frequenzdifferenz ist. In dieser Arbeit wird eine Parameter-
auflo¨sung von 50nm angenommen.
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3.7 Eigenmodenerkennung
Wie in Abschnitt 2.5 erla¨utert, kann es bei der Parametervariation zu einem Ver-
tauschen der Eigenmoden kommen. Geschieht dies, steigt der Regressionsfehler der
Antwortfla¨che.
Die Eigenmodenerkennung soll vertauschte Moden erkennen und korrigieren.
Dies kann, wie im folgenden Abschnitt beschrieben, manuell erfolgen. Fu¨r die Au-
tomatisierung muss eine andere Lo¨sung angestrebt werden. Eine Mo¨glichkeit ist die
in Abschnitt 3.7.2 dargestellte Erkennung mit Hilfe eines Neuronalen Netzes.
Die Erkennung ist auch in der Messtechnik interessant, um Eigenmoden ein-
deutig identifieren zu ko¨nnen. Abschnitt 3.7.2 liefert dazu einen Ansatz.
3.7.1 Manuelle Eigenmodenerkennung
Die manuelle Eigenmodenerkennung erfolgt durch die Betrachtung signifikanter
Punkte der Struktur bei jeder Eigenfrequenz. Die normierten Amplituden der Aus-
lenkung dieser werden durch die Normstruktur festgelegt. Es wird ein Bedingungs-
baum erstellt, der jede Eigenmode anhand der Auslenkung in diesen Punkten iden-
tifiziert.
Die Eigenmoden jeder Struktur mit von den Normparametern abweichenden
Parametern werden u¨ber diesen Baum gepru¨ft. Vertauschte Eigenmoden ko¨nnen
somit erkannt und korrigiert werden.
Der Nachteil dieser Methode ist, dass der Bedingungsbaum fu¨r jede Normstruk-
tur neu zu erstellen ist. Bei komplexen Strukturen steigt auch seine Komplexita¨t
an und ist in manchen Fa¨llen nicht durch wenige Punkte charakterisierbar.
Diese Methode ist somit fu¨r die automatisierte Optimierung nicht geeignet.
3.7.2 Eigenmodenerkennung mittels Neuronalem Netz
Die Eigenmodenerkennung mit einem Neuronalen Netz kann zum einen zur Sor-
tierung von Eigenmoden einer simulierten Struktur anhand einer Normstruktur
verwendet werden. Zum anderen ermo¨glicht sie die Identifizierung gemessener Ei-
genmoden. Die Identifizierung erfolgt auf Basis der normierten Auslenkung bei einer
Eigenfrequenz. Diese Auslenkung ist bei kleinen Geometrieabweichungen fu¨r jeden
Eigenmode gleichartig. Gleichartig bedeutet in diesem Fall, dass die Auslenkun-
gen zwar betragsma¨ßig unterschiedlich sein und wertema¨ßig geringfu¨gig abweichen
ko¨nnen, aber von der Gesamttendenz gleichbleiben. Die Modenerkennung von simu-
lierten Eigenmoden aus der Parametervariation ist in Abbildung 3.16 dargestellt.
Grundlage ist dabei die zu betrachtende Teststruktur. Fu¨r diese wird ein Normpa-
rameterset, wie in Abschnitt 3.3.2 eingefu¨hrt, festgelegt. Die Struktur mit diesem
Parameterset bestimmt die Reihenfolge der Eigenmoden. Die Reihenfolge der Ei-
genmoden aus der Parametervariation muss dieser fu¨r die spa¨tere Berechnung der
Antwortfla¨che, angepasst werden. Eine abweichende Reihenfolge macht sich durch

















Abbildung 3.16: Ablauf Sortierung der Eigenmoden der Parametervariation
eine hohe Abweichung von der Antwortfla¨che bemerkbar.
Mit den Daten aus dem Normparameterset wird das Neuronale Netz trainiert,
beim Ausfu¨hren mit den Daten der Parametervariation werden deren Moden ent-
sprechend erkannt. Die Daten bestehen aus den jeweiligen Auslenkungen an den
Koordinaten Pi. Die Struktur der Daten wird in Abschnitt 4.4.2 na¨her erla¨utert.
Das Ergebnis ist eine Liste der sortierten Eigenmoden fu¨r die jeweilige Parameter-
variation.
Die Eigenmodenerkennung von gemessenen Strukturen erfolgt wie in Abbil-
dung 3.17 dargestellt. Die Bereitstellung der Trainingsdaten erfolgt analog zur Mo-
denerkennung von simulierten Eigenmoden. Die Koordinaten der verwendeten Aus-
lenkungen mu¨ssen mit denen der Messung korrespondieren. Die Daten aus der Mes-
sung mu¨ssen aufbereitet werden. Um Vergleichbarkeit zu gewa¨hrleisten, werden die
Auslenkungen normiert und fu¨r das Neuronale Netz entsprechend Abschnitt 4.4.2
formatiert. Das mit den Daten der simulierten Normstruktur trainierte Neuronale
Netz liefert beim Ausfu¨hren dieser Daten die erkannten Eigenmoden.





















Abbildung 3.17: Ablauf Identifizierung der gemessenen Eigenmoden
Kapitel 4
Umsetzung
In diesem Kapitel wird die Umsetzung der in Kapitel 3 beschriebenen Konzepte
erla¨utert.
Im ersten Abschnitt wird eine mo¨gliche Bewertung von Teststrukturen dar-
gestellt. Diese Bewertung ist eigensta¨ndig und kann auch ohne Genetischen Algo-
rithmus genutzt werden. Der zweite Abschnitt behandelt die Umsetzung der Op-
timierung anhand eines Testframeworks. Dieses zielt darauf, die Bewertung in der
Optimierung von Teststrukturen zusammen mit einem Genetischen Algorithmus zu
verwenden. Auf die dabei verwendeten einzelnen Komponenten wird kurz eingegan-
gen.
Die darauffolgenden Abschnitte zeigen die detaillierte Umsetzung zur Lo¨sung
wichtiger Aufgabenstellungen bei der Entwicklung und Optimierung von Teststruk-
turen. Die Parametervariation in ANSYS (Abschnitt 4.2.5) und die Umsetzung der
Keiligkeit (Abschnitt 4.3), sowie die Eigenmodenerkennung (Abschnitt 4.4) sind
auch ohne Verwendung des Optimierungsframeworks von Bedeutung, weshalb sie,
die Parametervariation ausgenommen, getrennt erla¨utert werden.
Im letzten Abschnitt erfolgt eine Auflistung der in der Arbeit betrachteten
Teststrukturgeometrien.
Tabelle 4.1 zeigt die fu¨r diese Arbeit angenommenen Schwankungen der Ferti-
gungsparameter. Sie sind die Grundlage fu¨r die Parametervariation und die Bewer-
tung der Sensitivita¨ten der Parameter.
Tabelle 4.1: Angenommene Fertigungsparameterschwankungen
Parameter Minimalwert Normwert Maximalwert Absolute
Schwankung
Federbreite w / µm 4,5 5 5,5 1
Strukturdicke th / µm 48 50 52 4
Keiligkeit x / µm 0,1 0,2 0,3 0,2
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4.1 Bewertung von Teststrukturen
Die Bewertung einer Teststruktur erfolgt hierarchisch, wie im Konzept in Abschnitt
3.2 erla¨utert. In den folgenden Abschnitten wird die Umsetzung dieser Hierarchie
sowie die Verbindung der einzelnen Ebenen ausgehend von der Gesamtbewertung
einer Teststruktur dargestellt.
Die Umsetzung der Bewertung orientiert sich an der in Abschnitt 2.1 vorge-
stellten Fertigungstechnologie und den in Tabelle 4.1 angenommenen Schwankungen
der Fertigungsparameter. Eine Beispielbewertung einer Teststruktur findet sich in
Anhang F.
4.1.1 Gesamtbewertung einer Teststruktur
Die Gesamtbewertung einer Teststruktur ergibt sich aus den Bewertungen ihrer Ei-
genmoden. Jede betrachtete Eigenmode wird in Bezug auf Messbarkeit und Eignung
entsprechend der beiden folgenden Abschnitte beurteilt.






mit bi . . . Bewertung der i-ten Eigenmode
Mi . . . Bewertung der Messbarkeit der i-ten Eigenmode
Ei . . . Bewertung der Eignung der i-ten Eigenmode
Die Gesamtbewertung B berechnet sich nach Gleichung 4.2 aus dem Mittel-
wert eines Teils der Eigenmodenbewertungen b. Die Noten des Eigenmodenbewer-
tung werden aufsteigend sortiert. Fu¨r die Parameteridentifikation wird eine mini-
male Anzahl geeigneter Eigenmoden mmin beno¨tigt. Fu¨r die Teststruktur wird der
Durchschnitt aus den mmin-besten Eigenmoden gebildet. Gibt es weniger als mmin
Eigenmoden, die eine Noten besser als 5 haben, wird die gesamte Struktur mit un-
genu¨gend bewertet. Es wird ein beno¨tiger Eigenmode fu¨r jeden zu identifizierenden










mit B . . . Gesamtbewertung der Teststruktur
bsi . . . sortierte Bewertung der i-ten Eigenmode
m . . . Anzahl der betrachteten Eigenmoden
mgut . . . Anzahl ”
guter“Eigenmoden mit bi ≤ 4
mmin . . . Mindestanzahl Eigenmoden fu¨r die Parameteridentifikation
Die Gesamtbewertung wird fu¨r eine besseren Differenzierung auf eine Dezimal-
stelle gerundet.
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4.1.2 Bewertung der Messbarkeit
Die Bewertung der Eigenfrequenzen, der Hauptbewegungsrichtung der Eigenmoden
und der Messbarkeit orientiert sich an Tabelle 2.2. Die Bewertung der Frequenzen
F , dargestellt in Tabelle 4.2, und der Hauptbewegungsrichtung der Eigenmoden H ,
siehe Tabelle 4.3, gehen zusammen in die Messbarkeit ein.
Das Notenspektrum kann fu¨r sie nicht vollsta¨ndig ausgenutzt werden, da nicht
genu¨gend Intervalle zur Verfu¨gung stehen. Eigenfrequenzen fi außerhalb des Mess-
bereichs erhalten die Note 5, sie sind nicht nutzbar.
Eigenfrequenzen im Bereich zwischen 100 kHz und 500 kHz bekommen die Note 4,
da in diesem nur Out-of-Plane-Eigenmoden zuverla¨ssig gemessen werden ko¨nnen.
Die verbleibenden beiden Bereiche werden entsprechend besser bewertet. Von den
Hauptbewegungsrichtungen der Eigenmoden wird Out-of-Plane besser gestellt. Sie
kann in mehreren Frequenzbereichen erfasst werden.
Tabelle 4.2: Bewertung Frequenz
Frequenzbereich / kHz Note
0 < fi ≤ 10 1
10 < fi ≤ 100 2
100 < fi ≤ 500 4
fi > 500 5




Die Bewertung der Messbarkeit M ergibt sich nach Gleichung 4.3. Ein Ei-
genmode i wa¨re genau dann nicht messbar, wenn die zugeho¨rige Eigenfrequenz fi
außerhalb des Messbereichs liegt oder wenn es sich um einen In-Plane Mode han-
delt, der im nichtmessbaren Bereich liegt. Ist der Eigenmode messbar, so wird seine
Messbarkeit aus dem Durchschnitt der beiden oben genannten Unterbewertungen.




5 , wenn Fi = 5 ∨Hi = 5
5 , wenn Fi = 4 ∧Hi = 2
(Fi + Ei)/2 sonst
(4.3)
mit i . . . i-ter Eigenmode
M . . . Bewertung Messbarkeit
F . . . Bewertung Frequenz
H . . . Bewertung Bewegungsform des Eigenmodes
4.1.3 Bewertung der Eignung
Die Bewertung der Eignung E einer Teststruktur dru¨ckt aus, in wieweit sich ein
bestimmter Parameter mit ihr identifizieren la¨sst. Dafu¨r muss eine bestimmte Sensi-
tivita¨t bezu¨glich diesem gegeben und die Wechselwirkung zwischen ihm und anderen
KAPITEL 4. UMSETZUNG 64
Parametern gering sein. Die Betrachtungen erfolgen anhand der Antwortfla¨che der
Teststrukturen fu¨r jeden Eigenmode.
Idealerweise ist eine Struktur bei einem Eigenmoden von genau einem Para-
meter abha¨ngig. In der Realita¨t ist dies selten der Fall. Aus diesem Grund soll die
Bewertung der Eignung aus dem maximalen Notenabstand der Sensitivita¨ten je-
weils zweier Parametern ermittelt werden (siehe Gleichung 4.4). Der Notenabstand
ergibt sich nach Gleichung 4.5. Er wird fu¨r jede Kombination zweier Parameter
berechnet.
Ei = max(ei,1, . . . , ei,v) (4.4)
ei,j = 5− |Sp,i,a − Sp,i,b| ∀ a, b ∈ 1, . . . , n ∧ a 6= b (4.5)
mit i . . . i-ter Eigenmode
Ei . . . Bewertung der Eignung
ei,j . . . Bewertung Notenabstand
n . . . Anzahl der Parameter
Sp,i,a . . . Sensitivita¨t der Parameters pa bei einem Eigenmode i
Sp,i,b . . . Sensitivita¨t der Parameters pb bei einem Eigenmode i
v . . . Anzahl der Parameterpaarkombinationen
Die Umsetzung im Optimierungsframework ist auf zwei Parameter beschra¨nkt.
Die Ermittlung der beno¨tigten Sensitivita¨t fu¨r die Parameteridentifikation wird
in Abschnitt 3.6 erla¨utert. Darauf aufbauend ergibt sich die Bewertung Sp der Sen-
sitivita¨t eines Parameters p nach Gleichung 4.6 aus der Gesamtfrequenzschwankung
∆fges,i (Gleichung 4.7) und der Frequenzschwankung u¨ber die Parameterauflo¨sung
(Gleichung 4.8). Die Intervalle gehen aus den Auswerteverfahren fu¨r die Eigenfre-




1 , wenn ∆fres,i > 1 kHz
2 , wenn 20Hz < ∆fres,i ≤ 1 kHz
3 , wenn 1Hz < ∆fres,i ≤ 20Hz
5 , wenn ∆fres,i ≤ 1Hz
5 , wenn ∆fges,i < 0, 001 · fnorm
(4.6)
mit i . . . i-ter Eigenmode
∆fges,i . . . Frequenzschwankung u¨ber die Parametervariationsbreite
∆fres,i . . . Frequenzschwankung u¨ber die Parameterauflo¨sung
fnorm,i . . . Normeigenfrequenz
mi . . . Anstieg der Antwortfla¨che fu¨r den Parameter p
∆fges,i = |mi ·∆p| (4.7)
∆fres,i = |mi ·∆pres| (4.8)
mit ∆p . . . Parametervariationsbreite pmax − pmin
∆pres . . . Parameterauflo¨sung
Fu¨r kleine Wechselwirkungen zwischen Parametern mu¨ssen die Kreuzterme
der Regressionsfunktion klein sein. Kreuzterme sind diejenigen Regressionsglieder,
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in denen mehr als ein Parameter einen Exponenten gro¨ßer oder gleich eins aufweist.








1 , wenn κ = 0
2 , wenn 0 < κ ≤ 0.125 · amin
3 , wenn 0.125 · amin < κ ≤ 0.25 · amin
4 , wenn 0.25 · amin < κ ≤ 0.5 · amin
5 , wenn 0.5 · amin < κ ≥ amin
amin = min(ap,1, . . . , ap,n)
(4.9)
mit i . . . i-ter Eigenmode
K . . . Bewertung der Kreuzterme
Nk . . . Anzahl der Kreuzterme
k . . . Einzelbewertung Kreuzterm
κ . . . Regressionskoeffizient des Kreuzterms
ap . . . Regressionskoeffizient des Parameters p
n . . . Anzahl der Parameter
Die Kreuzterm werden in der Umsetzung zu Vereinfachung nicht beru¨cksichtigt.
4.2 Optimierung von Teststrukturen
Die Optimierung von Teststrukturen erfolgt nach dem in Abschnitt 3.3 aufgezeigten
Konzept. Fu¨r die konkrete Umsetzung sind mehrere Bausteine notwendig. Im fol-
genden Abschnitt werden die verwendeten Programme und Programmiersprachen
fu¨r die jeweiligen Bausteine erla¨utert.
4.2.1 Komponenten der Optimierung
Die einzelnen Komponenten der Optimierung bedu¨rfen zum Teil unterschiedlicher
Programme, da kein Programm beziehungsweise keine Beschreibungssprache exi-
stiert, die alle notwendigen Lo¨sungsansa¨tze bereitstellt. Sie mu¨ssen weiterhin per-
formant sein und Schnittstellen untereinander ermo¨glichen. Die entsprechende Auf-
gliederung ist in Abbildung 4.1 dargestellt. Fu¨r die Simulation der Teststruktu-
ren ist zwingend ein entsprechendes Programm notwendig, in diesem Fall AN-
SYS. Es bietet den Vorteil, auch ohne graphische Nutzeroberfla¨che (Graphical User
Interface (GUI)) bedienbar zu sein. Dieser Modus wird im folgenden als Batch-
Modus bezeichnet. Die Steuerung erfolgt u¨ber sogenannte Makros. Diese ASCII-
Dateien beinhalten Steuerkommandos und ko¨nnen im Batch-Modus, gegebenen-
falls mit Argumenten, geladen werden. Die Geometrien der Teststrukturen werden
ebenfalls in Makros bereitgestellt.
ANSYS wird u¨ber eine Skriptsprache gesteuert, die Abarbeitung erfolgt sequen-
ziell. Weiterhin steht ein Interpreter der Skriptsprache Tcl [WJ03] zur Verfu¨gung,
mit der auch graphische Oberfla¨chen realisiert werden ko¨nnen.










Sortierung der Eigenmoden /
Antwortflächen
Parametervariation
Simulation der TS /
Abbildung 4.1: Bausteine der Optimierung einer TS
Obwohl eine einheitliche Implementierung in einer Sprache wu¨nschenswert ist,
wurde in dieser Arbeit davon abgesehen. Zum einen ist die Ausfu¨hrung von Skript-
sprachen gegenu¨ber voru¨bersetzen Sprachen im Allgemeinen langsamer. Weiterhin
ist ein objektorierentierter Ansatz in ANSYS beziehungsweise Tcl aufwendig zu rea-
lisieren. Zudem gibt es keine gut dokumentierten und leistungsfa¨higen Bausteine fu¨r
Neuronale Netze und Evolutiona¨re Algorithmen in Tcl, welche die Anforderungen
erfu¨llen. Die Implementierung dieser wa¨re zwar prinzipiell mo¨glich, wu¨rde aber den
Rahmen dieser Arbeit sprengen und ko¨nnte nicht mit der Performance und der
Stabilita¨t bereits entwickelter und getesteter Bibliotheken konkurrieren. Aus die-
sen Gru¨nden wurden der EA und die Modenerkennung mittels Neuronalem Netz
in der Programmiersprache C++ [Str03] umgesetzt. Die fu¨r den EA verwendetete
Bibliothek ist in Abschnitt 2.8.5 erkla¨rt, die fu¨r das Neuronale Netz verwendete in
Abschnitt 2.9.6.
C++ wurde wegen der zahlreich verfu¨gbaren Bibliotheken und des Sprach-
umfangs gewa¨hlt. Theoretisch wa¨ren auch andere Sprachen und Programme wie
MATLAB [U¨KP05] verwendbar. Diese mu¨ssen allerdings die folgenden Komponen-
ten u¨bsetzen ko¨nnen und eine Schnittstelle zu ANSYS ermo¨glichen. Zusa¨tzlich muss
die Verarbeitung einer Generation des EA performant erfolgen, da der Zeitbedarf
fu¨r die gesamte Optimierung mit der Anzahl der Generationen steigt. Der Anstieg
kann nicht na¨her spezifiert werden, da die Verarbeitungszeit einzelner Komponen-
ten, z. B. der Eigenmodenerkennung mittels Neuronalem Netz, nicht konstant ist
(vergleiche Abschnitt 5.1.1).
Da der die Optimierung umschließende EA in C++ umgesetzt ist, liegt es
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nahe, fu¨r die restlichen Komponenten ebenfalls diese Sprache zu nutzen und damit
Schnittstellenprobleme weitestgehend zu vermeiden. Dies hat den Vorteil, dass eine
einfach Steuerung aller in C++ mo¨glich ist.
Die Plattformunabha¨ngigkeit ist gewa¨hrleistet, in sofern keine plattformspezifi-
schen Befehle verwendet werden. Gegebenenfalls mu¨ssten vorhandene Codepassagen
angepasst und der Quellcode neu u¨bersetzt werden.
Die Komponente
”
Bewertung“, welche vom EA beno¨tigt wird, fu¨hrt die Bewer-
tung einer TS nach dem in Abschnitt 3.2 vorgestellten Konzept durch. Grundlage
dafu¨r sind die Antwortfla¨che und die Eigemoden einer TS. Die Daten dafu¨r werden
in Form von Dateien durch das aufgerufene ANSYS erzeugt, welches wie erwa¨hnt
u¨ber Makros gesteuert wird. Die Antwortfla¨che wird mit C++ erzeugt, da die Ei-
genmoden aus der Parametervariation zuerst mit dem Neuronalen Netz sortiert
werden. Dies ko¨nnte auch in ANSYS geschehen, allerdings mu¨sste es dazu erneut
aufgerufen werden. Der verfolgte Ansatz ist zeit- und ressourcensparender.
Der Datenaustausch erfolgt stehts u¨ber ASCII-Dateien. Dies hat den Vorteil,
dass die Dateien ohne Zusatzsoftware plattformunabha¨ngig lesbar sind. Zudem er-
leichtert es die Fehlersuche.
Die Pra¨sentation der Ergebnisse erfolgt u¨ber ASCII-Dateien und wird zusa¨tz-
lich u¨ber HTML aufbereitet. Mit HTML ko¨nnen sie besser gruppiert und u¨bersicht-
lich dargestellt werden. Es la¨sst sich auf jeder Plattform mit einem entsprechendem
Browser darstellen. Es wird von diesem interpretiert und beno¨tigt somit keine wei-
tere Behandlung.
4.2.2 Das Optimierungsframework
Das eingesetzte Buildsystem ist das plattformunabha¨ngige, Opensource-Programm
Cross-plattform Make (CMake). Es generiert aus einer plattform- und kompilerun-
abha¨ngigen Projektbeschreibung plattformabha¨ngige Eingabedateien fu¨r Entwick-
lungsumgebungen. In diesen Projektdateien mu¨ssen keine weiteren Einstellungen
vorgenommen werden. Die Projektbeschreibung erfolgt mit Konfigurationsdateien
(sogenannte CMakeLists.txt-Dateien). Es werden unter anderem die Umgebun-
gen make, Visual Studio, Eclipse und Xcode unterstu¨tzt. Die einga¨ngige Syntax
ermo¨glicht eine einfache Erstellung modularer Programmstrukturen (Bibliotheken
und ausfu¨hrbare Dateien) und Installationspaketen. Bibliotheksabha¨ngigkeiten im
System und Includepfade ko¨nnen mit den mitglieferten Tests gepru¨ft werden, wei-
terhin werden Unittests unterstu¨tzt, welche Testprogramme fu¨r den Programmcode
ausfu¨hren und das Ergebnis zusammenfassen. Eigene Skripte sind einbaubar, und
ebenfalls plattformunabha¨ngig. Eine umfangreiche Dokumentation sowie zahlreiche
Beispiele sind verfu¨gbar. Dieses Buildsystem wird von einem der gro¨ßten Opensour-
ceprojekte der Welt, dem KDE-Projekt, genutzt.[MH07]
Fu¨r mathematische Berechnungen, speziell Matrizenrechnung, wird die C++-
Bibliothek NEWMAT [NEW] genutzt. Operationen auf dem Dateisystem werden mit
der C++-Bibliothek boost filesystem [Boo] umgesetzt. Dies ermo¨glich eine einfa-
chere Portierung auf ein anderes Betriebssystem. Auf diese Bibliotheken wird nicht
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na¨her eingegangen, fu¨r Einzelheiten sei auf die jeweilige Handbu¨cher verwiesen. Die
Entwicklung erfolgte in dieser Arbeit unter Linux.
Wie bereits im vorherigen Abschnitt erwa¨hnt, ist das Optimierungsframework
objektorierentiert in C++ umgesetzt. Der Aufbau ist modular, so dass einzel-
ne Komponenten zum Teil eigensta¨ndig nutzbar beziehungsweise vollsta¨ndig aus-
tauschbar sind. Auf einzelne Klassen wird an dieser Stelle nicht eingegangen, dafu¨r
sei auf die Dokumentation [Opt] verwiesen.
Das Framework besteht neben den vorgestellten Bausteinen aus weiteren Hilfs-
komponenten. Diese ermo¨glichen beispielsweise Funktionen wie das Verwenden von
Konfigurationsdateien und Statusausgaben. Die Unterteilung erfolgt in die Optimie-
rungskomponenten und die Hilfskomponenten Konfiguration und HTML-Ausgabe.
Die Optimierungskomponenten sind hierarchisch aufgebaut (siehe Abbildung
4.2). Die Wurzel bildet der Genetische Algorithmus, welcher mehrere Teststruk-
Bewertung einer TS
Verarbeitung einer TS





Abbildung 4.2: Hierarchie der Optimierungskomponenten
turen verarbeitet. Die Verarbeitung einer TS wird durch ihre Bewertung gepra¨gt.
Die Regression ist der Bewertung untergeordnet, ebenso wie die dafu¨r no¨tige Da-
tenerzeugung durch die Simulation mit ANSYS und die Datenaufbereitung. Fu¨r
eine Optimierung ohne GA mu¨ssen die Daten, welche aus dem Genom stammen,
andersweitig bereitgestellt werden.
In den folgenden Abschnitten werden die einzelnen Komponenten von der Wur-




Fu¨r den EA wird die C++-Bibliothek GAlib (siehe Abschnitt 2.8.5) verwendet. Sie
setzt die fu¨r den Evolutiona¨ren Algorithmus notwendige Funktionalita¨t um.
Da keine neuen Teststrukturgeometrien erzeugt werden sollen, sind vollpara-
metrisierte Grundgeometrien vorzugeben. Das Benennungsschema sollte sich an
Abschnitt 3.3.2 orientieren. Die in dieser Arbeit beispielhaft untersuchten Test-
strukturen sind viertelsymmetrisch. Die Gemeinsamkeit gleichzeitig untersuchter
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Strukturen ist ihr Genom. Dieser besteht aus ausgewa¨hlten Parametern der Grund-
geometrie. Die bereitzustellenden Daten sind:
1. ein vollparametrisiertes Modellmakro fu¨r ANSYS
2. die Randbedingungen fu¨r die Modalanalyse in ANSYS
3. eine Datei mit Genotyp (Parameternamen, leerzeichengetrennt)
4. Gu¨ltigkeitsbedingungen fu¨r den Genotyp in C++
5. eine Konfigurationsdatei
Die Umsetzung der Optimierung mit einem GA erfolgt nach dem in Abschnitt
3.3.3 beschriebenen Konzept. Der vom GA erzeugte Genotyp definiert das para-
metrisierte Modell fu¨r die ANSYS-Simulation. Zuvor erfolgt die Abpru¨fung auf die
Zula¨ssigkeit der Parameter. Nur so kann gewa¨hrleistet werden, dass korrekte Struk-
turen entstehen. Diese Genpru¨fung ist strukturabha¨ngig und kann somit nicht ver-
allgemeinert werden. Ihre Umsetzung erfolgt direkt in C++.
Die Bewertung einer TS wird durch die Komponente
”
Verarbeitung einer TS“
ermittelt. Die Ergebnisse werden in HTML zusammengestellt.
Anhang G zeigt die Verwendung des GA am Beispiel einer Demonstrations-
struktur. Er verdeutlicht die Optimierung einer Teststruktur gegen vorgegebene
Zielwerte von Gro¨ße und erster Eigenfrequenz. Dieses Demonstrationsbeispiel be-
nutzt nicht die Komponente
”
Verarbeitung einer TS“, sondern eine einfachere Be-
wertung.
Im Optimierungsframework ist die Klasse Perfom GA zusta¨ndig fu¨r die Umset-




In der Verarbeitung einer TS werden die untergeordneten Komponenten abgearbei-
tet. Abbildung 4.3 zeigt den abstrahierten Ablauf. Mit den Daten aus der Simula-
tion in ANSYS wird die Erkennung der Eigenmoden durchgefu¨hrt. Daraus ergibt
sich ihre Sortierung. Nach der Normierung der Daten erfolgt die Erzeugung der
Antwortfla¨che und daraufhin die Bewertung. Die Ergebnisse werden am Ende in
HTML zusammengefasst.
Abbildung 4.4 zeigt eine ausfu¨hrlichere Version der Verarbeitung. Das parame-
trisierte Teststrukturmodell wird mit den Geometrieparametern aus dem Genom
des EA in ANSYS simuliert. Das Verfahren zur Abbildung der Keiligkeit ist in Ab-
schnitt 3.5 erla¨utert. Es wird nur einmal fu¨r jedes Individuum durchgefu¨hrt, um
die Richtung der Untera¨tzung zu bestimmen. Anschließend folgt die Simulation der
Normstruktur, welche die Standardreihenfolge der Eigenmoden festlegt.
Die Parametervariation ist in Abschnitt 4.2.5 na¨her erla¨utert, die anschließende
Sortierung der Eigenmoden mittels NN in Abschnitt 4.2.6.
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Simulation und Parametervariation
Sortierung der Eigenmoden
Erstellen der Antwortfläche der TS
Zusammenfassung der Ergebnisse
Bewertung nach festgelegten Kriterien




und Variation der Keiligkeit






Response Surface aus der 
Parametervariation




Abbildung 4.4: Verarbeitungssequenz fu¨r eine TS
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Aus den sortierten Eigenmoden wird die Antwortfla¨che der TS fu¨r einzelne
Eigenmoden nach dem Verfahren in Anhang A erzeugt. Auf Grundlage dieser Daten
erfolgt die Bewertung der TS.
Die Schrittfolge fu¨r die Datennachbereitungsphase einer TS nach der Simu-
lation ist in Abbildung 4.5 dargestellt. Daraus wird deutlich, das der Regression
eine Normierung der Daten zugrunde liegt. Diese wird bereits in der Verarbeitung
festgesetzt, weshalb die zugeho¨rige Komponente ihr untergeordnet ist. Die Bewer-
tung erfolgt abschließend nach den in Abschnitt 4.1 beschriebenen Kriterien. Die
Datenaufbereitung erfordert keine Berechnungen mehr.
− Zusammenfassung Bewertung
− Information zur Regression
− Information zu den Eigenmoden
− Allgemeine Übersicht
− Vergleich mit anderen Teststrukturen
Aufbereitung




Regression / Response Surface
Bewertung
Abbildung 4.5: Datennachbearbeitungsphase einer TS
Wird diese Komponente eigensta¨ndig genutzt, so werden folgende Dateien
beno¨tigt:
1. ein parametrisiertes Modellmakro der TS fu¨r ANSYS
2. Makros mit Randbedingungen der TS fu¨r ANSYS
3. eine Konfigurationsdatei der TS
Das Modellmakro muss nur hinsichtlich der zu betrachtenden Fertigungsparameter
variabel gestaltet sein.
Process TS ist die fu¨r die Verarbeitung von Teststrukturen verantwortliche
Klasse. Die Sortierung der Eigenmoden erfolgt durch Train NN und Exec NN, die
Regression durch Regression und die Normierung durch Normalization. Die Klas-
se Evaluation beinhaltet das Grundgeru¨st fu¨r eine Bewertung, die konkrete Be-
wertung wird von ihr abgeleitet und angepasst. Die Zusammenfassung in HTML
erfolgt u¨ber die Klasse Generate Html Summary. Na¨here Erla¨uterungen finden sich
in den Abschnitten u¨ber die entsprechenden Komponenten.




Die Umsetzung der in Abschnitt 3.4 vorgestellten Parametervariation erfolgt mit
Hilfe von Makros. Diese enthalten Anweisungen fu¨r ANSYS in ANSYS Parametric
Design Language (APDL).[ANS]
Der Aufbau ist modular. Damit ist das Geru¨st fu¨r beliebige, entsprechend pa-
rametrisierte Strukturen nutzbar. Abbildung 4.6 zeigt die Verknu¨pfung der Makros





































Abbildung 4.6: Abha¨ngigkeiten der ANSYS-Makros fu¨r die Parametervariation
Mit dem Hauptmakro ts main.mac startet die Parametervariation. Es be-
kommt als Argument den Namen der Teststruktur TS und legt fu¨r sie einen neuen
Ordner an. In diesem wird auch die Simulation fu¨r die TS durchgefu¨hrt. Das Modell-
makro mit der parametrisierten Geometrie der Struktur ist mit <TS> model.mac
und das Makro mit dem Randbedingungen mit <TS> bc.mac zu benennen. Das
Makro <TS> param.mac entha¨lt die Geometrieparameter des Modells. Fu¨r <TS>
ist der Name der Teststruktur einzusetzen.
In ts par set.mac werden die Parameter mit Norm- und Variationswerten,
ebenso wie die zu simulierende Anzahl Eigenmoden, festgelegt. Der Schalter SIMKEY
dient zur Auswahl der Simulation der Normparametersets (SIMKEY = 0) bezie-
hungsweise der Parametervariation (SIMKEY != 0). Vor einer Parametervariation
muss stets zuerst eine Simulation der Normstruktur erfolgen, da u¨ber diese die Ver-
schiebungsrichtungen fu¨r die Keiligkeit durch ts etch.mac bestimmt werden. Das
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Tabelle 4.4: Beschreibung und Argumente der Makros
Makro Argumente Beschreibung
<TS> model.mac - Modelldatei der TS
<TS> bc.mac - Datei mit Randbedingungen (boundary con-
ditions)
<TS>.dat - Speicherdatei des Parametersets und der Ei-
genfrequenzen der Normstruktur
<TS> loop.dat - Speicherdatei der Parametersets und der Ei-
genfrequenzen der Variationsstrukturen
<TS> param.mac - Geometrieparameter fu¨r des Modell
ts etch.mac TS Ermitteln der Verschiebungsrichtungen fu¨r
die Keiligkeit
ts loop.mac TS Durchfu¨hren der Parametervariation
ts main.mac TS Hauptmakro (Laden der Parameter, Simula-
tion des Normparametersets oder der Para-
metervariation)
ts modeform.mac - Ermittlung der Hauptbewegungsrichtung
der Eigenmoden
ts par set.mac TS Parameterdatei
ts sim.mac TS,p1, . . . , pn Geometrie laden und Modalanalyse
u displ.mac - Ermittlung der Knotenverschiebungen in
den Eigenmoden fu¨r das NN
Verfahren ist in Abschnitt 4.3 aufgezeigt.
Das Makro ts sim.mac fu¨hrt die eigentliche Simulation durch. Es realisiert
den Modellaufbau durch <TS> model.mac, setzt die Keiligkeit fu¨r den aktuellen
Wert x um und legt die Randbedingungen mittels <TS> bc.mac fest. Danach er-
folgt die Modalanalyse mit den aktuellen Fertigungsparametern p1, . . . , pn. Die Er-
gebnisdaten werden in <TS>.dat fu¨r das Normparameterset beziehungsweise in
<TS> loop.dat fu¨r die Variationen gespeichert.
Die Variation der Parameter wird u¨ber ts loop.mac gesteuert. Dieses Makro
entha¨lt die Schleifen, welche in Listing 3.1 im Abschnitt 3.4 in Pseudokode beschrie-
ben sind.
Die fu¨r die Optimierung verwendete Parametervariation in ANSYS ist eine
Erweiterung dieses Verfahrens. In der Simulation jedes Parameterssets werden die
Auslenkungen der Struktur bei jedem Eigenmode mit u displ.mac erfasst. Das
Normparameterset bildet damit die Normauslenkungen bei jeder Eigenfrequenz,
mit welcher die der restlichen Parametersets verglichen werden. Der Vergleich be-
ziehungsweise die Eigenmodenerkennung erfolgt mit Hilfe eines Neuronalen Netzes
(siehe Abschnitt 4.4).
Das Makro u displ.mac liest die Auslenkungen von festgelegten Knoten bei
jeder Eigenfrequenz und speichert sie in einem fu¨r das NN geeigneten Format ab.
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Fu¨r jedes Parameterset wird somit eine Datei mit den Auslenkungen und der da-
zugeho¨rigen Eigenfrequenz erfasst. Abschnitt 4.4.2 befasst sich mit der konkreten
Formatierung und der Auswahl der betrachteten Knoten fu¨r die Auslenkungen.
Die Geometrieparameterdaten werden durch den GA erzeugt und im Makro
<TS> param.mac abgespeichert. Sie werden in der ANSYS-Simulation geladen. Die






Modenerkennung mittels NN“ realisiert die automatisierte Er-
kennung und Sortierung von Eigenmoden einer Struktur. Dies erfolgt nach dem in
Abschnitt 3.7 beschriebenen Konzept. Allgemeine Betrachtungen zur Umsetzung,
sowie der Aufbau von Ein- und Ausgangsdaten des NN finden sich in Abschnitt 4.4.
Die objektorientierte Umsetzung findet sich in den Klassen Train NN, zum Trai-
nieren des NN mit den Normstrukturdaten, und Exec NN, zum Ausfu¨hren des NN
mit dem Daten aus der Parametervariation. Die Dateinamen der Ausfu¨hrungsdaten
ko¨nnen in einer Datei abgelegt werden. Die Abarbeitung erfolgt dann automatisch.
Die Klasse Exec NN liefert eine Datei mit allen verarbeiteten Ausfu¨hrungsdaten und
den entsprechend sortierten Eigenfrequenzen, sowie eine Datei, in welche nicht kor-
rekt erkannte Parametersets entfernt wurden. Letztere wird fu¨r die Regression der
Antwortfla¨che genutzt. Eine Logdatei protokolliert den Ablauf der Modenerken-





Die Antwortfla¨chen einer Struktur repra¨sentieren die Eigenfrequenzen in Abha¨n-
gigkeit von Fertigungsparametern. Sie werden durch eine Regressionsanalyse (siehe
Abschnitt 2.4) gewonnen. Die Ausgangsdaten liefert die Parametervariation (siehe
Abschnitt 4.2.5).
Die Regression erfolgt u¨ber die Klasse Regression. Normierungen ko¨nnen mit
der Klasse Normalization realisiert werden. Das Regressionspolynom wird mit Hil-
fe der Vandermond’schen Matrix ermittelt (siehe Anhang A).
Die Regressionsklasse berechnet zuerst auf Basis der gegebenen Parametersets
und der zugeho¨rigen Eigenfrequenzen die Exponentenmatrix der Vandermond’schen
Matrix nach dem in Anhang B beschriebenen Verfahren. Anschließend werden die
Regressionskoeffizienten ermittelt und die Daten normiert. Die Berechnung des Re-
gressionsfehlers ist optional.
Fu¨r lineare Regressionsfunktionen ko¨nnen u¨ber eine Funktion die Sensitivita¨ten
der Parameter ermittelt werden. Sie ergeben sich aus der Ableitung der Regressions-
funktion nach einem Parameter. Fu¨r ho¨herwertige Regressionen ist die Ableitung
nicht mehr trivial. Untersuchungen des Regressionsfehlers in Abha¨ngigkeit des Re-
gressionsgrades haben gezeigt, dass bei den betrachteten Teststrukturen eine lineare
KAPITEL 4. UMSETZUNG 75




































Das Prinzip der Bewertung einer TS ist in Abschnitt 3.2 erla¨utert. Die Umsetzung
der einzelnen Bewerter ist objektorientiert. Ein Basisbewerter besteht aus den Be-
standteilen Beschreibung, Vektor der Bewertungen, Vektor der Unterbewerter, sowie
Bewertungsfunktion. Zusa¨tzlich besitzt er statische Funktionen fu¨r die Ermittlung
der Baumtiefe und das rekursive Durchlaufen des Bewertungsbaumes. Das sind
Funktionen, die fu¨r jede Klasseninstanz gleich sind. Zu bewertende Daten werden
durch die Unterbewerter oder einen Datenvektor bereitgestellt.
Aus dem Basisbewerter ko¨nnen durch Vererbung angepasste Bewerter erzeugt
werden. In dieser Arbeit sind das die in Abschnitt 3.2 vorgestellten Bewerter fu¨r
Messbarkeit, Eignung, Frequenzen, Eigenmodeformen, Sensitivita¨ten der Parameter
und Koeffizienten der Antwortfla¨chen.
Die einzelnen Bewerter werden u¨ber die Bewertungsfunktion verbunden. Diese
kann eine analytische Funktion sein oder eine Bewertung auf Basis von Intervallen
bereitstellen.
Die Bewertung auf Basis von Intervallen erfolgt mit zwei Vektoren — dem In-
tervallvektor ~Iund dem Intervallbewertungsvektor ~B. Der Intervallvektor ~I entha¨lt
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n Intervallgrenzen gi (siehe Gleichung 4.10).
~I = (g1, g2, . . . , gn)
T (4.10)
Sie bilden die Intervalle in Tabelle 4.5. Datenwerten p, welche innerhalb der Inter-
valle liegen, werden mit der entsprechenden Note ei des Intervallbewertungsvektors
(siehe Gleichung 4.11) bewertet.
~B = (e1, e2, . . . , en+1)
T (4.11)
Der Intervallbewertungsvektor ist stets ein Element la¨nger als der Intervallvektor.
Mit diesem zusa¨tzlichen Element wird das Intervall gegen +∞ bewertet.
Tabelle 4.5: Intervalle und Bewertungen eines Parameter p
Intervall Bewertung von p
−∞ < p ≤ g1 e1
g1 < p ≤ g2 e2
...
...
gn < p < +∞ en+1
Nach diesem Schema sind beliebige Bewertungen umsetzbar. Kontinuierliche
und intervallbasierte Bewerter sind Spezialformen des Basisbewerters und bereits
vorgefertigt. Alle relevanten Klassen beginnen mit Evalution. Fu¨r die Optimierung




Die Zusammenstellung von Teststrukturdaten aus der Bewertung beziehungswei-
se aus der Optimierung mit dem GA erfolgt in der Auszeichnungssprache HTML
[MK07]. Der Grund ist die bessere U¨bersichtlichkeit im Vergleich zu den ASCII-
Dateien, welche zusa¨tzlich vorhanden sind.
Die Klasse Build Directory Hierarchie baut eine Dateihierarchie nach Ab-
bildung 4.8 auf. Fu¨r jede Teststruktur wird ein Ordner angelegt, welcher Unter-
ordner fu¨r Eigenmodenbilder, Logdateien und die HTML-Dateien beinhaltet. Die
Wurzel ist bei der Verwendung des GA ein Generationsordner, ansonsten ein belie-
biger Hauptordner.
Die Klasse Generate Html Summary erzeugt fu¨r jede Teststruktur HTML-Sei-
ten mit dem Titeln Allgemein, Eigenmoden, Parametervariation, Regression und
Bewertung. Die Seite Allgemein entha¨lt allgemeine Informationen u¨ber die Test-
struktur, wie deren Bezeichnung und ihre Abmaße, sowie ein Bild der Geometrie.
Auf der Seite Eigenmoden werden Eigenfrequenzen und Bilder der Eigenmoden der
Normstruktur dargestellt, die variierten Parameter und deren Werte finden sich
auf der Seite Parametervariation. Die Seite Regression fa¨sst Informationen zur Re-
gression, die Regressionskoeffizienten und -fehler zusammen. Die Bewertung einer













Abbildung 4.8: Dateihierarchie fu¨r die Teststrukturen
Teststruktur wird auf der Seite Bewertung dargestellt. Die HTML-Seiten werden
im HTML-Ordner der Teststruktur abgelegt.
Zur gesammelten Anzeige mehrerer Teststrukturen wird eine HTML-Seite, na-
mens index.html mit zwei Frames verwendet. Einer dient zur Navigation inner-
halb einer Baumansicht der Teststrukturen, im anderen werden die entsprechenden
HTML-Seiten der ausgewa¨hlten Teststruktur dargestellt. Die Datei index.html
wird durch die Klasse generate index html generiert. Die Baumansicht wird u¨ber
eine JavaScriptfunktion realisiert und durch die Klasse generate tree view in der
Datei treeview.html abgelegt.
Abbildung 4.9: Browseransicht der HTML-Ausgabe
4.3 Umsetzung der Keiligkeit in ANSYS
Die Umsetzung des in Abschnitt 3.5.2 beschriebenen Vorgehens gliedert sich in zwei
Aufgaben. Zuerst werden die Richtungskodes fu¨r jeden Punkt der Außenkontur
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ermittelt und gesichert. Im zweiten Schritt wird aus diesen Daten die Keiligkeit
berechnet.
Die Temperaturgradienten werden u¨ber eine stationa¨re Temperaturfeldberech-
nung bestimmt. Das verwendete finite Element ist das thermische 2-D-Element




















Abbildung 4.10: Geometrie von PLANE77 [ANS]
Das Element ist durch acht Knoten und orthotropische Materialeigenschaften
definiert. Bei einem dreieckigen Element fallen die Knoten K, L und O zusammen.
Lasten ko¨nnen an den mit 1 bis 4 markierten Knoten angreifen. Es ko¨nnen Ma-
terialparameter fu¨r die Dichte DENS, spezifische Wa¨rme C, Enthalpie ENTH und die
Wa¨rmeleitfa¨higkeit in x-Richtung KXX und in y-Richtung KYY angegeben werden.
In dieser Simulation wird die Wa¨rmeleitfa¨higkeit verwendet. [ANS]
In Abbildung 4.11 ist der Programmablaufplan fu¨r die Ermittlung der Rich-
tungskodes dargestellt. Es wird die Grundfla¨che der Struktur betrachtet. Im Pra¨-
prozessor wird der Elementtyp PLANE77 gewa¨hlt und die Fla¨che vernetzt. Im Lo¨-
sungsprozessor wird die Außenkontur der Struktur auf die Temperatur T1 = 0
gesetzt, die restliche Struktur auf eine ho¨here Temperatur T2 = 1. Dies sind die
Randbedingungen fu¨r die Temperaturfeldanalyse. Nach dem Durchfu¨hren dieser
werden die Knotenlo¨sungen im Postprozessor angezeigt. Alle Punkte der Außen-
kontur werden zur Komponente kptm gruppiert. Es wird ein Feld kp array mit
zwei Spalten und je einer Zeile fu¨r die Punkte in der Komponente kptm erzeugt.
Fu¨r jeden Punkt i werden die Komponenten tx und ty des Temperaturgradienten
eines im Medium liegenden Knotens betrachtet. Sie werden als Null angenommen,
wenn ihr Betrag kleiner als 0, 001 ist. Anhand dieser wird der Richtungskode nach
Tabelle 3.5.2 ermittelt. Die Punktnummer wird in kp array[i,1], der Richtungs-
kode in kp array[i,2] gespeichert. Sind alle Punkte verarbeitet, wird das Feld in
einer Datei gespeichert.
Fu¨r die Anwendung der Untera¨tzung auf diese Struktur ist nur noch die Datei
mit Punktnummern und Richtungskodes notwendig. Der Programmablaufplan ist
in Abbildung 4.12 dargestellt. Dieser Programmteil wird nach dem Aufbau der
Geometrie der Struktur und vor dem Anlegen der Randbedingungen eingefu¨gt. Die
Datei mit den Richtungskodes wird in ein Feld eingelesen. Dieses beinhaltet die
zu verschiebenden Punkte. Fu¨r jeden Punkt in diesem Feld werden die aktuellen
Koordinaten ausgelesen. Anhand des zugeho¨rigen Richtungskodes wird der Punkt
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Ende
Start
selektiere Fläche bei z=0
(Grundfläche)




setze tx, ty = 0,
wenn |tx|, |ty| < 0,001
reselektiere Komponente kptm
n : = kleinster Knotennummer
selektiere Punkt kpi und
anhängende Knoten in Struktur
schreibe kp_array in
Datei
Anlegen des Richtungsarrays kp_array
(kp_num Zeilen, 2 Spalten)
kpi := niedrigste Knotennummer
kp_num := Anzahl der Knoten






* alle Knoten der Außenkontur auf T=0 setzen













Abbildung 4.11: PAP Umsetzung der Keiligkeit in ANSYS












Lesen von Punktnummer kpi










Abbildung 4.12: PAP Anwendung der Keiligkeit
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mit dem Befehl kmodif entsprechend Tabelle 3.5.2 um ∆ux in x-Richtung und
∆uy in y-Richtung verschoben. Anschließend wird der fu¨r die Simulation beno¨tigte
Elementtyp, seine Form und die Gro¨ße gewa¨hlt und das Volumen vernetzt.
Abbildung 4.13 zeigt einen Ausschnitt aus einer Struktur und die Temperatur-
gradienten in Vektordarstellung. In Abbildung 4.14 ist ein Ausschnitt der Struktur
nach erfolgter Verschiebung veranschaulicht. Die Grundfla¨che ist in diesem hell und





Dieses Verfahren hat den Vorteil, dass die Richtungen der Verschiebung nur ein-
mal bestimmt werden mu¨ssen. Weiterhin ist die Reihenfolge der Numerierung der
Punkte nicht relevant. Sie muss lediglich bei der Verschiebung mit der Numerierung
in der Richtungsermittlung u¨bereinstimmen. Das entscheidende Kriterium fu¨r die
Verwendung in dieser Arbeit ist, dass diese Verfahren fu¨r jede Struktur anwendbar
sind und keine manuelle Bearbeitung notwendig ist. Die Schwankungen der Keilig-
keit x = u(th) sind nicht beru¨cksichtigt. Dazu mu¨sste der Verschiebealgorithmus
angepasst werden, die Richtungsermittlung bleibt gleich.
4.4 Eigenmodenerkennung
Die Eigenmodenerkennung ist notwendig, um zum einen falsch sortierte Eigenmoden
aus der Simulation zu korrigieren und zum anderen sie bei der Messung anhand ihrer
Auslenkung zu identifizieren (vergleiche Anhang C. Diese Arbeit konzentriert sich
auf das Identifizieren der simulierten Eigenmoden.
In diesem Abschnitt soll die Umsetzung der in Abschnitt 3.7 aufgezeigten Kon-
zepte dargestellt werden. Die manuelle Eigenmodenerkennung wird im folgenden
Abschnitt kurz dargestellt. Sie kann nicht fu¨r die Automatisierung genutzt werden,
bringt aber Vergleichsdaten fu¨r die Gu¨te der Identifikation von Eigenmoden mittels
Neuronalem Netz. Im darauffolgenden Abschnitt wird die Umsetzung mit einem
Neuronalen Netz behandelt. Die Erla¨uterungen erfolgen an einer Beispielstruktur.
Der letzte Abschnitt befasst sich mit der Zuordnung der Eigenmoden in In-
Plane und Out-of-Plane. Sie ist fu¨r die Messbarkeit von Strukturen in bestimmten
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Frequenzbereichen relevant (siehe Abschnitt 2.3).
4.4.1 Manuelle Eigenmodenerkennung
Die manuelle Eigenmodenerkennung erfolgt anhand der Auslenkungen signifikanter
Punkte und einem Entscheidungsbaum. Beides muss fu¨r jede Normstruktur von ei-
nem Menschen festgelegt werden. Die betrachteten Punkte werden durch Vergleich
der Normeigenmoden untereinander festgelegt. Der Aufwand steigt mit der Anzahl
der Eigenmoden und der Komplexita¨t der Struktur. Besonders Eigenmoden in de-
nen prima¨r Auslenkungen von Federn erfolgen, sind nur mit einer erho¨hten Anzahl
signifikanter Punkte erfassbar.
In Abbildung 4.15 ist eine Beispielstruktur mit ihren signifikanten Punkten fu¨r




























Knoten X Y Z
1 kx3 ky2 p2
2 -kx3 ky2 p2
3 kx3 -ky2 p2
4 0 0 p2
5 0 -ky3/2 p2
6 0 ky3/2 p2
7 0 ky3/2 0
Abbildung 4.15: Signifikante Knoten zur Identifikation der Eigenmoden
4.4.2 Eigenmodenerkennung mittels Neuronalem Netz
Das Neuronale Netz hat bei der Modenerkennung die Aufgabe, die Auslenkung einer
Struktur mit einem Eigenmode in Verbindung zu bringen. Es dient somit im wei-
testen Sinne als Assoziativspeicher. Der abstrahierte Aufbau ist in Abbildung 4.17
dargestellt. Prinzipiell kann das Neuronale Netz durch verschiedene Netzwerkmo-
delle repra¨sentiert werden. In dieser Arbeit wird das in Abschnitt 2.9.4 vorgestellte
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|maximale z-Auslenkung| > 0, 4
Out-of-Plane
1., 4., 6., 9.
ja






|∆z1 −∆z3| < 0, 001









2., 3., 5., 7., 8., 10.
nein
∆y1 > 0, 1
2., 5.
ja





3., 7., 8., 10.
nein





























Abbildung 4.17: Aufbau des NN zur Modenerkennung
BPN verwendet. Das Konzept der Eigenmodenerkennung mittels NN wurde in Ab-
schnitt 3.7 vorgestellt.
Als Eingabedaten dk werden die Auslenkungen der betrachteten Struktur an
den Koordinaten Pi bei einer Eigenfrequenz genutzt. Die Ausgabedaten beim Trai-
ning sind eine Kodierung des Eigenmodes. Die Anzahl n der Ausgabeneuronen m
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entspricht der Anzahl der betrachteten Eigenmoden. Fu¨r eine bestimmte Eigenmo-
de wird das ihrer Nummer entsprechende Ausgabeneuron auf 1 gesetzt, die anderen





∀ Eigenmoden j und Ausgabeneuronen i (4.12)
Die Trainingsdaten werden durch die Modalanalyse aus ANSYS extrahiert und in
der entsprechenden Formatierung in die Trainingsdatei gespeichert. Der Aufbau ist
in Listing 4.1 dargestellt, welches sich an Listing 2.1 orientiert. Beispielhaft sind die
Ein- und Ausgabedaten fu¨r die ersten und letzten Eigenmode aufgezeigt.
Listing 4.1: Trainingsdatenformat
<# Eigenmoden n> <# Auslenkungen k> <# Eigenmoden n>
<Auslenkung d1 Mode 1> .. <Auslenkung dk Mode 1>
1 −1 ... −1
...
<Auslenkung d1 Mode n> .. <Auslenkung dk Mode n>
−1 −1 ... 1
Zur Ausfu¨hrung werden ausschließlich die Eingabedaten und die jeweilige Ei-
genfrequenz beno¨tigt. Die Datei beinhaltet zusa¨tzlich weitere Daten in der ersten
Zeile (bei der Parametervariation mit ANSYS das zugeho¨rige Parameterset). An-
stelle der Kodierung steht die dieser Auslenkung entsprechende Eigenfrequenz. Die
Erstellung der Daten erfolgt u¨ber die in Abschnitt 4.2.5 beschriebene Parameterva-
riation.
Fu¨r die Extraktion der Auslenkung aus ANSYS gibt es mehrere Mo¨glichkeiten.
Das FE-Modell in ANSYS besteht aus Punkten, Linien, Fla¨chen, Volumen und fi-
niten Elementen mit ihren Knoten. Es wa¨re mo¨glich ein Gitter u¨ber die Struktur
zu legen, jedoch besteht dabei die Gefahr, dass, wenn das Gitter zu grob ist, wich-
tige Strukturteile, wie beispielsweise Federn, nicht erfasst werden. Wird es zu fein
gewa¨hlt, steigt die Datenmenge und damit auch der Umfang und die Verarbeitungs-
zeit des Neuronalen Netzes.
In Tabelle 4.6 sind alternative Mo¨glichkeiten aufgefu¨hrt, um sinnvolle Koor-
dinaten fu¨r die Auslenkungen zu erhalten. Wie deutlich wird, ist ein Kompromiss
zwischen der Datenmenge und der Abdeckung der Federn mit Datenpunkten not-
wendig.
In Tabelle 4.7 sind die Mo¨glichkeiten zur Auslenkungscharakterisierung auf-
gefu¨hrt. Die Auslenkung kann in der Richtung wechseln, somit sind die Betra¨ge
zu betrachten. Soll das Neuronale Netz zur Identifizierung gemessener Eigenmoden
verwendet werden, so sind die Koordinaten der Auslenkungen der Simulation denen
der Messung anzupassen.
Auf Grund von Abweichungen in den Ausfu¨hrungsdaten ist das Neuronale Netz
unter Umsta¨nden nicht in der Lage, Eigenmoden korrekt zu erkennen. Federn und
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Tabelle 4.6: Datenpunkte fu¨r die Eingabedaten des NN
Koordinaten Bemerkungen
Alle Knoten einer Struktur Zu viele Daten
Alle Punkte Eventuell zu ungenau, Federn unzu-
reichend abgedeckt
Alle Knoten auf einer Ebene Zu viele Daten
Alle Knoten auf allen Linien Viele Daten, Federn abgedeckt
Alle Knoten auf den Linien einer Ebe-
ne
Wenig Daten, Federn unzureichend
abgedeckt
Alle Knoten an den Punkten einer
Ebene
Wenig Daten, Federn unzureichend
abgedeckt







• Fehler bei der Erkennung
durch Richtungsumkehr
mo¨glich
• sehr viele Werte
| ∆x |, | ∆y |, | ∆z | 3
• Richtungsumkehr beachtet
• sehr viele Werte
∆x2 +∆y2 +∆z2 1
• Richtungsumkehr beachtet
• wenige Werte
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Teile mit hoher lokaler A¨nderung der Auslenkung, auf denen wenige Detektions-
punkte liegen, sind besonders kritisch. Fu¨r diese Fa¨lle gibt es, neben der Lo¨sung ein
anderes Netz zu verwenden, zwei weitere. Zum Einen ko¨nnten mehr Datenpunkte
beziehungsweise ein dichteres Gitter verwendet werden. Damit ko¨nnten auch feine-
re Strukturen erfasst werden. Die Erfassung ist allerdings nicht garantiert und der
Zeitaufwand des Neuronalen Netzes steigt. Zum Anderen ko¨nnte die uneindeutige
Ausgabe markiert und das Parameterset fu¨r ungu¨ltig erkla¨rt werden. Damit ließen
sich Fehler vermeiden, aber es muss sichergestellt werden, dass fu¨r die Regression
der Antwortfla¨che ausreichend korrekte Parametersets zur Verfu¨gung stehen (siehe
Anhang, Abschnitt A.1). Im Falle nur einer nicht eindeutigen Ausgabe, kann diese
als die u¨brige Eigenmode detektiert werden.
Das Neuronale Netz selbst ist von der zufa¨lligen Initialisierung der Gewich-
te beim Training abha¨ngig. Damit entsteht bei jedem Training ein anderes Netz.
Dadurch kommt es zu Schwankungen in der Gu¨te der Erkennung. Die Gu¨te der
Erkennung ist weiterhin von den Netzeinstellungen und von der Interpretation der
Ausgabe des Neuronalen Netzes abha¨ngig. Weitere Ausfu¨hrungen, sowie Beispiel-
demonstrationen finden sich in Abschnitt 5.1.
4.4.3 Zuordnung der Eigenmodenform
Die Erkennung der Hauptauslenkungsrichtung ist fu¨r die Messung relevant. Generell
ko¨nnen Out-of-Plane Moden besser gemessen werden als In-Plane Moden (siehe
Abschnitt 2.3).
Fu¨r die Ermittlung der Hauptauslenkungsrichtung in der Simulation wird nach
einer Modalanalyse eine Eigenmode ausgewa¨hlt. Fu¨r diese wird die Knotenverschie-
bung in z-Richtung angezeigt.
Ist der maximale absolute Wert der Knotenverschiebung gro¨ßer als 0, 4, so wird
die Eigenmode als Out-of-Plane erkannt, ansonsten als In-Plane (siehe Tabelle 4.8).
Die Identifikation im Programm erfolgt u¨ber den zugewiesenen Schlu¨ssel.
Tabelle 4.8: Zuordnung der Bewegungsrichtung
Bewegung In-Plane Out-of-Plane
|uzmax| ≤ 0, 4 > 0, 4
Schlu¨ssel 1 0
4.5 Betrachtete Geometrien von Teststrukturen
In dieser Arbeit wurden zwo¨lf Grundgeometrien fu¨r Teststrukturen entwickelt und
untersucht. Diese sind nicht optimiert, bieten aber eine Grundlage dafu¨r. In Anhang
D sind alle Geometrien und ihre ersten zehn Eigenmoden dargestellt. Mit Ausnahme
der Struktur a08 sind alle aufgefu¨hrten viertelsymmetrisch.
Kapitel 5
Ergebnisse
In diesem Kapitel werden die Ergebnisse der Umsetzung von Kapitel 4 aufgezeigt
und diskutiert. An die Ausfu¨hrungen zur Eigenmodenerkennung schließt sich die
Bewertung von untersuchten Teststrukturen an. Daraufhin wird diese Bewertung
mit durchgefu¨hrten Messungen verglichen. Abschließend erfolgen Bemerkungen zur
Teststrukturoptimierung.
5.1 Eigenmodenerkennung
Die Ergebnisse der Eigenmodenerkennung werden in den folgenden Abschnitten
behandelt. Die Erkennung mittels Neuronalem Netz wurde auf dem in Tabelle 5.1
spezifizierten Testsystem durchgefu¨hrt.
Tabelle 5.1: Spezifikation des Testsystems zur Eigenmodenerkennung mit NN
Eigenschaft Wert




Betriebssystem Linux (Kernel: 2.6.26.2)
Der folgende Abschnitt behandelt die Eigenmodenerkennung mittels Neurona-
lem Netz in Abha¨ngigkeit verschiedener Einflussfaktoren. Im darauffolgenden wer-
den die Auswirkungen von unsortierte, manuell und mit einem Neuronalen Netz
sortierten Eigenmoden auf den Regressionsfehler dargelegt.
5.1.1 Modenerkennung mit NN
Bei der Modenerkennung mittels NN wird zuerst durch eine Modalanalyse mit dem
Normparameterset eine Trainingsdatei fu¨r eine Teststruktur (hier TS1) erstellt. Da-
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bei werden die summierten Auslenkungen an Knoten bei der jeweiligen Eigenmode
abgespeichert. Fu¨r jede Eigenmode wird so ein charakteristisches Auslenkungsbild
gewonnen. Mit diesen Daten wird das Neuronale Netz trainiert. Die Testdaten fu¨r
die Parametervariation werden fu¨r jedes Parameterset analog abgespeichert. Die
Auswertung u¨ber das Neuronale Netz ergibt Wahrscheinlichkeiten, mit der bei ei-
nem Auslenkungsbild ein Eigenmode vorliegt. Auf Grundlage dessen ko¨nnen die
Eigenfrequenzen sortiert werden. Abbildung 5.1 zeigt die ersten zehn Eigenmoden
fu¨r das Normparameterset.
(a) 1. Eigenmode (b) 2. Eigenmode (c) 3. Eigenmode (d) 4. Eigenmode
(e) 5. Eigenmode (f) 6. Eigenmode (g) 7. Eigenmode (h) 8. Eigenmode
(i) 9. Eigenmode (j) 10. Eigenmode
Abbildung 5.1: Eigenmoden des Normparametersets von TS1
In dieser Testreihe wurde ein Neuronales Netz (BPN) mit drei Schichten und 17
verdeckten Neuronen verwendet. Das Netz an sich bedarf weiterer Optimierung. Bei
einem Fehler kleiner als 0.001 gilt das Netz als trainiert. Als Aktivierungsfunktion
wird eine symmetrische Sigmoid-Funktion genutzt.
Die Erkennung der Eigenmoden erfolgt anhand der jeweils gro¨ßten Ausgabe-
Werte des NN bei den Auslenkungsbilder. Ein Parameterset gilt als erkannt, wenn
alle Eigenmoden eindeutig zugeordnet wurden konnten.
Die Testreihe bestand aus fu¨nf Tests, welche die summierten Auslenkungen an
unterschiedlichen Knoten betrachten (siehe Tabelle 5.2).
An jeder Testreihe wurde die Modenerkennung mittels NN 100mal fu¨r 24 Pa-
rametersets durchgefu¨hrt. Da jedes trainierte NN anders ist und damit eine andere
Gu¨te hat, kann somit eine Ha¨ufigkeitenanalyse durchgefu¨hrt werden. Zusa¨tzlich
wurde jede Testreihe mit sechs, sieben, acht, neun und zehn Eigenmoden simuliert.
KAPITEL 5. ERGEBNISSE 89
Tabelle 5.2: Tests und betrachtet Knotenauslenkungen
Test Beschreibung Eingangsdaten NN
u displ1 Knoten auf allen Linien des Modells 621
u displ2 Knoten auf der Grundfla¨che des Modells 244
u displ3 Knoten an allen Linien der Grundfla¨che
des Modells
258
u displ4 Knoten an allen Punkten des Modells 70
u displ5 Knoten an den Punkten der Grundfla¨che
des Modells
35
Abbildung 5.2 zeigt die mittleren Erkennungsha¨ufigkeiten in den einzelnen
Tests bei verschiedenen Eigenmoden. Dabei wird deutlich, dass bei wenigen Eigen-
moden die Ha¨ufigkeit der Erkennung der Parametersets steigt, wa¨hrend die Anzahl
der Eingangsdaten tendenziell sinkt. Je mehr Eigenmoden betrachtet werden, desto
schlechter wird die Erkennung. Weiterhin ist der am besten geeignete Test von den
betrachteten Eigenmoden abha¨ngig.
Die Erkla¨rung findet sich in den Eigenmoden selbst. Treten keine Federmo-
den auf, so liefert eine Erkennung mit wenigen Eingangsdaten gute Werte. Mit
steigender Anzahl Eigenmoden nehmen die auftretenden Federmoden zu. Damit
decken die Daten von udispl5 diese nicht ausreichend ab. Werden mehr Eingangs-
daten verwendet, so verbessert sich die Erkennung. Da die Datenpunkte generisch
ausgewa¨hlt werden, gibt es keine Garantie, dass die Feder optimal erfasst werden.
Weisen ho¨here Eigenmoden A¨hnlichkeiten mit niedrigeren auf, wie Eigenmoden 1
und 10 (siehe Abbildung 5.1), so kann die Erkennung ebenfalls fehlerbehaftet sein.
Die mittleren Erkennungsha¨ufigkeiten sind nur als Orientierung anzusehen. In
Anhang E sind die Ha¨ufigkeitsverteilungen der einzelnen Tests aufgefu¨hrt. Generell
treten konzentrieren sich die Hauptanteile auf eine vollsta¨ndig beziehungsweise ei-
ne komplett fehlgeschlagene Erkennung. Mit steigender Anzahl Eigenmoden steigt
auch hier der Anteil der Fehlerkennung.
In der Testreihe traten Fehler in der Erkennung der Moden auf, diese ko¨nnen
sich ergeben aus:
• unguenstig gewaehlten Messpunkte in der Struktur
• Knotenverschiebungen auf Grund von Keiligkeit
• Knotennummernverschiebungen
• einer unzureichenden Sortierfunktion/Interpretation des NN
• einem ungeeigneten NN
Es wurde nur die summierte Verschiebung der jeweiligen Knoten beru¨cksichtigt,
es ist zu pru¨fen, ob wenige Knoten und getrennte Betrachtung der X-, Y- und Z-














































Abbildung 5.2: Mittlere Erkennungsha¨ufigkeiten bei verschiedenen Eigenmoden
Verschiebung bessere Ergebnisse bringt. Weiterhin ist festzuhalten, daß die Aus-
fu¨hrungszeit des Neuronalen Netzes mit steigender Knotenzahl gro¨ßer wird (siehe
Abbildung 5.3. Fehlerhafte oder zu viele Daten verhindern unter Umsta¨nden das
Konvergieren der Netzes. Die Trainings- sowie Ausfu¨hrungszeit eines Parametersets
liegt im Durchschnitt unter einer Sekunde.
5.1.2 Vergleich manuelle und neuronale Modenerkennung
In diesem Abschnitt werden Regressionsfehler bei linearer Regression fu¨r verschie-
dene Eigenmodensortierung verglichen.
Abbildung 5.4 zeigt den prozentualen maximalen relativen Regressionsfehler
fu¨r unsortierte, manuell und mit dem Neuronen Netz aus Abschnitt 5.1.1 sortierte
Eigenmoden. Fu¨r viele Eigenmoden ist er nahezu gleich. Bei den Eigenmoden 4
und 5 tritt ein ho¨herer Fehler auf. Sie tauschen im Verlauf der Parametervariation.
Da die unsortierte Variante und die manuell sortierte einen hoher Fehlerwert im
Vergleich zum neuronal sortierten aufweisen, liegt die Vermutung nahe, dass die
manuelle Modenerkennung nicht immer zuverla¨ssig funktioniert. Die Amplituden-
schwellwerte, an denen entschieden wird, welcher Eigenmode vorliegt, sind fu¨r die
gesamte Parametervariation schwer einzuscha¨nken. Besonders wenn die Schwell-
werte nur einem Teil der Variation entnommen sind, kann es zu Fehlern in der
Eigenmodenerkennung kommen, wenn die Parameter u¨ber gro¨ßere Bereiche variiert
werden. Bei der Erkennung mittels Neuronalem Netz liegt der maximale relati-
ve Regressionsfehler deutlich niedriger. Der vorhandene Fehler kann auf Fehler im







































Abbildung 5.3: Mittlere Ausfu¨hrungszeit des NN u¨ber 150 Parametersets
Neuronalen Netz (siehe Abschnitt 5.1.1) und eine ungu¨nstige Regressionsfunktion
zuru¨ckgefu¨hrt werden.
Die zehnte Eigenmode wurde von beiden Erkennungsverfahren schlecht er-
kannt. Die Ursache liegt in der A¨hnlichkeit zur ersten Eigenmode.
5.2 Bewertung der Teststrukturen
Auf die Teststrukturgeometrien aus Anhang D ist das Bewertungsschema aus Ab-
schnitt 4.1 angewand worden. Die Endnoten einer Auswahl sind in Tabelle 5.3
aufgefu¨hrt. Die Noten aller Strukturen finden sich in Anhang D.
Tabelle 5.3: Bewertung der Teststrukturen (Auswahl)
Teststruktur a00 a01 a02 a06 a08 a09
Geometrie
Note 2 5 2 2 3 2,5
Bei der Bewertung wurden die Parameter Strukturdicke th und die Keiligkeit
x unter Verwendung einer linearen Regressionsfunktion betrachtet. Die Bewertung






























Abbildung 5.4: Vergleich der maximalen relativen Regressionsfehler
gibt allerdings keine Auskunft daru¨ber, fu¨r welchen Parameter eine Struktur zu
bevorzugen ist.
Wie erwartet, erhielt der einseitig eingespannte Biegebalken a01 die schlechte-
ste Bewertung. Seine Eigenfrequenzen liegen fast ausschließlich im nichtmessbaren
Bereich.
Teststruktur a08 wird als befriedigend eingestuft, obwohl ihr Sensitivita¨t ge-
genu¨ber beiden Parameter bei den meisten Eigenmoden gro¨ßer ist als bei ande-
ren Strukturen. Da ihre Eigenfrequenzen insgesamt aber ho¨her liegen und in den
messbaren Frequenzen der Sensitivita¨tsunterschied der Parameter gering ist, erfa¨hrt
sie eine Abwertung.
Weiterhin wird deutlich, daß sich große Massefla¨chen positiv auf das Verhalten
auswirken — vergleiche a00, a02 und a06. Dies kann mit der Lo¨sung von Gleichung
2.5 begru¨ndet werden. Die Teststruktur a06 hat, verglichen mit den restlichen Test-
strukturen, wesentlich la¨ngere Federn und Massefla¨chen. Struktur a09 zeigt eben-
falls fu¨r die Parameteridentifikation ein gu¨nstiges Verhalten. Sie weist mehr Eigen-
frequenzen im messbaren Bereich auf als beispielsweise a00. Dies schla¨gt sich nicht
in dieser Bewertung nieder, ist jedoch bei mehr betrachteten Fertigungsparametern
relevant.
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5.3 Vergleich von Bewertung und Messung
In diesem Abschnitt werden klassische und neu entwickelte Teststrukturen mitein-
ander verglichen. Abbildung 5.5 zeigt Aufnahmen von gefertigten Teststrukturen.
Die klassischen Strukturen entsprechen in diese Arbeit a04, sowie als stresskomp-












Abbildung 5.5: Aufnahmen von klassischer und neuer TS
Der Amplitudengang eines einfachen Feder-Masse-Da¨mpfer-Systems ist in Ab-
bildung 5.6 dargestellt. Eigenfrequenzen werden durch Amplitudenu¨berho¨hungen
angezeigt. Die Eigenfrequenzen des einfachen Systems liegen im MHz-Bereich, es
sind zwei zu erkennen. Die klassische Teststruktur zeigt vier U¨berho¨hungen der
Amplitude (siehe Abbildung 5.7. Die zugeho¨rigen Frequenzen liegen deutlich nied-
rigen im kHz-Bereich. Der Amplitudengang einer neuen Teststruktur, dargestellt in
Abbildung 5.8, verdeutlicht, dass sie mehr Eigenfrequenzen im messbaren Bereich
besitzt. Damit ko¨nnen mit dieser Struktur mehrere Parameter identifiziert werden,
da die Detektion der entsprechenden Eigenfrequenzen mo¨glich ist.
Das einfache Feder-Masse-Da¨mpfer-System ist mit Teststruktur a01, die klas-
sische Teststruktur mit a04 und die neue Teststruktur mit a09 gleichzusetzen. Die
Ergebnisse der Bewertung der Teststrukturen aus dem vorherigen Abschnitt sind
durch die Messung besta¨tigt.
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Abbildung 5.6: Amplitudengang eines einfachen SMD
Abbildung 5.7: Amplitudengang einer klassischen Teststruktur
Abbildung 5.8: Amplitudengang einer neuen Teststruktur
5.4 Teststrukturenoptimierung
Die Teststrukturoptimierung mittels GA ist in Anhang G an einer Struktur demon-
striert. Diese beinhaltet nicht das in dieser Arbeit beschriebene Bewertungsschema,
sondern wird nach einfacheren Kriterien, wie laterale Ausdehnung und Wert der
ersten Eigenfrequenz, optimiert.
Im Laufe der Arbeit hat sich herausgestellt, dass die Verwendung des in Ab-
schnitt 4.1 in einem Genetischen Algorithmus nicht ausreichend Differenzierung
liefert. Der Genetische Algorithmus konvergiert sofort. Fu¨r die Optimierung mittels
GA mu¨sste somit die Bewertung angepasst werden. Ein Punktesystem, bei welchem
eine Teststruktur umso mehr Punkte erha¨lt, je besser sie die Bewertungskriterien
einha¨lt, ko¨nnte eine feine Bewertung erzielen. Im Zuge dessen mu¨ssten auch die
Bewertungsfunktionen fu¨r Messbarkeit und Eignung u¨berarbeitet werden.
Die Hauptursache der geringen Differenzierbarkeit ist die Berechnung der Ge-
samtnote. Sie setzt sich aus den n besten Eigenmodennoten zusammen, die min-
destens fu¨r die Identifikation der gewu¨nschten Parameter beno¨tigt werden. Dabei
wird keine Ru¨cksicht darauf genommen, wie gut sich die Struktur fu¨r welchen Pa-
KAPITEL 5. ERGEBNISSE 95
rameter eignet. Die Eignung fu¨r bestimmte Parameter mu¨sste somit direkt in die
Gesamtwertung eingehen. Dies ist mit dem verwendeten Bewertungsbaum nicht
mo¨glich.
Wird nur die Optimierung auf einen Parameter angestrebt, so ist diese mit
dem Genetischen Algorithmus nach Anpassung der Eignungsbewertung theoretisch
mo¨glich. Die Eignung mu¨sste in diesem Fall gut bewertet werden, wenn die Trenn-
barkeit der betrachteten Parameter gegeben und die Sensitivita¨tsbewertung des zu
optimierenden Parameters hoch ist.
Kapitel 6
Zusammenfassung und Ausblick
In dieser Arbeit wurde die algorithmische Optimierung von Teststrukturen zur Cha-
rakterisierung von Mikrosystemen auf Waferebene untersucht. Zu diesem Zweck
wurde eine Literaturstudie durchgefu¨hrt, welche zeigte, dass im Bereich MEMS bei
komplexen Optimierungsaufgaben auf Evolutiona¨re Algorithmen, Neuronale Netze
und Zellula¨re Automaten zuru¨ck gegriffen wird. Die Untersuchung der theoretischen
Grundlagen ergab, dass Zellula¨re Automaten fu¨r die vorliegende Aufgabe nicht ge-
eignet sind.
Zur Optimierung wurde letztlich ein Genetischer Algorithmus eingesetzt, mit
welchem die Geometrie vorliegender Teststrukturen manipuliert wird. Grundlage
fu¨r die Verwendung des Genetischen Algorithmus ist die Bewertung von Teststruk-
turen. Diese Aufgabe ist nicht trivial und breit gefa¨chert. Die vorliegende Arbeit
setzt die Bewertung in einer Baumstruktur, bei der die Grenzen des verwendeten
Messgera¨tes, sowie teststrukturspezifische Eigenschaften eingehen, um. Damit wer-
den Strukturen auf einer Skala von 1 bis 5 bewertet, wobei 1 der beste Wert ist. Das
Ziel war, Teststrukturen zu ermitteln, die sich gut fu¨r die Parameteridentifikation
eignen und zudem ein gutes Messverhalten aufweisen.
Im Zuge der Bewertung wird eine Parametervariation der Fertigungsparameter
durchgefu¨hrt. Bei dieser Parametervariation kann es zum Vertauschen von Eigenmo-
den kommen, was sich negativ auf die Antwortfla¨che und damit auf die Bewertung
auswirkt. Zu diesem Zweck wird ein Neuronales Netz zur Eigenmodenerkennung
eingesetzt, da der Genetische Algorithmus eine manuelle Erkennung ausschließt. Es
ist deutlich geworden, dass diese Art der Eigenmodenerkennung prinzipiell funktio-
niert, allerdings besteht an der Qualita¨t der Erkennung noch Verbesserungsbedarf.
Die Bewertung wurde an zwo¨lf Teststrukturen anhand eines Testframeworkes
demonstriert. Messungen besta¨tigen, dass die neu entwickelten Strukturen bessere
Eigenschaften zur Parameteridentifikation aufweisen als fru¨here. Weiterhin wurde
gezeigt, dass ein Genetischer Algorithmus in der Lage ist, Teststrukturen gezielt
nach vorgegebenen Kriterien zu optimieren. Sein Ergebnis ha¨ngt stark von der Be-
wertungsfunktion — in diesem Fall die der Teststrukturen — ab.
Im Folgenden soll ein kurzer Ausblick in Bezug auf die Bewertung von Test-
strukturen, den Genetischen Algorithmus und die Modenerkennung mittels Neuro-
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nalem Netz erfolgen. Abschließend erfolgen einige Vorschla¨ge zur Darstellung der
Ergebnisse einer derart automatisierten Optimierung.
Bei der Bewertung von Teststrukturen ist die Verwendung eines Punktesystems
anstelle des Notensystems zu untersuchen, das heißt, eine Struktur bekommt umso
mehr Punkte, je besser sie die Bewertungskriterien erfu¨llt. Damit wa¨re die Bindung
an Notenbereiche aufgehoben, was fu¨r die Bewertung, ebenso wie fu¨r den Geneti-
schen Algorithmus in Hinsicht auf eine bessere Differenzierung vorteilhaft sein kann.
Mit Punkten wa¨re immernoch eine Intervallbewertung mo¨glich.
Fu¨r die Beurteilung der Sensitivita¨t gegenu¨ber Fertigungsparametern sind an-
dere Verfahren zu untersuchen, welche fu¨r beliebig viele Parameter anwendbar sind
und auch ihre Wechselwirkungen untereinander zu betrachten. Die derzeitige Be-
wertung ermo¨glicht keine direkte Trennung danach, welcher Eigenmode sich fu¨r
die Identifikation eines bestimmten Parameters eignet. Eine Teststruktur wird auch
dann als gut bewertet, wenn nur gute Eigenmoden, das heißt mit einer hohen Sen-
sitivita¨t, fu¨r einen Parameter existieren.
Weiterhin ko¨nnen die Bewertungen von Eigenfrequenz und Hauptbewegungs-
richtung in den Eigenmoden zu einer zusammengefasst werden, da sie, wie sich
herausgestellt hat, untrennbar in die Messbarkeit eingehen.
In Bezug auf den Genetischen Algorithmus wa¨re die Untersuchung anderer Re-
pra¨sentationen als der Geometrieparameter gu¨nstig. Diese Form ist zu unflexibel
und nicht ohne Einschra¨nkungen fu¨r mehrere Teststrukturen gu¨ltig. Die Entwick-
lung eines Algorithmus zur Erzeugung neuer Grundgeometrien scheint erfolgver-
sprechend.
Der Genetische Algorithmus selbst kann durch spezielle Mutations- und Kreu-
zungsoperationen, sowie unterschiedliche Einstellungen seiner Parameter optimiert
werden. Der Vergleich verschiedener Selektionsschemata bringt unter Umsta¨nden
eine Verbesserung gegenu¨ber dem standardma¨ßig eingesetzten. Auch eine Verbes-
serung der Bewertung und eine Umsetzung in Punktwert nimmt Einfluss auf den
Erfolg des Genetischen Algorithmus.
In [CLV07] sind mehrere Ansa¨tze zu mehrdimensionalen Optimierung mittels
Evolutiona¨rer Algorithmen aufgefu¨hrt. Ihre Eignung in Hinsicht auf die Optimie-
rung von Teststrukturen sollte untersucht werden. Wegen des Aufwandes wurden
sie in dieser Arbeit nicht betrachtet beziehungsweise eingesetzt.
Die Eigenmodenerkennung mittels Neuronalem Netz funktioniert prinzipiell.
Die Erstellung eines Neuronalen Netzes ist allerdings selbst eine Optimierungsauf-
gabe. Es ist zu erforschen, ob ein entsprechend angepasstes Netz oder sogar eine
andere Netztopologie bessere Ergebnisse liefert.
Fu¨r die Wahl der spezifischen Auslenkungen ist des Finden von signifikanten
Punkten zu verbessern. Federn und a¨hnlich feine Strukturen ko¨nnten in ANSYS in
Komponenten zusammengefasst und mit einer dichteren Auswertung bedacht wer-
den. Weiterhin ist sicherzustellen, dass immer die Auslenkungen an den gleichen Ko-
ordinaten verwendet werden. Die optimale Anzahl Eingabedaten und Netzschichten
ist ausfu¨hrlicher zu untersuchen.
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Da die Amplitude der Auslenkung in der Simulation auf den maximalen Wert
normiert wird, kommt es zu quantitativen Schwankungen der Auslenkungen inner-
halb einer Parametervariation. Der Einfluss auf das Neuronale Netz ist festzustellen.
Eine Normierung gegen einen konstanten Wert wa¨re eine Alternative.
Die Zusammenfassung von Ergebnissen in HTML hat den Vorteil, dass sie
plattformu¨bergreifend nutzbar ist. Die Generierung der entsprechenden Dokumen-
te ist jedoch aufwendig, da die komplette HTML-Struktur erzeugt werden muss.
Gu¨nstiger wa¨re eine spezielle grafische Oberfla¨che, welche die Daten direkt einle-
sen und anzeigen kann. Unter Nutzung einer entsprechenden Bibliothek, wie Qt,
wa¨re auch diese Lo¨sung plattformunabha¨ngig. Die Daten ko¨nnten auch u¨ber XML
bereitgestellt und dann entsprechend aufbereitet werden.
In jedem Fall ist eine U¨bersicht u¨ber die einzelnen Teststrukturen anzustreben,
die auch grafische Elemente, wie beispielsweise Bilder der Eigenmoden, abbilden
kann. Somit bleibt der Optimierungsalgorithmus nachvollziehbar.
Anhang A
Regression und Interpolation von
Daten
A.1 Regression
Die Regression der simulierten beziehungsweise gemessenen Werte erfolgt mit Hilfe
der Vandermond’schen Matrix. Der Vorteil dieses Verfahrens liegt in der einfachen
Anwendung. Die allgemeine Gleichung A.1 erlaubt eine Regression u¨ber mehrere
Parameter.
f(p1, ..., pm) =
∑
ni ∈ {0, ..., Npi}






mit pi ... Parameter i
Npi ... Regressionsgrad des Parameters pi
k ... Regressionsglied
ak ... Koeffizient des Regressionsgliedes k





Die Regression erfolgt auf normierten Daten. Auf Basis der Exponentenmatrix,
welche in Anhang B na¨her beschrieben ist, wird die Vandermond’sche Matrix V
generiert. Die Koeffizienten der Regressionsfunktion ergeben sich aus Gleichung
A.2.


















Im Fall der Antwortfla¨chen fu¨r die Eigenmoden einer Struktur ergibt sich die
Vandermond’sche Matrix aus den gemessenen beziehungsweise simulierten Parame-
terwerten und der Exponentenmatrix wie in Gleichung A.3.
V = E · ~p (A.3)
Die Funktionswerte sind die jeweiligen Eigenfrequenzen bei einer Eigenmode.
Um den gesuchten Koeffizientenvektor ~a zu erhalten, wird die Gleichung A.2
entsprechend A.4 umgeformt.
V T · V · ~a = V T · ~y (A.4)
Aus V T · V ergibt sich die reduzierte Matrix Vred. Diese ist immer quadratisch.
Mit den Gleichungen A.5 und A.6 kann der Koeffizientenvektor ~a aus Gleichung
A.7 berechnet werden.
Vred = V
T · V (A.5)
B = V T · ~y (A.6)
~a = V −1red · B
= (V T · V )−1 · V T · ~y
(A.7)
Fu¨r ein vollsta¨ndig lo¨sbares Gleichungssystem mu¨ssen wenigstensK viele Datensa¨tze
zur Verfu¨gung stehen.
Bei der Betrachtung mehrerer Eigenmoden werden Koeffizientenvektor ~a und
Funktionswertevektor ~y Matrizen (vergleiche Gleichung A.8).
~A = (V T · V )−1 · V T · ~Y (A.8)
Die Dimensionen sind in Tabelle A.1 zusammengestellt. Dabei istM die Anzahl der
Eigenmoden und N die Anzahl der Datensa¨tze (N ≥ K).
Tabelle A.1: Dimensionen der Matrizen
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A.2 Interpolation
Bei der Interpolation wird aus gegebenen Parameterwerten, der Exponentenmatrix
und den Koeffizienten der Regression der zugeho¨rige Funktionswert wie in Gleichung
A.9 ermittelt.
y = E · ~pT · ~am (A.9)
mit y ... Funktionswert (im speziellen Fall Eigenfrequenz)
E ... Exponentenmatrix
~p ... Vektor der Parameter (p1, ..., pi)
~am ... Koeffizientenvektor fu¨r eine Eigenmode m.
Der relative Fehler e der Regression fu¨r ein Parameterset la¨sst sich aus dem
Sollwert der Eigenfrequenz fsoll und der aus der Interpolation bestimmten finterpol




U¨ber die gesamten Werte kann eine statistische Auswertung fu¨r die Regression




Die Vandermond’sche Matrix wird fu¨r die Polynominterpolation nach Gleichung
A.1 eingesetzt. Der Ansatz fu¨r zwei Parameter ist in Gleichung B.1 gegeben.













mit n ... Interpolationsgrad des Parameters p1
m ... Interpolationsgrad des Parameters p2
ai ... Polynomkoeffizienten des Polynoms i
K ... Anzahl der Regressionsglieder.
Die Vandermond’sche Matrix hat fu¨r zwei Parameter mit dem jeweiligen Inter-


















Das Interpolationspolynom ist f(p1, p2) = a0 + a1p1 + a2p2 + a3p1p2.
Die Anzahl der Koeffizienten K la¨sst sich durch Gleichung B.3 errechnen. Da-




(1 + p(xi)) (B.3)
mit p ... Polynomgrade des Parameters xi
n ... Anzahl der Parameter.
Um eine Vandermond’sche Matrix dynamisch aufzubauen, ist ein algorithmi-
sches Vorgehen notwendig. Eine Mo¨glichkeit wa¨ren verschachtelte Schleifen, wobei
dann die Anzahl der Parameter statisch ist. Dieser Nachteil la¨ßt sich mit dem Ope-
rieren auf Feldern beheben. Dabei werden die Grade der Exponenten fu¨r jeden
Parameter bei jedem Polynomkoeffizienten berechnet und in einer sogenannten Ex-
ponentenmatrix hinterlegt.
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Ausgangspunkt ist ein Feld mit n Zellen, die den Parametern entsprechen (siehe
Abbildung B.1). In den Zellen stehen die Interpolationsgrade npi der Parameter pi.
Zelle 1 Zelle nZelle 2
Feld
...np1 np2 npn
Abbildung B.1: Feld der Interpolationsgrade npi der Parameter pi
Die Anzahl der Koeffizienten und damit der Gesamtschritte des Algorithmus la¨sst
sich u¨ber Gleichung B.3 ermitteln.
Jede Kombination der Interpolationsgrade wird mit einem Koeffizienten mul-
tipliziert. Das Gleichungssystem ist in Gleichung B.4 dargestellt.
E · ~p · ~a = ~f (B.4)
mit E ... Exponentenmatrix
~p ... Matrix der Parameter


p1(F1) . . . pi(F1)
p1(F2) . . . pi(F2)
...
...




~f ... Vektor der Funktionswerte.
Die Exponentenmatrix besteht aus den Kombinationen der Interpolationsgra-
de. Dafu¨r wird fu¨r jede Zeile jeweils bei einem Parameter der Interpolationsgrad
von 0 aus inkrementiert, bis er den Wert in der entsprechenden Zelle des Feldes
erreicht. Ist dieser erreicht, erfolgt ein U¨bertrag auf die na¨chstho¨here Zelle, bei der
der Grad eines Parameters nicht Null ist. Alle niedrigeren Zellen werden wieder auf
0 gesetzt, der Vorgang beginnt von neuem wie im Programmablaufplan Abbildung
B.2 und dem Unterprogramm B.3 dargestellt, bis alle Polynomgliederexponenten
ermittelt sind.
Dieser Vorgang einspricht einer vollsta¨ndigen Enumeration wie bei einem Stel-
lenwertsystem. Die mo¨glichen Ziffern einer Stelle sind dabei in dem Feld der Inter-
polationsgrade festgelegt.
Damit ergibt sich fu¨r drei Parameter mit den Graden 2, 1 und 1 eine Gesamt-
koeffizientenzahl von K = 3 · 2 · 2 = 12. Das Parameterfeld ist
p1 p2 p3
2 1 1
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Start
Ende
Zeilenzähler pos := 1
1. Zeile der Matrix mit 0 füllen
= aktueller Zählerstand a
Matrix mit
(Anzahl Parameter) x (Koeffizienten)
anlegen
setze aktuellen Zählerstand a
auf neuen Zählerstand n
pos := pos + 1
setze aktuelle Zeile pos auf
den neuen Zählerstand nz = 0 ?
z := nächster_Zählerstand(a)
liefert neuen Zählerstand n
ja
nein
Abbildung B.2: Hauptroutine zum Ermitteln der Exponentenmatrix







ni := ai +1


















o ... Feld mit Interpolationsgraden
a ... Feld mit aktuellem Zählerstand
n ... Feld mit nächstem Zählerstand
i ... aktuelle Feldzelle
UP: nächster_Zählerstand(a)
Abbildung B.3: Unterroutine zum Ermitteln der Exponentenmatrix
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und die Exponentenmatrix damit
ET =

 0 1 2 0 1 2 0 1 2 0 1 20 0 0 1 1 1 0 0 0 1 1 1
0 0 0 0 0 0 1 1 1 1 1 1


Die Ableitung der resultierenden Funktion nach einem Parameter ist u¨ber eine
Exponentenmatrix zu realisieren. Der Vorgang erfolgt zeilenweise. Der neue Koef-
fizient einer Zeile ergibt sich aus dem alten, mit dem entsprechenden Exponenten
multipliziert. In der Exponentenmatrix wird von diesem Exponenten 1 subtrahiert,
wenn dieser nicht 0 ist.
Fu¨r die Vandermond’sche Matrix wird die Exponentenmatrix mit dem Para-
metervektor multipliziert (siehe Gleichung B.5).










Dieses Kapitel soll das Vertauschen von Eigenmoden bei einer Parametervariati-
on demonstrieren. Dieser Effekt tritt sowohl bei der Simulation als auch bei der
Messung auf. Die Ursache liegt in den A¨nderungen des Verha¨ltnisses der Struktu-
rabmaße.
Abbildung C.1 zeigt die Abha¨ngigkeit der Eigenfrequenzen von der Federbreite
fu¨r drei Eigenmoden. Es wird deutlich, dass bei einer Federbreite von etwa 6, 5µm
die Eigenfrequenz des Torsionsmodes die des Out-of-Plane-Modes u¨bersteigt. Bei ei-
ner Sortierung nach aufsteigenden Frequenzen wu¨rde dies einen Eigenmodentausch
zur Folge haben.
Abbildung C.1: Abha¨ngigkeit der Eigenfrequenzen von der Federbreite
Abbildung C.2 stellt die gemessenen Eigenmoden mit aufsteigender Frequenz
bei einer Federbreite von 5µm dar. In Abbildung C.3 ist die Federbreite gro¨ßer, die
Eigenmoden sind vertauscht.
Bei kleinen Abweichungen vom Normparameterwert tritt der Eigenmoden-
tausch nicht in Erscheinung. Die Grenze ist fu¨r jede Teststruktur gesondert fest-
zulegen.
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Abbildung C.2: Messung - Eigenmodenreihenfolge (Federbreite=5µm)
Abbildung C.3: Messung - Eigenmodenreihenfolge (Federbreite=7µm)
Wird die Reihenfolge der Eigenmoden nicht an die bei Normparametern ang-
passt, finden sich Spitzen in den Daten, aus denen die Antwortfla¨che generiert wird
und bei Regression dieser steigt der Regressionsfehler. Die ermittelte Antwortfla¨che
entspricht somit nicht der Realita¨t.
Anhang D
Teststrukturgeometrien
In dieser Arbeit wurden mehrere Grundgeometrien fu¨r Teststrukturen entwickelt
und untersucht. Diese sind nicht optimiert, bieten aber eine Grundlage dafu¨r. In
Abbildung D.1 sind alle Geometrien dargestellt. Mit Ausnahme der Struktur a08
sind alle aufgefu¨hrten viertelsymmetrisch. In diesem Kapitel sind die Eckdaten und
die ersten zehn Eigenfrequenzen jeder Teststruktur zusammengefaßt.
Tabelle D.1 fu¨hrt jeweils die Anzahl der Eigenfrequenzen auf, welche im mess-
baren Bereich, das heißt unterhalb 500 kHz liegen. Diese werden zusa¨tzlich in In-
Plane und Out-of-Plane unterschieden. Weiterhin in die lateralen Ausdehnungen
angegeben. Die Strukturdicke entspricht dem Normwert von 50µm. Die Noten der
Teststrukturen ergeben sich aus der Bewertung.
Tabelle D.1: Teststrukturdaten
Teststruktur Eigenfrequenzen davon Abmessungen Note
< 500 kHz Out-of-Plane x/µm y/µm
a00 6 3 460 500 2
a00s 6 3 460 500 2
a01 1 0 460 5 5
a02 10 5 460 500 2
a03 8 3 460 500 2,5
a04 5 3 340 500 2
a04s 6 3 340 500 2
a06 10 5 460 1500 2
a06s 10 5 460 1500 2
a07 10 4 500 500 2
a08 6 3 230 480 3
a09 10 3 338 440 2,5
Die Bewertung erfolgte nach den in Abschnitt 4.1 festgelegten Kriterien. Die
betrachteten Parameter beschra¨nken sich auf die Federbreite und die Keiligkeit. Es
wird deutlich, dass die Struktur a01 nicht zur Parameteridenifikation geeignet ist,
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(a) a00 (b) a00s (c) a01
(d) a02 (e) a03 (f) a04
(g) a04s (h) a06 (i) a06s
(j) a07 (k) a08 (l) a09
Abbildung D.1: Teststrukturgeometrien
da ihre Eigenfrequenzen zu hoch liegen. Dies spiegelt sich auch in der Bewertung
wider.
Die restlichen Teststrukturen sind prinzipiell gut geeignet. Unterschiede liegen
in der Anzahl der verwertbaren Eigenfrequenzen und den Parametersensitivita¨ten.
Die A¨hnlichkeit der Noten wird durch die geringe Differenzierung der Bewertung
verursacht. Durch Anpassung der Bewertungskriterien und -intervalle kann eine
feinere Auswahl geeigneter Teststrukturen fu¨r eine Aufgabe getroffen werden.
Abbildung D.2 und D.3 zeigen die ersten zehn Eigenfrequenzen der Teststruk-
turen fu¨r die Normwerte der Fertigungsparameter Federbreite x = 5µm, Struktur-
dicke th = 50µm und Keiligkeit x = 0, 2µm.

















a00 a00s a01 a02 a03 a04
Abbildung D.2: Eigenfrequenzen der Teststrukturen - Teil 1

















a04s a06 a06s a07 a08 a09
Abbildung D.3: Eigenfrequenzen der Teststrukturen - Teil 2
Anhang E
Daten zur Eigenmodenerkennung
In diesem Kapitel werden zusa¨tzliche Daten zur Eigenmodenerkennung mittels Neu-
ronalem Netz bereitgestellt. Die Abbildungen E.1 bis E.5 zeigen die Ha¨ufigkeiten
erkannter Parametersets bei verschiedenen Testszenarien (siehe Abschnitt 5.1.1).
Jede Testreihe enthielt 24 Parametersets, mit welchen jeweils hundert Erkennungen
durchgefu¨hrt wurden. Es wird deutlich, das die Erkennung mit einer geringeren An-
zahl Eigenmoden besser abschneidet. Die Ursachen werden in Abschnitt 5.1.1 disku-
tiert. Die Parameter dieser simulierten Struktur weisen ho¨here Schwankungsbreite
als die eigentlichen Teststrukturen auf, um die Auswirkungen des Modentauschs zu
demonstrieren.
1 3 5 7 9 11 13 15 17 19 21 23
































Abbildung E.1: Ha¨ufigkeitsverteilung erkannter Parametersets bei udispl1
113
ANHANG E. DATEN ZUR EIGENMODENERKENNUNG 114
1 3 5 7 9 11 13 15 17 19 21 23
































Abbildung E.2: Ha¨ufigkeitsverteilung erkannter Parametersets bei udispl2
1 3 5 7 9 11 13 15 17 19 21 23
































Abbildung E.3: Ha¨ufigkeitsverteilung erkannter Parametersets bei udispl3
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Abbildung E.4: Ha¨ufigkeitsverteilung erkannter Parametersets bei udispl4
1 3 5 7 9 11 13 15 17 19 21 23
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Die Geometriemodifikation durch einen Evolutiona¨ren Algorithmus wird am Bei-
spiel einer viertelsymmetrischen Struktur nachfolgend demonstriert. Das Konzept
entspricht dem in Abschnitt 3.3.3. Die Bewertung erfolgt nach ihrer ersten Eigen-
frequenz, welche durch eine ANSYS-Simulation ermittelt wird, und ihren lateralen
Abmessungen. Optimierungsziel ist eine Struktur, welche eine festgelegte Eigenfre-
quenz bei einer bestimmten Maximalgro¨ße besitzt.
Im folgenden Abschnitt werden Geometrie und Randbedingungen der Struk-
tur und der Ablauf des Algorithmus erla¨utert, die Simulationsbedingungen werden
anschließend aufgelistet. Abschließend erfolgt die Auswertung der Ergebnisse und
in einem Fazit werden Verbesserungsvorschla¨ge gemacht.
G.1 Aufbau
Die Geometrie der viertelsymmetrischen Demonstrationsstruktur ist in Abbildung
G.1 dargestellt. Sie ist u¨berbemaßt, da zusa¨tzliche Parameter fu¨r die Gu¨ltigkeits-
pru¨fung des Gens beno¨tigt werden. Zusa¨tzlich sind die Punkte und Fla¨chen einge-
zeichnet, welche zu Erstellung eines vollparametrisierten ANSYS-Modells notwen-
dig sind. Die notwendigen ANSYS-Makros fu¨r die Geometrie, die Randbedingungen
und Modalanalyse sind bereitzustellen, die Parameterdatei wird durch den Evolu-
tiona¨ren Algorithmus generiert. Die Dicke der Struktur ist auf 50µm festgelegt.
Die feste Einspannung wird bei ±ly festgesetzt. Die laterale Ausdehnung in
x-Richtung wird mit mx max, in y-Richtung mit my max bezeichnet. Die Maße g1
und g2 werden fu¨r die Gu¨ltigkeitspru¨fung eines Gens beno¨tigt.
Die Randbedingungen
mx + lx ≤ mx max
my + g2 ≤ my max
ly ≤ my max
my < ly
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Abbildung G.1: Geometrie der Struktur s02
legen die Gu¨ltigkeit eines Gens fest. Sind sie nicht erfu¨llt, so ist das Gen nicht
gu¨ltig. Das genetische Repra¨sentation (Chromosom) besteht damit aus den Para-
metern mx my lx ly w2 . Diese mu¨ssen innerhalb festzulegender Intervalle
liegen, sonst ist das Chromosom ebenso ungu¨ltig. In einer Textdatei werden der
jeweilige Parametername, seine Intervallober- und -untergrenze leerzeichengetrennt
zeilenweise hinterlegt (siehe Listing G.1).






Die Optimierungsziele sind in Tabelle G.1 zusammengefasst.
Die Umsetzung des Evolutiona¨ren Algorithmus erfolgt in C++ unter Nutzung
der Bibliothek GAlib (siehe Abschnitt 2.8.5). Zur Anwendung kommt ein Steady-
State-GA mit einer Populationsgro¨ße von 20 Individuen, welcher 10 Generationen
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Tabelle G.1: Optimierungsziele
Parameter Zielwert
1. Eigenfrequenz f1, soll =5000Hz
mx max ≤ 250µm
my max ≤ 250µm
g1 ≥ 20 µm
g2 ≥ 20 µm
simulieren soll. Die Initialisierungsfunktion fu¨r Chromosome und die Bewertungs-
funktion wurden angepasst. Fu¨r alle restlichen Einstellungen gelten die Standards
der Bibliothek verwendet.
Die Initialisierung erzeugt einen Genotyp, bei welchem die Gene zufa¨llige Wer-
te aus ihrem entsprechend zula¨ssigen Intervall zugewiesen bekommen. Die untere
Grenze wird dabei stets durch das Intervall vorgegeben, die obere kann durch den
verbleibenden Rest begrenzt werden, wenn die Randbedingungen erfu¨llt sind. Sie
verschiebt sich damit nach unten.
Die Bewertung orientiert sich ebenso an den Randbedingungen. Sind diese
nicht erfu¨llt, oder liegen die Gene außerhalb ihrer zula¨ssigen Intervalle, wird der
Genotyp mit 0 bewertet. Eine ANSYS-Simulation findet dann nicht statt, da unter
Umsta¨nden schon der Modellaufbau fehlschlagen wu¨rde. Falls der Genotyp nicht
ausgesondert wurde, erfolgt die Simulation der Struktur mit ANSYS. Der Geno-
typ wird dazu in der Parameterdatei des Modells gespeichert. U¨ber das ANSYS-
Simulationsmakro wird ein Bild des ersten Eigenmodes und der zugeho¨rigen Eigen-
frequenz abgelegt. Diese wird nachfolgend wieder in das C++-Programm eingelesen.
Dieses ermittelt die Abweichung von der Zielfrequenz nach Gleichung G.1 und G.2
und bewertet den Genotyp nach Gleichung G.3 mit einer Punktzahl s.









, wenn∆f1 > 0.05
1000 , sonst
(G.3)
mit f1,soll . . . Sollwert der ersten Eigenfrequenz
f1,ist . . . erste Eigenfrequenz eines Individuums
∆f1 . . . absolute Abweichung vom Sollwert der Eigenfrequenz
∆f1,rel . . . relative Abweichung vom Sollwert der Eigenfrequenz
s . . . Punktzahl eines Individuums
Die Punktzahl s ist in diesem Fall gleich der Fitness eines Individuums. Diese ist
umso besser, je na¨her ihre Eigenfrequenz an der Zielfrequenz liegt. Sie ist, wie bereits
erwa¨hnt, Null, wenn das Individuum die zula¨ssige Maximalgro¨ße u¨berschreitet.
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G.2 Simulationsbedingungen
Die Simulation wurde auf dem Referenzserver pandora (pandora.hrz.tu-chemnitz.de)
durchgefu¨hrt. Die Spezifikation des Servers sind nachfolgend aufgefu¨hrt.




Betriebssystem Scientific Linux 5
Die Version der verwendeten Programme und Bibliotheken finden sich in Ta-
belle G.2.
Tabelle G.2: Versionen verwendeter Programme und Bibliotheken
Programm / Bibliothek Version
ANSYS 11.0 (Build 2007.0830)
GAlib 2.4.7
G.3 Auswertung
Die Simulation des Evolutiona¨ren Algorithmus wurde mit einer Startpopulation von
20 Individuen durchgefu¨hrt. In Tabelle G.3 sind Simulationsparameter und Zeitda-
ten zusammengefasst. Die Anzahl der Generationen wurde auf 10 begrenzt, damit
wird zwar der Zielwert unter Umsta¨nden nicht erreicht, aber es ist eine Tendenz
feststellbar. Die Gesamtdauer der Simulation betrug rund 12 Minuten, wobei u¨ber
80% fu¨r die Modalanalyse mit ANSYS abfielen — nicht mitgerechnet die Ladezeit
von ANSYS. Damit ist die FE-Analyse der zeitkritische Punkt.
Tabelle G.3: Werte des simulierten EA
Eigenschaft Wert
Anzahl der Generationen 10
Individuen in der Startpopulation 20
Gesamtanzahl der simulierten Individuen 111
davon einzigartige 96
Durchschnittliche Simulationsdauer einer Generation 69 s
Gesamtdauer der Simulation 766 s
davon ANSYS-Simulation 83,9%
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Tabelle G.4 vergleicht die erreichten Werte mit den Zielwerten. Die maximalen
Abmessungen werden eingehalten, die erste Eigenfrequenz kommt der Zielfrequenz
nahe. Deutlicher wird dies in Abbildung G.2.
Tabelle G.4: Vergleich von Soll- und Istwerten
Eigenschaft Sollwert erreichter Wert Ziel erreicht
1. Eigenfrequenz [Hz] 5000 5680.1 anna¨hernd
max. Abmessung in X [µm] 500 297.2 X
max. Abmessung in Y [µm] 500 67.8 X
Die mittlere erste Eigenfrequenz jeder Generation na¨hert sich mit steigender
Generation an die Solleigenfrequenz an. Ausreißer sind dabei weniger relevant. Die
besten Individuen jeder Generation weisen wesentlich kleinere Abweichungen auf.
Die global beste Frequenz wird in drei Generationen erreicht.




























Abbildung G.2: Eigenfrequenzentwicklung u¨ber die Generation
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Abbildung G.3 zeigt einige Individuen aus drei verschiedenen Generationen
mit ihrer ersten Eigenfrequenz. Ist die Geometrie in der Startpopulation 0 sehr
unterschiedlich, so na¨hert sie sich in den folgenden Generationen immer weiter an




























Abbildung G.3: Ausgewa¨hlte Individuen aus verschiedenen Generationen
G.4 Fazit
Die Demonstration an einer Beispielstruktur zeigt, dass eine Geometrie mit Hil-
fe eines Evolutiona¨ren Algorithmus dahingehend optimiert werden kann, dass die
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resultieren Struktur vorgegebene Randbedingungen einha¨lt beziehungsweise diesen
nahe kommt. Wie genau diese eingehalten werden, ha¨ngt von der festgelegten Be-
wertung beziehungsweise Fitfunktion ab. Der Punktwert und damit die Fitness fu¨r
ein Individuum muss allgemein umso gro¨ßer sein, je besser das Optimierungsziel
getroffen wird.
Der Einsatz des Steady-State-Algorithmus zeigt das gewu¨nschte Verhalten. Der
Simple-Algorithmus ist weniger gut geeignet, da sich jede Generation aus neuen In-
dividuen zusammensetzt. Gute bleiben damit nicht erhalten (siehe Abschnitt 2.8.5).
Fu¨r den verwendeten Algorithmus sind weitere Verfeinerungen mo¨glich. Bei-
spielsweise ko¨nnen die Mutations- und die Kreuzungsfunktion angepasst werden.
Denkbar wa¨re eine gutartige Mutation, welche nur gu¨ltige Gene hervorbringt. Wei-
terhin ko¨nnen die Kreuzungs- und Mutationsraten, sowie der Anteil der die Gene-
rationen u¨berlebenden Individuen verfeinert werden.
Da die ANSYS-Simulation jedes Individuums der zeitkritische Faktor ist, muss
diese fu¨r gro¨ßere Simulationen optimiert werden. Beeinflusst wird dies wesentlich
von der verwendeten Hardware. Um die Anzahl der Simulationen zu reduzieren,
wa¨re eine Datenbank gu¨nstig, welche bereits simulierte Individuen mit ihrer Fitness
entha¨lt. Tritt dann ein bereits bewertetes auf, ko¨nnen die Daten verwendet werden.
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