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Using density functional theory combined with an evolutionary algorithm for crystal structure prediction, we study the elastic and electronic
properties of various multi-principal element alloys that are based on CoCrFeNi. In total, nine quinary and one senary CoCrFeNiX (X ¼ Ti, V,
Mn, MnV, Cu, Zr, Nb, Mo, Al, Al2 ) alloys are studied along with the base CoCrFeNi alloy. The aim of the current study is twofold. First, we
test and confirm the ability of the presented methodology to predict the crystal structure of the multi-principal element alloys based on Co, Cr,
Fe, and Ni elements. Second, we calculate and compare the elastic properties of the CoCrFeNiX alloys, as well as their electronic properties, in
an attempt to establish possible correlations between them. Taking CoCrFeNi as the reference alloy, our first-principles calculations of various
elastic moduli (bulk, Young, and shear moduli) show that only the bulk moduli of the alloys with Cu, Mo, or Nb (in this order) are expected
to be larger. Furthermore, our comparative analysis of the CoCrFeNiX alloys containing partially filled 3d and 4d elements shows that the
filling of the d-shell causes a general increase in all the elastic moduli. The only exception is the decreasing behavior of the bulk modulus in the
case of alloys with partially filled 3d elements.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5142239
I. INTRODUCTION
Multi-principal element alloys (MPEAs), also known as high-
entropy alloys (HEAs) or complex concentrated alloys (CCAs),1
are a new class of metallic alloys that have gained an increasing
interest from both theoretical and experimental perspectives in
recent years2 due to their promising mechanical properties, such as
low weight, high strength, high corrosion resistance, etc.3–8 Unlike
conventional alloys, MPEAs are composed of five or more metallic
elements in equiatomic or nearly equiatomic proportions. The high
configurational entropy, achieved by adding more alloying ele-
ments, was believed to play an important role in the stabilization of
single-phase solid solutions with simple crystal structures, mostly
body-centered cubic (BCC) and face-centered cubic (FCC), and
less often hexagonal closed-packed (HCP).6 In practice, however,
many MPEAs have multi-phase structures.9 The equiatomic
CuCoNiCrAlFe10 and CoCrFeNiMn11 alloys were the first single-
phase MPEAs reported in the literature. The equiatomic
CoCrFeNiMn alloy is now known as Cantor’s alloy, and it
became the model system for MPEA studies along with a more
simple quaternary single-phase CoCrFeNi alloy.
Experimental studies of the CoCrFeNi-family MPEAs are
extensive12–43 but mostly focus on the Cantor alloy. In contrast, the
number of theoretical studies of this MPEA family is limited so
far42,44–51 and also mainly studies the CoCrFeNi, CoCrFeNiMn,
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and CoCrFeNiAlx alloys. In order to reduce the gap between the
theoretical and experimental works, here we present a systematic ab
initio study of the structure and elastic properties of CoCrFeNi,
CoCrFeNiMn (Cantor alloy), and CoCrFeNiX (X = Ti, V, MnV,
Cu, Zr, Nb, Mo, Al, Al2 ) MPEAs, totaling 11 alloys for which the
experimental structures are known. Our selection of X elements is
double motivated. Together with the experimental data, the existing
theoretical works on the Cu and Al-containing alloys will serve us
to test our methodology. In particular, our results for the elastic
moduli are compared with those obtained by other common theo-
retical models.49 The general good prediction of the experimental
crystal structures and the similar values of the elastic constants
support the applicability of the ab initio-based evolutionary
methods. Our second motivation is to investigate the effect of
adding 3d (Ti, V, Mn) and 4d (Zr, Nb, Mo) metals to the base
CoCrFeNi alloy in an attempt to correlate the chemical composi-
tion and the elastic properties. To this aim, we perform an analysis
of the electronic density and the bonding character of the electronic
density of states of these alloys.
Modeling the structure of a MPEA is not a trivial task.
Currently, the two most widely used methodologies for the theoret-
ical simulation of the structure of disordered alloys are the coherent
potential approximation (CPA)52,53 and the special quasirandom
structures (SQS) approximation.54,55 Both CPA and SQS methods
require a prior knowledge of the crystal lattice type, thus, the pre-
dictiveness of these models must be based on some additional cal-
culations, as, for example, the calculation of formation enthalpy.
The SQS method is usually combined with DFT calculations of
energy. The CPA method is commonly used together with the
exact muffin-tin orbitals (EMTOs) method.47,49–51,56–58
In this work, we use a different approach to predict the alloy’s
structures. The method is based on Darwinian evolution and is
implemented in the Universal Structure Predictor: Evolutionary
Xtallography (USPEX) code.59–61 The evolutionary algorithm is
combined with DFT calculations to find the most stable structure
for a given chemical composition. The advantage of this method is
that it does not require a prior knowledge of experimental parame-
ters, such as crystal symmetry or lattice constant. The crystal struc-
ture is thus obtained from first principles. The USPEX method has
been successfully applied to predict the structure of nanoparticles,
polymers, 2D-crystals, surfaces, and interfaces at different tem-
perature and pressure conditions.62 Recently, this method has
proved to be useful in predicting the structure of MPEAs.63
Another evolutionary design strategy has also been recently applied
to the search of strong and stable MPEAs.64 Here, we further test
the ability of these kind of methods in predicting the crystal
structure by comparing our new results for the CoCrFeNi-based
MPEAs with the results from other methodologies, such as
EMTO-CPA47,49–51,56–58 and SQS-DFT,50 as well as with existing
experimental data.14,20,29,50,65–75
The article is organized as follows: in Sec. II, we briefly
describe the evolutionary algorithm implemented in the USPEX
code and the details of the DFT calculations of the elastic proper-
ties. The results are discussed in Sec. III. First, we show the results
for the structure of the studied alloys and compare the obtained
crystal lattice type as well as the lattice constants and formation
energies to experiments. We then continue the discussion by
analyzing the elastic properties and anisotropy of the CoCrFeNiX
MPEAs. We end Sec. III with the analysis of the electronic and
bonding properties of the alloys. The conclusions are summarized
in Sec. IV.
II. COMPUTATIONAL METHODS
A. Evolutionary algorithm for crystal structure
prediction
The evolutionary algorithm is based on the creation of genera-
tions of structures for a given composition and on the survival of
the most stable structures in each generation.59 The only input
parameter for the evolutionary search is the number of atoms of
each species. The USPEX code then constructs the atomic struc-
tures in the first generation, using a random number generator,
and in all subsequent generations, using evolutionary techniques,
such as heredity (new structure from two “parenting” structures),
permutation (exchange positions of atoms of different types), etc.
The energy of each structure is calculated using an external solver.
In this work, we use the Vienna ab initio simulation package
(VASP)76,77 to obtain all the energies at the DFT level within the
generalized gradient approximation of Perdew–Burke–Ernzerhof
(PBE)78 to the exchange-correlation functional. The electron–core
interaction is treated with the projector augmented-wave (PAW)
method,79 using the implementation provided and developed for
VASP.80 More details of the methodology used in this work are
thoroughly described in our previous work.63
The number of atoms in the unit cell for all the studied alloys
is 2N , where N is the number of elements in the alloy. The excep-
tion is the base CoCrFeNi alloy that we use to test the importance
of the unit cell size. In this case, two additional structures, contain-
ing N and 4N atoms in the unit cell, respectively, are calculated.
As discussed below, the increase of the unit cell size only slightly
improves the results as compared to experiments, while signifi-
cantly increases the computational cost of the calculations.
B. Bulk modulus from the equilibrium volume
In some theoretical works to which we compare our results,
the bulk modulus is derived by combining the equilibrium
volume calculation and the equation of state. For this reason,
we calculate the bulk modulus B of the CoCrFeNi-based alloys
from the DFT-calculated equilibrium volume–energy curve. The
method is based on the thermodynamic equation of state for a
harmonic solid





(V  V0)2 (1)
combined with the thermodynamic relations









where V is the volume, P is the pressure, E is the energy, and B is
the bulk modulus. Combining the two relations in Eq. (2), the
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Thus, the equilibrium energy E0, volume V0, and bulk modulus
can be obtained by fitting the DFT energy vs volume results into
the equation of state [Eq. (1)].
Alternatively, the bulk modulus, as well as other polycrystal-
line elastic moduli (shear and Young’s modulus) can be calculated
from the stress–strain relation as explained in Subsection II C.
Both methods are expected to give similar bulk modulus for an iso-
tropic system.
C. Calculation of the elastic constants
The elastic properties of the alloys are studied by the stress–
strain approach of Le Page and Saxe, as implemented in the VASP
package.81 This approach is based on the Hooke’s law, which
describes the linear dependence of the stress components σ i






Here, cij are the single-crystal elastic constants of the material,
which are represented by a 6 6 tensor. The total elastic tensor is
obtained by performing six finite distortions of the lattice.
For the system with cubic symmetry there are only three inde-
pendent elastic constants: c11, c12, and c44.
84 In our case, since the
structures deviate slightly from a perfect cubic structure due to the
different bond lengths of the constituent elements, there are nine
non-identical elastic constants: c11, c12, c13, c23, c22, c33, c44, c55, and
c66. In order to obtain the cubic elastic constants of our disordered
BCC structures, we follow a standard averaging scheme,85,86
C11 ¼ (c11 þ c22 þ c33)=3, (5)
C12 ¼ (c12 þ c13 þ c23)=3, (6)
C44 ¼ (c44 þ c55 þ c66)=3: (7)
From the calculated single crystal elastic constants, we can
obtain the polycrystalline elastic moduli of the system, such as the
bulk modulus B, shear modulus G, Young’s modulus E, and
Poisson’s ratio ν, using the Voigt87 and Reuss88 approximations,
which give an average of the single-crystal values over all orienta-
tions.89 The Voigt average is calculated assuming uniform strain
throughout the material, while the Reuss average assumes uniform
stress.90 The bulk modulus is the same in both approximations for
an isotropic system,
B ¼ (C11 þ 2C12)=3: (8)
For the shear modulus, Reuss’s scheme represents the lower limit,
while Voigt’s scheme represents the upper limit,
GR ¼ 5(C11  C12)C444C44 þ 3(C11  C12) , GV ¼
(C11  C12 þ 3C44)
5
: (9)
Hill’s mean value is then calculated as91
G ¼ (GV þ GR)=2: (10)
Young’s modulus E and Poisson’s ratio ν can be obtained from the
bulk and shear moduli as
E ¼ 9BG
3Bþ G , ν ¼
3B 2G
2(3Bþ G) : (11)
The elastic anisotropy of the system can be characterized by the
Zener ratio AZ ¼ 2C44=(C11  C12),92 which equals 1 for an elasti-
cally isotropic material. Another measure of the anisotropy is the
ratio AGVR ¼ (GV  GR)=(GV þ GR), which approaches zero for
elastically isotropic materials, meaning that both Voigt and Reuss
approximations give similar results.
III. RESULTS AND DISCUSSION
A. Structure of CoCrFeNiX MPEAs
An empirical parameter used to predict the single-phase solid
solution formation is the mean square deviation of the atomic










ciri is an average radius, ci and ri are the atomic frac-
tion and atomic radius of the ith element, respectively,14,93 and n is
the total number of chemical elements in the alloy. It has been pro-
posed that a single-phase solid solution MPEA can be formed if the
atomic mismatch parameter δ is smaller than 6.6%.14 A slightly differ-
ent criterion suggested by Guo et al.93 implies that δ and the mixing
enthalpy, ΔHmix, simultaneously satisfy the conditions δ , 8:5% and
0.22⩽ ΔHmix ≤ 0.07 eV/atom. The mixing enthalpy is defined as
the difference between the cohesive energy of the alloy, EMPEAcoh , and
the weighted sum of the cohesive energies of the alloy components,






where Eicoh is the cohesive energy of the ith component, respectively.
Our results for all the studied MPEAs are shown in Table I
together with existing experimental data. δ parameter is calculated
using the values of ri from Kittel,
82 while the cohesive energies
defining the enthalpy of mixing are calculated with spin-polarized
DFT-PBE. Overall, the agreement between the calculated and
experimental ΔHmix is good. The sign is well reproduced by our
DFT-PBE calculations (except for the CoCrFeNiMo alloy).
Taking into account both δ parameter and the enthalpy of
mixing, listed in Table I, all the alloys except CoCrFeNiZr and
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CoCrFeNiAl2 should form single-phase solid solutions. The last
column of Table I shows with “þ” and “” signs whether the empir-
ical prediction of the single-phase or multi-phase formation using δ
and ΔHmix agrees or not with the experimental observations. In most
of the cases, the prediction is correct according to the experimental
data we could find (see Table II). Considering that these are empiri-
cal criteria, the prediction works quite well. Tsai et al.94 argue that
incorrect predictions can be due to the fact that near-zero mixing
enthalpy and small atomic size difference are only the necessary con-
ditions but not the sufficient ones for the formation of the solid solu-
tion. The authors state that some intermetallic compounds also can
have near-zero enthalpy of mixing and small atomic size differences,
thus being considered as solid-solution phases. Moreover, we have
noticed that different authors find single-phase or multi-phase
structures for the same alloy composition (for example,
CoCrFeNiTi is single-phase in Ref. 66 and multi-phase in Ref. 65;
similarly, CoCrFeNiV is single-phase in Ref. 65 and multi-phase
in Refs. 16 and 29). Thus, we can consider that the “” signs in
Table I do not strictly mean that the formation of the predicted
phase is not possible.
In order to predict the crystal structure of an MPEA, another
empirical parameter is often used, namely, the valence electron
concentration (VEC).97 The average VEC of an alloy is calculated
from the VECs of all constituent elements as VEC ¼ Pi ci (VEC)i,
where ci and (VEC)i are the atomic fraction and the number of
valence electrons (including outer d-electrons) of the ith element,
respectively. Typically, the FCC phase is found to be stable for
alloys with VEC⩾ 8, while the BCC phase is stable at values
VEC , 6:87. The intermediate values of 6:87 , VEC , 8 indicate
the formation of more than one phase.
The VEC parameter for all the studied CoCrFeNiX alloys is
listed in Table II along with the structure type according to our
evolutionary search and the experimental structures. In general, the
VEC parameter correctly predicts the formation of single-phase
FCC or BCC, or multi-phase alloys. For CoCrFeNiTi, CoCrFeNiV,
and CoCrFeNiAl (three out of 11 alloys), the VEC parameter incor-
rectly predicts the multi-phase formation, since experimentally these
three alloys were observed to form single-phase solid solutions.
As for our single-phase calculations, the structures found by
the DFT-based evolutionary algorithm agree with experiments for
single-phase alloys. The main (solid solution) phase of the multi-
phase alloys is also predicted correctly by the evolutionary search.
The only exceptions are the two alloys with the highest value of δ
parameter, namely, CoCrFeNiZr (δ ¼ 10:19%) and CoCrFeNiNb
(δ ¼ 6:43%), for which the evolutionary algorithm found disor-
dered structures. Since the atomic size mismatch is very large, it is
not possible to place the atoms in a cubic-like cell for these two
alloys in our simulations. The large atomic size difference is also
the reason why these two alloys do not form single-phase solid
solutions in experiments.29
The average lattice constants of the studied MPEAs are also
listed in Table II and compared with experimental lattice parame-
ters when available. Since the lattice of the alloys is distorted due to
TABLE I. Atomic mismatch parameter δ(%), calculated mixing enthalpy ΔHmix (eV/
atom), and experimental mixing enthalpy ΔHexpmix (eV/atom). The last column shows
whether the empirical parameters predict the experimental single-phase and multi-
phase formation correctly (+) or not (−).
MPEA δ ΔHmix ΔH
exp
mix Str. predict.
CoCrFeNi 1.03 −0.017 −0.03917 +
CoCrFeNiTi 6.13 −0.116 −0.16965 +
CoCrFeNiV 2.88 −0.075 −0.09265 +
CoCrFeNiMn 0.92 −0.039 −0.04468 +
CoCrFeNiMnV 2.70 −0.051 −0.07968 −
CoCrFeNiCu 1.07 0.050 0.03465 +
CoCrFeNiZr 10.19 −0.131 −0.23594 +
CoCrFeNiNb 6.43 −0.057 −0.15695 −
CoCrFeNiMo 4.36 0.044 −0.04894 −
CoCrFeNiAl 5.25 −0.164 −0.12965 +
CoCrFeNiAl2 6.04 −0.353 −0.16096 −
TABLE II. Comparison of the theoretical crystal structures predicted by the VEC parameter (value within parenthesis), the DFT-based single-phase evolutionary search
(DFT-SP), and the experimental data. Corresponding DFT-SP average lattice constant a (±standard deviation) and experimental lattice constant aexp. Experimental values
extracted from multi-phase alloys are marked with (*) and refer to the main solid-solution phase of the alloy.
MPEA VEC DFT-SP Experimenta a(Å) aexp(Å)
CoCrFeNi FCC (8.25) FCC SP-SS (FCC)14,16 3.55 ± 0.026 3.568− 3.57716,19,98
CoCrFeNiTi interm (7.40) FCC SP-SS (FCC)66 3.65 ± 0.14 3.58966
CoCrFeNiV interm (7.60) FCC SP-SS (FCC)65 3.62 ± 0.12 3.5811
CoCrFeNiMn FCC (8.00) FCC SP-SS (FCC)14,16 3.58 ± 0.06 3.602,16 3.59268
CoCrFeNiMnV interm (7.50) FCC MP (FCC+Tetr)68 3.52 ± 0.23 3.603,68 3.61216 (*)
CoCrFeNiCu FCC (8.80) FCC SP-SS (FCC)14 3.57 ± 0.085 3.58,99 3.588100
CoCrFeNiZr interm (7.40) disord MP (IC+BCC)29 … …
CoCrFeNiNb interm (7.60) disord MP (IC+FCC)29 … …
CoCrFeNiMo interm (7.80) FCC MP (IC+FCC)29 3.63 ± 0.13 3.619b (*)
CoCrFeNiAl interm (7.20) BCC SP-SS (BCC)14,102 2.57 ± 0.26 2.86,102 2.8898
CoCrFeNiAl2 BCC (6.50) BCC SP-SS (BCC)
12,14 2.86 ± 0.026 2.88712,98
aSP-SS—single-phase solid solution, MP— multi-phase, IC—intermetallic compound.
bCoCrFeNiMo0.85 (Ref. 101).
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the atomic size mismatch of the different alloy components, we
show the average lattice parameter and the standard deviation for
each alloy. In the case of experimentally observed multi-phase
alloys (CoCrFeNiMnV and CoCrFeNiMo), the value of aexp in
Table II corresponds to the lattice parameter of the main solid solu-
tion FCC phase of these alloys. In general, the agreement with
experiments is very good, except for the CoCrFeNiAl alloy for
which we find a slightly smaller lattice constant value than the
experimental one.
B. Elastic moduli
We start the analysis by exploring the effect of the employed
unit cell size on the calculated elastic properties. Namely, we
perform calculations of the elastic constants Cij and corresponding
elastic moduli (see Sec. II C) for the CoCrFeNi alloy with 4 and 16
(Co4Cr4Fe4Ni4) atoms in the unit cell. The structures obtained by
the evolutionary search for both unit cells are shown in Fig. 1. The
atomic arrangement is different in these two alloys. However, the
results in Table III show that the corresponding elastic moduli
differ in less than 2% and that in both cases our values agree very
well with the EMTO-CPA results. Thus, we can conclude that the
elastic properties are not much influenced by the unit cell size
employed in the calculations or by the particular atomic configura-
tion. A similar result was already observed in the TiZrNbTaMo
alloy63 and also in two-component alloys,103 namely, that the
elastic properties are not significantly affected by the atomic order-
ing but rather by the composition.
Table IV shows our results of the bulk modulus B calculated
for all the studied alloys by the two different methods explained in
Sec. II, i.e., from the equation of state and from the elastic con-
stants, together with the available theoretical data. The theoretical
values of B differ from one reference to another and are still very
limited. Our results are in a reasonable agreement with other calcu-
lations. For most of the alloys, we get very similar values of the
bulk modulus by both methods, as expected. The agreement
between the two methods can be viewed as an indicator of the
degree to which we can trust the results of our calculations. For the
CoCrFeNiAl and CoCrFeNiAl2 alloys, the calculations using the
EMTO-CPA method have shown that the bulk modulus decreases
as the Al content increases (both, when calculated from the equa-
tion of state and from the single crystal elastic constants).49 In our
case, the values of B obtained from the equilibrium volume calcula-
tions show the same trend, but it is not the case for B calculated
from the elastic constants (Table IV). The lack of experimental data
does not allow us to verify these results.
Young’s and shear moduli, the Poisson ratio, and the anisot-
ropy parameters obtained from the elastic constants Cij are listed in
Table V and compared to experiments when possible. The quantity
that is most often measured in experiments is the elastic (Young’s)
modulus. For the rest of elastic properties, the experimental data
are very limited. Overall, the agreement with experiments is quali-
tative, not quantitative. The values for the CoCrFeNiMn alloy are
in agreement with other calculations47,50,51 and also are in a reason-
ably good agreement with experimental results.67,69 Young’s
modulus of CoCrFeNiZr and CoCrFeNiAl also agree well with the
experimental values. For CoCrFeNiCu, however, the calculated
FIG. 1. Atomic structure of the
CoCrFeNi (left) and Co4Cr4Fe4Ni4
(right) alloys.







(GPa) ν B/G AGVR Az
CoCrFeNi 204 118.6 298 0.256 1.71 0.049 1.91
Co4Cr4Fe4Ni4 202 120.8 302 0.251 1.67 0.039 1.77
EMTO-CPA56 207 110 280 0.275 1.88 0.21 3.9
TABLE IV. Our theoretical bulk modulus of the CoCrFeNiX alloys obtained from the
equilibrium volume, B (V0), and from the elastic constants, B (Cij,) are compared to
available theoretical data. All values are in GPa.
MPEA B (V0) B (Cij) B (refs.)
CoCrFeNi 209 204.0 145–2107,50,56
CoCrFeNiTi 185 185.8 17556
CoCrFeNiV 169 170.2 …
CoCrFeNiMn 157 156.6 130–1857,50
CoCrFeNiMnV 177 193.7 …
CoCrFeNiCu 181 255.5 156.97
CoCrFeNiZr 170 170.4 …
CoCrFeNiNb 228 228.6 …
CoCrFeNiMo 260 241.5 …
CoCrFeNiAl 173 154.1 18349
CoCrFeNiAl2 167 205.3 159
49
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elastic modulus is much higher than the experimental value. A
plausible reason is that the experimental measurements in Ref. 71
are done for the multi-phase structure, while in our calculations
all the alloys are single phase. In the case of CoCrFeNiTi, the
results disagree as well, although the experimental alloy is also
single phase. The calculations by Tian et al. with EMTO-CPA
method56 showed a better agreement with the experimental E for
CoCrFeNiTi; however, they obtained very high anisotropy ratios.
The values of the Pugh ratio, B=G, for the CoCrFeNiX alloys
are also shown in Table V. The ratio B=G is used as an indicator of
the ductile–brittle behavior of materials.104 Ductile materials
usually have values B=G . 1:75, while brittle materials have values
B=G , 1:75. Poisson’s ratio, ν, can also be used to predict the
brittle–ductile behavior.105 It has been shown that bulk metallic
glasses with ν . 0:31 are ductile and that this parameter can also
be applied to MPEAs.
The charts in Fig. 2 summarize the elastic moduli and
Poisson’s and Pugh’s ratios for all the alloys studied in this work.
The elastic properties of CoCrFeNi alloy change in a similar
manner when a 3d (Ti, V, Mn) or a 4d (Zr, Nb, Mo) element is
added into the alloy. Namely, the elastic moduli (E and G) increase
when we move from Ti to Mn and from Zr to Mo, i.e., when the
electronic d-shell is populated with more electrons. The increase of
the elastic moduli also correlates with the decrease of the δ parame-
ter for both groups of alloys. The only exception is the bulk
modulus, which also increases for the 4d, but for the 3d group the
opposite trend is observed, i.e., B decreases when moving from Ti
to Mn. We analyze the electronic structure of the 3d and 4d-group
alloys in Sec. III D in order to gain insights into this difference.
Comparing the base alloy CoCrFeNi with the 5- and
6-element alloys, we observe that the bulk modulus of CoCrFeNi is
increased by adding Cu, Nb, and Mo. In contrast, the shear
modulus is slightly reduced in all cases as compared to CoCrFeNi.
Young’s modulus is generally high for all the alloys (comparable or
even higher than that of most steels106), which suggests that most
of the CoCrFeNiX alloys are stiff. Again, the base alloy possess the
highest Young’s modulus.
Poisson’s and Pugh’s ratios are shown in the same panel of
Fig. 2 as histograms and blue squares, respectively. The horizontal
dashed line shows the brittle/ductile transition for both ratios.
Most of the alloys have high enough B=G to be considered ductile.
However, taking into account both ν and B=G, the ductile alloys
are CoCrFeNiMnV, CoCrFeNiCu, CoCrFeNiZr, CoCrFeNiNb, and
CoCrFeNiMo. The behavior of Poisson’s ratio and the Pugh ratio is
consistent, i.e., both follow the same trend. Our ductile/brittle
predictions for those single-phase HEAs that are also characterized in
experiments are relatively good. Experimentally, both the CoCrFeNi
and the Cantor (CoCrFeNiMn) solid-solution alloys are found to be
ductile, being the former more ductile than the latter16—as also pre-
dicted by our calculations [both ν and (particularly) B=G are lower
for the Cantor alloy]. Also, the CoCrFeNiTi and CoCrFeNiCu alloys
(both single-phase) are ductile according to experiments.66,99 Here
the agreement with the theoretical predictions is partial since only the
calculated B=G ratio for CoCrFeNiTi agrees with the ductile charac-
ter. Finally, experiments performed on CoCrFeNiV, CoCrFeNiMnV,
and CoCrFeNiAl showed that these alloys are brittle.16,73 However,
the alloys used in these experiments are not single-phase but multi-
phase and the brittleness is associated with small fractions of
σ-phases in the three alloys. Unfortunately, no information on ductil-
ity is provided for the single-phase CoCrFeNiV and CoCrFeNiMnV
alloys in Refs. 14 and 65 that would be directly comparable to our
results for the single-phase cases.
Figure 3 shows the dependence of the elastic moduli B, G, and
E on parameter δ for all the quinary equiatomic alloys studied in
this work. The data are presented as symbols, and the best linear fit
is shown with a line in all three panels. Although there is not any
obvious dependence of the bulk modulus on δ, in the case of both
shear and Young’s moduli, there is a tendency to lower values
when the δ parameter increases. Similar behavior was observed for
the AlCrFeNiTiX alloy family by Nong et al.,107 where they also
found that B, G, and E decrease with higher δ and that the effect is
much larger for G and E than for B. This is consistent with the fact
that high δ values are associated with large lattice distortions in
the alloys, which result in the lattice being less resistant to
deformations.
C. Elastic anisotropy
Figure 4 shows three-dimensional plots of Young’s modulus E
along [hkl] crystallographic directions108 for CoCrFeNi (the base
alloy), CoCrFeNiMnV (the most anisotropic alloy), and CoCrFeNiZr
(the most isotropic alloy) calculated and plotted with SC-EMA
(Self-Consistent Calculations-Elasticity of Multi-phase Aggregates)
TABLE V. Shear G (GPa) and Young’s E (GPa) moduli, Poisson’s ratio ν, Pugh’s
ratio B/G, elastic anisotropy AGVR , and Zener anisotropy ratio Az for the CoCrFeNiX
alloys. Experimental data within parentheses (data extracted from multi-phase alloys
are marked with an asterisk).








0.29 2.01 0.013 1.38








CoCrFeNiMnV 77.5 205.1 0.32 2.50 0.14 3.06
CoCrFeNiCu 98.0 260.8
(17071)*
0.33 2.61 0.0004 1.06
CoCrFeNiZr 69.8 185.1
(194.67c)*
0.32 2.44 0.0006 1.08
CoCrFeNiNb 85.3 227.7 0.33 2.68 0.0005 0.94
CoCrFeNiMo 105.5 276.3 0.31 2.29 0.005 1.88
CoCrFeNiAl 94.56 235.5
(230d)*
0.25 1.63 0.006 1.25
CoCrFeNiAl2 95.4 247.8 0.30 2.15 0.0001 0.97
aRoom temperature.75
bRoom temperature.66
cExperimental data for CoCrFeNiZr0.5 at room temperature.
74
d225 ± 45 GPa and 236 ± 38 GPa for different phases;72 300, 220, and 160
GPa in Ref. 73 for three phases.
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software109–112 using our computed elastic constants. The values on
both the color scale and the axes are Young’s modulus in GPa.
Young’s modulus is considered to be more isotropic when the shape
of the three-dimensional plot is closer to a sphere. The most isotropic
elastic modulus is obtained for the CoCrFeNiZr alloy, while the most
anisotropic shape is observed in CoCrFeNiMnV, which also shows
the highest values of the anisotropy ratios AGVR and Az in Table V. In
general, all the CoCrFeNiX alloys show certain directional depen-
dence of elastic modulus E (see the supplementary material for the
direction-dependent Young’s modulus of all the alloys). The orienta-
tion dependence of the elastic properties in MPEAs was also observed
experimentally.113–116
The anisotropy in E can somehow be correlated with the
spatial distribution of the electron charge density, as we exemplify
it next with CoCrFeNi [Fig. 4(a)]. Young’s modulus along the
[111] and [111] directions is much higher than the one along the
[100], [001] and [010] directions for this alloy. Figure 5 shows the
projected charge density isosurfaces along the direction of
maximum ([111]) and minimum ([010]) values of Young’s
modulus. Each projection is calculated as the sum of various (hkl)
slices of the electron density along the [hkl] direction. The bonds
between the atoms are stronger in the case of the projection along
the direction [111] that corresponds to the maximum of Young’s
modulus, while the bonds are weaker in the case of the projection
along the direction [001], along the minimum of Young’s modulus
as can be see from Fig. 5. This shows that the bonding strength
between the atoms in different crystallographic directions signifi-
cantly influences Young’s modulus.
D. Electronic properties and bonding
In the following, we analyze whether a relation can be
obtained between the electronic structure and elastic properties of
the CoCrFeNiX alloys. With this aim, we calculate their density of
states (DOS) and the crystal orbital Hamilton populations (COHP).
We focus on the analysis of six alloys, three with X from the 3d
FIG. 2. Calculated bulk modulus B (GPa), shear modulus G (GPa), Young’s modulus E (GPa), and Poisson’s ratio ν for all the studied alloys. Comparison with experi-
ments is shown when available (references for E, G, and ν as in Table V; experimental B for the single-phase CoCrFeNi and CoCrFeNiMn alloys from Refs. 67 and 75,
respectively). The Pugh ratio B=G is shown as blue squares together with Poisson’s ratio with the scale on the right. Horizontal dashed line shows the brittle/ductile transi-
tion for both Poisson’s and Pugh’s ratios.
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group (X ¼ Ti, V, Mn) and three with X from the 4d group
(X ¼ Zr, Nb, Mo). The total and partial (projection for each
element) DOS for the rest of the alloys are shown in Figs. S1–S3 of
the supplementary material.
Figure 6 shows the total (spin-up plus spin-down) DOS for six
CoCrFeNiX alloys, with X ¼ Ti, V, and Mn (left plots) and
X ¼ Zr, Nb, and Mo (right plots). For the 3d group, all three alloys
have a pronounced pseudogap close to the Fermi level which is
usually considered as an indication of mechanical stability. On the
contrary, the DOS for the 4d group is almost flat at the Fermi level,
showing no pseudogap. Interestingly, the 3d group, i.e., the
CoCrFeNiTi, CoCrFeNiV, and CoCrFeNiMn alloys form single-
phase solid solutions, while the CoCrFeNiZr, CoCrFeNiNb, and
CoCrFeNiMo crystallize in multi-phase structures.
The crystal orbital Hamilton populations (COHP)117 are cal-
culated using the LOBSTER (Local Orbital Basis Suite Toward
Electronic-Structure Reconstruction) code118–121 which enables
chemical-bonding analysis based on the VASP output. For each
pair of neighboring atoms, the interaction between the fμ and fν
orbitals, which are, respectively, centered at each atom, is described
FIG. 3. Bulk modulus B (GPa), shear modulus, G (GPa), and Young’s modulus
E (GPa) as a function of the atomic size mismatch parameter δ (%) for all the
equiatomic alloys containing five elements. The data are fitted to the linear
equation f (δ) ¼ mδ þ b, where f ¼ B, G, or E. The corresponding standard
deviations of the regression for the fitting coefficients m and b, respectively, are
216.1% and 13.79% (B), 20.2% and 3.832% (G), and 22.85% and 3.621% (E).
FIG. 4. Direction-dependent Young’s modulus (in GPa) for (a) CoCrFeNi, (b)
CoCrFeNiMnV, and (c) CoCrFeNiZr alloys.
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FIG. 5. Projected charge density iso-
surfaces for the CoCrFeNi alloy: (a)
along the maximum of Young’s
modulus (crystallographic direction
[111]) and (b) along the minimum of
Young’s modulus (crystallographic
direction [001]). The color code shows
the charge density in electrons=Å3.
The contour lines have an interval of
0.08.
FIG. 6. Total DOS for CoCrFeNiX
alloys. Left: 3d-elements; Right:
4d-elements.
FIG. 7. COHP for CoCrFeNiX alloys.
Left: 3d-elements; Right: 4d-elements.
Positive (red shade) and negative (blue
shade) values correspond to bonding
and antibonding states, respectively.
The percentage of the antibonding part
of the occupied area (blue area on the
left of the vertical dashed line, showing
the Fermi energy, EF ¼ 0) is indicated
on each plot. The values of the bulk
modulus in GPa and the enthalpy of
mixing in eV/atom are indicated on
each plot in blue and green colors,
respectively.
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by the Hamiltonian matrix element Hμν ¼ fμjĤjfν
 
.119 The mul-
tiplication of the Hamiltonian matrix elements by the correspond-
ing DOS matrix serves as a quantitative measure of the bond
strength. The product either lowers (bonding) or raises (antibond-
ing) the band-structure energy. Thus, energy-resolved COHP plots
allow distinguishing between bonding, nonbonding (no energetic
effect), and antibonding contributions.119 We plot the COHP
values to represent the bonding by positive values and antibonding
by negative values.
The resulting COHPs are shown in Fig. 7 for the same
alloys as in Fig. 6, and the values of the bulk modulus and enthalpy
of mixing are indicated for each alloy. The transition from bonding
to antibonding states lies below the Fermi energy for all the alloys,
meaning that in all the alloys there are occupied antibonding states.
The percentage of the occupied antibonding part is different for
each alloy. Their values, which are calculated as the percentage of
the blue area below the Fermi level from all the area below the
Fermi level, are written in Fig. 7. Both in the case of 3d or 4d addi-
tional element, the percentage is larger when going from left to
right in the periodic table (from top to bottom on the panels of
Fig. 7). In principle, having more occupied antibonding states
makes the system less stable. This is indeed what the corresponding
increasing values of the mixing enthalpy ΔHmix do suggest.
Furthermore, one would also expect that the more stable structures
were characterized by larger bulk modulus, as we actually observe
for the CoCrFeNiX alloys, where X is a 3d metal (note that the
bulk modulus decreases when the percentage of the occupied anti-
bonding states and ΔHmix increase). A similar correlation between
increasing values of B and decreasing percentage of occupied anti-
bonding states was found in the case of the TiZrNbTaMo alloys.63
However, for the CoCrFeNiX alloys with 4d metals the behavior is
surprisingly reversed, remarking that there is not always a clear cor-
relation between the elastic properties and the simplified COHP
analysis of the chemical bonding strength.
IV. CONCLUSIONS
In this work, we have carried out a systematic first-principles
study of the structure and properties of the multi-principal element
alloys (MPEAs) from the CoCrFeNiX family for which experimen-
tal structures and some properties were already well studied, but
the theoretical description was still lacking. The methodology
employed here, which combines an evolutionary algorithm with
energy calculations based on density functional theory, proves to be
suitable for predicting the structure of these MPEAs with some
restrictions. Namely, the experimental crystal structure (BCC or
FCC) for single-phase alloys is well reproduced. For multi-phase
alloys, we are able to find the crystal structure of the main solid-
solution phase, except in the case of CoCrFeNiZr and
CoCrFeNiNb, for which the atomic mismatch parameter is the
highest among all the alloys.
Within DFT-PBE, we have calculated and analyzed in detail
the elastic as well as electronic properties of CoCrFeNiX MPEAs
(X ¼ Ti, V, Mn, MnV, Cu, Zr, Nb, Mo, Al, Al2 ). Overall, our
results for the elastic moduli are in good agreement with the exist-
ing experimental and theoretical data. According to our calcula-
tions, the elastic moduli of the studied CoCrFeNiX MPEAs are
expected to be smaller than those of CoCrFeNi, except for the bulk
moduli of the alloys with Cu, Mo, or Nb.
Furthermore, our attempt to find a connection between the
elastic properties of the alloys and their electronic structure (e.g.,
electronic density, density of states, and bonding character) has
been partially successful. The spatial distribution of the electronic
density can, for instance, explain the anisotropy of the elastic
modulus exhibited by some of the alloys. As a general trend, our
calculations for the alloys with partially filled 3d and 4d elements
predict that the bulk, shear, and Young moduli increase with the
occupation of the d-shell up to half-filling. The only exception to
this observation is the bulk modulus of the 3d CoCrFeNiX alloys,
for which a decreasing value is instead observed. Interestingly, we
find in this particular case that the bulk modulus correlates better
with the bonding character of the occupied electronic states. More
precisely, larger B values are found in the alloys with a smaller per-
centage of antibonding occupied electronic states. A similar
bonding character analysis is, however, unable to explain the values
of the bulk moduli for the 4d CoCrFeNiX alloys that are better
understood in terms of the atomic radius mismatch parameter that
characterizes the lattice distortion. Our analysis highlights that the
elastic properties are, in the end, determined by various factors.
SUPPLEMENTARY MATERIAL
See the supplementary material for the total and partial
density of states, as well as the direction-dependent Young’s
modulus for all the studied alloys.
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