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{ Abstract in English {
Design of control laws considering stability and optimality is a central issue in
control theory. For stability, Lyapunov theory is a strong tool to design con-
trollers and to assure the stability of systems. For optimality, a value function
which is the solution to a Hamilton-Jacobi-Bellman (HJB) equation is derived
from dynamic programming. If a value function and an optimal control law
can be found, then the closed system is globally stabilized since a value func-
tion is a Lyapunov function and the closed system possesses robustness such
as gain margin, phase margin and low sensitivity against parameter variations.
However, a general approach to ¯nd the value function has not been shown
and it is not easy to design the optimal control. Due to the di±culty, an in-
verse optimal control problem which minimizes a meaningful cost function was
proposed by Freeman and Kokotovic. If an inverse optimal problem is solved,
namely, a Control Lyapunov Function (CLF) is found, it is possible to design a
control law with the good characteristics mentioned above by applying a CLF
to a Pointwise Min-Norm (PMN) control law. But the minimized cost function
and the trajectory may not be desired ones. In order to improve this problem,
a locally approximate approach around the origin by numerical calculation and
transformation of a CLF were proposed. This approach gives characteristics of
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local optimality without loss of characteristics of the global inverse optimality,
and it is based on the fact that a PMN control law can minimize a desired cost
function if a CLF has the same level sets as the value function. A control law
in which a Sontag type control law and a PMN control law were generalized
have been proposed. Also, many approaches to approximate the value function
have been proposed. They are based on numerical calculation and focus on
improvement of calculation speed and accuracy of approximation.
On the other hand, even we ¯nd the value function or a CLF which is
close to the value function for strict mathematical models, it is di±cult to
build mathematical models strictly describing actual systems and there may
be disturbances such as modelling errors and parameter variations of systems.
Therefore one of the most important problems in control theory is to construct
a control law considering modelling errors and disturbances.
If an Input-to-State Stability Control Lyapunov Function (ISS-CLF) or L2
gain exists, then the stability of a nonlinear system with disturbances can be
assured. If an ISS-CLF can be found, it is possible to construct a control law
considering disturbances which a®ect the state of a system. If the e®ect of
disturbances is lower than a certain level, then a system may be stable to the
origin. But the construction way of an ISS-CLF is provided only for particular
systems and a complicated procedure is required. If the existence of L2 gain
can be shown, then it is assured that state and control input remain in L2 set
and a system is stable even if there exist disturbance belonging to L2 set. It is
possible to construct control systems achieving L2 gain performance provided
that a Hamilton-Jacobi-Isaacs (HJI) equation can be solved. But a general
solution to a HJI equation is not found and the solution to a HJI equation
may not exist for a speci¯ed L2 gain performance. Though the solution to a
HJI equation by numerical calculation is also provided, it is complicated and
there are some constraints.
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It is also possible to construct the solution which satis¯es a HJI equation
by applying an inverse optimal method. A control law provided by an inverse
optimal method can optimize a certain meaningful objective function but an
inverse optimal method can be applied only if an ISS-CLF can be found. In
addition, a certain meaningful objective function and L2 gain may not be
desired ones.
The main purpose of this paper is to propose a new transformation method
of a CLF. This new approach is di®erent from an inverse optimal and ap-
proximation approaches in directly considering a cost function speci¯ed by a
designer. Namely, the proposed approach provides a modi¯ed CLF by intro-
ducing a transformation coe±cient. In this thesis, we show that a control law
designed by a modi¯ed CLF minimize the value of a cost function speci¯ed by
a designer in the set of control laws based on a CLF. Also, the condition under
which a controller and a transformation coe±cient are continuous is provided.
Moreover, if this new controller design method is applied to a HJI equation, a
CLF can be transformed to an ISS-CLF which satis¯es a HJI equation. At the
same time, a lower bound condition of L2 gain performance which is a function
of a CLF is presented.
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{ Abstract in Japanese {
システムの安定性と最適性を考慮した制御系設計，すなわち最適制御問題が
制御理論において重要な問題として広く取り扱われている．安定性について
は，Lyapunov の安定論が，その中心的役割を果たし，Lyapunov 関数の存在
を示すことで，システムの安定性が保証される．一部の非線形システムについ
ては，厳密な線形化や Backstepping を用いることで Lyapunov 関数の設計が
可能である．最適性については，ダイナミックプログラミングにより得られる
Hamilton-Jacobi-Bellman (HJB) 方程式の解である値関数を求めることに帰着
される．値関数と最適制御が求められれば，得られる閉ループシステムは，低
感度特性に優れ，かつゲイン余裕や位相余裕に優れたロバストなシステムとな
ることが知られている．しかしながら，HJB方程式の一般的な解法は明らか
にされていないため，値関数と最適制御を見つけることは容易ではない．
Freeman と Kokotovic は，HJB 方程式を直接解くことなく，何らかの意味
のある評価関数を最小化する逆最適制御問題を提唱し，逆最適制御問題が可解，
すなわちある Control Lyapunov Function (CLF) を見つけることができたな
らば，その CLFを Pointwise Min-Norm (PMN)制御に用いることで，前述の
優れた特性を有する制御系設計が可能であることを示した．しかしながら，最
小化された評価関数は，必ずしも望まれたものとは限らず，得られる軌道も望
ましいものでは無い場合もある．このような問題を改善するため，CLF が値
関数と同じ Level 集合を持つならば，PMN 制御則が望まれた評価関数を最小
にするという事実を応用し，数値計算を用いて，局所的に値関数と同じ Level
集合となるように，CLF を Riccati 方程式の解に近似させる方法やフィード
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バック線形化可能なシステムに対し，大域的な逆最適性を損なわずに，局所的
に LQ 性能を保証する CLF の変換法が提案されている．逆最適制御は，適応
制御やロバスト制御への拡張も行われており，Sontag 型制御則や，PMN 制御
則をより一般化した制御則なども提案されている．また，様々な値関数の近似
方法についても提案されているが，その殆どが数値計算に基づいており，その
計算速度の改善や近似精度の向上に焦点を当てている．
実システムへの応用を考える場合，安定性や最適性の他に，システムのモデ
ル化誤差や外乱を考慮したロバストな制御系設計が重要な問題として取り扱わ
れる．もし，Input-to-State Stability Control Lyapunov Function (ISS-CLF)
やL2 ゲイン性能を保証する制御系が存在することを示すことができれば，モ
デル化誤差や外乱が存在する場合も，システムは安定となる．線形システムを
扱う場合，H1 制御理論の発展により， L2 ゲイン性能を保証する制御系の設
計が可能となり，モデル化誤差や外乱を定量的に扱う制御系設計手法が確立さ
れ，実システムへの線形ロバスト制御系設計の応用も報告されている．しかし，
非線形システムを扱う場合は，一部のシステムのみ ISS-CLF の設計法が確立
されており，非常に複雑な手順を必要とする．また L2 ゲイン性能を保証する
制御系設計は，Hamilton-Jacobi-Isaacs (HJI) 方程式の解を求める問題に帰着
される．HJB 方程式同様，HJI 方程式の一般的な解法が明らかにされていな
いため， L2 ゲイン 性能を保証する制御系設計は難しく，実システムへの非線
形ロバスト制御系設計の応用は進んでいない．逆最適制御手法の適用により，
Input-to-State Stability (ISS) との関連が示され，ISS-CLF を得ることができ
れば，何らかの意味のある HJI 方程式の解を得ることができる．また同時に，
システムが L2 ゲイン性能を有することが示されている．しかしながら，得ら
れる HJI 方程式が必ずしも望まれるものではないという問題が残されている．
本論文の目的は新たな CLF の変換方法を提案することである．まず最初に，
新しい概念である変換係数法を示し，偏微分方程式を満たす関数の設計法を与
える．次に最適制御問題を扱い，変換係数法を HJB 方程式に適用し，何らか
の意味のある評価関数では無く，設計者の意図した評価関数を考慮した非線形
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準最適制御則の設計法を提案し，望ましい制御性能を達成する制御系を構成す
る．具体的には，ある変換係数を導入することによって，HJB 方程式を大域
的に満足する解，および非線形準最適制御則を CLF に基づいて構成する．ま
た制御則が連続となる条件を明確にする．また，Adaptive Control Lyapunov
Function (ACLF) と変換係数法を用いて非線形準最適適応制御系設計に拡張
する．次いで，変換係数法を非線形 H1 制御問題で得られる HJI 方程式に適
用し，HJI 方程式を大域的に満足する ISS-CLF と L2 ゲイン，および非線形
ロバスト制御則を CLF に基づいて構成する．最後に数値例により提案手法を
検証する．
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1第1章 緒言
1.1 研究背景
自動制御は生活の至る所で使われ，人に代わって仕事を行うことで省人化，
省力化，高品質化に今日まで貢献してきた．主流は論理回路によるシーケンス
制御や古典制御による PID制御であるが，多変数の入出力があるシステムを
フィードバック制御を用いて安定化する場合，現代制御理論を用いる必要があ
る．現代制御理論はFig. 1.1.1 で表されるように，システム同定により実シス
テムの数学モデルを得て，その数学モデルに対して現代制御理論を適用し制御
系設計を行う．
Fig. 1.1.1: 現代制御理論の設計フロー
現代制御理論では，安定
性や最適性，ロバスト性を
中心に，より高い制御性能
を達成するための制御系設
計の研究開発がこれまで長
く行われてきた．本論文も
同様，非線形システムを対
象にし，安定性や最適性，
ロバスト性を向上させる新
たな制御則設計法の確立を
目的とする．まずここでは，
非線形システム，システム
の安定性と最適性，ならび
にロバスト性について述べる．次いで，非線形システムに対する最適制御問題，
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及び L2 ゲイン性能を有する非線形制御系に関して，すでに提案されている研
究成果を概観する．
ブレーキの摩擦，増幅器の飽和，セミアクティブサスペンション，アーム型
ロボットをはじめとする我々のまわりに実在するシステムは，そのほとんどが
何らかの非線形要素を含むシステム，すなわち非線形システムであるといって
も過言ではない．非線形制御理論は，その名のとおり，非線形システムに対す
る制御系を設計するための理論であるが，線形制御理論のめざましい発展と比
較すると非線形制御理論の研究はやや遅れていたといわざるを得ない．線形
システムに対する制御理論である線形制御理論は，1980 年代後半に登場した
H1 制御理論 [1, 2] によって，特殊なクラスのシステムを除いては，ほぼ体
系化され，制御系設計，および解析のための数値計算，あるいは数式処理を行
うソフトウェアも充実している．一方，非線形制御理論の発展を顧みてみると
1950 年代頃から研究が進められ，1960 年代に入ると Popov らの研究 [3] が契
機となり，制御系の安定性に関する研究成果が数多く報告された [4, 5]．
Fig. 1.1.2: 安定
Fig. 1.1.3: 漸近安定
さらに，1970 年代には，微分幾何学を
導入した幾何学的アプローチによる非線
形制御理論が急速に進展した [6, 7]．1990
年代以降になると，リヤプノフ関数や散
逸関数，ハミルトニアンなどに基づいた
研究成果も報告され，近年では，倒立振
子の振り上げ制御 [8]など，応用面でも研
究が進めてられている [9, 10]．
さて，システムが安定であるというこ
とは，制御対象がある状態を常に維持で
きることを表す．例えば，制御量，あるい
は状態変数がある点から離れない様，一
定の領域内に留めておくことや，移動体の目標軌道からの誤差を，ある範囲内
に留めておくことである (Fig 1.1.2)．もし，システムが漸近安定であるならば，
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目的変数はある一点に収束するか，または目標軌道に収束することを意味する
(Fig 1.1.3)．反対に，システムが不安定であるならば，制御対象は発散し，希
望の性能や機能を達成できない．したがって，まず対象とするシステムを安定
化する制御則の設計が，制御則設計の最低要件であり，大域的に安定化する，
若しくは安定化可能範囲を広げる制御則設計手法の構築が重要となる．
この安定性の概念は，入力のないクローズドシステムの安定性，すなわち内
部安定性と，入力のあるオープンシステムの安定性，すなわち入出力安定性に
大別して考えることができる [11, 12]．システムが内部安定であるならば，シ
ステムの状態は時間の経過と共にある集合へと収束する．もし，その集合が原
点のみであるならば，システムは原点に漸近安定となる．現代制御理論では，
主に状態フィードバック制御を用いて，システムが原点に漸近安定となるよう
に制御則設計を行う．このような制御系設計を行うための非常に有用なものと
して，Lyapunov の安定定理，あるいは LaSalleの不変性原理が一般によく知
られている [11, 13]．これらの定理は，微分方程式で表されるシステムの安定
性を微分方程式を解くことなく調べることができる定理であり，現代制御理論
を用いた研究成果の殆どが Lyapunov の安定定理，または LaSalleの不変性原
理に基づいた制御則設計を行っている．
一方，入出力安定性は，システムに外乱がある場合でも，システムを有界な
状態に留めておけるかどうかを扱う概念である．入出力安定性における入力と
は，主に外乱入力のことを言い，システムの外乱の影響を扱う．モデルに基づ
いた制御則設計を行う現代制御理論は，数学モデルが実システムを正確に表現
するならば，理論通りの制御性能を達成することができる．しかし，現代制御
理論を実システムへ適用する場合，モデルと実システムとの間にモデル化誤差
が存在する場合が多く，またモデル化できない外乱も存在するため，理論通り
の制御性能を達成することができない．したがって，システムのモデル化誤差
や，外乱が存在する場合でも，システムを安定化するロバストな制御則設計が
重要となる．ロバストな制御則設計を行うため，消散性の概念を用いた制御則
設計が知られている [14]．消散性とは，システムに供給されるエネルギーと，
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システム内で消費されるエネルギーに着目した概念で，供給されたエネルギー
の総和が，システム内に留まるエネルギーよりも小さいのであれば，システム
内でエネルギーが消費されることを意味する．すわなち外乱によるエネルギー
供給がある場合でも，システム内でそのエネルギーが消費されるのであれば，
システムは発散することなく，有界な状態を維持できることを意味する．シス
テムが消散的かどうかは Input-to-State Stability Control Lyapunov Function
(ISS-CLF) や L2 ゲイン性能を示すことで確認することができる．
システムを安定化できたとしても，原点に収束するまでに時間がかかり過ぎ
たり，過大な入力を必要としては，良い制御系とはいえない．最適性は，最小
入力や最短時間などの効率的な制御行うための重要な設計要件であり，最適制
御理論は，評価関数を最小化する制御則を設計することによって，目的の性能
や機能を効率良く達成することための制御理論である．評価関数を最小化する
制御則を求める最適制御問題は，ダイナミックプログラミングにより得られる
Hamilton-Jacobi-Bellman (HJB) 方程式の解である値関数を求める問題に帰着
される [15, 16]．値関数を求められれば，その値関数を用いた状態フィードバッ
ク制御によって，システムは大域的に安定となり，低感度特性に優れ，且つゲ
イン余裕や位相余裕に優れたロバストなシステムとなることが知られている
[17, 18]．線形システムに対する最適制御問題の場合，HJB 方程式は Riccati
方程式となり，その解法が明らかになっているため，容易に最適制御則の設計
が可能である [19]．また，H1 制御理論を用いることにより，L2 ゲイン性能
を保証する制御系設計が可能なため，ロバスト制御則設計が可能である [20]．
しかしながら，非線形システムを扱う場合，HJB 方程式の一般的な解法が明
らかにされていないため，最適制御を見つけることは容易ではない．
非線形システムに対する最適制御問題，すなわち HJB 方程式を解く問題に
対しては，従来より，多項式近似やニューラルネットなどの手法を用いた HJB
方程式の近似解を求める方法が多く提案されてきた．しかしながら，その殆ど
が数値計算に基づいており，計算速度の改善や近似精度の向上に焦点を当てて
いる [21, 22, 23]．また，これらの手法は，近似式である多項式の項数・次数を
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試行錯誤的に選定しなければならない．すなわち，解に対する近似式をどのよ
うに設定すればよいかという指針が無く，対象とするシステムに応じて設計者
が試行錯誤によって設定するため，望ましい制御系を必ず設計できるというわ
けではない．Freeman と Kokotovic は，HJB 方程式を直接解くことなく，何
らかの意味のある評価関数を最小化する逆最適制御問題を提唱し，逆最適制御
問題が可解，すなわちある Control Lyapunov Function (CLF) を見つけるこ
とができたならば，その CLF をPointwise Min-Norm (PMN) 制御に用いるこ
とで，前述の優れた特性を有する制御系設計が可能であることを示した [24]．
ただし，最小化された評価関数は，必ずしも望まれたものとは限らず，得られ
る軌道も望ましいものでは無い場合もある．このような問題を改善するため，
CLF が値関数と同じ Level 集合を持つならば，PMN 制御則が望まれた評価
関数を最小にするという事実を応用し [25]，数値計算を用いて，局所的に値関
数と同じ Level 集合となるように，CLF を Riccati 方程式の解に近似させる
方法 [21]やフィードバック線形化可能なシステムに対し，大域的な逆最適性
を損なわずに，局所的に LQ 性能を保証する CLF の変換法が提案されている
[26]．逆最適制御は，適応制御やロバスト制御への拡張も行われており [27, 28]，
Sontag 型制御則や，PMN 制御則をより一般化した制御則なども提案されて
いる [29, 30, 31]．
もし L2 ゲインの存在を示すことができ，L2 ゲイン性能を保証する制御系
設計が可能であれば，L2 集合に属する外乱が存在する場合でも，状態と制御
入力は L2 集合に留まり，システムは安定となることが知られている [32, 33]．
L2 ゲイン性能を保証する制御系の設計は，Hamilton-Jacobi-Isaacs (HJI) 方程
式の解を求める問題に帰着される [34]が，HJB方程式同様，一般的な解法が明
らかにされていないため，非線形システムに対し，L2 ゲイン性能を有する制
御系を構成することは容易ではない．数値計算により HJI 方程式の解を近似
する方法も与えられているが，複雑で制約も多い [35]．このような問題に対し，
Kristic と Li は，CLF を用いた制御系設計と同様，逆最適制御手法によって，
ISS-CLF を得ることができれば，何らかの意味のあるHJI 方程式の解を得る
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ことができ，また同時に，システムが L2 ゲイン性能を有することを示してい
る [36]．ただし，一部のシステムに対してのみ ISS-CLFの設計法が確立されて
いるだけであり，また設計手順が非常に複雑なものとなっている [37, 38, 39]．
さらに，得られる HJI 方程式や L2 ゲイン性能が，必ずしも望まれるもので
はないという問題も残さてれている．
1.2 本論文の目的と意義，及び本論文の構成
1.1 で述べたように非線形システムに対する最適制御問題，および非線形シ
ステムに対し， L2 ゲイン性能を有する制御系設計法に関する研究は，従来か
ら盛んに行われている．ここでは，まず本研究で提案する非線形制御系と従来
の結果の違いを明確にするとともに，提案する制御系設計法の有用性を述べ
る．次に，本論文の構成についてまとめておく．
1.2.1 本論文の目的と提案する非線形制御系の特長
本論文の目的は，CLF の設計が可能な非線形システムに対し，設計者の意
図した評価関数を小さくする準最適制御系設計法の構築と非線形適応制御系
への拡張，および L2 ゲインを保証するロバスト制御系設計法を構築すること
である．具体的な非線形準最適制御系設計法は，まず変換係数という新たな変
数を導入し，変換係数と CLF を用いて HJB 方程式を大域的に満たすように
CLF を変換する．次いで，変換された CLF (以下，改良 CLF と呼ぶ) を用い
て非線形準最適制御系の設計を行うというものである．非線形準最適適応制御
系設計への拡張は，変換係数と ACLF を用いて HJB 方程式を大域的に満た
すように ACLF を変換し，改良 ACLF を用いて非線形準最適適応制御系の設
計を行う．非線形ロバスト制御系設計は，変換係数と CLF を用いて HJI 方程
式を大域的に満たす改良 CLF の設計を行う．改良 CLF は ISS-CLF となり，
その ISS-CLF を用いて非線形ロバスト制御系の設計を行う．
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非線形最適制御問題に関する研究成果として， 従来から様々な結果が報告
されているが， Freeman と Kokotovic によって提案された CLF に基づく逆
最適制御系の構成法 [24] は，非線形最適制御系設計法の代表的なものの一つ
である．本論文で提案する非線形準最適制御系設計法も CLF に基づいたもの
であるという意味では， Freeman と Kokotovic の方法 [24] と関連がある．た
だし，本論文で提案する準最適制御系設計法は，まず対象とする非線形システ
ムに対する CLF を求める．次いで，得られた CLF が，設計者の意図した評
価関数に対応する HJB 方程式を満たすような変換係数を導入し，変換係数を
用いて得られる CLF，すなわち改良CLF を用いることによって，制御則を構
成するというものである．CLF に基づく逆最適制御は，あくまで何らかの評
価関数に対する最適制御の一つであるというものであり，設計者の意図した評
価関数を陽に考慮しているわけではない，一方，本論文で提案する手法では，
設計者の意図した評価関数を考慮した上で準最適制御則が決定される．この
点が提案する準最適制御系構成法の特長となっている．本論文で導入した変換
係数は，2 次方程式を解くという非常にシンプルなアイデアによって決定され
ており，従来から提案されているような複雑な設計手順を必要としないといっ
た点においても提案手法が有用であるといえる．さらに，変換係数法を外乱を
有する非線形システムに応用し，L2 ゲイン性能を有するロバスト制御則の設
計を行っている．すなわち，HJI 方程式に基づいて変換係数を導入することに
よって，容易にL2 ゲイン性能を有する制御系設計を行うことができる．従来
は，L2 ゲイン性能を有する制御系設計は困難であったが，変換係数法を用い
ることで容易に非線形ロバスト制御系の設計が可能となる．非線形準最適制御
系設計，あるいは L2 ゲイン性能を有する非線形ロバスト制御系設計のいずれ
においても CLF の設計が可能な非線形システムであれば，提案する手法を適
用できるという利点もある．
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1.2.2 本論文の構成
次章以降の本論文の構成は，次のようになっている．
² 第 2 章： 基礎理論
² 第 3 章： 変換係数法
² 第 4 章： 変換係数と CLF を用いた非線形準最適制御則
² 第 5 章： 変換係数と ACLF を用いた非線形準最適適応制御則
² 第 6 章： 変換係数と CLF を用いた L2 ゲイン性能を保証する
非線形ロバスト制御則
² 第 7 章： 結言
第 2 章では，本論文で対象とするシステム，ならびに CLF をはじめとする
非線形システムに関する従来の結果についてまとめている．第 3 章では，本
論文で提案する制御系設計で重要な役割を果たす変換係数法について述べてい
る．変換係数法を用いることで偏微分方程式を満たす関数が設計できる．次い
で，HJB 方程式に変換係数法を適用し，HJB 方程式を満たす関数の設計法に
ついて述べている．第 4 章では，CLF と変換係数を用いて，HJB 方程式を大
域的に満たす改良 CLF の設計法について述べている．CLF を用いることで変
換係数が大域的に存在し，且つ正定関数となることと，改良 CLF を用いて得
られる非線形準最適制御則が，システムを大域的に漸近安定化することを述べ
る．第 5章では，変換係数法を適応制御系へ拡張している．変換係数と ACLF
を用いることで，改良 ACLF が HJB 方程式を大域的に満たすこと，変換係
数が大域的に存在し，且つ正定関数となることと，改良 ACLF を用いた非線
形準最適適応制御則が未知パラメータを含むシステムを大域的に漸近安定化す
ることを述べる．第 6 章では，変換係数法による非線形ロバスト制御につい
て述べている．CLF と変換係数を用いて HJI 方程式を満たす改良 CLF の設
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計を行い，同時に L2 ゲインの下界条件を与え，L2 ゲイン性能を保証する制
御系が設計可能であること，改良 CLF が ISS-CLF となることを述べる．外
乱が存在する場合でも，改良 CLF を用いた非線形ロバスト制御則が非線形シ
ステムを安定化することを述べる．最後に第 7 章において，本論文で得られ
た成果についてまとめるとともに，今後の展望や解決すべき課題について述べ
ている．
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1.3 記号
本論文で扱う記号は以下の通り．
t 時間
x(t) 時間 t の変数
_x(t) 変数 x の時間 t による微分．すなわち d
dt
x(t)
f(x(t)) 変数 x(t) の関数 f
R 実数値の集合
R+ 非負の実数値の集合
A > 0 正定値行列
A ¸ 0 半正定値行列
AT 転置行列
jbj ベクトル b の演算 jb1j+ ¢ ¢ ¢+ jbnj
jjbjj ベクトル b の演算
p
bT b
Vx(x(t)) 関数 V(x(t)) の x に関する偏微分
クラス K，クラス K1 と呼ばれる関数の集合を次に定義する．
クラス K
実数値関数 Ã(s) : R+ ! R+ が Ã(0) = 0 かつ s に関して厳密に増加す
るならば，Ã 2 K と記し，Ã はクラス K に属するという．
クラス K1
実数値関数 Ã(s) : R+ ! R+ が Ã(0) = 0 かつ s に関して厳密に増加し，
さらに lims!1 Ã(s) = 1 を満たすならば，Ã 2 K1 と記し，Ã はクラ
ス K1 に属するという．
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第2章 基礎理論
本論文で対象とするシステムと，制御理論で一般に知られている各種定義，
非線形最適制御問題と非線形 H1 制御問題，Backstepping 手法を用いた CLF
の設計をこの章で説明する．
本論文で扱うシステムは Strict-Feedback Form で表される非線形システム
とする．未知パラメータや外乱の無いノミナルなシステムは次の状態方程式で
表される．
_xi(t) = fi (¹xi(t)) + g2i (¹xi(t))xi+1(t); i = 1; ¢ ¢ ¢ ; n¡ 1 (2.0.1)
_xn(t) = fn (¹xn(t)) + g2n (¹xn(t))u(t) (2.0.2)
ここで，xi(t) 2 Rは i番目の状態変数，¹xi(t) 2 Ri は ¹xi(t) = (x1(t); ¢ ¢ ¢ ; xi(t))
の i次の状態変数ベクトル，u(t) 2 Rはスカラーの制御入力，fi(¹xi(t)) 2 Ri !
R は fi(0) = 0 を満たすスカラー関数，g2i(¹xi(t)) 2 Ri ! R は 8¹xi(t) で
g2i(¹xi(t)) 6= 0 を満たすスカラー関数．
(2.0.1)，(2.0.2) 式をまとめると，次式のように表すことができる．
_x(t) = f(x(t)) + g2(x(t))u(t) (2.0.3)
ここで，x(t) 2 Rn は x(t) = (x1(t); ¢ ¢ ¢ ; xn(t))の n 次の状態変数ベクトル，
f(x(t)) 2 Rn ! Rn は f(x(t)) = (f1(¹x1(t)) +g21(¹x1(t))x2(t); ¢ ¢ ¢ ; fn(¹xn(t)))T
の n次のベクトル関数，g2(x(t)) 2 Rn ! Rnは g2(x(t)) = (0; ¢ ¢ ¢ ; g2n(¹xn(t)))T
の n 次のベクトル関数を表す．
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未知パラメータを含むシステムは次の状態方程式で表される．
_xi(t) = fi (¹xi(t)) + F
T
i (¹xi(t))µ + g2i (¹xi(t))xi+1(t); i = 1; ¢ ¢ ¢ ; n¡ 1
(2.0.4)
_xn(t) = fn (¹xn(t)) + F
T
n (¹xn(t))µ + g2n (¹xn(t))u(t) (2.0.5)
ここで，µ 2 Rp は未知パラメータを表す p 次の定数ベクトル，Fi(¹xi(t)) 2
Ri ! Rp は Fi(0) = 0 を満たすベクトル関数，
(2.0.4)，(2.0.5) 式をまとめると，次式のように表すことができる．
_x(t) = f(x(t)) + F T (x(t))µ + g2(x(t))u(t) (2.0.6)
ここで，F (x(t)) 2 Rn ! Rp£n は F (x(t)) = (F1(¹x1(t)); ¢ ¢ ¢ ; Fn(¹xn(t))) の
p£ n 次の行列値関数，
(2.0.6) 式における未知パラメータ µ を推定するために，次式で表される適
応則を導入する．
_^
µ(t) = ¡¿(x(t); µ^(t)) (2.0.7)
ここで，µ^(t) 2 Rp は p 次の未知パラメータの推定ベクトル，¡ 2 Rp£p は
¡ = ¡ T > 0 を満たす正定対称定数行列，¿(x(t); µ^(t)) 2 Rn+p ! Rp は未知パ
ラメータを推定するための調整関数を表す．
外乱を有するシステムは次の状態方程式で表される．
_xi(t) = fi (¹xi(t)) + g1i(¹xi(t))w(t) + g2i (¹xi(t))xi+1(t); i = 1; ¢ ¢ ¢ ; n¡ 1
(2.0.8)
_xn(t) = fn (¹xn(t)) + g1n(¹xn(t))w(t) + g2n (¹xn(t))u(t) (2.0.9)
ここで，w(t) 2 Rq は q 次の外乱ベクトル，g1i(¹xi(t)) 2 Ri ! Rq はベクトル
関数を表す．
(2.0.8)， (2.0.9) 式をまとめると，次式のように表すことができる．
_x(t) = f(x(t)) + g1(x(t))w(t) + g2(x(t))u(t) (2.0.10)
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ここで，g1(x(t)) 2 Rn ! Rn£q は g1(x(t)) = (gT11(¹x1); ¢ ¢ ¢ ; gT1n(¹xn))T の n£ q
次の行列値関数を表す．
制御出力方程式を次式で表す．
z(t) = h(x(t)) (2.0.11)
ここで，z(t) 2 Rr は r 次の制御出力ベクトル，h(x(t)) 2 Rn ! Rr は 8x 6= 0
で h(x) 6= 0 と h(0) = 0 を満たす r 次のベクトル関数を表す．
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2.1 Control Lyapunov Function
Control Lyapunov Function (CLF)の存在はノミナルシステム，すなわち外
乱や未知パラメータの無い非線形システムの安定性を示す．ノミナルシステム
に対してCLFと制御則 u(t)の存在を証明できれば，そのシステムは原点に漸
近安定となる [25]．
定義 2.1.1 システム (2.0.3) 式に対し，8x(t) 6= 0 で次の (2.1.1) 式を満たす
滑らかで正定，半径方向に非有界な関数 V(x(t)) : Rn ! R+ を CLF と呼ぶ．
inf
u2R
h
Vx(x(t))f(x(t)) + Vx(x(t))g2(x(t))u(t)
i
< 0 (2.1.1)
2.2 Adaptive Control Lyapunov Function
Adaptive Control Lyapunov Function (ACLF) は，未知パラメータを含む
システムの安定性を示す定義である．未知パラメータを含むシステムに対し，
ACLF と制御則 u(t) の存在を証明できれば，そのシステムは原点に漸近安定
となる [40]．
定義 2.2.1 システム (2.0.6) 式と適応則 (2.0.7) 式に対し，8x(t) 6= 0 で次
の (2.2.1) 式を満たす滑らかで正定，半径方向に非有界な関数 V(x(t); µ^(t)) :
Rn+p ! R+ を ACLF と呼ぶ．
inf
u2R
h
Vx(x(t); µ^(t))
¡
f(x(t)) + F T (x(t))µ
¢
+ Vµ^(x(t); µ^(t))¡¿(x(t); µ^(t)) + Vx(x(t); µ^(t))g2(x(t))u(t)
i
< 0
(2.2.1)
ACLF V(x(t); µ^(t)) は x(t) と µ^(t) の関数である点に注意されたい．
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2.3 Input-to-State Stability Control Lyapunov
Function
Input-to-State Stability Control Lyapunov Function (ISS-CLF) は，外乱を
有するシステムの安定性を示す定義である．システムに外乱が存在し，その外
乱が状態に依存する場合， ISS-CLF と制御則 u(t) の存在を証明することがで
きれば，システムは原点に漸近安定となる [37]．
定義 2.3.1 システム (2.0.10) 式に対し，8x(t) 6= 0 で ½¡1(jw(t)j) · jx(t)j を
満たす関数 ½ 2 K1 と次式を満たす滑らかで正定，半径方向に非有界な関数
V(x(t)) : Rn ! R+ が存在するならば，関数 V(x(t)) を ISS-CLF と呼ぶ．
inf
u2R
h
Vx(x(t))f(x(t)) + Vx(x(t))g1(x(t))w(t)
+ Vx(x(t))g2(x(t))u(t)
i
< 0 (2.3.1)
2.4 L2 ゲイン
外乱がシステムに存在する場合，もしその外乱が L2 集合に属するならば，
L2 ゲインの存在を示すことでシステムは安定となる．L2 ゲインがより小さい
程，よりロバストなシステムとなる [32, 34]．
定義 2.4.1 システム (2.0.10) ，(2.0.11) 式において，8x(0)に対して次式を満
たす正定数 °，°0 が存在するとき，システムは ° 以下の L2 ゲインを持つと
いう．Z 1
0
¡kz(t)k2 + u2(t)¢ dt · °2 Z 1
0
kw(t)k2dt+ °0 (2.4.1)
L2 ゲイン ° の存在を示すことができれば，L2 に属する外乱 w(t) が印加さ
れても出力 z(t) と入力 u(t) が L2 に属すことを示している．正定数 ° の値が
小さい程，外乱 w(t)のシステムへの影響が小さい．よって，° を小さくするよ
うに制御系設計を行うことで，よりロバストなシステムとすることができる．
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2.5 非線形最適制御問題
最適性を考慮した制御則設計法は，ダイナミックプログラミングにより得ら
れる Hamilton-Jacobi-Bellman (HJB) 方程式の解を求める問題に帰着される．
線形システムの場合は，その解を容易に得ることができるが，非線形システム
の場合は，一般的な解法が見つかっていないため，最適制御則を得ることは容
易ではない．もし最適制御則を求められれば，得られる閉ループシステムは，
低感度特性やゲイン余裕，位相余裕に優れたシステムになる [41, 42]．
2.5.1 ノミナルシステムの非線形最適制御問題
まず簡単のため，ノミナルなシステム (2.0.3) 式を対象とした場合を考える．
次式の評価関数を定義する．
J =
Z 1
0
L(x(t); u(t))dt
=
Z 1
0
(q(x(t)) + r(x(t))u2(t))dt (2.5.1)
ここで，q(x(t)) : Rn ! R，r(x(t)) : Rn ! R は，重み関数であり，それぞれ，
8x 6= 0 で q(x(t)) ¸ 0，かつ q(0) = 0，および 8x(t)で r(x(t)) > 0 を満たす
ものとする．
このとき (2.5.1)式の評価関数を最小にする最適制御問題は，次式の HJB方
程式 H(x(t)) = 0 を満足する値関数 V(x(t)) を求める問題に帰着される．
H(x(t)) =L(x(t); u(t)) + _V(x(t))
=q(x(t)) + Vx(x(t))f(x(t))¡
nX
i=1
1
4r(x(t))
¡Vx(x(t))g2(x(t))¢2
=0 (2.5.2)
もし，値関数 V(x(t))を得ることができれば，最適制御則は次式で与えられる．
u(t) = ¡ 1
2r(x(t))
gT2 (x(t))VTx (x(t)) (2.5.3)
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2.5.2 未知パラメータを含むシステムの非線形最適制御問題
未知パラメータを含むシステム (2.0.6)式と，適応則 (2.0.7)式に対し，(2.5.1)
式の評価関数を最小にする最適制御問題は，次式の HJB方程式H(x(t); µ^(t)) =
0 を満足する値関数 V(x(t); µ^(t)) を求める問題に帰着される．
H(x(t); µ^(t)) =L(x(t); u(t)) + _V(x(t); µ^(t))
=q(x(t)) + Vx(x(t); µ^(t))
¡
f(x(t)) + F T (x(t))µ
¢
+ V µ^(x(t); µ^(t))¡¿(x(t); µ^(t))
¡ 1
4r(x(t))
³
Vx(x(t); µ^(t))g2(x(t))
´2
=0 (2.5.4)
もし，値関数 V(x(t); µ^(t)) を得ることができれば，最適制御則は次式で与えら
れる．
u(t) = ¡ 1
2r(x(t))
gT2 (x(t))VTx (x(t); µ^(t)) (2.5.5)
一般に，HJB方程式を解くことは容易ではなく，値関数 V(x(t))，V(x(t); µ^(t))
を得ることは困難である．
2.6 非線形 H1 制御問題
実システムの厳密な数学モデルを要求する制御理論は，外乱やモデル化誤差
が存在する場合には，制御性能が劣化し，最悪の場合，安定化することができ
ず，発散する可能性がある．そのため，システムへの外乱や実システムと数学
モデルの誤差を考慮したロバスト設計が制御理論の重要な問題の一つとして扱
われている．H1 制御問題は，L2 ゲイン性能を保証する制御系設計を可能と
する問題であり，Haminton-Jacobi-Issacs (HJI) 方程式の解を求める問題に帰
着される．ここでは，外乱を有するシステム (2.0.10)式と制御出力 (2.0.11)式
について非線形 H1 制御問題を与える [34, 35]．
第 2. 基礎理論 18
次式の HJI 方程式を満たす準正定関数 V(x(t)) が存在すると仮定する．
H(x(t)) = _V(x(t)) + s(t)
=Vx(x(t))f(x(t)) + 1
4°2
°°°¡Vx(x(t))g1(x(t))¢T°°°2
¡ 1
4
³
Vx(x(t); µ^(t))g2(x(t))
´2
+ kz(t)k2
=0 (2.6.1)
ここで
s(t) = kz(t)k2 + u2(t)¡ °2kw(t)k2 (2.6.2)
このとき，V(x(t)) の時間微分は (2.6.1) 式より次式となる．
_V(x(t)) =¡ s(t)
=¡ kz(t)k2 + °2kw(t)k2 ¡ ku(t)k2 (2.6.3)
また，制御則 u(t) は Hu (x(t)) = 0 より次式となる．
u(t) = ¡1
2
gT2 (x(t))VTx (x(t)) (2.6.4)
(2.6.3) 式を時間 t で 0 から 1 まで積分し，V(x(0)) = °0 とすることで
(2.4.1) 式を得ることができる．よって，システム (2.0.10)，(2.0.11) 式は ° 以
下の L2 ゲインを持つことがわかる．
以上により，(2.6.1) 式を満たす準正定関数 V(x(t)) を見つけることができ
れば， L2 ゲイン性能を有する制御系設計を行うことができる．しかしながら，
HJB 方程式と同様に (2.6.1) 式を解くことは容易では無く，L2 ゲインの選択
の仕方によっては (2.6.1) 式を満たす解が存在しない場合もある．
2.6.1 鞍点定理
HJI 方程式を解くことによって得られる重要な定理を次に与える．
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定理 2.6.1 HJI 方程式 (2.6.1) 式の解 V(x(t)) が得られたならば，(2.6.5) 式
の評価関数は入力 (2.6.4) 式で最小，外乱 (2.6.6) 式で最大となる．
J =
Z 1
0
s(t)dt
=
Z 1
0
kz(t)k2 + u2(t)¡ °2kw(t)k2dt (2.6.5)
w(t) =
1
2°2
gT1 (x(t))VTx (x(t)) (2.6.6)
証明 2.6.1 HJI 方程式 (2.6.1) 式より評価関数 (2.6.5) 式は次式となる．
J =
Z 1
0
µ
¡ Vx(x(t))f(x(t))¡ 1
4°2
°°°¡Vx(x(t))g1(x(t))¢T°°°2
+
1
4
³
Vx(x(t); µ^(t))g2(x(t))
´2
+ ku(t)k2 ¡ °2kw(t)k2
¶
dt
=
Z 1
0
µ
¡ Vx(x(t))f(x(t))¡ 1
°2
Vx(x(t))g1(x(t))w(t)
¡ Vx(x(t))g2(x(t))u(t)¡ °2
°°°°w(t)¡ 12°2 gT1 (x(t))VTx (x(t))
°°°°2
+
½
u(t) +
1
2
gT2 (x(t))VTx (x(t))
¾2¶
dt
=¡
Z 1
0
_¹V(x(t))dt
=¹V(x(0)) (2.6.7)
よって，評価関数 (2.6.7) 式は初期状態 x(0) にのみ依存する関数となり，ま
たそれは入力 (2.6.4) 式で最小，外乱 (2.6.6) 式で最大となるので，定理 2.6.1
が示された．
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2.7 Control Lyapunov Functionの設計
本論文は CLF の新たな変換手法を提案する．そのため，対象とするシステ
ムに対して CLF の設計が可能であることが前提となる．CLF の設計手法は厳
密な線形化や Backstepping が一般に良く知られている．厳密な線形化は非線
形項を打ち消すように制御入力を設計しシステムの線形化を行う [43]．線形化
することで多くの線形理論の成果を適用することが可能になるが，線形化可能
な条件は厳しく，線形化できない場合が多い．一方，Backstepping は 1992年
に開発され [44, 45]， Strict-Feedback Form で表されるシステムに対して適用
可能であり，適応制御則やロバスト適応制御則が開発されている [40, 46, 47]．
また，磁気浮上系の制御や 4発ロータ型小型無人機の姿勢制御など応用も進ん
でいる [48, 49]．本論文では Backstepping 手法を用い，ノミナルシステムに
対する CLF の設計法と，未知パラメータを含むシステムに対する Adaptive
Control Lyapunov Function (ACLF) の設計法について述べる [40]．
2.7.1 Backstepping による Control Lyapunov Function
の設計
Strict-Feedback Form で表されるシステムは，Backstepping により大域的
漸近安定化制御則の設計が可能であり，それと同時に CLF が得られる．まず，
(2.0.1)，(2.0.2) 式のノミナルシステムを考える．このとき，Backstepping は
以下の手順により実行される．
² Step i (i = 1; ¢ ¢ ¢ ; n)
(2.7.1)，(2.7.2) 式で表される zi(t) と ®i(¹xi(t))，®n(¹xn(t)) の変数を導入
する．
zi(t)
4
=xi(t)¡ ®i¡1(¹xi¡1(t)) (2.7.1)
uBS(t) = ®n(¹xn(t)) (2.7.2)
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ここで，®i(¹xi(t)) 2 Ri ! R (i = 1; ¢ ¢ ¢ ; n¡ 1) は仮想入力，®0(¹x0) = 0，
uBS(t) は Backstepping により n 回目のステップで得られる制御入力を
表す．
時間 t で (2.7.1) 式を微分し，(2.0.1) 式，(2.0.2) 式を用いると，次の z
システムを得る．
_zi(t) = fi(¹xi(t))¡ _®i¡1(¹xi¡1(t)) + g2i(¹xi(t)) (zi+1(t) + ®i(¹xi(t)))
(2.7.3)
ここで，zn+1(t) = 0， _®i(¹xi(t)) は次式で与えられる．
_®i(¹xi(t)) =
iX
j=1
@®i(¹xi(t))
@xj
_xj(t) (2.7.4)
z システム (2.7.3) 式が漸近安定ならば， x システム (2.0.1) 式，(2.0.2)
式も漸近安定となる．したがって，z システムの安定化問題と見做し，次
の Lyapunov 関数の候補を考える．
Vi(z(t)) = 1
2
iX
j=1
z2j (t) (2.7.5)
仮想入力 ®i(¹xi(t)) を次式のように選択する．
®i(¹xi(t)) =¡ 1
gi(¹xi(t))
"
gi¡1(¹xi¡1(t))zi¡1(t) + cizi(t) + fi(¹xi(t))
¡
i¡1X
j=1
½
@®i¡1(¹xi¡1(t))
@xj
(fj(¹xj(t)) + g2j(¹xj(t))xj+1(t))
¾#
(2.7.6)
ここで， z0(t) = 0，ci 2 R+ は設計パラメータである．
以上を i = 1; ¢ ¢ ¢ ; n まで行うと，z システム (2.7.3) 式に沿った Vn(z(t)) の時
間微分は次式となる．
_Vn(z(t)) = ¡
nX
i=1
ciz
2
i (t) < 0 (2.7.7)
したがって，Vn(z(t)) は z システムの Lyapunov 関数となり，z システムは漸
近安定となる．よって，x システムも漸近安定となり，Lyapunov 関数と漸近
安定化制御則が得られたので，Vn(z(t)) は CLF となる．
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2.7.2 Backstepping による Adaptive Control Lyapunov
Function の設計
(2.0.4) 式，(2.0.5) 式の未知パラメータを含むシステムに対しても，Back-
stepping を用いることで大域的漸近安定化制御則と適応則の設計が可能であ
り，同時に ACLF を得ることができる．
(2.0.4) 式，(2.0.5) 式のシステムに対し，Backstepping は以下のような手順
により実行される．
² Step i (i = 1; ¢ ¢ ¢ ; n)
(2.7.8) 式，(2.7.9) 式で表される zi(t) と ®i(¹xi(t); µ^(t))，®n(¹xn(t); µ^(t))
の変数を導入する．
zi(t)
4
=xi(t)¡ ®i¡1(¹xi¡1(t); µ^(t)) (2.7.8)
uBS(t) = ®n(¹xn(t); µ^(t)) (2.7.9)
ここで，¹xi(t) = (¹xi(t))，®i(¹xi(t); µ^(t)) 2 Ri+p ! R (i = 1; ¢ ¢ ¢ ; n¡ 1) は
仮想入力，®0(¹x0; µ^(t)) = 0，uBS(t) は Backstepping により n 回目のス
テップで得られる制御入力を表す．
時間 t で (2.7.8) 式を微分し，(2.0.4) 式，(2.0.5) 式を用いると z システ
ムは次式となる．
_zi(t) =fi(¹xi(t)) + F
T
i (¹xi(t))µ ¡ _®i¡1(¹xi¡1(t); µ^(t))
+ g2i(¹xi(t))
³
zi+1(t) + ®i(¹xi(t); µ^(t))
´
(2.7.10)
ここで，zn+1(t) = 0， _®i(¹xi(t); µ^(t)) は次式で与えられる．
_®i(¹xi(t); µ^(t)) =
iX
j=1
@®i(¹xi(t); µ^(t))
@xj
_xj(t) +
Ã
@®i(¹xi(t); µ^(t))
@µ^
!
_^
µ(t)
(2.7.11)
z システム (2.7.10)式が漸近安定ならば， x システム (2.0.4)式，(2.0.5)
式も漸近安定となる．したがって，z システムの安定化問題と見做し，次
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の Lyapunov 関数の候補を考える．
Vi(z(t); µ^(t)) = 1
2
iX
j=1
z2j (t) +
1
2
³
µ ¡ µ^(t)
´T
¡¡1
³
µ ¡ µ^(t)
´
(2.7.12)
仮想入力 ®i(¹xi(t); µ^(t)) を次式のように選択する．
®i(¹xi(t); µ^(t)) =¡ 1
gi(¹xi(t))
"
gi¡1(¹xi¡1(t))zi¡1(t) + cizi(t)
+ fi(¹xi(t)) + w
T
i (¹xi(t); µ^(t))µ^(t)
¡
i¡1X
j=1
(
@®i¡1(¹xi¡1(t); µ^(t))
@xj
¡
fj(¹xj(t))
+ g2j(¹xj(t))xj+1(t)
¢)
¡
i¡1X
j=1
zj(t)
Ã
@®j¡1(¹xj¡1(t); µ^(t))
@µ^
!
¡wi(¹xj(t); µ^(t))
¡
Ã
@®i¡1(¹xi¡1(t); µ^(t))
@µ^
!
¡
iX
j=1
wj(¹xj(t); µ^(t))zj(t)
#
(2.7.13)
ここで， z0(0) = 0，ci 2 R+ は設計パラメータ，wi(¹xi(t); µ^(t)) は次式で
与えられる．
wi(¹xi(t); µ^(t)) = Fi(¹xi(t))¡
i¡1X
j=1
@®i¡1(¹xi¡1(t); µ^(t))
@xj
Fj(¹xj(t))
(2.7.14)
以上を i = 1; ¢ ¢ ¢ ; n まで行うと，z システム (2.7.10) 式に沿った Vn(z(t); µ^(t))
の時間微分は次式となる．
_Vn(z(t); µ^(t)) =¡
nX
i=1
ciz
2
i (t)
¡
(
nX
i=1
zi(t)
Ã
@®i¡1(¹xi¡1(t); µ^(t))
@µ^
!
+
³
µ ¡ µ^(t)
´T
¡¡1
)
£
Ã
_^
µ(t)¡ ¡
nX
i=1
wi(¹xi(t); µ^(t))zi(t)
!
(2.7.15)
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このとき，調整関数 ¿(¹xn(t); µ^(t)) を次式のように選択する．
_^
µ(t) = ¡
nX
i=1
wi(¹xi(t); µ^(t))zi(t) (2.7.16)
よって，次式を得る．
_Vn(z(t); µ^(t)) = ¡
nX
i=1
ciz
2
i (t) < 0 (2.7.17)
したがって，Vn(z(t); µ^(t)) は z システムの Lyapunov 関数となり，z システ
ムは漸近安定， 推定誤差 µ ¡ µ^(t) は安定となる．よって，x システムも漸近
安定となり，Lyapunov 関数と漸近安定化制御則，それと適応則が得られたの
で，Vn(z(t); µ^(t)) は ACLF となる．
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第3章 変換係数法
3.1 変換係数のアイデア
変換係数法は偏微分方程式を直接解かずに，別の関数と新たな変数で解を置
換え，真の解とは異なる，偏微分方程式を満たす別の関数を求める手法である．
次の簡単な偏微分方程式を例として考える．
2x2Vx1(x1; x2)¡ Vx2(x1; x2)¡ 1 = 0 (3.1.1)
ここで，x1，x2 はスカラーの変数．Vx1(x1; x2) は x1，x2 の関数である．この
偏微分方程式を満たす解は次式となる．
V(x1; x2) = ¡x2 + C (3.1.2)
ここで C は積分定数．
このような簡単な偏微分方程式であれば容易に解くことができる．しかし殆
どの場合，偏微分方程式を解くことは困難である．そこで，別の関数で (3.1.1)
式を満たすことができないか考えてみる．例えば，解とは異なる次の関数を準
備する．
V(x1; x2) = ¡x1 ¡ x2 + C (3.1.3)
(3.1.3) 式をそのまま (3.1.1) 式に代入しても方程式は成り立たない．そこで，
Vx1(x1; x2)，Vx2(x1; x2)の代わりに，x1，x2 の変数 k(x1; x2) を追加し，
k(x1; x2)Vx1(x1; x2)，k(x1; x2)Vx2(x1; x2)を (3.1.1)式に代入し，k(x1; x2)に関
する方程式を作る．
2x2k(x1; x2)Vx1(x1; x2)¡ k(x1; x2)Vx2(x1; x2)¡ 1 = 0 (3.1.4)
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この方程式を解くと k(x1; x2) は次式となる．
k(x1; x2) = ¡ 1
2x2 + 1
(x2 6= ¡1
2
) (3.1.5)
よって，次の式を満たす関数 ~V(x1; x2) も (3.1.1) 式を満たす解の一つとなる．
但し，x2 = ¡12 は除く．
~Vx1(x1; x2) = k(x1; x2)Vx1(x1; x2) (3.1.6)
~Vx2(x1; x2) = k(x1; x2)Vx2(x1; x2) (3.1.7)
この (3.1.6) 式，(3.1.7) 式のスカラー係数 k(x1; x2) を変換係数と呼ぶ．
(3.1.3) 式の V(x1; x2) と変換係数 k(x1; x2) の組み合わせは無数に有り，ど
のような V(x1; x2) を用いれば良いのかが問題となる．次の節で，HJB 方程式
の変換係数を求め，その過程で V(x1; x2) の選択の問題も考える．
3.2 HJB 方程式の変換係数
HJB 方程式で表される偏微分方程式の変換係数を求める．ノミナルシステ
ムに対する HJB 方程式は次式となる．
H(x(t)) =L(x(t); u(t)) + _V(x(t))
=q(x(t)) + Vx(x(t))f(x(t))¡
¡Vx(x(t))g2(x(t))¢2
4r(x(t))
=0 (3.2.1)
HJB 方程式は状態の次元に係わらず一本の方程式で表されるが，Vx(x(t)) は
n 個の未知変数で与えられる．Vx(x(t)) を求めるには変数分の方程式が必要
となるが，方程式は一本のみのため解くことはできない．変換係数法を用い
て，Vx(x(t)) を他のものに置換え，別の変数で HJB 方程式を満たすように調
整する．
HJB 方程式は，重み関数 L(x(t); u(t)) と 値関数の時間微分 _V(x(t)) の和で
表される．その値関数の時間微分 _V(x(t)) を変換変数 k(x(t)) と関数 ~V(x(t)))
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を用いた k(x(t)) _~V(x(t))) で置換える．
H(x(t)) =L(x(t); u(t)) + k(x(t)) _~V(x(t))
=q(x(t)) + k(x(t))Vx(x(t))f(x(t))¡ (k(x(t))Vx(x(t))g2(x(t)))
2
4r(x(t))
=0 (3.2.2)
ここで，次の条件に注意する．
条件 1) HJB 方程式の解 V(x(t)) は CLF であるので次の式を満たす．
_V(x(t)) =Vx(x(t))f(x(t)) + Vx(x(t))g(x(t))u(t)
<0 (3.2.3)
この式は Vx(x(t))g(x(t)) = 0のときも成り立つので，次の式が成り立つ．
Vx(x(t))f(x(t)) < 0
³
Vx(x(t))g(x(t)) = 0
´
(3.2.4)
~V(x(t))) も (3.2.4) 式と同じ条件を満たすためには，次の条件を満足しな
ければならない．
k(x(t))Vx(x(t))f(x(t)) < 0
³
k(x(t))Vx(x(t))g(x(t)) = 0
´
(3.2.5)
条件 2) q(x(t)) = 0 のとき，次の条件では HJB 方程式は成立しない．
Vx(x(t))f(x(t)) < 0
³
Vx(x(t))g(x(t)) = 0
´
(3.2.6)
または，
Vx(x(t))g(x(t)) 6= 0
³
Vx(x(t))f(x(t)) = 0
´
(3.2.7)
条件 1は V(x(t))の選択における条件である．この条件を満たすように V(x(t))
は適切に選ぶ必要がある．本論文では V(x(t)) を CLF とすることで，条件 1
を満たすことができるため，これ以降 V(x(t)) を CLF として考える．
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H
=-
ak
2 +
bk
+c
0
c
H(k)
k
a=0, b<0, c>0
a>0, b>0, c>0
a>0, b=0, c>0
a>0, b<0, c>0
-c/b
(b-(b2+4ac)1/2)/2a (b+(b2+4ac)1/2)/2a
Fig. 3.2.1: CLF を用いた HJB 方程式の変換係数
条件 2 は重み関数 q(x) の選択における条件である．この条件を避けるよう
に重み関数 q(x(t)) は適切に選択されなければならない．本論文では簡単のた
め，これ以降 8x 6= 0 で q(x) > 0 とする1．
さらに簡単のため，a(x(t)) = (Vx(x(t))g2(x(t)))
2
4r(x(t))
，b(x(t)) = Vx(x(t))f(x(t))，
c(x(t)) = q(x(t))と置き換える．
H(x(t)) =¡ a(x(t))k2(x(t)) + b(x(t))k(x(t)) + c(x(t)) (3.2.8)
条件１を満たすように V(x(t)) は CLF としているので，a(x(t)) = 0 のと
き，b(x(t)) < 0 となる．条件２より，c(x(t)) > 0 となる．また，重み関数
r(x(t)) > 0 なので，常に a(x(t)) ¸ 0 となることに注意する．
a(x(t))，b(x(t))，c(x(t)) を x の関数ではなく，条件１と条件２を満たす定
数 a，b，c と見做すと，HJB 方程式は変数 k の二次方程式か一次方程式と考
えることができ，次式のように表すことができる．
H(k) =
(¡ak2 + bk + c (a > 0; c > 0) (3.2.9a)
bk + c (a = 0; b < 0; c > 0) (3.2.9b)
1数値例で q(x) ¸ 0 の場合を扱っている
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このとき，H(k) = 0となる変数 k の解は次式となる．
k =
8><>:
b§pb2 + 4ac
2a
(a > 0; c > 0) (3.2.10a)
¡c
b
(a = 0; b < 0; c > 0) (3.2.10b)
これをグラフにすると Fig. 3.2.1 となる．
二次関数の場合，グラフは上に凸であり，b が正から負に変化すると頂点が
第一象限から第二象限に cを通って移動する．k 軸に交わる点は，k < 0，k > 0
に二点有る．一次関数の場合は，H 軸の c，k 軸の ¡c=b を通る右下がりのグ
ラフとなる．
このように HJB 方程式を表すと H(k) = 0 を満たす解 k は単純な形で表す
ことができ，真の解とは異なるが，HJB 方程式を満たす関数を求めることが
できる．
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第4章 変換係数と CLF を用いた
非線形準最適制御則
4.1 非線形準最適制御則の設計
CLF と変換係数を用いて，HJB 方程式を満たす改良 CLF の設計を行う．
改良 CLF を用いた新たな制御則は，設計者の意図した評価関数を小さくし，
CLF に基づく制御則の中で評価関数を最小化する．改良 CLF が連続となる
条件についてもここで述べる．
この章では未知パラメータや外乱の無い，ノミナルな Strick-Feedback シス
テムを対象とする．
_xi(t) = fi (¹xi(t)) + g2i (¹xi(t))xi+1(t); i = 1; ¢ ¢ ¢ ; n¡ 1 (4.1.1)
_xn(t) = fn (¹xn(t)) + g2n (¹xn(t))u(t) (4.1.2)
ここで，xi(t) 2 Rは i番目の状態変数，¹xi(t) 2 Ri は ¹xi(t) = (x1(t); ¢ ¢ ¢ ; xi(t))
の i次の状態変数ベクトル，u(t) 2 Rはスカラーの制御入力，fi(¹xi(t)) 2 Ri !
R は fi(0) = 0 を満たすスカラー関数，g2i(¹xi(t)) 2 Ri ! R は 8¹xi(t) で
g2i(¹xi(t)) 6= 0 を満たすスカラー関数．(4.1.1)，(4.1.2) 式をまとめると，次式
のように表すことができる．
_x(t) = f(x(t)) + g2(x(t))u(t) (4.1.3)
ここで，x(t) 2 Rn は x(t) = (x1(t); ¢ ¢ ¢ ; xn(t))の n 次の状態変数ベクトル，
f(x(t)) 2 Rn ! Rn は f(x(t)) = (f1(¹x1(t)) +g21(¹x1(t))x2(t); ¢ ¢ ¢ ; fn(¹xn(t))) の
n 次のベクトル関数，g2(x(t)) 2 Rn ! Rn は g2(x(t)) = (0; ¢ ¢ ¢ ; g2n(¹xn(t)))T
の n 次のベクトル関数を表す．
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評価関数を次式とする．
J =
Z 1
0
(q(x(t)) + r(x(t))u2(t))dt (4.1.4)
ここで，q(x(t)) : Rn ! R，r(x(t)) : Rn ! R は，重み関数であり，それぞれ，
8x 6= 0 で q(x(t)) > 01，かつ q(0) = 0，および 8x(t)で r(x(t)) > 0 を満たす
ものとする．
このとき HJB 方程式は次式となる．
H(x(t)) =L(x(t); u(t)) + _V(x(t))
=q(x(t)) + Vx(x(t))f(x(t))¡
¡Vx(x(t))g2(x(t))¢2
4r(x(t))
= 0 (4.1.5)
定理 4.1.1 システム (4.1.3) 式に対し、CLF V(x(t)) が存在するものと仮定
し，次式の関数 ~V(x(t)) を定義する．
~V(x(t)) =
Z t
0
µ
k(x(t))
d
dt
V(x(t))
¶
dt+ C (4.1.6)
ここで，k(x(t)) は
k(x(t)) =
8>>>>><>>>>>:
2r(x(t))
¾1(x(t)) + ¾2(x(t))
(Vx(x(t))g2(x(t)))2
(Vx(x(t))g2(x(t)) 6= 0) (4.1.7a)
¡ q(x(t))
¾1(x(t))
(Vx(x(t))g2(x(t)) = 0) (4.1.7b)
0 (x(t) = 0) (4.1.7c)
¾1(x(t)) と ¾2(x(t)) は以下で表されるスカラー関数である．
¾1(x(t)) = Vx(x(t))f(x(t)) (4.1.8)
¾2(x(t)) =
s
(¾1(x(t)))
2 +
q(x(t))
r(x(t))
(Vx(x(t))g2(x(t)))2 (4.1.9)
C は ~V(x(t)) が正定関数となるように十分に大きな定数とする．このとき，
8x(t) 6= 0 で k(x(t)) > 0 となり，~V(x(t)) は HJB 方程式 (4.1.5) 式を満たし，
次式の制御入力は，システムを原点に漸近安定とする．
u(t) = ¡ k(x(t))
2r(x(t))
gT2 (x(t))VTx (x(t)) (4.1.10)
1この章では簡単のため重み関数 q(x(t)) は準正定関数ではなく正定関数とする．
第 4. 変換係数と CLF を用いた非線形準最適制御則 33
証明 4.1.1 まず初めに，k(x(t))を (4.1.7)式としたとき，8x(t) 6= 0で ~V(x(t))
が HJB 方程式を満たし，k(x(t)) > 0 となることを示す．HJB方程式 (4.1.5)
式で _V(x(t)) の代わりに _~V(x(t)) を代入すると次式の k(x(t)) の二次方程式を
得る．
H(x(t)) =L(x(t); u(t)) + _~V(x(t))
=q(x(t)) + r(x(t))u2(t)
+ k(x(t)) (¾1(x(t)) + Vx(x(t))g2(x(t))u(t))
=q(x(t)) + k(x(t))¾1(x(t))¡ k
2(x(t))
4r(x(t))
(Vx(x(t))g2(x(t)))2
=0 (4.1.11)
ここで，入力 u(t) は Hu(x(t)) = 0 から (4.1.10) 式となる．方程式 (4.1.11)
式を k(x(t)) について解くと次式を得る．
k(x(t)) =
8>>>>>>><>>>>>>>:
2r(x(t))
¾1(x(t))§ ¾2(x(t))
(Vx(x(t))g2(x(t)))2
(Vx(x(t))g2(x(t)) 6= 0)
(4.1.12a)
¡ q(x(t))
¾1(x(t))
(Vx(x(t))g2(x(t)) = 0)
(4.1.12b)
Vx(x(t))g2(x(t)) 6= 0のとき，(4.1.12a) 式は二つの解を持つが (4.1.7) 式のよう
に選ぶと，¾1(x(t)) ·
q
(¾1(x(t)))
2 < ¾2(x(t)) より，8x(t) 6= 0 で k(x(t)) > 0
となる．Vx(x(t))g2(x(t)) = 0 のとき，V(x(t)) が CLF であることから (2.1.1)
式を満たすので 8x(t) 6= 0で ¾1(x(t)) < 0 となる．よって Vx(x(t))g2(x(t)) = 0
のときも 8x(t) 6= 0 で k(x(t)) > 0 となる．したがって，8x(t) 6= 0 で ~V(x(t))
は HJB 方程式を満たし，k(x(t)) > 0 となる．
次に制御則 (4.1.7) 式，(4.1.10) 式によりシステムが漸近安定となることを
示す．Vx(x(t))g2(x(t)) 6= 0 のとき，V(x(t)) の時間微分は (4.1.13a) 式で与え
られ，¾2(x(t)) > 0 なので _V(x(t)) < 0 となる．Vx(x(t))g2(x(t)) = 0 のとき，
V(x(t)) の時間微分は (4.1.13b) 式で与えられる．
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_V(x(t)) =Vx(x(t))f(x(t)) + Vx(x(t))g2(x(t))u(t)
=
(¡¾2(x(t)) (Vx(x(t))g2(x(t)) 6= 0) (4.1.13a)
¾1(x(t)) (Vx(x(t))g2(x(t)) = 0) (4.1.13b)
V(x(t)) は CLF であり (2.1.1) 式を満たすので ¾1(x(t)) < 0 となる．したがっ
て，(4.1.13b) 式のときも _V(x(t)) < 0 となるので，8x(t) 6= 0 で _V(x(t)) < 0
となる．以上より，V(x(t)) は制御則を (4.1.7) 式，(4.1.10) 式としたときでも
システム (4.1.3) 式に対する CLF となる．
~V(x(t)) も CLF となることを示す．8x(t) 6= 0 で k(x(t)) > 0， _V(x(t)) < 0
となるので，~V(x(t)) の時間微分は k(x(t)) _V(x(t)) < 0 が明らか．よって，
~V(x(t)) は V(x(t)) と同様時間 t でその値が小さくなる． _~V(x(1)) = 0 よ
り，~V(x(1)) = 0 とする C が常に存在するので，~V(x(t)) は 8x(t) 6= 0 で正定
となる．したがって，~V(x(t)) は CLF となる．以上より，システム (4.1.3) 式，
(2.0.7) 式の解は LaSalle の不変性原理 [50] により集合 U = fx j _~V(x(t)) = 0g
を含む最大の不変集合に収束する．不変集合 S は原点のみのため，フィード
バックシステムは原点へ漸近安定となる．
注意 4.1.1 本論文では簡単のために 8x(t) 6= 0 で重み関数を q(x(t)) > 0 とし
ているが，第 3章の条件 2を満たすならば，すなわち 8x(t) 6= 0 で q(x(t)) = 0
のとき， ¾1(x(t)) 6= 0 が成り立つならば，定理 4.1.1 は適用可能である．4.2
節の数値例でそれを示している．
4.1.1 評価関数
変換係数 (4.1.7) 式と制御則 (4.1.10) 式を用いることで評価関数の値が求め
られることを次の定理で与える．
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定理 4.1.2 変換係数 (4.1.7) 式と制御則 (4.1.10) 式を用いた場合，評価関数の
値は次の方程式で得られる．
J = ¡
Z 1
0
_~V(x(t))dt (4.1.14)
証明 4.1.2 (4.1.11) 式より次式を得る．
L(x(t); u(t)) = ¡ _~V(x(t)) (4.1.15)
(4.1.15) 式を 0 から 1 まで積分することで次の式を得る．Z 1
0
L(x(t); u(t))dt = ¡
Z 1
0
_~V(x(t))dt (4.1.16)
4.1.2 評価関数の最小化
変換係数 (4.1.7) 式と制御則 (4.1.10) 式を用いることの大きな利点は，設計
者の意図した評価関数を小さくする点である．
定理 4.1.3 変換係数 (4.1.7) 式と制御則 (4.1.10) 式は CLF V(x(t)) に基づく
制御則の集合の中で評価関数 (4.1.4) 式を最小化する．
証明 4.1.3 次式の制御則がシステムを安定化すると仮定する．
u(t) = v(t)¡ k(x(t))
2r(x(t))
gT2 (x(t))VTx (x(t)) (4.1.17)
制御則 (4.1.17) 式を評価関数 (4.1.4) 式に代入し，(4.1.11) 式を用いると次式
を得る．
J =
Z 1
0
(
q(x(t)) + r(x(t))
Ã
v(t)¡ k(x(t))
2r(x(t))
gT2 (x(t))VTx (x(t))
!2)
dt
=¡
Z 1
0
k(x(t))Vx(x(t))
(
f(x(t))
+ g2(x(t))
Ã
v ¡ k(x(t))
2r(x(t))
gT2 (x(t))VTx (x(t))
!)
dt
+
Z 1
0
r(x(t))v(t)2 dt
=¡
Z 1
0
k(x(t)) _V(x(t)) dt+
Z 1
0
r(x(t))v(t)2 dt (4.1.18)
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(4.1.18) 式の第一項は正なので v(t) = 0 のとき (4.1.18) 式は最小となる．し
たがって， CLF V(x(t)) に基づく制御則 (4.1.10) 式は評価関数 (4.1.4) 式を
最小化する．
4.1.3 変換係数の連続性
次の定理は変換係数が連続となる条件を与える．
定理 4.1.4 8x(t) 6= 0 で ¾1(x(t))，Vx(x(t))g2(x(t))，q(x(t))，r(x(t)) が連続
且つ微分可能ならば，変換係数 (4.1.7) 式は 8x(t) 6= 0 で連続且つ微分可能．
証明 4.1.4 (4.1.11) 式の H(x(t)) は H(x(t); k(t)) と表すことができる．すな
わち，x(t) と k(x(t)) の関数と見做せる．関数 H(x(t); k(t)) の k(x(t)) に関
する偏微分は，変換係数 (4.1.7) 式を用いると (4.1.19) 式で与えられる．
Hk(x(t); k(x(t))) =
(¡¾2(x(t)) (Vx(x(t))g2(x(t)) 6= 0) (4.1.19a)
¾1(x(t)) (Vx(x(t))g2(x(t)) = 0) (4.1.19b)
(4.1.19a)式は 8x 6= 0で ¾2(x(t)) > 0．(4.1.19b)式は V(x(t))が CLFであるこ
とから 8x(t) 6= 0で ¾1(x(t)) < 0．したがって，8x(t) 6= 0で Hk(x(t); k(t)) < 0
となる．陰関数定理より，8x(t) 6= 0 で ¾1(x(t))，Vx(x(t))g2(x(t))，q(x(t))，
r(x(t)) が連続且つ微分可能ならば，8x(t) 6= 0 で k(x(t)) 連続且つ微分可能と
なる．
4.2 数値例
定理 4.1.1 で得られる制御則を検証するため，2 次元システム を対象とした
シミュレーション結果を示す．
Example 1) (4.2.1) 式で表される 2 次元システムと (4.2.2) 式の評価関数を
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考える．
_x1(t) = x2(t)
_x2(t) = ¡x1(t)
³¼
2
+ arctan (5x1(t))
´
¡ 5x21(t)
2(1+25x21(t))
+ 4x2(t) + 3u(t)
(4.2.1)
J =
Z 1
0
¡
x22(t) + u
2(t)
¢
dt (4.2.2)
システム (4.2.1) 式と評価関数 (4.2.2) 式の最適制御問題を解いて得られる
値関数は次式となる 2．
V(x) = x21(t)
³¼
2
+ arctan (5x1(t))
´
+ x22(t) (4.2.3)
(2.5.5) 式より最適制御則は (4.2.4) 式となる．
u(t) = ¡3x2(t) (4.2.4)
一方，(2.7.5) 式より CLF は次式となる．
V(x) = 1
2
©
x21(t) + (c1x1(t) + x2(t))
2ª (4.2.5)
(4.2.5) 式の CLF から Backstepping による制御則は次式となる．
uBS(t) =
1
3
(
x1(t)
³¼
2
+ arctan (5x1(t))¡ c1c2 ¡ 1
´
+
5x21(t)
2 (1 + 25x21(t))
¡ x2(t) (c1 + c2 + 4)
)
(4.2.6)
(4.2.5) 式の CLF に定理 4.1.1 を適用して得られる制御則と変換係数は (4.2.7)
式，(4.2.8) 式，(4.2.9) 式となる．
u(t) = ¡3
2
k(x) (c1x1(t) + x2(t)) (4.2.7)
k(x) =
8>>>>>>><>>>>>>>:
2
¾1(x) + ¾2(x)
f3 (c1x1(t) + x2(t))g2
(Vx(x)g(x) 6= 0) (4.2.8a)
¡ x
2
2(t)
¾1(x)
(Vx(x)g(x) = 0) (4.2.8b)
0 (x = 0) (4.2.8c)
2文献 [29] において， HJB 方程式の解が与えられている．
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¾1(x) =x1(t)x2(t)¡ (c1x1(t) + x2(t))
(
x1(t)
³¼
2
+ arctan (5x1(t))
´
+
5x21(t)
2 (1 + 25x21(t))
¡ x2(t) (c1 + 4)
)
(4.2.9)
¾2(x) =
q
¾21(x) + f3x2(t) (c1x1(t) + x2(t))g2 (4.2.10)
注意 6.1.1 で述べたように，x1(t) 6= 0 かつ x2(t) = 0 のとき q(x) = 0 となる
ので，定理 5.1.1 を適用するには ¾1(x) 6= 0 を証明しなければならない．実際，
(4.2.9) 式から x2(t) = 0 のとき，次式を得ることができるので，(4.2.5) 式 の
CLF に定理 5.1.1 を適用することは可能である．
¾1(x) = ¡c1±2x21(t)
µ
2
¼
+ arctan(5x1(t))
¶
¡ 5c1±2x
3
1(t)
2(1 + 25x21(t))
< 0
(q(x(t)) = 0) (4.2.11)
シミュレーション結果は Fig. 4.2.1 - 4.2.4 である．初期状態は x(0) =
( ¡1:0 5:0 )T，設計パラメータは ci = 1．評価関数値 J は 表 4.2.1 となる．
Fig. 4.2.1 - 4.2.3 は提案する制御則の軌道が最適軌道に近いことを示してい
る．また表 4.2.1 から評価関数値についても提案する制御則は Backstepping
制御則よりも小さい値となり最適値に近いことを示している．
表 4.2.1: 評価関数値 J
Optimal Proposed Backstepping
Example 1) 25.3 25.8 32.7
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次のグラフは,初期状態 x(t) を様々に変え，原点へ収束する軌道を表してい
る．破線は，Vx(x(t))g2(x(t)) = x1(t) + x2(t) = 0 を示し，この破線上に状態
x(t) があるとき，変換係数 k(x(t)) の (4.2.8b) 式を用いた制御則となる．
  -4
  -3
  -2
  -1
   0
   1
   2
   3
   4
  -4   -3   -2   -1    0    1    2    3    4
x2
x1
Fig. 4.2.5: Trajectories of x(t) : Example 2)
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第5章 変換係数と ACLF を用いた
非線形準最適適応制御則
5.1 非線形準最適適応制御則の設計
この章は変換係数法を適応制御系に拡張し，変換係数とACLFを用いて，改
良 ACLF と制御則の設計を行う．また，改良 ACLF が連続となる条件につい
ても述べる．
この章では次の未知パラメータ含む Strict-Feedbackシステムを対象とする．
_xi(t) = fi (¹xi(t)) + F
T
i (¹xi(t))µ + g2i (¹xi(t))xi+1(t); i = 1; ¢ ¢ ¢ ; n¡ 1
(5.1.1)
_xn(t) = fn (¹xn(t)) + F
T
n (¹xn(t))µ + g2n (¹xn(t))u(t) (5.1.2)
ここで，xi(t) 2 Rは i番目の状態変数，¹xi(t) 2 Ri は ¹xi(t) = (x1(t); ¢ ¢ ¢ ; xi(t))
の i 次の状態変数ベクトル，µ 2 Rp は未知パラメータを表す p 次の定数ベク
トル，u(t) 2 R はスカラーの制御入力，fi(¹xi(t)) 2 Ri ! R は fi(0) = 0 を満
たすスカラー関数，Fi(¹xi(t)) 2 Ri ! Rp は Fi(0) = 0 を満たすベクトル関数，
g2i(¹xi(t)) 2 Ri ! R は 8¹xi(t) で g2i(¹xi(t)) 6= 0 を満たすスカラー関数．
(5.1.1)，(5.1.2) 式をまとめると，次式のように表すことができる．
_x(t) = f(x(t)) + F T (x(t))µ + g2(x(t))u(t) (5.1.3)
ここで，x(t) 2 Rn は x(t) = (x1(t); ¢ ¢ ¢ ; xn(t))の n 次の状態変数ベクトル，
f(x(t)) 2 Rn ! Rn は f(x(t)) = (f1(¹x1(t)) +g21(¹x1(t))x2(t); ¢ ¢ ¢ ; fn(¹xn(t)))
の n 次のベクトル関数，F (x(t)) 2 Rn ! Rp£n は F (x(t)) = (F1(¹x1(t));
¢ ¢ ¢ ; Fn(¹xn(t))) の p £ n 次の行列値関数，g2(x(t)) 2 Rn ! Rn は g2(x(t)) =
(0; ¢ ¢ ¢ ; g2n(¹xn(t)))T の n 次のベクトル関数を表す．
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適応則は次式とする．
_^
µ(t) = ¡¿(x(t); µ^(t)) (5.1.4)
ここで，µ^(t) 2 Rp は p 次の未知パラメータの推定ベクトル，¡ 2 Rp£p は
¡ = ¡ T > 0 を満たす正定対称定数行列，¿(x(t); µ^(t)) 2 Rn+p ! Rp は未知パ
ラメータを推定するための調整関数を表す．
評価関数を次式とする．
J =
Z 1
0
(q(x(t)) + r(x(t))u2(t))dt (5.1.5)
ここで，q(x(t)) : Rn ! R，r(x(t)) : Rn ! R は，重み関数であり，それぞれ，
8x 6= 0 で q(x(t)) > 01，かつ q(0) = 0，および 8x(t)で r(x(t)) > 0 を満たす
ものとする．
このとき HJB 方程式は次式となる．
H(x(t); µ^(t)) =L(x(t); u(t)) + _V(x(t); µ^(t))
=q(x(t)) + Vx(x(t); µ^(t))
¡
f(x(t)) + F T (x(t))µ
¢
+
nX
i=1
V µ^i(x(t); µ^(t))¡¿i(x(t); µ^(t))
¡ 1
4r(x(t))
³
Vx(x(t); µ^(t))g2(x(t))
´2
=0 (5.1.6)
定理 5.1.1 システム (5.1.3) 式，適応則 (5.1.4) 式に対し，ACLF V(x(t); µ^(t))
が存在するものと仮定し，次式の関数 ~V(x(t); µ^(t)) を定義する．
~V(x(t); µ^(t)) =
Z t
0
µ
k(x(t); µ^(t))
d
dt
V(x(t); µ^(t))
¶
dt+ C (5.1.7)
1この章では簡単のため重み関数 q(x(t)) は準正定関数ではなく正定関数とする．
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ここで，k(x(t); µ^(t)) は
k(x(t); µ^(t)) =
8>>>>>>>>><>>>>>>>>>:
2r(x(t))
¾1(x(t); µ^(t)) + ¾2(x(t); µ^(t))³
Vx(x(t); µ^(t))g2(x(t))
´2
(Vx(x(t); µ^(t))g2(x(t)) 6= 0) (5.1.8a)
¡ q(x(t))
¾1(x(t); µ^(t))
(Vx(x(t); µ^(t))g2(x(t)) = 0) (5.1.8b)
0 (x = 0) (5.1.8c)
¾1(x(t); µ^(t)) と ¾2(x(t); µ^(t)) は以下で表されるスカラー関数である．
¾1(x(t); µ^(t)) =Vx(x(t); µ^(t))
¡
f(x(t)) + F T (x(t))µ
¢
+ Vµ^(x(t); µ^(t))¡¿(x(t); µ^(t)) (5.1.9)
¾2(x(t); µ^(t)) =
s³
¾1(x(t); µ^(t))
´2
+
q(x(t))
r(x(t))
³
Vx(x(t); µ^(t))g2(x(t))
´2
(5.1.10)
C は ~V(x(t); µ^(t)) が正定関数となるように十分に大きな定数とする．このと
き，全ての x(t) 6= 0 で k(x(t); µ^(t)) > 0 となり，~V(x(t); µ^(t)) は HJB 方程式
(5.1.6) 式を満たし，~V(x(t); µ^(t)) を用いた次式の制御入力は，システムを原点
に漸近安定とする．
u(t) = ¡k(x(t); µ^(t))
2r(x(t))
gT2 (x(t))VTx (x(t); µ^(t)) (5.1.11)
証明 5.1.1 まず初めに，k(x(t); µ^(t)) を (5.1.8) 式としたとき，8x(t) 6= 0 で
~V(x(t); µ^(t)) が HJB 方程式を満たし，k(x(t); µ^(t)) > 0 となることを示す．
HJB方程式 (5.1.6) 式で _V(x(t); µ^(t)) の代わりに _~V(x(t); µ^(t)) を代入すると
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次式の k(x(t); µ^(t)) の二次方程式を得る．
H(x(t); µ^(t)) =L(x(t); u(t)) + _~V(x(t); µ^(t))
=q(x(t)) + r(x(t))u2(t)
+ k(x(t); µ^(t))
³
¾1(x(t); µ^(t)) + Vx(x(t); µ^(t))g2(x(t))u(t)
´
=q(x(t)) + k(x(t); µ^(t))¾1(x(t); µ^(t))
¡ k
2(x(t); µ^(t))
4r(x(t))
³
Vx(x(t); µ^(t))g2(x(t))
´2
=0 (5.1.12)
ここで，入力 u(t)は Hu(x(t); µ^(t)) = 0から (5.1.11)式となる．方程式 (5.1.12)
式を k(x(t); µ^(t)) について解くと次式を得る．
k(x(t); µ^(t)) =
8>>>>>>>>>><>>>>>>>>>>:
2r(x(t))
¾1(x(t); µ^(t))§ ¾2(x(t); µ^(t))³
Vx(x(t); µ^(t))g2(x(t))
´2
(Vx(x(t); µ^(t))g2(x(t)) 6= 0) (5.1.13a)
¡ q(x(t))
¾1(x(t); µ^(t))
(Vx(x(t); µ^(t))g2(x(t)) = 0) (5.1.13b)
Vx(x(t); µ^(t))g2(x(t)) 6= 0のとき，(5.1.13a) 式は二つの解を持つが (5.1.8) 式
のように選ぶと，¾1(x(t); µ^(t)) ·
r³
¾1(x(t); µ^(t))
´2
< ¾2(x(t); µ^(t)) より，
8x(t) 6= 0 で k(x(t); µ^(t)) > 0 となる．Vx(x(t); µ^(t))g2(x(t)) = 0 のとき，
V(x(t); µ^(t)) が ACLF であることから (2.2.1) 式を満たすので 8x(t) 6= 0 で
¾1(x(t); µ^(t)) < 0となる．よって，Vx(x(t); µ^(t))g2(x(t)) = 0のときも，8x(t) 6=
0 で k(x(t); µ^(t)) > 0 となる．したがって，8x(t) 6= 0 で ~V(x(t); µ^(t)) は HJB
方程式を満たし，k(x(t); µ^(t)) > 0 となる．
次に制御則 (5.1.8) 式，(5.1.11) 式によりシステムが漸近安定となることを
示す．Vx(x(t); µ^(t))g2(x(t)) 6= 0 のとき，V(x(t); µ^(t)) の時間微分は (5.1.14a)
式で与えられ，¾2(x(t); µ^(t)) > 0 なので _V(x(t); µ^(t)) < 0 となる．
Vx(x(t); µ^(t))g2(x(t)) = 0 のとき，V(x(t); µ^(t)) の時間微分は (5.1.14b) 式で与
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えられる．
_V(x(t); µ^(t))
= Vx(x(t); µ^(t))
¡
f(x(t)) + F T (x(t))µ
¢
+ Vµ^(x(t); µ^(t))¡¿(x(t); µ^(t)) + Vx(x(t); µ^(t))g2(x(t))u(t)
=
8<:¡¾2(x(t); µ^(t)) (Vx(x(t); µ^(t))g2(x(t)) 6= 0) (5.1.14a)
¾1(x(t); µ^(t)) (Vx(x(t); µ^(t))g2(x(t)) = 0) (5.1.14b)
V(x(t); µ^(t)) は ACLF であり (2.2.1) 式を満たすので ¾1(x(t); µ^(t)) < 0 とな
る．したがって，(5.1.14b) 式のときも _V(x(t); µ^(t)) < 0 となるので，8x(t) 6= 0
で _V(x(t); µ^(t)) < 0 となる．以上より，V(x(t); µ^(t)) は制御則を (5.1.8) 式，
(5.1.11) 式としたときでもシステム (5.1.3) 式，(5.1.4) 式に対する ACLF と
なる．
~V(x(t); µ^(t)) も ACLF となることを示す．8x(t) 6= 0 で k(x(t); µ^(t)) > 0，
_V(x(t); µ^(t)) < 0 となるので，~V(x(t); µ^(t)) の時間微分は
k(x(t); µ^(t)) _V(x(t); µ^(t)) < 0は明らか．よって，~V(x(t); µ^(t))は V(x(t); µ^(t))と
同様時間 tでその値が小さくなる．_~V(x(1); µ^(1)) = 0より，~V(x(1); µ^(1)) =
0 とする C が常に存在するので ~V(x(t); µ^(t)) は 8x(t) 6= 0 で正定関数となる．
したがって，~V(x(t); µ^(t)) は ACLF となる．以上より，システム (5.1.3) 式，
(5.1.4)式の解は LaSalleの不変性原理 [50]により集合 U = fx j _~V(x(t); µ^(t)) =
0g を含む最大の不変集合に収束する．不変集合 S は原点のみのため，フィー
ドバックシステムは原点へ漸近安定となる．
注意 5.1.1 定理 4.1.1 同様に，第 3 章の条件 2 を満たすならば，すなわち
8x(t) 6= 0 で q(x(t)) = 0となるとき， ¾1(x(t); µ^(t)) 6= 0 が成り立つなら
ば，定理 5.1.1 は適用可能である．
5.1.1 評価関数の最小化
未知パラメータを含むシステムの場合も，変換係数と ACLF により評価関
数は最小化される．但し，未知パラメータの推定は推定則 (2.7.16) 式に依存す
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るため，推定が悪い場合は，評価関数の値は大きくなる点に注意しなければな
らない．
定理 5.1.2 変換係数 (5.1.8) 式と制御則 (5.1.11) 式は ACLF V(x(t); µ^(t)) に
基づく制御則の集合の中で評価関数 (5.1.6) 式を最小化する．
証明 5.1.2 次の制御則 (5.1.15) 式はシステムを安定化すると仮定する．
u(t) = v(t)¡ k(x(t); µ^(t))
2r(x(t))
gT2 (x(t))VTx (x(t); µ^(t)) (5.1.15)
制御則 (5.1.15) 式を評価関数 (5.1.6) 式に代入し，(5.1.12) 式を用いると次式
を得る．
J =
Z 1
0
(
q(x(t))
+ r(x(t))
Ã
v(t)¡ k(x(t); µ^(t))
2r(x(t))
gT2 (x(t))VTx (x(t); µ^(t))
!2)
dt
=¡
Z 1
0
k(x(t); µ^(t))Vx(x(t); µ^(t))
(
f(x(t)) + F T (x(t))µ
+ g2(x(t))
Ã
v ¡ k(x(t); µ^(t))
2r(x(t))
gT2 (x(t))VTx (x(t); µ^(t))
!)
dt
¡
Z 1
0
k(x(t); µ^(t))Vµ^(x(t); µ^(t))¡¿(x(t); µ^(t)) dt
+
Z 1
0
r(x(t))v(t)2 dt
=¡
Z 1
0
k(x(t); µ^(t)) _V(x(t); µ^(t)) dt+
Z 1
0
r(x(t))v(t)2 dt (5.1.16)
(5.1.16) 式の第一項は正なので v(t) = 0 のとき (5.1.16) 式は最小となる．し
たがって， ACLF V(x(t); µ^(t)) に基づく制御則 (5.1.11) 式は評価関数 (5.1.6)
式を最小化する．
5.1.2 変換係数の連続性
適応制御の場合の変換係数が連続となる条件を与える．
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定理 5.1.3 8x(t) 6= 0 で ¾1(x(t); µ^(t))，Vx(x(t); µ^(t))g2(x(t))，q(x(t))，r(x(t))
が連続且つ微分可能ならば，変換係数 (5.1.8) 式は 8x(t) 6= 0 で連続且つ微分
可能．
証明 5.1.3 (5.1.12) 式の H(x(t); µ^(t)) は H(x(t); k(x(t); µ^(t))) と表すことが
できる．すなわち，x(t) と k(x(t); µ^(t)) の関数と見做せる．制御則 (5.1.8) 式
を用いると関数 H(x(t); k(x(t); µ^(t))) の k(x(t); µ^(t)) に関する偏微分は次式で
与えられる．
Hk(x(t); k(x(t); µ^(t))) =
8>>>>>>><>>>>>>>:
¡¾2(x(t); µ^(t))
(Vx(x(t); µ^(t))g2(x(t)) 6= 0) (5.1.17a)
¾1(x(t); µ^(t))
(Vx(x(t); µ^(t))g2(x(t)) = 0) (5.1.17b)
(5.1.17a) 式は 8x 6= 0 で ¾2(x(t); µ^(t)) > 0．(5.1.17b) 式は V(x(t); µ^(t)) が
ACLF であることから 8x(t) 6= 0 で ¾1(x(t); µ^(t)) < 0．したがって，8x(t) 6= 0
でHk(x(t); k(x(t); µ^(t))) < 0となる．陰関数定理より，8x(t) 6= 0で ¾1(x(t); µ^(t))，
Vx(x(t); µ^(t))g2(x(t))，q(x(t))，r(x(t)) が連続且つ微分可能ならば，8x(t) 6= 0
で k(x(t); µ^(t)) 連続且つ微分可能となる．
5.2 数値例
定理 5.1.1 で得られる適応制御則を検証するため，未知パラメータを含むシ
ステムを対象としたシミュレーションを行った結果を示す．数値例 4.2 と同じ
システムを用い，真値からのずれを未知パラメータとしている．
Example 3) (5.2.1) 式で表される 2 次元システムとする．評価関数は数値
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例 4.2 と同じ (5.2.2) 式とする．
_x1(t) = x2(t)
_x2(t) = ¡x1(t)
³¼
2
+ arctan (5x1(t))
´
¡ 5x21(t)
2(1+25x21(t))
+ (3:5 + µ)x2(t) + 3u(t)
(5.2.1)
J =
Z 1
0
¡
x22(t) + u
2(t)
¢
dt (5.2.2)
ここで，未知パラメータの真値は µ = 0:5 である．未知パラメータを既知とし
た場合，数値例 4.2 と同じシステムとなるため，最適制御則は (4.2.4) 式と同
じになる．すなわち次式．
u(t) = ¡3x2(t) (5.2.3)
一方，(2.7.12) 式より ACLF は次式となる．
V(x(t); µ^(t)) = 1
2
(
x21(t) + (c1x1(t) + x2(t))
2 +
1
¡
(µ ¡ µ^(t))2
)
(5.2.4)
(5.2.4) 式の ACLF から Backstepping による制御則は次式となる．
uBS(t) =
1
3
(
x1(t)
³¼
2
+ arctan (5x1(t))¡ c1c2 ¡ 1
´
+
5x21(t)
2 (1 + 25x21(t))
¡ x2(t)
³
c1 + c2 + 3:5 + µ^(t)
´)
(5.2.5)
(5.2.4)式の ACLFに定理 5.1.1を適用して得られる制御則と変換係数は (5.2.6)
式，(5.2.7) 式，(5.2.8) 式となる．
u(t) = ¡3
2
k(x(t)) (c1x1(t) + x2(t)) (5.2.6)
k(x(t); µ^(t)) =
8>>>>>>>>><>>>>>>>>>:
2
¾1(x(t); µ^(t)) + ¾2(x(t); µ^(t))
f3 (c1x1(t) + x2(t))g2³
Vx(x(t); µ^(t))g(x(t)) 6= 0
´
(5.2.7a)
¡ x
2
2(t)
¾1(x(t); µ^(t))
³
Vx(x(t); µ^(t))g(x(t)) = 0
´
(5.2.7b)
0 (¹x2 = 0) (5.2.7c)
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¾1(x(t); µ^(t)) =x1(t)x2(t)¡ (c1x1(t) + x2(t))
£
(
x1(t)
³¼
2
+ arctan (5x1(t))
´
+
5x21(t)
2 (1 + 25x21(t))
¡ x2(t)
³
c1 + 3:5 + µ^(t)
´)
(5.2.8)
¾2(x(t); µ^(t)) =
q
¾21(x(t); µ^(t)) + f3x2(t) (c1x1(t) + x2(t))g2 (5.2.9)
注意 6.1.1 で述べたように，x1(t) 6= 0 かつ x2(t) = 0 のとき q(x(t)) = 0 とな
るので，定理 5.1.1 を適用するには ¾1(x(t); µ^(t)) 6= 0 を証明しなければなら
ない．実際，(5.2.8) 式から x2(t) = 0 のとき (5.2.10) 式を得ることができる
ので，(5.2.4) 式 の ACLF に定理 5.1.1 を適用することは可能である．
¾1(x(t); µ^(t)) = ¡c1x21(t)
³¼
2
+ arctan(5x1(t))
´
¡ 5c1x
3
1(t)
2(1 + 25x21(t))
< 0
(q(x(t)) = 0) (5.2.10)
比較のため，未知パラメータを既知とした場合の最適制御則 (4.2.4) 式の軌
道も与える．
シミュレーション結果は Fig. 5.2.1 - 5.2.5 である．初期状態は x(0) =
( ¡1:0 5:0 )T，設計パラメータは ci = 1，¡ = 1．評価関数値 J は 表 4.2.1
となる．
Fig. 5.2.1 - 5.2.3 は提案する制御則の軌道が最適軌道に近いことを示してい
る．また表 5.2.1 から評価関数値についても提案する制御則は Backstepping
制御則よりも小さい値となり最適値に近いことを示している．
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表 5.2.1: 評価関数値 J
Optimal Proposed Backstepping
Example 3) 25.3 25.8 27.1
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Fig. 5.2.1: Time histories of x1(t) : Example 3)
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Fig. 5.2.2: Time histories of x2(t) : Example 3)
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Fig. 5.2.3: Time histories of u(t) : Example 3)
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Fig. 5.2.4: Time history of k(x(t); µ^(t)) : Example 3)
 0.0
 0.5
 1.0
 1.5
 2.0
 2.5
 3.0
 3.5
 4.0
   0    1    2    3    4    5
Th
et
a 
ha
t
Time[s]
Proposed
Backstepping
Fig. 5.2.5: Time histories of µ^(t) : Example 3)
55
第6章 変換係数と CLF を用いた
L2 ゲイン性能を保証する
非線形ロバスト制御則
6.1 L2 ゲイン保証非線形ロバスト制御則の設計
CLF と変換係数を用いて HJI 方程式を満たす改良 CLF の設計を行う．改
良 CLF により非線形ロバスト制御則及び L2 ゲインの下界条件を得ることが
できる．得られる制御則により評価関数が鞍点となることを示す．また改良
CLF が連続となる条件についても述べる．
この章では次の外乱を有する Strict-Feedback システムを対象とする．
_xi(t) = fi (¹xi(t)) + g1i(¹xi(t))w(t) + g2i (¹xi(t))xi+1(t); i = 1; ¢ ¢ ¢ ; n¡ 1
(6.1.1)
_xn(t) = fn (¹xn(t)) + g1n(¹xn(t))w(t) + g2n (¹xn(t))u(t) (6.1.2)
ここで，xi(t) 2 Rは i番目の状態変数，¹xi(t) 2 Ri は ¹xi(t) = (x1(t); ¢ ¢ ¢ ; xi(t))
の i 次の状態変数ベクトル，w(t) 2 Rq は q 次の外乱ベクトル，u(t) 2 R は
スカラーの制御入力，fi(¹xi(t)) 2 Ri ! R は fi(0) = 0 を満たすスカラー関数，
g1i(¹xi(t)) 2 Ri ! Rq は q 次のベクトル関数を表す．g2i(¹xi(t)) 2 Ri ! R は
8¹xi(t) で g2i(¹xi(t)) 6= 0 を満たすスカラー関数．
(6.1.1)， (6.1.2) 式をまとめ，次式のように表す．
_x(t) = f(x(t)) + g1(x(t))w(t) + g2(x(t))u(t) (6.1.3)
ここで，x(t) 2 Rn は x(t) = (x1(t); ¢ ¢ ¢ ; xn(t))の n 次の状態変数ベクトル，
f(x(t)) 2 Rn ! Rn は f(x(t)) = (f1(¹x1(t)) +g21(¹x1(t))x2(t); ¢ ¢ ¢ ; fn(¹xn(t)))
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の n 次のベクトル関数，g1(x(t)) 2 Rn ! Rn£q は g1(x(t)) = (gT11(¹x1);
¢ ¢ ¢ ; gT1n(¹xn))T の n £ q 次の行列値関数を表す．g2(x(t)) 2 Rn ! Rn は
g2(x(t)) = (0; ¢ ¢ ¢ ; g2n(¹xn(t)))T の n 次のベクトル関数を表す．
制御出力ベクトルを次式で表す．
z(t) = h(x(t)) (6.1.4)
ここで，z(t) 2 Rr は r 次の制御出力ベクトル，h(x(t)) 2 Rn ! Rr は 8x 6= 0
で h(x) 6= 0 と h(0) = 0 を満たす r 次のベクトル関数を表す．
このとき，HJI 方程式は次式となる．
H(x(t)) = _V(x(t)) + kz(t)k2 + u2(t)¡ °2kw(t)k2
=Vx(x(t))f(x(t)) + 1
4°2
°°°¡Vx(x(t))g1(x(t))¢T°°°2
¡ 1
4
³
Vx(x(t); µ^(t))g2(x(t))
´2
+ kz(t)k2
=0 (6.1.5)
次の定理は変換係数を用いた CLF の ISS-CLF への変換手法，ロバスト制
御則，及び L2 ゲインの下界条件を与える．
定理 6.1.1 外乱 w(t) の無いシステム (6.1.3) 式，すなわち 8w(t) = 0のシス
テムに対し，CLF V(x(t)) が存在し，° が 8x(t) で次の (6.1.6) 式を満足する
と仮定する．
°2 >
8>>>>>>>>>>><>>>>>>>>>>>:
k (Vx(x(t))g1(x(t)))T k2
(Vx(x(t))g2(x(t)))2
(Vx(x(t))g2(x(t)) 6= 0) (6.1.6a)
k (Vx(x(t))g1(x(t)))T k2kz(t)k2
(Vx(x(t))f(x(t)))2
(Vx(x(t))g1(x(t)) 6= 0;Vx(x(t))g2(x(t)) = 0) (6.1.6b)
0 (Vx(x(t))g1(x(t)) = 0;Vx(x(t))g2(x(t)) = 0) (6.1.6c)
次の (6.1.7) 式を満足する ~V(x(t)) を定義する．
_~V(x(t)) = k(x(t)) _V(x(t)) (6.1.7)
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ここで変換係数 k(x(t)) は次の (6.1.8) 式と (6.1.9) 式で与えられる．
k(x(t)) =
8>>>>>>>>><>>>>>>>>>:
2
Vx(x(t))f(x(t)) +
q
(Vx(x(t))f(x(t)))2 + ¾(x(t))kz(t)k2
¾(x(t))
(¾(x(t)) 6= 0) (6.1.8a)
¡ kz(t)k
2
Vx(x(t))f(x(t)) (¾(x(t)) = 0) (6.1.8b)
0 (x = 0) (6.1.8c)
¾(x(t)) = ¡ 1
°2
k (Vx(x(t))g1(x(t)))T k2 + (Vx(x(t))g2(x(t)))2 (6.1.9)
このとき，8x(t) 6= 0 で k(x(t)) > 0 となり，(6.1.7) 式の ~V(x(t)) は 制御則
(6.1.11) 式と 外乱 (6.1.10) 式に対し ISS-CLF となる．
w(t) =
1
2°2
k(x(t))gT1 (x(t))VTx (x(t)) (6.1.10)
u(t) = ¡1
2
k(x(t))gT2 (x(t))VTx (x(t)) (6.1.11)
また同時に，~V(x(t)) は HJI 方程式 (6.1.5) 式を満足し，システムは原点に漸
近安定且つ ° 以下の L2 ゲインを持つ．
証明 6.1.1 まず 8x(t) 6= 0 で k(x(t)) > 0 を証明する．(6.1.8a) 式について，
Vx(x(t))g2(x(t)) 6= 0 の場合と Vx(x(t))g2(x(t)) = 0 の場合に分けて証明する．
Vx(x(t))g2(x(t)) 6= 0 の場合，(6.1.6a) 式より 8x(t) 6= 0 で ¾(x(t)) > 0 な
ので k(x(t)) > 0 となる．Vx(x(t))g2(x(t)) = 0 の場合，(2.1.1) 式と (6.1.6b)
式から (6.1.8a) 式の分母分子共に負なので k(x(t)) > 0 となる．(6.1.8b) 式
の場合，¾(x(t)) = 0 のとき Vx(x(t))g2(x(t)) = 0 となることと，(2.1.1) 式
から Vx(x(t))f(x(t)) < 0 になることより k(x(t)) > 0 となる．したがって，
8x(t) 6= 0 で k(x(t)) > 0 となる．
次に ~V(x(t)) が正定関数であることを証明する． _V(x(t)) は外乱 w(t) に依存
してその値が変化するため _V(x(t)) > 0， _V(x(t)) < 0， _V(x(t)) = 0 のそれぞれ
の場合に分けて証明する．x(t) 6= 0 のとき ~V(x(t)) の初期値を正， x = 0 のと
き ~V(x(t)) = 0 と仮定する． _V(x(t)) > 0の場合，_~V(x(t)) = k(x(t)) _V(x(t)) > 0
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となり， ~V(x(t)) は t に関して単調増加関数となるので，~V(x(t)) の値は正に
留まる． _V(x(t)) < 0 の場合， _~V(x(t)) = k(x(t)) _V(x(t)) < 0 となり，~V(x(t))
は t に関して単調減少関数となる．定義 2.3.1 より ½¡1(jw(t)j) · jx(t)j を満
たすので，x(t) = 0 のとき w(t) = 0 且つ， _V(x(t)) = 0 となる．したがって、
_V(x(t)) < 0 のとき ~V(x(t)) > 0 であり，また x(t) = 0 のとき ~V(x(t)) = 0 と
なる．以上より，~V(x(t)) は正定関数となる．
外乱 (6.1.10) 式の下で制御則 (6.1.11) 式によりシステムが漸近安定となる
ことを証明する．外乱 (6.1.10) 式と制御則 (6.1.11) 式を用いると，システム
(6.1.3) 式に沿った CLF V(x(t)) の時間微分は次式となる．
_V(x(t))
= Vx(x(t))f(x(t)) + Vx(x(t))g1(x(t))w(t) + Vx(x(t))g2(x(t))u(t)
· Vx(x(t))f(x(t)) + 1
2°2
k(x(t))k (Vx(x(t))g1(x(t)))T k2
¡ 1
2
k(x(t)) (Vx(x(t))g2(x(t)))2
=
8>>>><>>>>:
¡
q
(Vx(x(t))f(x(t)))2 + ¾(x(t))kz(t)k2 (¾(x(t)) 6= 0) (6.1.12a)
Vx(x(t))f(x(t)) (¾ = 0) (6.1.12b)
0 (x = 0) (6.1.12c)
(6.1.12a) 式の ¾(x(t)) 6= 0 のとき，8x(t) 6= 0 で ° は (6.1.6a) 式を満たす
ので ¾(x(t)) > 0 となり，8x(t) 6= 0 で z(t) 6= 0 なので，(6.1.12a) 式は負
となる．(6.1.12b) 式の ¾(x(t)) = 0 のとき，V(x(t)) は CLF であり (2.1.1)
式を満たすので，(6.1.12b) 式もまた負となる．8x(t) 6= 0 で k(x(t)) > 0 と
_V(x(t)) < 0 なので (6.1.7) 式より，8x(t) 6= 0 で _~V(x(t)) < 0 となる．また，
k(0) = 0， _V(0) = 0 より _~V(0) = 0．以上より，制御則 (6.1.11) 式を用いたシス
テム (6.1.3)式の解は，LaSalleの不変原理 [50]により，X = fx j _~V(x(t)) = 0g
を含む最大の不変集合 S に収束する．不変集合 S は原点のみのため，システ
ムは原点へ漸近安定となる．したがって，~V(x(t)) は ISS-CLF である．
~V(x(t)) が HJI 方程式を満たすことを証明する．(6.1.5) 式に V(x(t)) の代
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わりに ~V(x(t)) を代入し，外乱 (6.1.10) 式と制御則 (6.1.11) 式及び変換係数
(6.1.8) 式を用いると次式を得る．
H(x(t)) = _~V(x(t)) + s(t)
=k(x(t))Vx(x(t))f(x(t)) + 1
4°2
k2(x(t))k (Vx(x(t))g1(x(t)))T k2
¡ 1
4
k2(x(t)) (Vx(x(t))g2(x(t)))2 + kz(t)k2
=k(x(t))Vx(x(t))f(x(t))¡ 1
4
k2(x(t))¾(x(t)) + kz(t)k2
=0 (6.1.13)
したがって，8x(t) で ~V(x(t)) は HJI 方程式を満たす．
最後に，システムが L2 ゲインを持つことを示す．(6.1.13) 式より次式を
得る．
k(x(t)) _V(x(t)) = _~V(x(t))
=¡ s(t)
=¡ kz(t)k2 ¡ u2(t) + °2kw(t)k2 (6.1.14)
(6.1.14) 式を 0 から 1 まで積分する．Z 1
0
_~V(x(t))dt =
Z 1
0
³
¡ kz(t)k2 ¡ u2(t) + °2kw(t)k2
´
dt (6.1.15)
~V(x(0)) を °0 とすれば， (6.1.15) 式は (2.4.1) 式と等価なので，システムは
° 以下の L2 ゲインを持つ．
注意 6.1.1 定理 6.1.1 の L2 ゲイン ° は x(t) の関数 °(x(t)) とすることでよ
り小さい L2 ゲイン の設計が可能である．°(x(t)) が下界条件 (6.1.6) 式を満
たすように設計することは容易なことから， L2 ゲイン °(x(t)) を限界まで小
さくし，外乱の影響を抑えた制御則設計が可能となる．
6.1.1 鞍点定理
次の定理は外乱 (6.1.11) 式と制御則 (6.1.10) 式が評価関数の鞍点となるこ
とを与える．
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定理 6.1.2 (2.6.5) 式の評価関数 J は，CLF V(x(t)) を用いた中で，外乱
(6.1.11) 式で最大，制御則 (6.1.10) 式で最小となる．
証明 6.1.2 システム (6.1.3) 式へ外乱 (6.1.11) 式と制御則 (6.1.10) 式を用い
ると，(2.6.5) 式の評価関数 J は (6.1.13) 式を使うことで (6.1.16) 式となる．
J =
Z 1
0
½
¡ k(x(t))Vx(x(t))f(x(t))¡ 1
4°2
k(x(t))
°°°(Vx(x(t))g1(x(t)))T°°°2
+
1
4
k(x(t)) (Vx(x(t))g2(x(t)))2 + u2(t)¡ °2kw(t)k2
¾
dt
=
Z 1
0
½
¡ k(x(t))Vx(x(t))f(x(t))
¡ 1
°2
k(x(t))Vx(x(t))g1(x(t))w(t)¡ k(x(t))Vx(x(t))g2(x(t))u(t)
¡ °2
°°°°w(t)¡ 12°2k(x(t))gT1 (x(t))VTx (x(t))
°°°°2
+
µ
u(t) +
1
2
k(x(t))gT2 (x(t))VTx (x(t))
¶2¾
dt
=¡
Z 1
0
_~V(x)dt
=~V(x(0)) (6.1.16)
ここで，システムが漸近安定であることより ~V(x(1)) = 0 である．よって，
(2.6.5) 式の評価関数は外乱 (6.1.11) 式で最大，制御則 (6.1.10) 式で最小と
なる．
注意 6.1.2 外乱が (6.1.11) 式，制御則が (6.1.10) 式のとき，評価関数 J は 初
期値 x(0) と CLF V(x(t)) の関数となる．すなわち，J (x(0);V(x(t)))．V(x(t))
の場合も，外乱 (2.6.6) 式と制御則 (2.6.4) 式より，評価関数は x(0) と V(x(t))
の関数 J (x(0);V(x(t))) となる．定理 6.1.1 は HJI 方程式満たし，評価関
数 J の鞍点を与える制御則の設計を可能とするが， L2 が同じ場合でも評価
関数 J (x(0);V(x(t))) と J (x(0);V(x(t))) の値は異なり，J (x(0);V(x(t))) ·
J (x(0);V(x(t))) となる．J (x(0);V(x(t))) = J (x(0);V(x(t))) となるのは
V(x(t)) = V(x(t)) のときのみである．
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6.1.2 変換係数の連続性
次の定理は制御則 (6.1.11) 式と変換係数 (6.1.8) 式が連続となる条件を与
える．
定理 6.1.3 8x(t)で f(x(t))，g1(x(t))，g2(x(t))，z(t)が一様に連続，CLF V(x(t))
が C1 に属するとき，変換係数 k(x(t))は8x(t) 6= 0で一様に連続．次の (6.1.17)
式を満たすとき，制御則 (6.1.11) 式は 8x(t) で一様に連続となる．
lim
x!0
¡ kz(t)k
2
Vx(x(t))f(x(t)) <1 (6.1.17)
証明 6.1.3 8x(t) 6= 0 で 変換係数 k(x(t)) が一様に連続となることを示す．仮
定より (6.1.8a)式，(6.1.8b)式はそれぞれ一様に連続．V(x(t))は CLFであるか
ら Vx(x(t))g2(x(t)) = 0 のとき Vx(x(t))f(x(t)) < 0．したがって，¾(x(t))! 0
のとき (6.1.8a) 式は 0
0
型の不定形となる．この場合，ロピタルの定理が適用
できる．(6.1.8a) 式の分母分子を ¾(x(t)) で偏微分すると次式を得る．
lim
¾!0
kz(t)k2p
(Vx(x(t))f(x(t)))2 + ¾kz(t)k2
=
kz(t)k2p
(Vx(x(t))f(x(t)))2
(6.1.18)
(6.1.18) 式は (6.1.8b) 式と等価なので，8x(t) 6= 0 で (6.1.8a) 式，(6.1.8b) 式
は連続となる．よって，変換係数 k(x(t)) は 8x(t) 6= 0 で一様連続となる．
次に制御則 (6.1.11) 式が 8x(t) で連続となることを示す．変換係数 k(x(t))
が 8x(t) 6= 0 で一様連続なので，制御則 (6.1.11) 式は 8x(t) 6= 0 で連続．
(6.1.17) 式より x(t)! 0 のとき変換係数 k(x(t)) は有界なので制御則 (6.1.11)
式は 0 に収束し 8x(t) で連続となる．
注意 6.1.3 条件式 (6.1.17) 式は分母分子の次数によって判定できる．分子の
次数が分母よりも大きければ (6.1.17) 式は 0 に収束し，分母分子の次数が等
しければ (6.1.17) 式は有界となる．制御出力 z(t) は h(x(t)) を適切に選択す
ることで設計できるため， (6.1.17) 式を満たすことは容易である．
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6.2 数値例
定理 6.1.1 で得られる制御則を検証するため，外乱入力のある 2 次元のシス
テムを対象としてシミュレーションを行った結果を示す．
Example 4) (6.2.1) 式で表される 2 次元システムを考える．
_x1(t) = x1(t) + x2(t)
_x2(t) = 0:1x
2
1(t)¡ sin(x2(t)) + x1(t)w(t) + u(t) (6.2.1)
制御出力ベクトルは (6.2.2) 式とする．
h(x(t)) =
Ã
x1(t)
x2(t)
!
(6.2.2)
(6.2.1) 式は 外乱 w(t) = 0 のとき，Strict-Feedback Form で表現されるシス
テムのため Backstepping を用いることで CLF と安定化制御則を得ることが
でき，それぞれ (6.2.3) 式，(6.2.4) 式となる．
V(x(t)) = 1
2
¡
5x21(t) + 4x1(t)x2(t) + x
2
2(t)
¢
(6.2.3)
uBS(t) = ¡5x1(t)¡ 3x2(t)¡ 0:1x21(t) + sin(x2(t)) (6.2.4)
ここで，設計パラメータは ci = 1 としている．(6.2.3) 式の CLF V(x(t)) に
定理 6.1.1 を適用すると制御則と変換係数はそれぞれ (6.2.5) 式，(6.2.6) 式と
なる．
uHJI(t) = ¡kHJI(x(t)) (2x1(t) + x2(t)) (6.2.5)
kHJI(x(t)) =
8>>>><>>>>:
2
¾(x(t)) + ¾HJI2(x(t))
¾HJI1(x(t))
(Vx(x(t))g2(x(t)) 6= 0) (6.2.6a)
5 (Vx(x(t))g2(x(t)) = 0) (6.2.6b)
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ここで，¾(x(t))，¾HJI1(x(t))，¾HJI2(x(t)) は次式である．
¾(x(t)) = (x1(t) + x2(t)) (5x1(t) + 2x2(t))
+ (2x1(t) + x2(t))
¡
0:1x21(t)¡ sin(x2(t))
¢
(6.2.7)
¾HJI1(x(t)) =
µ
1¡ 1
°2
x21(t)
¶
(2x1(t) + x2(t))
2 (6.2.8)
¾HJI2(x(t)) =
q
¾2(x(t)) + ¾HJI1(x(t)) (x21(t) + x
2
2(t)) (6.2.9)
L2 ゲイン の下界条件は (6.2.10) 式となる．
°2(x(t)) >
(
x21(t) (Vx(x(t))g2(x(t)) 6= 0) (6.2.10a)
0 (Vx(x(t))g2(x(t)) = 0) (6.2.10b)
注意 6.2.1 (6.2.6) 式，(6.2.10) 式において，Vx(x(t))g1(x(t)) に関する条件を
示していないのは，Vx(x(t))g2(x(t)) = 2x1(t) + x2(t) = 0 のとき
Vx(x(t))g1(x(t)) = x1(t)(2x1(t) + x2(t)) = 0 となるためであり．
Vx(x(t))g2(x(t)) = 0，もしくは Vx(x(t))g2(x(t)) 6= 0の条件だけを考慮するだ
けでよい．
制御則に用いる °¤ は (6.2.10) 式の ° よりも大きい値を選択しなければな
らない．下界条件を満たすように L2 ゲイン °¤ は (6.2.11) 式のように x(t) の
関数として与える．
°¤
2
(x(t)) =
8<:
x21(t)
1¡ ² (Vx(x(t))g2(x(t)) 6= 0) (6.2.11a)
0 (Vx(x(t))g2(x(t)) = 0) (6.2.11b)
ここで， ² は設計パラメータで 0 < ² < 0 とする．
比較のため定理 4.1.1 で提案する制御則も同じ条件でシミュレーションを行
う。制御則の設計は Backsteppingで得られた CLF (6.2.3) 式を用い，評価関
数は q(x(t)) = hT (x(t))h(x(t))，r(x(t)) = 1 とする．得られた制御則と変換係
数はそれぞれ (6.2.12) 式，(6.2.13) 式となる．
uHJB(t) = ¡kHJB(x(t)) (2x1(t) + x2(t)) (6.2.12)
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kHJB(x(t)) =
8>>>><>>>>:
2
¾(x(t)) + ¾HJB2(x(t))
¾HJB1(x(t))
(Vx(x(t))g2(x(t)) 6= 0) (6.2.13a)
5 (Vx(x(t))g2(x(t)) = 0) (6.2.13b)
ここで，¾(x(t))は (6.2.7) 式，¾HJB1(x(t))，¾HJB1(x(t)) は次式である．
¾HJB1(x(t)) = (2x1(t) + x2(t))
2 (6.2.14)
¾HJB2(x(t)) =
q
¾2(x(t)) + ¾HJB1(x(t)) (x21(t) + x
2
2(t)) (6.2.15)
Fig. 6.2.1 ～ 6.2.6 にシミュレーション結果を示す．ただし，システムの初
期状態 x(0) を x(0) = ( 5:0 0:0 )T，設計パラメータ ² を ² = 0:3，外乱入力
w(t)を w(t) = 5 sin(t)とした．図中，Proposed (HJI)は (6.2.5)式の定理 6.1.1
の制御則，Proposed (HJB)は (6.2.12)式の定理 4.1.1の制御則，Backstepping
は (6.2.4) 式の制御則である．Fig. 6.2.1，6.2.2 からわかるように定理 6.1.1の
制御則は外乱の影響が少なく原点近傍に早く収束しており，定理 4.1.1 の制御
則は Backstepping の制御則よりも原点近傍への収束は早いが，外乱の影響を
大きく受けていることが確認できる．
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Fig. 6.2.1: Time histories of x1(t) : Example 4)
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Fig. 6.2.2: Time histories of x2(t) : Example 4)
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第7章 結言
7.1 本論文で得られた成果
本論文では Strick-Feedback Formで表されるシステムを対象として，従来
与えられている非線形制御則設計手法よりも最適性，ロバスト性を向上させ
ることを目的に，新たな制御則設計手法を与えた．今までに無い新たな概念で
ある変換係数法を導入し，今までとは異なるアプローチで HJB 方程式や HJI
方程式の偏微分方程式を満たす解を構成し，それを用いて非線形準最適制御
系設計，非線形準最適適応制御系設計への拡張，非線形ロバスト制御系設計を
行った．
第 3章では，新しい概念である変換係数法を説明し，偏微分方程式の解を直
接求めずに，真の解とは異なる，任意の関数と変換係数により，偏微分方程式
を満たす関数の設計を可能にした．変換係数法を HJB 方程式に適用すること
で，大域的に HJB 方程式を満たす関数の設計を可能とした．HJB 方程式に変
換係数法を適用する場合，偏微分方程式は 2 次方程式を解く問題になり，偏
微分方程式を満たす関数を簡単に得ることができる．従来は，HJB 方程式を
満たす近似解を得る方法として数値計算が多く用いられてきたが，変換係数法
を用いることで解析的に偏微分方程式を満たす解を得ることを可能にした．こ
の点が従来手法と比べて有用であると考えられる．
第 4章で Backsteppingを用いて得られた CLFに変換係数法を適用し，HJB
方程式を満たす改良 CLF の設計と非線形準最適制御系設計を行った．CLF を
用いて変換係数を求めると，変換係数は大域的に正定な関数となり，一意に与
えられる．改良 CLF を用いて得られる制御則は，最適制御則と同じ構造の関
数になり，その違いは，変換係数がゲインとして制御則に掛り，そのゲインが
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HJB方程式を満たすように，制御則のフィードバック量を調整するようになっ
ている．これにより，大域的にシステムの漸近安定性を維持したまま，設計者
の意図した HJB 方程式を陽に考慮することができ，設計者の意図した評価関
数を小さくする制御則設計を可能としている．
第 5章は，未知パラメータを含むシステムに拡張し，適応 Backstepping で
得られる ACLF に変換係数法を適用し，HJB 方程式を満たす ACLF の設計
と非線形準最適適応制御系設計を行った．第 4章での結果と同様に，変換係数
は大域的に正定な関数となり，一意に与えられる．未知パラメータの推定値に
依存して評価関数値が変化するため，この場合は必ずしも設計者の意図した評
価関数を小さくするとは言えない．しかし，もし推定則が未知パラメータを良
く推定するので有れば，評価関数を小さくすることは可能なため，有用な制御
系設計法であろう．
第 6章は，変換係数法を HJI 方程式に適応し，L2 ゲイン性能を有する非
線形ロバスト制御系設計を行った．HJI 方程式の場合も，CLF を用いて設計
した変換係数は大域的に正定で一意に与えられる．従来 ISS-CLF の設計は限
定されたシステムのみであったが，変換係数法によって得られる改良 CLF は
ISS-CLF となるため，CLF が設計可能なシステムであるならば，ISS-CLF が
設計可能であることを示している．また，変換係数法は，従来の複雑な手順を
必要とせず，2 次方程式を解くという，非常に簡単な方法で CLF を ISS-CLF
に変換することが可能である．この点は従来の設計法に比べて優れていると言
えるであろう．また従来，非線形システムに L2 ゲイン性能を与える系統的な
制御系設計手法は見つかっていなかったが，提案手法を用いることで L2 ゲイ
ンの下界条件を得ることに成功し，L2 ゲイン性能を有するシステムの構築を
容易にした．
本論文で提案した変換係数法は，Strick-Feedback Form で表されるシステ
ムだけではなく，CLF を設計できる全ての非線形システムに適用可能であり，
非常にシンプルな計算方法で HJB 方程式や HJI 方程式を満たす非線形制御則
設計を可能としている．そのため，拡張性の高い制御系設計手法を与えた．
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7.2 今後の課題
変換係数法は非常にシンプルであり，解析的であることから，適用可能範囲
が広く，他のシステムへの拡張は容易に行えると期待できる．例えば，離散時
間システムへの適用が挙げられる．離散時間システムは，連続時間システム同
様に，離散 HJB 方程式や離散 HJI 方程式を導くことができる [51, 52]．離散
時間システムに対して，離散時間 CLF を得ることができれば [53]，差分型の
変換係数法を検討することで，離散時間システムの場合でも本論文で得られた
成果と同様な成果を得られる可能性がある．差分方程式に対して，変換係数が
存在するかどうかの検討が必要ではあるが，変換係数法のアイデアはシンプル
で制約が殆ど無いため，差分方程式に対しても変換係数を求められると予想さ
れる．さらに，離散時間システムに対して，変換係数法が適用可能であれば，
連続時間システムと離散時間システムの両方を扱うハイブリットシステム [54]
への拡張を検討することができるため，これも重要な課題として挙げておき
たい．
次に，非線形オブザーバー設計への適用が挙げられる．High Gain Observer
や [55], Circle Criterion [56]と言った非線形オブザーバー設計によって得られ
る Oberser Lyapunov Function (OLF) への変換係数法の適用である．実出力
と推定状態システムの出力との誤差を評価関数とし，オブザーバー用の HJB
方程式を導き，変換係数法を適用する．変換係数法により評価関数を小さくす
ることができれば，推定値の真値への収束を早められることが期待できる．ま
たオブザーバー用の HJI 方程式を同様に導くことができれば，ロバスト性の
向上が期待できる．
オブザーバーの設計が可能であるシステムならば，オブザーバー併合型制御
設計への拡張も挙げられる．オブザーバー併合型制御則の場合，実状態と状態
推定値の誤差が大きいときに，制御性能が劣化し，期待する制御性能を得るこ
とができないかもしれない．それに対して，その誤差を外乱と見做し，本論文
第 6章の方法を用いて，L2 ゲイン性能を有する制御則設計を行うことにより，
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状態推定値と真値の誤差のコントローラへの影響を小さくする設計の検討が可
能となるであろう．
その他に，設計者の意図する評価関数がより小さくなるように CLF のパラ
メータを決定する方法の検討も挙げられる．変換係数法を用いた場合，評価関
数は定理 4.1.2 の (4.1.14) 式で与えられる．(4.1.14) 式は CLF の関数のため，
CLF のパラメータを操作し，(4.1.14) 式の時間微分である (4.1.15) 式を大域
的に小さくするようにできれば，設計者の意図する評価関数をより小さくする
制御則設計が可能になると考えられる．
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