Suppose we would like to know all answers to a set of statistical queries C on a data set up to small error, but we can only access the data itself using statistical queries. A trivial solution is to exhaustively ask all queries in C. Can we do any better?
INTRODUCTION
Consider a data set D ⊆ {0, 1} d in which each element corresponds to an individual's record over d attributes. The goal of privacy-preserving data analysis is to enable rich statistical analyses on the data set while respecting individual privacy. The formal privacy guarantee we study is differential privacy [11] . Differential privacy is a rigorous notion of privacy which guarantees that the outcome of a statistical analysis is nearly indistinguishable on any two data sets that differ only in a single individual's data.
One of the most important classes of statistical queries on the data set are Boolean conjunctions, sometimes called contingency tables or marginal queries. See, for example, [3, 6, 19, 25] . A boolean conjunction corresponding to a subset S ⊆ [d] counts what fraction of the individuals have each attribute in S set to 1. A major open problem in privacy-preserving data analysis is to efficiently create a differentially private synopsis of the data set that accurately encodes answers to all Boolean conjunctions. In this work we give an algorithm with runtime polynomial in d, which outputs a differentially private data structure that represents all Boolean conjunctions up to an average error of 1%.
Our result is more general and applies to any collection of queries that can be described by a low sensitivity submodular function. Submodularity is a property that often arises in data analysis and machine learning problems [21] , including in problems for which privacy is a first-order design constraint. Imagine, for example, a social network on d vertices. A data analyst may wish to analyze the size of the cuts induced by various subsets of the vertices. Here, our result provides a data structure that represents all cuts up to a small average error. Another important example of submodularity is the set-coverage function, which given a set system over elements in some universe U, represents the number of elements that are covered by the union of any collection of the sets.
The size of our data structure grows exponentially in the inverse error desired, and hence we can represent submodular functions only up to constant error if we want polynomial query complexity. Can any efficient algorithm do even better? We give evidence that in order to do better, fundamentally new techniques are needed. Specifically, we show that no polynomial-time algorithm can do substantially better if the algorithm permits an implementation that only accesses the database through statistical queries, regardless of whether such an implementation is privacy-preserving. (A statistical query is given by a function q : {0, 1} d → {0, 1}, to which the answer is ¾ x∈D [q(x)].)
How do we show this? First, putting aside privacy concerns, we pose the following question: How many statistical queries to a data set are necessary and sufficent in order to approximately answer all queries in a class C? We show that the number of statistical queries necessary and sufficient for this task is, up to a factor of O(d), equal to the agnostic learning complexity of C (over arbitrary distributions) in Kearns' statistical query (SQ) model [20] . Now, using an SQ lower bound for agnostically learning monotone conjunctions shown by Feldman [13] , this connection implies that no polynomial-time algorithm operating in the SQ-model can release even monotone conjunctions to subconstant error. (Since releasing submodular functions is even more general, the lower bound carries over to that setting as well.)
While the characterization above is independent of privacy concerns, it has two immediate implications for private data release:
• Firstly, it also characterizes what can be released in the local privacy model of Kasiviswanathan et al. [18] ; this follows from the fact that [18] showed that SQ algorithms are precisely what can be computed in the local privacy model.
• Secondly, and perhaps even more importantly, it gives us the claimed unconditional lower bounds on the running time of any query-release algorithm that permits an implementation using only statistical queries-regardless of whether its privacy analysis can be carried out in the local privacy model. To our knowledge, this class includes almost all privacy preserving algorithms developed to date, including the recently introduced Median Mechanism [23] and Multiplicative Weights Mechanism [15] 1 . Note that these mechanisms cannot be implemented in the local privacy model while preserving their privacy guarantees, because they will have to make too many queries. Indeed, they are capable of releasing conjunctions to subconstant error! Yet, they can be implemented using only statistical queries, and so our lower bounds apply to their running time.
To summarize, our results imply that if we want to develop efficient algorithms to solve the query release problem for classes as expressive as monotone conjunctions (itself an extremely simple class!), we need to develop techniques that are able to sidestep this statistical query barrier. On a conceptual level, our results present 1 A notable exception is the private parity-learning algorithm of [18] , which explicitly escapes the statistical query model.
new reductions from problems in differential privacy to problems in learning theory.
Overview of our results
In this section we give an informal statement of our theorems with pointers to the relevant sections. Our theorem on approximating submodular functions is proved in Section 3.2. The definition of submodularity is found in the Preliminaries (Section 2).
In Section 4 we then show how this algorithm gives the following differentially private release mechanism for Boolean conjunctions. The definition of differential privacy is given in Section 2.
There is an ε-differentially private algorithm with runtime d O(log(1/β)/α 2 ) which releases the set of Boolean conjunctions with error at most α on a 1 − β fraction of the queries provided that |D| ≥ d O(log(1/β)/α 2 ) /ε .
Our theorem can be refined to give an α-approximation to a 1 − β fraction of the set of w-way conjunctions (conjunctions of width w) for all w ∈ {1, ..., d}. Nevertheless, our algorithm has the property that the error may be larger than α on a small fraction of the queries. We note, however, that for β ≤ α p /2 our guarantee is stronger than error α in the L p -norm which is also a natural objective that has been considered in other works. For example, Hardt and Talwar study error bounds on mechanisms with respect to the Euclidean norm across all answers [16] . From a practical point of view, it also turns out that some privacy-preserving algorithms in the literature indeed only require the ability to answer random conjunction queries privately, e.g., [17] .
Finally, in Section 5, we study the general query release problem and relate it to the agnostic learning complexity in the Statistical Query model. Theorem 1.3. Suppose there exists an algorithm that learns a class C up to error α under arbitrary distributions using at most q statistical queries. Then, there is a release mechanism for C that makes at most O(qd/α 2 ) statistical queries.
Moreover, any release mechanism for C that makes at most 2q statistical queries implies an agnostic learner that makes at mostueries.
While both reductions preserve the query complexity of the problem neither reduction preserves runtime. We also note that our equivalence characterization is more general than what we stated: the same proof shows that agnostic learning of a class C is (up to small factors) information theoretically equivalent to releasing the answers to all queries in a class C for any class of algorithms that may access the database only in some restricted manner. The ability to make only SQ queries is one restriction, and the requirement to be differentially private is another. Thus, we also show that on a class by class basis, the privacy cost of releasing the answers to a class of queries using any technique is not much larger than the privacy cost of simply optimizing over the same class to find the query with the highest value, and vice versa.
Our techniques.
Our algorithm is based on a structural theorem about general submodular functions f : 2 U → [0, 1] that may be of independent interest. Informally, we show that any submodular function has a "small" "approximate" representation. Specifically, we show that for any α > 0, there exist at most |U| 2/α submodular functions g i such that each g i satisfies a strong Lipschitz condition, and for each S ⊂ U, there exists an i such that f (S ) = g i (S ). We then take advantage of Vondrak's observation that Lipschitz-continuous submodular functions are self-bounding, which allows us to apply recent dimension-free concentration bounds for self-bounding functions [26] . These concentration results imply that if we associate each function g i with its expectation, and respond to queries f (S ) with ¾[g i (S )] for the appropriate g i , then most queries are answered to within only α additive error. This yields an algorithm for learning submodular functions over product distributions, which can easily be made privacy preserving.
Our characterization of the query complexity of the release problem in the SQ model uses the multiplicative weights method [22, 1] similar to how it was used recently in [15] . That is we maintain a distribution over the universe on which the queries are defined. What is new is the observation that an agnostic learning algorithm for a class C can be used to find a query from C that distinguishes between the true data set and our distribution as much as possible. Such a query can then be used in the multiplicative weights update to reduce the relative entropy between the true data set and our distribution significantly. Since the relative entropy is nonnegative there can only be a few such steps before we find a distribution which provides a good approximation to the true data set on all queries in the class C.
Related Work
Learning Submodular Functions.
The problem of learning submodular functions was introduced by Balcan and Harvey [2] ; their PAC-style definition differs from previously studied point-wise learning approaches [14, 24] . For product distributions, Balcan and Harvey give an algorithm for learning monotone, Lipschitz continuous submodular functions up to constant multiplicative error using only random examples. [2] also give strong lower bounds and matching algorithmic results for nonproduct distributions. Our main algorithmic result is inspired by their concentration-of-measure approach. Our model is different from theirs, which makes our results incomparable. We introduce a decomposition that allows us to learn arbitrary (i.e. potentially non-Lipschitz, non-monotone) submodular functions to constant additive error. Moreover, our approach makes value queries to the submodular function, which are prohibited in the model studied by [2] .
Information Theoretic Characterizations in Privacy.
Kasiviswanathan et al. [18] introduced the centralized and local models of privacy and gave information theoretic characterizations for which classes of functions could be learned in these models: they showed that information theoretically, the class of functions that can be learned in the centralized model of privacy is equivalent to the class of functions that can be agnostically PAC learned, and the class of functions that can be learned in the local privacy model is equivalent to the class of functions that can be learned in the SQ model of Kearns [20] .
Blum, Ligett, and Roth [6] considered the query release problem (the task of releasing the approximate value of all functions in some class) and characterized exactly which classes of functions can be information theoretically released while preserving differential privacy in the centralized model of data privacy. They also posed the question: which classes of functions can be released using mechanisms that have running time only polylogarithmic in the size of the data universe and the class of interest? In particular, they asked if conjunctions were such a class.
In this paper, we give an exact information theoretic characterization of which classes of functions can be released in the SQ model, and hence in the local privacy model: we show that it is exactly the class of functions that can be agnostically learned in the SQ model. We note that the agnostic SQ learnability of a class C (and hence, by our result, the SQ releasability of C) can also be characterized by combinatorial properties of C, as done by Blum et al. [5] and recently Feldman [13] .
Lower bounds and hardness results.
There are also several conditional lower bounds on the running time of private mechanisms for solving the query release problem. Dwork et al. [12] showed that under standard cryptographic assumptions, there exists a class of functions that can be privately released using the mechanism of [6] , but that no mechanism which outputs a data set and which runs in polynomial time (in the dimension of the data space) can privately release. Ullman and Vadhan [25] extended this result to simple classes of functions. In particular, they showed that under standard cryptographic assumptions, no polynomial time mechanism which outputs a data set can answer even the set of d 2 conjunctions of size 2! Both of these lower bounds apply only to the class of mechanisms which output data sets, rather than some other data structure encoding their answers. In fact, because there are only d 2 conjunctions of size 2 in total, the hardness result of [25] does not hold if the mechanism is allowed to output some other data structuresuch a mechanism can simply privately query each of the d 2 questions.
We circumvent the hardness result of [25] by outputting a data structure rather than a synthetic data set. We also prove a new unconditional (information theoretic) lower bound on algorithms for privately releasing monotone conjunctions that applies to the class of algorithms that interact with the data using only SQ queries: no such polynomial time algorithm can release monotone conjunctions with o(1) average error. We note that our lower bound does not depend on the output representation of the algorithm. Because almost all known private algorithms can indeed be implemented using statistical queries, this provides a new perspective on sources of hardness for private query release. We note that information theoretic lower bounds on the query complexity imply lower bounds on the running time of such differentially private algorithms.
Kasiviswanathan et al. [19] show that average error of Ω(1/ √ n) is necessary from a privacy point of view (i.e. independent of running time) for mechanisms which answer all conjunctions of constant size, extending work by Dinur and Nissim [9] who showed average error Ω(1/ √ n) is necessary for random queries.
Interactive private query release mechanisms.
Recently, Roth and Roughgarden [23] and Hardt and Rothblum [15] gave interactive private query release mechanisms that allow a data analyst to ask a large number of questions, while only expending their privacy budgets slowly. Their privacy analyses depend on the fact that only a small fraction of the queries asked necessitate updating the internal state of the algorithm. However, to answer large classes of queries, these algorithms need to make a large number of statistical queries to the database, even though only a small number of statistical queries result in update steps! Intuitively, our characterization of the query complexity of the release problem in the SQ model is based on two observations: first, that it would be possible to implement these interactive mechanisms using only a small number of statistical queries if the data analyst was able to ask only those queries that would result in update steps, and second, that finding queries that induce large update steps is exactly the problem of agnostic learning.
PRELIMINARIES

Differential privacy and counting queries.
We study the problem of answering counting queries over a database while preserving differential privacy. Given an arbitrary domain X, we consider databases D ∈ X * of size |D| = n. Two databases D and D are called adjacent if one can be obtained from the other by adding a single data item, i.e., D = D ∪ {x} for some x ∈ X. We are interested in algorithms (or mechanisms) that map databases to some abstract range R while satisfying ε-differential privacy: Definition 2.1 (Differential Privacy [11] ). A mechanism M : X * → R satisfies ε-differential privacy if for all S ⊂ R and every pair of two adjacent databases D, D , we have
A counting query is specified by a predicate q : X → [0, 1]. We will denote the answer to a count query (with some abuse of notation) by q(D) = 1 n x∈D q(X) . Note that a count query can differ by at most 1/n on any two adjacent databases. In particular, adding Laplacian noise of magnitude 1/εn, denoted Lap(1/εn), guarantees ε-differential privacy on a single count query (see [11] for details).
The statistical query model and its connection to differential privacy.
We will state our algorithms in Kearns' statistical query (SQ) model. In this model an algorithm A O can access a distribution D over a universe X only through statistical queries to an oracle O.
That is, the algorithm may ask any query q : X → [0, 1] and the oracle may respond with any answer a satisfying |a − ¾ x∼D q(x)| ≤ τ . Here, τ is a parameter called the tolerance of the query.
In the context of differential privacy, the distribution D will typically be the uniform distribution over a data set of size n. A statistical query is then just the same as a counting query as defined earlier. Since SQ algorithms are tolerant to noise it is not difficult to turn them into differentially private algorithms using a suitable oracle. This observation is not new, and has been used previously, for example by Blum et al. [4] and Kasiviswanathan et al. [18] . Proposition 2.1. Let A denote an algorithm that requires k queries of tolerance τ. Let O denote the oracle that outputs ¾ x∼D q(x) + Lap(k/nε). Then, the algorithm A O satisfies ε-differential privacy and with probability at least 1 − β, the oracle answers allueries with error at most τ provided that n ≥ k(log k+log(1/β)) ετ .
Proof. The first claim follows directly from the properties of the Laplacian mechanism and the composition property of ε-differential privacy. To argue the second claim note that r(|Lap(σ)| ≥ τ) ≤ exp(−τ/σ) . Using that σ = k/nε and the assumption on n, we get that this probability is less than β/k. The claim now follows by taking a union bound over all k queries.
Query release.
A concept class (or query class) is a distribution over concepts (or predicates) from X → [0, 1], e.g., the uniform distribution over a finite set of predicates. Definition 2.2 (Query Release). Let C be a concept class. We say that an algorithm A (α, β)-releases C over a data set D if
Specifically, we are interested in algorithms which release C using few statistical queries to the underlying data set. We will study the query release problem when the function q → q(D) can be described by a submodular function defined next.
Submodularity.
Given a universe U, a function f :
Definition 2.3. We say that an algorithm A (α, β)-approximates a function f :
APPROXIMATING SUBMODULAR FUNCTIONS
Our algorithm for approximating submodular functions is based on a structural theorem, together with some strong concentration inequalities for submodular functions (see Section A). In this section, we prove our structure theorem, present our algorithm, and prove its correctness.
Monotone Submodular Functions
We begin with a simpler version of the structure theorem: Note that the lemma applies to non-monotone submodular functions f too; however, since our proofs require the stronger condition sup x∈V B ,S ⊆V B |∂ x g(S )| ≤ α for our proofs, the lemma will only be sufficient for releasing monotone submodular functions (where it holds that |∂ x g(S )| ≤ α ⇐⇒ ∂ x g(S ) ≤ α). We will come back to the non-monotone case later.
Proof. We give a proof by construction. Assume an ordering ≺ on the set U. We analyze a collection of sets I generated by the following procedure:
if ∂ x f (B i ) > α then I ← I ∪ {B i ∪ {x}} I ← I ∪ I First observe that |I| ≤ |U| 1/α because for any i:
(1)
Therefore, it must be that |B i | ≤ 1/α, and there are at most |U| 1/α such sets over |U| elements. The time required to construct I is at most O(|U||I|) = |U| O(1/α) . First we construct G and establish Properties 1 and 2. For any B ∈ I, let V B = {x ∈ U : ∂ x f (B) ≤ α} be the elements that have "low" marginal increase with respect to B. Define the function
Observe that g B is a submodular function since it is a shifted version of f . We define G = {g B : B ∈ I}. The following claim proves Property 2: Now we have to give a map F from sets S ⊆ U to some set B ∈ I, and hence to functions g B ∈ G. At a high level, we want to choose F (S ) to be a maximal set in I such that F (S ) ⊆ S . But there could be many such sets, and it will be necessary to choose a specific maximal set F (S ). We use the following procedure to define F (S ):
Note that this procedure is similar to the procedure we use to construct I except that at every step we add the minimal x ∈ U that is influential on the current set B j , whereas when we constructed I we create a separate set for every x ∈ U that is influential on any set B that is already in I.
By construction, F (S ) ⊆ S . Suppose there exists x ∈ S \ V F (S ) , then x has marginal value ∂ x f F (S ) > α. When x was considered in the procedure for F (S ), it would have at least as high a marginal value by submodularity, and since it belonged to S , it would have been added in to F (S ). But then ∂ x f F (S ) = 0, a contradiction. To complete the proof of Property 3, observe that S ⊆ V F (S ) , the domain of g F (S ) -so it is legal to talk about g F (S ) (S ), which is defined to be f (F (S ) ∪ S ) = f (S ).
For Property 4, first note that F (B) = B for all B ∈ I. Moreover, when we run the procedure for F (B), we encounter elements x V B j for some intermediate B j . If this x ∈ B, we add it in to get B j+1 , else let us add x to the set T B . (Hence, T B contains all those elements that had high marginal value when they were considered in the procedure, but that were rejected since they did not belong to B; note that T B ∩ B = ∅.) We claim that T B satisfies Property 4. We could use Lemma 3.1 to design an algorithm that approximates monotone submodular functions under any product distribution. However, such a result will follow from Theorem 3.4 and Algorithm 1, and thus we will defer the discussion to Section 3.2.
Non-Monotone Submodular Functions
For non-monotone functions, we need a more refined argument. Our main structure theorem replaces Property 2 in Lemma 3.1 by the stronger guarantee that |∂ x g(S )| ≤ α for all g ∈ G, even for nonmonotone submodular functions. Observe that for a submodular function f :
Given these two facts, we can now prove our main structure theorem.
Theorem 3.3. For every submodular function f : 2 U → [0, 1] and every α ≥ 0, there is a collection of submodular functions G, and a map F : 2 U → 2 U × 2 U , with the following properties:
1. Each function g ∈ G is associated with a unique pair of sets B, C ⊆ U (and hence is denoted by g B,C ). Proof. First apply Lemma 3.1 to obtain a collection of functions G( f ) and an associated map F f : 2 U → 2 U satisfying the conditions of the lemma. Hence, for every g B ∈ G( f ), we have sup x∈V B ,S ⊆V B ∂ x g B (S ) ≤ α, but not necessarily ∂ x g B (S ) ≥ −α. Consider instead the function g B . Since g B is submodular, g B is submodular as well; moreover,
The function g
B,C ∈ G maps 2 V B,C → [0, 1] for V B,C ⊆ U, is such that sup x∈V B,C ,S ⊆V B,C |∂ x g(S )| ≤ α.
For every set S
⊆ U, the function g F (S ) ∈ G satisfies S ⊆ V F (S ) ⊆ U and f (S ) = g F (S ) (S ).
For every
Now consider each g B ∈ G( f ) and apply Lemma 3.1 to g B . For each g B ∈ G we obtain a collection of submodular functions G(g B ) consisting of functions g B,C :
We also obtain a mapping F g B : 2 V B → 2 V B . Since each g B,C ∈ G(g B ) is a shifted version of g B and g B is submodular, we have inf x∈V B,C ,S ⊆V B,C ∂ x g B,C (S ) ≥ −α. By Property 2 of Lemma 3.1 we also have sup x∈V B,C ,S ⊆V B,C ∂ x g B,C (S ) ≤ α. Consequently, ∂ x g B,C (S ) ≤ α for every x ∈ V B,C , S ⊆ V B,C , and the same is true for g B,C . Moreover, using Property 3 for the two invocations of Lemma 3.1, we get that for every S , there is a g B,C such that f (S ) = g B,C (S ). Therefore we take G = ∪ g B ∈G( f ) {g B,C | g B,C ∈ G(g B )} as our collection of functions.
To complete the proof of the theorem, we construct the mapping F : 2 U → 2 U × 2 U . F (S ) will apply F f (S ) to obtain a set B ⊆ U and a corresponding function g B ∈ G( f ). Then we apply F g B (S ) to obtain a set C ⊆ V B and a corresponding function g B,C ∈ G(g B ). By We now present our algorithm for learning arbitrary submodular functions over product distributions. For a subset of the universe V ⊆ C, let D V denote the distribution D restricted to the variables in V. Note that if D is a product distribution, then D V remains a product distribution and is easy to sample from. To avoid notational clutter, throughout this section we will not consider the details of how we construct our estimate μ g . However, it is an easy observation that this quantity can be estimated to a sufficiently high degree of accuracy using a small number of random samples. Approximating submodular functions from queries with tolerance.
In the above we assumed that we have an exact query oracle to the submodular function f. For our applications we need that the algorithm works when each query is answered with tolerance τ. Proof (sketch). The proof works the same way as that of Theorem 3.4 and Theorem 3.3 except we need to take into account an additive error of α/4 on each oracle query. Since each value ∂ x f (S ) consists of two queries to the oracle our estimate of ∂ x f (S ) is correct up to an error of α/2. We can therefore follow the proof Theorem 3.3 with error parameter α/2. This will guarantee that every g ∈ G satisfies ∂ x g(S ) ≤ α. From there on the proof is identical.
APPLICATIONS TO PRIVACY-PRESERVING QUERY RELEASE
In this section, we show how to apply our algorithm from Theorem 3.4 to the problem of releasing marginals (i.e. conjunctions without negated variables) over a boolean database. In the full version of this paper, we also show how to extend this result to conjunctions that may contain negated variables. In Appendix B, we also show how our mechanism can be applied to release the cut function of an arbitrary graph.
Given our previous results, we only need to argue that conjunctions can be described by a submodular function. While this is not directly true for conjunctions it is true for disjunctions. Indeed, every set S ⊆ [d] naturally corresponds to a monotone Boolean conjunction c S : {0, 1} d → {0, 1} as follows c S (x) = x i ∈S x i . Similarly, the disjunction predicate d S :
It is easy to see that for any data set D ∈ ({0, 1} d ) * , c S (D) = 1 − dS (D) whereS = {x : x ∈ S }. Therefore, to release the class of conjunctions over a set of variables, it is sufficient to release the class of disjunctions over the corresponding set of negated variables. Let Proof. Let X i denote the set of elements x ∈ D such that x i = 0 and consider the set system U = {X i } d i=1 over the collection of elements x ∈ D. Then there is a natural bijection between F D Disj (S ) and the set-coverage function Cov : 2 U → defined to be Cov(S ) = | i∈S X i |, which is a monotone submodular function. Specifically, F D Disj (S ) = Cov(S )/|D|.
We therefore obtain the following corollary directly by combining In this theorem we guarantee accuracy for a randomly chosen conjunction of a given width w, which corresponds in our notation to sets S ⊆ [d] of size |S | = w. However, the uniform distribution on sets of size w is not a product distribution, which is what we require to apply Theorem 3.4 directly. However, in Lemma A.4 we show that for monotone submodular functions (such as F D Disj ) the concentration of measure property required in the proof Theorem 3.4 is still satisfied. Of course, we can instantiate the theorem for every w ∈ {1, . . . , k} to obtain a statement for conjunctions of any width.
It is relatively straightforward to extend this result to give an algorithm for releasing the set of all 3 d conjunctions that may also contain negated variables. However, because these conjunctions can no longer be identified merely with subsets of variables, doing so requires slightly generalizing the notion of a submodular function to a non-binary alphabet. We defer the technical details of this to the full version.
EQUIVALENCE BETWEEN AGNOSTIC LEARNING AND QUERY RELEASE
In this section we show an information-theoretic equivalence between agnostic learning and query release in the statistical queries model. In particular, given an agnostic learning algorithm for a specific concept class we construct a query release algorithm for the same concept class.
Consider a distribution A over X × {0, 1} and a concept class C. An agnostic learning algorithm (in the strong sense) finds the concept q ∈ C that approximately maximizes r (x,b)∼A {q(x) = b} to within an additive error of α. Our reduction from query release to agnostic learning actually holds even for weak agnostic learning. A weak agnostic learner is not required to maximize r (x,b)∼A {q(x) = b}, but only to find a sufficiently good predicate q provided that one exists. Note that if we can agnostically learn C in the strong sense from queries of tolerance τ to within additive error α − β with probability 1 − γ, then there is also an (α, β, γ, τ)-weak agnostic learner.
We are now ready to state the main result of this section, which shows that a weak agnostic SQ-learner for any concept class is sufficient to release the same concept class in the SQ model. Theorem 5.1. Let C be a concept class. Let A be an algorithm that (α/2, β, γ, τ) weak agnostic-SQ learns C with τ ≤ β/8. Then there exists an algorithm B that invokes A at most T = 8 log |X|/β 2 times and (α, 0)-releases C with probability at least 1 − T γ.
The proof strategy is as follows. We will start from D 0 being the uniform distribution over X. We will then construct a short sequence of distributions D 1 , D 2 , . . . , D T such that no concept in C can distinguish between D and D T up to bias α. Each distribution D t is obtained from the previous one using a multiplicative weights approach as in [15] and with the help of the learning algorithm that's given in the assumption of the theorem. Intuitively, at every step we use the agnostic learner to give us the predicate q t ∈ C which distinguishes the most between D t and D. In order to accomplish this we feed the agnostic learner with the distribution A t that labels elements sampled from D by 1 and elements sampled from D t by 0. For a technical reason we also need to consider the distribution with 0 and 1 flipped. Once we obtained q t we can use it as a penalty function in the update rule of the multiplicative weights method. This has the effect of bringing D and D t closer in relative Algorithm 2 Multiplicative weights update Let D 0 denote the uniform distribution over X. Let T = 8 log |X|/β 2 + 1 For t = 1, . . . , T :
Consider the distributions
proceed to "output" step. Update: Let D t be the distribution obtained from D t−1 using a multiplicative weights update step with penalty function induced by q t and penalty parameter η = β/2 as follows:
entropy. A typical potential argument then bounds the number of update steps that can occur before we reach a distribution D t for which no good distinguisher in C exists.
Proof of Theorem 5.1
Proof. We start by relating the probability that q t predicts b from x on the distribution A + t to the difference in expectation of q t on D and D t−1 .
Lemma 5.2. For any q : X → {0, 1},
Proof. If q t = q + t then
The proof closely follows [15] . For two distributions P, Q on a universe X we define the relative entropy to be RE(P||Q) = x∈X P(x) log(P(x)/Q(x)).
We consider the potential
We will argue that in every step the potential drops by at least β 2 /4 Hence, we know that there can be at most 4 log |X|/α 2 steps before we reach a distribution that satisfies (5) .
The next lemma gives a lower bound on the potential drop in terms of the concept, q t , returned by the learning algorithm at time t. Recall, that η (used below) is the penalty parameter used in the multiplicative weights update rule. Lemma 5.3 ([15] ).
Let
For the remainder of the proof we treat the two cases symmetrically and only look at how far from 1/2 these probabilities are. The next lemma shows that either opt t is large or else we are done in the sense that D t is indistinguishable from D for any concept from C.
Then, for all q ∈ C,
Proof. From Lemma 5.2 we have that for every
We can now finish the proof of Theorem 5.1. By our assumption, we have that so long as opt t ≥ α/2 the algorithm A produces a concept q t such that with probability 1 − γ
For the remainder of the proof we assume that our algorithm returns a concept satisfying Equation 9 in every stage for which opt t ≥ α/2. By a union bound over the stages of the algorithm, this event occurs with probability at least 1 − T γ. Assuming Equation 5 is not satisfied we have that
The leftmost inequality follows because τ ≤ β/8. We then get
Hence, if we put T ≥ 4 log |X|/β 2 , we must reach a distribution that satisfies (5) . But at that point, call it t, the subroutine A outputs a concept q t such that
In this case, by our assumption that Equation 9 is satisfied whenever opt t ≥ 1/2+α/2, we conclude that opt t < 1/2+α/2. By Lemma 5.4, we get
But this is what we wanted to show, since it means that our output on all concepts in C will be accurate up to error α.
For clarity, we allowed the failure probability of the release algorithm grow linearly in the number of calls we made to the learning algorithm (by the union bound). However, this is not necessary: we could have driven down the probability of error in each stage by independent repetition of the agnostic learner.
This equivalence between release and agnostic learning also can easily be seen to hold in the reverse direction as well.
Theorem 5.5. Let C be a concept class. If there exists an algorithm B that (α, 0)-releases C with probability 1 − γ and accesses the database using at most k oracle accesses to STAT τ (A), then there is an algorithm that makes 2k queries to STAT τ (A) and agnostically learns C in the strong sense with accuracy 2α with probability at least 1 − 2γ.
Proof. Let Y denote the set of examples with label 1, and let N denote the set of examples with label 0. We use STAT τ (A) to simulate oracles STAT τ (Y) and STAT τ (N) that condition the queried concept on the label. That is, STAT τ (Y), when invoked on concept q, returns an approximation to r x∼A {q(x) = 1 ∧ (x ∈ Y)} and STAT τ (N) returns an approximation to r x∼A {q(x) = 1 ∧ (x ∈ Y)]. We can simulate a query to either oracle using one query to STAT τ (A).
Run B(Y) to obtain answers a Y 1 , . . . , a Y |C| , and run B(N) to obtain answers a N 1 , . . . , a N |C| . Note that this takes at most 2k oracle queries, using the simulation described above, by our assumption on B. By the union bound, except with probability 2γ, we have for all q i ∈ C: |q i (Y) − a Y i | ≤ α and |q i (B) − a N i | ≤ α. Let q * = arg max q i ∈C (a Y i − a N i ). Observe that q * (D) ≥ max q∈C q(D) − 2α, and so we have agnostically learned C up to error 2α.
Feldman proves that even monotone conjunctions cannot be agnostically learned to subconstant error with polynomially many SQ queries:
Theorem 5.6 ( [13] ). Let C be the class of monotone conjunctions. Let k(d) be any polynomial in d, the dimension of the data space. There is no algorithm A which agnostically learns C to error o(1) using k(D) queries to STAT 1/k(d) .
Corollary 5.7. For any polynomial in d, k(d), no algorithm that makes k(d) statistical queries to a database of size k(d) can release the class of monotone conjunctions to error o (1) .
We remark that the proofs of Theorems 5.1 and 5.5 are not particular to the statistical queries model: we showed generically that it is possible to solve the query release problem using a small number of black-box calls to a learning algorithm, without accessing the database except through the learning algorithm. This has interesting implications for any class of algorithms that may make only restricted access to the database. For example, this also proves that if it is possible to agnostically learn some concept class C while preserving ε-differential privacy (even using algorithms that do not fit into the SQ model), then it is possible to release the same class while preserving T ε ≈ log |X|ε-differential privacy. In this paper, we used this in the context of lower bounds, however, it can also be viewed as a way of deriving upper bounds. For example, plugging in the generic differentially private agnostic learner given by Kasiviswanathan et al. [18] into the above theorem recovers the upper bound for differentially private query release given by Blum, Ligett, and Roth [6] , via an entirely different construction.
We hope that our statistical query lower bounds help to guide future work in the design of computationally efficient privacy preserving query release algorithms. We also note that in many combinatorial settings, the required "agnostic learner" is simply an algorithm for performing some combinatorial optimization task. The results in this section can also be viewed as a generic reduction from optimization to release, and we expect that this paradigm will prove fruitful in future work. modular functions that were needed in the analysis of our main
