Data-efficient learning in continuous state-action spaces using very high-dimensional observations remains a key challenge in developing fully autonomous systems. In this paper, we consider one instance of this challenge, the pixels-totorques problem, where an agent must learn a closed-loop control policy from pixel information only. We introduce a data-efficient, model-based reinforcement learning algorithm that learns such a closed-loop policy directly from pixel information. The key ingredient is a deep dynamical model that uses deep autoencoders to learn a low-dimensional embedding of images jointly with a prediction model in this low-dimensional feature space. This joint learning ensures that not only static properties of the data are accounted for, but also dynamic properties. This is crucial for long-term predictions, which lie at the core of the adaptive model predictive control strategy that we use for closedloop control. Compared to state-of-the-art reinforcement learning methods, our approach learns quickly, scales to high-dimensional state spaces and facilitates fully autonomous learning from pixels to torques.
Introduction
The vision of fully autonomous and intelligent systems that learn by themselves has influenced AI and robotics research for many decades. To devise fully autonomous systems, it is necessary to (1) process perceptual data (e.g., imCopyright 2015 by the author(s). ages) to summarize knowledge about the surrounding environment and the system's behavior in this environment, (2) make decisions based on uncertain and incomplete information, (3) take new information into account for learning and adaptation. Effectively, any fully autonomous system has to close this perception-action-learning loop without relying on specific human expert knowledge. The pixels to torques problem identifies key aspects of an autonomous system: autonomous thinking and decision making using sensor measurements only, intelligent exploration and learning from mistakes. More specifically, Brock (2011) defines the pixels-to-torques problem as follows:
"The expression 'pixels to torques' might be the simplest way of describing the high-level agenda of research at the intersection of AI and robotics: How can we create an agent capable of taking all of its sensor input and turning it into meaningful and purposeful motion to affect the world and perform active sensing? How can such an agent explore the world, learn from its mistakes, or apply past experiences to novel situations?"
To date, there is no fully autonomous system that convincingly closes the perception-action-learning loop and solves the pixels-to-torques problem in continuous stateaction spaces, which are the natural domains in robotics.
A promising approach toward solving the pixels to torques problem is Reinforcement Learning (RL) (Sutton & Barto, 1998) , a principled mathematical framework that deals with fully autonomous learning from trial and error. However, one practical shortcoming of many existing RL algorithms is that they require a lot of trials to learn good policies, which is prohibitive when working with real-world mechanical plants or robots. of computer games, where human-level game strategies are learned autonomously, purely based on pixel information (Mnih et al., 2013) . Moreover, Lange & Riedmiller (2010) presented an approach, which learns good discrete actions to control a slot car based on raw images, employing deep architectures for finding compact lowdimensional representations. However, these approaches are fairly data inefficient, either requiring data collection from millions of experiments or relying on discretization and very low-dimensional feature spaces, which limits their applicability to mechanical systems.
To learn control policies from pixel information only while keeping the number of experiments small, we need to use the available data efficiently. One way of doing this is to learn forward models of the underlying dynamical system, which is then used for internal simulations. These ideas have been successfully applied to RL problems in control and robotics by Atkeson & Schaal (1997) , Bagnell & Schneider (2001) , Deisenroth & Rasmussen (2011) and Pan & Theodorou (2014) , for instance. All these methods use heuristic or engineered low-dimensional features, but they do not easily scale to data-efficient RL using pixel information only since even "small" images possess thousands of dimensions.
A common way of dealing with high-dimensional data is to learn low-dimensional feature representations. Deep learning architectures, such as deep neural networks (Hinton & Salakhutdinov, 2006) , stacked auto-encoders (Bengio et al., 2007; Vincent et al., 2008) , or convolutional neural networks (LeCun et al., 1998) , are the current state of the art in learning parsimonious representations of highdimensional data. Deep learning has been successfully applied to image, text and speech data in commercial products, e.g., by Google, Amazon and Facebook.
In this paper, we consider the setting where we have access to video data from a robotic agent moving about. The objective is to learn a closed-loop control policy from pixel information only, such that the agent solves a particular task, while keeping the number of trials low. To solve this task data efficiently, we propose to learn compact representations of images, which we use to learn predictive models and controllers in this lower-dimensional feature space. In particular, our approach to learning from pixels to torques is to jointly learn a lower-dimensional embedding of images and a transition function that we can use for internal simulation of the dynamical system. For this purpose, we employ deep auto-encoders for the lower-dimensional embedding and a multi-layer feed-forward neural network for the transition function. We use this deep dynamical model as a generative model for trajectories and apply an adaptive model-predictive-control (MPC) algorithm for online closed-loop control of the robotic agent, which is practically based on pixel information only.
Problem Set-up and Objective
We consider a classical N -step finite-horizon RL setting, where an agent attempts to solve a particular task by trial and error. In particular, our objective is to find a (closedloop) policy π * that minimizes the long-term cost
where f 0 denotes an immediate cost, x t denotes the continuous-valued state of the system, and u t represents the continuous control inputs.
The learning agent faces the following additional challenges: (a) the agent does not have access to the true state, but perceives the environment only through highdimensional pixel information (images), (b) a good control policy is required in only a few trials. This setting is practically relevant, e.g., when the agent is a robot that is monitored by a video camera (see Fig. 1 ) based on which the robot has to learn to solve tasks fully autonomously. The agent perceives that a task is completed when a desired reference video frame is obtained. Therefore, this setting is an instance of the pixels-to-torques problem.
Deep Dynamical Model
Our approach to solve the objective defined in Section 2 is based on a deep dynamical model (DDM), which (i) embeds high-dimensional images in a low-dimensional feature space via deep auto-encoders and (ii) learns a predictive forward model in this feature space. In particular, we consider a DDM with control inputs u and highdimensional pixel observations y. We assume that the relevant properties of y can be compactly represented by a low-dimensional feature variable z. The two components of the DDM, i.e., the prediction model, which relates the current observation y t to past observations and control inputs (see Fig. 1 ) and the low-dimensional embedding of pixel information are detailed in the following.
Prediction Model
We assume the current feature value z t to depend on past features and past control inputs. A pragmatic way to view such a model is as a way to predict the feature at time t based on past observations up to time t − 1 by means of
where l is a nonlinear function, in our case a feed-forward neural network, and θ P are the corresponding model parameters. In the system identification literature, this is known as a nonlinear autoregressive exogenous model (NARX) Figure 1 . Illustration of our idea of combining deep learning architectures for feature learning and prediction models in feature space. A camera observes a robot approaching an object. A good low-dimensional feature representation of an image is important for learning a predictive model if the camera is the only sensor available.
High-dim. observations Prediction model: The predicted feature z t|t−1 is a function of the n past features zt−n,...,zt−1 and control inputs ut−n,...,ut−1. Each of the features zt−n,...,zt−1 is computed from high-dimensional data yt−n,...,yt−1 via the encoder g −1 . The predicted feature z t|t−1 is mapped to high-dimensional prediction via the decoder g. (Ljung, 1999) . The predictive performance of the model will be important for control (see Section 6) and learning by means of a prediction-error method (Ljung, 1999) .
Thus far, we can predict features from previous features and controls via (1). However, we require a model to predict observations y t . For this purpose we define an explicit functional relationship between features and observations, a deep decoder y = g(z; θ D ). The deep decoder g maps features z to high-dimensional observations y parameterized by θ D . Similarly, we define a deep encoder z = g −1 (z; θ E ) that maps high-dimensional observations y to features z parameterized by θ E . Encoder and decoder are ideally the inverse to each other and together they form the deep autoencoder (Hinton & Salakhutdinov, 2006) . The deep autoencoder suits our system identification problem very well, since it provides an explicit expression of both the mapping g as well as its approximate inverse g −1 , which we need for the predictions in (3). Now, we are ready to put the pieces together: The feature prediction model (1) together with the deep decoder and encoder yield the prediction model for the observations
. . .
Decoder g Figure 3 . Auto-encoder consisting of an encoder g −1 and a de-
T is mapped onto its low-dimensional representation zt = [z1,t, · · · , zm,t] T = g −1 (yt) with the encoder, and then back to a high-dimensional representation y t|t−1 = g( z t|t−1 ) by the decoder g, m M .
which is also illustrated in Fig. 2 . With this prediction model we define the corresponding prediction error
where y t is the observed image at time t.
Deep Auto-Encoder
We employ deep auto-encoder neural networks both for the encoder g −1 and for the decoder g. Each layer k of the encoder neural network g −1 computes y
where σ is an activation function 1 and A k and b k are free parameters. The control input to the first layer is the image, i.e., y
(1) t = y t . The last layer is the low-dimensional feature representation of the image
. . ] are the parameters of all neural network layers. The decoder g consists of the same number of layers in reverse order, see Fig. 3 , and can be considered an approximate inverse of the encoder g, such that y t|t (θ E , θ D ) ≈ y t , where
is the reconstructed version of y t . The encoder and the decoder are trained jointly in such a way that they minimize the sum of the squared reconstruction error
where the parameters θ D and θ E of g and g −1 optionally can be coupled to constrain the solution to some degree (Vincent et al., 2008) . However, this coupling has not been used in this paper.
Training
Our DDM contains the following free parameters: the encoder parameters θ E , the decoder parameters θ D and the parameters of the prediction model θ P . To train the model, we employ two cost functions, the sum of the squared prediction errors (4),
and the sum of the squared reconstruction errors (6),
Normally when features are used for inference of dynamical models, they are first extracted from the data in a pre-processing step by minimizing (7b) with respect to the auto-encoder parameters θ E , θ D . In a second step, the parameters θ P of the prediction model are estimated based on these features by minimizing (7a) conditioned on the estimated auto-encoder parameters θ E and θ D . In our experience, a potential problem with this approach is that the learned features might have a small reconstruction error, seriously complicate learning the prediction model. Therefore, we propose to learn all model parameters θ E , θ D , θ P jointly. For this purpose, we define the optimization problem
where we jointly optimize the free parameters in both the deep auto-encoder θ E , θ D and the prediction model θ P . The required gradients with respect to all parameters can be computed efficiently by back-propagation. The cost functions are then minimized by the BFGS algorithm (Nocedal & Wright, 2006) . Note that it is crucial to include not only the prediction error in (8), but also the reconstruction error. Without this term the multi-step ahead prediction performance will decrease since predicted features are not consistent with features achieved from the encoder. Since we consider a control problem in this paper, multi-step ahead predictive performance is of the essence.
Initialization. The auto-encoder has strong similarities with principal component analysis (PCA): With a linear activation function the auto-encoder and the PCA are identical (Bourlard & Kamp, 1988) . We exploit this relationship to initialize the parameters of the auto-encoder: The autoencoder network has been unfolded, each pair of layers in the encoder and the decoder have been combined, and the corresponding PCA solution has been computed for each of these pairs. We start with high-dimensional image data at the top layer and use the principal components from that pair of layers as input to the next pair of layers. Thereby, we recursively compute a good initialization for all parameters in the auto-encoder network. Similar pre-training routines are found in Hinton & Salakhutdinov (2006) where a restricted Boltzmann machine is used instead of PCA.
In the last two sections, we have presented a DDM, which facilitates fast predictions of high-dimensional observations via a low-dimensional embedded time series. System identification results based on this model are presented in Section 7.1. The property of fast predictions will be exploited by the feedback strategy presented in the following.
Model Predictive Control
Model predictive control (MPC) has been an active area within the automatic control community since the 1970s and first emerged in process industries (Qin & Badgwell, 2003) . With increasing computational resources, MPC is today emerging in many applications with much faster dynamics, such as for example control of unmanned aerial vehicles. One important reason for its popularity is the relative ease with which constraints can be incorporated. Even though the formulation is fairly simple, many successful examples has shown that it can learn fairly complex control strategies, which makes it suitable for autonomous learning. Mayne (2014) gives an excellent overview on the present state of MPC. The textbooks by Maciejowski (2002) and Rawlings & Mayne (2009) also provide good introductions to MPC.
More specifically, in applying MPC to deterministic, nonlinear, discrete-time systems, a state-space model of the system is considered
where the state x t at time instance t is assumed to be known. At each time instance t, a finite-horizon optimal control problem is solved over future control inputs
where f 0 ( x t+p|t , u t+p ) is a cost term associated with control This term can for example be used to penalize deviation from a desired reference signal. 2 After solving this optimization problem at each time instance t, the first control input is used in the feedback loop u t = u 0 t (x t ). At the core of the MPC formulation lies the dynamical model of the system, which is used to predict future observations from suggested control inputs u t = [u t , . . . , u t+N −1 ]. Thus, the performance of the controller is bound to the prediction quality of the dynamical model. Adaptive control allows us to update the model as new data arrives. Mayne (2014) states that this type of adaptive MPC has received very little attention in the literature, and much remains to be done. Sha (2008) advocate a neural network approach similar to ours. A similar prediction model as in (1) has been implemented, and the parameters of the neural network are updated online along with the future control inputs using MPC in an adaptive fashion. However, they do not consider high-dimensional data and assume that they have direct access to low-dimensional measurements.
We will now turn over to describe how (adaptive) MPC can used together with our DDM to address the pixels-totorques problem.
Adaptive MPC in Feature Space
To apply adaptive MPC in our scenario where we observe high-dimensional images, we exploit the DDM introduced in Section 3 to turn MPC on images into MPC on features. In particular, we predict future features based on the optimal controls determined at each time step by MPC. By comparing (9) with (1), we define the state as the present and past features together with past control inputs, i.e.,
The features are computed with the encoder z t−i = g −1 (y t−i , θ E ). Therefore, we can assume that x t is known at time instance t, as done in deterministic MPC. Shifting the MPC problem to feature space has the appealing side effect that predictions can be performed efficiently.
Our objective is to control the system towards a desired reference image frame y ref . Also the reference frame y ref can be encoded to a reference feature z ref = g −1 (y ref , θ E ) by using the encoder.
Control
We implemented a nonlinear MPC solution by using
2 In the more generic description of MPC we can also easily include constraints on the state and control signal in (10a). It is also common to include an addition penalty term penalizing the final state x t+N |t in order to achieve stability (Mayne et al., 2000) . However, non of these terms will be used in this work. as presented in Section 5. The first term in (11) ensures good tracking performance, whereas the second term is a control penalty, which plays the role of a regularizer. The gradients of the cost function (10a) with respect to future control inputs can be computed efficiently by backpropagation, such that BFGS can be used to find the optimal sequence of control signals. However, care has to be taken since V N (u t ) depends on u t not only via the term u t+i in f 0 ( z t+p|t , u t+p ), but also via the predictions z t+p|t by recursively using the prediction part (3) of the DDM.
Exploration-Exploitation Trade-Off
We want to use the MPC controller in an adaptive fashion to gradually improve the model by collected data in the feedback loop without any specific prior knowledge of the system at hand. However, the standard application of adaptive control and adaptive MPC is not to learn models from scratch, but rather to adapt to slowly varying changes in model parameters. Simply applying the MPC controller based on a randomly initialized model would make the closed loop system very likely to converge to a point which is far away from the desired reference value, due to the poor model. This would in turn result in that nearly no data is collected from the region that we actually are interested in. In our setting, we therefore need a trade-off between exploration and exploitation to ensure the excitation of the system. We chose an -greedy exploration strategy where the optimal feedback u 0 t is chosen with a probability 1 − , and a random action is chosen with probability .
Iterative Model Learning
The data collection is performed in closed-loop and is divided into multiple sequential trials. After each trial, we add the data of the most recent trajectory to the data set and the model is re-trained using all data that has been collected so far. To account for previously collected data, we adapt the optimization problem (8) to
where the prediction error termV P is the average of all prediction error terms from all trials, i.e., (13) where Y i are the measurements collected in the ith trial. The reconstruction error term
uses all data collected so far. The final procedure is summarized in Algorithm 1.
Algorithm 1 Adaptive MPC in feature space Follow a random control strategy and record data for i = 1 to L do Update DDM with all data collected so far using (12). for t = 0 to N − 1 do u * t ← -greedy MPC policy based on DDM prediction Apply u * t and record data end for end for
Experimental Results
In the following, we empirically assess the components of our proposed methodology for autonomous learning on high-dimensional synthetic image data. First, we show that good DDMs (see Section 3) can be learned from pixel information only. Second, following the ideas from Section 6, we demonstrate the viability of our approach to learn from pixels to torques: The learner automatically finds good continuous controls (torques) for a simulated pendulum where screenshots (pixels) are the only measurements available. We compare our approach with PILCO (Deisenroth & Rasmussen, 2011), a state-of-the-art RL method for data efficient closed-loop policy learning in continuous state and action spaces.
In both examples, we learn the DDM solely based on images with 51 × 51 = 2 601 pixels in each frame. Each pixel y 
Long-Term Predictions with the DDM
To assess the predictive performance of the DDM, we simulated 601 frames of a moving tile on the screen, see Fig. 4 . The control inputs are the (random) increments in position in horizontal and vertical directions. The image sequence was reduced to dim(y t ) = 50 prior to the parameter learning using PCA. A four-layer 50-25-12-8-2 auto-encoder (5) was used to learn two-dimensional features, and an 8-5-2 feed-forward neural network for the prediction model in the latent space (1) using n = 2.
We evaluate the performance of the learned DDM in terms of long-term predictions, which will play a central role in MPC for autonomous learning. Long-term predictions are obtained by concatenating multiple 1-step ahead predictions. The performance of DDM is illustrated in Fig. 4 on a test data set. The top row shows the ground truth images and the bottom row shows the DDM's long-term predictions. The model predicts future frames of the tile with high accuracy both for 1-step ahead and multiple steps ahead. In Fig. 5 , the feature representation of the data is displayed. The features reside on a two-dimensional manifold encoding the two-dimensional position of the moving tile. This structure is induced by the joint training of the auto-encoder and the prediction model. The corresponding feature representation for the case of separate learning does not exhibit such a structure, Appendix A.
Learning Torques from Pixels: Planar Pendulum
In this section, we report results on learning optimal torques u for a planar pendulum (1-link robot arm with length 1 m, weight 1 kg and friction coefficient 1 Nsm/rad), purely based on pixel information. For this purpose, we simulated the pendulum and took screenshots of its behavior. The learning algorithm only had access to pixel values from of these screenshots, based on which it had to learn a policy that moves the pendulum from a start position ϕ = 0 to a target position ϕ = ±π. The reference signal was the screenshot corresponding to the target position. We used a sampling frequency of T = 0.2 s and a time horizon of 25 s, which corresponds to 100 frames per trial.
The input dimension has been reduced to dim(y t ) = 50 prior to model learning using PCA. With these 50-dimensional inputs, a four-layer auto-encoder network was used with dimension 50-25-12-6-2, such that the features were of dimension dim(z t ) = 2. The order of the dynamics was chosen to n = 2 to capture velocity information, such that z t = l(z t−1 , u t−1 , z t−2 , u t−2 ). For the prediction model l we used a two-layer neural network with a 6-4-2 architecture. For the MPC controller, we used a planning horizon of P = 15 steps and a control penalty λ = 0.01. For the -greedy exploration strategy we used = 0.2. We conducted 14 independent experiments with different random initializations. The learning algorithm was run for 13 trials (learning eoisodes). After each trial, we retrained the DDM using all collected data so far.
To assess the controller performance after each trial, we applied a greedy policy ( = 0). In Fig. 6 , angle trajectories of all experiments at different learning stages are displayed. Already in the first trial, the controller managed in 5 out of the 14 experiments to drive the pendulum toward the reference value ±π. The control performance increased gradually with the number of trials and after the 12th trial, 10 out of the 14 experiments manage to solve the task.
To quantify this improvement, we define the steady-state error as the absolute difference between the reference angle and the final angle. In Fig. 7 (top) the average steadystate error over all experiments is shown. This graph indicates a decreasing trend in the steady-state error as learning progresses. We also define the rise time as the time it takes for the angle to go from 10% to 90% of the desired angle. Fig. 7 (bottom) shows the rise time. Both average steady-state error and rise time show a decreasing error and increasing speed, which indicates that the controller and model quality improve with the data/experience collected. Fig. 8 displays the "decoded" images corresponding to the latent representations after all 13 trials. The feature values of the training data (green) line up in a circular shape enabling a low-dimensional dynamical description. The DDM extracts features that can also model the dynamic behavior compactly. Also the prediction produced by the MPC controller is displayed. By making use of the DDM, the controller can determine an optimal feedback for controlling the pendulum towards the reference value.
Comparison with PILCO RL Framework
As a comparison, we applied the PILCO RL framework (Deisenroth & Rasmussen, 2011) to learning closedloop control policies for the pendulum task above. We used the same simulation parameters as before.
PILCO is the current state-of-the art RL algorithm for data-efficient learning control policies in continuous statecontrol spaces. Using collected data PILCO learns a probabilistic model for the system dynamics, implemented as a Gaussian process (Rasmussen & Williams, 2006) . Subsequently, this model is used to compute a distribution over trajectories and the corresponding expected cost for a given policy parameterization. With this, the controller parameters are optimized. PILCO's explicit incorporation of model uncertainty into planning and decision making enables it to learn complex nonlinear policies for robotic systems in only a few trials (Deisenroth et al., 2014) . Although PILCO uses data very efficiently, its computational demand makes its direct application impractical for highdimensional ( 20 D) problems, including the pixels-to- torques problem considered in this paper.
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To apply PILCO in the considered setting of learning torques from pixel information, we used a deep autoencoder (same setting as above) to learn a compact (2D) representation z of the image y. Subsequently, we trained a GP model for the forward/transition dynamics in this feature space, such that x t+1 = f (x t , u t ) where we defined the state x t = [z t , z t−1 ] to account for velocities, which are not captured by a static image. Typical trajectories from this experiment are shown in Fig. 7 .3. Clearly, this approach is not successful, and there is very little hope that its performance will improve with number of trials. Fig. 10 displays the average success rate of PILCO (including standard error) and our proposed method using deep dynamical models together with a tailored MPC (DDM+MPC). As a ground-truth baseline, we include PILCO trained on the "true" state (ϕ,˙ ) in a standard RL setting (blue). We define "success" if the steady-state error of the pendulum's angle is below 10%. The graph shows that our proposed algorithm (brown) is not too far 3 We did apply PILCO to learning policies for the pendulum task directly on pixel information, where we applied a random projection matrix do lower the dimension of each image to 20 dimensions. After 12 trials and a few days of training, PILCO did not show any learning progress. behind the ground-truth solution. However, PILCO trained on the auto-encoder features (red) fails consistently in all experiments We explain PILCO's failure by the fact that we trained the auto-encoder and the transition dynamics in feature space separately. The auto-encoder finds (really) good features that minimize the reconstruction error. However, these features are not good for modeling the dynamic behavior of the system, 4 and lead to a bad long-term predictions. Even a GP cannot cope with this problem.
Conclusion
We have proposed a data-efficient model-based RL algorithm that learns closed-loop policies in continuous state and action spaces directly from pixel information. The key components of our solution are (1) a deep dynamical model (DDM) that is used for long-term predictions in a compact feature space and (2) an MPC controller that uses the predictions of the DDM to determine optimal actions. For the success of this RL algorithm it is crucial that the DDM learns the feature mapping and the predictive model in feature space jointly to capture dynamic behavior for high-quality long-term predictions. Compared to state-of-the-art RL our algorithm learns quickly, scales to high-dimensional state spaces and facilitates learning from pixels to torques. 
A. Results of Separately Learning Features and Dynamics
In the first experiment in the paper, results of joint learning of prediction and reconstruction error have been reported. Joint learning brings structure to feature values, which is not present if the auto-encoder is learned separately, see Fig. 11 . for separate learning. The training (red) and validation (yellow) data do not reside on a structured two-dimensional tile-formed manifold as it was the case for the joint learning in Fig. 5 .
