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Exotic superconductivity, such as high TC ,
topological, and heavy-fermion superconductors,
often rely on phase sensitive measurements to
determine the underlying pairing. Here we in-
vestigate the proximity-induced superconductiv-
ity in nanowires of SnTe, where a s ± is′ super-
conducting state is produced that lacks the time-
reversal and valley-exchange symmetry of the
parent SnTe. A systematic breakdown of three
conventional characteristics of Josephson junc-
tions – the DC Josephson effect, the AC Joseph-
son effect, and the magnetic diffraction pattern
– fabricated from SnTe nanowire weak links elu-
cidates this novel superconducting state. Fur-
ther, this time-reversal broken state allows for
a new path Majorana bound states in materi-
als with an even number of bands: evidence of
a Majorana bound state in SnTe nanowires is
achieved in this Letter from measurements of the
AC Josephson effect. This work represents the
definitive phase-sensitive measurement of novel
s ± is′ superconductivity, providing a new route
to the investigation of fractional vortices [1, 2],
topological superconductivity, topological phase
transitions, and new types of Josephson-based de-
vices in proximity-induced multiband supercon-
ductors [3, 4].
At the heart of this novel superconducting state is the
competition between the proximity effect and a repulsive
interaction between the effective two bands used in the
description of the electronic structure of SnTe [5]. The
phase-dependent part of the free energy derived is of the
form [6]
F (θ1, θ2) = Jcos(θ1 − θ2) + J1(cosθ1) + J2(cosθ2) (1)
where θj=1,2 are the phases of the superconducting order
parameter in each band, J is a measure of the interband
coupling and J1, J2 is a measure of the external pairing
field (provide by the aluminium superconducting leads)
to each band. Minimization of this free energy dictates
that the ground state can allow for pairing phase differ-
ence between two bands which depends on the ratio of
J and J1, J2. If a finite phase difference between bands
occurs, the superconducting order parameter for the ma-
terial becomes s±is′: one pocket has an order parameter
∆1 + i∆2, the other ∆1 − i∆2, where ∆j=1,2 are the su-
perconducting amplitudes on each band.
The free energy is distinct from the conventional free
energy of Josephson junctions. In the ground state, both
time-reversal symmetry (θj → −θj) and valley-exchange
symmetry θ1 ↔ θ2 resulting from the four-fold rotational
symmetry – two symmetries which were preserved prior
to inducing superconductivity – are broken, while their
product (θi → −θj) is preserved. Finally, the competi-
tion between J and J1, J2 should be noted: J1 and J2
tends to want to align the superconducting phases with
that of aluminum, whereas J acts to drive the phases to
be shifted by pi. This competition leads to three config-
urations of the relative phases (Fig. 1b-d), shown under
the condition J1 = J2 = J
′.
The resulting Josephson effects are influenced by the
competition described above. Theoretical investigations
of time reversal symmetry breaking (TRSB) have been
explored in junctions and interfaces between s± and s-
wave superconductors [4, 8–10]. The manifestation of
TRSB is two-fold. First is the creation of a canted state
(Fig. 1d) [9–12], where a nonzero angle forms between
the phase of the bands and the phase of the superconduc-
tor φS . This canting is similar in nature to the state gen-
erated when antiferromagnetic spins are placed in a mag-
netic field. The resulting effect of this canting is the gen-
eration of chiral currents in momentum space [9, 10] – a
clear indication of TRSB. Concurrent with the transition
to the canted state is the generation of a predominant
second harmonic in the current phase relation [12, 13].
The second result of TRSB is the presence of four chan-
nels of supercurrent flow (Fig. 1f) [4, 10]. Whereas
the intraband contribution arises from two convention-
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FIG. 1: Induced s± is′ superconductivity in SnTe. (a) The two bands in SnTe are coupled to the order parameter φS in aluminum
via an external pairing field for J1 = J2 = J ′. The interband coupling J is facilitated via the Umklapp process. θ1 and θ2 are the phases of
individual order parameters in the two bands. (b)-(d) The competition between the coupling strengths J and J ′ results in different relative
phases between two bands: (b) When J  J ′, the phases tend to align with each other. (C) When J  J ′, the phases of two bands are
out of phase by pi. (D) In the intermediate regime J ∼ J ′, the phases are canted. (e) The phase difference between two bands θ ≡ θ1− θ2
as a function of the coupling strength ratio |J ′/J | [6]. The nonzero canting angle yields the s ± is′ superconductivity in SnTe. (f) The
four-channel supercurrent flow between two superconducting electrodes L and R. The two intraband channels Iii behave like conventional
“0”-junctions, while the interband channels are negatively coupled and thus behave like “pi”-junctions. The total supercurrent is governed
by the phase difference between two conventional superconductors φ = φRs − φLs , resulting in a relative rotation that changes the relative
amount of supercurrent contributed by each channel.
ally coupled channels represented by Iii = I
C
ii sin(θ
R
i −θLi )
(where L and R are the angles on the left and right Al-
SnTe interfaces), the interband channels are negatively
coupled, producing two “pi”-junction channels in the form
Iij = −ICij sin(θRi −θLj ) (where i, j=1,2 indicates the band
and ICii and I
C
ij are critical currents of the intra and inter-
band supercurrent respectively). The total supercurrent
is governed by the phases of the two conventional su-
perconductors (φRs − φLs ): a nonzero supercurrent will
produce a relative rotation φ = φRs − φLs (Fig. 1f), thus
altering each channel’s relative contribution to the total
supercurrent.
Below we detail the manner in which three charac-
teristic properties of SnTe Josephson junctions (JJs)
are affected, consistent with the above formulation.
They are the following: the DC Josephson effect, by
which a superconducting-to-normal transition is driven
by an external DC current; the AC Josephson effect,
whereby application of radio-frequency radiation pro-
duces frequency-dependent steps in the current versus
voltage curves; and the magnetic diffraction pattern, an
effect where a magnetic field applied perpendicular to
the junction modulates the measured critical current IC .
The behavior of each of these relies on the current-phase
relation (CPR, IS(φ) = dF (φ)/dφ); hence, it is expected
that the anomalous free energy derived above will pro-
duce a modified junction behavior.
The Josephson effect of aluminum/SnTe
nanowire/aluminum JJs is measured by a lock-in
detection of the differential resistance r = dV/dI as a
function of the applied DC current (IDC), perpendic-
ular magnetic field (B) and AC current (measured in
power P ). r(IDC) at B,P = 0 is shown in Fig. 2a.
Unlike conventional overdamped JJs, different values
of IC are observed for positive (I
+
C ) and negative (I
−
C )
IDC . Sweeps of IDC in both directions reveal that
the difference in I+C and I
−
C remain and no hysteresis
is observed. A current-direction-dependent IC has
also been observed in so-called “φ0” junctions [14–16],
giving the first indication that a similar phenomenon is
observed here.
To understand the origin of the difference between I+C
and I−C , numerical simulations of the resistively-shunted
junction model [6]) were performed (Fig. 2b). Conven-
tional JJs possess a CPR which is both inversion and
pi-translation symmetric, a result of time-reversal sym-
metry and insensitivity to changes of φ by 2pi. The only
way to reproduce r(IDC) curves that are not symmetric
in IDC is to break both of these symmetries, resulting in
a CPR of the form IS = sin(φ)+A sin(2φ+β), where β is
a fit parameter and A = 0.909 is determined by the AC
Josephson effect. The second harmonic is expected to
be predominant in the TRSB state [12] and will be con-
firmed in our measurement of the AC Josephson effect
(Fig. 4). Values of β = (0.16, 0.84)pi best match the ex-
perimental data, producing the CPRs shown in Fig. 2c.
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FIG. 2: Breakdown of the DC Josephson Effect. (a) Differ-
ential resistance r as a function of DC bias current IDC in different
sweep directions. The bias sweeps show no hysteresis and two non-
identical critical currents I+C and I
−
C . The curves are offset for
clarity. (b) The simulated differential resistance r(IDC , β) calcu-
lated by the resistively-shunted junction model using a CPR of
IS = sin(φ) + A sin(2φ+ β), where the best fit parameters β with
the experiment are 0.16pi and 0.84pi. The resulting CPRs are plot-
ted in (c). Both CPRs show nonzero supercurrent for φ = 0, giving
robust evidence of TRSB and the existence of a φ0-junction. (d)
In the canted phase picture, a slight difference in the angle θR1 from
the opposite band is essential to the formation of the φ0-junction.
Surprisingly, the CPR shown in Fig. 2c has a nonzero
supercurrent for φ = 0, a clear signature of TRSB and
the existence of a φ0-junction.
The expected result of this coexistence 4 supercurrent
channels (Fig. 1f) is a reduction of the critical current
since 0 and pi channels spatially coexist [10, 18], but not
a nonzero supercurrent for φ = 0 . Calculations of the
CPR in coupled canted phase junctions where all band
angles are equal (θL1 = θ
L
2 = θ
R
1 = θ
R
2 , where are angles
referenced to φLS , taken to be zero) confirm this result [6].
A simple modification of a canted-phase junction can al-
low for the formation of a φ0-junction: allowing θ
R
1 to be
different from the other band angles (Fig. 2d). This may
arise either from an inhomogeneous coupling (J1 6= J2)
between the two bands of SnTe and the superconduc-
tor [11] or from the presence of the interband current
arising in the TRSB state [9, 10]. The resulting intra-
and interband CPRs for the dominant second harmonic
term in the TRSB state are given in Ref. [6].
The anomalous CPR extracted from the DC Joseph-
son effect should also change the behavior of two other JJ
characteristics –the magnetic diffraction pattern (MDP)
and the AC Josephson effect. The magnetic diffraction
pattern (r(IDC , B)) is shown in Fig. 3, where B is ap-
plied perpendicular to the sample substrate. Unlike the
MDPs of typical Josephson junctions [21], SnTe junctions
display a local minimum of the critical current at zero
magnetic field. The peak in IC occurs atB=16mT which,
when using the area of the junction (defined as the length
of the junction plus twice the penetration depth), corre-
sponds to a flux through the device of ∼ Φ0/4 (where
Φ0 is the quantum of flux). This contrasts with the
Fraunhofer-resembling patterns that have been observed
in junctions with weak links of bulk TCIs [22], topological
insulators [23–25], and strong-spin-orbit 1D wires [26],
where a maximum in IC at B=0 is still observed. Mea-
surements in a parallel field do not produce this effect [6],
ruling out spin-orbit or phase-coherent effects being the
origin of the rise in IC away from B = 0.
Application of a perpendicular magnetic field produces
a nonzero Aharonov-Bohm phase in the lateral direc-
tion, causing a relative adjustment of the local coupling
between the left and right superconductors forming the
junction. This coupling can locally adjust the relative an-
gles between the superconductor and the two bands [10].
This effect is confirmed in Fig. 3c, where β is observed
to change as B is applied. Shown in Fig. 3b are the
calculated CPRs as θR1 is varied (chosen over a range
of θR1 that produces results that agree with experiment.)
These calculations were performed using angles θL0 = pi/5
and θR2 = pi/30; similar behavior is observed for a wide
range of parameters, although these do not quantitatively
match the experimental observations [6]. It is observed
that both IC and β are changed as θ
R
1 changes. For
θR1 between 1.15 and 2.2 rads, β changes from 0.16pi to
0.24pi and IC is increased by a factor of 1.9. This closely
matches the observed behavior in experiment for IC (Fig.
3a) and β (Fig. 3c). For this comparison, we note that
the β extracted from simulation is a local value whereas
the experiment measures the global value (i.e. average
across the entire device). Hence, the running averages
of Fig. 3d (dashed line) should be compared to exper-
iment. The results of Fig. 3c are only shown between
∼ ±20 mT, the field at which the Al leads are affected
by B, complicating comparison to simulation. Finally,
we mention that we also observe a 0 to pi transition as
a function of θR1 for certain parameter ranges [6]. This
is an alternate explanation for the observed increase in
IC(B).
We now turn our attention to the modification of the
AC Josephson effect. The presence of a second har-
monic component – expected in the TRSB state [12, 13]
– will result in additional steps at values of half the ex-
pected hf/2e. A plot of r(IDC , P ), B = 0 is shown
in Fig. 4a (grey curve) taken at f=5 GHz, where dips
in r are observed at both integer and half-integer val-
ues. This is more clearly seen in the integrated volt-
age V =
∫
(dV/dI)dI versus IDC curve shown in blue.
The dips/plateaus measured are of nearly equal strength,
indicating that the contribution of the first and second
harmonic to the CPR are approximately equal. Subhar-
monic steps are expected for underdamped junctions and
for overdamped junctions with a skewed CPR. Our junc-
tions are overdamped; hence we rule out the former as
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FIG. 3: The Anomalous Magnetic Diffraction Pattern. (a) Plot of r(B, IDC) taken at 25 mK which shows a characteristic minimum
in IC at B=0. (b) Calculated CPRs as θ
R
1 is varied. (c) The ratio of I
+
C to I
−
C as a function of B, shown between -20 and 20 mT where
the Al leads are unaffected by B. (d,e) the variation in fit parameter β (d) and critical current (e) as θR1 is varied. The dashed line in d
is a running average.
being the cause. Skewed CPRs in overdamped junctions
produce fractional Shapiro steps, but the strength of
these steps is much reduced compared to the integer steps
(see Ref. [22] for comparison if the AC Josephson effect
with a skewed CPR in a similar material, Pb0.5Sn0.5Te).
Therefore, we also rule out the skewed CPR as the source
of the observed effect.
Application of a magnetic field influences the features
observed in the AC Josephson effect. Fig. 3b shows a
plot which resembles Fig. 3a, except that it was taken
at B = 16 mT, the field at which IC is a maximum.
Here, the fractional steps appear more pronounced com-
pared to B = 0. In fact, the subharmonic features are
most intense at B = 16 mT and disappear entirely for
B >30mT [6].
As such, we analyze the magnetic field dependence of
the AC Josephson effect (Fig. 4c). Most striking is the
merging of the first and second step, which begins around
B=8mT and persists until just past the field of maximum
IC . Merging of the first and second steps can arise from
nonlinear, period-doubling effects, known from the study
of junctions driven by AC voltages [27]. This seems un-
likely for two reasons. First, the junctions under study
are in the overdamped regime where chaotic effects are
known to be absent. Second, the only parameter which
is varied by the magnetic field is IC . For values of B
where IC is the same, two different behaviors are ob-
served: IC=1.2µA both at B=8 and 28 mT, yet only at
the lower field are the two steps merged. Note that Fig.
4c is taken at P=−20.0dBm; at these low powers the half
steps are merged with the integer steps (see Ref. [6]).
Recently, it has been shown that junctions with a mix-
ture of 2pi and 4pi CPRs arising from the presences of
topologically trivial and nontrivial Andreev bound states
can produce a disappearance of the first Shapiro step [28–
30]. Using the values of the equilibrium angles obtained
from the MDP, at B=8mT, band 1 on the right is pi out
of phase with band 2 on the left (θR1 − θL0 ∼ pi, see inset
of Fig. 4c). Thus, at this point the criterion for a single
Majorana bound state (MBS) is satisfied and a 4pi peri-
odic CPR would contribute to the overall supercurrent,
causing the first and second step to merge. This effect
persists until θR1 is pi out of phase with band 1 on the
left. Two MBS in this narrow nanowire will hybridize
resulting in a trivial Andreev bound state, splitting the
first and second step, as is observed experimentally.
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Model Hamiltonian and Mean-Field Solutions
We consider the following model Hamiltonian with single-electron part H0 and interactions
H = H0 +
1
2
∑
j=1,2
(hjcj↑cj↓ + Uc
†
j↓c
†
j↑cj↑cj↓ + h.c.) +
1
2
(gc†1↓c
†
1↑c2↑c2↓ + h.c.) (2)
where j = 1, 2 is the pocket index, hj is the induced pairing in pocket j, U is the intrapocket density-density interaction
and g is the interpocket interaction. Without external superconductors, there is no intrinsic pairing and U > |g| > 0.
With external superconductors, Coulomb interaction can be screened and in the following we assume 0 < U < |g|.
We would like to use the following mean-field Hamiltonian to approximate the model Hamiltonian
HMF = H0 +
1
2
∑
j=1,2
(∆jcj↑cj↓ + h.c.) (3)
where all interactions and induced pairing contribute to intrapocket pairing potentials ∆j .
By taking the mean-field average of the model Hamiltonian
HMF = 〈H〉 = H0 + 1
2
∑
j=1,2
(∆0cj↑cj↓ + U〈c†j↓c†j↑〉cj↑cj↓ + g〈c†j↓c
†
j↑〉cj↑cj↓ + h.c.) (4)
we obtain the mean field equation of model Hamiltonian (2)
∆ = IˆΨ + h (5)
where the pairing potential vector ∆, pairing correlation vector Ψ, external pairing field h and interaction matrix Iˆ
are
∆ =
(
∆1
∆2
)
, Ψ =
(
Ψ1
Ψ2
)
, h =
(
h1
h2
)
, Iˆ =
(
U g
g U
)
, (6)
and the pairing correlation of pocket j reads
Ψj ≡ 〈c†j↓c†j↑〉 = −
∫ ∞
−∞
ρ∆j√
ξ2 + |∆j |2
tanh
√
ξ2 + |∆j |2
2T
dξ. (7)
Numerical Results
The mean-field equation (5) can be regarded as a fixed point equation of the mapping M : ∆→ IˆΨ(∆) +h, which
can be solved by numerical iteration
∆ = lim
n→∞M
n(∆0) (8)
with appropriate initial guess ∆0. To make the iteration unbiased, we choose the complex initial guess ∆0 ∈ C2. We
write the solutions as the amplitude and the phase ∆j = |∆j | exp(iθj) in pocket j = 1, 2.
From the numerical results, we find for some external pairing fields h, the solutions to the mean-field equation (5)
can be complex, and the phase difference between the two pockets varies from 0 to pi, as shown in Fig. 6. This can
be explained by the Josephson part of the free energy as shown below.
Phenomenological Theory
We consider Ginzburg-Landau free energy of the following form
F = (d ·∆ + c.c.) + 1
2
∆†A∆ +
∑
i=1,2
bi|∆i|4, A =
(
a1 c
c a2
)
, (9)
7FIG. 5: Phase difference θ1−θ2 of the ground state solution to mean-field equation Eq. (5). Here U = 0.1, |g| = 0.12, T = 10−4,
and the numerical integration interval of pairing correlation (7) is from −100 to 100.
where d ∈ R2 is due to external pairing fields, A is the Hessian matrix and bi > 0 to stablize the free energy. In fact
we can always rescale the order parameters ∆i → 4
√
b/bi∆i to make the quartic coefficients the same b1 = b2 ≡ b.
In terms of phase and amplitude ∆j = |∆j |eiθj , the free energy can be rewritten as the Josephson and amplitude
parts
F = FJ + F0, (10)
FJ = J cos(θ1 − θ2) + J1 cos θ1 + J2 cos θ2, (11)
F0 =
∑
i=1,2
{
1
2
ai|∆i|2 + bi|∆i|4
}
, (12)
where
J = c|∆1∆2|, Ji = di|∆i|. (13)
We first minimize the Josephson energy to obtain θ1,2 = θ
∗
1,2 under the assumptions J, J1,2 6= 0, then we minimize
F0 + F
∗
J to obtain |∆j | = ∆∗1,2, where F ∗J = FJ |θ=θ∗ . When ∆∗j 6= 0, the solutions of θ∗1,2 are consistent with ∆∗j ;
otherwise they are rejected due to self inconsistency.
By minimizing the Josephson energy alone, we find the phase difference θ ≡ θ1 − θ2 bewteen two pockets is (Θ is
the step function with Θ(0) = 1)
θ = Re
(
arccos
[
J21J
2
2 − (J21 + J22 )J2
2J1J2J2
])
Θ(JJ1J2) + piΘ(J)Θ(−J1J2). (14)
When θ 6= 0, pi, the minimal Josephson energy reads
F ∗J = −
1
2
c
(
d1d2
c2
+
d1
d2
|∆1|2 + d2
d1
|∆2|2
)
, (15)
and hence
F0 + F
∗
J =
∑
i=1,2
{
1
2
a∗i |∆i|2 + bi|∆i|4
}
, a∗1 = a1 − c
d1
d2
, a∗2 = a2 − c
d2
d1
. (16)
The self-consistency condition requires that
a∗1,2 < 0. (17)
When a1,2 > 0 and c > 0 this leads to
a1
c
<
d1
d2
<
c
a2
⇒ a1a2 < c2, (18)
8FIG. 6: Phase difference θ1 − θ2 of the ground state of Josephson free energy FJ in Eq. (10).
and when a1,2 > 0 and c < 0 this leads to
a1
c
>
d1
d2
>
c
a2
⇒ a1a2 < c2. (19)
In these two cases, A has one negative eigenvalue. This corresponds to the assumption 0 < U < |g| we imposed in
the beginning, and explains the finite phase difference between pairing order parameters in two pockets.
In the case where the coupling to each band is equal (J1 = J2 = J
′), the dependence of the angle between the
bands on the ratio J ′/J is
θ = 2Re(arccos(δ/2)), δ = |J
′
J
|. (20)
The dependence of θ on J ′/J is shown in Fig. 1e of the main text.
Calculations of the Josephson Currents
The presence of two bands in SnTe alters the types of behaviors in Josephson junctions using SnTe as a weak
link. Three scenarios will be considered: one where time reversal symmetry is preserved (Fig. S3a), one where time
reversal symmetry is broken and all angles are equal (θL1 = θ
L
2 = θ
R
1 = θ
R
2 = θ0, Fig. S3b), and one where time
reversal symmetry is broken and angles are equal on the left side, but unequal on the right (θL1 = θ
L
2 = θ
L
0 , θ
R
1 6= θR2 ,
Fig. S3c). As in the main text, we will apply this soley to the second harmonic current as expected in the TRSB
state.
Preserved Time Reversal Symmetry
In the time reversal symmetric version, band phases on the left (θL1 , θ
L
2 ) line up with the phase of the left supercon-
ductor (φLS) and the band phases on the right (θ
R
1 , θ
R
2 ) line up with the phase of the right superconductor (φ
R
S ). When
a nonzero supercurrent flows, an angle between the left and right superconductor develops φRS −φLS = φ (all angles are
measured with respect to φLS which is kept at zero throughout. The value of an angle increases with counterclockwise
rotation). In all of the following, we presume the coupling between the superconductor and the bands in SnTe (i.e.
the interface between the Al superconducting leads and the SnTe) is strong such that when a rotation of φL,RS occurs,
it drags the band phases along with it. We can calculate the four angles necessary for obtaining the four supercurrents
(defined in the main text):
θ11 = θ
R
1 − θL1 ; θ22 = θR2 − θL2 ; θ12 = θR1 − θL2 ; θ21 = θR2 − θL1 (21)
9L R
θ0 θ0 θ0 θ0
θ0
L θ0
L θ1
R θ2
R
a
b
c
φS
L φS
R
FIG. 7: Possible angle configurations in the (a) time reversal symmetric case, (b) equal-angle time reversal symmetry broken case, and
(c) unequal-angle time reversal symmetry broken case.
In the time reversal symmetric case: θ11 = θ22 = θ12 = θ21 = φ and the intraband and interband supercurrent are:
Iii = I11 + I22 = I
C
ii [sin(θ11) + sin(θ22)] = 2I
C
ii sin(2φ) (22)
Iij = I12 + I21 = I
C
ij [sin(θ12) + sin(θ21)] = 2I
C
ij sin(2φ) (23)
Hence, the junction is similar to two independent superconducting channels, both of which have a conventional
sinusoidal current phase relation (CPR).
“Equal Angle” Time Reversal Symmetry Broken State
Using the prescription as above, we can calculate the intraband and interband angle as: θ11 = θ22 = φ and
θ12 = 2θ0 + φ, θ21 = −2θ0 + φ. The Josephson currents then are
Iii = I11 + I22 = I
C
ii [sin(θ11) + sin(θ22)] = 2I
C
ii sin(2φ) (24)
Iij = I12 + I21 = I
C
ij [sin(θ12) + sin(θ21)] = −2ICij cos(2θ0) sin(2φ), (25)
where the interband current has an overall minus sign due to the repulsive Umklapp interaction which drives the
order parameters to be different sign (i.e. J < 0). In this regime, there are coexisting “0” and “pi” channels whose
relative strength is set by ICii , I
C
ij and the fixed angle θ0.
“Unequal Angle” Time Reversal Symmetry Broken State
The calculated angles in the scenario where the left side of the junction has equal angles but the right side has
unequal angles are: θ11 = θ
R
1 + φ − θL0 , θ22 = −θR2 + φ + θL0 and θ12 = θR1 + θL0 + φ, θ21 = −(θL0 + θR2 ) + φ. The
Josephson currents calculated from these angles are
Iii = I11 + I22 = I
C
ii {cos 2φ
[
sin(θR1 − θL0 ) + sin(θL0 − θR2 )
]
+ sin 2φ
[
cos(θR1 − θL0 ) + cos(θL0 − θR2
]}
= ICii {A cos 2φ+B sin 2φ}
(26)
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FIG. 8: Simulations in the unequal-angle broken time reversal symmetry case using the following conditions: (a) θL0 = pi/5, θ
R
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1.3, (c) θL0 = pi/5, θ
R
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L
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R
2 , r = 1.3, (b,d,f) Plots of the coefficients A-D for corresponding to the calculated
CPRs directly above.
Iij = I12 + I21 = −ICij{cos 2φ
[
sin(θR1 + θ
L
0 )− sin(θL0 + θR2 )
]
+ sin 2φ
[
cos(θR1 + θ
L
0 ) + cos(θ
L
0 + θ
R
2
]}
= ICij{C cos 2φ+D sin 2φ}.
(27)
The incorporation of a non-equal angle brings terms proportional to cosφ, thus allowing for a nonzero phase a φ = 0
and critical current amplitude that depends on the initial angles.
To incorporate magnetic field into the simulation, we examine the CPR as a function of the rotation of θR1 . In the
manuscript, we find good agreement between simulation and experiment the angles of the left superconductor are
equal: θL0 = pi5. The then assign θ
R
2 = pi/30 (i.e. strongly coupling to the superconductor) and let the weakly coupled
θR1 varying as the Josephson coupling is altered by B. The results when θ
R
1 is varied from 0 to 2pi and the coefficients
in Eqs. 24, 25 are shown in Fig. S4(a,b). To obtain this agreement we also set the ratio of r = ICij/I
C
ii to be 1.3. A
comparison of the same condition except with r = ICij/I
C
ii = 1 are shown in Fig. S4 (c,d): no qualitative changes are
observed. Finally, we demonstrate that a 0− pi phase transition as a function of θR1 can be achieved in this model In
Fig. S4(e).This plot was generated with θL0 = θ
R
2 = pi/22 and r = 1.3. It can be observed that this transition happens
when the coefficients A-D become equal (Fig. S4f).
Materials and Methods
The SnTe nanowires used in this work were synthesized in a horizontal tube furnace with a single temperature zone
(Lindberg/Blue M, Thermo Fisher Scientific). A mixture of 0.1 g SnTe powder (Sigma Aldrich, 99.999%) and 0.1
g Sn powder (Sigma Aldrich, 99.8%) was finely ground and placed in a quartz boat. The boat with precursors was
placed at the center of a quartz tube with a 1-inch diameter. The Sn powder was added to the precursors to create a
Sn-rich environment during synthesis and to restrict the formation of Sn vacancies in the SnTe crystals.
Four Si substrates covered with 20 nm Au nanoparticles (Sigma Aldrich, Prod. # 741965) were used as growth
substrates. The Si substrates were first treated with a poly-l-Lysine solution (Sigma Aldrich, 0.01%), followed by
blow-drying using pure nitrogen gas. Then, a solution containing 20 nm Au nanoparticles was drop-casted on the
substrates and blow-dried in 2 min. The growth substrates were placed downstream inside the quartz tube at distances
of 10.5 cm-13.5 cm away from the center of the furnace. The quartz tube was sealed on both ends and purged with
ultra-high purity argon gas (99.999%) 5 times in order to exhaust air from the whole system.
During the synthesis, pressure in the tube was maintained at 2 torr by feeding a constant Ar flow at a rate of 20 sccm.
The center temperature of the furnace was held at 843 K for 1 hour of growth time after ramping the temperature
from room temperature to 843 K within 30 min. After growth, the furnace was either allowed to naturally cool down
to room temperature or finished with a fast-cooling process as described in Ref. S1.
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Nanowire Diameter
(nm)
Junction Length
(nm)
First Lobe Closes
(mT)
Junction 1 160 120 53
Junction 2 220 120 57
Junction 3 230 110 59
Junction 4 280 150 37
Junction 5 390 170 15
Junction 6 450 140 12
TABLE I: Approximate junction dimensions as determined via SEM, and the approximate fields B at which the first lobe of the
corresponding magnetic diffraction pattern closes.
More Data on Shapiro Steps
As highlighted in the main text, the Shapiro step pattern observed in our devices is influenced by the applied
perpendicular magnetic field. Fig. S5 shows maps of differential resistance measured at 2.5GHz as a function of
RF power and IDC at magnetic fields of 0 to 46mT plotted in the same color scale. These RF maps reveal several
features. First is the subharmonic steps seen at B = 0 deepen as the field approaches 16 mT, the field of maximum
IC. At higher fields they diminish again before disappearing fully. Second, the minimum RF power of the closed
N = 0 Shapiro step also changes with the magnetic fields in the same manner as the magnetic diffraction pattern in
Fig. 3a. This means the critical currents can also define the maximum amplitude of the driven RF current to stay
in the superconducting state. Third, the first steps N = ±1 merge with the second steps when the magnetic field is
between 8mT to 20mT, as highlighted in Fig. 4c of the main text. Last, at some magnetic fields we also observe the
presence of an arc breaking through and disturbing the pattern at lower powers. This “broken ribs” feature is also
most prominent at 16 mT and only observed at an RF frequency of 2.5 GHz, not at other frequencies we measured
(see Fig. S6). The origin of the effect remains an open question.
Fig. S6 shows additional RF maps measured at different frequencies and fields. Fig. S6 a-c and E are taken at
16mT and frequencies of 2, 3, 4 and 5GHz, respectively. Generally, half steps at higher frequencies are deeper and
wider. Along with the 2.5GHz, 16mT map in Fig. S5, these maps clearly show the merging of the first and second
Shapiro steps are only present at low frequencies (2GHz and 2.5GHz), consistent to a recent experiment (S2-S4). Fig.
S6d,e compare the RF maps taken at 5GHz at 0mT and 16mT. The critical currents at 16mT is also larger than those
at 0mT. Moreover, fainter 1/3 steps appear near -17dBm at 0mT (Fig. S6d), but get suppressed at 16mT.
Temperature Dependence
Fig. S7a shows the critical current of the featured junction vs B for various measurement temperatures. As the
fridge temperature increases, the prominence of the B = 0 minimum is lessened. At high temperatures (>500 mK),
this feature is washed out.
Meanwhile, the Shapiro steps and subharmonic features observed in the device are robust against temperature
change, as shown in Fig. S5b,c. Although the prominence of the features is decreased as the measurement temperature
increases, the same step pattern can still be observed even at temperatures exceeding 900 mK.
Comparison of Different Devices
We have observed a total of six different Josephson devices with anomalous magnetic diffraction patterns similar
to the one presented in the letter. Table S1 gives the junction length and nanowire diameter as measured by SEM for
each of these devices, as well as the field at which the first lobe of the corresponding magnetic pattern closes. The
devices are ordered by smallest to largest junction area; Junction 1 is the device highlighted in the paper. As junction
area increases, the field at which the lobe closes decreases, showing a clear correlation between junction dimensions
and anomalous behavior.
While magnetic patterns were collected for all of the devices mentioned in the table, RF lines were connected for
Junctions 1 and 4 only, with these measurements yielding similar results. Thus, the remainder of this section will
showcase data from Junction 4.
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FIG. 9: Magnetic field dependence of Shapiro steps for Junction 1, the device highlighted in the main text, at 25 mK.
The magnetic diffraction pattern for Junction 4 is shown in Fig. S8d. Rather than an intrinsic effect like the
one seen in Junction 1, the considerable hysteresis at positive bias currents can be attributed to self heating of the
junction. Indeed, this feature can be confirmed as a situational artifact by sweeping IDC in opposite directions (from
positive to negative bias and vice versa); in this case we observe a mirroring of the data across the IDC = 0 axis (Fig.
S8d)). Furthermore, the effect of this asymmetry on our measurements of the AC Josephson effect, discussed below,
qualitatively agree with similar measurements attributed to electron overheating (S2).
RF data collected for Junction 4 is presented in Fig. S9, showing a clear magnetic field dependence. This data is
qualitatively very similar to that observed from Junction 1, showing deep half steps and additional 1/3 steps. Note
that the maximum in IC for this device occurs at 6.5 mT; similarly to the data from Junction 1, one can see that the
half steps are most prominent at this field.
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Magnetic Diffraction Patterns in a Parallel Field
We place Junction 1 in an in-plane magnetic field perpendicular to the axis of the nanowire in a different cooldown.
As shown in Fig. S10, the magnetic diffraction pattern shows a maximum IC at B‖ = 0 with a strong hysteresis
and switching effect. Thus, the origin of the minimum IC highlighted in the main text is not from the spin-orbit or
phase-coherent effects.
Resistively-Shunted Junction Model Simulation
The sweeps of DC current bias IDC in two opposite directions in Fig. 2a show two different critical currents I
+
C
and I−C . The fact that there is no hysteresis suggests that the junction is overdamped. Therefore, we can model the
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phase difference evolution under a current-phase relation I(φ) by the resistively shunted junction (RSJ) model:
dφ
dt
=
2eRN
~
(IDC − I(φ)), (28)
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diffraction pattern for Junction 2 as a function of B‖ also shows a maximum at B‖=0.
where RN is the normal resistance of the junction ∼ 13Ω. The CPR contains the second harmonic term sin 2φ due to
the presence of the half Shapiro steps.
I(φ) = IC(sinφ+A sin 2φ), (29)
where A is defined as the relative amplitude of the second harmonic term. At equilibrium, the voltage across the
junction is given by
V =
~
2e
〈
dφ
dt
〉
= RN (IDC − I(φ)), (30)
To examine the symmetry breaking of V under IDC → −IDC . We can first see how the following symmetries of I(φ)
could affect the invariance of V :
1. Inversion symmetry: If I(−φ) = −I(φ), V is invariant when φ→ −φ and IDC → −IDC .
2. pi-Translation symmetry: If I(φ+ pi) = I(φ), V is invariant under φ→ φ+ pi and IDC → −IDC .
Thus, the source-drain asymmetry occurs, i.e., V is no longer invariant under IDC → −IDC , when both symmetries
are broken. The CPR in Eq. 29 is inversion but not pi-translation symmetric. By engineering an extra phase term
β, which is not a multiple of pi, in the both terms, we could not only produce a nonzero supercurrent at φ = 0 as
described in the main text and also model this symmetry breaking by computing the RSJ model.
I(φ) = IC(sin(φ) +A sin(2φ+ β)) (31)
First, we define the time steps from 0 second to 300/fC with dt = 0.01/fC , where fC = 2eICRN/h is the characteristic
frequency. Then φ(t) can be solved the following equation by the odeint function in Python.
dφ
dt
=
2eRN
~
(IDC − IC(sin(φ+ β) +A sin(2φ+ β))), (32)
where we use the parameters RN = 13Ω, IC = 2µA. The relative amplitude A is extracted by comparing the depth
ratio of the N = 1/2 and the N = 1 Shapiro step in Fig. 4a, which gives about A ≈ 0.909. IDC is swept from −3IC
to +3IC and the fitting parameter β is swept from −pi to pi. Then the voltage across the junction for each value of
IDC and β can be obtained by averaging the last 15 periods (∆t = 15/fC). The differential resistance at each IDC
can then be calculated by averaging the neighboring voltage difference divided by the current step. The simulation
result is presented in Fig. 2b. The ratio IC+/IC− extracted at B = 0mT in Fig. 2a is about 0.83. By comparing the
ratio IC+/IC− at each value in Fig. 2b, the fitting parameter β is about (0.16, 0.84)pi. Similarly, in Fig. 3a, we could
extract the ratio for each field, then map it onto the corresponding β, as shown in Fig. 3c.
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