The required statistics from large databases are gathered into a smaller data structure (FP-tree). The itemsets generated from FP-tree are used as profiles to check anomaly detection in the proposed system.
Introduction
Network security technology has become crucial in protecting government and industry computing infrastructure. Modern intrusion detection applications facing complex problems. Intrusion detection is an area growing in relevance as more and more sensitive data are stored and processed in networked systems. A comprehensive IDS requires a significant amount of human expertise and time for development. Data miningbased IDSs require less expert knowledge yet provide good performance [1] . Intrusions are actions aimed to compromise the confidentiality, integrity, and/or availability of a computer or computer network. Intrusion detection is the process of monitoring and analyzing the events occurring in a computer system in order to detect signs of security problems.
There are two types of intrusion detection techniques depending on the model of the scheme used: Anomaly and Misuse Detection. Anomaly technique is based on the detection of traffic anomalies. The deviation of the monitored traffic from the normal profile is measured. Various different implementations of this technique have been proposed, based on the metrics used for measuring traffic profile deviation. Misuse technique looks for patterns and signatures of already known attacks in the network traffic. A constantly updated database is usually used to store the signatures of known attacks. The way this technique deals with intrusion detection resembles the way that anti-virus software operates [2] .
Association rules data mining technology can be widely used in intrusion detection system to obtain a comparison between the abnormal pattern and the normal behaviour pattern. Manual analysis is not required for this method. One of the main advantages is that same data mining tool can be applied to different data sources. An important problem in intrusion detection is how effectively the attack patterns and normal data patterns can be separated from a large number of network data and how effectively generates automatic intrusion rules after collected raw network data. In this paper, association rule mining, FP-growth algorithm is modified and applied in network intrusion detection system.
Related Work
The term data mining is frequently used to designate the process of extracting useful information from large databases. Data mining and machine learning technology has been extensively applied in network intrusion detection and prevention systems by discovering user behavior patterns from the network traffic data. Association rules and sequence rules are the main technique of data mining for intrusion detection. ADAM [3] is a wired Apriori based network intrusion detection system. First, ADAM collects normal, known frequent datasets through mining as training datasets. Secondly, during detection, it runs an on-line algorithm to find last frequent connections, which it compares with known mined training normal datasets and it discards those recent connections which seem to be normal. With suspicious records, it then uses a classifier, previously trained to classify and label suspicious connections as a known type of attack, unknown type of attack or a false alarm. Since the system depends on training data, the efficiency also depends on training data. In another paper, the authors approach adopts a novel FP-tree structure and FP-growth mining method to extract features based on FPtree without candidate generation. FP-growth is just accord with the system of real-time and updating data frequently as Network Intrusion Detection System (NIDS) [4] .
In "The Research on the Application of Association Rules Mining Algorithm in Network Intrusion Detection", the author described about Data mining technology which can be applied to the network intrusion detection, and precision of the detection will be improved by the superiority of data mining. Basically In this paper, author have presents the study of an example running to contract two algorithms. Presented results have shown that the fuzzy rule mining algorithm is more convenient than Apriori algorithm to mine mass network log database [5] .
Anomaly Based Intrusion Detection
Anomaly-based Detection or Behaviour-based intrusion detection profiles normal behaviour and attempts to identify anomaly patterns of activities that deviate from the defined profile. This approach is based upon the use of user, system or network profiles of normal behaviour, and searches for significant deviations from these profiles to detect security-related problems. It involves features of a user's current session, system resources, or network traffic which is used to determine whether these parameters exceed a certain threshold set by the specific model. To decide whether the system is running according to normal behaviour, several techniques have been proposed in the resent literature. The major drawback of anomaly detection is defining its rule set. The efficiency of the system depends on how well it is implemented and tested on all protocols. For detection to occur correctly, the detailed knowledge about the accepted network behaviour need to be developed by the administrators. But once the rules are defined and protocol is built then anomaly detection systems works well [6] .
Regarding the underlying algorithm, it defines four different possible approaches, but only two of them have successfully employed in the last decade: algorithms based on statistical models and those based on neural networks. The former is the most widely used more than 50% of existing Anomaly Based Systems. In these systems, the algorithm (during the so-called training phase) first builds a statistical model of the -legitimate, attack-free -network behaviour later (in the detection phase), the input data is compared to the model using a distance function, and when the distance measured exceeds a given threshold, the input is considered anomalous, i.e., it is considered an attack [7] .
Data Mining Association Rule
Data mining generally refers to the process of extracting or mining knowledge from a large amount of data. This process first understands the existing data and then predicts the new data. In general, data mining tasks are categorized into two categories: predictive and descriptive. The general properties of the data in the database are characterized by descriptive mining. Inference on the current data in order to make predictions is performed by predictive mining. Association rule mining. Specifically, two data mining approaches have been proposed and used for anomaly detection: association rules and frequency episodes. Association rule algorithms find correlations between features or attributes used to describe a data set. Association rules mining started as a technique for finding interesting rules from transactional databases. Association rule mining was proposed in [8] , where the formal definition of the problem is presented as: Let L = {i 1 
Frequent Pattern Mining
Frequent pattern mining was first proposed in [8] for market basket analysis in the form of association rule mining. It analyses customer buying habits by finding associations between the different items that customers place in their "shopping baskets".
FP-growth adopts a divide-and-conquer strategy that compresses the database representing frequent items into a frequent-pattern tree (FP-tree), and proceeds mining of the FP-tree. The required statistics from large databases are gathered into a smaller data structure (FP-tree), which is generated with just two database scans. Network Intrusion Detection System adopts FP-growth algorithm in anomaly detection. The following is traditional FP algorithm which is used for frequent itemsets mining.
Input : FP-tree constructed based on Algorithm ,using DB and a minimum support threshold α. Output : The complete set of frequent patterns. Method : Call FP-growth (FP-tree ; null). Procedure FP-growth (Tree; α) { (1) if Tree contains a single path P (2) then for each combination (denoted as β) of the nodes in the path P do (3) Generate pattern β U α with support = minimum support of nodes in β; (4) else for each a i in the header of Tree do { (5) generate pattern β = a i U α with support = a i . Support; (6) construct β's conditional pattern base and then β's conditional FP tree Tree β; (7) If Tree β ≠ null (8) then call FP-growth (Tree β, β)} } The FP-tree is constructed in the following.
1. Scan the transaction database DB once. Collect the set of frequent items F and their supports. Sort F in support descending order as L, the list of frequent items and discard items that are below the threshold vale.
2. Create the root of an FP-tree, T, and label it as "null". For each transaction Trans in DB do the following.
Select and sort the frequent items in Trans according to the order of L. Let the sorted frequent item list in Trans be [p│P] , where p is the first element and P is the remaining list.
If T has child N such that N.item-name=p.item-name, then increment N's count by 1; else create a new node N, and let its count be 1, its parent link be linked to T, and its node-link be linked to the nodes with the same item-name via the node-link structure. If P is nonempty, call insert tree (P;N) recursively. 
Proposed FP Algorithm and System Design
In the traditional FP-growth algorithm, the frequent patterns are found and infrequent patterns are discarded. Mining infrequent patterns is a challenging endeavor because there are enormous numbers of such patterns that can be derived from a given data set. More specifically, the key issues in mining infrequent patterns are:
 How to identify interesting infrequent patterns, and  How to efficiently discover them in large data sets.
Since mining infrequent item sets is also very important in many applications such as anomaly detection in the proposed algorithm only infrequent itemsets are found. The following algorithm is proposed in the system. 
By comparing trees and new database, the proposed FP algorithm is more compact and it can mine easily from large data base. The proposed algorithm is used to find the infrequent patterns for network anomaly detection in proposed system. Proposed FP-growth algorithm is used to find out the itemsets packets database (log file). Based on these itemsets, anomaly detection is applied. The system will predict normal or attack for each packet according the total score calculation.
Conclusion
Intrusion detection technology is an effective approach to the problems of network security. In this paper, data mining-based network intrusion detection system using FP-growth is applied. Proposed FP-tree is a good compact tree structure, which contains the complete information of the database in relevance to frequent pattern mining, and its size is usually highly compact and much smaller than its original database. The proposed algorithm works efficiently to find the infrequent items. Moreover, large amount of data can be handled for network traffic in Network Intrusion Detection System.
