Abstract. We propose a novel Babich-like ansatz consisting of an infinite series of dyadic coefficients (three-by-three matrices) and spherical Hankel functions for solving point-source Maxwell's equations in an inhomogeneous medium so as to produce the so-called dyadic Green's function. Using properties of spherical Hankel functions, we derive governing equations for the unknown asymptotics of the ansatz including the traveltime function and dyadic coefficients. By proposing matching conditions at the point source, we rigorously derive asymptotic behaviors of these geometrical-optics ingredients near the source so that their initial data at the source point are well-defined. To verify the feasibility of the proposed ansatz, we truncate the ansatz to keep only the first two terms, and we further develop partial differential equation-based Eulerian approaches to compute the resulting asymptotic solutions. Since the system of governing equations for each dyadic coefficient is strongly coupled, we introduce auxiliary variables to transform these strongly coupled systems into decoupled scalar equations. Furthermore, we develop high-order Lax-Friedrichs weighted essentially nonoscillatory schemes for computing these auxiliary variables so that the Green's function can be constructed. Numerical examples demonstrate that our new ansatz yields a uniform asymptotic solution in the region of space containing a point source but no other caustics.
1. Introduction. Greens's functions for Maxwell's equations are fundamental to many applications, ranging from optics, microwaves, and antennas to radars. Since an analytical Green's function is rarely available for a generic inhomogeneous medium, direct methods such as finite-difference or finite-element methods are usually employed to solve the corresponding Maxwell's equations. However, at high frequencies direct methods suffer from the so-called pollution errors [3] so that it is very costly to directly resolve these highly oscillatory waves. Therefore, we seek alternative methods, such as asymptotic methods or methods of geometrical optics (GO), to carry out scale separation so as to solve Maxwell's equations in the high-frequency regime. In this article, we propose a novel Babich-like GO ansatz consisting of an infinite series of dyadics and spherical Hankel functions for solving point-source Maxwell's equations in an inhomogeneous medium.
To motivate our method, we consider the following point-source Maxwell's equations in R 3 :
(1.1) ∇ × ∇ × G(r; r 0 , ω) − ω 2 n 2 (r)G(r; r 0 , ω) = Iδ(r − r 0 ), yielding an eikonal equation for traveltime τ and a transport equation for dyadic amplitudeĀ 0 . When the medium is homogeneous, n ≡ n 0 , computing τ andĀ 0 produces the following GO solution:
(1.2) G GO (r; r 0 , ω) = e iωn0r I −rr |r−r0| and r = |r − r 0 |. Nevertheless, the exact Green's function for the point-source Maxwell's equation (1.1) in the homogeneous medium n ≡ n 0 takes the following form [5] : In comparison to the exact solution (1.3), the GO solution (1.2) has two shortcomings. First, near the source r 0 , G GO exhibits field singularities which are different from those of G hom . Second, components ofĀ 0 may vanish along certain directions, for example, the third column of I −rr T along the z-direction withr = [0, 0, 1] T . Consequently, the GO method fails to give an accurate approximation along those directions and higher-order terms of 1 ω in formula (1.3) become significant along those directions. Our recent work [23] confirmed such defects for inhomogeneous media as well.
One natural approach to fix these drawbacks is to include higher-order terms [4, 11] , G(r; r 0 , ω) = ∞ s=0Ā s (r; r 0 ) ω s e iωτ (r;r0) . 
s denotes the first-kind spherical Hankel function of order s ∈ Z (integers), A s are sth-order dyadic coefficients, B s are defined to be ( 
2.2)
B s = A s τ 2s , and τ (r; r 0 ) = r r0 n(r)ds(r) is the traveltime from the source r 0 to the receiver r with the integration being performed along a geodesic ray from r 0 to r. Clearly, τ → 0 as r → r 0 or r = |r − r 0 | → 0. We further enforce the condition that B s is continuous for all s ≥ 0 so that Later on, we shall see that B s in general may not be smooth at the source r 0 . Downloaded 09/19/16 to 35. 20.7.27 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
In a region of space containing the source r 0 but no other caustics, there is a unique geodesic ray to connect any receiver r to the source r 0 .
2.1. Some properties of spherical Hankel functions. First, we list some well-known properties of the family of first-kind spherical Hankel functions of integer order.
Lemma 2.1 (see [20] ). For all x > 0, the following statements hold: (a) For any nonnegative integer s, h (1) s (x) = e In particular, we list explicit expressions of h
s for s = 0, 1, 2 as the following:
1 (x) =
(b) h 
According to (1.3) , G hom near r 0 behaves like O(|r − r 0 | −3 ) so that the right-hand side of (2.9) behaves like O(|r − r 0 | −2 ). To ensure that the left-hand side exhibits the same singularity, we propose to enforce the following matching condition at r 0 :
in other words, G − G hom at least should be bounded near the source r 0 . If this matching condition does not hold, the double curl operator will make the singularity of the left-hand side of (2.9) worse than O(|r − r 0 | −2 ). Although a rigorous proof of the condition (2.10) is not available yet, we use it here without hesitation and leave its justification to a future work. Now, by the condition (2.10), we easily see that the leading term of G, i.e., A 0 f 0 (τ ; ω), behaves like O(|r − r 0 | −3 ) in the deleted neighborhood of r 0 . This implies that both A 0 and τ should be nonzero functions in that neighborhood; otherwise the leading term vanishes or is undefined. In the following, we shall see that the matching condition (2.10) is able to determine detailed asymptotic behaviors of A s at r 0 so that initial conditions of A s at r 0 can be specified.
In a generic inhomogeneous medium, it is difficult to find A s directly. To obtain governing equations of A s , we need properties of f s as stated in the following lemma.
Lemma 2.2. For any s ≥ 0, at a given point r = r 0 such that τ = 0, the following results hold:
Proof. Using Lemma 2.1(a) at a given point r with τ = 0, we have that, for large ω, f s asymptotically behaves like
which implies that
and that f s is nonzero and bounded since τ = 0. Therefore, 
and (a) The traveltime function τ is governed by the eikonal equation
are governed by the following recursive equations:
and (2.13)
where we assume that B s ≡ 0 for any negative integer s.
Proof. Without loss of generality, we consider the first column vector of G, denoted by vector u; without confusion, we will overload the notation B s to denote the first column of the dyadic coefficient B s itself as well. To further simplify the presentation, we adopt the superscript notation u k to denote the kth entry of vector Downloaded 09/19/16 to 35.20.7.27. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php u, and we adopt the comma subscript notation f s ,k to denote the partial derivative
In addition, the Einstein summation convention is assumed in the following derivations.
Therefore,
or entrywise,
satisfies the equation
away from the source r 0 , since
By Lemma 2.2(a),
Likewise, we get
In addition, by Lemma 2.2(b),
Therefore, (2.14) becomes 
On the other hand, by (2.14), we get 
Proof of (a). Letting s = −2 and recalling that B −2 = B −1 ≡ 0, one gets
Since both B 0 and τ are nonzero functions according to the matching condition (2.10), we conclude that τ satisfies the eikonal equation (2.11) , and hence (a) follows. Proof of (b). Since τ satisfies (2.11), (2.17) reduces to
which, by further simplification, turns out to be
Rewriting it in vector notation, one obtains (2.12) so that (b) follows. Downloaded 09/19/16 to 35.20.7.27. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Given a point-source condition τ (r 0 ; r 0 ) = 0, the eikonal equation (2.11) has a smooth single-valued solution in a small enough neighborhood of the source except the source point itself, which is proved in [1, 19, 28] . In the following, we assume that the point-source eikonal equation has a smooth single-valued solution except the source point itself in a region of space containing the source point but no other caustics.
2.3. Asymptotic behaviors of dyadic coefficients B s . Lemma 2.3 gives rise to governing equations for the traveltime τ and the polarization dyadics B s . However, to solve those equations, we have to carefully specify initial conditions for τ and B s at the source r 0 , and this relies on the proposed matching condition (2.10).
Since we are interested in waves with no caustics, the traveltime function τ (·; r 0 ) solving the eikonal equation (2.11) is smooth except at the source r 0 . When the refractive index n is analytic and the source condition (2.19) τ (r 0 ; r 0 ) = 0 is enforced, we have the following lemma from [17] .
Lemma 2.4 (see [17] ). Suppose n 2 (r) can be written as the following power series at the source:
where S k is the degree-k terms in the Taylor expansion of n 2 about r 0 and S 0 = n 2 0
with n 0 = n(r 0 ). Assuming that τ 2 is analytic, we have in the source neighborhood
This in fact gives rise to the following estimate: for any α ∈ R, as r → 0, (2.21)
Supposing that τ 2 is available in terms of n 2 , we study initial conditions for the bounded polarization dyadics B s . Since for every s ≥ 3 and every fixed ω > 0, by Lemma 2.1(a),
s≥3 B s f s is expected to be O(1) as well so that the matching condition (2.10) is reduced to
Using the reduced matching condition (2.22), we can determine the asymptotic behaviors of B s for s = 0, 1, 2 near the source.
Lemma 2.5. The reduced matching condition (2.22) holds if and only if near the source r 0 the following results hold: 
as r → 0; (2.24)
Proof. Applying explicit expressions of h (1) s for s = 0, 1, 2 listed in Lemma 2.1(a), Lemma 2.1(b), and the two truncated Taylor series at r 0
we can reduce the left-hand side of (2.22) to
Using the fact that B 0 , B 1 , and B 2 are bounded at the source r 0 , we first rewrite the above as polynomials in terms of negative and positive powers of ω and then collect those O(1) terms together,
Clearly, the matching condition (2.22) holds if and only if formula (2.26) is equal to O(1) for any frequency ω > 0, which implies that all coefficients of ω k for k = −2, 0, 2 are O(1); that is,
Proof of "only if." Subtracting (2.28) from the equation obtained by multiplying (2.27) by τ 2 /2, we have 
, we obtain (2.24). Finally, by multiplying (2.27) with τ , we immediately get (2.25), which concludes the "only if" part.
Proof of "if." On dividing (2.25) by τ , we get (2.27). Directly inserting (2.23) and (2.24) into the two left-hand sides of (2.28) and (2.29), one verifies that both are O(1) terms. Therefore, the matching condition (2.22) holds.
2.4.
Governing equations for A s . Now combining Lemmas 2.3 and 2.5 and using (2.2) in terms of A s , we finally get our main theorem. Theorem 2.6. Suppose the spherical Hankel-based ansatz (2.1) solves the pointsource Maxwell's equations (1.1) in an inhomogeneous medium. The following results hold:
(a) The traveltime function τ is governed by the eikonal equation
which is equipped with the point-source condition τ (r 0 ; r 0 ) = 0.
are governed by the following recursive system:
where we define for any s ≥ 0,
and in particular, R −1 ≡ 0. To fulfill the reduced matching condition (2.22), A 0 , A 1 , and A 2 behave asymptotically near the source as follows:
If we further assume that n 2 , τ 2 , and A s for all s ≥ 0 are analytic at the source r 0 , then those asymptotic behaviors (2.34)-(2.36) for A 0 , A 1 , and A 2 , respectively, can be further clarified, and exact solutions of A s near the source can be constructed recursively as stated in the following corollary. Downloaded 09/19/16 to 35.20.7.27. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Corollary 2.7. Suppose that near the source r 0 , analytic functions n 2 , τ 2 , and A s can be rewritten as the following power series at r 0 :
where the subscript k denotes the degree of homogeneous polynomials S k , T k , and A sk ; furthermore, R s−1 is also analytic which can be rewritten as a power series at r 0 :
Then, the following results hold:
(a) The sequence {A 0k } is initialized by
where A 03 is computed from (2.43). (c) The sequence {A 2k } is initialized by
Moreover, for any s, P ≥ 0, the P th degree polynomial of the sth polarization dyadic A s , A sP , if not initialized, can be computed via the recursive formula:
Proof. By using formulae (2.20) We now prove (2.43). By Lemma 2.4, it is easy to see that T 0 = T 1 = 0 and T 2 = S 0 r 2 . Based on this, multiplying both sides of (2.31) with n 2 and rewriting each term as power series at r 0 , we get
Comparing the P th degree polynomials of both sides, we have
Using the fact that (∇T 2 · ∇)A sP = 2S 0 P A sP and ∆T 2 = 6S 0 , we get (2.43). It is clear that (2.43) is not valid for computing A sP * when P * = s + 2 since the coefficient of A sP * becomes 0. However, since for any s ≥ 3, A s has been assumed to be O(τ 2s ) = O(r 2s ) = o(r s+2 ) due to 2s > s + 2 so that A sP * = 0 when P * = s + 2. In addition, we have three special cases: (1) s = 0 so that P * = 2, but A 02 has been initialized according to (2.40); (2) s = 1 so that P * = 3, but A 13 has been initialized according to (2.41); (3) s = 2 so that P * = 4, but A 24 has been initialized according to (2.42) . Consequently, as long as A sP is not initialized, the formula (2.43) is always valid.
In the recursive formula (2.43), R s−1,k depends on A s−1 but does not depend on A s by (2.33); therefore, the power series of A s is computable via (2.43) once A s−1 is obtained near the source.
2.5. Verifying the homogeneous case. We now turn to verify that A s satisfy (2.5)-(2.7) for n ≡ n 0 . Thus, S 0 ≡ n 2 0 and S k ≡ 0 for k ≥ 1; the eikonal equation (2.11) has an exact solution τ 2 = S 0 r 2 so that T 2 = S 0 r 2 and T k ≡ 0 for k = 2. Therefore, the governing equation (2.31) for A s becomes
Rewriting A s and R s−1 as power series at r 0 , and comparing the kth degree homogeneous polynomials for k ≥ 0, we have
We consider the following four cases in terms of s:
(2) When s = 1, by (2.33), we see that R 0 = −S 0 r 2 ∆A 0 is a homogeneous polynomial of degree 2 so that R 0,k = 0 for k = 2. Therefore, we can claim Downloaded 09/19/16 to 35.20.7.27. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php that A 1k ≡ 0 for k ≥ 4. In particular, from (2.41), A 13 ≡ 0 so that A 1k ≡ 0 for k = 2. (3) When s = 2, one verifies by (2.33) that R 1 is still a homogeneous polynomial of degree 2 so that A 2k ≡ 0 for k ≥ 5. Since A 2k ≡ 0 for k ≤ 4 from (2.42), we see that A 2k ≡ 0 for k ≥ 0, indicating that A 2 ≡ 0. (4) When s ≥ 3, by induction, one verifies that A s = R s−1 ≡ 0. In summary, we obtain
which coincide with our expected equations (2.5)-(2.7). In fact, if such local solutions are extended to the whole computational domain, then they satisfy the reduced governing (2.44) for s ≥ 0.
3. Numerical implementation.
3.1. Truncating the spherical Hankel-based ansatz. Numerically, it is impossible to construct {A s } for all s ≥ 0 so that we have to truncate the ansatz in our implementation. To make sure that this truncated ansatz is at least capable of reproducing the homogeneous fundamental solution (1.3), we truncate formula (2.1) to obtain the following ansatz:
Therefore, we have to compute τ , A 0 , and A 1 to approximate the Green's function G.
For the sake of convenience, we restate the governing equations for τ , A 0 , and A 1 along with their initial conditions in the following:
|∇τ | = n with the initial condition τ (r 0 ; r 0 ) = 0;
with the initial condition 
Here A 03 is computed from (2.43). We need to solve these governing equations up to suitable orders of accuracy. To obtain a first-order accurate approximation of A 1 , we have to compute a third-order accurate approximation of A 0 due to the appearance of ∆A 0 in (3.5); however, a thirdorder accurate A 0 requires a fifth-order accurate τ as ∆τ 2 appears in (3.3) for A 0 . Therefore, we employ the fifth-order Lax-Friedrichs WENO-based schemes developed in [26] to solve the eikonal (3.2). As for A 0 and A 1 , since the governing equations (3.3) and (3.5) couple components of A 0 and A 1 , respectively, we cannot directly employ the above Lax-Friedrichs scheme. Therefore, we take indirect approaches to develop high-order numerical methods for computing A 0 and A 1 .
Suppose now τ is available. According to the method of characteristics, a geodesic ray tracing out from r 0 to r is governed by (3.7) t (1) (r; r 0 ) :=ṙ = dr ds = ∇τ (r; r 0 ) n where the parameter s is arclength, the dot over a vector denotes derivative with respect to arclength s, and t (1) in fact defines the unit tangent vector or the arrival direction of the ray at r.
The unit take-off vector at a given point r is defined as
where r approaches r 0 along a geodesic ray from r 0 to r. Therefore, it is clear that t (0) is invariant along each geodesic ray so that it is governed by
where the integration is performed along a geodesic ray from r 0 to r. 
If we further let P (1) =Ã 0 τ 2 , (3.11) and (3.12) are reduced to
along a geodesic ray defined by (3.7), these equations becomė
with the initial condition (3.15)
If we define P (0) = I − t (0) t (0) T , we have by (3.8) thaṫ
with the initial condition (3.18)
due to (3.9).
3.2.1. Computing v 0 . To obtain a third-order accurate A 0 , we need a thirdorder accurate v 0 . The third-order Lax-Friedrichs WENO-based scheme in [26] can be adopted to solve the hyperbolic (3.10) for a third-order accurate v 0 . It requires that v 0 be properly initialized near the source r 0 so that it achieves third-order accuracy.
Suppose the power series of v 0 at r 0 is
where v 0k is the homogeneous polynomial of degree k in r. According to [26] , {v 0k } k≥0 satisfies the following equation: for P ≥ 1, (1) . Before discussing the method for computing P (1) , we first list some properties of P (l) , l = 0, 1 in the following lemma.
3 ] T for l = 0, 1. The dyadics
Proof of (a). By the governing equations (3.16), (3.17), (3.13), and (3.14) of P
and P (1) , we can obtain property (a).
Proof of (b). When l = 0, since p
When l = 1, we have from (3.13) thaṫ
j is governed by the following ordinary differential equation (ODE) along each geodesic ray:
with the initial condition
which is derived from (3.15),r = [r 1 ,r 2 ,r 3 ] T being assumed. Clearly, δ ij − t
i t (0) j is a solution to (3.20) . Consequently, the uniqueness theorem of ODEs guarantees that p Proof of (c). Let k ∈ {1, 2, 3} such that |t
Without loss of generality, we assume that k = 1 so that |t
2 is not parallel to p
3 . Therefore, the rank of dyadic P (l) is no less than 2 so that the rank of [P (l) , t (l) ] is 3 due to property (a).
Based on the above properties of P (l) , we now give the formulation for computing P (1) by following [23] . Along each geodesic ray r(s) from r 0 through r, we define two orthonormal moving frames
where the piloting vector l is selected such that l is never parallel to t (l) for l = 0, 1. Later on, we will present a stable rule of selecting l. According to Lemma 3.1(a), there exist variables ϕ (l) such that
where
j | according to Lemma 3.1(b). Differentiating with respect to arclength s,
for l = 0, 1. If we further assume that the piloting vector l is invariant along each geodesic ray, i.e.,l = 0, then (3.21) becomes
Since along each geodesic ray, t (0) and t (1) share the same initial data at the source as do P (0) and P (1) , we have that ϕ (0) and ϕ (1) share the same initial data as well. Therefore, Φ(r; r 0 ) = ϕ (1) (r; r 0 ) − ϕ (0) (r; r 0 ) satisfies 
Consequently, (3.25)
To obtain a third-order accurate P (1) , we shall develop third-order numerical schemes for computing t (0) and Φ since b (1) and c (1) are constructed from t (1) and l with t computed by (3.7).
Computing t (0)
. According to (3.9), since t (0) is not continuous at the source, it is difficult to initialize t (0) directly near the source. Thus, we propose to compute T 0 = t (0) τ instead, which is governed by
In fact, the above vector equation can be rewritten as three decoupled PDEs governing three components of T (0) , respectively,
where T 
j . Again, the third-order Lax-Friedrichs WENO-based scheme [26] is used to produce a desired numerical solution. To do that, we need to properly initialize T 
Therefore, we can initialize T 
Computing Φ.
Before presenting the numerical scheme, we propose a rule of choosing the piloting vector l in (3.24) so as to meet the following two requirements:
(a) l is invariant along each geodesic ray; (b) l is not parallel to either t (0) or t (1) at each grid point in the computational domain. Since the rule developed in our recent work [23] is valid only when we are computing a first-order accurate Φ, it cannot be applied here as we are now focusing on computing a third-order accurate solution.
To satisfy requirement (a), a natural approach is choosing l = c, with c a constant vector (such as e 1 ) in the whole computational domain. However, such a choice may fail to meet requirement (b) since the take-off direction t (0) can point toward any direction and l will be parallel to t (0) at a certain point for sure. Therefore, we have to choose different constant vectors l for different geodesic rays.
However, in a discretized framework in the sense that the computational domain is discretized by N grid points, there exists a constant vector l such that l is never parallel to the unit vector t (0) or t (1) at each grid point, which can be constructed according to the following lemma.
, there exists a unit vector l such that l is not parallel to any u i .
Proof. Without loss of generality, suppose that no u i points toward the negative z-direction; otherwise we can take −u i instead. Therefore, rewriting each unit vector in spherical coordinates, we find two sequences {θ i } and {ϕ i } such that Further, sorting the two sequences {|θ i |} and {ϕ i } in an ascending order as
respectively, we can pick up two numbers i k0 and j k1 such that
Therefore, taking
Here θ * and ϕ * are chosen in that they are considered to be the angle farthest away from {|θ i |} and {ϕ i }, respectively.
By (3.29) , the selection of ϕ * indicates that
Consequently, we get for any 1 ≤ i ≤ M , (3.30)
implying that l is not parallel to u i .
Clearly, applying Lemma 3.2 to the set of unit vectors {t (0) , t (1) } at all N grid points (excluding the source point), we can construct the desired piloting vector l to meet the two requirements.
Once l is specified, following [26] we apply the third-order Lax-Friedrichs scheme to the governing (3.24) for computing Φ:
where, according to (3.24) ,
are the third-order WENO approximations of the first-order derivative Φ x , and so on. We choose α x , α y , and α z as
where F j denotes the derivative of F with respect to the jth gradient component of Φ, m, and M denote the minimum and maximum value of Φ, respectively, and so on. According to [8, 26] , we may define (
and (3.34)
However, since the dyadic P (1) depends only on cos Φ and sin Φ, the governing equation (3.24) can have infinitely many solutions Φ in the sense that if Φ solves (3.24), then Φ + 2kπ solves it as well for any k ∈ Z. Therefore, we may expect that in (3.32)-(3.35), even if sin Φ and cos Φ are smooth at a grid point (i, j, k), the finite differences of Φ at that point may be close to a multiple of 2π rather than close to 0; consequently, the division by 2h in finite differences may give rise to numerical instabilities. We have two approaches to address this issue.
The first approach is to use the following chain rule relation:
(sin Φ) x = cos ΦΦ x and (cos Φ) x = − sin ΦΦ x ; Downloaded 09/19/16 to 35.20.7.27. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php accordingly, we can define stable WENO approximations
where the third-order WENO approximations of sin Φ and cos Φ are defined by (3.32)-(3.35) with Φ replaced by sin Φ and cos Φ, respectively. The second approach is to use the following translation operator to shift any angle α into [−π, π]:
where [f ] denotes the greatest integer less than or equal to f . Therefore, the involved finite differences of Φ in (3.32)-(3.35), after being acted on by the translation operator, approach 0 if cos Φ and sin Φ are smooth at the grid point (i, j, k). This naturally suggests we redefine (
.
One similarly defines the WENO approximations of (Φ x )
The rule of choosing l as shown in Lemma 3.2 is stable for coarse meshes. However, as N increases, the lower and upper bounds of l · u i in (3.30) will approach −1 and 1, respectively, which implies that l may be almost parallel to certain u i , causing potential numerical instabilities in constructing b (l) and c (l) for l = 0, 1. On the other hand, since τ is not differentiable at the source, the iterative scheme (3.31) is only carried out sufficiently far away from the source. Near the source, we have to properly initialize Φ in order to achieve third-order accuracy.
Since Φ inherently depends on l, we address the above two issues by proposing a rule of choosing l locally and an accurate approach for initializing Φ in the next subsection.
3.2.5. Initializing Φ and choosing l locally. To start with, we can select at each grid point r i,j,k = (x i , y j , z k ) (except the source r 0 ) a unit vector l i,j,k by applying Lemma 3.2 to the two-element set {t
i,j,k } so that two orthonormal moving frames {t
i,j,k } can be constructed. Next we consider initializing Φ. By (3.25) and the definition of P (1) , Since v 0 has been initialized by (3.19) , τ 2 has been initialized to make t (1) available, and t (0) has been initialized by (3.27), we can first initialize A 0 and then initialize Φ through
where Corollary 2.7 enables us to use the following fifth-order initialization:
Here the fifth-order initialization is chosen because of the divisions in (3.39) and (3.40) by τ 2 which is close to 0 near the source. Next, when using (3.31) to update Φ new (r i,j,k ; l i,j,k ), we see that the involved stencil of 13 points consists of the following values:
According to the selecting rule in Lemma 3.2, Φ at different points in the stencil may have different l so that our requirements of l may fail. To resolve this issue, we apply Lemma 3.2 to the set of vectors composed of t (0) and t (1) at all 13 stencil points so as to select a new constant vector l * . One question arises: how can we obtain Φ old (·; l * ) at the 13 points in the stencil? Although using different l at each grid point gives different values of Φ, the dyadic coefficient A 0 is invariant. Based on this observation, we have proved the following lemma in [23] .
Lemma 3.3 (see [23] ). At any given grid point r in the computational domain, for two different unit vectors l 1 and l 2 , we can find an angle α such that Φ(r; l 1 ) = Φ(r; l 2 ) + α.
By Lemma 3.3, we can immediately obtain the values of Φ,
so that the third-order accurate scheme (3.31) can be applied to get Φ new (r i,j,k ; l * ). Applying Lemma 3.3 again to transfer l * back to l i,j,k , we finally get Φ new (r i,j,k ; l i,j,k ). Repeating such updating processes at all grid points until convergence, we finally get a third-order accurate solution Φ. Once Φ is found, we can get A 0 at each grid point immediately by (3.38). Downloaded 09/19/16 to 35.20.7.27. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
j ] for j = 0, 1, the governing equations (3.5) and (3.6) can be decoupled to
Clearly, the term −(∇n
To remove this coupling, we take the dot product of (3.41) with A l 0 and use (3.4), yielding nine decoupled equations
Since the right-hand side depends on A 0 only, the nine governing equations are independent of each other so that they can be solved simultaneously by the first-order Lax-Friedrichs WENO-based scheme in [26] , provided that each g kl is well-initialized around the source r 0 .
According to Corollary 2.7, if we initialize Clearly, the klth element ofG, that is,g kl , is 0 at r 0 and is O(r 2 ) near r 0 . By (3.43), we get the governing equations
for k, l = 1, 2, 3. By (3.47) and (2.21), we may initializeg kl by
with a truncation error O(r 3 ), where the subscript kl indicates the klth element of the matrix. We remark that such a leading-order approximation (3.49) suffices as we expect a first-order accurate solutiong kl for (3.48):
First, A k 1 is known near the source due to (3.44). Next, once allg kl are available, we may recover A k 1 by solving the following system which holds away from the source r 0 :
According to Lemma 3.1(c), since matrix TP = [t (1) , p
1 , p
2 , p
3 ] is of full rank, we can fully recover A k 1 at each grid point. However, at each grid point, we need to figure out the best three linearly independent column vectors from TP since p (1) j can be zero for some j according to Lemma 3.1(b) . To this end, as t (1) is orthogonal to the subspace spanned by P (1) , we just need to choose two more vectors from the set {p
3 } to form the set of three linearly independent column vectors. To choose two such vectors among the three vectors, we compare |p 1 ×p 2 |, |p 1 ×p 3 |, and |p 2 ×p 3 | in that these quantities characterize to what extent the two vectors are not parallel to each other. Consequently, we distinguish three cases:
1. If |p 1 × p 2 | is the maximum, then we choose
2. If |p 1 × p 3 | is the maximum, then we choose
3. If |p 2 × p 3 | is the maximum, then we choose
2 , p • The angular frequency ω = 4π with the average wavelength λ = • The source point is (0.25, 0.25, 0.25). In this example, an explicit solution is not available so that we compute an FDTDbased solution G FDTD to check the accuracy of G 1 and G 2 .
We first compare the results at frequency ω = 4π so that there are roughly three waves propagating in the computational domain and roughly 15 points are used per wavelength. Figures 5 and 6 compare the yy-component of G 1 , G 2 , and G FDTD at x = 0.25. Figures 7 and 8 compare the zz-component of G 1 , G 2 , and G FDTD at y = 0.25. We can see that G 2 matches with G FDTD much better than G 1 does.
Next, we consider frequency ω = 16π so that there are roughly 12 waves propagating in the computational domain and roughly three to four points are used per wavelength in our asymptotic methods. In contrast, the FDTD method has to use a mesh of 101 × 101 × 101 to resolve the wave propagation so that the FDTD method roughly uses eight points per wavelength. Figures 9 and 10 of G 1 , G 2 , and G FDTD at x = 0.25. Figures 11 and 12 compare the zz-component of G 1 , G 2 , and G FDTD at y = 0.25. At high frequencies, the discrepancy between G 1 and G FDTD concentrates near the source, and such discrepancy disappears between the two-term solution G 2 and G FDTD . Therefore, in an inhomogeneous medium the two-term approximation is able to faithfully reproduce source singularities of the true solution and yield a uniform asymptotic expansion in the region of space containing a point source but no other caustics.
Example 3: Narrower Gaussian model. The computational setup is as follows:
• The refractive index n(x, y, z) = • The mesh size is 51 × 51 × 51 with the grid size h = 0.01.
• The angular frequency ω = 4π.
• The source point is (0.25, 0.25, 0.25). We first compare the results at frequency ω = 4π. Figures 13 and 14 show solutions of the yy-component of G 1 , G 2 , and G FDTD at x = 0.25. Figures 15 and 16 5. Conclusion. We proposed a novel, high-order asymptotic ansatz (2.1), a series in terms of dyadic coefficients and spherical Hankel functions, for solving the point-source Maxwell's equations (1.1) in an inhomogeneous medium at high frequencies. Using the properties of spherical Hankel functions, we derived governing equations for the asymptotics involved in the ansatz, such as the traveltime τ and the dyadic coefficients A s . We further proposed reduced matching conditions to deduce initial conditions of A s at the source. To validate our method, we truncated the ansatz (2.1) after two terms, developed high-order Lax-Friedrichs schemes for computing the involved asymptotics τ , A 0 , and A 1 , and carried out several numerical experiments. Numerical results showed that the new ansatz is capable of producing accurate asymptotic solutions in the region of space containing a point source but without other caustics.
We have excluded caustics in our formulation. By incorporating such a formulation of computing asymptotic dyadic Green's functions into some recent methods, such as the fast Huygens sweeping methods [16, 23, 13] , we can treat caustics, which is an ongoing project.
