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LETTERS TO THE EDITORA Robust Example
of Collider Bias in a
Genetic Association StudyTo the Editor: ‘‘Collider bias’’ (also referred to as the
‘‘reversal paradox’’)1 describes the artificial association
created between two exposures (A and B) when a shared
outcome (X) is included in the model as a covariate
(Figure 1). A recent paper by Aschard et al. described the
potential for collider bias when adjusting for heritable co-
variates in genetic association studies.2 However, in their
examples, the authors acknowledged that they could
not exclude the possibility of a true biological explanation
for the genetic association seen only in the adjusted
model. Furthermore, the extent to which this bias could
create a completely spurious genetic association, rather
than just modify the magnitude of the effect,3 remains
unclear.
We sought to definitively illustrate collider bias by
deliberately inducing it to generate a biologically implau-
sible SNP-phenotype association. Both sex (A) and auto-
somal genetic determinants for adult height (B) have
causal effects on height (X), but are themselves implau-
sibly correlated. We theorized that collider bias would
induce false-positive associations between (only) auto-
somal height-associated genetic variants and sex when
adjusting for height as a covariate. By applying this modelA
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200 spurious genome-wide significant associations, illus-
trating the danger of collider bias in genetic association
studies.
Using a sample of 142,630 individuals of white Euro-
pean ancestry from the UK Biobank study,4 we performed
a genome-wide association study (GWAS) for sex by using a
linearmixedmodel5 and applying standard quality control
metrics.6 As expected, in univariate models (i.e., regression
model: sex ~ SNP), no SNP reached genome-wide signifi-
cance, and test statistics for 694/697 (3 missing) previously
identified height SNPs7 conformed to a null distribution
(Pmin ¼ 1.4 3 103, p < 0.05 with 27 SNPs, ~35 SNPs ex-
pected by chance). In contrast, when we repeated the anal-
ysis, this time including height as a covariate (regression
model: sex ~ SNP þ height), 222/694 height SNPs reached
genome-wide significance for association with sex. Each
height-increasing allele exhibited the expected negative
correlation with sex (i.e., lower probability of being
male), given the two causal exposures were aligned to be
positively associated with height (Figure 1). This was exem-
plified by the three strongest signals in the reported GWAS
meta-analysis of height from the GIANT (genetic investiga-
tion of anthropometric traits) consortium: ZBTB38-
rs724016 (association with sex: Punadj ¼ 0.05, Padj ¼ 7 3
1090), GDF5-rs143384 (Punadj ¼ 0.13, Padj ¼ 7 3 1071),
andHMGA2-rs8756 (Punadj¼ 0.99, Padj¼ 33 1034). These
all showed an apparent robust association with sex only in
the height-adjusted model.Figure 1. Induced Collider Bias between
Genetic Variants, Height, and Sex
(A) Schematic diagram of the scenario in
which collider bias can occur between ge-
netic variants, height, and sex.
(B) Spurious autosomal SNP-effect esti-
mates for sex, created by adjusting for
height as a covariate, are almost perfectly
correlated with SNP-effect estimates for
height. In this scenario of collider bias,
adjustment for the collider height creates
biologically implausible sex associations
for the 694 previously identified genome-
wide significant autosomal SNPs for height.
(C) A quantile-quantile plot of genome-
wide autosomal test statistics for sex ~
SNP (shown in blue) and sex ~ SNP þ
height (shown in red).
4, 2016
Consistent with expectation, among the 694 height-
associated SNPs, the beta estimates for sex adjusted for
height were almost perfectly correlated with the beta esti-
mate for height adjusted for sex within the UK Biobank
study sample (Figure 1). Furthermore, the proportionality
between the SNP betas of these two models (after normal-
izing phenotypes to have the same variance) was roughly
equal to the phenotypic correlation (r) of the two expo-
sures (A and B). Outside of the known height loci, there
were no SNPs at genome-wide significance for sex adjusted
for height that did not exhibit strong evidence for associa-
tion with height alone (Pmax ¼ 6 3 107). These findings
are consistent with what might be expected in the pres-
ence of collider bias, suggesting that collider bias is only
a concern when a SNP is significantly associated with the
collider phenotype in a univariate model.
In summary, we have demonstrated that adjusting for
causally associated covariates can create apparently highly
robust, but actually biologically spurious, associations. The
extent of this collider bias is almost perfectly inversely
related to the strength of the exposure-collider association.
Consideration of causal inference modeling and unad-
justed test statistics is therefore of great importance in
the design and interpretation of genetic (and non-ge-
netic1) association studies.
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