



El Análisis Discriminante es una técnica estadística multiva-
riante que busca una doble finalidad: 
• En primer lugar, el análisis discriminante es una técnica,
sustancialmente, clasificatoria. A partir de una variable
dependiente cualitativa y un conjunto de una o más varia-
bles independientes cuantitativas (en caso contrario habrá
que recodificar los valores de las variables no cuantitati-
vas), el análisis discriminante permite clasificar a los indi-
viduos o casos en alguno de los grupos establecidos por
la variable dependiente. Desde esta perspectiva, guarda
cierta similitud con el análisis de conglomerados o clus-
ter: mientras que éste tiene un carácter estrictamente
exploratorio (no se conocen a priori los grupos a formar),
en el análisis discriminante sí se conoce el grupo de per-
tenencia; en el análisis de conglomerados el objetivo es
obtener grupos homogéneos entre sí y heterogéneos res-
pecto a los demás; por su parte, en el análisis discrimi-
nante los grupos ya están constituidos debiendo identifi-
car lo específico de cada uno de ellos para poder así asig-
nar a los individuos o casos a cada uno de ellos. En esta
finalidad clasificatoria va implícita, pues, una finalidad
descriptiva (identificar las variables que más y mejor dis-
criminan y caracterizan a los grupos).
• En segundo lugar, y siempre que se apreciara la efectiva
diferencia entre grupos, el análisis discriminante cumple
una finalidad predictiva al proporcionar procedimientos
de clasificación sistemática de nuevas observaciones de
origen desconocido en uno de los grupos analizados.
Desde esta segunda óptica, a su vez, guarda cierta simi-
litud con el modelo de regresión múltiple: mientras que
la ecuación de regresión lineal nos permitía estimar
directamente el valor de la variable dependiente; en el
análisis discriminante será a partir de las puntuaciones
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discriminantes desde las que estimaremos la probabilidad
de pertenencia a un grupo, y a partir de dicha probabili-
dad estimaremos a cuál de ellos pertenece cada unidad
o caso. 
Nosotros vamos a centrar nuestra exposición, exclusivamen-
te, en la primera de las posibilidades implícitas en esta técnica de
análisis. Desde esta óptica, el análisis discriminante clasifica a los
individuos entre los grupos considerando las variables que más y
mejor caracterizan y, en consecuencia, diferencian a los grupos.
A estas variables, en el análisis discriminante, se les denominan
variables canónicas o discriminantes, se presentan como combi-
naciones lineales de las variables originales y se expresan por
una función discriminante. Estadísticamente el análisis discrimi-
nante busca la obtención de dichas funciones de la siguiente
manera: 
f = g (X1, X2, ... Xn)
en donde:
f es la función discriminante;
g (X1, X2, ... Xn) son las funciones lineales de las cinco 
variables o factores discriminantes introducidos en el análisis.
En este capítulo vamos a ver:
1. El proceso de selección de aquellas variables que, de
todas las posibles, más y mejor discriminan a los grupos.
El análisis discriminante, al expresar la función discrimi-
nante como una combinación lineal, guarda cierta simili-
tud con el análisis de regresión múltiple. De ahí que el
procedimiento que exponemos para seleccionar las varia-
bles canónicas, el de “paso a paso” o stepwise, sea el
aplicado en la selección de variables explicativas del
modelo de regresión. 
2. Una vez seleccionadas las variables discriminantes habrá
que valorar la significación estadística de las funciones
discriminantes obtenidas. Para ello, utilizaremos el esta-
dístico Lambda de Wilks.
3. Si los datos se ajustan al modelo, podremos determinar
la función discriminante y, con ella, clasificar.
4. Concluimos el capítulo con la exposición de los pasos y
secuencias a seguir para la obtención de los análisis rela-
cionados si es el SPSS el paquete estadístico utilizado.
En el análisis discriminante el proceso de selección de las
variables independientes que más discriminan los grupos esta-
blecidos por la variable dependiente se realiza seleccionándolas
una a una, “paso a paso”. Este procedimiento implica que: (1)
sólo se introducen aquella variables que más separan a los gru-
pos; (2) sólo se introducen estas variables si cumplen un criterio
de entrada; y (3), se eliminan aquellas variables que, previamen-
te seleccionadas, cumplen un criterio de salida. El proceso se ini-
cia con aquella variable que más distancia a los grupos (siempre
y cuando supere el criterio de entrada). El proceso finaliza cuan-
do no hay ninguna variable que supere el criterio de entrada;
cuando no hay ninguna variable que verifique el de salida; o
cuando se haya alcanzado el número máximo de pasos. 
1.- Criterio Lambda de Wilks.
El estadístico Lambda de Wilks mide las desviaciones que se
producen dentro de cada grupo respecto a las desviaciones tota-
les sin distinción de grupos. Si su valor es pequeño, próximo a
0, la variabilidad total será debida a las diferencias entre grupos
y, con ello, las variables con un Lambda de Wilks pequeño serán
las que más diferencian, discriminan, a los grupos. Si por el con-
trario, su valor se aproxima a 1, los grupos estarán mezclados y,
por ello, las variables independientes con un Lambda grande
carecen de capacidad discriminante. La primera variable que
entrará en el modelo será aquella que de todas presente el
Lambda de Wilks más pequeño.
A su vez, el estadístico Lambda de Wilks nos permite con-
trastar la H0 de que los centros de los grupos son iguales y, en
consecuencias, no existe diferencias entre los mismos. Si el p-
valor asociado al estadístico es inferior al nivel de significación
(normalmente 0.05) rechazamos la hipótesis de igualdad entre
los grupos, pudiendo concluir que la información aportada por
las respectivas variables es, estadísticamente, significativa.
2.- Verificación del estadístico F de entrada.
Sin embargo, el hecho de que el Lambda de Wilks tome el
mínimo valor en una de las variables no implica que éste sea
pequeño. De ahí la necesidad de valorar la significación de esta
variable. Si al introducir la variable candidata al conjunto de varia-
bles independientes se produce un descenso de Lambda de
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2. Elección de las variables independientes discriminantes:
método “stepwise” o “paso a paso”
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Wilks, podemos concluir en que la variable es la adecuada. El
estadístico F de entrada evalúa esa disminución: si la F de entra-
da asociada a la variable candidata a ser seleccionada es mayor
que un determinado valor crítico (normalmente 3.84) se selec-
cionará.
El criterio de tolerancia puede ser aplicado como un criterio
adicional a la probabilidad de entrada.  Éste nos ayuda a identifi-
car si alguna de las variables del modelo es una combinación
lineal de las restantes. Si dicho valor es próximo a 0, la variable
analizada será una combinación lineal de las restantes variables
independientes introducidas. En síntesis, si la tolerancia  para una
variable es muy pequeña se excluirá del modelo.
2.- Verificación del estadístico F de salida.
Del mismo modo, y antes de seguir incluyendo variables,
debemos comprobar que las variables superan también los crite-
rios de salida. Eliminaremos, definitivamente, aquellas variables
candidatas en los pasos correspondientes que al ser suprimidas
del conjunto de variables independientes generen un mínimo
incremento en el estadístico Lambda de Wilks. El estadístico F de
salida evalúa el incremento que se produciría en la Lambda de
Wilks si la variable candidata fuera eliminada: si la F de salida
asociada a la variable candidata a ser eliminada es menor que un
determinado valor crítico (normalmente 2.71) se eliminará.
3.- Límite al número de pasos.
Por último, y para evitar que el proceso de selección se con-
vierta en un proceso cíclico se debe establecer un número límite
de pasos. Normalmente este límite es el que equivale al doble del
número de variables independientes.
Cabe hacer notar que este proceso de selección de variables
discriminantes puede ser omitido cuando se tiene la certeza de
que las variables con las que se está trabajando son aquellas que:
más y mejor describen y discriminan a los grupos; son variables
incorrelacionadas; y son variables cuantitativas próximas a una
distribución normal. Este es el caso, por ejemplo, de utilizar
como variables discriminantes las puntuaciones factoriales obte-
nidas en análisis previos. En la bibliografía comentada se recoge
un estudio en el que se suprime el proceso de selección pues
cuenta con las puntuaciones de los factores implícitos o estructu-
rales de un determinado conjunto de variables.
Una vez seleccionadas las variables, ya sea aplicando el
método stepwise o introduciéndolas todas juntas (aquí solo se
exige una tolerancia superior a (1), podemos pasar a la obten-
ción de las funciones discriminantes. Nuestro ejemplo concluye
con una única función discriminante. Ésta puede ser consultada
en la tabla que en la sección de resultados hemos nombrado
como Coeficientes estandarizados de las funciones discriminan-
tes canónicas. Sin embargo, el hecho de que podamos determi-
narlas no implica que éstas sean significativas.
Para valorar la significación estadística del conjunto de fun-
ciones discriminantes obtenidas volvemos a utilizar el estadístico
Lambda de Wilks. En este caso, lo debemos consultar en la tabla
Resumen de las funciones canónicas discriminantes. En ella se
recoge tanto la información relativa a cada una de las funciones
como al conjunto de ellas. Las funciones discriminantes genera-
das serán las mismas en número que las variables seleccionadas.
Los estadísticos que se recogen en esta tabla y que nos ayudan
a valorar la bondad y representatividad de las funciones son:
1.- Valores del estadístico Lambda de Wilks.
Como ya hemos apuntado este estadístico nos indica cuán
diferenciados se encuentran los grupos. Dado que el análisis dis-
criminante va introduciendo cada una de las variables indepen-
dientes en el modelo según su importancia discriminatoria, las
primeras funciones siempre aportarán más información que las
últimas.
2.- Significación del estadístico.
Si el p-valor asociado al estadístico es inferior al nivel de sig-
nificación (normalmente 0.05) rechazamos la hipótesis de igual-
dad entre los grupos, pudiendo concluir que la información apor-
tada por las respectivas funciones discriminantes es, desde un
punto de vista estadístico, significativa.
3.- Correlación canónica y autovalor.
Estos dos indicadores son dos medidas que, vinculados con
el estadístico Lambda de Wilks, nos permiten conocer qué parte
de la información aportada por el conjunto de funciones discri-
minantes es atribuíble a cada una de ellas. Mientras que el pri-
mero mide las desviaciones de las puntuaciones discriminantes
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3. Significación estadística de las funciones discriminantes
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entre los grupos respecto a las desviaciones totales sin distinguir
grupos; el segundo, mide las desviaciones de las puntuaciones
discriminantes entre los grupos. Si el valor de ambos es grande
(en concreto para la correlación canónica debe aproximarse a 1),
la dispersión viene explicada por las diferencias entre los grupos,
discriminando mucho los grupos las funciones correspondientes.
En aquellos ejemplos en los que se el resultado ofrezca más
de una función discriminante se puede apreciar como los valores
de las columnas de “autovalores” y “correlación canónica”
decrecen desde la primera hasta la última. Es la primera función
la que alcanza los valores más altos asociándose a ésta el mayor
porcentaje de variabilidad total explicada (columna porcentaje de
la varianza). Normalmente son las primeras funciones las que
explican la clasificación obtenida pues son ellas las que explican
la casi totalidad de varianza total acumulada (columna “porcenta-
je acumulado”). Como ya hemos dicho éste no es el caso que se
infiere de nuestro ejemplo pues en él sólo se aprecia una única
función discriminante que explica el 100% de la variabilidad
total.
Una vez corroborado la significación estadística de las fun-
ciones discriminantes obtenidas e identificado qué parte de la
información es atribuíble a cada una de ellas, nos resta clasificar
a los individuos o unidades de análisis.
Con el fin de obtener la mayor homogeneidad posible se uti-
lizó como criterio de discriminación el valor que alcanzara la fun-
ción discriminante en cada uno de los individuos. A partir de las
funciones discriminantes se obtiene una regla que permite clasi-
ficar a cada individuo o unidad en uno de los grupos estableci-
dos previamente. Esta regla se basa en las puntuaciones discri-
minantes de las funciones y en la probabilidad que a priori tiene
cada unidad de pertenecer a un grupo determinado. Puesto que
desconocemos las probabilidades a priori consideraremos que
éstas son iguales a la proporción de casos en cada uno de los
grupos (ver tabla probabilidades previas para los grupos).
A partir de esta regla de clasificación, o bien se ratifica la per-
manencia de los individuos o unidades en los grupos, o bien, el
análisis discriminante en la tabla de Estadísticos de clasificación
4. Clasificación de los individuos o unidades
por casos nos indica junto a aquellos individuos incorrectamente
clasificados su adscripción al grupo más acorde con las funcio-
nes discriminantes. Además a partir de esta tabla es posible deter-
minar el porcentaje de casos correctamente clasificados siendo
éste un índice que nos indica la efectividad de las funciones dis-
criminantes y que siempre hay que valorar en relación a los por-
centajes de casos clasificados correctamente a priori. 
En la tabla de resultados de clasificación se muestra en la
parte superior los resultados considerando el número de casos y
en la parte inferior expresados en porcentajes. En nuestro caso el
porcentaje de casos correctamente clasificados asciende a un
total de 67.4%, lo que nos permite ratificar la significación esta-
dística de la función discriminantes. 
1er paso: Para acceder al cuadro principal del análisis discri-
minante y sabiendo que ésta es una técnica clasificatoria, selec-
cionamos en el menú Analizar: Clasificar: Discriminante (figura
1). 
2º paso: Del listado de variable que aparece en la ventana de
la izquierda seleccionamos la Variable de agrupación, o lo que
es lo mismo, la variable dependiente a partir de la cual vamos a
agrupar a los individuos en función a la respuesta ofrecida en
cada una de sus categorías (figuran 2). 
En nuestro ejemplo, la variable de agrupación es la P20. En
ellas se le pregunta al encuestado que opinara sobre la política
que se debería adoptar hacia los inmigrantes de paises menos
desarrollados. Las dos posibles respuestas eran: favorecer su inte-
gración; o, por el contrario, favorecer su regreso. De esta forma,
agruparemos a los individuos en una política u otra (no se con-
sideran los NS/NC de la pregunta)
3er paso: A continuación seleccionamos las variables inde-
pendientes que vamos a utilizar en nuestro análisis colocándolas
en la ventana de  Independientes (figuran 2). Las variables que
vamos a utilizar en nuestro ejemplo son las P17 a, b, c,..., j (que-
dan excluidos del análisis los NS/NC). En ella se pedía a los
encuestados  que se posicionaran en una escala de 0 (muy mal)
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5. Cuadro de Diálogo del Análisis Discriminante
Figura 1
Figura 2
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a 10 (muy bien) sobre sus simpatías respecto a grupos de distin-
tas nacionalidades.
El propósito que se persigue al aplicar el análisis discrimi-
nante sobre el conjunto de variables (dependiente e indepen-
dientes) seleccionadas es el de comprobar, a partir del conjunto
de las variables independientes si un individuo que en la variable
P20 había sido clasificado en un grupo se encuentra correcta-
mente clasificado o de otro modo, ese individuo debería perte-
necer a otro grupo. Sabiendo si una persona tienen o no simpa-
tías hacia unos determinados inmigrantes, podremos saber si está
bien clasificado en una de las políticas de inmigración que se pre-
sentan en la variable P20. Lo lógico, es que si una persona tiene
gran simpatía hacia los inmigrantes africanos, pertenezca al
grupo de individuos que están de acuerdo con la política de inmi-
gración tendente a favorecer la integración de este colectivo.
Antes de llegar a estas conclusiones debemos encontrar del
conjunto de las variables independientes aquellas que desempe-
ñan un papel discriminante; esto es, aquellas que nos van a per-
mitir demostrar si una persona en función de la variable depen-
diente está bien agrupada.
4º paso: Las variables independientes se pueden introducir
juntas o bien se pueden ir introduciendo una o una. Ambas
opciones, Introducir independientes juntas y Usar método de
inclusión por pasos, aparecen en el cuadro de diálogo principal
del análisis discriminante. Con la primera opción se introducen
de forma simultánea aquellas variables que satisfacen el criterio
de tolerancia. Ésta es una opción muy forzada o burda de ahí que
se aconseje aplicar la segunda de las opciones. Si es ésta la
opción elegida, deberemos especificar qué método es el que
vamos a seguir en el procedimiento de paso a paso. 
5º paso: Al seleccionar la segunda opción automáticamente
se activa el botón de comando Método de inclusión por pasos
situado en la parte inferior del cuadro de diálogo principal. Al
acceder a este subcuadro de diálogo deberemos especificar: que
el Método que vamos a aplicar es el de Lambda de Wilks; y que
los Criterios de verificación son los asociados al valor de F. Por
defecto los valores críticos que aparecen son: de 2.71, para el de
Salida; y 3.84 para el de Entrada.
Por último, y todavía en el subcuadro de diálogo de Método,
nos interesa que en las tablas de resultados aparezca un
Resumen de los pasos. En ella aparece el valor del estadístico de
lambda para cada uno de los pasos, así como su significación
(figura 3).
6º paso: Cliqueando en el botón de comando de
Estadísticos, situado en la parte inferior del cuadro de diálogo
principal del análisis discriminante, accedemos al subcuadro de
diálogo que nos permite seleccionar dentro de los Descriptivos a
las Medias y dentro de las Matrices la de Correlación intra-gru-
pos (figura 4).
Una vez que tengamos seleccionadas las variables que entra-
rán en el modelo, pasamos a determinar si los individuos en fun-
ción de estas variables, están bien o incorrectamente clasificados.
Para ello resulta imprescindible poder compara los resultados
que obtengamos al aplicar el análisis discriminante, la clasifica-
ción, con las probabilidades previas (a priori) de pertenencia a los
grupos. A su vez, ya hemos comentado que el porcentaje de
casos correctamente clasificados es un buen índice de la efectivi-
dad de las funciones discriminantes. Éste siempre habrá que
valorarlo en relación a los porcentajes de casos clasificados
correctamente a priori. 
7º paso: Clicleando sobre el botón de comando Clasificación
podemos especificar bajo qué términos considerar a las
Probabilidades previas pues, lo más frecuente, es que desconoz-
camos dichos valores. Dos son las posibilidades: 
• Podemos considerar que las probabilidades a priori de
pertenecer a los grupos es para todos la misma eligien-
do la opción Todos los grupos iguales.
• O bien, podemos considerar que las probabilidades pre-
vias equivalen a la proporción de casos que hay en cada
grupo. Esta es una opción que se ajusta más a la realidad
de nuestros datos y por ello hemos seleccionado la
opción Calcular según tamaños de grupos (figura 5). 
Por lo que respecta al proceso de clasificación escogido, nos
interesa que aparezcan los resultados del mismo. En Mostrar,
solicitamos:
Cap í tu l o  10
Anál i s i s  D i scr iminante




Cap í tu l o  10
Aná l i s i s  D i scr im ina nt e
Estadística Informática: casos y ejemplos con el SPSS• 168 •
• Los Resultados para cada caso aunque limitando la pre-
sentación a los primeros 20 casos. 
• Resulta también de gran ayuda la consulta de la Tabla de
resumen o matriz de confusión. En ella se indica: el
grupo real de pertenencia y el grupo predicho; y el
número y porcentaje de casos correctamente clasifica-
dos. 
Para terminar, y dentro de esta subventana de clasificación, le
pedimos al programa que elabore el Mapa territorial de los dos
grupos de nuestro ejemplo. Los números representan las fronte-
ras entre grupos y los asteriscos el centroide del grupo.
• Flavián, Carlos et al. (1994): “Factores determinantes del nivel
de equipamiento doméstico. Un contraste empírico”, ESIC, nº
85.
A partir de la constatación de que en los últimos años
se ha producido un importante incremento del equipa-
miento doméstico en los hogares españoles, esta inves-
tigación plantea analizar si esta circunstancia está rela-
cionada con hogares  de mayor nivel socioeconómico.
En este estudio se consideran productos de consumo
que facilitan las tareas domésticas o bien productos que
dadas sus particularidades se asocian a familias con
menor disponibilidad de tiempo. Por su parte, y como
variables que miden el nivel socioeconómico se con-
templan los ingresos, el nivel de estudios de la pareja,
el tamaño de la unidad familiar, la profesión desempe-
ñada y el número de automóviles. Como técnica de aná-
lisis se ha aplicado el discriminante la cual incluye a los
entrevistados en dos grupos, a saber: adoptan o no cada
tipo de producto. El análisis concluye en que no se
puede rechazar la hipótesis nula de que existe una
adopción entre adopción de equipamiento doméstico y
el nivel socioeconómico de las unidades familiares. Esta
afirmación se basa en la presencia de variables estadís-
ticamente significativas en la mayoría de las funciones
de clasificación estimadas, así como en el porcentaje de
correcta clasificación (superior al 63%).  
5. Bibliografía Comentada
• Martínez Ramos, Emilio (1984): “Fundamentos del análisis
discriminante y su aplicación en un estudio electoral”, en J.J.
Sánchez Carrión (ed.) (1984), Introducción a las técnicas de
análisis multivariable aplicadas a las ciencias sociales, Madrid,
Centro de Investigaciones Sociológicas (CIS), pp. 139-169.
En este capítulo el autor de una forma muy didáctica,
clara y sencilla explica cada uno de los pasos o secuen-
cias a tener en cuenta cuando es el análisis discrimi-
nante la técnica aplicada. El ejemplo que utiliza para tal
fin es una encuesta que sobre intención de voto (elec-
ciones legislativas de 1982) declarada por 492 indivi-
duos.
Los resultados obtenidos al aplicar la técnica discriminante
son los que enunciamos a continuación. Nótese que éstos res-
ponden a las restricciones y peticiones  impuestas al programa y
que, en consecuencia, los resultados variarán en función de los
intereses del propio investigador.
• En primer lugar, y tal y como viene siendo costumbre en
todos los análisis expuestos, la primera salida recoge los
estadísticos básicos de las variables seleccionadas así
como un resumen del proceso.
• A continuación, y como previo paso a la concreción de
las funciones discriminantes, se presenta la tabla resu-
men de variables discriminantes seleccionadas. La selec-
ción de aquellas variables que más y mejor discriminan a
los grupos sigue el proceso de paso a paso. Le sigue la
tabla de variables que entran en el modelo y la tabla de
variables excluidas del modelo.  
• Una vez ralacionados los estadísticos que avalan la signi-
ficación estadística de las variables incluidas, el programa
nos ofrece un resumen de las funciones canónicas dis-
criminantes. Esta tabla incluye medidas (lambda de
Wilks) que nos permiten valorar no solo la significación
estadística de las funciones discriminantes obtenidas (en
nuestro caso de una única función discriminante) sino
también saber qué parte de la información aportada por
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6. Resultados
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el conjunto de funciones discriminantes es atribuíble a
cada una de ellas (en nuestro caso y teniendo en cuenta
que solo tenemos una función discriminante el 100% de
la variabilidad total es explicado por dicha función). Los
coeficientes de la función discriminante seleccionada
aparecen a continuación.
• Concluido el proceso de elección de las funciones dis-
criminantes el programa pasa a clasificar los individuos
en los grupos establecidos. A partir de, en nuestro caso,
la función discriminante, se obtiene una regla que per-
mite clasificar cada una de las unidades de análisis en los
grupos establecidos previamente. Esta regla se basa en
las las puntuaciones discriminantes de la función selec-
cionada y en la probabilidad que a priori tiene cada indi-
viduo de pertenecer a un grupo determinado. Por ello a
las tablas comentadas le sigue la tabla de probabilidades
previas para los grupos y la tabla de estadísticos de clasi-
ficación por casos. En esta última aparecen los casos
incorrectamente clasificados indicando el mejor grupo de
pertenencia.
• Finaliza el análisis con una tabla resumen de los resulta-
dos de clasificación. En la parte superior aparecen los
resultados considerando el número de casos y en la infe-
rior expresados en porcentajes. Además ofrece el por-
centaje de casos correctamente clasificados, índice de
efectividad de la función discriminante.
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