I. Introduction
The present paper is concerned with a mixed problem for a hyperbolic system of the first order which is assumed symmetric only at the boundary.
Let 5 be a sufficiently smooth compact hypersurface in R n and Q be the interior or exterior domain of S. Consider a hyperbolic operator of the first order (1.1)
=4-* dt
where Aj(t, x) (y = l 3 2, ...,, n} and C(t, x) are mXm matrices. We will assume that Aj(t, x} and C (t, x) are in 0((0, T) X R n )^ We set a boundary condition ( 
1.2) u(t, x) e B(t, x} on (0, T) X S
where the boundary space B(t, x} is a prescribed subspace of C m depending smoothly on the point (t, x) 6 (0, T) X S. We consider the following mixed (initial-boundary value) problem 
CONDITION III. (Non-negativity of the boundary condition). u*£# v (t, x) u for any u 6 B(t, x).
Remark, (ii) of CONDITION I requires that Aj(t^ x) (j = l, 2, ..., n} are symmetric on the boundary.
We will prove To prove Theorem 1 we consider at first the case where the domain is a half -space and the boundary space B(t,x) is independent of t and x.
We introduce a suitable norm attached to the given hyperbolic operator which is equivalent to that of L 2 (R n + ). The construction of this norm is the essential part of the present paper.
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The Case Where the Domain Is a Half-Space
In this section we show the energy inequality (1.4) under the assumptions that the domain is a half -space and the boundary space B(t, x) is independent of t and x, namely Notations and preliminary lemmas.
We state a simple lemma without proof. Proof. For i = l, 2,..., re-1, (2.17) ((2.17)') follows immediately from (2.15) and (2.16) ((2.15)' and (2.16)'). We show (2.17) ((2.17')) for i = n.
Lemma 2.1. Let p(t) and i[(t) be two non-negative functions defined on
At first assume that x%+ yjj=/=0, then 
holds where C is independent of u.
Proof. For the simplicity we omit the parameter t. Let us denote the principal part of ^ by
We should like to remark that (ufoC«H)o is in L Proof. At first let us consider the case k=l.
Assume that du/dt and du/dxj (j=l, 2,..., n -V) are also in (^(l, -R+). The differentiation in t of (2.1) gives Since the boundary space is independent of t, du/dt also satisfies the boundary condition, therefore we have by using Lemma 2.10 and the non-negativity of the boundary condition
It is evident that | (/!(*, x\ u'(t, *)), (0 | < const {|| B '(t, *)||i.jz ( ., 
Remark that where <•> the norm of L 2 (R n~l ).
Thus we get by integration of (2.27) from 0 to t In order to complete the proof we have to remove the additional assumption that du/dt and du/dxi (z = l, 2,---5 n -1) are also in ^(k^ U+). So we make use of a mollifier with respect to x r and £. Since the boundary condition is independent of x and t we can achieve the reasoning by the method used in [J5]-Then we omit the proof.
Proof of Theorem 1
Proposition 3.1. Q.E.D.
Let {^X^)}^=i ^e a partition of unity in a neighborhood of 5, namely }€Ct(R n } such that 8) This fact is already pointed out in Lax-Phillips [7] .
Assume that the support of <PJ is contained in a sufficiently small neighborhood of Sj = (sji, s^,---, s jn ) such that S is represented by an equation 
Proof of Proposition 1
In the previous section we saw that CONDITION I is invariant with a change of variables of the type Fy. Therefore we may restrict ourselves to the case where the domain is a half-space. Remark that it suffices to construct #(*,#,£) locally in x and f.
Let efa, x 9 ?)= {e/i,---, c,-w } be an eigenvector of j*(f, ^, f) for an eigenvalue ^,-(^, #, f) such that I efax, f) | = 1. Define #(*, A;, f) by 
