A review of matrix scaling and Sinkhorn's normal form for matrices and
  positive maps by Idel, Martin
A review of matrix scaling and
Sinkhorn’s normal form for matrices and
positive maps
Martin Idel∗
Zentrum Mathematik, M5, Technische Universität München, 85748 Garching
Abstract
Given a nonnegative matrix A, can you find diagonal matrices D1, D2 such that
D1 AD2 is doubly stochastic? The answer to this question is known as Sinkhorn’s theorem.
It has been proved with a wide variety of methods, each presenting a variety of possible
generalisations. Recently, generalisations such as to positive maps between matrix algebras
have become more and more interesting for applications. This text gives a review of over
70 years of matrix scaling. The focus lies on the mathematical landscape surrounding the
problem and its solution as well as the generalisation to positive maps and contains hardly
any nontrivial unpublished results.
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1. Introduction
It is very common for important and accessible results in mathematics to be discovered
several times. Different communities adhere to different notations and rarely read
papers in other communities also because the reward does not justify the effort. In
addition, even within the same community, people might not be aware of important
results - either because they are published in obscure journals, they are poorly presented
in written or oral form or simply because the mathematician did not notice them in
the surrounding sea of information. This is a problem not unique to mathematics but
instead inherent in all disciplines with epistemological goals.
The scaling of matrices is such a problem that has constantly attracted attention
in various fields of pure and applied mathematics1. Recently, generalisations have
been studied also in physics to explore possibilities in quantum mechanics where it
turns out that a good knowledge of the vast literature on the problem can help a lot
in formulating approaches. This review tries to tell the mathematical story of matrix
scaling, including algorithms and pointers to applications.
As a motivation, consider the following problem: Imagine you take a poll, where
you ask a subset of the population of your country what version (if any) of a certain
product they buy. You distinguish several groups in the population (for instance by
age, gender, etc.) and you distinguish several types of product (for instance different
brands of toothbrushs). From the sales statistics, you know the number of each product
sold in the country and from the country statistics you know the number of people in
different groups. Given the answers of a random sample of the population, how can
you extrapolate results?
Central to a solution is the following innocuous theorem:
Theorem 1.1 (Sinkhorn’s theorem, weak form Sinkhorn 1964). Given a matrix A with
positive entries, one can find matrices D1, D2 such that D1AD2 is doubly stochastic.
The literature on Sinkhorn’s theorem and its generalisations is vast. As we will see,
there are some natural ways to attack this problem, which further explains why the
different communities were often not aware of the efforts of their peers in other fields.
One of the main motivations for this review was a generalisation of Sinkhorn’s
theorem to the noncommutative setting of positive maps on matrix algebras:
1The term “Babylonian confusion” to describe the history of this problem was first used in Krupp 1979
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Theorem 1.2 (Weak form of Gurvits 2003’s generalisation to positive maps). Given a
map E : Cn×n → Cn×n which maps positive semidefinite matrices to positive definite matrices
one can find invertible matrices X, Y such that the map E ′(·) := YE(X · X†)Y† is doubly
stochastic, i.e.
E ′(1) = 1, E ′ ∗(1) = 1
with the adjoint matrices X† and the adjoint map E∗.
Some results and approaches can be translated to this noncommutative setting, but
many questions remain open and the noncommutativity of the problem makes progress
difficult.
Very recently, a new generalisation of Sinkhorn’s theorem to a noncommutative
setting has appeared in Benoist and Nechita 2016.
The goal of this review is therefore threefold:
• Trace the historical developments of the problem and give credit to the many
people who contributed to the problem.
• Illuminate the many approaches and connections between the approaches to
prove Sinkhorn’s theorem and its generalisations.
• Sketch the generalisation to positive maps and its history and highlight the
questions that are yet unanswered and might be attacked using the knowledge
from the classical version.
In addition, I will try to give a sketch of the algorithmic developments and pointers to
the literature for applications. I will probably have forgotten and/or misrepresented
contributions; comments to improve the review are therefore very welcome.
2. Notation and Preliminaries
Most of the concepts and notations discussed in this short section are well-known and
can be found in many books. I encourage the reader to refer to this section only if some
notation seems unclear.
We will mostly consider matrices A ∈ Rn×m. Such matrices are called nonnegative
(positive) if they have only nonnegative (positive) entries. We denote by Rn+ (Rn+0)
all vectors with only positive entries (nonnegative entries) and for any such x ∈ Rn+,
diag(x) defines the diagonal matrix with x on its main diagonal, while 1/x ∈ Rn+
defines the vector with entries 1/xi for all i.
An important concept for nonnegative matrices is the pattern. The support or pattern
of a matrix A is the set of entries where Aij > 0. A subpattern of the pattern of A
is then a pattern with fewer entries than the pattern of A. We write B ≺ A if B is a
subpattern of A, i.e. for every Bij > 0 we have Aij > 0.
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Finally, let us introduce irreducibility and decomposability. Details and connections to
other notions for nonnegative matrices are explained in Appendix A. If A is nonnegative,
then A is fully indecomposable if and only if there do not exist permutations P, Q such
that
PAQ =
(
A1 0
A3 A2
)
(1)
where neither A1 nor A2 contain a zero row or column and A3 6= 0. The matrix is
irreducible, if no permutation P can be found such that already PAPT is of form (1). In
particular, this implies that all fully indecomposable matrices are at least irreducible.
For positive vectors, we will not use the notation x > 0 to avoid confusion with the
positive definite case: Especially in the second part of this review, we will be dealing
mostly with positive (semi)definite matrices A ∈ Rn×n, which are symmetric matrices
with only positive (nonnegative) eigenvalues and should not be confused with positive
matrices. We also introduce the partial order ≥ for positive semidefinite matrices,
where A ≥ B if and only if A− B is positive semidefinite and A > B if A− B is positive
definite.
When talking about positive maps, we will also adopt the notation thatMn,m denotes
the complex n×m matrices, while the shorterMn is used for complex n× n square
matrices.
3. Different approaches to equivalence scaling
This section explores the historical development and current form of the mathematical
landscape surrounding the following extension to Theorem 1.1:
Theorem 3.1. Let A ∈ Rm×n be a matrix with nonnegative entries. Then for any vectors
r ∈ Rm and c ∈ Rn with nonnegative numbers there exist diagonal matrices D1 and D2 such
that
D1AD2e = r
D2ATD1e = c
if and only if there exists a matrix B with Be = r and BTe = c and the same pattern as A. Here,
e = (1, . . . , 1)T which means that r contains the row sums of the scaled matrix and c contains
the column sums.
Furthermore, if the matrix has only positive entries, D1 and D2 are unique up to a constant
factor.
In Section 4, we give maximal formulations of this theorem. Some immediate
questions emerge, such as: How to compute D1, D2 and the scaled matrix? Can this be
generalised to arrays of higher dimension? All of these questions and many more have
been answered in the literature.
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Given a matrix A ∈ Rn×n with positive entries and the task to scale A to given row
sums r and column sums c, one is very naturally lead to the following approximation
algorithm:
Algorithm 3.2 (RAS method). Given A ∈ Rm×n, do:
• Multiply each row j of A with rj/
(
∑i Aij
)
to obtain A(1) with row sums r.
• Multiply each column j of A(1) with cj/
(
∑i Aji
)
to obtain A(2) with column sums
c.
• If the row sums of A(2) are very far from r, repeat steps one and two.
If the algorithm converges, the limit B will be the scaled matrix. However, there is
a priori no guarantee that D1, D2 exist, in which case we can only ask for approximate
scaling, i.e. matrices D1, D2 such that D1AD2 ≈ B.
3.1. Historical remarks
The iterative algorithm 3.2 is extremely natural and it is therefore not surprising that
it was rediscovered several times. It is at least known as Kruithof’s projection method
(Krupp 1979) or Kruithof double-factor model (especially in the transportation community;
Visick et al. 1980), the Furness (iteration) procedure (Robillard and Stewart 1974), iterative
proportional fitting procedure (IPFP) (Ruschendorf 1995), the Sinkhorn-Knopp algorithm
(Knight 2008), the biproportional fitting procedure (in the case of r = c = e; Bacharach
1970) or the RAS method (especially in economics and accounting; Fofana, Lemelin, and
Cockburn 2002). Sometimes, it is also referred to simply as matrix scaling (Rote and
Zachariasen 2007), which is mostly used as the term for scalings of the form DAD−1,
or matrix balancing, which is mostly used for scalings to equal row and column sums.
The algorithm is a special case of a number of other algorithms such as Bregman’s
balancing method (cf. Lamond and Stewart 1981) as we will see later on.
When was interest sparked in the RAS method and diagonal equivalence? The
earliest claimed appearance of the model dates back to at least the 30s and Kruithof’s
use of the method in telephone forecasting (Kruithof 1937). At a similar time, according
to Bregman 1967, the Soviet architect Sheleikhovskii considered the method. Sinkhorn
1964 claims that when he started to evaluate the method, it had already been proposed
and in use. His example is the unpublished report Welch unknown. Bacharach 1970
acknowledges Deming and Stephan 1940 in transportation science, who popularised
the RAS method in the English speaking communities.
None of these approaches seem to have been thoroughly justified. Bacharach notes
that Deming and Stephan only propose an ad-hoc justification for using their method
to study their problem, which turned out to be wrong (cf. Stephan 1942). He further
claims that the first well-founded approach to use the RAS - this time in economics -
was given by Richard Stone, who also coined the name “RAS model” (Bacharach cites
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Stone 1962, although the name RAS must have occurred earlier as it already occurs in
Thionet 1961 without attribution and explanation). However, one can argue that the
first justified approach occurred earlier: Schrödinger 1931 had already posed a question
regarding models of Brownian motion when given a priori estimates, which led to a
similar problem. His approach was justified, albeit the ultimate justification in terms
of large deviation theory needed to wait for the development of modern probability
theory (cf. Georgiou and Pavon 2015). The problem boils down to solving a continuous
analogue of Sinkhorn’s theorem, which leads to the matrix problem using discrete
distributions (essentially similar to Hobby and Pyke 1965) and was first attacked in
Fortet 1940 using a fixed point approach similar to Algorithm 3.13.
However, none of the original papers provided a convergence proof with the possible
exception of Fortet 19402. As noted by Fienberg 1970, after Deming and Stephan
provided their account, their community started to develop the ideas, but a proof was
still lacking (Smith 1947; El-Badry and Stephan 1955; Friedlander 1961).
Summarising the last paragraphs, the RAS method was discovered independently
for different reasons in the 30s to 40s, although none of the authors provided a proof
(with the possible exception of Fortet). A more theoretical analysis developed in the
60s after Stone’s results in economics (e.g. Stone 1962) and Sinkhorn 1964 in statistics
and algebra. Since then, a large number of papers has been published analysing or
applying Theorem 3.1. Every decade since the sixties contains papers where proving
the theorem or an extension thereof is among the main results (examples are Sinkhorn
1964; Macgill 1977; Pretzel 1980; Borobia and Cantó 1998; Pukelsheim and Simeone
2009; Georgiou and Pavon 2015).
Many authors are aware of at least some other attempts, but only a few try to give an
overview.3 The situation is further complicated by a the fact that the technical answer
to the question of scalability is tightly linked with the question of patterns, which has a
rich history in itself, probably starting with Fréchet (overview of a long line of work in
Fréchet 1960).
The last point is particularly interesting: In fact, one could summarise matrix scaling
matrix scaling as follows: Given a nonnegative matrix A it is scalable to a matrix B
fulfiling some constraints (mostly linear but some nonlinear constraints are allowed), a
matrix is scalable with diagonal matrices (in different ways, mostly D1AD2 where D1
and D2 need not be independent) if and only if there exists a matrix C with the same
pattern as A fulfiling the constraints.
2The notation and writing is very difficult to read today, so I am not entirely sure whether the proof is
correct and captures the case we are interested in.
3This suggests once again that the problem had a very complicated history which also makes it difficult
to find out whether a problem has already been solved in the past. Several authors have attempted
more complete historical overviews such as Fienberg 1970; Macgill 1977; Schneider and Zenios 1990;
Brown, Chase, and Pittenger 1993; Kalantari and Khachiyan 1996; Kalantari et al. 2008; Pukelsheim
and Simeone 2009. In Rothblum and Schneider 1989, the authors claims that a colleague collected more
than 400 papers on the topic of matrix scaling.
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Today, proofs and generalisations of Theorem 3.1 and similar questions about scaling
matrices in the form DAD or DAD−1 form a knot of largely interconnected techniques.
We will now try to give an overview of these results and highlight their connections. A
graphical overview is presented in Figure 3.1.
Potential optimisation
Convex
optimisation
Fixed point
approaches
Entropy
log-barrier function
coordinate descent
logarithmic single-
variable potential
single-variable
potential
homogeneous
potential
total gradient
relative entropy
iterative
I-projection
log-linear models
Nonlinear Perron-
Frobenius Theory
f.p. iteration
combined
Kakutani
fixed point
theorem
Kronecker
index theorem
convex opt.
convex log-barrier
coordinate ascent
single-variable
convex potential
3.15
3.11
3.10
3.8
3.20
3.25
3.22
3.10
3.25
3.19
6.3 applies to
3.14
3.17
3.18
similar
Figure 1: Connected approaches to prove Theorem 3.1 and their relationships. Red
arrows and text denote natural algorithms and their connections.
3.2. The logarithmic barrier function
Potentials and barrier functions have been important in the study of matrix scaling
since at least the unpublished results of Gorman 1963. Here, we largely follow Kalantari
and Khachiyan 1996, who give a very lucid account about the interconnections between
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different barrier function formulations for g.
Let A ∈ Rn×n be a matrix with nonnegative entries and r, c ∈ Rn+. Define the
logarithmic barrier function
g(x, y) = yT Ax−
n
∑
i=1
ci ln xi −
n
∑
i=1
ri ln yi (2)
If we take partial derivatives, we obtain
∂yi g(x, y) = Ax− ri/yi
∂xi g(x, y) = y
T A− ci/xi
(3)
which implies that for any stationary point we have
∑
j
Aijxjyi = ri ∑
j
Ajixiyj = ci
and setting D1 = diag(y) and D2 = diag(x) solves the scaling problem. Conversely,
any scaling gives a stationary point of the logarithmic barrier function. In summary:
Lemma 3.3. Given A ∈ Rn×n nonnegative and two vectors r, c ∈ Rn+, then the matrix can
be diagonally scaled to a matrix B with row sums r and column sums c if and only if the
corresponding logarithmic barrier function (2) has a stationary point.
According to Macgill 1977, this observation was first made by Gorman 1963 who
also gave the first complete and correct proof. However, the paper only circulated
privately. Gorman apparently did not consider this scaling function directly but used
an approach similar or identical to the ones considered in convex geometry described
in Section 3.5.
The potential barrier function can also be seen from the perspective of Lagrangian
multipliers:
Lemma 3.4 (Marshall and Olkin 1968). Given A ∈ Rn×n nonnegative and two vectors
r, c ∈ Rn+, then the matrix can be diagonally scaled to a matrix B with row sums r and column
sums c if and only if on the region
Ω :=
{
(x, y)
∣∣∣∣∣ m∏i=1 xcii =
m
∏
i=1
yrii = 1, xi > 0, yi > 0
}
(4)
the function yT Ax is bounded away from zero and is unbounded whenever ‖x‖∞+ ‖y‖∞ → ∞.
The function yT Ax then attains a minimum defining D1 and D2.
This was used to prove our Theorem 3.1 in Marshall and Olkin 1968. We observe:
Observation 3.5. Lemma 3.4 and 3.3 are equivalent: The logarithmic barrier function
is the Lagrange function of the optimisation problem in Lemma 3.4.
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Now consider g(x, y) for a fixed x. Since (− ln) is a convex function and xT Ay
is linear in y, g is convex in y. The same holds for a fixed y, i.e. g is convex in
both direction. It is then natural to consider the coordinate descent algorithm (for an
introduction and overview see Wright 2015):
Algorithm 3.6. Given a nonnegative matrix A, take a starting point for g, e.g. x0 =
y0 = e and iterate:
1. For fixed yn, find xn+1 by searching for the minimum of g(x, yn).
2. For fixed xn+1, find yn+1 by searching for the minimum of g(xn+1, y).
3. Repeat until convergence.
It is possible to solve minx g(x, y) or miny g(x, y) analytically:
xn+1 = p/(Ayn), yn+1 = q/(Axn+1).
This leads to the following observation:
Observation 3.7 (Kalantari and Khachiyan 1996). Algorithm 3.6 and 3.2 are the same.
Proof. Define D(1)n := diag(yn) and D
(2)
n := diag(xn). Then we have D
(1)
n+1AD
(2)
n e = r
and eTD(1)n AD
(2)
n = cT, which implies that we perform successive row- and column
normalisations as in the RAS method.
Using the fact that the algorithm is a coordinate descend method, one can obtain a
convergence proof including a discussion of convergence speed of this algorithm and
a dual algorithm (Luo and Tseng 1992). See also Observation 3.17 for a discussion of
coordinate ascent methods.
However, g is not jointly convex. For a purely (jointly) convex reformulation, consider
the minimum for t along any line g(tx, ty), where g is convex. If we define
k(x, y) := min
t>0
g(tx, ty) (5)
minimising k(x, y) is still equivalent to minimising g(x, y). The corresponding k will be
homogeneous and the domain for minimisation will in fact be compact.
Observation 3.8 (Kalantari and Khachiyan 1996). We obtain:
k(x, y) = min
t>0
(
t2yT Ax− 2n ln t−
n
∑
i=1
ci ln xi −
n
∑
i=1
ri ln yi
)
(6)
= ln
 (yT Ax)n
∏ni=1 x
ci
i ∏
n
j=1 y
rj
j
+ n− n ln(n) (7)
hence minimising g is equivalent to minimising k.
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This proves the following lemma:
Lemma 3.9. Given a nonnegative matrix A ∈ Rn×m, it can be scaled to a matrix with row
sums r and column sums c if and only if the minimum of k(x, y) exists and is positive. The
corresponding minima (x, y) define the diagonal matrices to achieve the scaling.
The function k is also similar to Karmakar’s potential function for linear programming
and Algorithm 3.2 is the coordinate descent method for this function (Kalantari and
Khachiyan 1996; Kalantari 1996).
Setting y(x) = (Ax)−1, we arrive at another formulation of the problem. In the
doubly stochastic case, this formulation is due to Djokovic´ 1970; London 1971 and was
later adapted to arbitrary column and row sums in Sinkhorn 19744:
Lemma 3.10. Let A ∈ Rn×n be a nonnegative matrix. There exists a scaling to a matrix with
row sums r and column sums c iff the infimum
inf
{
n
∏
i=1
(
n
∑
j=1
Aijxj
)ri ∣∣∣∣∣ n∏i=1 xcii = 1
}
(8)
is attained on x, y ∈ R+.
Observation 3.11. Note that the infimum is attained iff the infimum
inf
{
n
∑
i=1
ri ln
(
n
∑
j=1
Aijxj
)∣∣∣∣∣ n∑i=1 ci ln xi = 0
}
is attained. This is the formulation in Lemma 3.4.
Finally, let us sketch a proof using potential methods.
Sketch of proof of Theorem 3.1 (Potential version). We sketch a proof for arbitrary row and
column sums based on the short proof of Djokovic´ 1970 for doubly stochastic scaling:
First assume that A ∈ Rm×n is a positive matrix. Starting with equation (8) we define
the function
f (x1, . . . , xn) :=
∏mi=1
(
∑nj=1 Aijxj
)ri
∏ni=1 x
ci
i
on the set of xi with xi > 0 and ∑i xi = 1. Consider an arbitrary point b on the boundary
(i.e. bi = 0 for at least one i ∈ 1, . . . n). For xi → bi, since ∏i xi = 0 and ∑j Aijxj 6= 0
4later studied in Krupp 1979, who used an entropic approach for the generalised problem and in Berger
and Kelley 1979, who used a direct convergence approach reminiscent of Sinkhorn and others.
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always, we have that f (x1, . . . , xn)→ ∞. Hence the function takes its minimum in the
interior. At the minimum, the partial derivatives must vanish and we obtain:
0 != ∂xl f =
m
∏
i=1

(
∑nj=1 Aijxj
)ri
xcii

 m∑
k=1
 xckk(
∑np=1 Akjxj
)rk
 ·
 rk
(
∑np=1 Akjxj
)rk−1
Akl
xckk
−
cl
(
∑np=1 Akjxj
)rk
xcl+1l
δkl


=
m
∏
i=1

(
∑nj=1 Aijxj
)ri
xcii

 m∑
k=1
Aklrk
(
n
∑
p=1
Akjxj
)−1
−
m
∑
k=1
clx
ck
k
xcl+1l
δkl
 .
If we take all conditions for l = 1, . . . n, then this is equivalent to the condition
AT(r/(Ax)) = c/x
which boils down to equations (3).
The more technical part for nonnegative matrices is a more careful analysis of what
happens for nonnegative matrices that are not positive. For doubly stochastic matrices,
we can use the fact that fully indecomposable matrices have a positive diagonal, which
implies once again that ∏i ∑j Aijbj 6= 0. A similar argument can be made for arbitrary
patterns, but we leave it out in this sketch.
3.3. Nonlinear Perron-Frobenius theory
Another early approach uses nonlinear Perron-Frobenius theory which is essentially a
very general approach to tackle fixed point problems for (sub)homogeneous maps on
cones. A short overview is given in appendix B. The basic idea is given by:
Lemma 3.12 (Brualdi, Parter, and Schneider 1966). Given a nonnegative matrix A ∈ Rn×n,
there exists a scaling of A to a matrix with row sums r and column sums c if and only if the
following map has a fixed point x > 0:
T : Rn → Rn
T(x) = c/(AT(r/(Ax)))
(9)
This also suggests another simple algorithm:
Algorithm 3.13. Given a nonnegative matrix A. Let x0 = e. Iterate until convergence:
xn+1 = T(xn). (10)
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The development of this idea that started with Menon 1967 and was used to provide
a full proof of Theorem 3.1 in Brualdi, Parter, and Schneider 1966 for doubly stochastic
matrices. Menon and Schneider 1969 consider arbitrary row- and column sums and give
a complete study of the spectrum of the Menon-operator. Some contraction properties
were used to give a direct proof of convergence of the RAS algorithm in Berger and
Kelley 1979. The connection to Hilbert’s projective metric, and therefore to “Nonlinear
Perron-Frobenius theory” (cf. Lemmens and Nussbaum 2012), became clear later on
and allowed to give upper bounds on the covergence speed of the RAS (Franklin and
Lorenz 1989; Georgiou and Pavon 2015).
However, Menon was not the first to define the operator T: Looking closely at the
arguments given in Fortet 1940, one can see the continuous version of T, which lead to
an independent rediscovery of T and its connection to the Hilbert metric in Georgiou
and Pavon 2015. Probably, Menon was not even the first to define the discrete version
of the operator and to note that the existence of a fixed point can be seen by invoking
Brouwer’s fixed point theorem. This dates back to Thionet 1963; Thionet 1964, building
on work about matrix patterns (Thionet 1961). According to Caussinus 1965, Thionet
1964 was also the first paper to conjecture the necessary and sufficient conditions for
scalability5. The ideas where rediscovered another time in Balinski and Demange 1989b,
where the authors used the fixed point argument to prove that a scaling exists and
fulfils their axiomatic approach.
Let us connect the approach to Section 3.2. First note that the algorithm is nothing
else but a slight variation of the RAS method:
Observation 3.14. Setting yn+1 := r/(Axn) and xn+1 := c/(ATyn+1) we can immedi-
ately see that one iteration of Algorithm 3.13 is one complete iteration of the RAS
method 3.2.
The connection with the logarithmic barrier method is also very close:
Observation 3.15. Any fixed point of the Menon operator defines a stationary point of
the logarithmic barrier function (2) and vice versa.
Proof. Let A be a nonnegative matrix. The derivative conditions for the stationary
points of (2) are given in equation (3), which are equivalent to:
Ax = r/y yT A = c/x (11)
This implies immediately that x = p/(AT(q/Ax)), hence x is a fixed point of T.
Similarly, any positive fixed point immediately gives a scaling as a minimum of the
logarithmic barrier function.
This also proves Lemma 3.12.
5He also notes that the early history around Deming and Stephan 1940 is a little bit curious, since the
authors claim to have a convergence proof but never publish it.
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Sketch of proof of Theorem 3.1 (Nonlinear Perron-Frobenius theory version). Let us first as-
sume A has only positive entries. Then T sends all vectors x ∈ Rn+ 0 to Rn+ hence using
Brouwer’s fixed point theorem T has a positive fixed point. Note that in order to apply
Brouwer’s fixed point theorem, we need to have a compact set. To achieve this, consider
the operator T˜(x) = T(x)/∑ni=1 T(x)i.
For general nonnegative matrices A, one can extend T to be a map from x ∈ Rn+ 0
into itself (see also Appendix B) either by a general argument (see Theorem B.8) or by
defining ∞ · 0 = 0 and ∞ · c = ∞ for all positive c. One can easily see that T will not
send any entry to ∞.
However, it is not immediately clear when the fixed point is positive if A contains
zero-entries. This is the main technical difficulty for a complete proof. Brualdi, Parter,
and Schneider 1966 show that if A is fully indecomposable, T(x) has at least k+ 1 entries
which are nonzero if x has exactly k entries which are nonzero, which immediately
proves that the fixed point must be positive.
Upon closer observation, the map is contractive under Hilbert’s metric and Banach’s
fixed point theorem immediately provides existence and uniqueness of the scaled
matrix. The fixed point itself provides the diagonal of D2.
3.4. Entropy optimisation
Another approach, which underlies many justifications for applications, considers
entropy minimisations under linear constraints. An overview of entropy minimisation
and its relation to diagonal equivalence can be found in Brown, Chase, and Pittenger
1993, a broader overview about the relation of the RAS algorithm to entropy scaling
with a focus on economic settings can be found in McDougall 1999.
To formulate the problem, we define the Kullback-Leibler divergence, I-divergence or
relative entropy, which was first described in Kullback and Leibler 1951 (see also Kullback
1959) for two vectors x, y ∈ Rn+ 0:
D(x‖y) :=
n
∑
j=1
xj ln
(
xj
yj
)
(12)
where we use the convention that the summand is zero if xj = yj = 0 and infinity if
xj > 0, yj = 0. The relative entropy is nonnegative and zero if and only if x = y and it
is therefore similar to a distance measure. Given a set, what is the smallest “distance”
of a point to this set in relative entropy? This is known as I-projection (cf. Csiszár 1975).
Let A be a nonnegative matrix and define
Π1 := {B|Be = r}
Π2 := {B|eTB = cT}.
We ask for the I-projection of A onto the set Π1 ∩Π2, i.e. we want to find A∗ such that
D(A∗‖A) = inf
B∈Π1∩Π2
D(B‖A). (13)
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The connection to scaling was probably first used in Brown 1959, where the RAS method
is used to improve an estimate for positive probability distributions of dimensions
2× 2× . . .× 2 in the relative entropy measure (Brown cites Lewis 1959 as a justification
for his approach, where the relative entropy is justified as a “closeness” measure).
According to Fienberg 1970, this approach was later generalised to all multidimensional
tables in Bishop 1967 based on some duality of optimisation by Good 19656. Another
early use of relative entropy occurs in Uribe, Leeuw, and Theil 1966 (see also Theil
1967), where it was noted without proof that the results were the same as the RAS.
A very natural approach to obtain A∗ would be to try an iterative I-projection:
Algorithm 3.16. Let A be nonnegative.
• Let A(0) = A.
• If n is even, find A(n+1) such that
D(A(n+1)‖A(n)) := inf
B∈Π1
D(B‖A).
• If n is odd, find A(n+1) such that
D(A(n+1)‖A(n)) := inf
B∈Π2
D(B‖A)
• Repeat the steps until convergence.
Observation 3.17 (cf. Csiszár 1975; Csiszár 1989). The algorithms 3.16 and 3.2 are the
same.
Proof. This was first shown in Ireland and Kullback 1968. We give a short argument
based on Lagrangian multipliers restricted to column normalisation. Given A ∈ Rn×n,
the Lagrangian for the problem is
L(B,λ) := D(B‖A) + λj
(
∑
i
Aij − qj
)
.
Partial derivatives ∂Bij L = 0 and ∂λj L = 0 lead to the system of equations:
ln
(
Bij
Aij
)
+ 1+ λj = 0 i, j = 1, . . . , n
∑
i
Aij − cj = 0 j = 1, . . . , n.
A solution is easily seen to be
Bij = Aij
cj
∑k Akj
i, j = 1, . . . , n
The latter is the column renormalisation as in the RAS (Alg. 3.2).
6Both references were not available to me.
15
This implies that if the iterated I-projection converges to the I-projection of (13), then
matrix scalability solves equation (13). This was supposedly proved in Ireland and
Kullback 19687 and Kullback 1968, but the proofs contain an error as pointed out in
Csiszár 1975 (see also Brown, Chase, and Pittenger 1993). A corrected proof appeared
in Csiszár 1975, however for some of the theorems it is not immediately clear whether
more assumptions are needed as noted in Borwein, Lewis, and Nussbaum 1994.
In addition, the proof in Aaronson 2005 for positive matrices proves that the RAS
converges using relative entropy as a “progress measure”. He shows that it decreases
under RAS steps to a unique stationary point. Another direct proof appeared in
Franklin and Lorenz 1989.
At this point, let us make the following observation:
Observation 3.18 (Cottle, Duvall, and Zikan 1986). The RAS method can also be seen
as the coordinate ascent method to the dual problem of entropy minimisation.
This is justified as follows: When deriving the I-projections of each step of the
algorithm, we set up the Lagrangian
L(B,λ) := D(B‖A) + λj
(
∑
i
Aij − cj
)
and calculate its solution. This consists in explicitly solving the resulting equations
for the Lagrangian multipliers λj. In this sense, the algorithm is not really a primal
problem. This is also consistent with the nomenclature above: In Section 3.5 we see that
the dual problem of entropy minimisation is a convex program that is basically just the
(negative) logarithmic barrier function above. Since the RAS is the coordinate descent
algorithm of this problem, it is the coordinate ascent method of the dual problem of
entropy minimisation.
In other word, the justification of this observation is due to:
Observation 3.19 (Georgiou and Pavon 2015; Gurvits 2004). Given a matrix A ∈ Rn×n
with nonnegative entries. Suppose there exist positive diagonal matrices such that
D1 AD2 has row sums r and column sums c, then
− ln
(
inf
{
(
n
∏
i=1
ri
n
∑
j=1
Aijxj)
∣∣∣∣∣ n∏i=1 xcii = 1
})
= inf{D(B‖A)|Be = r, BTe = c} (14)
and in particular, the minimum is the scaled matrix.
The proof of this observation will essentially follow from the results in Section 3.5.
Let us finish this section by giving another proof sketch of Sinkhorn’s theorem:
7In Fienberg 1970, it is pointed out that a simplified version of this proof appeared in Dempster 1969,
which however is unavailable to me.
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Sketch of proof of Theorem 3.1 (Entropic version). We sketch the proof given in Csiszár
1975 restricted to our scenario, which is similar to the proof in Darroch and Ratcliff
1972 (see also Csiszár 1989 for a comment on the connection). We prove convergence
of Algorithm 3.16, essentially by showing that the relative entropy of two successive
iterations decreases to zero.
Given a nonnegative matrix A, assume that there exists a matrix B ≺ A with required
row- and column sums. Otherwise, the relative entropy will always be infinite and the
problem has no solution.
The crucial observation is that if A′ is the I-projection of A onto Π, then for any
B ∈ Π we have
D(B‖A) = D(B‖A′) + D(A′‖A). (15)
This “Pythagorean identity” usually only holds with ≥. The equality case is a special
case of the “minimum discrimination principle” (Kullback 1959; Kullback and Khairat
1966) and it is proven for constraints Πi in Csiszár 1975. This equality leads to a
very useful transitivity result (see also Ku and Kullback 1968) stating that if A has
I-projection B on Πi for some i and I-projection B′ on Π, then B has I-projection B′ on
Π. This is not necessarily true in the general case.
Let A′ be the I-projection of A onto Π. Denoting by A(n) the repeated I-projection as
defined in Algorithm 3.16, repeated application of equation (15) shows
D(A′‖A) = D(A′‖A(n)) +
n
∑
i=1
D(A(n)‖A(n−1))
Therefore, the sequence A(n) lies in a bounded set and hence contains a convergent
subsequence by compactness. However, we also have that D(A(n)‖A(n−1)) → 0 for
n→ ∞, which implies ‖A(n) − A(n−1)‖∞ → 0 for n→ ∞, hence A(n) converges to some
matrix A′′. Clearly, A′′ ∈ Π, since A(2n) ∈ Π1 and A(2n+1) ∈ Π2 for every n ∈N. Using
the transitivity of the I-projection, A′′ is the I-projection of A(n) for all n and equation
(15) holds in the form
D(A′′‖A(n)) = D(A′′‖A′) + D(A′‖A(n))
Since the first and last term converge to zero, D(A′′‖A′) = 0 and the I-projection A′ is
indeed the limit of Algorithm 3.16.
A similar proof can be found in Brown, Chase, and Pittenger 1993.
3.5. Convex programming and dual problems
Recall the logarithmic barrier function g in equation (2) and that it is not jointly convex.
However, it is very beneficial to make g convex for several reasons:
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1. Convex programming is efficient in the complexity theoretic sense (Boyd and
Vandenberghe 2004).
2. The duality theory for convex programming is very well developed and can lead
to new algorithms (see littleO 2014 for a heuristic introduction and Rockafellar
1997; Boyd and Vandenberghe 2004 for a more careful analysis).
3. Uniqueness proofs can become simpler: A convex function has a unique minimum
iff it is strictly convex at the minimum.
To obtain a convex program, one simply needs to substitute x = (eξ1 , eξ2 , . . . , eξn) and
y = (eη1 , eη2 , . . . eηn) into g to obtain (Macgill 1977; Kalantari and Khachiyan 1996):
Lemma 3.20. Given a nonnegative matrix A ∈ Rn×n, one can find diagonal matrices to scale
A to a matrix with row-sum r and column sum c if and only if the function
f (ξ, η) :=
n
∑
ij=1
Aijeηi+ξ j −
n
∑
i=1
riξi −
n
∑
j=1
cjηj (16)
attains its minimum on ξ, η ∈ Rn− 0.
A proof based on this approach can be found in Bachem and Korte 1979.8 We have
already seen:
Observation 3.21. The convex programming formulation in Lemma 3.20 is equivalent
to the logarithmic barrier function approach in Lemma 3.3.
Likewise, it can be shown:
Observation 3.22. The convex programming formulation 3.20 is the Wolfe dual (Macgill
1977; Krupp 1979) or Lagrangian dual (Balakrishnan, Hwang, and Tomlin 2004) of the
entropy minimisation approach.
Proof. The entropy minimisation problem was given as:
inf
Bij
∑
ij
Bij ln(Bij/Aij)
s.t.∑
i
Bij = pj ∑
j
Bij = qi
This implies that the Wolfe dual is given by
sup
Bij
∑
ij
Bij ln(Bij/Aij) +∑
j
uj
(
∑
i
Bij − pj
)
+∑
i
vi
(
∑
j
Bij − qi
)
8In Bacharach 1970 it is also noted that the function is used in the approach by Gorman 1963 later to be
simplified by Bingen 1965. Both papers are unavailable to me.
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s.t. ln(Aij/Bij) + 1+ uj + vi = 0 ∀i, j
u, v ≥ 0
The constrained can be rewritten as
Bij = Aij exp(−1− uj − vi)
and inserting this into the Wolfe dual function (see e.g. Bot and Grad 2010) we obtain:
sup
Bij
∑
ij
Bij ln(Bij/Aij) +∑
j
uj
(
∑
i
Bij − pj
)
+∑
i
vi
(
∑
j
Bij − qi
)
= sup
u,v
−
(
∑
ij
Aij exp(−1− uj − vi)−∑
j
uj pj −∑
i
viqi
)
which is (up to the constant ∑ij Aij/e) the optimisation problem in 3.20. The calculation
for the Lagrangian dual is similar (see Balakrishnan, Hwang, and Tomlin 2004).
Another connection to the barrier function is to use geometric programming:
Observation 3.23. Minimisation of the logarithmic barrier function g is equivalent to
min yT Ax
s.t.
n
∏
i=1
xcii = 1,
n
∏
i=1
yrii = 1
This is in standard form of a geometric program, which implies that a substitution
ξ = ln(x), η = ln(y) gives a convex program (Boyd and Vandenberghe 2004, Section
4.5.3).
This observation was made in Rothblum and Schneider 1989, which also gives
necessary and sufficient conditions for a matrix to be scalable or approximately scalable.
As described in Kalantari and Khachiyan 1996, one can also reduce the problem to an
unconstrained optimisation problem for only a single variable by taking the formulation
of Lemma 3.10 and substituting x = exp(ξ) as above to obtain the minimising function
Lemma 3.24. Given a nonnegative matrix A ∈ Rn×n, one can find diagonal matrices to scale
A to a matrix with row sums r and column sums c if and only if the function
f (ξ) =
n
∑
j=1
rj ln
(
n
∑
i=1
Aijeξi
)
−
n
∑
i=1
ciξi. (17)
attains its minimum on ξ ∈ Rn− 0.
Finally, let us return to entropy minimisation: Relative entropy is jointly convex and
therefore a convex program. In fact, relative entropy is a special case of a broader class
of functions called Bregman divergences which we will sketch in Section 6.5.
A proof of Theorem 3.1 using convex programming is often similar to the approach
in Section 3.2. The advantage is that any critical point is automatically a minimum and
one does not need to consider the boundary.
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3.6. Topological (non-constructive) approaches
In the proof of Theorem 3.1 in Section 3.3, the result was achieved by Brouwer’s fixed
point theorem, but it is only one of many topological proofs.
For every nonnegative matrix A with a given pattern, we want to decide whether a
scaling with prespecified row- and column sums exists. Assume that we also know the
set of possible row- and column sums for a given pattern. In a sense, we therefore just
have to prove that the map φ : Rn ×Rn → Rn×n defined via (D1, D2) 7→ D1AD2 hits
all row- and column sums, or else: we need to see that the map
φ′ :Rn+ ×Rn+ → Rn+ ×Rn+
(D1, D2) 7→ (p, q) : pi =∑
j
(D1AD2)ij, qj =∑
i
(D1AD2)ij (18)
is onto. This is somewhat problematic, because the spaces involved are not compact, but
by normalising both diagonal matrices and row- and column-sums, one can consider
the map as a map from a compact space into itself. This approach was taken in Bapat
1982 for positive matrices (based on his thesis) and the map was shown to be surjective
using a topological theorem, which Bapat claims is sometimes known as Kronecker’s
index theorem.9 The case for general nonnegative matrices could only be covered by
combining the approach with Raghavan 1984 (see Bapat and Raghavan 1989).
Raghavan 1984 uses yet another fixed point theorem (Kakutani’s fixed point theorem
of set-valued maps). Defining the set K of all matrices in Rn×m with prescribed
marginals and zero (sub)pattern of the a priori matrix A, he considers the map
φ(H) = {Z|Z ∈ K, max
Z′
〈C(H), Z′〉 = 〈C(H), Z〉 (19)
where C(H)ij = log(Aij/Hij) (if Aij > 0, and 0 else), we take all matrices as vectors
in Rnm and the usual scalar product. The fixed point theorem then implies that there
exists H such that
max
Z′∈K
〈C(H), Z〉 = 〈C(H), H〉
and using the dual of this maximisation, one can show that it scales the matrix.
Observation 3.25. There is a simple connection to entropy minimalization, since
〈C(H), H〉 = D(H‖A).
However, we can also take the converse road: Instead of exploring the possibilites for
every A, we can start with the set of matrices with prescribed row- and column sums
9I could not find any other instance of where the theorem is given that name. The theorem simply states
that for any map f : Dn+1 → Dn+1, if f maps ∂Dn+1 into itself and is of nonzero degree, then it must
be surjective.
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and matrix pattern X (call the setM(p, q,X )) and map it to the set of all nonnegative
matrices of pattern X (call itM(X )) by diagonal equivalence, i.e. consider the map:
ψ :Rn+ ×Rn+ ×M(p, q,X )→M(X )
(D1, D2, B) 7→ D1BD2
(20)
Again, it would be enough to show surjectivity. As such, it cannot be injective, because
we can obviously shift a scalar from D1 to D2, hence we would at least have to restrict
the first coordinate of D1 to be 1. The resulting map ψ′ is indeed a homeomorphism as
shown in an overlooked paper of Tverberg 1976.
Another topological proof has recently been proposed in Friedland 2016. To describe
the approach, note that the following two statements are equivalent:
1. There exist D1, D2 such that D1AD2 has row sums r and column sums c.
2. There exist D′1, D
′
2 such that D
′
1AD
′
2 is a stochastic matrix with D
′
1AD
′
2c = r.
The proof is trivial, in fact D′1 = D1 and D
′
2 = D2 diag(1/c). In Friedland 2016, the
author therefore restricts to stochastic matrices. To do this, he defines the following
map:
ΦA :Rn+ → Rn×n+ ; ΦA(x) = diag(x)A/ diag(ATx) (21)
A quick calculation shows that ΦTAe = e, hence the matrix is always stochastic. Hence
given a nonnegative matrix A and row sums r and columns sums c, the question
of scalability is equivalent to the question whether there exists an x ∈ Rn such that
ΦA(x)c = r.
For positive matrices A and any c ∈ Rn+, Friedland 2016 now proves scalability by
proving that the map ΦA,c : x → ΦA(x)c is continuous as a set from Rn+ 0 ∩ {v|∑i vi =
1} onto itself and a diffeomorphism from Rn+ ∩ {v|∑i vi = 1} onto itself. The result is
achieved using degree theory similar to Bapat and Raghavan 1989.
3.7. Other ideas
A very general approach to prove Theorem 3.1 was provided in Letac 1974, where
matrix theorems are derived as a consequence of the following theorem:
Theorem 3.26 (Letac 1974). Let X be a finite set, (µ(x))x∈X strictly positive numbers and
H a fixed linear subspace of RX. Then there exists a unique (nonlinear) map from RX → H
denoted f 7→ h f such that
∑
x∈X
[exp( f (x))− exp(h f (x))]g(x)µ(x) = 0
for all g in H.
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Sinkhorn’s theorem follows as an easy corollary:
Sketch of proof of Theorem 3.1, Letac 1974. First, let X ⊂ {1, . . . , m} × {1, . . . n}, then we
first define the following maps:
a : (Rm,Rn)→ Rm×n, (ξ, η)→ (ξi + ηj)ij
pi : (Rm×n)→ RX, (Aij)i=m,j=ni=1,j=1 → (Aij)(i,j)∈X
The second is just the natural projection from Rm×n to RX.
Now let A ∈ Rm×n be a nonnegative matrix and let X := {(i, j)|Aij > 0} be its
pattern. We already know that the pattern is a necessary condition for scalability, hence
we know that there exists a B ∈ Rm×n with row sums r and column sums c. Given the
pattern, we define H = ran(pi ◦ a) the range of the composition of pi and a.
Now let F ∈ RX be the matrix with entries Fij := log(Bij/Aij) and apply the theorem
to F, i.e. there exists a unique matrix H ∈ H such that
∑
ij
exp(Fij)AijGij =∑
ij
exp(Hij)AijGij ∀G ∈ H
But since exp(Fij)Aij = Bij and Hij = ξi + ηj for some ξ ∈ Rm, η ∈ Rn by definition of
H, we have
∑
ij
BijGij =∑
ij
exp(ξi)Aij exp(ηj)Gij ∀G ∈ H
which implies that exp(ξi)Aij exp(ηj) has row sums r by taking G = pi ◦ a(ei, 0) and
column sums c by taking G = pi ◦ a(0, ej) for the unit vectors ei ∈ Rm, ej ∈ Rn.
Clearly, the choice of (ξ, η) is unique up to ker(pi ◦ a), which can be made explicit
and leads to the usual conditions.
3.7.1. Geometric proofs
In principle, we have already two geometric interpretations of the RAS: First, the RAS
is akin to iterated I-projections and second, the RAS is the application of a contractive
mapping on a cone with a projective metric. Two other “geometric” proofs are known:
Fienberg 1970 shows that the RAS is a contractive mapping in the Euclidean metric
using that the RAS preserves cross-ratios of a matrix. Given a matrix, the products
αijkl :=
Aij Akl
Ail Akj
(22)
remain invariant. This was first observed in Mosteller 1968, where it was used to justify
the use of the RAS in statistical settings (see Section 8). Fienberg then follows that if
one associates any positive matrix to a point of the simplex
Src = {(A11, . . . , A1c, . . . , Ar1, . . . , Arc)|∑
ij
Aij = 1}
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by normalising the matrix, then any point reachable by diagonal equivalence scaling
lies on a certain type of manifold inside the simplex. Using some structural knowledge
of these manifolds he then shows that each full cycle of the RAS corresponds to a
contraction mapping with respect to the Euclidean metric. The result is general enough
to cover multidimensional tables, but in this simplicity handles only positive matrices.
There is an interesting connection: While the cross-ratios within the matrix remain
constant, Hilbert’s metric is also closely connected to cross-ratios. In fact, the contraction
ratio is connected to the largest cross-ratio within the matrix and it is not finite if the
matrix contains zeros. In that case, the matrix does not easily define a contraction in
Hilbert’s metric. The same holds true for Fienberg’s proof.
Borobia and Cantó 1998 consider the column space of scaled matrices AS and notes
that RAS is doubly stochastic if the columns are included in the convex hull of the
columns of R−1 and the barycentre of the sets of the two columns coincide. The
observation of the barycentre then leads them to a proof involving Brouwer’s fixed
point theorem once again. By some continuity argument, the proof can be extended to
nonnegative matrices.
3.7.2. Other direct convergence proofs
Many papers contain direct convergence proofs, not least the original approach in
Sinkhorn 1964 and the proof of the full result Sinkhorn and Knopp 1967 (another
proof based on this approach is given in Pretzel 1980). The idea is to show that some
seemingly unrelated quantity always converges. Often, this quantity turns out to be
very much related to some potential barrier function or entropy and we already cited
the approach in the corresponding section.
One different proof is the short convergence proof of Macgill 1977 establishing that
∑j A
(n)
ij /∑j A
(n−1)
ij → 1 and similarly ∑i A(n)ij /∑i A(n−1)ij → 1 for every i, j. This proof
is in some sense derived from Bacharach’s approach (Bacharach 1965; Bacharach 1970,
see also Seneta 2006) and is very straightforward.10 In parallel to Bacharach’s earlier
work Bacharach 1965 but not cited in his later Bacharach 1970, Caussinus 1965 proved
the convergence of the RAS method in the general case of multidimensional matrices
via the same idea which he attributes to Thionet 1964 (see the appendix of Caussinus
1965).
A second direct proof of convergence in Sinkhorn 1967, uses a norm difference as
convergence measure. More precisely, he considers the map
φ(x, y) = max
i
(
r−1i ∑
j
xi Aijyj
)
−min
i
(
r−1i ∑
j
xi Aijyj
)
10Macgill also mentions yet another work that contains a proof of Theorem 3.1, namely Herrmann 1973,
however no details are given beyond the fact that it contains also approximate scaling.
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on the set of all (x, y) ∈ Rn+ ×Rn+ with some boundedness condition on their entries
and proves that φ(x, y) = 0 is achieved by two positive vectors.
A third proof of direct and approximate scaling is given in Pukelsheim and Simeone
2009 by combining the approach of Bacharach with a simple L1-error function borrowed
from Balinski and Demange 1989b.
4. Equivalence scaling
Let us now collect maximal results. A similar but scarcely referenced collection of results
was provided in Krupp 1979. We follow the cleaner presentation style of Rothblum and
Schneider 1989. Starting with equivalence scaling, we have:
Theorem 4.1. Let A ∈ Rn×m be a nonnegative matrix and r ∈ Rn+, c ∈ Rm+. Then the
following are equivalent:
1. There exist positive diagonal matrices D1, D2 such that D1AD2 has row sums r and
column sums c.
2. There exists a matrix B with row sums r and column sums c with the same pattern as A
(Menon 1968; Brualdi 1968).
3. There exists no pair of vectors (u, v) ∈ Rn ×Rm such that (Rothblum and Schneider
1989)
ui + vj ≥ 0 ∀(i, j) ∈ supp(A)
rTu + cTv ≤ 0
either ui + vj > 0 for some (i, j) ∈ supp(A) or rTu + cTv < 0
4. For every I ⊂ {1, . . . , m}, J ⊂ {1, . . . , n} such that AIc J = 0 we have that
∑
i∈I
ri ≥∑
j∈J
cj
and equality holds if and only if AI Jc = 0 (Menon and Schneider 1969).
5. The RAS method converges and the product of the diagonal matrices of the iteration also
converges to positive diagonal matrices (Sinkhorn and Knopp 1967).
The equivalence of the first two items was essentially established in the proof sketches
in section (3). The equivalence to the fourth item follows from the characterisation of
matrix patterns (see appendix A) and the third follows from studying the geometric
program 3.23.
For doubly stochastic scaling, using the classification of doubly stochastic patterns,
we then know that scalability is equivalent to having total support (cf. Csima and Datta
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1972). The scaling matrices D1, D2 are unique up to scalar multiplication if and only if
A is fully indecomposable.
For approximate equivalence scaling, the results are similar. The only difference is
that certain elements of A can become zero in the limit (which implies that elements of
Di must become zero and others infinite, hence the diagonal matrices cannot exist):
Theorem 4.2. Let A ∈ Rn×m be a nonnegative matrix and r ∈ Rn+, c ∈ Rm+. Then the
following are equivalent:
1. For every ε > 0 there exist diagonal matrices D1, D2 such that B = D1AD2 satisfies
‖Be− r‖ < ε, ‖BTe− c‖ < ε
2. There exists a matrix A′ ≺ A such that A′ is scalable to a matrix B with row sums r and
column sums c.
3. There exists a matrix B ≺ A with row sums r and column sums c (Schneider and
Saunders 1980).
4. There exists no pair of vectors (u, v) ∈ Rn×m such that (Rothblum and Schneider 1989)
ui + vj ≥ 0 ∀(i, j) ∈ supp(A)
rTu + cTv < 0
5. For every I ⊂ {1, . . . , m}, J ⊂ {1, . . . , n} such that AIc J = 0 we have that
∑
i∈I
ri ≥∑
j∈J
cj
6. The RAS method converges (Sinkhorn and Knopp 1967 for the d.s. case).
For doubly stochastic scaling, using the classification of doubly stochastic patterns, we
have that approximate scalability is equivalent to A having support. Using Schneider
and Saunders 1980, this is a trivial consequence of the fact that a matrix has total
support if and only if it has doubly stochastic pattern and Proposition A.511.
The uniqueness conditions are also simple enough to state:
Theorem 4.3. Let A ∈ Rn×m be a nonnegative matrix and r ∈ Rm+, c ∈ Rn+. Then, A has at
most one scaling.
Furthermore, if there exist no permutations P, Q such that PAQ is a direct sum of block
matrices, then D1, D2 are unique up to scalar multiples. Otherwise, the scaled matrices D1, D2
are only unique up to a scalar multiple in each block.
11One recent observation of this is in Bradley 2010. The observation has however already been made
before such as in Achilles 1993
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For doubly-stochastic scaling, this result already appears in Brualdi, Parter, and
Schneider 1966. For the case of general marginals, it occurs in Menon 1968 and for
general matrices and marginals in Hershkowitz, Rothblum, and Schneider 1988; Menon
and Schneider 1969. The tools can also be applied to prove that the approximately
scaled matrix is unique.
Let us now have a closer look at the difference between approximate scaling and
equivalence scaling. What can be said about the convergence of the RAS?
Theorem 4.4 (Pretzel 1980, Theorem 1). Let A ∈ Rn×n be a matrix that is approximately
scalable to a matrix with row sums r and column sums c. Let B be a matrix with row sums r
and column sums c with maximal subpattern of A (i.e. the number of entries (i, j) such that
Bij = 0 and Aij > 0 is minimal).
Then A converges to a matrix C ≺ B and the same result holds for A′ with A′ij = Aij if
Bij > 0 and A′ij = 0 else.
The continuity of the scaling can also be studied:
Theorem 4.5. Let A be nonnegative and r, c be prescribed row- and column sums. Then the
limit of the Sinkhorn iteration procedure is a continuous function of A on the space of matrices
with r, c-pattern.
When the scaling matrices are unique up to a scalar multiple, this also implies that the scaling
is continuous in D1, D2.
The first proof of this result limited to the doubly-stochastic case was given in
Sinkhorn 1972. The full result follows directly from the homeomorphism properties
of the map (20) from Tverberg 1976. A discussion is also presented in Krupp 1979.
Furthermore, the continuity can be achieved using arguments of Section 9.3.
Finally, let us mention another characterisation of equivalence scaling using trans-
portation graphs.
Following Schneider and Zenios 1990, let A ∈ Rm×n be a nonnegative matrix. Let
M = {1, . . . , m}, N = {1, . . . , n} and consider the bipartite graph with the bipartition
given by the vertices M and N and the edges defined via E = {(i, j) : Aij > 0}, directed
from i ∈ M to j ∈ N. Now we define a source S1 that connects to each vertex in M,
where the edges have capacity ri (corresponding to the edge from S1 to i ∈ M) and
we define a sink S2 that is connected from every vertex in N, where the edges have
capacities cj (see Fig. 2 for an example).
Then it is easy to see that the matrix is approximately scalable if and only if the
maximum flow of this network is equal to ∑i ri. The flows along the edges E then
define a matrix with the wanted pattern. The matrix is exactly scalable if and only if
the maximum flow of this network is equal to ∑i ri and every edge contains flow.
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A =
0 3 4 12 1 0 0
2 0 0 1
 S1 S2
r1
r2
r3
c1
c2
c3
c4
Figure 2: An easy example of the transportation graph for row sums r and column
sums c corresponding to the pattern of the matrix A. This example is similar
to an example in Schneider and Zenios 1990
5. Other scalings
The problem of equivalence scaling is closely connected to different forms of scalings,
the most prominent ones asking for a diagonal matrix D such that DAD is row-
stochastic or such that DAD−1 has equal row and column-sums.
Many modern approaches to matrix equivalence scaling are general enough to cover
most of those different scalings (see Section 6).
5.1. Matrix balancing
Given a matrix A, does there exist a matrix D such that DAD−1 has equal column-
and row sums? Clearly, this is a special case of D1AD2 scaling with a different set of
constraints. We have the following characterisation:
Theorem 5.1. Let A ∈ Rn×n be a nonnegative matrix. Then the following are equivalent:
1. There exists a diagonal matrix D such that B = DAD−1 fulfills ∑ni=1 Bij = ∑
n
i=1 Bji.
2. A is completely reducible or equivalently, a direct sum of irreducible matrices (Hartfiel
1971).
3. There exists B with the same pattern as A and ∑ni=1 Bij = ∑
n
i=1 Bji (Letac 1974).
The scaling of A is unique and D is unique up to scalars for each irreducible block of A.
The problem was first considered in Osborne 1960 in the context of preconditioning
matrices (see Section 8) by proposing an algorithm and proving its convergence (and
uniqueness). Grad 1971, building on Osborne’s results, considers the matrix balancing
method and provides an algorithm and convergence proof for completely reducible
matrices. Unaware of the effort of Osborne and Grad, but considering “the analogue
of [Sinkhorn’s] result in terms of irreducible matrices” Hartfiel 1971 proves essentially
the same result. His approach is based on a progress measure which is basically
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the maximum difference of the row- and column sums. Letac 1974 provided an
interpretation in terms of patterns. The same was later proved in Schneider and
Saunders 1980; Golitschek, Rothblum, and Schneider 1983; Eaves et al. 1985 by yet
different means.
Similar to the RAS method, one can propose a simple iterative approximation
algorithm:
Algorithm 5.2 (Schneider and Zenios 1990). Let A ∈ Rn×n be nonnegative. Let A0 := A.
For k = 0, 1, . . . we define the steps
1. For i = 1, . . . , n, let ui = ∑nj=1 A
k
ij be the row sum and similarly vi be the column
sum. Then define p as the minimum index such that |up − vp| is maximal among
|ui − vi|.
2. Define αk such that αkup = 1/αkvp.
3. Let D = diag(1, . . . , 1, αk, 1, . . . , 1) with αk at the p-th position. Then define
Ak+1 = DA+D−1 and iterate.
According to Schneider and Zenios 1990, this algorithm is also similar to the proposed
scheme in Osborne 1960. At any step, the p-th row is already correctly scaled, while all
other rows change their scaling a bit. Note that unlike in the RAS method, the selection
of the row and column to be scaled are done using norm differences. Given the results
of Brown, Chase, and Pittenger 1993 that the RAS converges regardless of the order of
column and row sum normalisations, a similar condition might also accelerate RAS
convergence.
We have the following observation:
Proposition 5.3 (e.g. Schneider and Zenios 1990). The algorithm converges to a balanced
matrix B. This matrix is also the unique minimiser of the function
n
∑
i,j=1
(
Bij ln
(
Bij
Aij
)
− Bij
)
(23)
subject to the balancing conditions.
Sketch of proof. The fact that the balanced matrix minimises the entropy functional can
be seen by direct calculation (the minimiser must be a scaling of the original matrix
and the balancing conditions ensure that the scaling is of the form DAD−1).
A proof is similar to observation 3.17: Each step of the algorithm is an I-projection
onto the set of matrices with only one row/column balancing constraint. Since the
conditions are linear, the repeated projection will converge.
It remains to see that the order of the projections does not matter as long as all
directions are chosen arbitrarily often.
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As with equivalence scaling, a graph version of this problem exists, this time using
transshipment graphs. A nice description can be found in Schneider and Zenios 1990 (see
also Figure 3): Given a nonnegative matrix A ∈ Rn×n, let V = {1, . . . , n} and define the
set of edges of the transshipment graph (V, E) by E = {(i, j)|Aij > 0, i 6= j}. We can
then add weights Aij to any edge (i, j). A matrix is then balanced, if and only if the
incoming flow at each vertex equals the outgoing flow.
A =

0 3 4 1
2 0 0 0
2 0 0 1
1 1 4 0

1 2
34
Figure 3: An easy example of the transshipment graph corresponding to the pattern of
the matrix A similar to the example in Schneider and Zenios 1990.
5.2. DAD scaling
Another closely related problem is the question, whether given a nonnegative matrix A,
there exists a single diagonal matrix D such that DAD has prespecified row- or column
sums. A short but quite good overview is given in Johnson and Reams 2009.
Symmetric nonnegative matrices Let us first focus on the case where A is symmetric.
It seems natural that this follows directly from Sinkhorn’s theorem: If D1AD2 has equal
row-sums and A is symmetric, so does D2AD1. By uniqueness of Di up to scaling, this
implies that one can choose D1 = D2. This was noted for example in Sinkhorn 1964.
The first discussion of the case of symmetric A can be traced back to the announce-
ments Marcus and Newman 1961; Maxfield and Minc 196212. A first proof for the case
of positive matrices and doubly stochastic scaling was given in Sinkhorn 1964. Shortly
later, Brualdi, Parter, and Schneider 1966 consider the case of doubly stochastic scaling
for nonnegative matrices with positive main diagonal, while Csima and Datta 1972
shows that a doubly stochastic scaling exists if and only if there exists a symmetric
doubly stochastic matrix with the same zero pattern if and only if the matrix has total
support. This was extended in Brualdi 1974 to cover the case of arbitrary row sums
giving the following theorem:
Theorem 5.4 (Brualdi 1974). Let A ∈ Rn×n be a symmetric nonnegative matrix. Then the
following are equivalent:
12This is covered in many papers, for instance Marshall and Olkin 1968.
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1. There exists a diagonal matrix D with positive entries such that DAD has row sums
given by r ∈ Rn+.
2. There exists a symmetric nonnegative matrix B with the same pattern as A and row sums
r.
3. For all partitions {I, J, K} of {1, . . . , n} such that A(J ∪ K, K) = 0, ∑i∈I ri ≥ ∑i∈K ri
with equality if and only if A(I, I ∪ J) = 0.
Furthermore, the scaling is unique.
The equivalence of 2. and 3. is given in Brualdi 1968. 1. follows from 2. using
Sinkhorn’s theorem and the reverse direction is proved via contradiction. Using the
uniqueness in Sinkhorn’s theorem then provides uniqueness for the scaling.
Note that the following observation gives a very simple proof of Theorem 3.1:
Observation 5.5. Let A ∈ Rm×n be a matrix and r ∈ Rm+, c ∈ Rn+ be two prescribed
vectors. Then A has an equivalence scaling if and only if the following symmetric
matrix A′
A′ =
(
0 A
AT 0
)
(24)
has a row-sum symmetric scaling to (r′)T = (rT, cT).
Proof. First assume that there exist D1, D2 positive diagonal such that D1AD2 fulfills
D1AD2e = r, D2ATD1e = c.
Then setting D′ := diag(D1, D2) we have
D′A′D′ =
(
0 D1AD2
D2ATD1 0
)
and clearly D′A′D′e = (rT, cT)T.
Conversely, if A′ has a row-sum symmetric scaling D′, by an analogous argument A
will have an equivalence scaling with row sums r and column sums c.
This was already known in the 70s, maybe even earlier; explicit formulations include
Rothblum, Schneider, and Schneider 1994; Knight 2008; Knight and Ruiz 2012. Note
that the observation can easily be extended to not just row- and column sums, but
all p-norms for 0 < p ≤ ∞ as considered in Section 6.7. It can also be extended to
approximate scalings with the same proof. This implies:
Observation 5.6. Results from symmetric scaling for symmetric nonnegative matrices
A can always be translated to cover equivalence scaling for arbitrary nonnegative
matrices.
The other direction is not true, since clearly not all symmetric matrices are of the
special form (24). However, it can still be beneficial to study equivalence scaling on its
own, as many algorithms (e.g. the RAS) do not preserve symmetry.
30
Arbitrary symmetric matrices Theorem 5.4 can be generalised to cover matrices that
are not necessarily nonnegative:
Theorem 5.7. Let A ∈ Rn×n be symmetric and λ ∈ Rn+ prescribed column sums. Then:
1. If A is positive semidefinite, then A is scalable if and only if A is strictly copositive
(Kalantari 1990; Kalantari 1996).
2. Any principal submatrix of A (including A) is scalable if and only if A is strictly
copositive (Johnson and Reams 2009).
In general, at least one of the following two propositions is true (Kalantari 1996):
1. The following set is not empty:
{x ∈ Rn|xT Ax = 0, x ≥ 0, x 6= 0} (25)
2. For all λ ∈ Rn+ with λ > 0 there exists a positive diagonal matrix D such that
DADe = λ. In other words, for any set of prescribed row sums, there exists a scaling.
More general conditions for scalability of arbitrary symmetric A can be found in
Johnson and Reams 2009. We make a number of remarks concerning the results:
1. Another necessary condition for scalability (the matrix must be diluted) is provided
in Livne and Golub 2004.
2. The question of equivalent conditions for the scalability of matrices remains
open. However, these conditions might not have a very useful description, since
scalability of arbitrary symmetric matrices is NP-hard (Khachiyan 199613).
3. The second result implies in particular that if a matrix is strictly copositive, it is
scalable, which was first proved in Marshall and Olkin 1968. Note that positive
definite matrices are in particular strictly copositive, which means that this result
encompasses the claimed proofs of scalability of completely positive matrices in
Maxfield and Minc 1962. An elementary proof for matrices with strictly positive
entries has recently appeared in Johnson and Reams 2009 based on an iterative
procedure.
4. For doubly stochastic scaling, the alternative conditions of Kalantari 1996 can also
be derived using linear programming duality and/or the hyperplane separation
theorem using extremely general methods of duality in self-concordant cones
(Kalantari 1998; Kalantari 1999; Kalantari 2005).
13This was conjectured also in Johnson and Reams 2009, who noted that deciding whether a matrix
is (strictly) copositive is NP-complete according to Murty and Kabadi 1987. The authors seemed
to have been unaware of the paper by Khachiyan. The alternative in Theorem 5.7 is also not very
useful computationally, because deciding the emptiness of the set (25) is also NP-hard (Kalantari 1990,
according to Kalantari 1996).
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5. Scaling of the special class of Euclidean predistance matrices has been considered
in Johnson, Masson, and Trosset 2005. It turns out that all such matrices are
scalable.
6. Note that the equivalence conditions for positive semidefinite matrices can be
strengthened. If a matrix is scalable and positive semidefinite,
µ := min{xT Ax|x ≥ 0, ‖x‖2 = 1}
can be bounded in terms of the matrix dimension (cf. Khachiyan and Kalan-
tari 1992, where it is also noted that the scaling problem is related to linear
programming).
Uniqueness of matrix scaling has also been studied:
Proposition 5.8. Let A ∈ Rn×n be symmetric and λ ∈ Rn+ prescribed row sums. Then
1. If A has two or more distinct scalings, then there exists a matrix D such that DAD has
eigenvalues +1 and −1 (Johnson and Reams 2009).
2. For scalable positive definite matrices A there exist 2n diagonal matrices D such that
DADe = λ, one for each sign pattern of D (O’Leary 2003). In particular, scaling by
positive diagonal matrices is unique.
3. If A is positive semidefinite, then if A is scalable to row sums r, the positive diagonal
matrix is unique (Marshall and Olkin 1968).
For the scaling of positive semidefinite matrices, upper and lower bounds on ‖D‖ were derived
in Khachiyan and Kalantari 1992; O’Leary 2003.
Johnson and Reams 2009 also note that for nonnegative matrices uniqueness holds in
particular if A is primitive (including the case of positive matrices already covered in
Sinkhorn 1964) or if A is irreducible and there does not exist a permutation P such that
PAPT =
(
0 B
BT 0
)
.
It is also very simple to give an algorithm of RAS type for this problem, using the
observation that a DAD scaling to row sums λ exists if and only if ADe = r/(De).
This implies that any scaling is a fixed point of the map Tsym : Rn → Rn with
Tsym(x) = r/(Ax).
Algorithm 5.9 (Knight 2008). Let A ∈ Rn×n be nonnegative and symmetric. For the
algorithm, set x0 = e and iterate
xn+1 = Tsym(xn) (26)
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Nonsymmetric matrices If we do not restrict to symmetric matrices we can only hope
to scale A to a matrix with given row-sums. The only notable result seems to be:
Proposition 5.10. (Sinkhorn 1966) Let A ∈ Rn×n be a positive matrix. Then there exists D
such that DAD is stochastic.
The theorem can be extended to cover arbitrary row sums. The first proof occurred in
Sinkhorn 1966. Likewise, the proof in Johnson and Reams 2009 does not need symmetry
of A.
5.3. Matrix Apportionment
Another scaling problem which is interesting particularly for its applications, is asking
for an equivalence scaling, but with the added constraint that the resulting matrix
have integer entries. This is important for instance when attributing votes to seats in
a parliament and has been applied as early as 1997 (Balinski and González 1997, see
also Pukelsheim and Schuhmacher 2004 for one of many explicit accounts for actual
changes).
This problem, which is often called matrix apportionment has first been studied in
Balinski and Demange 1989a; Balinski and Demange 1989b. Algorithms akin to the
RAS method exist and others based on network flows can be obtained from Rote and
Zachariasen 2007; an overview and many references can be found in Pukelsheim and
Simeone 2009.
5.4. More general matrix scalings
This review has so far largely been concerned with nonnegative matrix scaling, with
the exception of symmetric DAD scaling. This is understandable, as most of the
applications concern nonnegative matrices. However, in view of completeness, let us
mention a few of the (mostly quite recent) other cases of matrix scaling.
Arbitrary equivalence scaling While arbitrary D1AD2 scaling is interesting for real
symmetric matrices, scalings of general real matrices have never sparked a similar
amount of interest. It is merely known that the question whether or not a matrix
is scalable is NP-hard (Khachiyan 1996) - a question that has also been considered
for matrices over the algebraic numbers in Kalantari and Emamy-K 1997. Since the
problem of nonnegative matrix scaling turns out to be equivalent to the existence
of matrices with given pattern, it seems natural to ask whether the (+,−, 0)-pattern
of matrices with prescribed row- and column sums play a similar role. For positive
diagonal scaling the sign pattern of the matrix cannot change and it is a necessary
condition for scalability, which is not sufficient as shown in Johnson, Lewis, and Yau
2001. Nevertheless, the authors achieve a characterisation of general matrix patterns
(generalising Brualdi 1968, see also Johnson and Stanford 2000; Eischen et al. 2002).
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Complex matrices Let us first start with the definition
Definition 5.11. Let A ∈ Cn×m be a complex matrix, then A is doubly quasistochastic if
all sums and columns sum to one.
Note that in case all entries are nonnegative the matrix is doubly stochastic. For the
rest of this section, let us restrict to square matrices. Quasistochasticity is interesting,
because if A is quasistochastic, then F∗n AFne1 = e1, where e1 = (1, 0, . . . , 0)T and Fn
is the n× n discrete Fourier transformation. This is true since Fne1 = e and e is an
eigenvector of A by quasistochasticity. A doubly quasistochastic matrix A therefore
satisfies that F∗n AFn has e1 as its first row and column. Repeating diagonal scalings and
Fourier transform can then lead to new matrix decompositions.
The natural generalisation of DAD scaling would be D∗AD-scalings for positive
semidefinite matrices. These were first studied in Pereira 2003 and later in Pereira and
Boneng 2014. Observing that the proof of Marshall and Olkin 1968 extends to complex
entries, the authors obtain already part of the following partial results:
Theorem 5.12 (Pereira and Boneng 2014). Let A ∈ Cn×n be positive definite. Then there
exist diagonal matrices D1, D2 such that D1AD2 is doubly quasistochastic.
Neither D1, D2 nor the scaled matrices are necessarily unique. However, there exists at most
one scaling with positive matrices D1, D2.
The authors suggested that such scalings can be applied to generate highly entangled
symmetric states. They furthermore conjectured that the number of such scalings
would be upper-bounded, but this was disproved recently in Hutchinson 2016 by
giving counterexamples for n ≥ 4, which have infinitely many scalings. For n = 3,
there exist at most four scalings. An RAS type algorithm can be obtained from the fact
that an equivalent version of Observation 3.14 also holds in the complex case.
Unitary matrices For the subclass of unitaries, we proved the following theorem:
Theorem 5.13 (Idel and Wolf 2015). For every unitary matrix U ∈ U(n) there exist diagonal
unitary matrices D1, D2 such that D1UD2 is doubly quasistochastic. Neither D1, D2 nor
D1UD2 are generally unique, in fact in some cases there may even be a continuous group of
scalings.
An algorithm how to obtain D1, D2 similar to the RAS method is given and studied
in De Vos and De Baerdemacker 2014a, however its convergence is unknown.
The theorem was conjectured in De Vos and De Baerdemacker 2014a and used
later (De Vos and De Baerdemacker 2014b; Idel and Wolf 2015) to prove that any
unitary matrix can be considered as a product of diagonal unitary matrices and Fourier
transforms on principal submatrices. Recently, it has also been applied to prove an
analogue of the famous Birkhoff theorem for doubly-stochastic matrices (De Vos and
De Baerdemacker 2016).
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The proof of Theorem (5.13) boils down to noticing that a scaling exists if and only
if there exists a vector x with Ux = y and |xi| = |yi| = 1 for all i = 1, . . . , n. This is
a problem of symplectic topology in disguise and can be solved using a theorem in
Biran, Entov, and Polterovich 2004. When we published the theorem in Idel and Wolf
2015 we were unaware of the fact that this proof had in principle already been found,
since the equation Ux = y with |xi| = |yi| = 1, which defines so called biunimodular
vectors (see for instance Führ and Rzeszotnik 2015), also pops up in several other places.
In this context, essentially the same proof was described in Lisi 2011. A first formal
publication containing this proof was probably Korzekwa, Jennings, and Rudolph 2014
applying it to error-disturbance relations in quantum mechanics.
6. Generalised approaches
All of the approaches above can be generalised to some extend. Many can then
incorporate also different scalings. With an eye towards matrix equivalence, we will
attempt to see the different ways of generalisations and what can be gained. A quick
summary can be found in Table 6.2.
6.1. Direct multidimensional scaling
Especially in transportation planning, equivalence scaling of arrays with three indices
has been important from the beginning. Except for nonlinear Perron-Frobenius theory,
the approaches can be readily generalised to this case. As already pointed out, Brown
1959 was the first to consider multidimensional scaling. According to Evans and Kirby
1974 (see also Evans 1970), Furness pointed out iterative scaling as a possible solution
to certain transportation planning problems in the unpublished paper Furness 1962.
Evans and Kirby themselves proved convergence in a limited scenario by extending
the convex programming approach of equation (16) and proofs have been provided
or pointed out in several other papers such as Fienberg 1970; Krupp 1979. The case
of approximate multidimensional scaling is discussed in Brown, Chase, and Pittenger
1993.
For multidimensional exact or approximate scaling, the convergence results of Pretzel
1980 reflected in Theorem 4.4 still hold. In addition, the order in which we normalise
any of the indices of the multidimensional array is irrelevant:
Theorem 6.1 (Brown, Chase, and Pittenger 1993 and comment in Brown 1959). Let A be
an array with m indices (or dimensions) and let ik be the dimension of the array that is scaled in
the k-th step. If each element of {1, . . . , m} appears in the sequence {i1, i2, . . .} infinitely often,
then the scaling converges to the limit of the cyclic RAS method, the I-projection of A.
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Type Base case D1AD2 DAD DAD−1 multi-
dim.
conti-
nuous
additional generalisation
Algorithmic
approaches
RAS-type algorithms with row or column
norm constraints
(also max-sum)
X X - - -
Axiomatic
approach
D1AD2 scaling with
inequality constraints
X - - - - -
Convex op-
timisation
D1AD2, DAD scaling X X - - - also copositive matrices,
complex scaling
Entropies minimising relative en-
tropy minimisation +
(non)linear constraints
X (X) (X) X X special case of Bregman di-
vergences; cross entropies;
justifications
Letac’s ap-
proach
no scaling: existence
of some function
X X X - - completely different appli-
cations
Log linear
models
scaling of prob. distri-
butions wi = xi ∏j d
Cij
j
given C, x with con-
straints Cw = b
X X X X - Different scalings defined
via C
N-L Perron-
Frobenius
Theory
fixed points of ho-
mogeneous maps on
cones
X X - - X Maps in different vector
spaces (such as positive
maps); infinite matrices
Truncated
matrix
scaling
X = ΛDAD−1 balanc-
ing with L ≤ X ≤ U
entrywise
also inequalities X X - - -
Table 1: This table gives an overview about possible approaches to matrix scaling, their application to various different
scalings discussed in Section 6 and additional possible applications.
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6.2. Log-linear models and matrices as vectors
Most of the ideas above use matrices as matrices, as sets of numbers with two indices.
One can likewise consider just vectors of numbers and define columns and rows by
defining partitions of the vectors. This approach has the advantage that the generalisa-
tion to multidimensional matrices is immediate. It was probably pioneered by Darroch
and Ratcliff 1972, although Lamond and Stewart 1981 credit Murchland, who circulated
his results later (Murchland 1977; Murchland 197814). The approach was then taken
on in Bapat and Raghavan 1989 (see also Bapat and Raghavan 1997, Chapter 6 for an
overview and a more lucid presentation of their ideas). While Darroch and Ratcliff
1972 used an entropic approach, Bapat and Raghavan 1989 is based on a combination
of optimisation and topological approaches as discussed in Section 3.6. The same
theorem is also proved in Franklin and Lorenz 1989 in a very elementary fashion and
in Rothblum 1989 using optimisation techniques.
The original goal of Darroch and Ratcliff 1972 was not to study matrix scaling but
rather obtaining probability distributions using so called log-linear models. Given a
positive (sub)probability distribution pi over some finite index set I, a log-linear model
is a probability distribution p such that
pi = piiD
d
∏
s=1
DCsis (27)
which satisfies some constraints ∑i∈I Csi pi = ks. Here, D and Ds have to be determined
while C is given from the problem. The name derives from the fact that the solution is
an exponential family of probability distributions.
Depending on the choice of C, one can write matrix balancing, equivalence scaling
or DAD scaling as finding a log-linear model.
To achieve equivalence scaling with row-sums r and column sums s, consider for
simplicity the case of a 2× 3 matrix. Then C and b are given by
C =

1 1 1 0 0 0
0 0 0 1 1 1
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
 , b =

r1
r2
s1
s2
s3

and we define y1 = A11, y2 = A12, . . . , y5 = A22, y6 = A23 (example from Bapat and
Raghavan 1989; Rothblum 1989).
To achieve matrix balancing with row-sums equaling column sums, consider for
simplicity the case 3× 3, then C is given by
C =
0 1 1 −1 0 0 −1 0 00 −1 0 1 0 1 0 −1 0
0 0 −1 0 0 −1 1 1 0
 (28)
14The papers were not available to me
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and b = 0 and we order x, y again as before (example from Rothblum 1989).
We have the following theorem:
Theorem 6.2 (Bapat and Raghavan 1989). Let C ∈ Rm×n and b ∈ Rm+ 0. Let K = {v|Cv =
b, v ≥ 0} be bounded. Let x ∈ Rn+ 0. Then there exists a w ∈ K such that for some D ∈ Rn+ we
have
wj = xj
m
∏
i=1
DCij , j = 1, . . . , n
if and only if there exists a vector y ∈ Rn+ 0 with y ∈ K and the same zero pattern as x.
Note that this is a major generalisation of scaling as the matrix C can contain any
real numbers.
The limiting factor of the theorem is the boundedness of K. While the constraints in
the case of matrix equivalence are bounded, the constraint set defined by (28) is not
necessarily bounded. Rothblum 1989 applies a completely different proof which only
works for positive matrices. However we can still apply Theorem 6.2: K is unbounded,
because the matrix entries can become unbounded since we only want equal row and
column sums but do not specify them further. We fix that by using
C˜ =

0 1 1 −1 0 0 −1 0 0
0 −1 0 1 0 1 0 −1 0
0 0 −1 0 0 −1 1 1 0
1 1 1 1 1 1 1 1 1

and b4 = 1. The last row just implies that the sum of all matrix entries should be one
which makes K a bounded set. A simple calculation then shows that this is equivalent
to searching for a diagonal matrix D and a scalar d such that dDAD−1 has equal row-
and column sums and the sum of all matrix entries is one. Clearly, this is equivalent to
matrix balancing and we can apply Theorem 6.2.
The connection to entropy minimisation is simple:
Lemma 6.3 (Darroch and Ratcliff 1972, Lemma 2). Given a positive (sub)probability
distribution pi, if a positive probability distribution p satisfying (27) and the linear constraints
exists, then it minimises relative entropy ∑i pi log(pi/pii) subject to the linear constraints.
Proof. The proof in Darroch and Ratcliff 1972 is a straightforward calculation and
follows directly from Kullback and Khairat 1966. If q is a probability distribution
satisfying the linear constraints, then
D(p||pi) =∑
i∈I
pi(log ξ +
d
∑
s=1
Csi log ξs)
= log ξ
(
∑
i∈I
pi
)
+
d
∑
s=1
log ξs
(
∑
i∈I
Csi pi
)
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= log ξ
(
∑
i∈I
qi
)
+
d
∑
s=1
log ξs
(
∑
i∈I
Csiqi
)
=∑
i∈I
qi log(pi/pii)
= D(q||pi)− D(q||p)
which implies the lemma by the nonnegativity of relative entropy.
6.3. Continuous Approaches
Nonnegative matrices were always tied to joint probability distributions. Obviously,
there is no reason to only study discrete probability distributions. The first such
generalisation was obtained in Hobby and Pyke 1965. Also the basic theorems of
Kullback 1968 and Csiszár 1975 are more general than counting measures (although
both have problems with parts of their arguments, see Borwein, Lewis, and Nussbaum
1994).
As pointed out in Borwein, Lewis, and Nussbaum 1994, there are essentially two
approaches to continuous versions, the entropy maximisation approach studied by
Kullback and later Csiszár, and the approach via fixed point theorems or contractive
ratios (one can see this as a precursor to nonlinear Perron-Frobenius theory) studied
in, for instance, Fortet 1940; Nussbaum 1987; Nussbaum 1993. The natural continuous
extension of the DAD theorem for symmetric matrices was studied in Nowosad 1966;
Karlin and Nirenberg 1967 (via fixed points or iterative contractions). The most general
results in Borwein, Lewis, and Nussbaum 1994 combine these two approaches. To give
a flavour of their results, we cite
Theorem 6.4 (Borwein, Lewis, and Nussbaum 1994 Theorem 3.1). Given a finite measure
spaces µ(s, t) = k(s, t) ds dt and marginal distributions α(s), β(t) ∈ L1(dt/ds), consider the
following minimisation problem:
min
∫
S×T
[u(x, y) log(u(x, y))− u(x, y)]k(s, t) ds dt
s.t.
∫
T
u(s, t)k(s, t) dt = α(s) a.e.∫
S
u(s, t)k(s, t) ds = β(t) a.e.
(29)
where u ∈ L1(dt, ds). Furthermore, we require ∫S α(s) ds = ∫T β(t) dt. Then the minimisation
problem has a unique optimal solution. If there exists a u0 which fulfils the constraints and
there exist x0 ∈ L∞ and y0 ∈ L∞ such that log u0(s, t) = x(s) + y(t) almost everywhere, then
u0 is the unique solution. Conversely, if there exists a feasible solution u with u > 0 almost
everywhere, then the unique optimal solution satisfies u0 > 0 almost everywhere and there exist
sequences xn ∈ L∞ and yn ∈ L∞ such that
lim
n→∞(xn(s) + yn(t)) = log u0(s, t) a.e.
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This in fact also covers the approximate scaling case. Note that the results also extend
to more than two marginals.
6.4. Infinite matrices
Instead of continuous functions, we can also consider infinite matrices. Results usually
posit that row and column sums should be finite in some norm.
The first such result was obtained in Netanyahu and Reichaw 1969, which proves
Theorem 3.1 in the case where the column and row sums are uniformly bounded in
the l1-norm and the matrix entries are uniformly bounded. The proof is reminiscent of
Brualdi, Parter, and Schneider 1966 and Nonlinear Perron-Frobenius theory, using a
fixed point argument involving Schauder’s fixed point theorem.
Another approach was presented in Berger and Kelley 1979, where matrices that
are infinite in one direction are studied (rows or columns are finite in a lp-norm).
Once again, the matrix entries must be bounded uniformly (in this case, in a lp-norm)
and convergence of the iterative algorithm to a unique solution is proved in certain
topologies.
6.5. Generalised entropy approaches
As we saw in Section 3.4, we can write matrix scaling as the problem
min
P
D(P‖Q) s.t. P ∈ Π
where Π is an intersection of linear constraints. This approach can be generalised in
two ways: First, one could consider other functions than relative entropy but related to
it or second, one can consider more general sets Π.
Telative entropy is a special case of Bregman divergences. These were originally
introduced in Bregman 1967 and later named in Censor and Lent 1981. The idea is to
study distance measures derived from functions φ : S ∈ Rn → R, which are defined on
a closed convex set S, continuously differentiable and strictly convex. Then
∆φ(x, y) = φ(x)− φ(y)− 〈∇φ(y), x− y〉
behaves similarly to a metric, although it is not necessarily symmetric and obeys no
triangle inequality. If one takes φ(x) = ∑i(xi log(xi)− xi) (negative entropy modulo
the linear term), then ∆φ(x, y) = ∑i(xi ln(xi/yi)− xi + yi). This example was already
studied in Bregman 1967 giving in addition an iterative algorithm to find the projections
onto the minimum Bregman distance given linear constraints, which is a variant of the
RAS method (see also Lamond and Stewart 1981).
Another way to generalise D is the basic observation underlying McDougall 1999:
Relative entropy for matrices is equivalent to the sum of cross-entropies between
matrix columns, where a cross-entropy of the column j of the matrices A, B is just
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Dj(A‖B) := ∑i Bij log(Bij/Aij). Instead of taking the sum of all cross-entropies, it
might be justified to take weighted sums of cross-entropies. This is relevant in economic
settings and, aside from McDougall 1999, was studied in e.g. Golan and Judge 1996;
Golan, Judge, and Miller 199715.
On the other hand, we can work with relaxed constraints. This was covered in Brown,
Chase, and Pittenger 1993: The extension of linear families of probability distributions
is still covered by Csiszár 1975, while finding the I-projection for closed, convex but
nonlinear constraints requires different means such as Dykstra’s iterative fitting procedure
(cf. Dykstra 1985).
6.6. Row and column sum inequalities scaling
Instead of wishing for matrices to have prespecified row and column sums, it might
be interesting to consider cases where only lower and upper bounds on the row and
column sums and the matrix entries are considered.
If we denote the set of all nonnegative matrices with row sums between r− ∈ Rn+ and
r+ ∈ Rn+ and column sums between c− ∈ Rn+ and c+ ∈ Rn+ and total sum of its entries
h by R(r−, r+, c−, c+, h), then we can ask the question, whether for a given nonnegative
A ∈ Rn×n, there exists δ > 0 and D1, D2 diagonal matrices such that
B := δD1AD2 ∈ R(r−, r+, c−, c+, h)
such that if (D1)ii > 1, then ∑j Bij = r− and (D1)ii < 1, then ∑j Bij = r+ and the same
conditions for D2 and c. This problem was studied in Balinski and Demange 1989a;
Balinski and Demange 1989b, where they call such a matrix a fair share matrix. The
main purpose of the approach is described in Section 8.2. Using the arguments from
nonlinear Perron-Frobenius theory (Section 3.3), they prove
Theorem 6.5 (Balinski and Demange 1989a). Let A be a nonnegative matrix. There exists a
unique fair share matrix for A if and only if there exists a matrix B ∈ R(r−, r+, c−, c+, h) with
the same pattern as A.
A different generalisation is called truncated matrix scaling. It is studied in Schneider
1989; Schneider 1990 and can also account for equivalence scaling. While the proofsuse
a combination of optimisation techniques for an optimisation problem defined via
entropy functionals, the motivation and interpretation uses graphs and transportation
problems for graphs.
The problem considers matrix balancing and not equivalence scaling as its basic
problem and then explains the connection. A problem consists of an ordered triple
(A, L, U) of nonnegative matrices in Rn×n satisfying
1. 0 ≤ L ≤ U ≤ ∞,
15References corrected but taken from McDougall 1999 as they were unavailable to me
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2. There is a matrix X whose pattern is a subpattern of A such that X is balanced
and L ≤ X ≤ U,
3. Uij > 0 whenever Aij > 0.
and asks for a diagonal matrix D and a nonnegative matrix Λ such that
1. X = ΛDAD−1 is balanced and L ≤ X ≤ U,
2. X and Λ satisfy {
Λij > 1 ⇒ Xij = Lij
Λij < 1 ⇒ Xij = Uij
The conditions above are consistency conditions which are trivially necessary for the
existence of D,Λ. One can easily see that for L = 0 and U = ∞ the problem is
equivalent to matrix scaling, because Λ = 1. Note the similarity of the treatment of
inequalities to the ideas of Balinski and Demange.
The connection to equivalence scaling is simple (cf. Schneider 1989): Given a
nonnegative matrix A and row and column sums r, c, we start with the graph of Figure
2: we join the two vertices S1 and S2 into one vertex (call it S), keeping everything else
fixed. We label the edges between the nodes with the corresponding matrix entries Aij.
A′ is now the matrix corresponding to the graph.
Now we copy the graph twice and erase the weights of the edges and instead label
the first graph by l(i,j) and the second by u(i,j) where
l(i,j) :=

0 if Aij > 0
ri if j = 0
cj if i = 0
u(i,j) :=

∞ if Aij > 0
ri if j = 0
cj if i = 0
.
Now L′ (U′) is the matrix corresponding to the graph with labels l(i,j) (u(i,j)). Finally,
(A′, L′, U′) is the triple for truncated matrix scaling.
The main result of the paper then includes:
Theorem 6.6 (Schneider 1989 Theorem 14 (part of it)). Let (A, L, U) be a triple in Rn×n
fulfilling the consistency conditions 1.-3. above. Then the truncated matrix scaling has a
solution satisfying the conditions 1. and 2. above if and only if there exists a balanced matrix X
such that
• L ≤ X ≤ U,
• Xij > 0 iff Aij > 0 always.
Once again, the answer is dominated by the pattern of the matrix and the conditions
boil down to the usual conditions for similarity scaling. In a sense, this gives another
explanation as to why both problems, equivalence scaling and matrix similarity, need
pattern conditions for feasibility: They are both similar graph-related problems.
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6.7. Row and column norm scaling
Instead of asking the question whether one can scale a matrix to prescribed row- and
column sums, one can ask for a scaling to prescribed row- and column norms.
For the ∞-norm, this is discussed in Rothblum, Schneider, and Schneider 1994. Their
proof relies on an algorithm for symmetric DAD scaling using Observation 5.5. In fact,
an algorithm for the problem had already been studied for the symmetric case in Bunch
197116.
Theorem 6.7 (Rothblum, Schneider, and Schneider 1994). Let A ∈ Rm×n be a nonnegative
matrix and r ∈ Rm+, c ∈ Rn+ be prescribed row and column maxima. Then the following are
equivalent:
1. There exist diagonal matrices D1 and D2 such that D1AD2 has prescribed row and
column maxima r and c.
2. There exists a matrix B with row and column maxima r and c with the same pattern as A.
3. There exists a matrix B with row and column maxima r and c with some subpattern of A.
4. The vectors r and c fulfil
max
i=1,...m
ri = max
j=1,...n
cj (30)
max
i∈I
ri ≤ max
j∈Jc
cj (31)
max
j∈J
cj ≤ max
i∈Jc
ri (32)
for every subsets I ⊂ {1, . . . , m} and J ⊂ {1, . . . , n} such that AI J = 0.
There are two further technical conditions given in Rothblum, Schneider, and Schnei-
der 1994 as well as an algorithm that converges to the solution.
The usual equivalence scaling now corresponds to 1-norm scaling. For p-norms of
row and columns with 0 < p < ∞, it is shown that this problem reduces to 1-norm
scaling in Rothblum, Schneider, and Schneider 1994. If A(p) denotes the entrywise
power, we have:
Theorem 6.8 (Rothblum, Schneider, and Schneider 1994). Let A ∈ Rm×n be a nonnegative
matrix and r ∈ Rm, c ∈ Rn. Then the following are equivalent:
1. There exist matrices D1 and D2 such that D1AD2 = B has prescribed row and column
p-norms r and c.
2. There exist matrices D1 and D2 such that D
(p)
1 A
(p)D(p)2 has prescribed row and column
sums r(p) and c(p).
16Reference from Knight 2008 among others. I could not obtain the reference.
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3. There exists a matrix B with the same pattern as A and row and column sums given by
r(p) and c(p).
Hence the answer again reduces to a question of patterns. Likewise, the ε-scalability
can immediately be transferred. Much weaker results were obtained in Livne and Golub
2004, where the problem of 2-norm scaling was studied for arbitrary (not necessarily
nonnegative) matrices. A (fast) algorithm is also derived in Knight and Ruiz 2012.
6.8. Row and column product scaling
At this point, one might wonder what happens when replacing the row- and column
sums by row- and column products. This has been treated in Rothblum and Zenios
1992, however it is not connected to entropy or maximum likelihood estimation, but
instead to least square estimations, which is why we will not discuss the techniques
here. However, this is interesting in light of the original justification of the RAS method
in transportation planning by Deming and Stephan 1940. The results are simple:
Theorem 6.9 (Rothblum and Zenios 1992). Let A be a nonnegative matrix. Then the
following are equivalent:
1. There exist positive diagonal matrices D1 and D2 such that D1AD2 has row and column
products rp and cp.
2. There exists a matrix B with the same zero pattern as A and row and column products rp
and cp.
The scalded matrix D1AD2 is unique.
Furthermore, if A has no zero rows or columns, there always exists a matrix D such that
DAD−1 has equal row and column products.
Note that in the case of matrix balancing to equal row and column products, the
result is also the same: This is possible if and only if a balanced matrix with the same
pattern exists which is always the case (cf. Rothblum and Zenios 1992, Theorem 5.2).
7. Algorithms and Convergence complexity
After the basic existence problems of matrix scaling were solved in the 60s to 80s, the
focus shifted to algorithms and complexity theory in the 90s. The story is equally
convoluted, not least because algorithmic complexity is difficult and not always well-
defined in itself: One can decide to study worst case or average convergence speed,
count algorithm steps or computational operations. Given the RAS method and the
fact that it is a coordinate descent method for an intrinsically convex optimisation
problem, which is amenable to a host of other techniques, the choice of a relevant class
of algorithms is already not unique.
44
Since this review is geared more towards the mathematical aspects of the problem,
our focus will lie on exact complexity results instead of proofs by example. Papers
focussed on numerical aspects appeared as early as the late 70s, early 80s with Robillard
and Stewart 1974 average convergence considerations, Bachem and Korte 1979 and
Parlett and Landis 1982. A small overview about many of the recent developments can
be found in Knight and Ruiz 2012.
7.1. Scalability tests
Most algorithms explicitly require that the matrix A be scalable (or positive). This
means that we first need to check for scalability.
Proposition 7.1. Let r ∈ Rm+, c ∈ Rn+ be two positive vectors with ∑i ri = ∑j cj. Let A be a
nonnegative matrix, then one can check whether A is approximately scalable in polynomial time
O(pq log(q2/p)) with q = min{m, n} and p the number of nonzero elements in A.
If r ∈ Qm+, c ∈ Qn+, then one can check for exact scalability in polynomial time of the same
order.
The fact that approximate scalability can be efficiently checked was probably first
seen in Linial, Samorodnitsky, and Wigderson 2000. A complete and well-readable
proof giving explicit bounds appeared in Balakrishnan, Hwang, and Tomlin 2004, exact
scalability can be found in Kalantari et al. 2008.
Sketch of Proof. We first follow the proof in Balakrishnan, Hwang, and Tomlin 2004,
which uses the transportation graph described in Figure 2.
The matrix is approximately scalable iff the maximum flow of this network is equal to
∑i ri. The flows along the edges E then define a matrix with the wanted pattern. Such a
network flow problem can be solved in time O(pq log(q2/p)) with q = min{m, n} and
p the number of nonzero elements in A (Ahuja et al. 1994).
In order to check for exact scalability, one has to check whether there exists a solution
where each edge has a positive amount of flow (otherwise the entry would have to
be reduced to zero). We can check for a solution to the maximum flow problem with
minimum flow through each edge bigger than a prespecified value ε with the same
costs as solving a maximum flow problem twice. Clearly, this does not help as, we
would have to check scalability for any ε > 0.
However (following Kalantari et al. 2008) if r, c have only rational entries, we can
find a number h such that hr, hc have only integer values. In this case, the flow problem
has a solution iff there exists a matrix B with column sum hc and row sum hr where
each positive entry fulfils B ≥ 1/|E|, where |E| denotes the number of edges in E.
This implies that it suffices to check for a solution with capacities hr, hc and minimum
flow through each edge having prespecified value 1/(2|E|).
For positive semidefinite matrices, scalability can also be checked easily:
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Proposition 7.2 (Khachiyan 1996). Let A ∈ Rn×n be positive semidefinite. Then A is scalable
if and only if Ax = 0 and eTx = 1 has no solution x ≥ 0. This can be tested by a linear
program.
Proof. The formulation is already nearly in canonical form. We maximize eTx subject to
the equality constraints Ax = 0 and x ≥ 0.
For arbitrary matrices scalability is mostly NP-hard (see Section 5.4).
7.2. The RAS algorithm
The RAS algorithm, being the natural algorithm to compute approximate scaling, is
also the most studied algorithm. For the case of doubly stochastic matrices, it has
long been known (cf. Sinkhorn 1967) that for positive matrices, the RAS converges
linearly (sometimes called geometrically) in the l∞ norm. Krupp 1979 gave a simple
argument that the iteration will get better at any step. This can also be inferred from the
fact that the RAS method is iterated I-projection onto a convex set using Csiszár 1975.
Later, Franklin and Lorenz 1989 showed that the convergence is also linear in Hilbert’s
projective metric, while Soules 1991 showed linear convergence for all exactly scalable
matrices basically in arbitrary vector norms, albeit without explicit bounds. Conversely,
it was shown that only scalable matrices can have linear convergence meaning that the
RAS converges sublinear for matrices with support that is not total (Achilles 1993). We
have the following best bounds:
Theorem 7.3 (Knight 2008, Theorem 4.5). Let A ∈ Rn×n be a fully indecomposable matrix
and denote by D1, D2 the diagonal matrices such that D1AD2 is doubly stochastic. Let Di1 and
Di2 be the diagonal matrices after the k-th step of the Sinkhorn iteration, there exists a K ∈N
such that for all k ≥ K, in an appropriate matrix norm
‖Di+11 ⊕ Di+12 − D1 ⊕ D2‖ ≤ σ22‖Di1 ⊕ Di2 − D1 ⊕ D2‖ (33)
where σ2 is the second largest singular value of D1AD2.
The proof of this theorem crucially relies on the fact that matrices with a doubly
stochastic pattern are direct sums of primitive matrices (modulo row and column
permutations). Hence it cannot easily be extended to matrices with arbitrary row and
column sums if those matrix patterns allow for non-primitive matrices. The approach
in Franklin and Lorenz 1989 for positive matrices can also be extended to arbitrary row
and column sums.
We observe that the occurrence of the second singular value should not come as
a big surprise: Given a stochastic matrix A, Ak converges to a fixed matrix and the
convergence is dominated also by the gap between the largest singular value 1 and the
second largest singular value of A.
For practical purposes, one then needs to work out how many operations are needed
to obtain a given accuracy of the solution. The first such bounds can be derived
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from the bounds in Franklin and Lorenz 1989. The main study of these questions was
conducted in the early 90s and 2000s, starting with Kalantari and Khachiyan 1993. Let
A ∈ Rn×n×...×n with d copies of Rn be a positive multidimensional matrix which can
be scaled to doubly stochastic form, then they proved that the RAS takes at most
O
((
1
ε
+
ln(n)√
d
)
d3/2
√
n ln
V
ν
)
(34)
steps, where all matrix entries are in the interval (ν, V] and the maximal error is upper-
bounded by ε. (Kalantari and Khachiyan 1993, Theorem 1). They also derive a bound
for a randomised version of the RAS, where at each step, the direction of descent is
selected randomly and once in a while, the whole error function is computed randomly.
The expected runtime is then slightly lower.
In the case of positive matrix scaling, Kalantari et al. 2008 give better bounds covering
also the case of inequality constraints as in Balinski and Demange 1989a. In particular,
let A ∈ Rn×m be a positive matrix with ν ≤ Aij ≤ V, let N = max{n, m}, let ρ =
max{ri, cj} and h = ∑ij Aij. Then the number of iterations needed to scale A to
accuracy ε is of order
O
((
1
ε
+ ln(hN)
)
ρ
√
N
(
ln(ρ) + ln
(
V
ν
)))
.
The two results (specific bounds and asymptotic linear behaviour for convergence
speed) imply that the RAS method has generally good convergence properties if the
matrix is positive.
A fully polynomial time algorithm (i.e. without a factor involving the size of the ma-
trix entries) for general marginals was given in Linial, Samorodnitsky, and Wigderson
2000 based on the RAS method with preprocessing. However, the algorithm scales with
O(n7 log(1/ε)) for the general (r, c)-scaling and (using a different algorithm closer to
the RAS) with O((n/ε)2) for doubly-stochastic scaling.
In summary, the RAS method, while not fully polynomial by itself, can be tweaked in
various ways to allow for fully polynomial algorithms. In addition, it has the advantage
of being parallelisable as demonstrated in Zenios and Iu 1990; Zenios 1990. However,
the scaling behaviour is not particularly fast in specific examples (see for instance
Balakrishnan, Hwang, and Tomlin 2004; Knight and Ruiz 2012), in particular it doesn’t
seem to be very good at handling sparse matrices.
7.3. Newton methods
One of the first alternative algorithms to the RAS methods was provided in Marshall and
Olkin 1968 as a minimisation of xT Ay using a modified Newton method as described in
Goldstein and Price 1967 (it is not related how the equality constraints are introduced
into the problem. This can be done using a C2-penalty function).
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Newton methods were also developed to solve the scaling problem for positive
semidefinite matrices. They can either be seen as Newton’s method applied to xT Ax
for symmetric A (cf. Khachiyan and Kalantari 1992) or as Newton’s method applied
to the Sinkhorn iteration equation xk+1 := e/(Axk) (cf. Knight and Ruiz 2012). Yet a
different method was considered in Fürer 2004.
Kalantari 2005 shows that their algorithm converges in O(√n ln(n/(µε))) Newton
iteration steps, where µ := inf{xT Ax|x ≥ 0}, if the matrix is scalable.
7.4. Convex programming
As noted in section 3.5, the convex programming formulation of the problem makes it
amenable to a host of (polynomial time) techniques such as the ellipsoid method or
interior point algorithms.
In the case of nonnegative matrices A ∈ Rn×n with doubly stochastic marginals, a
good bound was found in Kalantari and Khachiyan 1996, with operations of order
O(n4 ln(n/ε) ln(1/ν)).
The bound uses ellipsoid methods. Later, the bounds were extended to cover gener-
alised marginals in Nemirovski and Rothblum 1999 (also including the generalisation
discussed in Rothblum 1989) specifically using ellipsoid methods for the convex opti-
misation formulation of equation (16). The first instance of an interior point algorithm
was probably formulated in Balakrishnan, Hwang, and Tomlin 2004 applied to the
entropy formulation. The authors find a strongly polynomial algorithm which scales
better than Linial, Samorodnitsky, and Wigderson 2000 with O(n6 log(n/ε))17.
A different ansatz for an algorithm was used in Schneider 1990, where the author
uses the duality in convex programming and a coordinate ascent algorithm for the
dual problem of his truncated matrix scaling. This algorithm will then be some form of
generalisation of the RAS method.
7.5. Other ideas
We give a short primer of other algorithms considered in the literature:
1. The first paper to develop new algorithms with a focus on speed and not only
concepts was Parlett and Landis 1982, where a bunch of slightly different and
optimised algorithms is derived.
2. An algorithm which is somewhat related to convex algorithms is considered in
Kalantari 1996. It is a total gradient based, steepest descent algorithm for the
homogeneous log-barrier potential.
17It seems that the authors were unaware of Kalantari et al. and Nemirovski and Rothblum 1999.
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3. In Rote and Zachariasen 2007, using an algorithm for the matrix apportionment
problem involving network flows and using ideas of Karzanov and McCormick
1997, they provide an algorithm where the number of iterations scales with
O(n3 log n(log(1/ε) + log(n) + log log(V/ν))). (35)
Once again, Aij ∈ [ν, V] for all i, j.
4. With ever larger matrices, it is sometimes infeasible to access each element of
the matrix on its own, because the matrix is not stored in that form or processed
somewhere else. This makes it interesting to consider algorithms that do not
need access to all elements, such as the RAS method for nonnegative matrices.
Algorithms that are “matrix free” in this sense were developed in Bradley 2010;
Bradley and Murray 2011 for doubly stochastic scaling of positive semidefinte
matrices.
5. Finally, let us mention that algorithms were also developed for infinity norm
scaling (cf. Bunch 1971; Ruiz 2001; Knight, Ruiz, and Uçar 2014) and other norm
scaling (cf. Ruiz 2001).
7.6. Comparison of the algorithms
A first comparison of several algorithms was performed in Schneider and Zenios 1990,
however, the comparison is not really in terms of speed (for instance, all algorithms
were implemented on different programming platforms), but in terms of useability.
While there have been many papers claiming superior convergence speed for their
algorithm, the most comprehensive analysis has probably been achieved in Knight and
Ruiz 2012, which is limited to doubly-stochastic scalings. In the paper, the authors
compare the RAS method, a Gauss-Seidel implementation of the ideas of Livne and
Golub 2004, and the fastest algorithm in Parlett and Landis 1982 with their own Newton-
method algorithm. The test matrices are mostly large sparse matrices and the new
algorithm is usually the fastest and most robust algorithm. The authors also claim
that their Newton-based implementation is superior to Khachiyan and Kalantari 1992
and Fürer 2004. They also suggest that the algorithm should outperform the convex
optimisation based algorithms, albeit a direct comparison to the most recent algorithm
in Balakrishnan, Hwang, and Tomlin 2004 is missing, who only showed that their
algorithm clearly outperforms the RAS method. Bradley and Murray 2011 also mention
that their purely matrix free algorithm will outperform explicit methods such as those
in Knight and Ruiz 2012 if accessing single elements in the matrix is actually slow.
In general, matrix scaling can today be done on a routine basis even for very large
matrices.
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8. Applications of Sinkhorn’s theorem
The following problem can be encountered in many areas of applied mathematics (see
also Schneider and Zenios 1990):
Problem 1. Let A ∈ Rm×n be a nonnegative matrix. Find a matrix B which is close to
A and which fulfills a set of linear inequalities, for instance
n
∑
j=1
Aij = ri,
m
∑
i=1
Aij = cj.
We could also ask for balanced marginals or any other type of marginals. The problem
is certainly not well-posed. What does “close” mean? This part of the review will try
to give an overview why “close” means equivalence scaling in many applications. We
will limit our attention mostly to the mathematical justification of matrix scalings, but I
will try to give pointers to other literature.
This implies that we only consider “nearness” leading to equivalence scaling or
matrix balancing as the result. In the literature, other nearest matrices have also been
considered such as addition of small matrices (e.g. Bachem and Korte 1980). Schneider
and Zenios 1990 describe network flow algorithms that allow for a wider variety of
applications.
Matrix scaling has many different real world applications, which implies that it also
needs different justifications. While statistical justifications exist, many applications
argue with the simplicity of the method and the fact that it performs well in practice.
These are valid arguments, but they are unsatisfactory from a mathematical point of
view. In the two following subsections we collect mathematically rigorous (or partly
rigorous) justifications and their history.
8.1. Statistical justifications
As seen, matrix scaling solves entropy minimisation with marginal constraints. This is
one of the most powerful entries for justifications of equivalence scaling as the right
model, since relative entropy has strong statistical justifications, mostly in the form of
maximum entropy or minimum discrimination information - see Jaynes 1957 or later in
Kullback and Khairat 1966 for a justification in physics, or Kullback 1959 and Gokhale
and Kullback 1978 for a justification in statistics.
Another justification closely connected to entropy minimisation is maximum likelihood
models. For instance, if given a set of distributions Q and an empirical i.i.d. sample
P, then the maximum likelihood for P being a sample of Q is given by the minimal
relative entropy (Csiszár 1989; Darroch and Ratcliff 1972). Max-Likelihood justifications
for applications in contingency tables are given in Fienberg 1970; Good 1963.
A different class of justifications for the validity of the matrix scaling approach are
arguments showing that matrix scaling conserves certain form of interactions within
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the matrix. For instance, matrix scaling conserves cross products (Mosteller 1968) and
so-called k-cycles (Berger and Kelley 1979, k-cycles are certain products of matrix and
inverse matrix entries). Both can be desirable for modeling reasons.
Finally, let us mention that the original justification (matrix scaling is a least-square
type optimisation) made in Deming and Stephan 1940 turned out to be wrong very
quickly and was superseded by real least-square methods in Stephan 1942 and later in
Friedlander 1961 or Carey, Hendrickson, and Siddharthan 1981. Those however are not
the same as equivalence scaling (see Section 6.8).
8.2. Axiomatic justification
Another justification for matrix scaling, which is particularly useful for application
in elections is given in Balinski and Demange 1989b. Instead of considering just any
matrix “close” to the original estimate, we want this matrix to fulfil a set of axioms.
Let A be a nonnegative matrix, r+, c+ (r−, c−) be upper (lower) bounds to the row
and column sums and h > 0 be a scalar. As in Section 6.6, we denote the set of all
matrices B fulfiling the bounds q := (r−, r+, c−, c+, h) with h = ∑ij Bij by R(q). For any
matrix A and any set of bounds q, we search for a method F(A, q) to allocate one out
of potentially many matrices A′ fulfiling q and the following axioms:
Axiom 1 Excactness: If r− = c− = 0 and r+ = c+ = ∞ then A′ = (h/∑ij Aij)A
Axiom 2 Relevance: If q′ is another set of bounds such that R(q′) ⊂ R(q) and there exists
a possible A′ ∈ R(q′), then F(A, q′) ⊂ F(A, q) ∩ R(q′).
Axiom 3 Uniformity: For any matrix A′ with bounds q, if we construct a new matrix A′,′
by exchanging any submatrix A′I×J by another submatrix BI×J which fulfils
the same row and column sums minus the part of these bound allocated in
A′(I×J)c , then A
′′ ∈ F(A, q).
Axiom 4 Monotonicity: If we have two matrices A, B with Aij ≤ Bij for all (i, j), then it
also holds that A′ij ≤ B′ij for all possible allocations.
Axiom 5 Homogeneity: Suppose r− = r+ and c− = c+. Then, if two rows of A are
proportional and are constrained to the same row sum, then the corresponding
rows in A′ are always equal.
Then Balinski and Demange 1989b show that equivalence scaling (the fair share
matrix of Section 6.6) is the unique allocation method F(A, q) for all nonnegative
matrices A where R(q) contains a matrix with the same pattern as A.
8.3. A primer on applications
We will only sketch applications here since a complete list and discussion is probably
infeasible.
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Transportation planning A natural problem in geography is connected to predicting
flows in a traffic network. If one considers for example a network of streets in a city at
rush hour and a number of workers that want to get home, it is important to know how
the traffic will be routed through the network. This is to a large degree a problem of
physical modeling and a number of methods have been developed in the last century
(for a recent introduction and overview see Ortúzar and Willumsen 201118).
For our purposes, the most interesting question results from estimating trip distribu-
tion patterns from prior or incomplete data. In a simplified model, one could consider
only origin and destination nodes (e.g. home quarters and work areas), given by a
nonnegative matrix A. While the matrix is known for one year, it might be necessary to
predict the changes given that the amount of trips to and from one destination change.
Several papers have treated a justification of the RAS method in this case. For
instance, Evans 1970 argues that the method provides a unique outcome and it is
easier to handle and to compute than other methods (Detroit method, growth factor
method,...). A discussion of trip distribution with respect to Problem 1 can be found in
Schneider and Zenios 1990.
Contingency table analysis In many situations ranging from biology to economics,
contingency tables need to be estimated from sample data. Contingency tables list the
frequency distributions of events in surveys, experiments, etc. They are highly useful
to map several variables and study their relations.
As a specific example, suppose a small census in Germany tries to estimate migration
between the states. While the number of citizens is recorded, which means that the
total net migration is known, it is not known where each individual migrant came from.
From a small survey among migrants, how can one estimate the true table with correct
marginals in the best possible way? If one does a maximum likelihood estimation, the
result is once again matrix scaling (cf. Fienberg 1970; Plane 1982).
Social accounting matrices Social accounting matrices, or SAMs, are an old tool
developed in Stone 1962 and later popularised in Pyatt and Thorbecke 1976 to represent
the national account of a country. To date, it is an important aspect of national and
international accounting (as a random example see Klose, Opitz, and Schwarz 2004
from the German national institute of statistics. An introduction to social accounting
can also be found in Pyatt and Round 1985 and, from a short mathematical perspective,
in Schneider and Zenios 1990).
The idea is to represent income and outcome of a national economy in a matrix.
Often, good growth estimates are known for the row and column sums and certain
estimates are known for individual cells. The account estimates are then often not
18The authors also discuss the RAS method in chapter 5. I am however not convinced by their claim that
Bregman provided the best analysis of the mathematics of the problem.
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balanced, which can be achieved using matrix balancing or matrix scaling. Justifications
can be imported from statistics, most notably maximum likelihood.
Schrödinger bridges In Schrödinger 1931, the author considered the following setup:
Suppose we have a Brownian motion and a model which we are very confident about.
In an experiment we observe its density at two times t0, t1. Now suppose they differ
significantly from the model predictions. How can we reconcile these observations by
updating our model without discarding it completely?
This problem has been studied in a whole line of papers since then from Fortet 1940
to Georgiou and Pavon 2015. The minimum relative entropy approach can be justified
using large deviations (see Ruschendorf 1995).
Decreasing condition numbers Given a system of linear equations Ax = b with
nonsingular A, solving it relies on the Gaussian elimination procedure, which is
known to be numerically unstable for matrices with bad condition number κ(A) :=
‖A‖∞‖A−1‖∞. In order to increase the stability, we have to modify A, for example
by multiplying with diagonal matrices D1, D2 and considering D1AD2. Given that
linear systems are ubiquitous in numerical analysis, it is of paramount importance
to know how best to precondition a matrix in order to minimise calculation errors
(see for instance the survey Benzi 2002). The answer to this question is problem
dependent. Particular problems, where equivalence scaling is helpful to go include
integral controllability tests based on steady-state information and the selection of
sensors and actuators using dynamic information (see Braatz and Morari 1994).
One of the first papers to consider minimisation of κ using diagonal scaling was
Osborne 1960, who focused on matrix balancing instead of equivalence scaling (see
also Livne and Golub 2004 and Chen and Demmel 2000 for sparse matrices). Since the
condition number contains the maximum norm, it might be best to require balanced
maximum rows and columns instead of balanced row sums as observed in Bauer 1963;
Curtis and Reid 1972. This works particularly well for sparse matrices. Equivalence
scaling has been studied as early as Householder 200619 and later in Olschowka and
Neumaier 1996. If we use other p-norms in the definition of κ, a convex programming
solution for minimising κ using equivalence scaling is provided in Braatz and Morari
1994.
Note that unlike in all applications studied so far, preconditioning a matrix is useful
not only for nonnegative matrices. This is one reason why matrix balancing was
studied for copositive and not simply nonnegative matrices. A very different measure
of the “goodness” of scaling which might also be of numerical relevance was studied
in Rothblum and Schneider 1980, where the authors solved the problem of matrix
balancing of a matrix such that the ratio between the biggest and smallest element of
the scaled matrix becomes minimial.
19Reference from Braatz and Morari 1994
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Elections A very important application of equivalence scaling can be found in Voting:
Given election results in a federal election, how can one best distribute the seats among
the parties within the states such that each party and each state is represented according
to the outcome of the election? Note that here, we need to adjust for natural numbers,
which requires rounding (cf. Maier, Zachariassen, and Zachariasen 2010).
Early methods based on a discretised RAS method were developed in Balinski and
Demange 1989a. The problem is very intricate in itself, because the justifications rely
on what is perceived as “fair” and any method that is fair in some instances is unfair
in others (see for instance the discussions in Balinski and González 1997; Pukelsheim
and Schuhmacher 2004; for an overview, see Niemeyer and Niemeyer 2008).
Other applications Various other applications of equivalence scaling and matrix
balancing exist such as:
1. A Sudoku Solver based on a stochastic algorithm based on the RAS was developed
in Moon, Gunther, and Kupin 2009.
2. An algorithm to rank web-pages was developed in Knight 2008. The RAS allows
to derive an algorithm similar in scope to the HITS algorithm (Kleinberg 1999).
3. The RAS method is analysed as a relaxed clustering algorithm in data mining
(Wang, Li, and König 2010). However, it turns out that methods based on other
Bregman-divergences are more favourable.
4. Given a (discretised) quantum mechanical time evolution, can we construct a local
hidden variable model of its evolution corresponding to a deterministic stochastic
transition matrix (Aaronson 2005)?
5. Given a Markov chain with a doubly stochastic transition matrix and given an
estimate of the transition matrix, the best estimate of the real transition matrix is
given by a scaled matrix (Sinkhorn 1964).
6. Regularising optimal transportation by an entropy penalty term such that it can
be computed using the RAS, which is already much faster than optimal transport
algorithms (Cuturi 2013).
9. Scalings for positive maps
We have already seen that Sinkhorn scaling is interesting for classical Schrödinger
bridges as well as for scaling transition maps of Markov processes, etc. From a physics
perspective, all these applications are classical physics, transforming classical states
(probability distributions) to classical states.
In quantum mechanics, the basic objects are quantum states. For finite dimensional
systems (such as spin systems), these quantum states are positive semidefinite matrices
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with unit trace. A quantum operation then maps states to states, i.e. it needs to be
positive: If A ≥ 0, then T (A) ≥ 0. In fact, this is not all that is required for quantum
operations, but one actually needs T to be completely positive (for an overview about
quantum operations and quantum channels, see Nielsen and Chuang 2000; Wolf 2012).
(Completely) Positive trace-preserving maps are then the natural generalisation of
stochastic matrices. This raises the question whether concepts as irreducibility and
a Perron-Frobenius theorem exist also for quantum channels and indeed they do. A
Perron-Frobenius analogue was probably first described in Schrader 2000, while the
analogue for full indecomposability was first used in Gurvits 2004.
Let us define the concepts:
Definition 9.1. A positive map E : Md → Md with Md = Cd×d is called irreducible
(as in Evans and Høegh-Krohn 1978; Farenick 1996) if for any nonzero orthogonal
projection P such that
E(PMdP) ⊆ PMdP (36)
we have P = 1.
Likewise, it is called fully indecomposable if for any two nonzero orthogonal projections
P, Q with the same rank such that
E(PMdP) ⊆ QMdQ (37)
we have P = Q = 1.
Finally, a map is called positivity improving (the analogue to positive matrices) if for
all A ≥ 0, E(A) > 0.
A lot of different characterisations have been found (see Appendix C).
Furthermore, let us define:
Definition 9.2. Let E : Md → Md be a positive map. Then E is called rank non-
decreasing if for all A ≥ 0
rank(E(A)) ≥ rank(A). (38)
It is called rank increasing, if the ≥ sign in equation (38) is replaced by a >.
The connections of Definitions 9.1 and 9.2 are explained in Appendix C.
Let us now define what we mean by scaling a positive map:
Definition 9.3. Let E :Mn →Mn be a positive, linear map. We say that E is scalable
to a doubly stochastic map, if there exist X, Y ∈ Md such that
E ′(·) := Y†E(X · X†)Y (39)
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is doubly stochastic (i.e. E ′(1) = E ′∗(1) = 1).
We call a positive map ε-doubly stochastic, if
DS(E) := tr((E(1)− 1)2) + tr((E∗(1)− 1)2) ≤ ε2 (40)
We call E ε-scalable if there exists a scaling as in equation (39) to an ε-doubly-stochastic
map E ′.
The error function DS, which is similar to an L2-error function for matrices, will serve
twofold: first, it defines approximate scalability (which can alternatively be defined by
convergence of the RAS) and second, it defines a progress measure for convergence
similar to error functions as considered in Balinski and Demange 1989b.
We can now state the full analogue of equivalence scaling to doubly stochastic form:
Theorem 9.4. Given a positive map E : Md → Md, it is scalable to a doubly stochastic
map iff there exist some matrices X and Y such that YE(X · X†)Y† is a direct sum of fully
indecomposable maps.
The scaling matrices are unique iff E is fully indecomposable.
The fact that fully indecomposable matrices are uniquely scalable was first proved
in Gurvits 2003. His work built on earlier work in Gurvits and Samorodnitsky 2002;
Gurvits 2002 (see also Gurvits 2004), based on a generalisation of the convex approach
in equation (16) and the London-Djokovic approach in equation (8).
Recently, the problem was considered with the hope to apply it for unital quantum
channels in Idel 2013 (which has never been formally published) and shortly afterwards
in Georgiou and Pavon 2015 while trying to define and study “quantum” Schrödinger
bridges. Both approaches use nonlinear Perron-Frobenius theory and thereby a gener-
alisation of equation (11) to get a result. The approaches derived from classical results
are discussed in Section 9.1.
Even earlier than Gurvits, a very limited version of the theorem was proven in Kent,
Linden, and Massar 1999 (with subsequent generalisations) using an approach that does
not derive from any of the classical approaches but instead uses the Choi-Jamiolkowski
isomorphism. This is described in Section 9.2.
The extension of the theorem to necessary and sufficient conditions has as far as I
know not been formally published20.
Furthermore, we can state an analogue of approximate scaling, which to date has
only been considered in Gurvits 2004:
Theorem 9.5. Let E :Mn →Mn be a positive, linear map. Then E is approximately scalable
(i.e. ε-scalable for any ε > 0) if and only if E is rank non-increasing.
An overview about different approaches and how they derive from existing ap-
proaches can be found in Figure 9.
20Gurvits actually claims a proof for the fact that a positive map is uniquely scalable iff it is fully
indecomposable, but I did not understand how the only if part follows.
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Figure 4: Approaches to positive map scalings and their connections. The classical
approaches of Figure 3.1 are depicted in grey, while positive map approaches
derived from classical approaches are overlayed in black.
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9.1. Operator Sinkhorn theorem from classical approaches
We will now study how the theorems above were derived extending classical approaches
to positive maps starting with an analogue of the RAS method for positive maps:
Algorithm 9.6. Let E :Mn →Mn be a positive, linear map.
1. Start with E0 := E .
2. For each i = 0, . . . , n define:
E2i+1(·) := E2i(1)1/2E2i(·)E2i(1)1/2 (41)
E2i+2(·) := E2i+1(E∗2i+1(1)1/2 · E∗2i+1(1)1/2) (42)
3. Iterate till convergence
By construction, we iterate between trace-preserving (even) and unital (odd) maps.
9.1.1. Potential Theory and Convex programming
As stated, an approach along the lines of the London-Djokovic approach of equation
(8) is found in Gurvits 2003; Gurvits 2004 (with methods of Gurvits 2002; Gurvits and
Samorodnitsky 2000; Gurvits and Samorodnitsky 2002). Since the complete proofs are
lengthy and scattered over several papers, we provide full proofs in Appendix D for
the benefit of the reader. In this section, we only sketch the path of the proofs.
Recall that a matrix scaling exists iff the following is positive and the minimum is
attained:
c(A) := inf
{
n
∏
i=1
n
∑
j=1
Aijxj
∣∣∣∣∣ n∏i=1 xi = 1
}
(43)
Exchanging products with determinants and sums with traces, we obtain the following
definition:
Definition 9.7. Let E :Mn →Mn be a positive, linear map. Then define the capacity
via
Cap(E) := inf{det(E(X))|X > 0, det(X) = 1} (44)
We will start with covering approximate scaling:
Approximate scalability The capacity is the right functional to study scaling:
Lemma 9.8 (Gurvits 2004). Let E :Md →Md be a positive map. If Cap(E) > 0 then the
RAS method of Algorithm 9.6 converges and E is ε-scalable for any ε > 0.
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The proof of this lemma uses the following observation: For any C1, C2 > 0 we have
Cap(C1E(C†2 · C2)C†1) = det(C1C†1)det(C2C†2)Cap(E).
Then, a quick calculation shows that Algorithm 9.6 only decreases Cap using this
equality. If Cap(E) 6= 0, one can then show that DS(Ei)→ 0 for i→ ∞.
Next, we need to see when the capacity is actually positive. To do this, for every
unitary U we need to define the tuple
AE ,U := (E(u1u†1), . . . , E(unu†n)), (45)
where ui is the i-th column of U. This is done to connect the capacity with so called
mixed discriminants (see also C), which are needed for the proof. In fact, we have:
Lemma 9.9. Let E : Mn → Mn be a positive, linear map and U ∈ U(n) a fixed unitary.
Then defining
Cap(AE ,U) := inf
{
det
(
∑
i
E(uiu†i )γi
)
|γi > 0,
n
∏
i=1
γi = 1
}
where ui are once again the rows of U, we have the following properties:
1. Using the mixed discriminant M defined in Appendix C, we have
M(AE ,U) ≤ Cap(AE ,U) ≤ n
n
n!
M(AE ,U)
2. inf
U∈U(n)
Cap(AE ,U) = Cap(E)
Most of the proof is very technical and found in Gurvits and Samorodnitsky 2002.
Some parts are explained in Appendix D.
Finally, this proves most of Theorem 9.5: We know that E is rank non-decreasing
if and only if Cap(E) is positive. In that case, the RAS algorithm converges in which
case the map is approximately scalable. For the other direction, one can use a simple
contradiction argument: Any map close to a doubly stochastic map must be rank non-
decreasing and as scaling does not change this property of a map, any approximately
scalable map must be rank non-decreasing.
Exact scalability The capacity is also the correct generalisation for exact scaling:
Lemma 9.10 (Gurvits 2004). Let E :Md →Md be a positive map. Then E is scalable to a
doubly-stochastic map if and only if Cap(E) > 0 and the capacity can be achieved.
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The proof of this Lemma following Gurvits 2004 is given in Appendix D. The direction
“Capacity is achieved⇒ the map is scalable”, is proved by taking the Lagrangian and
showing that at the minimum we have that
∇ ln(det(E(X))) = E∗(E(C)−1)
which implies scalability by Lemma 9.14. The converse direction is given by a direct
calculation.
In order to prove that a map can be scaled to doubly stochastic form, one then needs
to connect this lemma to full indecomposability of matrices. The proof is done using
an argument involving strict convexity. Like the original London-Djokovic potential
(8), the capacity is not a convex function, but one can make a substitution similar to
Formulation (16) by considering the following function for any tuple (Ai)i of positive
definite matrices:
fA(ξ1, . . . , ξn) := ln det(eξ1 Ai + . . . + eξn An). (46)
Then we have:
Lemma 9.11. Let E : Mn → Mn be a positive, linear map and given U ∈ U(n), let
A = AE ,U . Then
1. fA is convex on Rn.
2. If E is fully indecomposable, then fA is strictly convex on {ξ = (ξ1, . . . , ξn) ∈
Rn|∑i ξi = 0}.
The proof is technical and uses mixed discriminants as well as results about them
from Bapat 1989, which is why we only discuss it in the appendices. This is then used
to prove
Lemma 9.12. Let E :Mn →Mn be a positive, linear map. If E is fully indecomposable, there
exists a unique scaling of E to a doubly stochastic map.
The idea is somewhat similar to the approximate Sinkhorn theorem: Since fully
indecomposable maps are in particular rank non-decreasing, we know that the capacity
is positive. For any X > 0, which is diagonalised by U, using the tuple AE ,U , one
can then see that det(E(X)) = fA(logλ) with the eigenvalues λ of X. Showing that
the infimum must lie inside a compact set then finishes the proof, since Lemma 9.11
implies existence and uniqueness of the minimum as fA is strictly convex.
Using Lemma C.7, we can see then see that up to a unitary, every doubly stochastic
map is a direct sum of fully indecomposable maps (much like doubly stochastic matrices
are up to permutations a direct sum of fully indecomposable matrices, see Proposition
A.5). Hence, any map which is a direct sum of fully indecomposable maps up to some
scaling is clearly scalable to doubly stochastic maps. Sadly, the condition seems not
very useful and the question remains open, whether one can simplify this condition.
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However, that does in fact answer the question of unique scaling: Since the scaling for
direct sums is not unique (we can always interchange summands), a map is uniquely
scalable if and only if it is fully indecomposable.
9.1.2. Nonlinear Perron-Frobenius theory
The main idea of the alternative proofs in my Master’s Thesis (Idel 2013) and the paper
Georgiou and Pavon 2015 is to extend the Menon operator to positive semidefinite
matrices:
Definition 9.13. Let E :Mn →Mn be a positive map, such that E(A), E∗(A) > 0 for
all A > 0. Let D denote matrix inversion, then we define the following nonlinear map:
Tpos : {A ∈ Mn|A > 0} → {A ∈ Mn|A > 0}
Tpos(·) := D ◦ E∗ ◦ D ◦ E(·)
This map is well-defined and after normalisation, it sends positive definite matrices of
trace one onto itself.
We can then reformulate the existence problem into a fixed point problem:
Lemma 9.14. Let E : Mn → Mn be a positive map such that E(A), E∗(A) > 0 for all
A > 0. Then there exist invertible X, Y ∈ Mn such that Y−1E(X(·)X†)Y−† is a doubly
stochastic map if and only if Tpos has an eigenvector (a fixed point after normalisation) in the
set of positive definite trace one matrices. Furthermore, X, Y can be chosen such that X, Y > 0.
Proof. Let ρ > 0 be the positive definite eigenvector of G. Then define 0 < σ :=
E(ρ). Since ρ is an eigenvector, one immediately sees that E∗(σ−1) = λρ−1 with
λ = tr(E∗(σ−1))−1. Now define X := √ρ and Y :=
√
σ (i.e. XX† = ρ and YY† = σ),
then X, Y are positive definite and if we define the map:
E ′ :Mn →Mn
E ′(·) := Y−1E(X(·)X†)Y−†
then a quick calculation shows E ′(1) = 1 and E ′∗(1) = 1:
E ′(1) = Y−1E(X(1)X†)Y−† = Y−1E(ρ)Y−†
= Y−1σY−† = Y−1YY†Y−† = 1
On the other hand, a similar calculation shows
E ′∗(1) = X†E∗(Y−†1Y−1)X = λ1
but since E ′ was shown to be unital, E ′∗ is trace-preserving and λ = 1 to begin with.
Conversely, given X, Y as in the lemma, XX† would be a fixed point of the Menon-
operator.
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Note that this completes the proof of Lemma 9.10. We only have to see that the
conditions at the minimum are met if and only if the Menon operator has a fixed point.
This also provides the connection between the Menon operator and Gurvits’ approach:
As in the classical case, the conditions for a fixed point of the Menon operator are given
by the Lagrange conditions of the London-Djokovic potential.
We observe that the Menon-operator, if it is defined, is a continuous, homogeneous
positive map. This lets us give a proof of a weak form of the Operator Sinkhorn
Theorem:
Proposition 9.15 (Idel 2013). Given a positive trace-preserving map E : Mn →Mn such
that there exists an ε > 0 such that for all matrices ρ ≥ ε1 with unit trace it holds that
E(ρ) ≥ nε1+(n−1)nε1, then we can find X, Y > 0 such that Y−1E(X(·)X†)Y−† is a doubly
stochastic map.
Proof. Let Tnormpos(·) := Tpos(·)/ tr(Tpos(·)) is the normalised operator. Now assume
that for all ρ ≥ ε1 with tr(ρ) = 1, it holds E(ρ) ≥ δ1. In particular, if we call λmax the
maximal eigenvalue of E(ρ), then λmax ≤ 1− (n− 1)δ. Hence we have:
δ1 ≤ E(ρ) ≤ (1− (n− 1)δ)1
⇒ 1
δ
1 ≥ D(E(ρ)) ≥ 1
1− (n− 1)δ1
⇒ 1
δ
1 ≥ E∗(D(E(ρ))) ≥ 1
1− (n− 1)δ1
⇒ δ1 ≤ D(E∗(D(E(ρ)))) ≤ (1− (n− 1)δ)1
where we used the unitality of E∗ in the third step. This implies
Tnormpos(ρ) ≥ δ1− (n− 1)δ1/n
Now we want δ1−(n−1)δ ≥ εn, in which case the compact set of matrices {ρ > 0| tr(ρ) =
1, ρ ≥ ε1/n} is mapped into itself, hence by Brouwer’s fixed point theorem, we
obtain a positive definite fixed point of G. A quick calculation shows that this implies
δ > nε/(1+ (n− 1)nε).
Since a positive map E :Mn →Mn can always be converted into a trace-preserving
map E ′ by setting ρ := E∗(1) and E ′(·) := E(√ρ−1 ·√ρ−1), the assumption that E be
trace-preserving is not really necessary. As a direct corollary, we obtain a similar result,
which might be easier to use:
Corollary 9.16 (Idel 2013; Georgiou and Pavon 2015). Let E : Mn → Mn be a trace-
preserving and positivity improving map, then there exist maps X, Y > 0 such that Y−1E(X(·)X†)Y−†
is a doubly stochastic map.
62
As in the classical matrix case in Brualdi, Parter, and Schneider 1966, one idea
to obtain necessary and sufficient criteria is to extend the map Tnormpos to positive
semidefinite matrices for all cases and then prove that there is a fixed point of the map
inside the cone of positive definite matrices. However, we run into additional problems,
since the cone of positive semidefinite matrices is not polyhedral (cf. Lemmens and
Nussbaum 2012: there is no and cannot exist an equivalent version of theorem B.8;
this does not preclude that an extension exists, but such a result must depend on the
operator in question). Moreover, even if a continuous extension may be possible by
using perturbation theory (for instance), the hardest part is to prove the existence of a
fixed point inside the cone.
9.1.3. Other approaches and generalised scaling
We have seen that at least two classical approaches for proving that a matrix can be
scaled to a doubly stochastic matrix can be extended to the quantum case without
too much trouble (the proofs however might be more difficult): nonlinear Perron-
Frobenius theory and the barrier function approach. In a sense, we have also seen
convex programming approaches. An immediate question is whether one can extend
the entropy approach. This was also asked in Gurvits 2004 and it is a major open
question in Georgiou and Pavon 2015, since the motivation of Schrödinger bridges
heavily relies on relative entropy minimisation. The answer is not clear since something
like a quantum relative entropy is only used only on the level of matrices and a
justification via the Choi-Jamiolkowski isomorphism is not immediate (see Section 9.2):
D(ρ‖σ) = tr(ρ log ρ− ρ log σ). (47)
Another question is how to extend the theorems from the doubly-stochastic map to
cover arbitrary marginals, i.e. we want to scale a positive map E such that
E(ρ) = σ, E∗(1) = 1 (48)
with some prespecified ρ, σ. For Gurvits’ approach based on equation (8) this is not
really straightforward, since it is unclear how to take appropriate powers of P, Q. For
the approach via nonlinear Perron-Frobenius theory, this can be done to some degree:
Theorem 9.17 (Georgiou and Pavon 2015). Given a positivity improving map E :Md →
Md and two matrices V, W > 0 with tr(V) = tr(W), there exist matrices X, Y ∈ Md and a
constant λ > 0 such that E ′(·) := YE(X · X†)Y† fulfills
E ′(V) = W
E ′∗(1) = 1
Sketch of proof. The proof is a variation of the methods for the case V = W = 1. We
consider the following Menon-type operator, which was essentially defined in Georgiou
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and Pavon 2015:
TE ,V,W := D1 ◦ E∗ ◦D2 ◦ E
where
D1(ρ) = ρ−1/2V−1ρ−1/2
D2(ρ) = (W1/2(W−1/2ρ−1W−1/2)1/2W1/2)2
Step 1: Let E be positivity improving, then TE ,V,W : Cd → Cd is a well-defined,
continuous, and homogeneous map. It is well-defined, since E maps Cd → Cd and
D1 and D2 send Cd → Cd if V, W ∈ Cd. It is homogeneous, because E is linear and
Di(λρ) = λ−1Di(ρ) for i = 1, 2. Finally, D1 is continuous as taking the square root
of a positive definite matrix is continuous and matrix multiplication and inversion of
positive definite matrices is continuous. Likewise, D2 is continuous and thus TE ,V,W as
composition of continuous maps.
Step 2: We now claim that a scaling of E with as in the theorem with X, Y > 0 exists
iff TE ,V,W has an eigenvector. This was observed in Georgiou and Pavon 2015 and is a
straightforward but lengthy calculation.
Step 3: Finally, we can prove the existence of X, Y > 0 such that a scaling exists by
invoking Brouwer’s fixed point theorem. The map
T˜(·) : Cd1 → Cd1 T˜(·) := TE ,V,W(·)/ tr(TE ,V,W(·))
is a continuous, well-defined map, hence it has a fixed point. This is necessarily an
eigenvector of TE ,V,W , hence defines a scaling.
The problem with this proof is that this Menon operator is no longer clearly a
contraction mapping, hence uniqueness and convergence speed of the algorithm are
not clear. Also, the obvious algorithm derived from this proof differs from the usual
RAS algorithm. It is not clear how to remedy this or extend one of the other approaches.
Also, this map has even worse prospect of being generalised to positive and not
necessarily positivity improving maps. In any case, it is not immediately clear what
the right necessary and sufficient conditions are. In the case of matrices, patterns were
the important concept, but what is a pattern supposed to be for positive maps? One
can always choose a basis and represent the map as matrix, but this is very much
map-dependent and it is not clear what the correct interpretation will be.
Nevertheless, partial results for uniqueness have been achieved in Friedland 2016: The
author proves that for positivity preserving maps E , there exists a ball around 1 such
that if V, W lie inside this ball, there exists a unique scaling of E to a trace-preserving
positive map with E(V) = W.
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9.2. Operator Sinkhorn theorem via state-channel duality
Another formulation of the operator Sinkhorn theorem is given by the Choi-Jamiolkow-
ski isomorphism. It states that given any positive map E : Mn → Mn, we have
that
τE := (id⊗E)(ω) (49)
is a block-positive matrix (i.e. 〈φ1|〈φ2|τE |φ1〉|φ2〉 ≥ 0 for all |φ1〉, |φ2〉 ∈ Mn). Here
ω := 1/d∑ni,j=1 |ii〉〈jj| ∈ Mn2 is the so-called maximally entangled state. If E is completely
positive, i.e. E ⊗ idn is a positive map, then τE is a positive semi-definite matrix. Now
consider X1, X2 ≥ 0 and E ′ := X†2E(X1 · X†1)X2. We have
τE ′ = (Xtr1 ⊗ X†2)τE (Xtr1 ⊗ X†2)† (50)
where we use (1⊗ X1)∑i |ii〉 = (Xtr1 ⊗ 1)∑i |ii〉 and therefore
τE ′ = (1⊗ X†2)(id⊗E)((1⊗ X1)ω(1⊗ X1)†)(1⊗ X2) (51)
= (Xtr1 ⊗ X†2)(id⊗E)(ω)(Xtr†1 ⊗ X2) (52)
Therefore, the task can be reformulated: Given a block positive matrix τ, find X1, X2 ∈
Md such that
τ′ := (X1 ⊗ X2)τ(X1 ⊗ X2)†
fulfils tr2(τ) = tr1(τ) = 1/d, where tri denotes the partial trace over the i-th system in
Md ⊗Md ≡Md2 . For τ ≥ 0 these operations are called (local) filtering operations. Often
(c.f. Gittsovich et al. 2008; Wolf 2012), one asks for X1, X2 ∈ SL(d) and the resulting
trace being merely proportional to the identity, but this is of course just a normalisation.
We can then state an equivalent version of Sinkhorn scaling for positive map:
Proposition 9.18 (Kent, Linden, and Massar 1999; Leinaas, Myrheim, and Ovrum 2006;
Verstraete, Dehaene, and De Moor 2001). Let ρ ∈ Md ⊗Md be a positive definite density
matrix. Then there exist matrices X1, X2 ∈ Md such that
(X1 ⊗ X2)ρ(X1 ⊗ X2)† = 1d21+
k2−1
∑
k=1
ξk J1k ⊗ J2k (53)
where {J1k}k ⊂Md and {J2k}k ⊂Md form a basis of the traceless complex matrices and ξ ∈ C
for the first and second tensor factor inMd ⊗Md respectively.
Proof. Note that a positive definite ρ corresponds to a completely positive map, which
maps positive semidefinite matrices to positive definite ones. In particular, the corre-
sponding map is fully indecomposable. Hence by Theorem 9.4, there exists a scaling to
a doubly stochastic map, which again corresponds to a positive definite ρ˜ ∈ Md ⊗Md
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such that tr1(ρ˜) = tr2(ρ˜) = 1/d. By construction, {1/d, J1k}k and {1/d, J2k} form an
orthonormal basis ofMd, hence we can express ρ˜ as
ρ˜ =
1
d2
1+
k2−1
∑
k=1
ξk J1k ⊗ J2k +
k2−1
∑
k=1
χ1k
1
d
⊗ J1k + χ2k J2k ⊗
1
d
with ξk,χ1k ,χ
2
k ∈ C for all k. Then
tr1(ρ˜) =
1
d
1+
k2−1
∑
k=1
ξk tr(J1k )⊗ J2k +
k2−1
∑
k=1
(
χ1k tr
(
1
d
)
⊗ J1k + χ2k tr(J2k )⊗
1
d
)
=
1
d
1+
k2−1
∑
k=1
χ1k J
1
k
!
=
1
d
1
But then, since the J1k are linearly independent, χ
1
k = 0 for all k. Likewise, χ
2
k = 0 for all
k and we have the required normal form.
The proposition has direct proofs and extensions to more than two parties (see for
instance Verstraete, Dehaene, and De Moor 2002; Verstraete, Dehaene, and De Moor
2003; Wolf 2012). Here, it only uses the sufficient part of the criterion for scalability of
positive maps, hence we can strengthen it to include parts of all block-positive matrices.
Since, however, not all completely positive maps are fully indecomposable (e.g. the
map E : ρ→ |ψ〉〈ψ| for some vector |ψ〉 ∈ Cd is not), it certainly does not extend to all
states.
9.3. Convergence speed and stability results
Gurvits’ proof already gives an estimate for the convergence speed of the scheme
(see Theorem 4.7.3. in Gurvits 2004). Let us give an alternative proof using Hilbert’s
metric which is equivalent to the classical proof in Franklin and Lorenz 1989 and
reminiscent of the convergence proof in Georgiou and Pavon 2015. Throughout the
proof, we use several results from Appendix B, in particular the definition of Hilbert’s
projective metric dH on the cone of positive semidefinite matrices and the definition of
the contraction ratio γ in equation (68). To proceed, we define a metric on the space of
positive maps that are scalable:
Definition 9.19. Let E , T :Mn →Mn be two positive maps such that T (·) = YE(X ·
X†)Y† for some positive matrices X, Y. Then
∆(E , T ) = dH(X,1) + dH(Y,1) (54)
defines a metric on the space of positive maps (two maps that cannot be scaled to each
other have infinite distance).
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A proof that this constitutes a metric may be found in Lemmens and Nussbaum
2012, Chapter 2. Recall the Sinkhorn iteration as defined in equations (41)-(42). For
convenience we use a slightly different notation:
E (i) := E2i i > 0
E (i)′ := E2i+1 i ≥ 0
ρ(i) := E (i−1)(1) i > 0
σ(i) := E (i)′†(1)
E (0) := E .
Then:
Proposition 9.20. Let E :Mn →Mn be a positivity improving, trace preserving map. Let
T := Y−1E(X · X†)Y be the unique doubly stochastic scaling limit.
∆(E (k), T ) ≤ γ
k
1− γ (dH(ρ
(1), e) + dH(σ(1), e)) (55)
∆(E (k)′, T ) ≤ γ
k
1− γ (dH(ρ
(1), e) + dH(σ(1), e)) (56)
where γ1/2 = γ1/2(E) is the contraction ratio of equation (68). In particular, this implies via
proposition B.6 (implying that here, γ < 1) that the convergence is geometric.
Proof. The proof is similar to the classical one in Franklin and Lorenz 1989. First recall
the definition of ∆ from Appendix B:
∆(E) := sup{dH(E(ρ), E(σ))|ρ, σ ≥ 0}
Then ∆ > 0 but finite, since E is a positivity improving map and the maximum is
attained. This is true, because it suffices to consider dH(E(ρ), E(σ)) on the compact set
{A ≥ 0|‖A‖∞ = 1} using Proposition B.6 (iii).
We first make the following observations:
dH(ρ, σ) = dH(σ−1/2ρσ−1/2,1) ∀ρ, σ > 0 (57)
dH(E(ρ), E(σ)) ≤ γ1/2(E)dH(E(ρ), E(σ)) ∀ρ, σ > 0, E :Mn →Mn (58)
Equation (58) follows from the definition of γ1/2. Equation (57) follows from the
definition of M and m in the definition of the Hilbert metric and the fact that taking
noncommutative inverses does not change positivity.
Let us now focus on γ(E). Let X, Y ∈ Mn be invertible, then
∆ = sup{dH(Y†E(XρX†)Y, Y†E(XσX†)Y)|ρ, σ ≥ 0}
= sup{dH(E(XρX†), E(XσX†))|ρ, σ ≥ 0}
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= sup{dH(E(ρ˜), E(σ˜))|ρ˜, σ˜ ≥ 0}
using observation (58) and then X being invertible. In particular, this implies that for
every γ1/2(E (i)) we have a universal upper bound
γ1/2(E (i)) < tanh(∆/4). (59)
Since ∆ > 0 but finite, this implies that we can upper bound each γ(E (i)) and γ(E ′ (i))
by some γ < 1. The rest is basically an iteration.
Consider dH(ρ(2),1). By definition, ρ(2) = E (1)(1) = E (1)′((σ(1))−1), and since all
E (i)′ are unital:
dH(ρ(2),1) = dH(E (1)′((σ(1))−1), E (1)′(1)) ≤ γ1/2(E (1)′)dH(1, σ(1)) (60)
where we used (58) and then (57). Similarly, since σ(1) = E (0)′∗(1) = E (0)∗((ρ(1))−1)
and E (0)∗(1) = 1 by construction, we obtain:
dH(1, σ(1)) = dH(E (0)∗(1), E (0)∗((ρ(1))−1) ≤ γ1/2(E (0)∗)dH(ρ(1),1) (61)
Combining (60) and (61) we obtain:
dH(ρ(2),1) ≤ γdH(ρ(1),1) (62)
Similarly,
dH(σ(2),1) ≤ γdH(σ(1),1) (63)
These are the key observations. Now using the definition of ∆(·, ·) we obtain:
∆(E (k), E (k+1)) = dH((ρ(k))−1,1) + dH((σ(k))−1,1)
≤ γk−1(dH(ρ(1),1) + dH(σ(1),1))
Hence we have by the triangle inequality
∆(E (0), E (k+1)) ≤
k−1
∑
l=0
γl(dH(ρ(1),1) + dH(σ(1),1))
and therefore, if T denotes the limit of the Sinkhorn iteration, using the geometric
series
∆(E (0), T ) ≤ 1
1− γ (dH(ρ
(1),1) + dH(σ(1),1)) (64)
∆(E (k), T ) ≤ γ
k
1− γ (dH(ρ
(1),1) + dH(σ(1),1)) (65)
The other inequality for the maps E ′ follows from symmetric arguments.
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Note that in contrast to the classical case in Franklin and Lorenz 1989, because of
the noncommutativity in equation (57), a simple extension to the general scaling of
positivity improving maps seems not possible.
Next, we wish to generalise also the stability results. It seems natural that this should
follow from the contraction results above:
Corollary 9.21. Let E :Mn →Mn be positivity improving, then the scaling is continuous
in E .
Proof. Let E be a positivity improving map and E ′ = E + δT be a perturbation which
is again positivity preserving, where T is a positive map with ‖T ‖ = 1 (for instance in
the operator norm).
Then let X, Y be such that they scale E to a doubly stochastic map. This implies that
YE ′(XX†)Y† = 1+ δYT (XX†)Y†
X†E ′ ∗(Y†Y)X = 1+ δX†T ∗(Y†Y)X
and the marginals are also close to 1. In fact, for any ε > 0 we can find δ > 0 such that
dH(YE ′(XX†)Y†,1) + dH(X†E ′ ∗(Y†Y)X,1),< ε
But then, by equation (64), we have that if E ′,′ is the scaling of YE ′(XX†)Y† to a doubly
stochastic map, then
∆(YE ′(XX†)Y†, E ′,′) ≤ 1
1− γ (dH(ρ
(1),1) + dH(σ(1),1)) <
1
1− γε
Using the triangle inequality and the fact that ∆(E , E ′) < Cε for some constant C
finishes the proof.
As noted, both theorems can be extended to cover all exactly scalable positive maps
using Gurvits’ Theorem 4.7.3. of Gurvits 2004. Given the result for classical matrices,
it seems natural that the convergence speed for rank non-decreasing but not exactly
scalable matrices should not be geometric.
9.4. Applications of the Operator Sinkhorn Theorem
Let us finally mention applications of the operator version of Sinkhorn’s theorem. The
state-version of the theorem, since it can be seen as a normal form for states under local
operations, has been applied in the study of states under LOCC operations (see for
instance Kent, Linden, and Massar 1999; Leinaas, Myrheim, and Ovrum 2006).
The approximate operator version was developed to obtain polynomial-time algo-
rithms (Sinkhorn scaling) for a problem known as “Edmond’s problem”. It asks the
following question (Gurvits 2004): Given a linear subspace A ofMn, does there exist a
nonsingular matrix in V? The question can be asked also over different number fields
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and in different contexts. It is particularly interesting, because it is related to rational
identity testing over non-commutative variables as studied in Garg et al. 2015; Ivanyos,
Qiao, and Subrahmanyam 2015. For further input we refer the reader to the extended
and well-written review of the applications in Garg et al. 2015.
Finally, the exact scalability of fully indecomposable positive maps provided bounds
on the mixed discriminant of matrix tuples, which is interesting to provide permanent
bounds (Gurvits and Samorodnitsky 2000).
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A. Preliminaries on matrices
Sinkhorn’s theorem is closely related to irreducibility and notions connected to it.
Therefore, we first recall the following charactersation of irreducible matrices.
Proposition A.1. Let A ∈ Rn×n be nonnegative. The following are equivalent:
1. A is irreducible.
2. The digraph associated to A is strongly connected.
3. For each i and j there exists a k such that (Ak)ij > 0.
4. For any partition I ∪ J of {1, . . . , n}, there exists a j ∈ J and an i ∈ I such that Aij 6= 0.
An overview about these and similar properties can be found in Schneider 1977.
Graph related properties are proven in Brualdi 1968.
Let us now describe a graph for any matrix: Given a nonnegative matrix A ∈ Rn×n
and any partition I ∪ J = {1, . . . , 2n}, let I ∪ J = V and E = {(i, j)|Aij > 0} ⊂ I × J be
the vertices and edges of the (bipartite) Graph GA := (V, E).
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Definition A.2. A bipartite graph G = (V, E) has a perfect matching, if it contains a
subgraph where the degree of any vertex is exactly one, i.e. any vertex is matched with
exactly one other vertex.
Note that this definition is not dependent on the size of the entries of A, it only
depends on whether an entry is positive or zero.
Proposition A.3 (Brualdi, Parter, and Schneider 1966 Lemma 2.3). Let A ∈ Rm×n be
nonnegative. The following are equivalent:
1. A is fully indecomposable,
2. PAQ is fully indecomposable for all permutations P, Q,
3. There exist permutations P, Q such that PAQ is irreducible and has a positive main
diagonal.
4. For any (i, j) ∈ E the edge set of the bipartite graph GA for A, there exists a perfect
matching in GA containing this edge.
Sketch of proof. The equivalence (1)⇔ (2) is obvious and (1)⇔ (3) is done in Brualdi,
Parter, and Schneider 1966. The direction⇒ follows from the Frobenius-König theorem
(cf. Bhatia 1996, Chapter 2). The converse direction follows from a short contradiction
proof.
Finally, (1) ⇔ (4) follows essentially from Theorem 4.1.1 in Lovász and Plummer
2009, which was first observed in Hetyei 196421.
Since multiplication of positive diagonal matrices from the right and from the left
does not change the pattern of a matrix, having a matrix that has the required row and
column sums is an easy necessary condition for scalability.
Let us now consider the special case of doubly stochastic matrices in more detail. We
define:
Definition A.4. Let A ∈ Rn×n be a nonnegative matrix. Then A has total support if it
is nonzero and for every Aij > 0 there exists a permutation σ such that σ(i) = j and
∏nk=1 Aσ(k)k 6= 0. In other words, A has total support if any nonzero element lies on a
positive diagonal (Sinkhorn 1967).
Furthermore, A has support, if there exists a positive diagonal, i.e. there exists an Aij
such that for some permutation σ with σ(i) = j we have ∏nk=1 Aσ(k)k 6= 0.
Proposition A.5. Let A ∈ Rn×n be a nonnegative matrix. The following are equivalent:
1. After independent permutations of rows and columns, A is a direct sum of fully indecom-
posable matrices.
21In Hungarian. Reference taken from Lovász and Plummer 2009
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2. A has a doubly-stochastic pattern.
3. A has total support
Furthermore, A has support if and only if there exists a matrix B with a subpattern of A with
total support.
Sketch of Proof. For 1⇔ 2 we follow the proof in Brualdi, Parter, and Schneider 1966.
Let A be doubly stochastic. Since we can permute rows and columns independently,
we can assume that A is of the form
A :=

A1 0 . . . 0
A21 A2 . . . 0
...
...
Ak1 Ak2 . . . Ak

for some k ∈N. All Ai are either 1× 1 zero-matrices or fully indecomposable (otherwise
iterate). Since A is doubly stochastic one can quickly see that Aij = 0 for all i < j.
Furthermore, no Ai can be zero, because this would then result in a zero-row. Hence,
A can be decomposed as a direct sum of fully indecomposable maps.
For 2⇔ 3 see Sinkhorn 1967.
Finally, consider a matrix B with total support. Clearly, if it is a submatrix of some
other matrix A, then A will have support, since any element Aij > 0 which is contained
in B will lie on a nonzero diagonal. Conversely, if A has support, setting any element
Aij which does not lie on a positive diagonal to zero produces a matrix that has total
support.
B. Introduction to Nonlinear Perron-Frobenius theory
The basic result underlying Perron-Frobenius theory is an old theorem from Perron
1907 and Frobenius 1912 stating:
Theorem B.1. Let A ∈ Rn×n be a nonnegative, irreducible matrix with spectral radius ρ(A).
Then ρ(A) > 0 is a nondegenerate positive eigenvalue of A with a one-dimensional eigenspace
consisting of a vector x with only positive components.
The theorem was later interpreted geometrically in Birkhoff 1957; Samelson 1957,
where the authors noted that it follows using Hilbert’s projective metric and contraction
principles. From then on, it was slowly extended to (not necessarily linear) operators,
which lies at the heart of nonlinear Perron-Frobenius theory. The connection to matrix
scaling became clear int the 60s to 80s and parts of each theory have developed
alongside each other since. Probably the best current reference on the topic is Lemmens
and Nussbaum 2012. In the following, we sketch some of the most important ideas
surrounding the theory:
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Recall that given a topological vector space V , a cone is a set C ⊂ V such that for
all v ∈ C, αv ∈ C for all α > 0. A convex cone is a cone that contains all convex
combinations. By definition, it is equivalent to say that C is a convex cone if and only
if αv + βw ∈ C for all v, w ∈ C and all α, β > 0. A cone is called solid, if it contains
an interior point in the topology of the vector space and closed if it is closed in the
given topology. It is called polyhedral, if it is the intersection of finitely many closed
half-spaces (cf. Rockafellar 1997).
An easy way to construct a convex, solid cone is by using a partial order ≥. Then
the set C defined via v ∈ C ⇔ v ≥ 0 is a closed convex cone (see Rockafellar 1997 for
the connection between ordered vector spaces and convex cones). Given two cones
C,K which are defined by a partial order, we call a map T : C → K order-preserving
or monotonic, if for v ≥ w we have T(v) ≥ T(w). We call it strongly order-preserving,
if for every v ≥ w ∈ V we have T(v)− T(w) ∈ V ′ > 0. Last but not least, we call T
homogeneous, if T(αv) = αT(v) for all α ∈ R.
As is the case with classical Perron-Frobenius theory, the spectral radius is the crucial
notion. For general maps between cones, there are several definitions, which turn out
to be the same for most purposes, hence we restrict to one such notion:
Definition B.2 (Lemmens and Nussbaum 2012, Chapter 5.2). Let K be a solid closed
cone in a finite dimensional vector space with a fixed norm ‖ · ‖ and f : K → K a
continuous homogeneous map. Define the cone spectral radius as
rK( f ) := sup{lim sup
m→∞
‖ f m(x)‖1/m|0 6= x ∈ K}
The first crucial observation is that the spectral radius is actually attained for homo-
geneous order-preserving maps (which is not the case for general maps):
Theorem B.3 (Lemmens and Nussbaum 2012, Cor. 5.4.2). Let K be a solid closed cone in a
finite dimensional vector space V . If f : K → K is a continuous, homogeneous, order-preserving
map, then there exists x ∈ K \ {0} with f (x) = rK( f )x
Note that the theorem does not tell us whether the eigenvector lies inside the cone or
on its boundary. The next and very powerful theorem does also not settle existence,
but if existence is known, then it assures uniqueness and convergence:
Theorem B.4 (Lemmens and Nussbaum 2012, Thm. 6.5.1). Let K be a solid closed cone in
a finite dimensional vector space V and let ϕ ∈ K∗ the dual cone. If f : int(K)→ int(K) is a
homogeneous strongly order-preserving map and there exists a u ∈ int(K) with ϕ(u) = 1 such
that f (u) = ru, then
lim
k→∞
f k(x)
ϕ( f k(x))
= u (66)
for all x ∈ int(K).
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This theorem is essentially due to the fact that the map is contractive in what is
known as Hilbert’s projective metric of the cones. Once the attractiveness is established,
uniqueness follows immediately, since if we had another fixed point v ∈ int(K), then
f k(v) = v would imply a contradiction to equation 66. Since the attractiveness can be
used to estimate convergence speeds (see Franklin and Lorenz 1989), we include the
relevant proposition due to Birkhoff (Birkhoff 1957).
Definition B.5 (Lemmens and Nussbaum 2012, Chapter 2.1). Let K ⊂ V be a closed,
convex, solid cone in some vector space, then for any x, y ∈ K such that x ≤ αy and
y ≤ βx for some α, β > 0, define
M(x/y;K) := inf{β > 0|x ≤ βy}
m(x/y;K) := sup{α > 0|αy ≤ x}
Then we can define Hilbert’s projective metric as
dH(x, y,K) := ln
(
M(x/y)
m(x/y)
)
(67)
We will leave out K, when it is clear from the context. Furthermore, we set dH(0, 0) = 0
and dH(x, y) = ∞ if dH is otherwise not well-defined.
We have the following properties:
Proposition B.6 (Lemmens and Nussbaum 2012 Proposition 2.1.1). Let K ⊂ V be a
closed, convex, solid cone in some vector space V. Then dH satisfies:
(i) dH(x, y) ≥ 0 and dH(x, y) = dH(y, x) for all x, y ∈ K.
(ii) dH(x, z) ≤ dH(x, y) + dH(y, z) for all x, y, z ∈ K such that the quantities are well-
defined.
(iii) dH(αx, βy) = dH(x, y) for all x, y ∈ K and α, β > 0.
Note that the first two properties show that dH is indeed a metric and the third
property shows why it is called a projective metric.
Proposition B.7 (Birkhoff 1957). Let K ⊂ V be a bounded, closed, convex and solid cone in
some vector space V. Let E : K → K be a linear map, then
γ1/2(E) := sup
{
dH(E(x), E(y))
dH(x, y)
∣∣∣∣x, y ∈ K} ≤ tanh(∆/4) (68)
where ∆ := max {dH(E(x), E(y))|x, y ∈ K}.
Furthermore, γ1/2(E ◦ F ) ≤ γ2(E)γ2(F ) and γ1/2(E∗) = γ2(E).
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A proof can be found in Birkhoff 1957; Bauer 1965. The result can be extended to
much more general scenarios, see also Eveson and Nussbaum 1995 and references
therein. One can actually show that equality holds, i.e. tanh(∆/4) is also attained, but
this is not important here.
With all this machinery, we still need to prove existence of a fixed point in the interior
of P . The general theory for proving that a fixed point lies in the interior is weak and
we generally have to prove it “by hand”.
For, the Menon operator we have an additional problem: It is at first only well-defined
on the interior of the cone of positive semidefinite matrices. A natural question is
whether it can be extended to cover the closed cone as well. For matrices, this is covered
by the following theorem:
Theorem B.8 (Lemmens and Nussbaum 2012, theorem 5.1.5). Let C,K be cones and
S : C → K be an order-preserving, homogeneous map. If C is solid and polyhedral, then there
exists a continuous, order-preserving, homogeneous extension S : C → K.
C. Preliminaries on Positive Maps
In this section, let Cn ⊂ Mn be the cone of positive definite matrices (elements will
also be written as A > 0) with its closure Cn, the cone of positive semidefinite matrices
(elements will also be written as A ≥ 0). Likewise, a subscript 1 at any of the cones
denotes the bounded subset of unit trace matrices. Positive maps on cones are elements
form a cone themselves, the dual cone, which will be denoted by (Cn)∗ and (Cn)∗.
Let us start with irreducible maps. Many different characterizations exist, which we
recall for the reader’s convenience:
Proposition C.1. For a positive, linear map T : Md → Md the following properties are
equivalent:
1. T is irreducible,
2. if P ∈ Md is a Hermitian projector such that T(PMdP) ⊂ PMdP then P ∈ {0,1},
3. for every nonzero A ≥ 0 we have (id+ T)d−1(A) > 0,
4. for every nonzero A ≥ 0 and every strictly positive t ∈ R we have exp(tT)(A) > 0,
5. There does not exist a nontrivial orthogonal projection P s.th. tr(T(P)(1− P)) = 0.
Most of these properties are well-known. A proof can be found in Wolf 2012.
As with matrices in the original Sinkhorn theorem, irreducibility is not the right
characterization to work with, since given an irreducible map E and two X, Y > 0,
YE(X.X†)Y† is not necessarily irreducible. Before giving a characterization of fully
indecomposable maps, we will study rank non-decreasing maps.
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Definition C.2 (Gurvits 2004). To every positive map E :Mn →Mn and any unitary
U ∈ U(n), we associate the decoherence operator EU via:
EU(X) :=∑
i
E(uiu†i ) tr(Xuiu†i ) (69)
where ui is the i-th row of U. Furthermore, we associate to every decoherence operator
the tuple
AE ,U := (E(u1u†1), . . . , E(unu†n)) (70)
This will be important during the proof of the Sinkhorn scaling, because every map
E will be associated to the mixed discriminants of its decoherence operators:
Definition C.3. Let (Ai)i be an n-tuple with Ai ∈ Mn, then
M(A1, . . . , An) :=
∂n
∂x1 . . . ∂xn
det(x1A1 + . . . + xn An)|x1,...,xn=0 (71)
is called the mixed discriminant.
Then we have the following characterization of rank non-decreasing maps, which is
essentially due to Gurvits 2004:
Proposition C.4. Let E :Mn →Mn be a positive, linear map. Then the following expressions
are equivalent:
(i) E is rank non-decreasing.
(ii) EU is rank non-decreasing for any unitary U ∈ U(n).
(iii) For any U ∈ U(n), if (Ai)i := AE ,U , then
rank
(
∑
i∈S
Ai
)
≥ |S| ∀S ⊆ {1, . . . , n}
(iv) For any U ∈ U(n), M(AE ,U) > 0.
(v) E ′(·) := Y†E(X · X†)Y is rank non-decreasing for any X, Y of full rank.
The proofs that (i), (ii), (iii) and (v) are equivalent are essentially the same as for the
fully indecomposable case in C.6. It remains to show the equivalence of (v) with (i).
This was done in Panov 1985.
We can define what will turn out as a measure of being indecomposable for a tuple
of matrices:
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Definition C.5. Let A := (Ai)i be an n-tuple of matrices Ai ∈ Mn and denote by Aij
the tuple where Ai is substituted by Aj. Then define:
M(A) := min
i 6=j
M(Aij) (72)
the minimal mixed discriminant.
For fully decomposable maps, we have the following characterization (part of which
is already present in Gurvits 2004):
Proposition C.6. Let E :Mn →Mn be a positive, linear map. Then the following expressions
are equivalent:
(i) E is fully indecomposable
(ii) E∗ is fully indecomposable
(iii) For all singular, but nonzero A ≥ 0, rank(E(A)) > rank A.
(iv) Property (iii) holds for YE(X · X†)Y† for every X, Y > 0.
(v) There do not exist nontrivial orthogonal projections P, Q of the same rank such that
tr(E(P)(1−Q)) = 0.
(vi) EU is fully indecomposable for all U ∈ U(n).
(vii) For any U ∈ U(n), if (Ai)i := AE ,U , then
rank
(
∑
i∈S
Ai
)
> |S| ∀S ⊂ {1, . . . , n}, 0 < |S| < n
(viii) M(AE ,U) > 0 for all U ∈ U(n).
Furthermore, when this is satisfied, E and via (v) also E∗ map the open cone Cn into itself.
Note also that the properties (vi) to (viii) are also equivalent for any fixed unitary.
Proof. (i)→ (iii): let E be fully indecomposable and assume there was a nonzero A ≥ 0,
with rank(E(A)) ≤ rank A. Since the kernels are vector spaces, this implies we can
find a unitary matrix U transforming the basis such that ker(E(A)) ⊇ U · ker A. Thus:
ker(E(A)) ⊇ U · ker A
⇔ ker(E(A)) ⊇ ker UAU†
⇔ ker(U†E(A)U) ⊇ ker A
The latter implies supp(U†E(A)U) ⊆ supp A. Let P be the projection onto the support
of A. By assumption, P 6= {0,1} since A is nonzero and singular. For any positive
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matrix B with BP = B, we have supp B ⊆ supp A. Hence, there exists a constant
r > 0 such that A ≥ rB. Then E(A) ≥ rE(B) and supp(E(B)) ⊆ supp(E(A)). But
this implies via linearity supp(QE(Mn)Q) ⊆ supp(PMnP), where Q := UPU† is an
orthogonal projection.
(iii)↔ (iv): Given (iii), the claim follows immediately from the fact that since X, Y > 0,
the matrix ranks are not changed. For any nonzero and singular A we have rank(A) =
rank(XAX†). By assumption, for any nonzero, singular A ≥ 0 we have rank(E(A)) >
rank(A), rank(E(XAX†)) > rank(XAX†) and hence
rank(YE(XAX†)Y†) > rank(A)
(iii)→ (i): Note that given P, Q of the same rank such that E(PMnP) ⊆ QMnQ, we
have in particular E(P) = QAQ for some A ∈ Mn. Since Q is of the same rank as P,
rank(E(P)) = rank(QAQ) ≤ rank P, which is a contradiction.
(v)→ (i): Note that if E(PMnP) ⊆ QMnQ, then in particular tr(E(P)(1−Q)) = 0
since (1−Q) is the orthogonal complement of Q.
(i)→ (v): Let A ≥ 0. By positivity of E , we have
0 ≤ tr(E(PAP)(1−Q)) = tr(APE∗(1−Q)P)
≤ ‖A‖∞ tr(P1PE∗(1−Q)) = ‖A‖∞ tr(E(P)(1−Q)) = 0
Hence in particular supp(E(PAP)) ⊆ supp(Q) and E(PMnP) ⊆ QMnQ.
(i)↔ (ii): This equivalence follows directly from (iv) by expressing Q and P in terms
of the projections onto the orthogonal complements.
The remaining equivalences (i)↔ (vi),(vii),(viii) can be found in Gurvits 2004 (with
proofs scattered throughout the earlier papers by the same author). We just repeat them
here using our notation for the reader’s convenience.
(iii) → (vi): By definition, EU = E ◦ U where U (X) = ∑i tr(Xuiu†i ). Obviously, U is
doubly stochastic, hence rank non-decreasing. Therefore, if (iii) holds for E , it must
also hold for E ◦ U .
(vi) → (iii): Let EU be fully indecomposable for all unitaries U and assume that
rank(E(X)) ≤ rank(X) for some X ≥ 0 with 0 < rank(X) < n. Let U be the unitary
that diagonalizes X, then EU(X) = E(X), hence EU is not fully indecomposable. This is
a contradiction.
(vi)⇔ (vii): Let TU be fully indecomposable. Then
rank(X) < rank(EU(X))
= rank
(
n
∑
i=1
E(uiu†i ) tr(Xuiu†i )
)
= rank
 ∑
1≤i≤n
tr(Xuiu†i ) 6=0
E(uiu†i )

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Note that if S := {i| tr(Xuiu†i )}, then rank(X) ≤ |S| and hence follows the claim. For
the other direction, we can use the same idea.
(vii) ↔ (viii): Let A := AE ,U for all unitary U fulfill (vii). Define Aij as the tuple
where the i-th element is replaced by the j-th. Note that
rank
(
∑
k∈S
Aijk
)
≥ rank
 ∑
k∈S\{j}
Ak
 ≥ |S|
for any S ⊂ {1, . . . , n}, where the last inequality follows from the fact that E is fully
indecomposable by assumption. Hence, from the proposition C.4 we know that the
mixed discriminant of Aij cannot vanish, i.e. M(Aij) > 0. Minimizing over i 6= j and
the compact U(n) gives M˜(AE ,U) > 0.
Conversely, let A := AE ,U not fulfill (vii) for some unitary U, i.e. for some S ⊂
{1, . . . , n} with 0 < S < n we have rank (∑k∈S Ak) ≤ |S|. Let i ∈ S , j /∈ S , then for the
tuple A(ij) as before, we have:
rank
 ∑
k∈S∪{j}
Aijk
 = rank(∑
k∈S
Ak
)
< |S|+ 1 = |S ∪ {j}|
But then, by proposition C.4, M(Aij) = 0 and hence also M = 0.
This proposition shows in particular that any fully indecomposable map is primitive:
For any unit trace ρ ≥ 0, E d(ρ) > 0. Note that the converse might not be true. By the
characterization of primitive maps (Sanz et al. 2010, Theorem 6.7), this implies that
each fully indecomposable map has only one fixed point.
Lemma C.7. If T is a doubly-stochastic positive linear map, then there exists a unitary matrix
U such that UT (·)U† admits a set of orthogonal projections {Pi}i such that ∑i Pi = 1,
PiPj = δijPi and UT (PiMdPi)U† ⊆ PiMdPi. Furthermore, the restriction of UT (·)U† to
PiMdPi is fully indecomposable for every i.
Proof. Note that for an arbitrary unitary U > 0 the maps T (U(·)U†) and UT (·)U† are
still doubly-stochastic. Let P, Q be a nontrivial Hermitian projector decomposing T ,
i.e. tr(T (P)(1−Q)) = 0 by proposition C.6 (if no such projector exists, we are finished).
Then we have:
0 = tr(T (P)(1−Q)) = tr(PT ∗(1−Q))
= tr(P)− tr(PT ∗(Q)) = tr(Q)− tr(QT (P))
= tr(QT (1− P))
where we used that T is doubly-stochastic in the second and last equality and in
between we only used the cyclicity and linearity of the trace as well as the fact that P
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and Q have equal rank and thus their traces equal. This means that if P reduces T ,
then also 1−Q reduces T , i.e.
T (PMnP) ⊂ QMnQ
⇒ T ((1− P)Mn(1− P)) ⊂ (1−Q)Mn(1−Q)
Since the two projections P, Q are of the same rank, there exists a unitary matrix U such
that Q = UPU†. This implies that T ′(·) = UT (·)U† is reducible by P and (1− P),
which implies that T ′ is a direct sum of maps defined on PMnP and (1− P)Mn(1− P).
We obtain these maps by setting
T ′1 := T ′(P · P)|PMnP
T ′2 := T ((1− P) · (1− P))|(1−P)Mn(1−P).
By construction, P, (1− P) are the identities on the respective subspaces and the maps
are therefore doubly stochastic, i.e. T ′1 (1PMnP) = T (P) = P = 1PMnP (and for T ′2
equivalently).
If the restricted maps are not fully indecomposable, we can iterate the procedure,
thereby going over to T ′′(·) = (U1 ⊕ U2)T ′(·)(U1 ⊕ U2) and so forth, which will
terminate after finitely many steps, since the ranks of the projections involved have to
decrease, thus giving a map T˜ (·) = U˜T (·)U˜†, which admits the stated decomposition.
D. Gurvits’ proof of scaling and approximate scaling
This appendix provides the details of Gurvits’ approach, hence it does not contain
original material. For easier readability, we repeat all Lemmata.
D.1. Approximate scalability
We need a way to study scalability:
Definition D.1. Let C1, C2 ∈ Mn and E :Mn →Mn a positive, linear map. Then we
define a locally scalable functional to be a map ϕ ∈ Cd∗ such that
ϕ(C1E(C†2 · C2)C†1) = det(C1C†1)det(C2C†2)ϕ(E) (73)
A locally scalable functional will be called bounded, if |ϕ(E)| ≤ f (tr(E(1))) for some
function f .
Locally bounded functionals are the right tools to study scalability:
Proposition D.2. Let E : Mn → Mn be a positive, linear map. Given a bounded locally
scalable functional ϕ such that ϕ(E) 6= 0, the Sinkhorn-iteration procedure converges:
DS(En)→ 0 n→ ∞ (74)
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Proof. We follow Gurvits 2004. Recall the definitions of the Sinkhorn iteration in
equations (41)-(42). Because of property (73), we have
ϕ(Ei+1) = a(i)ϕ(Ei)
a(i) =
{
det(E∗i (1))−1 if i odd
det(Ei(1))−1 if i even
Let i be even. Note that Ei is trace-preserving for i even, hence tr(Ei(1)) = n. Let s(i)j be
the singular values of Ei(1) and observe:
|det(Ei(1))| =
n
∏
j=1
s(i)j ≤
1
n
n
∑
j=1
s(i)j =
1
n
tr(Ei(1)) = 1 (75)
using the arithmetic-geometric mean inequality (AGM). Similarly, for i odd, Ei is unital,
hence tr(E∗i (1)) = n and we can use the AGM inequality again to obtain that a(i) ≥ 0
for all i ≥ 0 and therefore
|ϕ(Ei+1)| ≥ |ϕ(Ei)|
and thus, as ϕ was assumed to be bounded, |ϕ(Ei)| converges to some value c ≤
f (tr(E(1))).
It remains to prove that for |ϕ(E)| 6= 0, DS(Ei) converges to zero for i→ ∞. The idea
is of course that if |ϕ(E)| 6= 0, then |a(i)| converges to one and thus Ei(1) and E∗i (1)
converge to 1.
To make this more formal, since |ϕ(E)| converges, for all ε > 0 there exists N ∈ N
such that for all d ≥ N:
||ϕ(Ed)| − |ϕ(Ed+1)| ≤ ε
⇔
∣∣∣∣|ϕ(Ed)| − 1|a(i)| |ϕ(Ed)|
∣∣∣∣ ≤ ε
⇔ |ai| ≥ 11+ ε|ϕ(Ed)|−1 ≥
1
1+ ε|ϕ(E)|−1
where we used that |ϕ(Ed)| increases monotonically in the last inequality.
Let us now only consider i even. Then we have just seen that
1
1+ ε|ϕ(E)|−1 ≤ det(Ti(1)) ≤ 1
hence, for i ≥ N even, we have:
DS(Ei) = tr((Ei(1)− 1)2) =
n
∑
j=1
(s(i)j − 1)2
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where the s(i)j are the singular values of Ei(1). If we can upper bound the last quantity
by ε˜(ε), we are done. This is an exercise in using logarithms:
Since Ei is trace-preserving as i is even, s(i)j ≤ d for all i. If we set α := (n−1)−ln(n)(n−1)2 ,
then by strict concavity of the logarithm,
ln(x) ≤ (x− 1)− α(x− 1)2 x ≤ d
since ln(d) = (x− 1)− α(x− 1)2 and ln(1) = 0. But then:
0 ≤
n
∑
j=1
(s(i)j − 1)2 ≤
n
∑
j=1
 s(i)j − 1
α
−
ln(s(i)j )
α

= −
n
∑
i=1
ln(s(i)j )
α
= −1
α
ln(
n
∏
i=1
s(i)j ) ≤ −
1
α
ln(1− ε)
≤ ε
α
where we used that ∑nj=1 s
(i)
j = tr(Ei(1)) = n. But εα → 0 for i→ ∞.
Exchanging Ei with E∗i gives the same reasoning for odd i. In total, we get that for
any ε > 0 exists an N ∈N such that for all d ≥ n
0 ≤ DS(Ed) ≤ εα
hence DS(Ei)→ 0 for i→ ∞.
Lemma D.3. Cap is a bounded locally scalable functional.
Proof. Note that for
inf{det(C†2E(C1XC†1)C2)|X > 0, det(X) = 1}
= inf{det(C†2)det(C2)det(E(C1XC†1))|X > 0, det(X) = 1}
= det(C†2C2) inf{det(E(C1XC†1))|X > 0, det(X) = 1}
= det(C†2C2) inf{det(E(X˜))|X > 0, det(X˜) = det(C1)det(C†1)det(X), det(X) = 1}
= det(C†2C2)det(C
†
1C1) inf{det(E(X˜))|X˜ > 0, det(X˜) = 1}
hence Cap is a locally scalable functional. Via the AGM inequality, we have
0 ≤ Cap(E) ≤ det(E(1)) ≤
(
tr(E(1))
n
) 1
n
hence Cap is bounded.
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This gives a proof of Lemma 9.8.
Lemma D.4 (Lemma 9.9 of the main text). Let E : Mn →Mn be a positive, linear map
and U ∈ U(n) a fixed unitary. Then defining
Cap(AE ,U) := inf
{
det
(
∑
i
E(uiu†i )γi
)
|γi > 0,
n
∏
i=1
γi = 1
}
where ui are once again the rows of U, we have the following properties:
1. Using the mixed discriminant M, we have
M(AE ,U) ≤ Cap(AE ,U) ≤ n
n
n!
M(AE ,U)
2. inf
U∈U(n)
Cap(AE ,U) = Cap(E)
Proof. The first part of the lemma is one of the main results of Gurvits and Samorodnit-
sky 2002. Since the proof is long due to many technicalities, we leave it out here.
The second part gives the relation between the two capacities. Let {Xd}d with
det(Xd) = 1 and Xd > 0 be such that det(E(Xd)) → Cap(E), d → ∞. Then there
exist unitaries Ud ∈ U(n) such that UdXnU†d is diagonal with diagonal entries λ(d)i . By
construction,
det( ∑
1≤i≤n
E((ud)i(ud)†i )λ(d)i ) = det(E(Xd))
where (ud) are again the columns of Ud. Hence
inf
U∈U(n)
Cap(AE ,U) ≤ Cap(E)
Likewise, we can construct a sequence of Ud such that Cap(AE ,Ud) converges to the
infimum and we can construct a sequence (γ(d)
(k))k with (γ
(d)
(k))i > 0 for each Ud such that
det
(
n
∑
i=1
E((ud)i(ud)†i )(γ(d)(k))i
)
→ Cap(AE ,Ud) for k→ ∞
Taking the diagonal sequence γ(d)
(d) we obtain a sequence converging to inf Cap(AE ,U).
Finally, define Xk = Uk diag(γ
(k)
(k))U
†
k , then Xk > 0 and
det(E(Xk)) = det
(
n
∑
i=1
E((ud)i(ud)†i )(γ(d)(k))i
)
and hence
Cap(E) ≤ inf
U∈U(n)
Cap(AE ,U)
after taking the limit k→ ∞.
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Finally, we can write down the Operator Sinkhorn theorem (Theorem 9.5 in the main
text):
Theorem D.5 (Approximate Operator Sinkhorn Theorem, Gurvits 2004 Theorem 4.6).
Let E : Mn →Mn be a positive, linear map. Then E is ε-scalable for all ε > 0 iff E is rank
non-decreasing.
Proof. We mostly need to combine the lemmas. By lemma D.3, the capacity is a
bounded, locally scalable functional, which implies by proposition D.2 that DS(Ei)
converges, if Cap(E) > 0. Now, by lemma 9.9,
Cap(E) = inf{Cap(AE ,U)|U ∈ U(n)}
Since U(n) is compact, it suffices to show that for every U, Cap(AE ,U) > 0. Again, by
lemma 9.9,
Cap(AE ,U) ≥ M(AE ,U)
but M(AE ,U) > 0 for every U if and only if E is rank non-decreasing by proposition
C.4. Hence, DS(Ei) converges for rank non-decreasing maps.
Now suppose that E is a positive map such that in the Sinkhorn iteration, DS(Ei)
converges. Then, for some i ∈ N, DS(Ei) < 1n . We claim that then Ei is rank non-
decreasing and by consequence, also E is rank non-decreasing via proposition C.4.
To see this, assume E(1) = 1 and E∗(1) = 1 + E, where E is Hermitian and
tr(E2) ≤ 1/n. We can do this, because this is exactly what Ei looks like for i big enough
such that DS(Ei) < 1n and i is odd. Given a matrix U ∈ U(n) and the corresponding
A := AE ,U , we have that
n
∑
i=1
Ai = E(1) = 1
Likewise, for every i:
tr(Ai) = tr(Ai1) = tr(uiu†i T
∗(1)) = 1+ tr(uiu†i E) =: 1+ δi (76)
But by assumption,
n
∑
i=1
|δi|2 ≤
n
∑
i,j=1
| tr(uiu†j E)|2
=
n
∑
i,j=1
〈ui|E|uj〉〈uj|E†|ui〉
= tr(E2) ≤ 1
n
(77)
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Now, suppose that E is not rank non-decreasing. Then, by proposition A.5 (vii), there
is a U such that AE ,U fulfills
rank
(
k
∑
i=1
Ai
)
< k
for some 0 < k < n. Note that, since E is positive, Ai ≥ 0, hence H := ∑ki=1 Ai fulfills
0 ≤ H ≤ 1. As rank(H) ≤ k− 1, we have tr(H) ≤ k− 1. From equation (76), we obtain
tr(H) =
k
∑
i=1
Ai = k +∑
i=1
kδi
Using equation (77), by the Cauchy Schwarz inequality,
k
∑
i=1
|δi| ≤
√
k/n < 1
which contradicts tr(H) ≤ k− 1, hence E must be rank non-decreasing.
D.2. Exact scalability
Lemma D.6 (Lemma 9.10 of the main text). Let E :Md →Md be a positive map. Then
E is scalable to a doubly-stochastic map if and only if Cap(E) > 0 and the capacity can be
achieved.
Proof. Suppose there exists C > 0 with det(E(C)) = Cap(E). The Lagrangian of the
capacity is
L(X) := ln(det(E(X))) + λ ln(det(X))
with the Lagrangian multiplier λ ∈ R. Therefore, the minimum fulfills
∇ ln(det(E(X)))|X=C = (−λ)∇ ln(det(X))|X=C (78)
We claim that the conditions are equivalent to
E∗((E(C))−1)−1 = C−1 (79)
Let Eij be the usual matrix unit, then
(∇ ln(det(E(X)))|X=C)jk = ∂∂Ejk ln
(
∑
σ∈Sn
sgn(σ)
n
∏
i=1
E(C)iσ(i)
)
=
1
det(E(C)) ∑
σ∈Sn
sgn(σ)
∂
∂Ejk
n
∏
i=1
E(C)iσ(i).
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Noting that
∂EjkE(C)iσ(i) = tr(Eσ(i)i
∂E(C)
∂Ejk
) = tr(E∗(Eσ(i)i)Ejk) = E∗(Eσ(i)i)jk
we have
(∇ ln(det(E(X)))|X=C)jk = 1det(E(C)) ∑
σ∈Sn
sgn(σ)
n
∑
l=1
E∗(Eσ(l)l)jk∏
i 6=l
E(C)iσ(i)
= E∗
(
1
det(E(C)) ∑
σ∈Sn
sgn(σ)
n
∑
l=1
Eσ(l)l∏
i 6=l
E(C)iσ(i)
)
jk
= E∗
(
1
det(E(C))
n
∑
m,n=1
(
∑
σ(m)=n∈Sn
sgn(σ)(−1)n−m ∏
i 6=m
E(C)iσ(i)
)
Emn
)
jk
= E∗(E(C)−1)jk
where in the last step we use Cramer’s rule. For E = id we obtain the right hand side of
equation (79) from equation (78), hence follows the claim. It now follows from Lemma
9.14 that any C fulfilling Equation (79) defines a scaling.
Conversely, suppose E˜(·) = C1E(C†2C2)C†1 is a doubly stochastic map. Since E˜ is
unital, the eigenvalues of E˜(X) are majorized by the eigenvalues of X (cf. Wolf 2012
Theorem 8.8). Majorization stays invariant under strictly increasing functions (cf. Bhatia
1996, Chapter 1), hence we have (λi being the eigenvalues of X and λE˜i the eigenvalues
of E˜(X)):
∑
i
− ln(λE˜i ) ≤∑
i
− ln(λi)
which is equivalent to det(E˜(X)) ≥ det(X). Hence, a doubly stochastic map is in
particular determinant increasing. Obviously, equality is attained at X = 1. But then:
det(E(X)) = |det(C1)|−2|det(C2)|−2 det(E˜(X)) (80)
≥ |det(C1)|−2|det(C2)|−2 det(X). (81)
A quick calculation shows that X = C†2C2/ det(C
†
2C2)
1/n attains equality in Equation
(81). This then necessarily minimises the capacity.
Lemma D.7 (Lemma 9.11 of the main text). Let E :Mn →Mn be a positive, linear map
and given U ∈ U(n), let A = AE ,U . Then
1. fA is convex on Rn.
2. If E is fully indecomposable, then fA is strictly convex on {ξ = (ξ1, . . . , ξn) ∈
Rn|∑i ξi = 0}.
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Proof. We follow the proof of Gurvits and Samorodnitsky 2002. Given a tuple A of
positive definite matrices, one can show (Bapat 1989):
det(eξ1 A1 + . . . + eξn An) = ∑
r∈Pn
tre(ξ,r) (82)
where (·, ·) denotes the general inner product, Pn is the set of n-tuples of integers ri ≥ 0
such that ∑i ri = n and
tr :=
1
r1! . . . rn!
M(
r1︷ ︸︸ ︷
A1, . . . , A1, . . . ,
rn︷ ︸︸ ︷
An, . . . , An) (83)
This implies that we can rewrite fA:
fA(ξ1, . . . , ξn) = ln det(eξ1 A1 + . . . + eξn) = ln
(
∑
r∈Pn
tre(ξ,r)
)
It is well known that for positive matrices this is a convex function, but let us follow
the proof of Gurvits and Samorodnitsky 2002 here.
Let f =: ln g. We need to prove that ∇2 f , the Hessian, is positive (semi)definite.
By definition, ∇2 f = 1g2 (g(∇2g)− (∇g)(∇g)tr), hence it is sufficient that g(∇2g) ≥
(∇g)(∇g)tr.
Note that for any v ∈ Rn we have ∇e(ξ,v) = e(ξ,v) · v and ∇2e(ξ,v) = e(ξ,v)vvtr, where
vvtr is positive definite. Therefore:
g(∇2g)− (∇g)(∇g)tr = ∑
r∈Pn
tre(ξ,r) · ∑
s∈Pn
tre(ξ,s)sstr − ∑
r,s∈Pn
trtse(ξ,r+s)rstr
=
1
2 ∑r,s∈Pn
trtse(ξ,r+s)(r− s)(r− s)tr ≥ 0
hence the Hessian of f is positive semi-definite and therefore f is convex.
Now, assume that E is fully indecomposable, hence the tuple A := AE ,U fulfills
proposition A.5 (vii) and (viii) for all U ∈ U(n). In particular, if Aij is the tuple A with
the j-th entry being replaced by the i-th. entry. Then M(Aij) > 0 in particular. Note
that M(Aij) = 2trij by equation (83), where
(rij)k :=

2 k = i
0 k = j
1
else
.
Then,
∇2 f ≥ 1
g2 ∑r,s∈Pn
trtse(ξ,r+s)(r− s)(r− s)tr
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8g2 ∑i 6=j,k 6=l
M(Aij)M(Akl)e(ξ,rij+skl)(rij − rkl)(rij − rkl)tr
≥ cM
2
8g2 ∑i 6=j,k 6=l
(rij − rkl)(rij − rkl)tr
where c := mini 6=j 6=k 6=l e(ξ,rij−rkl) and M := mini 6=j M(Aij) > 0 by proposition A.5 (viii).
We only need to consider ∑i 6=j,k 6=l(rij − rkl)(rij − rkl)tr =: S and show that this is a
positive definite matrix on the hyperplane H. Using the usual matrix units Emn we can
write:
S := ∑
i 6=j 6=k 6=l
(Eii + Ejj + Ekk + Ell + 2(Eil + Ejk − Eik − Ejl − Ekl))
We find that Sii = (n− 1)(n− 2)(n− 3), since only the first four summands contribute to
the diagonal terms. For the off-diagonal terms, note that in 2(Eil + Ejk − Eik − Ejl − Ekl),
all unordererd combinations of i, j, k, l occur, twice with a positive sign and four times
with a negative. Hence we obtain (n− 2) · (n− 3) terms with either Eij or Eji that are
not cancelled by other terms and therefore Sij = −(n− 2)(n− 3). In short:
S = (n− 1)(n− 2)(n− 3)

1 1n−1 . . .
1
n−1
1
n−1 1 . . .
1
n−1
...
. . .
...
1
n−1
1
n−1 . . . 1

Note that the image of S is just the hyperplane H and it is easy to see that S is a
multiple of the projection onto the hyperplane S. Therefore, ∇2 f is strictly convex on
H.
Finally, we obtain the theorem:
Lemma D.8 (Lemma 9.12 of the main text). Let E :Mn →Mn be a positive, linear map.
If E is fully indecomposable, there exists a unique scaling of E to a doubly stochastic map.
Proof. Recall that one can show (Bapat 1989):
det(eξ1 A1 + . . . + eξn An) = ∑
r∈Pn
tre(ξ,r) (84)
where (·, ·) denotes the general inner product, Pn is the set of n-tuples of integers ri ≥ 0
such that ∑i ri = n and tr :=
1
r1!...rn !
M(
r1︷ ︸︸ ︷
A1, . . . , A1, . . . ,
rn︷ ︸︸ ︷
An, . . . , An).
Suppose X ≥ 0, det(X) = 1 and E is fully indecomposable. Let U ∈ U(n) diagonalize
X with eigenvalues γi = eξi . Assume the eigenvalues are ordered γ1 ≥ . . . ≥ γn.
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Observe that then det(E(X)) ≤ det(E(1)) is equivalent to say that fA(ξ) ≤ fA(0),
where A = AE ,U . We know:
det(A1 + . . . + An) ≥ det(γ1A1 + . . . + γn An)
= ∑
r∈Pn
tre(ξ,r) ≥ 12∑i 6=j
Mije(ξ,rij)
where we use that certainly for all i 6= j ∈ {1, . . . , n}, rij := with rk = 1 for all k 6= i, j
and ri = 2, rj = 0 is a valid n-tuple where the coefficient tr = 12 M
ij. Since all the terms
in the sum of equation 84 are positive, we can just leave out all other r. By definition,
M(E) ≤ Mij for every A, hence:
det(A1 + . . . + An) ≥ 12 M(E)∑i 6=j
e(ξ,rij)
≥ 1
2
M(E)emaxi 6=j(ξi−ξ j)
≥ 1
2
M
γ1
γN
where we used that (ξ, rij) = ∑k 6=j ξk + ξi = ξi − ξ j since ∑i ξi = 0. Since det(A1 + . . .+
. . .) = det(E(1)), we have
γ1
γn
≤ 2 det(T(1))
M(A)
≤ 2 det(E(1))
M
< ∞
from the lemma above. But then, the infimum must be attained on the compact subset
{det(X) = 1|γ1 ≤ 2 det(E(X))M }. Therefore, also for the capacity Cap(E) the infimum can
be considered on a compact subset of {det(X) = 1} and is then attained. Uniqueness
is ensured by the strict convexity of fA.
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