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ISOMORPHISMS OF TWISTED HILBERT LOOP ALGEBRAS
TIMOTHE´E MARQUIS∗ AND KARL-HERMANN NEEB†
Abstract. The closest infinite dimensional relatives of compact Lie algebras are Hilbert–Lie alge-
bras, i.e. real Hilbert spaces with a Lie algebra structure for which the scalar product is invariant.
Locally affine Lie algebras (LALAs) correspond to double extensions of (twisted) loop algebras over
simple Hilbert–Lie algebras k, also called affinisations of k. They possess a root space decomposition
whose corresponding root system is a locally affine root system of one of the 7 families A
(1)
J
, B
(1)
J
,
C
(1)
J
, D
(1)
J
, B
(2)
J
, C
(2)
J
and BC
(2)
J
for some infinite set J . To each of these types corresponds a
“minimal” affinisation of some simple Hilbert–Lie algebra k, which we call standard.
In this paper, we give for each affinisation g of a simple Hilbert–Lie algebra k an explicit isomor-
phism from g to one of the standard affinisations of k. The existence of such an isomorphism could
also be derived from the classification of locally affine root systems, but for representation theoretic
purposes it is crucial to obtain it explicitely as a deformation between two twists which is compatible
with the root decompositions. We illustrate this by applying our isomorphism theorem to the study
of positive energy highest weight representations of g.
In subsequent work, the present paper will be used to obtain a complete classification of the
positive energy highest weight representations of affinisations of k.
1. Introduction
Locally affine Lie algebras (LALAs) are natural generalisations of both affine Kac–Moody algebras
and split locally finite Lie algebras. They were first introduced in [MY06] as a subclass of the so-called
locally extended affine Lie algebras (LEALAs), and were later classified up to isomorphism in [MY15]
(see also [Nee10]). The LALAs roughly correspond to double extensions of (twisted) loop algebras over
locally finite simple split Lie algebras (algebraic point of view), or equivalently, over simple Hilbert–Lie
algebras k (analytic point of view) – in the latter case, we call such a LALA an affinisation of k. The
LALAs possess a root space decomposition with respect to some maximal abelian subalgebra, whose
corresponding root system is a so-called locally affine root system (LARS). The LARS were classified
in [Yos10], and those of infinite rank fall into 7 distinct families of isomorphism classes, parametrised
by the types A
(1)
J , B
(1)
J , C
(1)
J , D
(1)
J , B
(2)
J , C
(2)
J and BC
(2)
J for some infinite set J . To each of these types
corresponds a “minimal” affinisation of some simple Hilbert–Lie algebra k, which we call standard.
In this paper, we give for each affinisation g of a simple Hilbert–Lie algebra k an explicit isomorphism
from g to one of the standard affinisations of k. The existence of such an isomorphism can also be
derived from the classification of locally affine root systems, but for representation theoretic purposes
it is crucial to obtain it in an explicit form. We illustrate this by applying our isomorphism theorem
to the study of positive energy highest weight representations of g, building on previous results from
[Nee10] on unitary highest weight representations of LALAs.
Note that our results do not rely on the classification of LALAs from [MY15] or of LARS from
[Yos10].
We now present the main results of this paper in more detail, refering to Sections 2 and 3 below for
a more thorough account of the concepts presented. A Hilbert–Lie algebra k is a real Lie algebra as well
as a real Hilbert space, whose scalar product 〈·, ·〉 is invariant under the adjoint action, that is, such
that 〈[x, y], z〉 = 〈x, [y, z]〉 for all x, y, z ∈ k. By a theorem of Schue ([Sch61]), any infinite-dimensional
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simple Hilbert–Lie algebra is isomorphic to the space k := u2(HK) of skew-symmetric Hilbert-Schmidt
operators on some Hilbert space HK over K ∈ {R,C,H}. Any maximal abelian subalgebra t of k (a
Cartan subalgebra of k) yields a root space decomposition
kC = tC ⊕
⊕̂
α∈∆
kαC
of the complexification of k, whose corresponding set of roots ∆ = ∆(k, t) ⊆ it∗ is an irreducible locally
finite root system of infinite rank, hence of one of the types AJ , BJ , CJ or DJ (see [NS01] and [LN04]).
More precisely, if K = C or K = H, then k possesses only one conjugacy class of Cartan subalgebras
and ∆ = AJ or ∆ = CJ , respectively. If K = R, then k possesses two conjugacy classes of Cartan
subalgebras, yielding the root systems ∆ = BJ and ∆ = DJ .
Given an automorphism ϕ ∈ Aut(k) of finite order N ∈ N, there is a Cartan subalgebra t of k such
that tϕ is maximal abelian in kϕ = {x ∈ k | ϕ(x) = x}. In particular, kC possesses a ϕ-invariant root
space decomposition
kC = t
ϕ
C ⊕
⊕̂
α∈∆ϕ
kαC
with respect to t0 := t
ϕ, with corresponding root system ∆ϕ = ∆(k, t0) ⊆ it∗0.
The ϕ-twisted loop algebra1 on k is defined as
Lϕ(k) =
{
ξ ∈ C∞(R, k) ∣∣ ξ(t+ 2π) = ϕ−1(ξ(t)) ∀t ∈ R}.
The scalar product 〈·, ·〉 on k can be extended to a non-degenerate invariant symmetric bilinear form
on Lϕ(k) by setting
〈ξ, η〉 := 1
2π
∫ 2π
0
〈ξ(t), η(t)〉 dt.
We denote by 〈·, ·〉 the hermitian extension of this scalar product to the complexification of Lϕ(k).
Let der0(Lϕ(k), 〈·, ·〉) denote the space of skew-symmetric derivations D of Lϕ(k) that are diagonal,
in the sense that D preserves each space eint/N ⊗ kαC for n ∈ Z and α ∈ ∆ϕ. Let D0 ∈ der0(Lϕ(k), 〈·, ·〉)
be defined by D0(ξ) := ξ
′. Given a weight ν ∈ it∗0, we also define the derivation Dν of kC by setting
Dν(x) = iν(α
♯)x for all x ∈ kαC, α ∈ ∆ϕ,
where α♯ ∈ it0 is such that 〈h, α♯〉 = α(h) for all h ∈ t0. Then Dν restricts to a skew-symmetric
derivation of k, which we extend to a diagonal derivation of Lϕ(k) by setting Dν(ξ)(t) := Dν(ξ(t)) for
all ξ ∈ Lϕ(k) and t ∈ R. Note that der0(Lϕ(k), 〈·, ·〉) is spanned by D0 and all such Dν (see [MY15,
Theorem 7.2 and Lemma 8.6]). We set
Dν := D0 +Dν ∈ der0(Lϕ(k), 〈·, ·〉).
Then Dν defines a 2-cocycle ωDν (x, y) = 〈Dνx, y〉 on Lϕ(k), and extends to a derivation D˜ν(z, x) :=
(0, Dνx) of the corresponding central extension R⊕ωDν Lϕ(k). The double extension
L̂νϕ(k) := (R⊕ωDν Lϕ(k))⋊D˜ν R
is called the (ν-slanted and ϕ-twisted) affinisation of the Hilbert–Lie algebra (k, 〈·, ·〉). If ν = 0, we
also simply write L̂ϕ(k) = L̂νϕ(k). The Lie bracket on L̂νϕ(k) is given by
[(z1, x1, t1), (z2, x2, t2)] = (ωDν (x1, x2), [x1, x2] + t1Dνx2 − t2Dνx1, 0).
The subalgebra te0 := R⊕ t0 ⊕R is maximal abelian in L̂νϕ(k) and yields a root space decomposition of
L̂νϕ(k)C with corresponding set of roots ∆̂ϕ = ∆(L̂νϕ(k), te0) ⊆ i(te0)∗. One can realise ∆̂ϕ as a subset of
(∆ϕ ∪ {0})× Z, where to (α, n) ∈ ∆̂ϕ corresponds the root space eint/N ⊗ k(α,n)C with
k
(α,n)
C := {x ∈ kαC | ϕ−1(x) = e2inπ/Nx}.
1In the literature, the ϕ-twisted loop algebra is also defined as a space of 2pi-periodic smooth maps, instead of 2piN-
periodic smooth maps as in our definition. The reparametrisation needed to pass from one definition to the other is
detailed in Remark 4.3 below.
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The set (∆̂ϕ)c := ∆̂ϕ∩(∆ϕ×Z) of compact roots of ∆̂ϕ is then a LARS, hence isomorphic to one of the
root systems X
(1)
J or Y
(2)
J , for X ∈ {A,B,C,D} and Y ∈ {B,C,BC}. The root systems of type X(1)J
can be realised as ∆(L̂ψ(k), te0)c with ψ = id and k such that ∆(k, t) = XJ . The three root systems of
type Y
(2)
J can be realised as ∆(L̂ψ(k), te0)c for some order 2 automorphism ψ of k and some suitable k.
The corresponding three automorphisms ψ are described in [Nee14, §2.2] (see also Section 6) and are
called standard. The above seven Lie algebras L̂ψ(k) are also called standard.
Here is the announced isomorphism theorem.
Theorem A. Let k be a simple Hilbert–Lie algebra and let ϕ ∈ Aut(k) be of finite order N ∈ N. Then
there exist
• an automorphism ψ ∈ Aut(k) which is either the identity or standard,
• a smooth one-parameter group (φt)t∈R of automorphisms of k commuting with ϕ such that
ϕ = φ1ψ,
• a maximal abelian subalgebra t of k such that tϕ = tψ =: t0 and such that t0 is maximal abelian
in both kϕ and kψ,
• and a linear functional µ ∈ it∗0,
such that, for any ν ∈ it∗0, the following assertions hold:
(i) The map
Φ̂ : L̂νϕ(k)→ L̂µ+νψ (k) : (z1, ξ(t), z2) 7→ (z1, φt(ξ(t)), z2)
is an isomorphism of Lie algebras fixing the Cartan subalgebra te0 := R⊕ t0 ⊕ R pointwise.
(ii) Φ̂ induces an isomorphism of locally affine root systems given by
π : ∆(L̂νϕ(k), te0)c → ∆(L̂µ+νψ (k), te0)c : (α, n) 7→
(
α,Nψ ·
(
n
N − µ(α♯)
))
,
where Nψ ∈ {1, 2} is the order of ψ.
(iii) The Weyl groups of L̂νϕ(k) and L̂µ+νψ (k) with respect to te0 coincide.
For each given pair (k, ϕ), the parameters ψ, (φt)t∈R, t and µ whose existence is asserted in Theo-
rem A are described explicitely in Section 6 below. The proof of Theorem A can be found at the end
of Section 6.
Along the proof, we obtain an explicit description of the structure of finite order antiunitary oper-
ators on complex Hilbert spaces which may be of independent interest (see Proposition 5.1 below).
We next state an application of our results to positive energy highest weight representations of
gν := L̂νϕ(k). Let λ ∈ i(te0)∗ be an integral weight of gν , in the sense that λ takes integral values
on all coroots (α, n)∨, (α, n) ∈ (∆̂ϕ)c (cf. §2.2 below). Assume moreover that λ(c) 6= 0, where
c := (i, 0, 0) ∈ ite0. It then follows from [Nee10, Theorem 4.10] that gν admits an integrable (irreducible)
highest-weight representation
ρλ = ρ
ν
λ : gν → End(Lν(λ))
with highest weight λ and highest weight vector vλ ∈ Lν(λ). In fact, ρλ is even unitary with respect
to some inner product on Lν(λ) which is uniquely determined up to a positive factor (see [Nee10,
Theorem 4.11]).
Let ν′ ∈ it∗0, and extend the derivationDν′ = D0+Dν′ of Lϕ(k) ⊆ gν to a skew-symmetric derivation
of gν by requiring that Dν′(t
e
0) = {0}. Then ρλ can be extended to a representation
ρ˜λ = ρ˜
ν,ν′
λ : gν ⋊RDν′ → End(Lν(λ))
of the semi-direct product gν ⋊RDν′ such that ρ˜λ(Dν′) annihilates the highest weight vector vλ. The
representation ρ˜λ is said to be of positive energy if the spectrum of Hν′ := −iρ˜λ(Dν′) is bounded from
below. If this is the case, the infimum of the spectrum of Hν′ is called the minimal energy level of ρ˜λ.
In the following theorem, we identify it∗0 with the subspace {µ ∈ i(te0)∗ | µ(c) = µ(d) = 0} of i(te0)∗,
where d := (0, 0,−i) ∈ ite0.
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Theorem B. Let (L̂νϕ(k), te0) be as above, and let λ ∈ i(te0)∗ be an integral weight with λ(c) 6= 0. Let
µ ∈ it∗0 and ψ ∈ Aut(k) of order Nψ ∈ {1, 2} be the parameters provided by Theorem A, and denote by
Ŵψ ⊆ GL(i(te0)∗) and ∆̂ψ ⊆ i(te0)∗ the Weyl group and root system of the standard affinisation L̂ψ(k)
of k. Then for any ν, ν′ ∈ it∗0, the following assertions are equivalent:
(i) The highest weight representation ρ˜λ : L̂νϕ(k)⋊ RDν′ → End(Lν(λ)) is of positive energy.
(ii) Mµ,ν,ν′ := inf χ(Ŵψ.λµ+ν − λµ+ν) > −∞, where
λµ+ν := λ− λ(c)(µ + ν) ∈ i(te0)∗ and χ : Z[∆̂ψ ]→ R : (α, n) 7→ (µ+ ν′)(α♯) + n/Nψ.
Moreover, if Mµ,ν,ν′ > −∞, then Mµ,ν,ν′ is the minimal energy level of ρ˜λ.
The proof of Theorem B can be found at the end of Section 7. Note that the “standard” Weyl groups
Ŵψ were given an explicit description in [HN12, §3.4], making the computation ofMµ,ν,ν′ in the above
theorem tractable. Using Theorem B, we will give in [MN15b] a characterisation of all pairs (ν, ν′)
yielding a positive energy representation ρ˜ ν,ν
′
λ as above, analoguous to the characterisation obtained
in [MN15a] for positive energy highest weight representations of locally finite split simple Lie algebras.
2. Hilbert–Lie algebras
The general reference for this section is [Nee14, Section 1].
2.1. Hilbert–Lie algebras. A Hilbert–Lie algebra k is a real Lie algebra endowed with the structure
of a real Hilbert space such that the scalar product 〈·, ·〉 is invariant under the adjoint action, that is,
〈[x, y], z〉 = 〈x, [y, z]〉 for all x, y, z ∈ k.
By a theorem of Schue ([Sch61]), every simple infinite-dimensional Hilbert–Lie algebra is isomorphic
to
u2(H) := {x ∈ B2(H) | x∗ = −x}
for some infinite-dimensional Hilbert space H over K ∈ {R,C,H}, with scalar product given by
〈x, y〉 = trR(xy∗) = −trR(xy).
Here gl2(H) = B2(H) denotes the space of Hilbert-Schmidt operators on H. Note that if K = C, the
complex conjugation on gl2(H) is given by σ(x) = −x∗, and hence gl2(H) can be identified with the
complexification kC of k := u2(H).
2.2. Root decomposition. Let g be a real Lie algebra and let gC be its complexification, with complex
conjugation σ fixing g pointwise. Write x∗ := −σ(x) for x ∈ gC, so that g = {x ∈ gC | x∗ = −x}. Let
t ⊆ g be a maximal abelian subalgebra (a Cartan subalgebra) with complexification tC ⊆ gC. For a
linear functional α ∈ t∗C, let
gαC := {x ∈ gC | [h, x] = α(h)x ∀h ∈ tC}
denote the corresponding root space. Let also
∆ := ∆(g, t) := {α ∈ t∗C \ {0} | gαC}
be the root system of g with respect to t. Then g0C = tC and [g
α
C, g
β
C] ⊆ gα+βC for all α, β ∈ ∆ ∪ {0}.
Assume that g is the Lie algebra of a group G with an exponential function. Then t is called elliptic
if the subgroup ead t = Ad(exp t) ⊆ Aut(g) is equicontinuous. This implies in particular that
α ∈ it∗ = {β ∈ t∗C | β(t) ⊆ iR} for all α ∈ ∆,
and hence that
σ(gαC) = g
−α
C for all α ∈ ∆.
A root α ∈ ∆ is called compact if gαC = Cxα is one-dimensional and α([xα, x∗α]) > 0, so that
spanC{xα, x∗α, [xα, x∗α]} ∩ g ∼= su2(C).
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We denote by ∆c the set of compact roots. If α ∈ ∆c, there is a unique element αˇ ∈ tC ∩ [gαC, g−αC ]
with α(αˇ) = 2, called the coroot of α. Note that αˇ ∈ it. The Weyl group W = W(g, t) of (g, t) is the
subgroup of GL(t) generated by the reflections
rα(x) := x− α(x)αˇ for α ∈ ∆c.
2.3. Locally finite root systems. Let HK be some infinite-dimensional Hilbert space over K ∈
{R,C,H}, and let k = u2(HK) be the corresponding simple Hilbert–Lie algebra, with invariant scalar
product 〈·, ·〉. Let t ⊆ k be a maximal abelian subalgebra. It then follows from [Sch61] that t is elliptic
and that tC ⊆ kC defines a root space decomposition
kC = tC ⊕
⊕̂
α∈∆
kαC
which is a Hilbert space direct sum with respect to the hermitian extension, again denoted 〈·, ·〉, of
the scalar product to kC. Moreover, all roots in ∆ = ∆(k, t) ⊆ it∗ are compact. In addition, there is
an orthonormal basis B = {Ej | j ∈ J} ⊆ it of tC ∼= ℓ2(J,C) consisting of diagonal operators with
respect to some orthonormal basis {ej | j ∈ J ′} of HK (or of bloc-diagonal operators with 2× 2 blocs
if K = R), such that B contains all coroots αˇ (α ∈ ∆) in its Z-span, such that ∆ is contained in the
Z-span of the linearly independent system {ǫj | j ∈ J} ⊆ it∗ defined by ǫj(Ek) = δjk, and such that
∆ is one of the following four infinite irreducible locally finite root systems of type AJ , BJ , CJ or DJ :
AJ := {ǫj − ǫk | j, k ∈ J, j 6= k},
BJ := {±ǫj,±ǫj ± ǫk | j, k ∈ J, j 6= k},
CJ := {±2ǫj,±ǫj ± ǫk | j, k ∈ J, j 6= k},
DJ := {±ǫj ± ǫk | j, k ∈ J, j 6= k}.
If K = C or K = H, then k possesses only one conjugacy class of Cartan subalgebras and ∆ = AJ
or ∆ = CJ , respectively (see [Nee14, Examples 1.10 and 1.12]). If K = R, then k possesses two
conjugacy classes of Cartan subalgebras, yielding the root systems ∆ = BJ and ∆ = DJ (see [Nee14,
Example 1.13]). The above root data for k will be described in more detail in Section 6 below.
Set
t̂ :=
{∑
j∈J
xjEj | xj ∈ iR
}
⊆ u(H0K),
where
H0K := spanK{ej | j ∈ J ′}
is a pre-Hilbert-space with completion HK. Note that any element of t is determined by its restriction
to H0K; we will also view t as a subset of t̂. The reason for this unusual convention is that we wish
to define an inverse map for the injection of t in its dual t∗ that is defined on the whole of t∗. More
precisely, the assignment ǫj 7→ Ej , j ∈ J , defines an R-linear map ♯ : it∗ → ît : µ 7→ µ♯ such that
α(µ♯) := 〈µ♯, α♯〉 = µ(α♯) for all µ ∈ it∗ and α ∈ ∆,
where we have extended the scalar product 〈·, ·〉 on it× it to ît× it. For each α, β ∈ ∆, we set
(α, β) := 〈α♯, β♯〉.
Then
αˇ = 2(α,α)α
♯ for all α ∈ ∆.
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2.4. Automorphism groups. Let k = u2(HK) for some infinite-dimensional Hilbert space HK over
K ∈ {R,C,H}. By [Nee14, Theorem 1.15], every automorphism ϕ of k is of the form
ϕ = πA : k→ k : x 7→ AxA−1,
for some unitary (for K = R,C,H) or antiunitary (for K = C) operator A on HK. In particular, every
automorphism of k is isometric2. We recall that an operator A on HC is called antiunitary if it is
antilinear and satisfies
〈Ax,Ay〉 = 〈x, y〉 for all x, y ∈ HC.
3. Affinisations of Hilbert–Lie algebras
In this section, we let (k, 〈·, ·〉) be a simple Hilbert–Lie algebra and ϕ be an automorphism of k of
finite order N ∈ N, and we set ζ := e2iπ/N ∈ C. The general reference for this section is [Nee14,
Section 2].
3.1. Finite order automorphisms. Let t0 be a maximal abelian subalgebra of
kϕ = {x ∈ k | ϕ(x) = x}.
Then the centraliser in k of t0 is a maximal abelian subalgebra t of k by [Nee14, Lemma D.2]. Thus
t0 = t
ϕ = t ∩ kϕ.
Since ϕ(t) = t, it follows from §2.3 that the Lie algebra kC decomposes as an orthogonal direct sum
of ϕ-invariant tϕ-weight spaces kβC for β ∈ i(tϕ)∗. Let
∆ϕ := ∆(k, t
ϕ) := {β ∈ i(tϕ)∗ \ {0} | kβC 6= {0}}
denote the set of nonzero tϕ-weight in k, and for each n ∈ Z and β ∈ ∆ϕ ∪ {0}, set
k
(β,n)
C := k
β
C ∩ knC where knC := {x ∈ kC | ϕ−1(x) = ζnx}.
Thus
k
β
C =
N−1∑
n=0
k
(β,n)
C .
Moreover, dim k
(β,n)
C ≤ 1 for all β ∈ ∆ϕ and n ∈ Z by [Nee14, Appendix D]. For each n ∈ Z, we
let ∆n ⊆ i(tϕ)∗ denote the set of nonzero tϕ-weights in knC, that is, the set of β ∈ ∆ϕ such that
dim k
(β,n)
C = 1. Note that ∆ϕ = ∆0 = ∆(k, t) if ϕ = id.
As
〈
kαC, k
β
C
〉
= {0} for all α, β ∈ ∆ϕ ∪ {0} with α 6= β, and as
〈
kmC , k
n
C
〉
= {0} if m + n /∈ NZ, the
restriction of 〈·, ·〉 to tϕC = k(0,0)C is non-degenerate. In particular, the map ♯ : it∗ → ît from §2.3 factors
through a map
♯ : i(tϕ)∗ → it̂ϕ ⊆ ît : µ 7→ µ♯
making the diagram
it∗
♯−−−−→ îty x
i(tϕ)∗
♯−−−−→ it̂ϕ
commute. In other words, if µ ∈ i(tϕ)∗, then µ♯ is the unique element of it̂ϕ satisfying 〈µ♯, h〉 = µ(h)
for all h ∈ itϕ. As before, we set
(α, β) := 〈α♯, β♯〉 for all α, β ∈ ∆ϕ.
For x ∈ k(β,n)C (β ∈ ∆ϕ, n ∈ Z), we have [x, x∗] ∈ k(0,0)C = tϕC, and for h ∈ tϕC,
〈h, [x, x∗]〉 = 〈[h, x], x〉 = β(h)〈x, x〉 = 〈h, 〈x, x〉β♯〉
2In the classification theorem [Nee14, Theorem 1.15], the automorphisms ϕ of k are assumed to be isometric: this is
used to show that if ϕ(xα) = χ(α)xα for xα ∈ kαC and a homomorphism χ : 〈∆〉grp → C
×, then im(χ) ⊆ T. But this
also follows from the fact that ϕ preserves the real form k of kC.
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and hence
[x, x∗] = 〈x, x〉β♯.
In particular, choosing x ∈ k(β,n)C such that 〈x, x〉 = 2(β,β) , we may define as before the coroot of β as
βˇ := [x, x∗] =
2
(β, β)
β♯.
3.2. Loop algebras. Consider the ϕ-twisted loop algebra
Lϕ(k) =
{
ξ ∈ C∞(R, k)
∣∣ ξ(t+ 2π) = ϕ−1(ξ(t)) ∀t ∈ R},
with Lie bracket [ξ, η](t) = [ξ(t), η(t)]. If ϕ = id, we simply write L(k) := Lid(k) for the corresponding
untwisted loop algebra. We extend the scalar product 〈·, ·〉 on k to a non-degenerate invariant symmetric
bilinear form on Lϕ(k) by setting
〈ξ, η〉 := 1
2π
∫ 2π
0
〈ξ(t), η(t)〉 dt.
We again denote by 〈·, ·〉 the unique hermitian extension of this form to Lϕ(k)C, and we write
σ(ξ)(t) := −ξ∗(t) = −ξ(t)∗, x ∈ Lϕ(k)C,
for the corresponding complex conjugation on Lϕ(k)C.
Given n ∈ Z and t ∈ R, we set
en(t) := e
int/N ,
so that en ⊗ x ∈ C∞(R, k) for all x ∈ k. Note then that for any x ∈ kC,
ξ := en ⊗ x ∈ Lϕ(k)C ⇐⇒ x ∈ knC
because ξ(t+ 2π) = ζnξ(t) and ϕ−1(ξ(t)) = en(t)⊗ ϕ−1(x).
3.3. Derivations. Let der(Lϕ(k), 〈·, ·〉) denote the space of derivations D of Lϕ(k) that are skew-
symmetric with respect to 〈·, ·〉, that is, such that 〈Dξ, η〉 = −〈ξ,Dη〉 for all ξ, η ∈ Lϕ(k). Let
D0 ∈ der(Lϕ(k), 〈·, ·〉) be defined by
D0(ξ) = ξ
′ for all ξ ∈ Lϕ(k).
Given µ ∈ i(tϕ)∗, we also define the derivation Dµ of kC by setting
Dµ(x) = iµ(α
♯)x for all x ∈ kαC, α ∈ ∆ϕ.
Since µ(α♯) ∈ R for all α ∈ ∆ϕ, Dµ restricts to a skew-symmetric derivation of k. Note that Dµ
commutes with ϕ since it stabilises each k
(β,n)
C for β ∈ ∆ϕ, n ∈ Z. Hence it extends to a skew-
symmetric derivation of Lϕ(k) by setting
Dµ(ξ)(t) := Dµ(ξ(t)) for all ξ ∈ Lϕ(k) and t ∈ R.
Finally, we set Dµ := D0 +Dµ ∈ der(Lϕ(k), 〈·, ·〉), so that
(3.1) Dµ(en ⊗ x) = i
(
n
N + µ(α
♯)
)
(en ⊗ x)
for all α ∈ ∆ϕ and x ∈ k(α,n)C .
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3.4. Double extensions. We define on Lϕ(k) the 2-cocycle
ωDµ(x, y) = 〈Dµx, y〉 for all x, y ∈ Lϕ(k).
Let R⊕ωDµ Lϕ(k) be the corresponding central extension, with Lie bracket
[(z1, x1), (z2, x2)] = (ωDµ(x1, x2), [x1, x2]).
Extend Dµ to a derivation D˜µ of R⊕ωDµ Lϕ(k) by
D˜µ(z, x) := (0, Dµx).
Let
g := L̂µϕ(k) := (R⊕ωDµ Lϕ(k))⋊D˜µ R
denote the corresponding double extension, with Lie bracket
[(z1, x1, t1), (z2, x2, t2)] = (ωDµ(x1, x2), [x1, x2] + t1Dµx2 − t2Dµx1, 0).
The Lie algebra g is called the (µ-slanted and ϕ-twisted) affinisation of the Hilbert–Lie algebra (k, 〈·, ·〉).
If ϕ = idk (resp. µ = 0), we also simply write L̂µ(k) (resp. L̂ϕ(k)) instead of L̂µϕ(k). Note that in terms
of the hermitian extension of 〈·, ·〉 to Lϕ(k)C, the Lie bracket on gC is given by
[(z1, x1, t1), (z2, x2, t2)] = (〈Dµx1,−x∗2〉, [x1, x2] + t1Dµx2 − t2Dµx1, 0).
One can endow g with the non-degenerate invariant symmetric bilinear form κ : g× g→ R defined by
κ((z1, x1, t1), (z2, x2, t2)) = 〈x1, x2〉+ z1t2 + z2t1,
thus turning g into a quadratic Lie algebra. Moreover, the subalgebra
tϕg := R⊕ tϕ ⊕ R
is maximal abelian and elliptic in g. The root system ∆g := ∆(g, tg) can be identified with the set
∆g = {(α, n) | n ∈ Z, α ∈ ∆n ∪ {0}} \ {(0, 0)},
where
(α, n)(z, h, t) := (0, α, n)(z, h, t) := α(h) + it
(
n
N + µ(α
♯)
)
.
For (α, n) ∈ ∆g, the corresponding root space is
g
(α,n)
C = en ⊗ k(α,n)C .
The root (α, n) is compact if and only if α 6= 0. Hence
(∆g)c =
N−1⋃
n=0
∆n × (n+NZ) ⊆ {0} × i(tϕ)∗ × R.
Given n ∈ Z and x ∈ k(α,n)C with [x, x∗] = αˇ (α ∈ ∆n), we deduce from (3.1) that〈
Dµ(en ⊗ x),−(e−n ⊗ x∗)∗
〉
=
〈
i
(
n
N + µ(α
♯)
)
en ⊗ x,−en ⊗ x
〉
= −i( nN + µ(α♯))〈x, x〉.
Since 〈x, x〉 = 2/(α, α), the element en ⊗ x ∈ g(α,n)C thus satisfies
[en ⊗ x, (en ⊗ x)∗] = [en ⊗ x, e−n ⊗ x∗] =
(−2i( nN + µ(α♯))
(α, α)
, αˇ, 0
)
.
As (α, n) has value 2 on this element, we deduce that the coroot associated to (α, n) is
(3.2) (α, n)∨ =
(−2i( nN + µ(α♯))
(α, α)
, αˇ, 0
)
.
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3.5. Locally affine root systems. We define on spanQ(∆g)c the positive semidefinite bilinear form
(·, ·) by (
(α,m), (β, n)
)
:= (α, β) for all m,n ∈ Z, α ∈ ∆m and β ∈ ∆n.
Then the triple (spanQ(∆g)c, (∆g)c, (·, ·)) is an irreducible reduced locally affine root system in the
sense of [Nee10, Definition 2.4] (see also [Yos10]).
Such root systems have been classified (see [Yos10, Corollary 13]) and those of infinite rank fall
into 7 distinct families of isomorphism classes, parametrised by the types A
(1)
J , B
(1)
J , C
(1)
J , D
(1)
J , B
(2)
J ,
C
(2)
J and BC
(2)
J for some infinite set J . Denoting by Q
(J) the free Q-vector space with canonical basis
{ǫj | j ∈ J} and scalar product (ǫj , ǫk) = δjk, these can be realised in Q(J) ×Q as
X
(1)
J := XJ × Z for X ∈ {A,B,C,D},
B
(2)
J := (BJ × 2Z) ∪
({±ǫj | j ∈ J} × (2Z+ 1)),
C
(2)
J := (CJ × 2Z) ∪
(
DJ × (2Z+ 1)
)
,
BC
(2)
J := (BJ × 2Z) ∪
(
(BJ ∪ CJ)× (2Z+ 1)
)
,
where AJ , BJ , CJ and DJ are as in §2.3 and where the scalar product on Q(J) × Q is given by(
(α, t), (α′, t′)
)
:= (α, α′).
If ∆ = ∆(k, t) has type XJ for some X ∈ {A,B,C,D} (see §2.3), then the root system of type X(1)J
is obtained as the set of compact roots
(∆g)c = ∆0 × Z = ∆× Z
of the untwisted doubly extended loop algebra g = L̂(k) (ϕ = idk). The root system of type X(2)J for
X ∈ {B,C,BC} can similarly be obtained as the set of compact roots
(∆g)c = (∆0 × 2Z) ∪ (∆1 × (1 + 2Z))
of a twisted doubly extended loop algebra g = L̂ϕ(k), for some suitable choice of a simple Hilbert–Lie
algebra k = kX and of an automorphism ϕ = ϕX ∈ Aut(k) of order 2. The three involutive auto-
morphisms ϕX , X ∈ {B,C,BC}, are described in [Nee14, §2.2] and are called standard (see also
Section 6). We will also call the 7 Lie algebras g described above standard affinisations of the corre-
sponding Hilbert–Lie algebra k. We will describe these 7 standard affinisations and the corresponding
root data in more detail in Section 6 below.
3.6. Weyl group. For each (α, n) ∈ (∆g)c, the reflection r(α,n) ∈ GL(tϕg ) is given by
(3.3)
r(α,n)(z, h, t) = (z, h, t)− (α, n)(z, h, t) · (α, n)∨
= (z, h, t)− (α(h) + it( nN + µ(α♯))) · (−2i( nN + µ(α♯))(α, α) , αˇ, 0
)
.
In particular,
r(α,0)(z, h, t) = (z, h, t)−
(
α(h) + itµ(α♯)
) · (− iµ(αˇ), αˇ, 0).
Denote by
Ŵµ :=W(g, tϕg ) =
〈
r(α,n) | n ∈ Z, α ∈ ∆n
〉 ⊆ GL(tϕg )
the Weyl group of (g, tϕg ), and byWµ the subgroup of Ŵµ generated by the reflections r(α,0) for α ∈ ∆0.
Note that Ŵµ preserves the invariant bilinear form κ : g× g→ R.
For each x ∈ tϕ, define the automorphism τx = τ(x) ∈ GL(tϕg ) by
τx(z, h, t) =
(
z − 〈h, x〉 − t〈x, x〉
2
, h+ tx, t
)
.
Then τx1τx2 = τx1+x2 for all x1, x2 ∈ tϕ. Moreover, defining for each α ∈ ∆ϕ and n ∈ Z the reflection
r(α,n) ∈ GL(tϕg ) by the formula (3.3) even if α /∈ ∆n, one can check that r(α,0)r(α,n) = τinαˇ/N (cf.
[HN12, §3.4]).
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Assume now that for each α ∈ ∆ϕ there exists some β ∈ ∆0 such that r(α,0) = r(β,0). This is for
instance the case if (∆g)c is one of the 7 locally affine root systems from §3.5. Denoting by Tϕ the
abelian subgroup of tϕ generated by {inαˇ/N | n ∈ Z, α ∈ ∆n}, we deduce the following semi-direct
decomposition of Ŵµ inside GL(tϕg ):
Ŵµ = τ(Tϕ)⋊Wµ.
We will describe in Section 7 an explicit isomorphism between Ŵµ and Ŵ0.
4. Isomorphisms of twisted loop algebras
In this section, we fix some simple Hilbert–Lie algebra k = u2(HK) for some infinite-dimensional
Hilbert space HK over K ∈ {R,C,H}, as well as some automorphism ϕ ∈ Aut(k) of finite order.
Lemma 4.1. Let ψ ∈ Aut(k) be of finite order, and assume that there exists a smooth one-parameter
group (φt)t∈R of automorphisms of k commuting with ψ such that φ1ψ = ϕ. Then the map
Φ: Lϕ(k)→ Lψ(k) : ξ 7→ Φ(ξ)(t) := φt/2π(ξ(t))
is an isomorphism of Lie algebras.
Proof. Let ξ ∈ Lϕ(k). Then Φ(ξ) ∈ C∞(R, k) and for all t ∈ R,
Φ(ξ)(t + 2π) = φ t
2π
+1(ξ(t+ 2π)) = φt/2πϕψ
−1(ϕ−1(ξ(t))) = ψ−1φt/2π(ξ(t)) = ψ
−1(Φ(ξ)(t)).
Hence Φ(Lϕ(k)) ⊆ Lψ(k). Moreover,
[Φ(ξ),Φ(η)](t) = [ϕt/2π(ξ(t)), ϕt/2π(η(t))] = ϕt/2π([ξ(t), η(t)]) = Φ([ξ, η])(t)
for all ξ, η ∈ Lϕ(k) and t ∈ R, so that Φ is indeed a Lie algebra morphism. Similarly, the map
Φ−1 : Lψ(k)→ Lϕ(k) : ξ 7→ Φ−1(ξ)(t) := φ−t/2π(ξ(t)) is a well-defined Lie algebra morphism. Since it
is an inverse for Φ, the lemma follows. 
Proposition 4.2. Let ψ ∈ Aut(k) be of finite order, and let (Ut)t∈R be a smooth one-parameter group of
unitary operators Ut ∈ U(HK) such that the corresponding automorphisms φt = πUt of k commute with
ψ and such that φ1ψ = ϕ. Let t be a maximal abelian subalgebra of k, and assume that t
ϕ = tψ =: t0.
Assume moreover that t0 is maximal abelian in both k
ϕ and kψ and that t0 ⊆ tφt for all t ∈ R.
Let µ, ν ∈ it∗0 and assume that the skew symmetric operator Λµ := iµ♯ ∈ u(HK) satisfying 〈Λµ, h〉 =
iµ(h) for all h ∈ it0 is bounded. Assume moreover that
d
dt
Ut/2π = −ΛµUt/2π = −Ut/2πΛµ.
Then the following holds:
(i) The isomorphism Φ: Lϕ(k)→ Lψ(k) provided by Lemma 4.1 extends to an isomorphism
Φ̂ : (R⊕ωDν Lϕ(k)) ⋊D˜ν R→ (R⊕ωDµ+ν Lψ(k)) ⋊D˜µ+ν R
fixing te0 := R⊕ t0 ⊕ R pointwise.
(ii) Φ̂ induces an isomorphism of locally affine root systems given by
π : ∆(L̂νϕ(k), te0)c → ∆(L̂µ+νψ (k), te0)c : (α, n) 7→
(
α,Nψ · ( nNϕ − µ(α♯))
)
,
where Nϕ and Nψ are the respective orders of ϕ and ψ.
(iii) The Weyl groups W(L̂νϕ(k), te0),W(L̂µ+νψ (k), te0) ⊆ GL(te0) coincide.
Proof. Write for short gϕ := L̂νϕ(k) and gψ := L̂µ+νψ (k), as well as ∆gϕ and ∆gψ for the corresponding
root systems with respect to the Cartan subalgebra te0. Note that ∆ϕ = ∆(k, t0) = ∆ψ . For each n ∈ Z
let ∆ϕn and ∆
ψ
n respectively denote the set of nonzero t0-weights on
knC(ϕ) := {x ∈ kC | ϕ−1(x) = e2inπ/Nϕx} and knC(ψ) := {x ∈ kC | ψ−1(x) = e2inπ/Nψx},
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as in §3.1. Thus
(∆gϕ)c =
⋃
0≤n<Nϕ
∆ϕn × (n+NϕZ) and (∆gψ)c =
⋃
0≤n<Nψ
∆ψn × (n+NψZ)
(cf. §3.4).
We extend the isomorphism Φ: Lϕ(k) → Lψ(k) provided by Lemma 4.1 to a bijective linear map
Φ̂: gϕ → gψ by setting Φ̂(1, 0, 0) := (1, 0, 0) and Φ̂(0, 0, 1) := (0, 0, 1).
We first claim that Dµ = ad(Λµ) ∈ der(k, 〈·, ·〉). Indeed, let {Ej |j ∈ J} be some orthonormal basis
of the real Hilbert space it0 whose R-span contains all α
♯, α ∈ ∆ψ (cf. §2.3 and §3.1). Write
Λµ =
∑
j∈J
µjEj where µj := 〈Λµ, Ej〉 = iµ(Ej) for all j ∈ J .
Then for any x be in the t0-weight space of kC corresponding to α ∈ ∆ψ ∪ {0}, we have
ad(Λµ)(x) =
∑
j∈J
µj [Ej , x] =
∑
j∈J
µjα(Ej)x =
∑
j∈J
µj〈Ej , α♯〉x = 〈Λµ, α♯〉x = iµ(α♯)x = Dµx,
as desired. Note that the above sums are finite because α♯ is a (finite) linear combination of the Ej .
We then obtain for all ξ ∈ Lϕ(k) that
(Φ(ξ))′(t) =
d
dt
(Ut/2πξ(t)U−t/2π) = −ΛµΦ(ξ)(t) + Φ(ξ′)(t) + Φ(ξ)(t)Λµ = Φ(ξ′)(t) −Dµ(Φ(ξ))(t).
On the other hand, since φt (t ∈ R) fixes t0 pointwise, it preserves all t0-weight spaces in kC, and thus
commutes with Dν . Hence
[Φ̂((0, 0, 1)), Φ̂(ξ)](t) = [(0, 0, 1),Φ(ξ)](t) = Dµ+ν(Φ(ξ))(t)
= (Φ(ξ))′(t) +Dµ(Φ(ξ))(t) +Dν(Φ(ξ))(t) = Φ(ξ
′)(t) +Dν(φt/2π(ξ(t)))
= Φ(ξ′)(t) + φt/2π(Dν(ξ(t))) = Φ̂(Dν(ξ))(t) = Φ̂([(0, 0, 1), ξ])(t),
so that Φ̂ is indeed a Lie algebra isomorphism. Moreover, the restriction of Φ̂ to te0 is the identity
because φt fixes t0 pointwise. This proves (i).
As Φ̂ fixes te0, it preserves the root space decompositions of gϕ and gψ with respect to t
e
0 and hence
induces an isomorphism of locally affine root systems
π : (∆gϕ)c → (∆gψ )c : (α, n) 7→ (α, πα(n))
such that
(α, n)(z, h, t) = α(h) + it
(
n
Nϕ
+ ν(α♯)
)
= α(h) + it
(πα(n)
Nψ
+ (µ+ ν)(α♯)
)
= (α, πα(n))(z, h, t)
for all (z, h, t) ∈ te0. This yields in particular
πα(n) = Nψ · ( nNϕ − µ(α♯)),
so that (ii) holds.
Since moreover
(α, n)∨ =
(−2i( nNϕ + ν(α♯))
(α, α)
, αˇ, 0
)
=
(−2i(πα(n)Nψ + (µ+ ν)(α♯))
(α, α)
, αˇ, 0
)
= (α, πα(n))
∨
for all (α, n) ∈ (∆gϕ)c by (3.2), we deduce that
r(α,n) = r(α,πα(n)) ∈ GL(te0) for all (α, n) ∈ (∆gϕ)c.
Hence W(gϕ, te0) =W(gψ, te0), proving (iii). 
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Remark 4.3. Recall from §3.2 that we defined the ϕ-twisted loop algebra Lϕ(k) as a subspace of the
2πNϕ-periodic functions of C
∞(R, k), where Nϕ is the order of ϕ. Another convention which one finds
in the literature is to consider 2π-periodic functions instead. We now explain how the characteristic
data of these two definitions are related.
For N ∈ N, we set
Lϕ,N (k) :=
{
ξ ∈ C∞(R, k) | ξ(t+ 2πN ) = ϕ−1(ξ(t))
}
.
For N = 1, this is the ϕ-twisted loop algebra Lϕ(k) that we consider in this paper; the other convention
which we alluded to above is to take N = Nϕ.
Let t0 = t
ϕ be maximal abelian in kϕ and let ν ∈ it∗0. Define the skew-symmetric derivation Dν of
Lϕ,N(k) as in §3.3. Thus
Dν(e
intN/Nϕ ⊗ x) = i(nNNϕ + ν(α♯))(eintN/Nϕ ⊗ x)
for all α ∈ ∆ϕ and x ∈ k(α,n)C . Denote by
L̂νϕ,N (k) := (R⊕ωDν Lϕ,N(k)) ⋊D˜ν R
the double extension of Lϕ,N(k) corresponding toDν as in §3.4, with Cartan subalgebra te0 := R⊕t0⊕R.
Then
(4.1) Φ: L̂νϕ,1(k)→ L̂Nνϕ,N(k) : ξ(t) 7→ ξ(Nt), (1, 0, 0) 7→ (N, 0, 0), (0, 0, 1) 7→ (0, 0, 1N )
is an isomorphism. Set
c := (i, 0, 0) ∈ ite0 and d := (0, 0,−i) ∈ ite0.
For a weight λ = [λc, λ
0, λd] ∈ i(te0)∗ with respect to te0 ⊆ L̂νϕ,1(k), where
λ0 := λ|(t0)C ∈ it∗0, λc := λ(c) ∈ R and λd := λ(d) ∈ R,
the corresponding weight with respect to te0 ⊆ L̂νϕ,N(k) is then given by
(4.2) λ ◦ Φ−1 = [ 1N λc, λ0, Nλd].
Similarly, for χ = [χc, χ
0, χd] := χcc + χ
0 + χdd ∈ ite0 ⊆ L̂νϕ,1(k), where χ0 ∈ it0 and χc, χd ∈ R, we
have
(4.3) Φ(χ) = [Nχc, χ
0, 1N χd].
Using the identities (4.2) and (4.3), it is then easy to state the positive energy condition for highest
weight representations of L̂Nνϕ,N (k) in terms of the corresponding condition for L̂νϕ,1(k) (see §7.2 for more
detail about the positive energy condition).
5. The structure of finite order antiunitary operators
Given a complex Hilbert space H with orthonormal basis B = {ej | j ∈ J}, we denote by σB the
complex conjugation on H with respect to this basis. The following proposition describes the structure
of finite order antiunitary operators on H.
Proposition 5.1. Let H be a complex Hilbert space, and let A be an antiunitary operator on H of
finite order. Let N ∈ N be such that A2N = idH and set ζ := eiπ/N ∈ C. Then the following holds:
(i) A2 ∈ U(H) and H has a decomposition
H = H1 ⊕H−1 ⊕
⊕
0<n<N/2
(Hζ2n ⊕Hζ−2n)
into A2-eigenspaces, where Hλ denotes the A2-eigenspace corresponding to the eigenvalue λ.
(ii) There is some A-stable subspace H˜1 of H1 with dim H˜1 ≤ 1 such that the following holds:
• If dim H˜1 = 1, there is some unit vector ej0 ∈ H˜1 such that Aej0 = ej0 .
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• For each n ∈ Z with 0 ≤ n ≤ N/2, there exists an orthonormal basis {e+j , e−j | j ∈ Jζ2n}
of Hζ2n +Hζ−2n (for n > 0) and of H1 ∩H˜⊥1 (for n = 0) such that A stabilises each plane
Ce+j ⊕ Ce−j , j ∈ Jζ2n , and has the form(
0 ζn
ζ−n 0
)
σe+
j
,e−
j
in the basis {e+j , e−j }.
Proof. The first statement of the proposition is clear. Since A is antilinear and commutes with A2,
we have for any eigenvalue λ of A2 and any v ∈ Hλ that
A2(Av) = A(A2v) = A(λv) = λAv,
and hence A.Hλ = Hλ. Thus A stabilises each of the subspaces H1, H−1 and Hζ2n ⊕Hζ−2n for n ∈ Z
with 0 < n < N/2.
Since A acts as a conjugation on H1, the fixed-point space HA1 is a real form of H1. Choose an
orthornormal basis {f+j , f−j | j ∈ J1} ∪ S1 of H1 that is contained in HA1 , where S1 = {ej0} is a
singleton if dimH1 is finite and odd and S1 = ∅ otherwise. Let also H˜1 denote the sub-vector space
of H1 with basis S1. Thus Af±j = f±j for all j ∈ J1 and Aej0 = ej0 if dim H˜1 = 1. For all j ∈ J1, set
e±j :=
1√
2
(f+j ± if−j ).
Then {e+j , e−j | j ∈ J1} is an orthonormal basis of H1 ∩ H˜⊥1 , and A has the desired form in each of the
bases {e+j , e−j }, j ∈ J1.
Let now n ∈ Z with 0 < n < N/2, and choose some orthonormal basis (e+j )j∈Jζ2n of Hζ2n . Set
e−j := ζ
nAe+j ∈ Hζ−2n for each j ∈ Jζ2n . Then {e+j , e−j | j ∈ Jζ2n} is an orthonormal basis of
Hζ2n ⊕Hζ−2n , and A has the desired form in each of the bases {e+j , e−j }, j ∈ Jζ2n .
Finally, note that for any unit vector v ∈ H−1, the subspace Cv ⊕ CAv is two-dimensional and
stabilised by A. Indeed,
〈v,Av〉 = 〈Av,A2v〉 = −〈Av, v〉 = −〈v,Av〉
and hence 〈v,Av〉 = 0, so that {v,Av} is an orthonormal basis of Cv ⊕CAv. Using Zorn’s lemma, we
may thus choose an orthonormal subset (e+j )j∈J−1 in H−1 such that {e+j , e−j := ζN/2Ae+j | j ∈ J−1} is
an orthonormal basis of H−1. Again, A has the desired form in each of the bases {e+j , e−j }, j ∈ J−1.
This concludes the proof of the proposition. 
6. Root data for affinisations of Hilbert–Lie algebras
Let k = u2(HK) for some infinite-dimensional Hilbert space HK over K = R, C or H, and let
ϕ ∈ Aut(k) be of finite order.
Lemma 6.1. There exists some unitary (if K = R,C,H) or antiunitary (if K = C) operator A on HK
of finite order such that ϕ = πA.
Proof. By §2.4, there exists some unitary (if K = R,C,H) or antiunitary (if K = C) operator B on
HK with ϕ = πB. Let N ∈ N be the order of ϕ. Then BN centralises k, and hence BN = λ0 · idHK for
some λ0 in the center of K with |λ0| = 1.
If K = R or K = H, then λ0 ∈ {±1} and hence A := B satisfies A2N = id. If K = C and B is
unitary, we set A := νB for some N -th root ν ∈ C of λ−10 , so that AN = id. Finally, assume that
K = C and that B is antiunitary. Since for any nonzero v ∈ HC,
λ0(Bv) = B
N (Bv) = B(BNv) = B(λ0v) = λ0(Bv),
we get λ0 = λ0 ∈ R and hence λ0 ∈ {±1}. We then set A := B, so that A2N = id. 
For each pair (k, ϕ), we now describe data ψ, (φt)t∈R, t and µ as in Proposition 4.2, thus yielding
the desired isomorphisms from Theorem A.
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Example 6.2. Let k = u2(H) for some infinite-dimensional complex Hilbert spaceH and let ϕ ∈ Aut(k)
be of finite order. Let A be some unitary operator on H of finite order N ∈ N such that ϕ = πA (see
Lemma 6.1). Set ζ := e2iπ/N .
As every unitary representation of the cyclic group of order N on H is a direct sum of 1-dimensional
irreducible ones, we may choose some orthonormal basis (ej)j∈J of H consisting of A-eigenvectors. Let
t ⊆ k be the subalgebra of all diagonal operators with respect to the ej, j ∈ J . Then t is elliptic and
maximal abelian, and tC ∼= ℓ2(J,C) with respect to the orthonormal basis {Ej | j ∈ J} ⊆ it given by
Ejek := δjkek. The set of roots of kC ∼= gl2(H) with respect to tC is given by the root system
AJ = {ǫj − ǫk | j 6= k, j, k ∈ J},
where ǫj(Ek) := δjk. The corresponding set of compact roots for L̂(k) is of type A(1)J (see [Nee14,
Examples 1.10 and 2.4]).
For each j ∈ J , let nj ∈ {0, 1, . . . , N − 1} be such that Aej = ζnjej. For each t ∈ R, let also
Ut ∈ U(H) be the diagonal operator defined by Utej = ζtnjej, and set φt = πUt ∈ Aut(k). Let µ ∈ it∗
be defined by µ(Ej) := µj := −nj/N . Setting Λµ := iµ♯ =
∑
j∈J iµjEj ∈ u(H), we then have
d
dt
Ut/2π = −ΛµUt/2π = −Ut/2πΛµ.
Finally, note that, for any t ∈ R and x ∈ t, the operators Ut and x are both diagonal with respect to
the ej, j ∈ J , and hence commute. In particular t0 := tϕ = t ⊆ tφt for all t ∈ R.
We may thus apply Proposition 4.2 (with ψ = id) and conclude that for any ν ∈ it∗0, there is an
isomorphism
Φ̂: L̂νϕ(k)→ L̂µ+ν(k) : (z1, ξ(t), z2) 7→ (z1, φt/2π(ξ(t)), z2)
fixing the Cartan subalgebra te0 := R⊕ t0⊕R pointwise. Moreover, Φ̂ induces an isomorphism of locally
affine root systems
π : ∆(L̂νϕ(k), te0)c → A(1)J = ∆(L̂µ+ν (k), te0)c : (α, n) 7→
(
α, nNϕ − µ(α♯)
)
,
where Nϕ is the order of ϕ. Finally, the Weyl groups W(L̂νϕ(k), te0) and W(L̂µ+ν(k), te0) coincide.
Example 6.3. Let k = u2(HH) for some infinite-dimensional quaternionic Hilbert space HH and let
ϕ ∈ Aut(k) be of finite order. Let A be some unitary operator on HH of finite order N ∈ N such that
ϕ = πA (see Lemma 6.1). Set ζ := e
2iπ/N .
The quaternionic Hilbert space HH can be constructed as HH = H2 for some complex Hilbert space
H with conjugation σ, where the quaternionic structure on H2 is defined by the antilinear isometry3
σ˜(v, w) := (−σw, σv). With this identification, we then have
k = u2(HH) = {x ∈ u2(H2) | σ˜x = xσ˜}
and
U(HH) = {g ∈ U(H2) | σ˜gσ˜−1 = g}.
Let
H2 = (H2)1 ⊕ (H2)−1 ⊕
⊕
0<n<N/2
((H2)ζn ⊕ (H2)ζ−n)
be the decomposition of H2 into A-eigenspaces, where (H2)λ denotes the A-eigenspace corresponding
to the eigenvalue λ. Since A ∈ U(H2) commutes with σ˜, the antilinear isometry σ˜ maps (H2)λ to (H2)λ
for each A-eigenvalue λ. In particular, each of the subspaces (H2)1, (H2)−1 and (H2)ζn ⊕ (H2)ζ−n
with 0 < n < N/2 is a quaternionic Hilbert subspace of HH. Let (ej)j∈J±1 be an orthonormal
basis of (H2)±1 over H, and for each n with 0 < n < N/2, let (ej)j∈Jζn be an orthonormal basis
of (H2)ζn ⊕ (H2)ζ−n over H that is contained in (H2)ζn . Then the reunion of these bases yields an
orthonormal basis (ej)j∈J of HH over H.
3Writing C = R + RI and H = C + CJ = R + RI + RJ + RIJ , the isometry σ˜ corresponds to left multiplication
by J .
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Up to replacing H by the complex Hilbert space generated by (ej)j∈J , we may then assume that
HH is constructed as above as HH = H2 for some complex Hilbert space H with orthonormal basis
(ej)j∈J (and complex conjugation σ with respect to this basis) in such a way that for each j ∈ J , the
C-basis vectors (ej , 0) and (0, ej) are A-eigenvectors of respective eigenvalues ζ
nj and ζ−nj for some
natural number nj with 0 ≤ nj ≤ N/2.
Let t ⊆ k be the subalgebra of all diagonal operators with respect to the (ej, 0) and (0, ej), j ∈ J .
Then t is elliptic and maximal abelian, and tC consists of diagonal operators in
kC = u2(HH)C =
{
(A BC −AT ) ∈ B2(H2) | BT = B, CT = C
}
of the form h = diag((hj), (−hj)), where BT := σB∗σ for all B ∈ B(H). Thus tC ∼= ℓ2(J,C)
with respect to the orthonormal basis {Ej | j ∈ J} ⊆ it defined by Ej(ek, 0) := δjk(ek, 0) and
Ej(0, ek) := −δjk(0, ek). The set of roots of kC with respect to tC is given by the root system
CJ = {±2ǫj,±(ǫj ± ǫk) | j 6= k, j, k ∈ J},
where ǫj(Ek) := δjk. The corresponding set of compact roots for L̂(k) is of type C(1)J (see [Nee14,
Examples 1.12 and 2.4]).
For each t ∈ R, let Ut ∈ U(HH) be the diagonal operator defined by Ut(ej , 0) = ζtnj (ej , 0) (and hence
Ut(0, ej) = ζ
−tnj (0, ej)) and set φt = πUt ∈ Aut(k). Let µ ∈ it∗C be defined by µ(Ej) := µj := −nj/N .
Setting Λµ := iµ
♯ =
∑
j∈J iµjEj ∈ u(HH), we then have
d
dt
Ut/2π = −ΛµUt/2π = −Ut/2πΛµ.
Moreover, for any t ∈ R and x ∈ t, the operators Ut and x are both diagonal with respect to the (ej , 0)
and (0, ej), j ∈ J , and hence commute. In particular t0 := tϕ = t ⊆ tφt for all t ∈ R.
We may thus apply Proposition 4.2 (with ψ = id) and conclude that for any ν ∈ it∗0, there is an
isomorphism
Φ̂: L̂νϕ(k)→ L̂µ+ν(k) : (z1, ξ(t), z2) 7→ (z1, φt/2π(ξ(t)), z2)
fixing the Cartan subalgebra te0 := R⊕ t0⊕R pointwise. Moreover, Φ̂ induces an isomorphism of locally
affine root systems
π : ∆(L̂νϕ(k), te0)c → C(1)J = ∆(L̂µ+ν(k), te0)c : (α, n) 7→
(
α, nNϕ − µ(α
♯)
)
,
where Nϕ is the order of ϕ. Finally, the Weyl groups W(L̂νϕ(k), te0) and W(L̂µ+ν(k), te0) coincide.
Example 6.4. Let k = u2(HR) for some infinite-dimensional real Hilbert space HR and let ϕ ∈ Aut(k)
be of finite order. Let A be some unitary operator on HR of finite order N ∈ N such that ϕ = πA (see
Lemma 6.1).
Note that A may be viewed as a unitary operator on the complexification H := (HR)C of HR that
commutes with complex conjugation. Since moreover H decomposes as an orthogonal direct sum of
one-dimensional A-eigenspaces, HR decomposes as an orthogonal direct sum
HR = H1 ⊕H−1 ⊕Hζ ,
where H±1 is the A-eigenspace for the eigenvalue ±1, and where Hζ has an orthonormal basis
{ej, e′j | j ∈ Jζ} such that A stabilises each plane Rej + Re′j and is of the form
(6.1)
(
cos(2πnj/N) − sin(2πnj/N)
sin(2πnj/N) cos(2πnj/N)
)
in the basis {ej, e′j}, for some nj ∈ Z with 0 < nj < N/2. We let also {ej, e′j | j ∈ J±1} ∪ S±1 denote
an orthonormal basis of H±1, where S±1 := {ej±1} is a singleton if dimH±1 is finite and odd and
S±1 := ∅ otherwise. Up to replacing A by −A (this does not modify ϕ), we may then assume that
S1 = {ej1} and S−1 = ∅ in case |S1 ∪ S−1| = 1. Note that N must be even if H−1 6= {0}.
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Set nj := 0 (resp. nj := N/2) for each j ∈ J1 (resp. j ∈ J−1). Writing J ′ := Jζ ∪ J1 ∪ J−1, we thus
get an orthonormal decomposition
HR = Rej1 ⊕ Rej−1 ⊕
⊕̂
j∈J′
(Rej ⊕ Re′j)
such that A stabilises each plane Rej +Re
′
j (j ∈ J ′) and is of the form (6.1) in the basis {ej, e′j}, and
with the convention that ej±1 ∈ H±1 is omitted if S±1 = ∅. If |S1 ∪ S−1| = 2, we set e′j1 := ej−1 and
J := J ′ ∪ {j1}. Otherwise, we set J := J ′.
We choose a maximal abelian subalgebra t ⊆ k such that ker t := {x ∈ HR | h.x = 0 ∀h ∈ t} is the
one-dimensional subspace Rej1 if |S1 ∪S−1| = 1 and ker t = {0} otherwise, such that t commutes with
the orthogonal complex structure I on (ker t)⊥ = ⊕̂j∈J (Rej ⊕ Re′j) defined by Iej := e′j for all j ∈ J ,
and such that all planes Rej + RIej (j ∈ J) are t-invariant (see [Nee14, Example 1.13]). For j ∈ J ,
we define the elements
fj :=
1√
2
(ej − iIej) and f−j := 1√
2
(ej + iIej)
of H. If ker t 6= {0}, we also set fj1 := ej1 . Then the fj form an orthonormal basis of H consisting of
t-eigenvector.
Note that for each j ∈ J ′, the basis elements fj and f−j are also A-eigenvectors, with respective
eigenvalues ζnj and ζ−nj . For each t ∈ R, we let Ut ∈ U(HR) be defined by the matrix(
cos(2tπnj/N) − sin(2tπnj/N)
sin(2tπnj/N) cos(2tπnj/N)
)
in the basis {ej, e′j} for each j ∈ J , where we have set nj1 := 0 in case |S1∪S−1| = 2, and by Utej1 = ej1
in case |S1 ∪ S−1| = 1. We also set φt = πUt ∈ Aut(k). Note then that φ1ψ = ϕ, where ψ ∈ Aut(k) is
the order 1 or 2 automorphism ψ = πB of k corresponding to the matrix B ∈ U(HR) whose restriction
to
⊕
j∈J′(Rej ⊕ Re′j) is the identity, and such that Bej±1 = ±ej±1 if S±1 6= ∅. Thus ψ = id unless
|S1 ∪ S−1| = 2. Note also that ψ commutes with φt for all t ∈ R.
The restriction of any x ∈ t to Rej ⊕ Re′j, j ∈ J , is of the form(
0 a
−a 0
)
in the basis {ej, e′j}, for some a ∈ R. In particular, x commutes with Ut for each t ∈ R, so that
tϕ ⊆ t = tφt for all t ∈ R. The same argument implies that tϕ and tψ both contain the subspace
t0 := {x ∈ t | xej = xe′j = 0 ∀j ∈ J \ J ′}.
We now claim that tϕ and tψ coincide with t0 and are maximal abelian in k
ϕ and kψ , respectively.
Indeed, if ψ = id, so that ϕ = φ1, we have t
ϕ = t = tψ = t0. Assume now that ψ = πB has order 2,
so that |S1 ∪ S−1| = 2. Then ker t = {0} and tϕ = t0 = tψ because the restriction of ϕ (resp. ψ) to
Rej1 ⊕ Rej−1 is of the form ( 1 00 −1 ) in the basis {ej1 , ej−1} and(
1 0
0 −1
)(
0 a
−a 0
)(
1 0
0 −1
)
=
(
0 −a
a 0
)
.
Let x ∈ kϕ (resp. kψ) be such that t0 +Rx is abelian. Then x stabilises each plane Rej +Re′j (j ∈ J ′)
and hence decomposes as x = x0 + x1 for some x0 ∈ t0 and some x1 ∈ k with x1ej = xe′j = 0 for all
j ∈ J ′. Since x1 = x − x0 is skew-symmetric, it stabilises Rej1 ⊕ Rej−1 . Moreover, x1 is fixed by ϕ
(resp. ψ), and hence we conclude as above that x1 = 0. Thus x ∈ t0, and hence t0 is maximal abelian
in kϕ (resp. kψ), as desired.
The complexification (t0)C of t0 is precisely the set of all those elements in k
ψ
C which are diagonal
with respect to the orthonormal basis of H consisting of the fj. Thus (t0)C ∼= ℓ2(J ′,C) with respect to
the orthonormal basis {Ej | j ∈ J ′} ⊆ it0 defined by Ejfk := δjkfk for all k ∈ J ′. Define also ǫj ∈ it∗0
by ǫj(Ek) = δjk, k ∈ J ′.
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If ψ = id, the set of roots of kψC = kC with respect to t
ψ
C = tC is given by
DJ = {±(ǫj ± ǫk) | j 6= k, j, k ∈ J} if ker t = {0}
and
BJ = {±(ǫj ± ǫk) | j 6= k, j, k ∈ J} ∪ {±ǫj | j ∈ J} otherwise.
The set of compact roots for L̂ψ(k) = L̂(k) is then respectively of type D(1)J and B(1)J (see [Nee14,
Examples 1.13 and 2.4]).
If ψ = πB has order 2 (so that |S1 ∪ S−1| = 2) then, up to replacing B by −B (which does not
modify ψ), the operator B is the orthogonal reflection in the hyperplane e⊥j−1 . Thus ψ is the standard
automorphism from [Nee14, Example 2.8]. As observed above, tψ = t0 is maximal abelian in
kψ = {x ∈ k | xej−1 = 0}
and ker(tψ) ∩ e⊥j−1 = Rej1 is one-dimensional. The set of roots of kψC with respect to tψC is then of type
BJ′ , while the set of compact roots for L̂ψ(k) is of type B(2)J (see [Nee14, Example 2.8]).
Back to the general case (ψ of order 1 or 2), let µ ∈ it∗0 be defined by µ(Ej) := µj := −nj/N for all
j ∈ J ′. Setting Λµ := iµ♯ =
∑
j∈J′ iµjEj ∈ u(HR), we then have
d
dt
Ut/2π = −ΛµUt/2π = −Ut/2πΛµ.
We may thus apply Proposition 4.2 and conclude that for any ν ∈ it∗0, there is an isomorphism
Φ̂: L̂νϕ(k)→ L̂µ+νψ (k) : (z1, ξ(t), z2) 7→ (z1, φt/2π(ξ(t)), z2)
fixing the Cartan subalgebra te0 := R⊕ t0⊕R pointwise. Moreover, Φ̂ induces an isomorphism of locally
affine root systems
π : ∆(L̂νϕ(k), te0)c → ∆(L̂µ+νψ (k), te0)c ∈ {D(1)J , B(1)J , B(2)J } : (α, n) 7→
(
α,Nψ · ( nNϕ − µ(α
♯))
)
,
where Nϕ is the order of ϕ and Nψ ∈ {1, 2} is the order of ψ. Finally, the Weyl groups W(L̂νϕ(k), te0)
and W(L̂µ+νψ (k), te0) coincide.
Example 6.5. Let k = u2(H) for some infinite-dimensional complex Hilbert spaceH and let ϕ ∈ Aut(k)
be of finite order. Let A be some antiunitary operator on H of finite order 2N for some N ∈ N and
such that ϕ = πA (see Lemma 6.1).
We set ζ := eiπ/N and we apply Proposition 5.1 to A. Let H˜1 and {e+j , e−j | j ∈ Jζ2n}, 0 ≤ n ≤ N/2,
be as in Proposition 5.1(ii). Thus A stabilises each plane Ce+j ⊕ Ce−j , j ∈ Jζ2n , and has the form(
0 ζn
ζ−n 0
)
σe+
j
,e−
j
in the basis {e+j , e−j }. If dim H˜1 = 1, we also choose some basis S1 := {ej0} of H˜1 such that Aej0 = ej0 ;
if dim H˜1 = 0, we set S1 := ∅. Set
J :=
⋃
0≤n≤N/2
Jζ2n and B± := {e±j | j ∈ J}.
Then B := B+ ∪ B− ∪ S1 is an orthonormal basis of H. For each j ∈ J and n ∈ Z with 0 ≤ n ≤ N/2,
we set nj := n if j ∈ Jζ2n .
To treat both cases S1 = ∅ and S1 6= ∅ at once, we adopt the convention that whenever ej0 appears
in what follows, it should be omitted if S1 = ∅. We also set ǫ := i ∈ C if S1 = ∅ and ǫ := 1 ∈ C
otherwise.
Let H±0 be the closed subspace of H spanned by B±. We define on H+0 the complex conjugation
σ+0 = σǫB+ with respect to ǫB+ = {ǫe+j | j ∈ J} and on H−0 the complex conjugation σ−0 = σB− with
respect to B−. Write H as
H = H+0 ⊕ Cej0 ⊕H−0 ,
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which we endow with the conjugation σ extending σ+0 and σ
−
0 , and such that σej0 = ej0 . Consider the
automorphism ψ ∈ Aut(k) defined by
ψ(x) = Sσx(Sσ)−1 for x ∈ k,
where
S =

0 0 10 1 0
1 0 0

 if S1 6= ∅ and S = ( 0 1−1 0
)
if S1 = ∅.
Setting σ˜ := Sσ, we thus have
σ˜e±j = e
∓
j for all j ∈ J and σ˜ej0 = ej0 .
Note that ψ is the standard automorphism of [Nee14, Example 2.9] if S1 = ∅ and of [Nee14, Exam-
ple 2.10] if S1 6= ∅.
Let (Ut)t∈R be the one-parameter group of unitary operators on H defined by
Ute
±
j = ζ
±nj te±j for all j ∈ J and Utej0 = ej0 .
Then A = U1σ˜ and Ut commutes with σ˜ for each t ∈ R. Set φt := πUt ∈ Aut(k) for all t ∈ R. Thus φt
commutes with ψ and φ1ψ = ϕ.
Let t be the set of elements in k which are diagonal with respect to the orthonormal basis B. Hence
t is maximal abelian in k (see Example 6.2) and t = tφt for each t ∈ R. For each j ∈ J , define the
operator Ej ∈ it by
Eje
±
k := ±δjke±k for all k ∈ J and Ejej0 := 0.
Let
t0 := spanR{iEj | j ∈ J} ⊆ t.
Since for each j ∈ J and t ∈ R, the operator iEj commutes with Ut and σ˜, the subalgebras tϕ ⊆ kϕ
and tψ ⊆ kψ both contain t0 and are contained in tφt . On the other hand, if x ∈ k centralises t0, then
x is diagonal with respect to B, that is, x ∈ t. In particular, x commutes with Aσ˜−1 = U1, so that
x ∈ kϕ if and only if x ∈ kψ. If moreover x ∈ kϕ (or equivalently, x ∈ kψ), then for any j ∈ J and
λ ∈ iR such that xe+j = λe+j , we have
xe−j = xσ˜e
+
j = σ˜xe
+
j = −λσ˜e+j = −λe−j .
Since in addition
xej0 = xσ˜ej0 = σ˜xej0 = −xej0 ,
so that xej0 = 0, we deduce that x ∈ t0. This shows that tϕ = tψ = t0 and that t0 is maximal abelian
in both kϕ and kψ. The set of roots of kψC with respect to t
ψ
C is then of type BJ if S1 6= ∅ and of type
CJ if S1 = ∅. Accordingly, the set of compact roots for L̂ψ(k) is of type BC(2)J or C(2)J (see [Nee14,
Examples 2.9 and 2.10]).
Let now µ ∈ it∗0 be defined by µ(Ej) := µj := − nj2N for all j ∈ J . Setting Λµ := iµ♯ =
∑
j∈J iµjEj ∈
u(H), we then have
d
dt
Ut/2π = −ΛµUt/2π = −Ut/2πΛµ.
We may thus apply Proposition 4.2 and conclude that for any ν ∈ it∗0, there is an isomorphism
Φ̂: L̂νϕ(k)→ L̂µ+νψ (k) : (z1, ξ(t), z2) 7→ (z1, φt/2π(ξ(t)), z2)
fixing the Cartan subalgebra te0 := R⊕ t0⊕R pointwise. Moreover, Φ̂ induces an isomorphism of locally
affine root systems
π : ∆(L̂νϕ(k), te0)c → ∆(L̂µ+νψ (k), te0)c ∈ {BC(2)J , C(2)J } : (α, n) 7→
(
α, 2nNϕ − 2µ(α♯)
)
,
where Nϕ is the order of ϕ. Finally, the Weyl groups W(L̂νϕ(k), te0) and W(L̂µ+νψ (k), te0) coincide.
Proof of Theorem A. This sums up the results of Examples 6.2, 6.3, 6.4 and 6.5. 
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7. Isomorphisms of Weyl groups
By Theorem A, every affinisation of a simple Hilbert–Lie algebra k is isomorphic to some slanted
standard affinisation L̂νψ(k) of k, with the same Weyl groups. In turn, L̂νψ(k) and L̂ψ(k) have the same
root system with respect to some common Cartan subalgebra, and hence isomorphic Weyl groups.
In this section, we give an explicit isomorphism between these Weyl groups. We then present an
application of our results to the study of positive energy highest weight representations of L̂νψ(k).
7.1. Unslanting Weyl groups. Let k be a simple Hilbert–Lie algebra, and let ψ ∈ Aut(k) be of finite
order N ∈ N. Let t0 be a maximal abelian subalgebra of kψ and let ∆ψ = ∆(k, t0) be the corresponding
root system. Let also te0 := R⊕ t0⊕R be the corresponding Cartan subalgebra of gν := L̂νψ(k), for any
ν ∈ it∗0.
We assume that ψ is either the identity or one of the three standard automorphisms (cf. §3.5), so
that ∆̂ψ := ∆(gν , t
e
0) ⊆ ∆ψ × Z is one of the 7 locally affine root systems A(1)J , B(1)J , C(1)J , D(1)J , B(2)J ,
C
(2)
J and BC
(2)
J . For each ν ∈ it∗0, let Ŵν :=W(gν , te0) ⊆ GL(te0) be the Weyl group of gν with respect
to te0.
We fix some ν ∈ it∗0. In the notation of §3.6, we then have a semi-direct decomposition
Ŵν = τ(Tψ)⋊Wν ,
where Tψ is the abelian subgroup of t0 generated by {inαˇ/N | (α, n) ∈ ∆̂ψ} and Wν is the subgroup
of Ŵν generated by the reflection r(α,0), α ∈ ∆ψ, defined by
(7.1) r(α,0)(z, h, t) = (z, h, t)−
(
α(h) + itν(α♯)
) · (− iν(αˇ), αˇ, 0) for all (z, h, t) ∈ te0.
We also denote by rα, α ∈ ∆ψ, the reflections
rα(z, h, t) =
(
z, h− α(h)αˇ, t)
in GL(te0) generating W0, so that Ŵ0 = τ(Tψ)⋊W0.
Finally, we recall from §3.1 that for any ν ∈ it∗0, there is a unique element ν♯ ∈ it̂0 such that
〈ν♯, h〉 = ν(h) for all h ∈ it0. We set
t̂e0 := R⊕ t̂0 ⊕ R,
and we extend each root α ∈ ∆ψ ⊆ it∗0 to a linear functional
α : t̂0 → iR : h 7→ α(h) := 〈h, α♯〉,
so that Ŵ0 and Ŵν may be viewed as subgroups of GL(t̂e0).
Lemma 7.1. Let α1, . . . , αn ∈ ∆ψ for some n ∈ N. Then for all (z, h, t) ∈ t̂e0,
r(αn,0) . . . r(α2,0)r(α1,0).(z, h, t)− (z, h, t) =
(
iν
(
fα1,...,αnν (z, h, t)
)
,−fα1,...,αnν (z, h, t), 0
)
,
where
fα1,...,αnν : t̂
e
0 → t0 : (z, h, t) 7→
n∑
s=1
(αs(h) + itν(α
♯
s)) · rαn . . . rαs+1(αˇs).
Proof. This easily follows by induction on n using (7.1) and the decomposition
r(αn,0) . . . r(α1,0).(z, h, t)− (z, h, t) = r(αn,0).
(
r(αn−1,0) . . . r(α1,0).(z, h, t)− (z, h, t)
)
+
(
r(αn,0).(z, h, t)− (z, h, t)
)
.

Since, in the notation of Lemma 7.1,
αs(h) + itν(α
♯
s) = αs(h) + it〈ν♯, α♯s〉 = αs(h) + αs(itν♯) = αs(h+ itν♯),
so that
(7.2) fα1,...,αnν (z, h, t) = f
α1,...,αn
0 (z, h+ itν
♯, t) for all (z, h, t) ∈ t̂e0,
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we deduce from Lemma 7.1 that for all α1, . . . , αn ∈ ∆ψ and all (z, h, t) ∈ t̂e0,
r(αn,0) . . . r(α1,0).(z, h, t)− (z, h, t) = 0 ⇐⇒ rαn . . . rα1 .(z, h+ itν♯, t)− (z, h+ itν♯, t) = 0.
This implies in particular that the assignment r(α,0) 7→ rα for each α ∈ ∆ψ defines a group isomorphism
γν : Wν →W0 : r(αn,0) . . . r(α1,0) 7→ rαn . . . rα1 .
Proposition 7.2. The map γν : Wν →W0 extends to a group isomorphism
γ̂ν : Ŵν → Ŵ0 : τxw 7→ τxγν(w) (x ∈ Tψ, w ∈ Wν).
Proof. This follows from the observation that for each α ∈ ∆ψ and x ∈ Tψ we have
r(α,0)τxr
−1
(α,0) = τrα(x) = rατxr
−1
α where rα : t0 → t0 : h 7→ h− α(h)αˇ. 
Remark 7.3. If ν♯ ∈ it0, then γ̂ν is just the conjugation by τ−iν♯ .
7.2. Application to positive energy representations. We place ourselves in the context of §7.1
(although we will only need to assume that ψ is the identity or standard in Proposition 7.4 and
Theorem 7.5 below) and keep the same notation. Set
c := (i, 0, 0) ∈ ite0 and d := (0, 0,−i) ∈ ite0,
so that c is central in (gν)C and ad(d) has eigenvalue
n
N + ν(α
♯) on en ⊗ k(α,n)C , α ∈ ∆ψ (cf. (3.1)).
For a weight
λ ∈ i(te0)∗ ∼= iR⊕ it∗0 ⊕ iR,
we set
λ0 := λ|(t0)C ∈ it∗0, λc := λ(c) ∈ R and λd := λ(d) ∈ R.
Note that we may extend the map ♯ : it∗0 → it̂0 to a map
♯ : i(te0)
∗ → it̂e0 : λ 7→ λ♯ := −λdc+ (λ0)♯ − λcd
satisfying κ((z, h, t), λ♯) = λ((z, h, t)) for all (z, h, t) ∈ ite0, where we have again denoted by κ the
hermitian extension of κ|te
0
×te
0
(cf. §3.4) to (te0)C × (t̂e0)C. Since ♯ is bijective, this allows in particular
to view the Weyl group Ŵν not only as a subgroup of GL(it̂e0) as in §7.1, but also as a subgroup of
GL(i(te0)
∗), where the action is characterised by (ŵ.λ)♯ = ŵ.λ♯ for all ŵ ∈ Ŵν .
Fix some λ ∈ i(te0)∗, and assume that λc 6= 0 and that λ is integral for gν , in the sense that
λ((α, n)∨) ∈ Z for all compact roots (α, n) ∈ ∆̂ψ . It then follows from [Nee10, Theorem 4.10] that
gν admits an (irreducible) integrable highest-weight module Lν(λ) of highest weight λ, whose corre-
sponding set of weights is given by
(7.3) Pλ = Pνλ = conv
(Ŵν .λ) ∩ (λ+ Z[∆̂ψ ]).
Let
ρλ = ρ
ν
λ : gν → End(Lν(λ))
denote the corresponding representation. Note that ρλ is unitary with respect to some inner product
on Lν(λ) which is uniquely determined up to a positive factor (see [Nee10, Theorem 4.11]).
Let ν′ ∈ it∗0, and extend the derivationDν′ = D0+Dν′ of Lψ(k) ⊆ gν to a skew-symmetric derivation
of gν by requiring that Dν′(t
e
0) = {0} (cf. §3.3). Since the derivation Dν′ preserves the root space
decomposition of (gν)C, it follows from (3.1) that ρλ can be extended to a representation
ρ˜λ = ρ˜
ν,ν′
λ : gν ⋊RDν′ → End(Lν(λ))
of the semi-direct product gν ⋊RDν′ by setting
ρ˜λ(Dν′)vγ := iχ
(
γ − λ)vγ
for all γ ∈ Pλ and all vγ ∈ Lν(λ) of weight γ, where χ : Z[∆̂ψ ]→ R is the character defined by
(7.4) χ((α, n)) = nN + ν
′(α♯) for all (α, n) ∈ ∆̂ψ.
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The representation ρ˜λ is said to be of positive energy if the spectrum of Hν′ := −iρ˜λ(Dν′) is bounded
from below. If this is the case, the infimum of the spectrum of Hν′ is called the minimal energy level
of ρ˜λ. In view of (7.3), the representation ρ˜λ is of positive energy if and only if
inf χ
(Ŵν .λ− λ) > −∞.
To match the context of §7.1 (namely, Ŵν ⊆ GL(it̂e0) instead of Ŵν ⊆ GL(i(te0)∗)), we identify χ
with an element of it̂e0 by setting
χ(µ) = κ(µ♯, χ) = µ(χ) for all µ ∈ Z[∆̂ψ ],
so that
χ(ŵ.λ− λ) = κ(ŵ.λ♯ − λ♯, χ) = κ(ŵ−1.χ− χ, λ♯) = λ(ŵ−1.χ− χ) for all ŵ ∈ Ŵν .
With this identification, ρ˜λ is thus a positive energy representation if and only if
(7.5) inf λ
(Ŵν .χ− χ) > −∞.
Write χ = χcc+ χ
0 + χdd ∈ it̂e0 for some χc, χd ∈ R and some χ0 ∈ it̂0. Since for all (α, n) ∈ ∆̂ψ ,
(7.6)
χ((α, n)) = κ
(
(α, n)♯, χ
)
= κ
((− i( nN + ν(α♯)), α♯, 0), (iχc, χ0,−iχd))
= 〈α♯, χ0〉+ χd( nN + ν(α♯)) = α(χ0 + χdν♯) + χd nN ,
we then deduce from (7.4) that
(7.7) χ0 = (ν′)♯ − ν♯ and χd = 1.
Define
λν := λ− λcν ∈ i(te0)∗ and χν := χ+ χdν♯ ∈ it̂e0,
where we view ν ∈ it∗0 as a weight in i(te0)∗ by setting ν(c) = ν(d) := 0.
Proposition 7.4. Let λ ∈ i(te0)∗ and χ = χcc+ χ0 + χdd ∈ it̂e0. Then
λ(Ŵν .χ− χ) = λν(Ŵ0.χν − χν).
Proof. Let γ̂ν : Ŵν → Ŵ0 be the group isomorphism provided by Proposition 7.2. We claim that
λ(ŵ.χ− χ) = λν(γ̂ν(ŵ).χν − χν) for all ŵ ∈ Ŵν .
Given a tuple of roots α = (α1, . . . , αn) ∈ ∆nψ, we use the notation
r(α,0) = r(αn,0) . . . r(α1,0) and rα = rαn . . . rα1 .
It then follows from Lemma 7.1 and (7.2) that for all (z, h, t) ∈ it̂e0,
 r(α,0).(z, h, t)− (z, h, t) =
(
iν
(
fαν (z, h, t)
)
,−fαν (z, h, t), 0
)
,
rα.(z, h, t)− (z, h, t) = −
(
0, fαν (z, h− itν♯, t), 0
)
.
Let now ŵ ∈ Ŵν , which we write as ŵ = τxr(α,0) for some x ∈ Tψ and some tuple of roots α. Then
λν
(
γ̂ν(ŵ).χν − χν
)
= λν
(
τxrα.(iχc, χ
0 + χdν
♯,−iχd)− (iχc, χ0 + χdν♯,−iχd)
)
= λν
(
τx.(iχc, χ
0 + χdν
♯ − fαν (χ),−iχd)− (iχc, χ0 + χdν♯,−iχd)
)
= λν
((− χd〈ν♯, x〉 − 〈χ0 − fαν (χ), x〉+ iχd〈x,x〉2 ,−fαν (χ)− iχdx, 0))
= iλc
(〈χ0 − fαν (χ), x〉 − iχd〈x,x〉2 )− λ0(fαν (χ) + iχdx)+ λcν(fαν (χ))
= λ
((
iν
(
fαν (χ)
)− 〈χ0 − fαν (χ), x〉+ iχd〈x,x〉2 ,−fαν (χ)− iχdx, 0))
= λ
(
τx.
(
iχc + iν
(
fαν (χ)
)
, χ0 − fαν (χ),−iχd
)− (iχc, χ0,−iχd))
= λ
(
τxr(α,0).(iχc, χ
0,−iχd)− (iχc, χ0,−iχd)
)
= λ
(
ŵ.χ− χ).
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This concludes the proof of the proposition. 
Theorem 7.5. Let λ ∈ i(te0)∗ be an integral weight for gν with λc = λ(c) 6= 0. Then for any ν, ν′ ∈ it∗0,
the following assertions are equivalent:
(i) The highest weight representation ρ˜ ν,ν
′
λ : gν ⋊RDν′ → End(Lν(λ)) is of positive energy.
(ii) Mν,ν′ := inf λν(Ŵ0.χν − χν) > −∞, where λν := λ− λcν ∈ i(te0)∗ and χν := (ν′)♯ + d ∈ it̂e0.
Moreover, if Mν,ν′ > −∞, then Mν,ν′ is the minimal energy level of ρ˜ ν,ν
′
λ .
Proof. This readily follows from (7.5) and Proposition 7.4, where the above description of χν follows
from (7.7). 
Proof of Theorem B. By Theorem A(iii), the Weyl groups of L̂νϕ(k) and L̂µ+νψ (k) with respect to te0
coincide. By (7.5), the representation ρ˜λ : L̂νϕ(k) ⋊ RDν′ → End(Lν(λ)) is thus of positive energy if
and only if
inf λ
(Ŵµ+ν .χ− χ) > −∞,
where Ŵµ+ν = Ŵψ is the Weyl group of the slanted standard affinisation L̂µ+νψ (k) of k and χ =
(ν′)♯ − ν♯ +d (see (7.7)). Thus Theorem B follows from Proposition 7.4, where the character χ in the
statement of Theorem B corresponds to χµ+ν = (ν
′)♯ + µ♯ + d in the above notation. 
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