1. Introduction and summary. Let xi, * **, xn be independent observations on a p-dimensional random variable X = (X1, , X,) with absolutely continuous distribution function F(x1, ***, x,). An observation xi on X is xi = (xii, * * *, xpi). The problem considered here is the estimation of the probability density function f(x1, * * *, xp) at a point z = (z,, * -*, zp) where f is positive and continuous. An estimator is proposed and consistency is shown.
The problem of estimating a probability density function has only recently begun to receive attention in the literature. Several authors [Rosenblatt (1956) 3. A consistent density function estimator. According to (2.2), P(Sr,z)/Ar,z can be made as near f(z1 , * * *, zp) as one chooses by letting r approach zero. P(Sr,z) is unknown since it depends on the density f being estimated. The approach used here is to find a good estimate for P(Sr,z) and substitute this in the expression P(Sr,z)/Ar,z to obtain an estimate for f at z. Once k(n) is chosen and a sample xi, * * *, xn is available, rk(n) is determined as follows. It is chosen as the distance from z to the kl(n)th closest xi to z as determined by the Euclidean distance function. For Srk(n) , the hypersphere of radius rk(n) about z and Ark(n),Z its measure, fn(z) is defined as follows: There is a basic difference between this estimator and those proposed by most of the authors mentioned above. Here a specific number of observations k(n) is given and the distance to the k(n)th from z is measured. This determines rk(n) in (3.2). Parzen in the first case he considers, for example, specifies a distance from z, say h(n), and counts the number of observations falling within this distance from z. This is equivalent to fixing rk(n) in (3.2) and then determining k(n). 4. Comments. It should be noted that the estimator (3.2) is particularly easy to compute in practice. A choice of k(n) must be made subject to (3.1). On the basis of some empirical work a value of k(n) near ni appears to give good results.
In the preceding, the Euclidean distance function was used only because it seems to be a natural choice in many estimation problems. Any other metric would serve equally as well.
