Abstract. A C * -algebra is called primitive if it admits a faithful and irreducible * -representation. We show that if A 1 and A 2 are separable, unital, residually finite dimensional C*-algebras satisfying (dim(A 1 ) − 1)(dim(A 2 ) − 1) ≥ 2, then the unital C * -algebra full free product, A = A 1 * A 2 , is primitive. It follows that A is antiliminal, it has an uncountable family of pairwise inequivalent irreducible faithful * -representations and the set of pure states is w*-dense in the state space.
Introduction
A C * -algebra is called primitive if it admits a faithful and irreducible * -representation. Thus the simplest examples are matrix algebras. A nontrivial example, shown independently by Choi and Yoshizawa, is the full group C * -algebra of the free group on n elements, 2 ≤ n ≤ ∞, see [4] and [15] . In [10] , Murphy gave numerous conditions for primitivity of full group C * -algebras. More recently, T.Å. Omland showed in [11] that for G 1 and G 2 countable amenable discrete groups and σ a multiplier on the free product G 1 * G 2 , the full twisted group C*-algebra C * (G 1 * G 2 , σ) is primitive whenever (|G 1 |−1)(|G 2 |−1) ≥ 2. We prove that given two nontrivial, separable, unital, residually finite dimensional C * -algebras A 1 and A 2 , their unital C * -algebra full free product A 1 * A 2 is primitive except when A 1 = C 2 = A 2 . The methods used are essentially different from those in [10] , [2] , [1] and [11] but do rely on Exel and Loring's result [7] that A 1 * A 2 is itself residually finite dimensional. Roughly speaking, we first show that if (dim(A 1 ) − 1)(dim(A 2 ) − 1) ≥ 2, then there is an abundance of irreducible finite dimensional * -representations and later, by means of a sequence of approximations, we construct an irreducible and faithful * -representation.
The paper is divided as follows. Section 2 recalls some facts about * -automorphisms of finite dimensional C * -algebras. Section 3 recalls some known result on Lie groups that will be used later. Section 4 is fully devoted in proving Theorem 4.1 which is about perturbing a pair of proper unital C * -subalgebras of a matrix algebra in such a way that they have trivial intersection. Theorem 4.1 is the cornerstone for the rest of the results in the paper. Lastly, section 5 contains the proof of the main theorem about primitivity and some consequences. Notation 1.1. Given a Hilbert space H, we denote the set of bounded linear operators by B(H) and the set of compact operators by K(H).
For a unital C * -algebra A, * -SubAlg(A) denotes the set of all unital C * -subalgebras of A and U(A) denotes the set of unitary elements of A. For simplicity, given a Hilbert space H we write U(H) instead of U(B(H)).
By Aut(A) we denote the set of * -automorphisms of A. For u in U(A) we let Ad u denote the * -automorphism of A given by Ad u(x) = uxu * . The set of all * -automorphisms of the form Ad u, for some u, is called the set of inner automorphism and it is denoted by Inn(A).
For a unital C * -algebra A, C(A) denotes its center. In other words C(A) = {x ∈ A : xa = ax for all a ∈ A}.
For a positive integer n, M n denotes the set of n × n matrices over C and S n denotes the permutation group of the set {1, . . . , n}.
* -Automorphisms of finite dimensional C * -algebras
By a * -automorphism of a C * -algebra we mean a bijective map, from the algebra onto itself, that is linear and preserves products and adjoints.
In this section we recall some basic results concerning * -automorphisms of finite dimensional C * -algebras and in particular a precise algebraic relation between the group of * -automorphism and the subgroup of inner * -automorphisms.
Any * -homomorphism from a simple C * -algebra is either zero or injective (since its kernel is an ideal). Even more, any non-zero * -endomorphism of a finite dimensional simple C * -algebra is a * -automorphism. Indeed, any such * -endomorphism is injective and thus it is bijective (by finite dimensionality) and a straightforward computation shows its inverse is a * -endomorphism. As a consequence any * -automorphism of a finite dimensional C * -algebra moves, without breaking, each one of its simple C * -subalgebras (we may think this as blocks) with the same dimension. Thus modulo an inner * -automorphism, a * -automorphism is just a permutation. We make the last statement precise with the following two propositions.
Useful results from Lie Groups
In this section we summarize some result that, later on, will be repeatedly used. Definitions and proofs of results mentioned in this section can be found in [9] and [8] .
The next two theorems are quite important and will be used in the next section.
Theorem 3.1. Any closed subgroup of a Lie group is a Lie subgroup.
Theorem 3.2. Let G be a Lie group of dimension n and H ⊆ G be a Lie subgroup of dimension k.
(1) Then the left coset space G/H has a natural structure of a manifold of dimension n − k such that the canonical quotient map π : G → G/H, is a fiber bundle, with fiber diffeomorphic to H. (2) If H is a normal Lie subgroup then G/H has a canonical structure of a Lie group.
The next proposition is from Corollary 2.21 in [9] . Corollary 3.4. Let G be a compact Lie group and let K and L be closed subgroups of G. The subspace KL = {kl : k ∈ K, l ∈ L} is an embedded submanifold of G of dimension
Proof. First of all KL is compact. This follows from the fact that multiplication is continuous and both K and L are compact. Consider the action of K × L on G given by (k, l).g = kgl −1 . Notice that the orbit of e is precisely KL. By Proposition 3.3, KL is an immersed submanifold diffeomorphic to K × L/Stab(e). Since it is compact, it is an embedded submanifold. But Stab(e) = {(x, x) : x ∈ K ∩ L} and we conclude
Proposition 3.5. Let G be a compact Lie group and let H be a closed subgroup. Let π denote the quotient map onto G/H.
There are:
N H , a compact neighborhood of e in H,
a continuous function s : N G/H (π(e)) → G satisfying (a) s(π(e)) = e and π(s(y)) = y for all y in N G/H (π(e)), (b) The map
is a homeomorphism.
Proof. Let g and h denote, respectively, the Lie algebras of G and H. Take m a vector subspace such that g is the direct sum of h and m. By Lemmas 2.4 and 4.1 in [8] , chapter 2, there are compact neighborhoods U g , U h and U m of 0 in g, h and m, respectively, such that the map
is an homeomorphism and π maps homeomorphically exp(U m ) onto a compact neighborhood of π(e). Call the latter neighborhood N G/H . Take N G = exp(U g ), N H = exp(U h ) and s the inverse of π restricted to exp(U m ).
Intersection of Finite Dimensional C * -algebras and Perturbations
In this section we fix a positive integer N and, unless stated otherwise,
The main purpose if this section is give a proof of the following theorem (recall that for a C * -algebra A, C(A) denotes its center).
Theorem 4.1. Assume one of the following conditions holds:
and B 2 is * -isomorphic to
The C * -algebra uB 2 u * is what we call a perturbation of B 2 by u. With this nomenclature we are trying to prove that, in the cases mentioned above, almost always we can perturb one C * -subalgebra a little bit in such a way that the intersection with the other one is the smallest possible.
Roughly speaking, the idea behind is to show that the complement of ∆(B 2 , B 2 ) can be locally parametrized with strictly fewer variables than dim U(M N ) = N 2 . Thus, the complement of ∆(B 1 , B 2 ) is, topologically speaking, small.
We start with some definitions. The group U(B 1 ) acts on * -SubAlg(B 1 ) via (u, B) → uBu * and the equivalence relation on * -SubAlg(B 1 ) induced by this action will be denoted by ∼ B 1 . Specifically, we have
We denote by [B] B 1 the ∼ B 1 -equivalence class of a subalgebra B in * -SubAlg(B 1 ). 
where x i is taken in the unit ball of 
) and a unitary u in U(B 1 ) such that lim n u n − u = 0. We need to show
Take n 0 such that u n − u < ε/2 for all n ≥ n 0 . For any b in the unit ball of B and any n ≥ n 0 , we have
Thus, for n ≥ n 0 sup
and sup Notation 4.4. Whenever we take commutators they will be with respect to the ambient algebra M N , in other words for a subalgebra A in
Recall that C(A) denotes the center of A i.e.
C(A)
Proposition 4.5. For any B 1 in * -SubAlg(M N ) and for any B in * -SubAlg(B 1 ), we have 
where in the second equality we used u * bu lies in B. In conclusion uGu
As a result Stab(B 1 , B)/G is a Lie group. The next step is to show Stab(B 1 , B)/G is finite. Decompose B as
where for all i there is k i such that for 1 ≤ j ≤ J i , B(i, j) is * -isomorphic to M k i . For the rest of our proof we fix a family, β(i, j) :
An element u in Stab(B 1 , B) defines a * -automorphism of B by conjugation. As a consequence, Propositions 2.1 and 2.2 imply there are permutations σ i in S J i and unitaries
where
ψ σ i is a * -automorphism in Aut(B) (the maps ψ depends on the family of * -isomorphisms β(i, j) we fixed earlier). Equation (1) is telling us important information. Firstly, that ψ extends to an * -isomorphism of B 1 and most importantly, this extension is an inner * -automorphism. 
Now we focus our efforts on Y (B 2 ; B).
is a finite disjoint union of embedded submanifolds of U(M N ). For each one of these submanifolds there is u ∈ Y (B 2 ; B) such that the submanifold's dimension is
Using Proposition 4.5 the later equals
Proof. We'll define an action on Y (B 2 ; B) which will partition Y (B 2 ; B) into a finite number of orbits, each orbit an embedded submanifold of dimension (2) for a corresponding unitary. Define an action of
For u ∈ Y (B 2 ; B) let O(u) denote the orbit of u and let O denote the set of all orbits. To prove O is finite consider the function
Firstly, we need to show ϕ is well defined. Assume u 2 ∈ O(u 1 ) and
Now we prove each orbit is an embedded submanifold of
we deduce the group Stab(u) is isomorphic to As we mention at the beginning of this section, in order to prove Theorem 4.1, we need to parametrize each Z(B 1 , B 2 ; [B] B 1 ) with a number of coordinates less than N 2 . The number of coordinates will be given by d(B). Thus the next step is to show that, under the hypothesis of Theorem 4.1, we have d(B) < N 2 for B = C. We will later see that it suffices to show d(B) < N 2 for B = C and B abelian. Before we proceed, we recall definition of multiplicity of of a representation. The following lemma combines Lemma III.2.1 in [5] and Theorem 11.9 in [14] .
Lemma 4.9. Suppose ϕ : A 1 → A 2 is a unital * -homomorphism and A i is isomorphic to
. . .
We call this the matrix of partial multiplicities. In the special case when ϕ is a unital * -representation of A 1 into M N , µ is a row vector and this vector is called the multiplicity of the representation. One constructs µ as follows: decompose A p as
, where p is a minimal projection in A 1 (j). Clearly, π is injective if and only if for all j there is i such that µ[i, j] = 0.
Furthermore, the C * -subalgebra
for the corresponding matrices.
Our next task is to show d(B) < N 2 , for abelian B = C. We prove it by cases, so let us start.
To prove the result it is enough to show there are positive integers (m (1), . . . m(l)) such that
Multiplying by k and using
is a positive integer whose value we name m(j). From
we conclude k = l j=1 n j m(j). Proposition 4.11. Assume B 1 and B 2 are simple. Take B = C an abelian unital C * -subalgebra of B 1 , that is unitarily equivalent to a C * -subalgebra of
Using Corollary 4.6 and Proposition 4.7, we may take u in Y (B 2 , B) such that d(B) equals the sum of the following terms,
Hence
Factoring the term
On the other hand, using , which is clearly positive (recall that m 1 ≥ 2 and m 2 ≥ 2 since B 1 = M N and B 2 = M N ). Therefore, equation (4) is equivalent to
and each m(i) is positive. In the nonsimple case in Theorem 4.1, we will need some minimization lemmas to show d(B) < N 2 , for abelian B = C. A straightfroward use of Lagrange multipliers proves the following lemma, and the one after that is even more elementary.
Lemma 4.12. Fix a positive integer n and let r 1 , . . . , r n be positive real numbers. Then
where the minimum is taken over all n-tuples of real numbers that sum up to 1.
) Assume one of the following cases holds:
(
where k ≥ 2.
Then for any B = C an abelian unital C * -subalgebra of B 1 that is unitarily equivalent to a C * -subalgebra of B 2 , we have that d(B) < N 2 .
Proof.
is the sum of the following terms:
Write
Since the sum of the ranks appearing in (5) is N, we have m
we must have
for all 1 ≤ j ≤ l. Hence there are nonnegative numbers α i,j and β i,j such that
Thus, there are positive numbers γ j , (1 ≤ j ≤ l), such that l j=1 γ j = 1 and m(j) = γ j N. It will be important to notice that γ j > 0 for all 1 ≤ j ≤ l ( otherwise B is not a unital C * -algebra of M N ). In consequence,
Case (1). B 2 is simple, let us say it is * -isomorphic to M k 2 . In this case
is just one number and we must have m 2 k 2 = N. Notice that m 2 ≥ 2, since by our standing assumption,
From Lemma 4.12, we deduce
Thus, it suffices to show
Since
From Lemma 4.12 we obtain
Now we use the constraints on the variables γ j and β i,j . First of all we have β 1,j + β 2,j = 1 for all 1 ≤ i ≤ l. Thus, r simplifies to
We also have
Indeed, since all blocks of B are one dimensional, we must have
But kb 2,j = β 2,j m(j) = β 2,j γ j N, which implies (10). The final constraint is j=1 γ j = 1. Now we make the change of variables q j := γ j β 2,j and r becomes
Letting γ = (γ 1 , . . . , γ l ) and q = (q 1 , . . . , q l ) and using the CauchySchwartz inequality, we get
Set x = γ , y = q . Notice that 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1/2. Take
apply Lemma 4.13 to get
Now we will rule out equality. Assuming, for contradiction, r = 1 4 − 1 4k 2 , we must have equality in the instince of the Cauchy-Schwartz inequality. Hence q = zγ for some real number z. Summing over the coordinates we deduce z = 1/2 and then, for all 1 ≤ j ≤ l,
Since γ j > 0 we can cancel and get β 2,j = 1/2. Thus, using the original formulation (9) of r, we get
which is strictly less that 1/4 − 1/(4k 2 ), because k ≥ 2, l ≥ 2, all γ j are strictly positive and
Arguing as we did before for m 1 (i), we have m 2 (i) = 1, for all 1 ≤ i ≤ l 2 . Hence
From Lemma 4.12 we deduce
Since l 1 ≥ 2 and l 2 ≥ 3 we can cancel the term 1 −
in the above equation and finish the proof as in the previous case. Lemma 4.15. Take B = C a unital C * -subalgebra of B 1 that is unitarily equivalent to a C * -subalgebra of
Proof. Assume B is * -isomorphic to M k and let m denote the multiplicity of B in M N . Thus we must have km = N. Take a unitary u in the submanifold of maximum dimension in Y (B 2 ; B), so that d(B) is the sum of the terms
and let v lie in the submanifold of maximum dimension in Y (B 2 , C) so that d(C) is the sum of the terms
Clearly, S 4 (B) = 1 − k 2 . We write
From definition of multiplicity and the fact that it is invariant under unitary equivalence we get
From Lemma 4.9 and equation (11) we get
. Now it is the turn of C. To ease notation let
Notice that x 1 + x 2 = k. We claim
Furthermore using (12) we obtain
k 2 dim U(B 1 ). Hence our claim follows from definition of S 1 (C). Similarly
Lastly from µ(M N , C) = [mx 1 , mx 2 ] and mk = N we get
. (13) Using the description of each summand we have that left hand side of (13) equals
The right hand side of (13) equals
But x 1 and x 2 are strictly positive, because C is a unital subalgebra of B. Hence we can cancel x 2 1 + x 2 2 − 1 and finish the proof by using that 1 − δ(B)
2 < 0 and the assumption dim U(
We recall an important perturbation result that can be found in Lemma III.3.2 from [5] .
Lemma 4.16. Let A be a finite dimensional C * -algebra. Given any positive number ε there is a positive number δ = δ(ε) so that whenever B and C are unital C * -subalgebras of A and such that C has a system of matrix units {e C (s, i, j)} s,i,j , satisfying dist(e C (s, i, j), B) < δ for all s, i and j, then there is a unitary u in U(C * (B, C)) with u − 1 < ε so that uCu * ⊆ B. 
for all k, u k B 2 u * k ∩ B 1 / ∈ N . On the other hand, let ε > 0 be such that π (N ε (1 B 1 ) ) ⊆ β(N ). Let {e k (s, i, j)} 1≤s≤l,1≤i,j≤ks denote a system of matrix units for
Since B 2 is finite dimensional, passing to a subsequence if necessary, we may assume that lim k f k (s, i, j) = f (s, i, j), for all s, i and j. Using property (1) of the sequence (u k ) k≥1 , we deduce
Hence the element e(s, i, j) = u 0 f (s, i, j)u * belongs to u 0 B 1 u * 0 ∩B 1 = B. Use Lemma 4.16 and take δ 1 positive such that whenever C is a subalgebra in * -SubAlg(B 1 ) having a system of matrix units {e C (s, i, j)} s,i,j satisfying dist(e C (s, i, j), B) < δ 1 , for all s, i and j, then there is a unitary Q in U(B 1 ) such that Q − 1 B 1 < ε and QCQ * ⊆ B. Take k such that e k (s, i, j) − e(s, i, j) < δ 1 for all s, i and j. This implies dist(e k (s, i, j), B) < δ 1 for all s, i and j. We conclude there is a unitary 
But the latter contradicts property (2) of (u k ) k≥1 . 
is an homeomorphism.
Since G/H is a manifold of dimension d 1 , we may assume there is a continuous injective map 
We note that q(u 0 ) = 1, q(u) lies in G and that the map u → q(u) is continuous. The main property of q(u) is that
Indeed, for u in
On the other hand, by definition of q(u) we have
As a consequence, π(v) = π(q(u)) i.e. v * q(u) belongs to Stab(B 1 , B) which is just another way to say (15) holds. At last we are ready to find r. Continuity of the map u → q(u) gives a positive δ 3 , less that δ 2 , such that q(u) −1 <
The first thing we notice is that q(u)
) and a standard computation, using
, shows q(u) * u − u 0 < δ 1 . Hence we are allowed to take
It is clear that Ψ is continuous. Now we show Ψ is injective. If Ψ(u 1 ) = Ψ(u 2 ), for two element u 1 and u 2 in Z(B 1 , B 2 ; [B] B 1 ), then
From (16) and definition of q(u) it follows that q(u 1 ) = q(u 2 ) and from equation (17) we conclude u 1 = u 2 .
Proposition 4.21. Take B a unital C * -subalgebra of B 1 such that it is unitarily equivalent to a C * -subalgebra of B 2 . Fix an element u 0 in  Z(B 1 , B 2 ; [B] B 1 ) .
There is a positive number r and a continuous injective function
.
The proof of Proposition 4.21 is similar to that of Proposition 4.20, so we omit it.
We now begin showing density in U(M N ) of certain sets of unitaries.
Lemma 4.22. Assume B 1 and B 2 are simple. If B = C is a unital C * -subalgebra of B 1 and it is unitarily equivalent to a C * -subalgebra of
c is dense.
Proof. Firstly we notice that dim 
By the Invariance of Domain Theorem, the image of this map must be open in R N 2 . But this is a contradiction since the image is contained in R du and
Assume one of the following cases holds:
Then for any B = C unital C * -subalgebra of B 1 such that it is unitarily equivalent to a C * -subalgebra of Definition 4.24. On * -SubAlg(B 1 )/ ∼ B 1 we define a partial order as follows:
Proposition 4.25. For any B in * -SubAlg(B 1 ),
Lemma 4.26. Assume one of the following conditions holds:
Take B a unital C * -subalgebra of B 1 such that it is unitarily equivalent to a C * -subalgebra of
Proof. We proceed by contrapositive. Thus, assume Z( At last we can give a proof of Theorem 4.1.
Proof of Theorem 4.1. A direct computation shows that
is dense. Hence ∆(B 1 , B 2 ) is dense.
Primitivity
During this section, unless stated otherwise, A 1 = C and A 2 = C denote two nontrivial, separable, residually finite dimensional C * -algebras. Our goal is to prove A 1 * A 2 is primitive, except for the case A 1 = C 2 = A 2 . Two main ingredients are used. Firstly, the perturbation results from previous section. Secondly, the fact that A 1 * A 2 has a separating family of finite dimensional * -representations, a result due to Excel and Loring, [7] .
Before we start proving results about primitivity, we want to consider the case C 2 * C 2 . This is a well studied C * -algebra; see for instance [3] , [12] and [13] . It is known that C 2 * C 2 is * -isomorphic to the C * -algebra of continuous M 2 -valued functions on the closed interval [0, 1] , whose values at 0 and 1 are diagonal matrices. As a consequences its center is not trivial. Since the center of any primitive C * -algebra is trivial, we conclude C 2 * C 2 is not primitive.
Definition 5.1. We denote by ι j the inclusion * -homomorphism from A j into A 1 * A 2 . Given a unital * -representation π : A 1 * A 2 → B(H), we define π (1) = π • ι 1 and π (2) = π • ι 2 . Thus, with this notation, we have π = π (1) * π (2) . For a unitary u in U(H) we call the * -representation π (1) * (Ad u • π (2) ), a perturbation of π by u.
where (π
Our first goal is to perturb a given finite dimensional * -representation of A 1 * A 2 into an irreducible one. Of course, the example C 2 * C 2 shows that in general this can't be done so we have to find conditions that guarantee it. We start with the case A 1 and A 2 finite dimensional and later, built on the finite dimensional case, we continue with the residually finite dimensional case. For the finite dimensional case crucial information is given by the ranks of minimal central projections on A 1 and A 2 . The RCP condition for ρ, of course, is really about the pair of representations (ρ (1) , ρ (2) ). However, it will be convenient to express it in terms of A 1 * A 2 . In any case, the following two lemmas are clear. The following is clear from Lemma 4.9.
Lemma 5.6. Assume A is a finite dimensional C * -algebra * -isomorphic to The next lemma will help us to prove that the RCP condition is easy to get.
Lemma 5.7. Assume A is a finite dimensional C * -algebra and π :
For any nonnegative integers q(1), . . . , q(l) there is a finite dimensional unital * -representation ρ : A → B(K) such that
The next lemma takes slightly more work and is essential to our construction.
Lemma 5.8. Assume A 1 and A 2 are finite dimensional. Given a unital finite dimensional * -representation π : A 1 * A 2 → B(H), there is a finite dimensional Hilbert spaceĤ and a unital * -representation
such that π ⊕π satisfies the RCP condition.
Proof. For i = 1, 2, let l i = dim C(A i ), let A i be * -isomorphic to
Take n i = lcm(n i (1), . . . , n i (l i )) and integers r i (j), such that r i (j)n i (j) = n i , for 1 ≤ j ≤ l i . Take a positive integer s such that sr i (j) ≥ m i (j) for all i = 1, 2 and 1 ≤ j ≤ l i . Use Lemma 5.7 to find a unital finite dimensional * -representation ρ i :
Letting κ i denote the restriction of π (i) ⊕ ρ i to C(A i ), from Lemma 5.6 we have
The * -representations (π (1) ⊕ ρ 1 ) and (π (2) ⊕ ρ 2 ) are almost what we want, but they may take values in Hilbert spaces with different dimensions. To take care of this, we take multiples of them. Let
and consider the Hilbert spaces (H ⊕ K i ) ⊕k i , whose dimensions agree
and there is a unitary operator
. Letσ i denote the restriction of σ i to C(A i ). From Lemma 5.6 we have
The purpose of the next definition and lemma is to emphasize an important property about * -representations satisfying the RCP. Definition 5.9. A * -representation π : A 1 * A 2 → B(H) is said to be densely perturbable to an irreducible * -representation, abbreviated DPI, if the set
is norm dense in U(H). Here the commutants are taken with respect to B(H).
The next lemma shows that any * -representation satisfying the RCP is DPI.
Lemma 5.10. Assume A 1 and A 2 are finite dimensional C*-algebras and (dim(
, with H finite dimensional, satisfies the Rank of Central Projections condition, then ρ is DPI.
Proof. Since (dim(A 1 ) − 1)(dim(A 2 ) − 1) ≥ 2, and after interchanging A 1 and A 2 , if necessary, one of the following must hold: (1) A 1 and A 2 are simple, (2) dim C(A 1 ) ≥ 2 and A 2 is simple,
In case (1), take
and notice that in all four cases ∆(B 1 , B 2 ) ⊆ ∆(ρ). By Theorem 4.1, the set ∆(B 1 , B 2 ) is dense in all the four cases.
A downside of the DPI property is that it is not stable under direct sums. However, it is stable under perturbations.
) is also DPI. Indeed, this follows from the identity
From Lemma 5.8 we obtain the following.
Lemma 5.12. For any unital finite dimensional * -representation π :
Proof. The assumption (dim(A 1 ) −1)(dim(A 2 ) −1) ≥ 2 implies there is a unital finite dimensional * -representation ϑ : 
. In order to show π ⊕π is DPI we just need to show that, for i = 1, 2, (π ⊕π)
The proof of next lemma is a standard approximation argument and we omit it. Proposition 5.13. Let A 1 and A 2 be two unital C * -algebras. Given a non zero element x in A 1 * A 2 and a positive number ε, there is a positive number δ = δ(x, ε) such that for any u and v in U(H) satisfying u − v < δ and any unital * -representations π :
Here is our main theorem.
Theorem 5.14. Assume A 1 and A 2 are unital, separable, residually finite dimensional C * -algebras with (dim(
Proof. By the result of Exel and Loring in [7] , there is a separating sequence (π j : A 1 * A 2 → B(H j )) j≥1 , of finite dimensional unital * -representations. For later use in constructing an essential representation of A 1 * A 2 , i.e., a * -representation with the property that zero is the only compact operator in its image, we modify (π j ) j≥1 , if necessary, so that that each * -representation is repeated infinitely many times.
By recursion and using Lemma 5.12, we define a sequencê
of finite dimensional unital * -representations such that, for all k ≥ 1, ⊕ k j=1 (π j ⊕π j ) is DPI. Let π := ⊕ j≥1 π j ⊕π j and H := ⊕ j≥1 H j ⊕Ĥ j . To ease notation, for k ≥ 1, let π [k] = ⊕ k j=1 π ⊕π. Note that we have π(A 1 * A 2 ) ∩ K(H) = {0}. Indeed, if π(x) is compact then lim j (π j ⊕ π j )(x) = 0, since each representation is repeated infinitely many times and we are considering a separating family we get x = 0.
We will show that given any positive number ε, there is a unitary u on U(H) such that u − id H < ε and π (1) * (Ad u • π (2) ) is both irreducible and faithful. To do this, we will to construct a sequence (u k , θ k , F k ) k≥1 where:
(a) For all k, u k is a unitary in U(⊕ k j=1 H j ⊕Ĥ j ) satisfying
(b) Letting
the unital * -representation of A 1 * A 2 onto B ⊕ k j=1 H j ⊕Ĥ j , given by
is irreducible. (c) F k is a finite subset of the closed unit ball of A 1 * A 2 and for all y in the closed unit ball of A 1 * A 2 there is an element x in F k such that
(d) If k ≥ 2, then for any element x in the union ∪ k−1 j=1 F j , we have
We construct such a sequence by recursion.
Step 1: Construction of (u 1 , θ Step 2: Construction of (u k+1 , θ k+1 , F k+1 ) from (u j , θ j , F j ), 1 ≤ j ≤ k. First, we are prove there exists a unitary u k+1 in U(⊕ k+1 j=1 H j ⊕Ĥ j ) such that u k+1 −id ⊕ k+1 j=1 H j ⊕Ĥ j < ε 2 k+2 , the unital * -representation of A 1 * A 2 into B ⊕ k+1 j=1 H j ⊕Ĥ j defined by θ k+1 := (θ k ⊕ π k+1 ⊕π k+1 )
(1) * (Ad u k+1 • (θ k ⊕ π k+1 ⊕π k+1 ) (2) ) (23) is irreducible and for any element x in the union ∪ k j=1 F j , the inequality θ k+1 (x) − (θ k ⊕ π k+1 ⊕π k+1 )(x) < 1 2 k+1 , holds. By Remark 5.11, θ k ⊕ π k+1 ⊕π k+1 is DPI so Proposition 5.13 assures the existence of such unitary u k+1 . Notice that, from construction, conditions (18) and (22) are satisfied. A consequence of (20) and (19) is θ k+1 = π (1) [k+1] * (Ad U k+1 • π (2) [k+1] ). Finite dimensionality of ⊕ k+1 j=1 H j ⊕Ĥ j guarantees the existence of a finite set F k+1 contained in the closed unit ball of A 1 * A 2 satisfying condition (21). This completes Step 2. Now consider the * -representations
We now show there is a unital * -representation of σ : A 1 * A 2 → B(H), such that for all x in A 1 * A 2 , lim k σ k (x) − σ(x) = 0. If we extend the unitaries u k to all of H viaũ k = u k ⊕ j≥k+1 id H j ⊕Ĥ j , then we obtain
whereŨ k =ũ k · · ·ũ 1 . Thanks to condition (18), we have
and for l ≥ 1
Hence, Cauchy's criterion implies there is a unitary u in U(H) such that the sequence (Ũ k ) k≥1 converges in norm to u and u − id H < We will show σ(x) ∈ N T (ξ 1 , . . . , ξ n ; ε). To ease notation let ξ i = ξ. From (28), (29), (30) and (31), we deduce T ξ − σ(x)ξ ≤ T ξ − P k 1 T P k 1 ξ + P k 1 T P k 1 ξ − σ k 1 (a)ξ + σ k 1 (a)ξ − σ(x)ξ < 3ε 2 3 + σ k 1 (a)ξ − σ(x)ξ . For any p ≥ 1 we have
Thus, from (28), (31), (32), (24) and (22) we deduce
We conclude σ(x) lies in N T (ξ 1 , . . . , ξ n ; ε). An application of Choi's technique (see Theorem 6 in [4] ) will give us faithfulness of σ. Indeed, from construction, for all x in A, σ(x) = lim k σ k (x). Thus if each σ k is faithful then so is σ. But faithfulness of σ k follows from the commutativity of the following diagram
(where π C denotes the quotient map onto the Calkin algebra), which in turn is implied by (24).
To obtain the following corollary, see Lemma 3.2 of [1] .
Corollary 5.15. Assume A 1 and A 2 are nontrivial residually finite dimensional C * -algebras with (dim(A 1 ) − 1)(dim(A 2 ) − 1) ≥ 2. Then A 1 * A 2 is antiliminal and has an uncountable family of pairwise inequivalent irreducible faithful * -representations.
We finish with a corollary derived from Lemma 11.2.4 in [6] . 
