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Abstract
Wind energy, although mostly a clean and increasingly efficient energy source, is known
to affect communities of flying vertebrates. Mortality by collision with turbines is one
of the main impacts on birds and bats associated with wind energy. Soaring birds are
particularly vulnerable due to their collision prone behaviours, low manoeuvrability, and
their slow population recovery rates. The focus of this thesis is on the identification of
areas that are intensively used by soaring birds in order to inform wind turbine placement
and minimize collision risk.
This thesis is particularly concerned with predictions of bird-use intensity that are based
on flight trajectories mapped by observers from vantage points. This survey technique is
standard practice during the environmental impact assessment of wind energy facilities,
although its virtues and limitations are largely untested. Flight trajectories are counted,
timed and mapped during these surveys. However, most assessments ignore the spatial
information contained in the trajectories, and mappings are often reduced to metrics such
as closest distance to a turbine or whether a particular habitat is visited. In this thesis,
I use visual mappings of flight trajectories to estimate the long-term distribution of bird
activity using: i) a kernel density estimator adapted to calculate the density of flight
trajectories, and ii) modelling flights as being driven by a stochastic process under the
influence of a potential field. Acknowledging the subjectivity introduced in the mapping
of trajectories by field observers, I also study the discrepancy between mapped and true
trajectories. Finally, I showcase the application of the various analytical techniques with
a case study, in which I compare collision risk predictions with actual observed fatalities
at a wind farm in South Africa.
Kernel density estimation proved to be a good exploratory technique, and the estimator
designed to estimate trajectory density outperformed other methods that ignore the
temporal structure in trajectory data. Nevertheless, kernel methods are limited by its
inability to predict bird activity outside areas observed from vantage points. Potential-
based models allowed predictions in unobserved areas based on landscape characteristics,
and showed promising results identifying areas of high collision risk. I found that the
iii
difference between true and mapped trajectories can be substantial, and it should be
accounted for in any spatial analysis of vantage point observations.
Although based on a single study case, the results are promising and show that the
spatial distribution of collision risk predicted with the suite of methods presented in
this thesis correlates well with the distribution of observed fatalities. The framework
proposed to predict collision risk improves existing procedures in that it uses movement
and spatial information contained in the observed trajectories. In addition, it accounts
for all known sources of uncertainty throughout the modelling process.
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Chapter 1
Introduction
Understanding the distribution of organisms in space and time, as well as their move-
ments, is a central issue in ecology and wildlife conservation (Levin et al., 2009; Ovaskainen
et al., 2016). Being able to anticipate the location of organisms allows a better manage-
ment of human activity, and reduces the negative effects of our technological achieve-
ments on ecological systems. Impacts associated with wind energy production on avian
populations are an example of conflicting interactions between human development and
wildlife. Collision with turbine blades and displacement (by either exclusion or obstruc-
tion to movement) from areas occupied by infrastructure are the main threats associated
with wind energy production (Drewitt & Langston, 2006). In this context, understand-
ing the distribution and abundance of birds, would contribute to the sustainable growth
of a renewable and efficient energy source that has a low carbon footprint.
The distribution of wildlife populations can be studied at different levels. Individual
animals make choices during their daily activities that produce emerging patterns at
the population level. For example, Ovaskainen et al. (2016) show how different move-
ment modes of individual butterflies result in butterfly populations to be concentrated
in meadows, and not in forests. In other words, systematic behaviours of individuals
produce emerging patterns at the population level. In general, both, extrapolating from
individual behaviour to population patterns and vice versa is problematic, and the best
approach to take depends on the question at hand. Research has shown that wildlife
and wind energy interactions are driven, not only by bird or wind turbine abundance,
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but also by specific behaviours that make certain species more vulnerable than others
(Schuster et al., 2015). In this sense, studying population level distribution or abundance
of birds may provide only a partial picture of the mechanisms leading to collisions or
displacement. In contrast, studying behaviour from the point of view of the individual
bird, could target the right questions to understand how birds are exposed to wind energy
impacts (Ferrer et al., 2012; Sur et al., 2018).
Although not the main focus of this thesis, telemetry is intimately linked to the study
of animal movement and behavioural research, and therefore, the topic will be touched
upon occasionally. There exist different bird-borne telemetry systems, such as: Global
Positioning System (GPS), Argos or very high frequency radio (VHF). Throughout this
text I will refer mostly to GPS technology when talking about telemetry, unless stated
otherwise. Modern tracking technology allows the study of animal movement by ac-
quiring location data with increasing accuracy and definition (higher acquisition rates).
Telemetry is uncovering key aspects of bird movement that help managers design general
strategies to minimize the exposure of birds to wind energy development (e.g. Katzner
et al., 2012; Reid et al., 2015; Poessel et al., 2018). This technological advent has also
raised interest on a breadth of analytical techniques that can be applied to investigate
animal movement and population redistribution (Ovaskainen et al., 2016).
However, despite its rapid development, telemetry devices cannot always be deployed
efficiently to investigate the potential negative effects of particular wind energy projects
on local bird populations (Hebblewhite & Haydon, 2010; Katzner et al., 2016a). The
main reasons for telemetry being impractical at this scale are: i) the costs associated
with tracking the multiple species that may be affected by a single wind energy project,
and ii) the project development time frames not being long enough for this type of study.
Notably, a different type of telemetry, radar, is a promising tool for accurately capturing
bird flight paths (May et al., 2017). However, its use has been limited to a few cases
due to its high deployment costs (Katzner et al., 2016a). Because it is believed that
local environmental conditions are the main drivers of bird collisions and displacement,
environmental impact practitioners resort to visual surveys of bird activity from vantage
points to collect movement information at the wind farm level (Strickland et al., 2011;
Jenkins et al., 2015; Katzner et al., 2016a). Visually-observed flight trajectories contain
movement and behavioural information, yet no attempts have been made to analyse
these data within a movement ecology framework. This thesis aims at filling this gap.
Bird-borne telemetry devices typically collect data constantly (i.e. with a constant or
nearly constant frequency) over longer periods of time than vantage point surveys do.
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The accuracy of telemetry devices on the location of birds is also superior to that of
visual observers. However, vantage point surveys are logistically simpler to implement,
they are more flexible in terms of the species they target, multiple species may be studied
at the same time, in the precise location where data is needed, and it is a survey method
that is not invasive to the birds. In this manuscript, I explore the potential of visually
mapped trajectories to predict bird behaviour and assess wind farm impacts on avian
communities. Vantage point surveys are the industry standard method to collect bird
movement information; and therefore, developing analytical methods for these surveys
is critical for a more sustainable development of wind energy. Vantage point surveys
are the main focus of this thesis, although the techniques presented here could easily be
adapted for the analysis of telemetry data, should it be available.
1.1 Birds and wind energy
In 2019, renewable energy accounted for more than a quarter of the total electricity
generation in the World (REN21, 2019). Technological advances have made wind and
solar energy more competitive than ever before, now being cheaper than fossil fuel based
alternatives. The share of renewable energy technologies is expected to grow even larger,
as experts warn that the world is behind schedule to meet the target of limiting global
temperature increase to less than 1.5 ◦C (UNFCCC, 2015). Wind energy is the second
most important renewable energy source, in terms of capacity installed, only behind
hydropower (REN21, 2019). Commercial-scale wind energy production developed in the
1980’s in the United States (Kaldellis & Zafirakis, 2011) and in 2019 it accounts for
around 5.5 % of the total energy produced in the World.
Being at the forefront of climate change mitigation, it is necessary to consider some
ecological impacts associated with wind energy production. In the late 1980’s the first
bird fatalities produced by collisions with wind turbines were reported in the United
States (see Erickson et al., 2001, and references therein). Numerous fatalities related
mostly to Red-tailed Hawk Buteo jamaicensis, American Kestrel Falco sparverius and
Golden Eagle Aquila chrysaetos in Altamont Pass, California, lead to closer scrutiny of
other wind farms worldwide. Shortly after, in the 1990’s, high numbers of collisions of
Griffon Vulture Gyps fulvus and Common Kestrel Falco tinnunculus with wind turbines
were reported in Tarifa and Navarra, Spain (see Langston & Pullan, 2003, and refer-
ences therein). Later, between 2000-2010 a significant reduction of the population of
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White-tailed Eagles at the Smøla archipelago occurred after the construction of a wind
energy facility (Bevanger et al., 2010). From the 13 eagle pairs present in the vicinity
of the Smøla wind power plant in 2005, only four remained in 2010. This reduction
was produced by both collision mortality and displacement. Other important cases have
been reported; for example collisions of Egyptian Vultures Neophron percnopterus in
Tarifa (Carrete et al., 2009) and Griffon Vulture in Castellón, both in Spain (Mart́ınez-
Abráın et al., 2012). In South Africa, only the results of two years of monitoring of eight
wind farms have been reported to date (Ralston-Paton et al., 2017; Perold et al., 2020),
and they raise some concern about the number of fatalities of Verreaux’s Eagle Aquila
verreaxii, Black Harrier Circus maurus and Jackal Buzzard Buteo rufofuscus.
Despite these alarming numbers, most wind energy facilities around the world are con-
sidered relatively safe for birds (Drewitt & Langston, 2006). Put into perspective, the
number of birds killed by wind turbines are small compared to other human activities
(Loss et al., 2015). These assertions, however, must be taken cautiously, because mor-
tality data come mostly from some wind farms located in Europe and North America
(Arnett et al., 2007; Thaxter et al., 2017; Loss et al., 2019). There is also uncertainty
about what population-level, cumulative and synergistic effects individual wind farms
may have on bird populations (May et al., 2019). However, the few cases analysed to
date point towards populations of long-lived species being sensitive to even small number
of fatalities produced by wind farms, most notably when these species are already en-
dangered or under extraordinary environmental pressure (Carrete et al., 2009; Mart́ınez-
Abráın et al., 2012; Katzner et al., 2016b). Raptors, vultures and other soaring birds
(from now referred to as raptors), account for a small number of fatalities compared
to other bird species; however, they are considered particularly vulnerable to impacts
produced by wind energy (see Schuster et al., 2015). Raptors are typically long-lived,
mature slowly and produce few offspring, making their populations easy to destabilize
by additional mortality.
Collision risk seems to be related to complex interactions between bird behaviour and
particular characteristics of the environment (Schuster et al., 2015). There is some
agreement among experts that concentration of raptors around wind turbines favours
collision risk, for example, along migratory routes (Desholm, 2009; Thaxter et al., 2017)
and roosting or breeding sites (Schuster et al., 2015). However, bird abundance does not
always correlate with number of collisions (de Lucas et al., 2008; Ferrer et al., 2012).
Collisions seem to be associated with particularly distracting behaviours, such as hunt-
ing or interactions with conspecifics (Marques et al., 2014; Schuster et al., 2015). The
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location of the turbine on the landscape may also play a role, because soaring birds rely
on air currents, produced by thermal convection or slope updraughts to sustain their
flights (de Lucas et al., 2012; Marques et al., 2014; Schuster et al., 2015). It is hypo-
thesised that weak updraughts, produced by low temperatures or slow wind speeds, may
decrease manoeuvrability of soaring birds and, therefore, increase the risk of collision
with turbine blades (Barrios & Rodŕıguez, 2004; Schuster et al., 2015).
Several measures to reduce collision risk have been proposed, such as: stopping turbines
on demand when target bird species approach (de Lucas et al., 2012), painting turbine
blades with certain patterns to increase their visibility (Hodos, 2003; Young et al., 2003)
or managing the location of food sources to direct birds’ flights (Mart́ınez-Abráın et al.,
2012). The effectiveness of these measures is site-specific and not extensively tested, and
it is agreed that it is best to avoid placing turbines in those areas that are used by birds
intensively to avoid collisions (Northrup & Wittemyer, 2013; Arnett & May, 2016). This
is achieved at two levels: i) strategic regional plans for wind energy production should
incorporate the distribution of particularly sensitive bird species into the development
plans for the wind energy sector (i.e. at regional scale), and ii) at the wind farm level,
the turbine layout should be optimized to avoid those locations in the landscape that are
most likely to be used by sensitive bird species (i.e. at local scale). Although planning at
the regional scale should prevent major impacts on bird populations, our understanding
of bird distributions is limited, and in practice, bird conservation is not always the first
priority of national or regional administrations. It is then likely that assessments at the
local scale are needed to further prevent impacts on birds.
Data at the local scale are typically collected within the environmental impact assess-
ment of the wind farms (Arnett et al., 2007; Arnett & May, 2016). Visual surveys
are conducted from vantage points to collect information on bird abundance and beha-
viour (e.g. Strickland et al., 2011; Scottish Natural Heritage, 2014; Jenkins et al., 2015).
The basic idea is to place observers at points of good visibility to collect information
about the movements of target bird species that cross the area surrounding the vantage
point, typically up to a distance of 2 kilometres. The information recorded depends
on the objective of the surveys, but typically includes number of birds, time spent fly-
ing around the vantage point and the mapping of flight paths on topographic maps or
ortho-photographs. Because of their flexibility and relatively easy logistics, vantage point
surveys are popular for studying the activity of large soaring birds. However, data cap-
tured in this way are subject to errors in the recorded position and imperfect detection
of birds. In addition, flight paths are often reduced to some point metric of interest,
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such as minimum distance to turbines or to some landscape element, leading to the loss
of important spatial information.
To my knowledge, there are no published studies that analyse collision risk or displace-
ment of birds based on the characteristics of visually recorded flight paths as a whole
(but see Masden et al., 2012, for a case study with radar). Understanding the drivers
of bird movement, helps us understand the decisions made by the bird at each point
in time and space. This mechanistic approach to study movement makes it possible to
identify collision prone situations and avoidance behaviours. In addition, understanding
the structure of errors associated with mapping of flights by human observers, allows
us to account for the added uncertainty in inference drawn from vantage point data.
Techniques used to model dynamical systems, such as stochastic differential equations
or state-space models, widely used in animal movement modelling, prove to be key in
unravelling these complex relationships between animal behaviour, landscape properties
and human perception.
1.2 Vantage point surveys
Vantage point surveys are central to the environmental impact assessment of wind energy
facilities around the world. These surveys are used to study the movements of large,
soaring birds; species with broad home ranges that occur in rather low densities (Bibby
et al., 2000; Hardey et al., 2009). Manuals and guidelines have been published describing
the objectives and implementation of vantage point surveys to assess impacts associated
with wind energy (e.g. Strickland et al., 2011; Scottish Natural Heritage, 2014; Jenkins
et al., 2015). Broadly, from a point of good visibility, an observer records the presence
and activity of all birds that belong to a list of target species. Surveys usually last for
hours and the areas overlooked from the vantage points are large and often heterogeneous
in terms of habitat and topography. Unlike regular point counts, which generally target
small species, during vantage point surveys, large birds in flight can be tracked for several
minutes, recording not only bird occurrence (counts or passage rates), but also movement
paths and behaviours.
It is extremely difficult to keep track of all the vantage point sampling designs and
analyses, because they largely depend on the objectives of each study. In addition, most
environmental impact assessment studies are never published. Taking as a reference what
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has been published in the scientific literature, we see that vantage points are sometimes
used to record those birds that move close to or across turbine rows, without taking into
account fine-scale spatial information about the actual flight trajectory (e.g. Barrios &
Rodŕıguez, 2004; de Lucas et al., 2008; Smallwood et al., 2009). These studies focus
on the occurrence of high risk flights when turbines are already built or at least their
location is known. Alternatively, the focus of vantage point surveys may be in those birds
that fly over some defined plot that might or might not contain turbines (e.g. around the
observer). In this case, observers usually record birds up to a certain distance (usually
less than 1-2 km) (e.g. Hull & Muir, 2013; Dahl et al., 2013; Johnston et al., 2014), but in
some studies observation are conducted without a distance limit (e.g. Walker et al., 2005;
Garvin et al., 2011). Within this approach it is common to record flight trajectories in
addition to abundance, although in practice, trajectories are often reduced to points of
interests for their analysis, such as the point closest to a turbine (Hull & Muir, 2013) or
the point of first observation (Walker et al., 2005).
Counting crossings through turbine rows or over a plot is simple, and the analysis of
these data is typically straight forward. For example, we may use generalized linear
models to associate abundance of flights with environmental conditions, behaviour type
or location of the vantage point, etc (e.g. see Barrios & Rodŕıguez, 2004; Garvin et al.,
2011). However, this approach implicitly assumes a homogeneous distribution of the
activity within observed plots and may be failing to capture information about processes
occurring at finer scale driven by heterogeneous landscape (e.g. topographic slopes within
the plots may be used more often than flat areas). Particularly, in those studies that aim
at making predictions about where collisions may occur in the future, sometimes without
a clear reference of where turbines will be erected, it is desirable to build activity intensity
maps. For example, in pre-construction studies turbines are absent and sometimes their
location is conditioned to the results of environmental impact assessments. Therefore,
fine-scale analysis of space use and selection occurring within the typically large extent of
vantage point survey plots are necessary. That I am aware of, the only published study
that uses full flight trajectories to make a spatial analysis of bird activity was conducted
by Walker et al. (2005). I find that this work illustrates well the methodologies that
I have encountered in (unpublished) environmental impact assessment studies that use
flight trajectories to inform turbine locations.
Walker et al. (2005) recorded flight trajectories of Golden Eagles during the pre-construction,
construction and post-construction periods of a wind farm. A grid was super-imposed
over the flight paths and the length of flights inside each cell was computed. As I un-
7
CHAPTER 1. INTRODUCTION
derstand it, they did not account for spatial or temporal autocorrelation in scores of
contiguous grid cells produced by the same flight running across several cells. Given
that their analysis was mostly exploratory, there is nothing wrong with the methodo-
logy; however, accounting for autocorrelation produced by the movement of the eagles
could produce more complete inference on their use of space. In addition to the grid
analysis, they also sub-sampled the trajectories to obtain locations separated at least 45
minutes. These locations were considered independent from each other and were ana-
lysed using minimum convex polygons and kernel density estimation. Sub-sampling the
data to “make them independent” is a common approach that, although not wrong, does
not use data to their full potential.
It is worth noticing that radar surveillance has also made its way into the research
of birds and wind energy interactions as an alternative to, or to complement, vantage
point surveys (Masden et al., 2012; Liechti et al., 2013; Cabrera-Cruz et al., 2016; May
et al., 2017; Aschwanden et al., 2018; Jenkins et al., 2018). Radar systems can monitor
three-dimensional volumes continuously for long periods of time (night and day) and are
able to provide information on bird location with little error. However, the identifica-
tion of species is not always possible without ground-truthing and the quantification of
birds requires the prior calibration of the radar to match signal strength with bird size
(Schmaljohann et al., 2008; Gürbüz et al., 2015). The method also suffers from certain
bias, such as imperfect probability of detection changing with distance or interference
with ground clutter and background signals, such as insects (Schmaljohann et al., 2008;
Dokter et al., 2013; May et al., 2017). Depending on specific objectives, field deploy-
ment of the equipment might be logistically and economically challenging (Gürbüz et al.,
2015). However, technology is advancing quickly and we may soon see more radar stud-
ies. With them there would be a greater volume of movement data, which could benefit
from similar analytical principles to those expressed in this thesis.
1.3 Animal movement modelling
Biological processes are fundamentally dynamic and mobile organisms move to respond
and adapt to changes in the environment (Nathan et al., 2008). Thus, understanding
movement and the drivers behind movement processes is fundamental to construct a
complete picture of the biological needs and preferences of wildlife. The large volumes of
telemetry data produced in the last decades have made it possible to approach ecological
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questions from the perspective of the moving individual. The result is the establishment
of a branch of ecological research called movement ecology (Nathan et al., 2008), which
is a valuable asset in conservation of biodiversity and environmental impact assessment
(Barton et al., 2015).
Animal movement bouts can be represented by paths, also called trajectories (Calenge
et al., 2009; Turchin, 2015). Movement models investigate the properties of these traject-
ories and due to our limited understanding of animal behaviour, invariably incorporate
a stochastic component (Turchin, 2015; Ovaskainen et al., 2016; Hooten et al., 2017).
Although animal movements describe continuous trajectories, often we can only observe
a sequence of discrete locations at certain times (e.g. GPS tracking devices provide loca-
tions with certain frequency). Thus, for modelling purposes and for convenience, move-
ment trajectories are often represented by a series of steps (Turchin, 2015; McClintock
et al., 2014; Hooten et al., 2017). Thus, movement models can be broadly classified as
describing movement in continuous time or in discrete time, depending on whether they
describe the movement process as evolving continuously in time or at a finite number of
steps.
Modelling these data as a process that occurs in discrete time has some advantages.
Discrete-time models are considered more intuitive to specify and analyse, partly because
practitioners may use well developed time series analytical techniques that are readily
implemented in many statistical packages (McClintock et al., 2014; Hooten et al., 2017).
Another technical advantage of discrete-time models is that the specification of switch-
ing movement behaviours is relatively easy to associate with discrete locations, com-
pared to considering continuous behavioural changes (Langrock et al. 2012; McClintock
et al. 2014; see Blackwell 1997; Johnson et al. 2008; Parton & Blackwell 2017; Michelot
& Blackwell 2019 for examples of continuous-state switching in continuous-time). On
the flip side, movement steps are usually described by step lengths and turning angles
and these are affected by the time between locations. Therefore, inference drawn from
discrete-time models is affected by the sampling frequency of the observation process
and extra care is necessary to ensure that the time scale of the ecological process of
interest matches that of the sampling rate (McClintock et al., 2014; Hooten et al., 2017).
In addition, the observation of locations along trajectories often occurs at irregular time
periods, which requires regularizing the data before fitting discrete time models.
Continuous-time models are often regarded as being technically more challenging to
understand than discrete-time models, because they are based on stochastic differential
equations, which may be elusive to ecologists and conservation practitioners (McClintock
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et al., 2014). However, continuous-time models offer important advantages. Perhaps,
the most important one is that inference from these models is robust to the process
by which movement trajectories are observed (McClintock et al., 2014; Hooten et al.,
2017). Continuous-time models accommodate irregularly-sampled data, without the
need of pre-processing and facilitate the comparison of inference drawn from different
studies. Continuous-time models are also considered to run faster than their discrete-
time counterparts (McClintock et al., 2014); however, in practice, I find this to be highly
dependent on the purposes of the modelling, the software available and the coding skills
of the modeller. Another characteristic attributed to continuous-time models is that
they usually impose heavier correlation between speed and directional persistence than
discrete-time models (McClintock et al., 2014). This is because discrete-time models
consider the distribution of step lengths to be independent from the distribution of
turning angles, while in continuous time models speed and directional persistence are
usually correlated (McClintock et al. 2014, but see Parton & Blackwell 2017).
Although identification of different behaviours would certainly be an interesting avenue to
explore, in this thesis, I will be particularly concerned with inference about the intensity
with which different areas are used by birds. Perhaps the most popular discrete-time
models that link animal movement to the distribution of resources in the landscape are
step selection functions (SSF, e.g. Fortin et al. 2005; Avgar et al. 2016). In essence,
these models compare the locations selected by the animal (i.e. observed locations) with
a sample of locations taken in the vicinity of those observed (i.e. available locations).
Comparing the resources present at observed vs. available locations we may learn about
resource selection. In continuous-time, selective use of space (e.g. resource selection)
may be investigated using potential functions (Brillinger et al., 2002; Preisler et al.,
2013; Russell et al., 2018). These models consider that the animal moves on a surface,
which is referred to as potential surface, and the motion is governed by Newtonian
physics (i.e. gravity pulls the bird downwards). Thus, the gradient of the potential
surface influences the movement of the animal, who is directed towards points of low
potential. The objective is to understand whether the position of certain elements of the
landscape corresponds to areas of low potential, indicating selection, or to areas of high
potential, indicating avoidance.
Throughout this thesis I will be particularly concerned with potential-based models. I
choose to model movement in continuous-time because integrating data coming from
different sources, sampled at different, and potentially irregular intervals, will be im-
portant. Trajectories observed from vantage points can be captured with an arbitrarily
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small frequency and very often raw data are in the form of continuous trajectories (i.e.
trajectories physically drawn on paper maps). Some form of discretization is necessary
when digitizing data, but otherwise we may consider these trajectories to be continuous.
Therefore, a continuous-time description of the movement process seems more natural.
Potential-based movement models
Potential-based movement models are a type of diffusion models, which are charac-
terized by incorporating a stochastic process called Brownian motion (Nelson, 2001;
Särkkä & Solin, 2019). A Brownian motion is a stochastic process with state Bt, at
time t, and evolves continuously in time, with independent increments that have a
Gaussian distribution, such that the increment from time s to time t has distribution
Bt−Bs ∼ N(0, (t−s)I), where the vector 0 and the identity matrix I have the appropriate
and matching dimensions. Throughout the thesis, I assume that Bt is two-dimensional
and so are the zero vector and identity matrix. In the context of animal movement, if an
animal moves according to a Brownian motion it implies that its location can be repres-
ented by a random vector Xt. Once we observe a location Xs at time s, a new location
Xt at time time has a Gaussian distribution with mean Xs and variance σ
2(t− s)I (note
the scaling parameter for the variance that I denote by σ). This formulation assumes
no correlation between the two dimensions of motion, although this can be relaxed by
specifying a covariance matrix instead of a scaling parameter. I assume independence
between dimensions throughout the thesis (at least independence conditional on some
model structure, as we will see), so I will not elaborate on this any further. Because
Xt ∼ N(Xs, σ2(t−s)I), the longer it takes for us to observe the new location (i.e. at time
t), the larger it is our uncertainty on where it is going to happen. Note that we could
equivalently define a distribution for the increment in Xt as Xt−Xs ∼ N(0, σ2(t− s)I).
In the literature, Brownian motion is also referred to as Wiener process, with nota-
tion Wt. I will use the term Brownian motion throughout this text, to emphasize its
relationship with animal movement.
Brownian motion is a useful building block for more complicated models, which are
usually specified as stochastic differential equations (Nelson, 2001; Brillinger et al., 2002;
Särkkä & Solin, 2019). For example, by adding a deterministic component to a Brownian




dXt = µ dt+ σ dBt. (1.1)
In expression 1.1, a small change in the state of the process Xt (e.g. animal location) is
given by a random Gaussian increment with variance σ2 dt and a deterministic increment
µ dt. Both the deterministic component and the variance need not be fixed and may
change with time and the state of the process, such that,
dXt = µ(Xt, t) dt+ σ(Xt, t) dBt. (1.2)
These constructs are extremely flexible and useful for modelling the mechanics of animal
movement. Broadly, the idea is that the drift component µ(Xt, t) induces bias to the
motion that can explain preferential directions of movement, while the diffusion term
σ(Xt, t) controls how stochastic inputs behave over time and state space. One may
then formulate the these terms to test particular hypothesis about animal movement. A
popular approach and one that is used repeatedly in this thesis is the mean-reverting
drift. This functional form considers the system to have a “preferred” state θ and
therefore it tends to stay in, or otherwise revert to, this state. This model is known as
the Ornstein-Uhlenbeck process (Uhlenbeck & Ornstein, 1930) and is formulated as
dXt = β(θ−Xt) dt+ σ(Xt, t) dBt, (1.3)
where β is a parameter that controls the time it takes for the system to revert to its
preferred state, and can be considered to control the attraction towards it. This model
has been used, for example, to represent animal home-range behaviour (Dunn & Gipson,
1977). Under this model the animal moves randomly, but systematically drifts towards a
central point within its territory, defining a Gaussian distribution of activity, centred at
a preferred location (e.g. den, nest, centre of the herd, etc.). More complicated forms can
be defined for the drift term in equation 1.2. For example, the landscape within which the
animal moves may contain different points of attraction or repulsion, defining a potential
surface, with areas of low potential being more attractive than areas of high potential
(Brillinger et al., 2002; Preisler et al., 2013; Russell et al., 2018). These concepts will
also be central throughout this thesis and details will be provided in the corresponding
chapters.
Diffusion models are appealing, firstly because they describe the mechanics involved in
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animal movement and therefore they allow us to understand (and even quantify) the
drivers of movement. In addition, they provide the tools to investigate the properties
of the long-term distribution of animal activity, either by analytically (if possible) or
numerically finding the solution to the stochastic differential equation 1.2, or by simula-
tion.
When animals move, they change their location continuously in time and space. This is
not to say that they move all the time, but that when they do, they move through time
and space continuously. In practice, trajectories can be viewed as sequences of consecut-
ive locations observed at a certain rate. Conceivably, this rate could be infinitely small
(i.e. continuous movement), although this is often impractical. Instead, continuous tra-
jectories are discretized into a finite number of consecutive locations and finite difference
approximations are used, rather than the exact solutions.
Kernel density estimation
Another popular way of looking into long-term activity distributions of moving anim-
als is by using kernel density estimation. This set of techniques considers that areas
more frequently visited in the past, are more likely to be visited in the future (Silver-
man, 1986b). Therefore, looking at the density of observed locations, we may predict
where future locations are likely to occur. The issue then becomes how to calculate
the relative density of observed locations at each point within our study area. To avoid
an uninformative uniform density throughout the whole study area, kernel density es-
timation considers that each observation contributes to the density only in its vicinity.
Furthermore, the density contribution is maximum at the exact location of the observa-
tion and decreases with distance to it. This decrease is given by a kernel function, and
the final density is calculated by averaging over the contributions of the kernels of all
observations. The method is appealing due to its simplicity and because, in principle,
no previous knowledge about the ecological system is needed. However, these virtues
also limit inference to areas where data were observed and extrapolation to other ranges
becomes complicated.
Traditionally, kernel density estimation assumes that data are independent and identic-
ally distributed (Silverman, 1986b; Worton, 1989; Laver & Kelly, 2008). This assumption
is likely violated by animal movement data, which are temporally autocorrelated, espe-
cially when location acquisition rates are small. (Keating & Cherry, 2009) describe a
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method to incorporate temporal variation in kernel density estimates, but do not expli-
citly model temporal autocorrelation. Horne et al. (2007) introduced the use of Brownian
bridges to analyse animal telemetry data. The technique considers the long-term distri-
bution of animal activity to be given by integrating a “running” kernel that moves along
and between observed locations and has larger variance the further away it is from an
observed location. Although this approach solves the problem of serial autocorrelation
in the observations, it aims at estimating the distribution of activity in the past, during
the tracking period, rather than projecting into the future. In other words, it estimates
where the animal could have been during the study period, when it was not observed (i.e.
between observations), but neither the original Brownian Bridge model, nor its exten-
sions, (e.g. Benhamou, 2011; Kranstauber et al., 2012) project these estimates to times
before or after the study period.
The only kernel density estimator, that I am aware of, that incorporates temporal auto-
correlation and that can be used to project activity distribution estimates into the future
is the Autocorrelated Kernel Density Estimator (AKDE), which was proposed by Flem-
ing et al. (2015). The AKDE works under the assumption that the animal moves accord-
ing to a stationary stochastic process. This means that the average distance between
two locations increases with time, up to a point where it stabilizes. This “variance
function” is given by the semi-variogram of the process (or equivalently by the autocor-
relation function). Although the method is rigorous and highly applicable in the context
of home-range studies (Noonan et al., 2019), it relies on being able to estimate a sta-
tionary semi-variance function that reaches a plateau after certain time, indicating that
the long-term distribution of animal activity is spatially constrained (see Fleming et al.
2015 Appendix C). Vantage point data present several characteristics that might be at
odds with the stationarity requirements: i) we only observe a portion of the range within
which birds move, and therefore, even if their behaviour over the entire range is spatially
constrained, it might not appear so over the reduced observed range, ii) we typically
observe several trajectories that may correspond to different birds with different ranges,
and iii) the individual trajectories are too short to estimate an asymptotic covariance.
In this thesis, I propose a kernel density estimator especially tailored for visually observed
flight paths. It considers each trajectory to be a single observation in the space of all




In statistics, there are two main streams of thought with respect to how uncertainty is
defined: the frequentist and the Bayesian. In this thesis, I mainly use the Bayesian
paradigm. An exhaustive and rigorous analysis of the differences between the two
paradigms is outside of the scope of this document, and rather, I expose the reasons
behind the choice of paradigm in this particular study (for further details the reader is
referred to Gelman et al., 2014; McElreath, 2019).
The choice of paradigm is based mostly on the use of prior and posterior distributions
within the Bayesian paradigm. Before analysing any data, prior distributions allow
expressing our beliefs about parameter values in the form of a probability distribution.
This probability distribution is “combined” with the likelihood of the data - probability
of our data given parameter values - to produce parameter “estimates” in the form of
posterior distributions - probability of parameter values given our data. While for some,
this is a reason for critique, due to the subjectivity introduced in the estimation process,
it has very important regularizing properties (Hooten & Hobbs, 2015). This means that
parameter estimates are constrained by the prior to lie within reasonable ranges, given
what we previously knew about the process we are studying. In addition, when the
data are informative (there is little uncertainty in the likelihood), the likelihood tends
to override the prior. Therefore, when strong evidence can be drawn from the data, our
prior beliefs lose weight in the final inference. In the context of animal movement, we
may express what is known about the ecology of the species under study in the form of
priors and include it in the models. This is particularly appealing when dealing with
vantage point observations, from which we typically collect a limited number of short
flights that might offer limited information about the movement process.
The concepts of prior and posterior distributions are used frequently throughout the
thesis, so I provide a quick explanation of their relationship. Assume that model para-
meters are captured by the random variable (random vector in the case of multiple
parameters) Θ and that the probability of observing a certain value θ is given by the
probability distribution f(Θ = θ), or to simplify notation f(θ). If it is further assumed
that the possible set of observations of a given experiment is captured by the random
vector Y and the probability of observing one particular set is f(Y = y) ≡ f(y), then






which states that the probabilistic distribution of parameter values, given our observed
data (f(θ|y); the posterior distribution) is proportional to the likelihood of our data
given the parameters (f(y|θ)), times by the prior distribution of the parameters (f(θ)).
The distribution of the data f(y) acts as a normalizing constant that ensures that the
posterior distribution integrates to one.
Although under uniform (uninformative) priors one may argue that the likelihood and the
posterior should express very similar things, there are important conceptual differences.
Notably the likelihood need not integrate to one and therefore is not a pdf. It does not
express the probability of observing certain parameter values and so intervals constructed
from it, do not represent the probability of the interval containing the “true” parameter
value. The probability of an interval containing the true parameter value refers to the
technique used for building the interval - e.g. 95% of the intervals contain the true value.
Bayes’ posterior distributions are pdf and can be handled as such. Therefore, one may
integrate the posterior to find the probability of observing a parameter value within an
interval (note that we do not consider that there is a “true” parameter value within the
Bayesian framework). These concepts will be used frequently throughout this thesis.
1.5 Structure of the thesis
The overarching objective of this thesis is to estimate the long-term activity distribu-
tion of soaring birds to inform exposure to collision with wind turbines. I base these
estimates on movement trajectories visually recorded from vantage points. However,
telemetry data sets are used throughout the thesis to illustrate concepts and also to
support statistical analysis.
In chapter 2, I proceed to describe the methods proposed for estimating the expected
long-term activity distribution of soaring birds using kernel density estimation. I for-
mulate an estimation procedure adapted to work with samples of short flights, observed
during survey sessions, over a defined region of space, while acknowledging that only
observations, and not necessarily bird activity, are confined to this region. Then, I study
the performance of the estimator on simulated data. These data are simulated from a
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known theoretical long-term distribution of activity. As such, it is possible to evaluate
the performance of the proposed procedure, and also compare it to that of other existing
kernel density estimators.
In chapter 3 I propose a movement model that describes the dynamics of soaring bird
movement using stochastic differential equations driven by potential functions. The key
issue in this chapter is to investigate how accurately model parameters can be estimated
using visually observed flights, as opposed to telemetry data sets. Short flights observed
from vantage points offer a limited view of a movement process that potentially spans a
much larger area. In addition, the movement process may be driven by factors that are
unobservable from a vantage point (e.g. the location of the bird’s nest). Working under
the assumption that data acquired from a bird-borne GPS transmitter is not subject to
these limitations, I use parameters obtained from a data set of two Verreaux’s eagles,
as a reference to compare the performance of models fitted to simulated vantage point
observations.
In chapters 2 and 3, for simplicity, and to tackle one issue at a time, I ignore the fact that
visually observed flights are subject to positional errors introduced by the observers. In
chapter 4, I present the results of an experiment conducted using a drone as a surrogate
for a bird, to investigate the magnitude and dynamics of this error. Generalized linear
models and stochastic differential equations are used to model the magnitude of the error
at the time of detection of a bird and the evolution of the error with time, respectively.
In chapter 5 I present a case study, where I showcase the application of the methods
described in chapters 2 to 4. I analyse a real vantage point data set, recorded during the
monitoring programme of a wind farm, in the Eastern Cape Province, in South Africa.
Vantage point data were collected during the pre-construction studies of the wind farm.
These flight data are coupled with observed mortality recorded during the first year of
operation of the wind farm, which opens the opportunity to validate the predictive power
of the proposed methods.
Chapters are written, for the most part, as stand-alone documents. This means that
concepts might be repeated several times throughout the thesis, notably in the various
introductions. This thesis is meant to serve as a compendium of ideas and techniques
that can be readily applied to real situations by analytically-oriented practitioners in con-
servation and environmental impact assessment. Efforts have been made to keep models
and ideas as simple as possible, although it seems unavoidable that the reader should be
familiar with basic concepts of linear models, Bayesian analysis, calculus and perhaps, at
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least a superficial understanding of differential equations. Although formulations might
seem intimidating for readers who are not well versed in mathematics, there are only
a handful of pivotal concepts that are used repeatedly in the different chapters. The
contents of this thesis represent an advance towards a more analytical approach to en-
vironmental impact assessment of wind energy projects, and will hopefully promote the
application of similar techniques to other problems related to biodiversity management,
as well as the use of the often limited data to their full potential.
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Chapter 2
Kernel-based estimation of bird
activity distribution using vantage
point observations
2.1 Introduction
Wind energy is one of the main players in the renewable energy sector at present and it
is expected to become even more popular in the future (REN21, 2018). However, there
are concerns about the effects this type of energy production might have on the receiving
environment, and particularly on flying wildlife. Birds and bats are known to interact
with wind turbines, resulting in either collision with turbine blades or displacement due to
the reduction of habitat quality (Schuster et al., 2015). Large birds that use air draughts
for soaring or that are airborne hunters, as well as those that are threatened, range
restricted or with narrow ecological niches are particularly affected by these impacts
(Thaxter et al., 2017). Thus, understanding where these species live and fly greatly
contributes towards the sustainable development of the wind energy sector.
The best approach to reduce the negative effects of wind energy production on wildlife
is placing wind turbines away from areas preferred by sensitive species (Arnett & May,
2016). Planning of wind energy development starts at a strategic level, considering
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which geographical regions are preferred based on wind resources, and also amongst
other things, on the distribution of sensitive species. However, wind resources are often
attractive for both, soaring birds and the installation of wind farms, which results in
the need for impact assessment at a finer-scale (e.g. Carrete et al., 2012; Liechti et al.,
2013; Ralston-Paton, 2017). In addition, research shows that wildlife mortality is often
concentrated around certain turbines, which further motivates considering characteristics
of the local landscape when studying collision risk (Marques et al., 2014; Schuster et al.,
2015).
At the local scale, to optimize the turbine layout as to avoid particular landscape fea-
tures that are intensively used by birds, it is standard practice to undertake bird activity
surveys in areas proposed for wind energy development. In this respect, vantage point
surveys are recommended to investigate the use of space by soaring birds (Strickland
et al., 2011; Scottish Natural Heritage, 2014; Jenkins et al., 2015). During vantage point
surveys, an observer is placed in a point of good visibility overlooking the surrounding
area (viewshed). Guidelines suggest observing circular or semi-circular plots of between
800 metres and 2 kilometres in radius, centred on the observer - although the topography
of the landscape could obscure certain areas, resulting in irregularly-shaped viewsheds.
Observers capture data on bird activity for hours at a time (e.g. Jenkins et al., 2015,
suggest not spending more than three hours at a single vantage point session). Levels
of activity can be evaluated by counting the number of flights observed at each vantage
point and by timing these flights. Counting and timing activity gives an idea of the in-
tensity with which the area surrounding the vantage point is used. This is equivalent to
assuming that bird activity is distributed uniformly within the vantage point viewshed.
Considering that vantage point viewsheds span several square kilometres, this measure of
intensity might be at a too coarse scale. In heterogeneous landscapes, it would be desir-
able to investigate whether the assumption of uniformly distributed activity holds or the
distribution of bird activity is concentrated at locations that could be more problematic
in terms of collision risk (Ferrer et al., 2012; Schuster et al., 2015).
During vantage point surveys, observers also sketch on topographic maps the flights
they observe to gain some understanding of the flight behaviour of the birds (Strickland
et al., 2011; Scottish Natural Heritage, 2014; Jenkins et al., 2015). Although the spatial
distribution of activity within a viewshed may be studied using these mapped flights,
there is no agreement on how to conduct this type of fine-scale analysis. Lacking a
theoretical framework, practitioners resort to ad-hoc methods that often entail sub-
sampling or ignoring spatial information and the temporal autocorrelation in the data
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(e.g. Walker et al., 2005; Dahl et al., 2013; Jenkins et al., 2018). For example, Walker
et al. (2005) conducted a kernel density analysis of vantage point observations but they
used the location of first sighting of each trajectory only, to make data independent. Dahl
et al. (2013) characterized flight trajectories observed from vantage points by dividing
them into sections of different behaviour or height, but then aggregated these data
by vantage point to analyse the influence of environmental variables. Jenkins et al.
(2018) combined radar observations with vantage points to obtain a larger volume of,
and more accurate, data than with regular vantage point surveys. They then analysed
the total number of flights passing through a wind farm rather than building a spatially
explicit model for activity intensity. While these analytical approaches are valid and help
dealing with spatially or temporally autocorrelated data, sub-sampling or aggregating
data results in the loss of information (Fieberg et al., 2010). If we wish to retain and
exploit all data in our analysis in the presence of autocorrelation, we need techniques
that accommodate this type of structure.
Recognizing that flight trajectories plotted on topographic maps share some similarities
with tracking data, I frame the problem within the context of animal movement mod-
elling, which in the last decade has seen an advent of analytical procedures (Patterson
et al., 2017). Ideally, one would aim at understanding the mechanisms behind observed
movement patterns (I discuss this approach in chapter 3). In practice, it is not always
possible to formulate a model structure that describes bird movement, either because
of our ignorance about the movement behaviour of the species studied or because there
are not enough data to estimate the model parameters reliably. In these cases, and also
for exploratory purposes, I propose using kernel density estimation to investigate the
spatial distribution of bird activity. The principle underlying kernel density estimation
is relatively simple and the method is familiar to ecologists (Worton, 1989; Horne et al.,
2007; Fleming et al., 2015). Kernel densities are used extensively in the estimation of
utilization distributions, which inform about the relative frequency with which different
locations are used by an animal (Van Winkle, 1975). These relative frequencies are based
on a smoothed version of the frequency distribution of past observations. Although kernel
density estimators offer a limited understanding of the mechanisms driving the observed
spatial patterns, they are useful exploratory tools and provide a first approximation to
general patterns suggested by the data.
Here, I use the same logic underpinning the calculation of utilization distributions to
describe the distribution of activity within a vantage point viewshed. To frame the
problem, I briefly describe the characteristics of vantage point data, understood as flight
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trajectories mapped from vantage points. I then move on to outline the principles behind
kernel density estimation, and the importance of choosing the right amount of smoothing
to target the desired patterns in the data. Then, I propose a kernel density estimation
scheme that accommodates temporally autocorrelated data, in the form of flight traject-
ories. Finally, I test the theoretical advantages of the proposed estimator on simulated
data, and show the improvement in performance against other popular kernel density
estimators that ignore temporal autocorrelation.
2.2 Methodology
2.2.1 Description of vantage point data
During vantage point surveys an observer maps the movements of one or more large bird
species (Strickland et al., 2011; Scottish Natural Heritage, 2014; Jenkins et al., 2015).
The objective is to describe the intensity with which different areas are used by these
birds, in order to predict possible impacts associated with human infrastructure, such
as collision with wind turbines and power lines or avoidance of altered habitats. The
area observed from a vantage point is limited to a roughly circular (360 degrees) or semi-
circular (180 degrees) region of radius between 0.8 and 2 kilometres around the observer.
Each observed flight is represented by a line on a map that tries to capture, as accurately
as possible, the trajectory followed by the bird. Vantage points are visited several times
a year and each visit may last between one and eight hours (see Strickland et al. (2011);
Scottish Natural Heritage (2014); Jenkins et al. (2015) for methodological details and
suggestions). Perhaps one of the most important characteristics of vantage point surveys
is that the observed areas are relatively small compared with the areas birds traverse on
their daily activities. Therefore, we only have access to a partial picture of the activity
of these birds, and it is common to have no birds flying over any given vantage point
during a survey. When there are flights, these are relatively short; they are rarely longer
than five minutes. Therefore, vantage point surveys often produce a limited amount of
data.
In terms of data processing, some discretization of the trajectories in series of locations
is necessary for digitization purposes. However, the observation occurs continuously
in time and flight paths may be represented by lines on the maps. For this reason, I
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formulate models in continuous time. To justify this decision further, it might be useful
to distinguish between discretizing a trajectory in a series of contiguous locations from
the thinning of this sequence of locations. In the first case, one transforms a continuous
path into a sequence of locations, and one would expect the sequence to retain most
of the information about movement behaviour. The additional thinning of the location
sequence entails removing some of the locations so that the remaining ones are further
apart. Although this procedure reduces temporal autocorrelation, it might lead to the
loss of certain features in the data. For example, the persistence in movement direction
or turning angles is known to depend on the frequency at which locations are acquired
(McClintock et al., 2014). Excessive thinning might also obscure visitation rates to
certain habitats or landscape elements. The optimal degree of thinning that simplifies
the analysis without loosing information is difficult to judge. Although digital data might
be necessarily discrete, bird movement takes place in continuous time and, therefore, this
type of framework allows a more faithful description of the underlying data-generating
process. In addition, models that are formulated in continuous-time are robust to the
frequency at which samples were acquired (or thinned). On the other hand, continuous-
time formulations often impose correlations between speed and directional persistence
(McClintock et al., 2014). Therefore, it is necessary to evaluate whether these properties
are adequate for describing our movement data. In flying animals, and particularly
in soaring birds, efficiency in flight and stability are intimately linked to flight speed
and therefore flights are typically smooth (see chapter 6 in Biewener & Patek, 2018). I
believe that in smooth flights, where lift and stability depend on speed, correlation in,
and between, speed and direction are sensible assumptions.
In summary, vantage point observations are typically represented by a relatively small set
of short flight trajectories, embodied by sequences of locations that are close enough in
time to closely resemble a line (see figure 2.4). In the following sections, I describe some
of the principles that underpin kernel density estimation, and based on these principles,
I propose an estimator that accommodates data with the characteristics just described.
2.2.2 Kernel-based estimation of activity distribution
Kernel density estimation is arguably the most popular choice of non-parametric density
estimator, and has attracted a lot of attention in ecological applications (e.g. Worton,
1989; Horne et al., 2007; Fleming et al., 2015). The movement of an animal within some
portion of the plane defines a spatial distribution of use intensity (i.e. activity time). If
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we were to predict where the animal is at any time, based on past locations, our best
choice would be that area used most intensively in the past. This concept matches that
of a probability distribution. In fact, by normalizing the intensity distribution so that it
integrates to one, we obtain a probability density distribution. Therefore, the problem of
estimating the activity distribution of an animal over a region of the plane is analogous
to estimating a density function of the probability of finding the animal at any point
within that region.
The shape of the activity distribution of an animal is determined by complex interactions
with the surrounding environment and is likely to take complicated forms. The main
appeal of non-parametric estimators is the flexibility they provide in terms of the shape
of the distributions they can estimate. While parametric estimators are restricted to
some class of distributions and have limited freedom to accommodate the distribution
suggested by the data, non-parametric estimators are unrestricted to specific shapes. In
addition, parameterizing a model entails some degree of understanding of the ecology
of the animal, and thus, making some assumptions about the shape of the activity
distribution. Non-parametric estimators are free from these assumptions, yet they rely
largely on the amount and “quality” of the data and also on the optimization of some
tuning parameter, as we will see shortly.
Lets assume that the activity of an animal is not observed continuously and only random
locations Xt = (xt, yt) are available, where xt is Easting yt is Northing of the location
observed at time t, for t = 1, 2, ..., n. We are interested in estimating the probability
density distribution f that underlies the observations. The basic idea behind kernel
density estimation is that the probability density in a region of the plane is proportional
to the number of observations in that region. To avoid cutting the plane into arbitrary
regions to calculate density, we define the area of influence of each observation using a
kernel function K. Kernel functions are typically symmetrical, positive and integrate to
one. We centre a kernel at each observation, to make their contribution to the probability
density be at its maximum at the observed locations and decrease with distance to them.
Different kernel functions may be used and the choice is mostly irrelevant (Silverman,
1986a). Using the Gaussian kernel is common practice, and I will use it throughout this
thesis. In contrast, choosing an appropriate method to optimize the parameters shaping
the kernel functions is critical (e.g. standard deviation of the Gaussian). This tuning
parameter controls how density changes with distance to the observations and therefore
determines the smoothness of the density function. This parameter is commonly referred
to as bandwidth or smoothing parameter.
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The kernel density estimator is given by the average density contributed by all the kernels
centred at the observations (figure 2.1). There are different and equivalent formulations
for the kernel density estimator. I will use the product kernel in this study (Scott,
1992). To generalize to more than two dimensions let’s define a point in a D-dimensional
space x = (x1, x2, ..., xD), where x1, x2, ..., xD represent coordinates in each dimension.
Let’s now consider n observations of a random vector Xt with t = 1, 2, ..., n of the same
dimension as x, such that Xt = (Xt,1, Xt,2, ..., Xt,D). Assuming that the smoothing























The above expression places a Gaussian kernel K with standard deviation h at each
observation, and calculates the density at the point x in each dimension d = 1, 2, ..., D.
The densities computed for each dimension are multiplied and the average of the products
of all dimensions of all observations, gives the kernel density at the point x. Note that
the kernel functions are circular, but this does not imply that the resulting estimated
density will be circular, only that the influence of observed data points decays at the
same rate in every direction of space.
2.2.3 Choosing a smoothing parameter
The issue now is to estimate an appropriate smoothing parameter (h in expression 2.1).
The subject has been studied extensively and a plethora of methods are available (see
for example, reviews by Gitzen et al., 2006; Heidenreich et al., 2013; Noonan et al.,
2019). A common approach is to select a smoothing parameter that minimizes the Mean








where f̂ is the estimated density and f is the target density to estimate. Typically f
is unknown, which motivates the search for methods that minimize approximations to
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MISE optimally. The details are quite technical and outside the scope of this study,
but the idea is that the minimizer of MISE depends on f ′′, the second derivative of f
(the smoothness of f), and finding a good substitute for this second derivative leads
to making certain assumptions about f . Different assumptions define different famil-
ies of kernel density estimators. reference-function bandwidths assume that the target
density has some parametric form, and use sample-based estimates of the parameters
shaping the target density to optimize the smoothing parameter analytically (Silverman,
1986a; Fleming et al., 2015). Other, so-called plug-in methods, use more sophisticated
substitutes for f ′′ (see Heidenreich et al., 2013, and references therein).
Popular methods that circumvent the need for a priori assumptions about the shape of
the target distribution fall into the category of cross-validation. These methods aim at






Dropping the reference to the variable x to simplify notation and expanding, we obtain
ISE =
∫


























where f̂−i(Xi) is the estimated density computed at the observation Xi using all ob-
servations Xj such that j 6= i. This leads to the least squares cross-validation (LSCV)
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Likelihood cross-validation (CV), is another cross-validation technique. In this case, the
objective is to minimize the Kullback-Leibler (KL) distance rather than the MISE or ISE
(Silverman, 1986a; Horne & Garton, 2006). Essentially, the Kullback-Leibler distance










Based on the definition of the KL distance, it can be proven (e.g. Silverman, 1986a) that









This method has shown good results in home range estimation studies (Horne & Garton,
2006), although theoretically it is very sensitive to observations that lie in the tails of the
target distribution (Schuster & Gregory, 1981; Bowman, 1984). When such observations
are present, likelihood cross-validation will over-smooth the density estimate. In fact,
when using this criterion the choice of kernel function becomes relevant. For example,
kernels with bounded support may produce f̂ = 0 resulting in bandwidth estimates to
blow up. These lurking issues deter practitioners from using this technique, which is
otherwise simple to implement and has the appeal of making intuitive sense.
2.2.4 Estimating densities from autocorrelated data
All the methods discussed in section 2.2.3, assume that observations are independent
and identically distributed (iid). However, locations sampled from an animal movement
trajectory may be autocorrelated if the sampling frequency is high. The distribution
of data with temporal dependence is conditional on past observations and therefore
violates iid assumptions. When using estimators that require iid data, we assume that
clumps of locations arise by chance, whereas location data with temporal autocorrelation
are clumped because they are close in time. If this temporal structure is ignored and
inappropriate kernel density estimators are used, smoothing parameters tend to shrink
and densities are under-smoothed (e.g. Fleming et al., 2015; Noonan et al., 2019).
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Kernel density estimators that deal with temporal autocorrelation have been developed
for the estimation of activity distribution from telemetry data. Tracking devices typically
capture the location of the animal with certain frequency (from a few seconds to days).
To my knowledge the most popular kernel density estimators that have been designed
to account for temporal autocorrelation are Brownian bridge movement models (Horne
et al., 2007; Benhamou, 2011; Kranstauber et al., 2012) and the autocorrelated kernel
density estimator AKDE (Fleming et al., 2015; Noonan et al., 2019).
Although not strictly a kernel density estimator, a Brownian bridge model estimates
the probability of the animal being at a point between two observed locations based
on the time difference between the locations and the mobility of the animal (Horne
et al., 2007). These models assume diffusive movement between consecutive observed
locations. This is equivalent to considering a Gaussian kernel with a time dependent
mean and variance. The method accounts for temporal autocorrelation in the data;
however, it does not attempt to estimate a long-term activity distribution of the animal,
but rather the distribution of past, unobserved locations — what Fleming et al. (2015)
and Noonan et al. (2019) named occurrence distribution.
Fleming et al. (2015) proposed an approach to target the long-term activity distribution.
Their objective is to estimate the home range based on a utilization distribution — i.e.
an activity distribution around an activity centre. They also focus on autocorrelated
telemetry data and consider the observed trajectory being a realization of a stochastic
process described by a mean function and a covariance function. The mean function
is a constant and is located at the activity centre of the animal, while the form of the
covariance function is estimated from the data using the autocorrelation function. With
these two moments of the stochastic process, they re-derive the reference optimal band-
width (Silverman, 1986a). Instead of assuming a Gaussian distribution as the underlying
target density they assume a Gaussian process and use the covariance function instead
of the sample variance in the derivation. The method is rigorous and mathematically
tractable, and the bandwidths selected are larger than those estimated by the traditional
methods, yielding larger home range estimates. The method is reported to work well at
estimating home ranges of different species (Noonan et al., 2019).
As pointed out in section 2.2.1, vantage point surveys typically provide a limited amount
of data, and localized in the surroundings of the vantage points. Flights observed during
these surveys are conceivably represented by continuous lines on a map, or as sequences
of discrete locations close in time. Therefore, all locations along a trajectory are con-
sidered to be known with similar precision, down to observation error (see chapter 4
28
CHAPTER 2. KERNEL-BASED ESTIMATION OF FLIGHT ACTIVITY
for a discussion on observation error) and there is no need for interpolating unobserved
locations. For this reason, Brownian bridges, would not be useful for analysing vantage
point survey data. If field protocols involved capturing sequences of location spaced by
some time interval, Brownian bridges could be useful to estimate a distribution of pos-
sible trajectories between locations. AKDE might not be the best choice for this type of
data either for several reasons: i) from a vantage point, observers typically do not cover
the home range of the birds they observe, therefore it might not be possible to find the
mean the stochastic process reverts to or to observe enough mean reversions to estimate
a semi-variogram model, and ii) because several birds can be observed from a vantage
point, data could arise from different stochastic processes, which would require a joint,
population-level AKDE estimator; however, a population-level semi-variance function
estimated from an often limited amount of short flights would be difficult to estimate.
For these reasons, I propose a different approach to computing kernel density estimation
of flight trajectories observed from vantage points. The objective is to target the correct,
long-term activity distribution, and at the same time, to relax the conditions imposed
on the underlying process that generates the data. I will now briefly describe the char-
acteristics of vantage points observations, and then explain the proposed estimator and
why it is expected to provide good results for these data.
2.2.5 Proposed density estimator for vantage point activity
To define the kernel estimator that accommodates continuous, short trajectories, typical
of vantage point surveys, I start from the estimator for discrete observations (i.e. location
based). From this, I derive a new type of kernel that may be used on flight paths, possibly
recorded in continuous-time.
Suppose we observe n locations of a bird Xt = (Xt, Yt) or more generally, Xt =
(Xt,1, Xt,2), for t = 1, 2, ..., n. Assuming equal bandwidth in all dimensions, and iid
data, we may estimate the density of locations using the the product kernel defined in
equation 2.1. If instead of observing n iid locations, we were able to observe a path of
length L and duration T , the product kernel density estimator at a point x = (x1, x2)
could be re-defined as,
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where d indexes the different dimensions — in the two-dimensional case D = 2. I
refer to expression 2.11 as the path kernel (figure 2.1), which is still the average density
contribution of each location along the trajectory at the point x, based on a kernel
function.
Should m trajectories be observed from a vantage point, the density would be estimated





















Therefore, we are effectively assuming that each path contributes as one independent
observation to the total density. However, each trajectory has a kernel function that fits
its particular shape, given by equation 2.10 (figure 2.1).
So far, I have worked out an expression for estimating the probability density of observing
a bird at any point in space, with equal bandwidth (smoothing) in all directions. The
next step is to design a procedure to determine the appropriate amount of smoothing. As
mentioned earlier, the focus is on estimating the long-term activity distribution imposed
by the underlying process. I also mentioned in section 2.2.4 that in the presence of
autocorrelation, density estimates tend to be under-smoothed. Therefore we need a
bandwidth selection method that is robust to autocorrelation.
It is not immediately apparent how to perform traditional leave-one-out cross validation,
when dealing with trajectories in continuous-time. Therefore, I propose making use of
the fact that different trajectories could be considered independent from each other
and conduct cross-validation leaving out one full flight at a time, in agreement with
procedures suggested for data with dependencies imposed by hierarchical or blocking
structures (Roberts et al., 2017). I will refer to the procedure based on leaving out
flights at a time as leave-group-out cross-validation (LGOCV), to differentiate it from
leave-k-out, in which all subsets of k elements are left out at a time, or from k-fold
cross-validation in which the data are split into groups of k elements randomly, and then
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one group is left out at a time (see Hastie et al., 2009; Arlot & Celisse, 2010).
In this study, I propose using a target function that maximizes the likelihood of unseen
data. The most immediate procedure suggested by this premise is likelihood cross-
validation. Under the leave-group-out scheme, a full flight is left out of the sample, a
density estimate is calculated without the left out flight and the likelihood of this flight
is calculated using the estimated density. The bandwidth that maximizes the average
likelihood of all flights is then selected. In a continuous time framework and under a
























t ) dt substitutes f̂−i(Xi) in equation 2.7 and represents the average
density calculated for flight j from a density distribution estimated leaving out flight j.
This procedure searches for a bandwidth that maximizes the likelihood of flights that
were not used for estimation. We can say it targets the long-term distribution of flights,
because the focus is on predicting trajectories unknown to the model. I expect the
procedure to reduce the sensitivity of likelihood cross-validation to observations located
in the tails of the distribution by averaging the likelihood of left-out data over entire
trajectories. To investigate the performance of this bandwidth selection method and
also the path kernel, I perform a series of simulations that I detail next.
As a note on implementation, trajectories need to be discretized into a series of loca-
tions, and therefore, the integrals in expressions 2.10, 2.11 and 2.12 must be approxim-
ated by sums. If we estimate densities using the discrete locations then, the calculation
of the path kernel is similar to the product kernel in equation 2.1, although locations
are grouped into trajectories for optimizing the bandwidth. However, we may resort to
estimating an exact convolution integral for each segment connecting contiguous loca-
tions and then adding the resulting densities of all segments within a trajectory. This
algorithm is implemented in the R package spatstat (Baddeley et al., 2015) by the
function density.psp and it is this function that was adapted for the calculations in
this chapter.
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Figure 2.1: Illustration of kernel density estimation for points (left) and for paths (right). The
red and green contours represent kernel functions centred at each observation (either point or
path). The colour gradient represents the resulting density estimate obtained by averaging the
kernel functions at each of the image pixels.
2.2.6 Simulations
To test the performance of the proposed estimator, I simulate data with similar charac-
teristics to flight trajectories observed from vantage points. I represent flight trajectories
by sequences of locations separated by a short time interval, grouped forming different
trajectories. The idea is to generate data in such a way that in the long-term, if many
flights are simulated, the distribution of locations is well described by some target dens-
ity that we can use as a reference. We may then compare densities estimated from
fewer data, resembling what is really observed during vantage point surveys, to study
the performance of the estimator.
To make sure that in the long-term, the spatial distribution of simulated trajectories
conforms to the desired target density, I simulate the flight trajectories as if the animal
was moving randomly within a potential field (Brillinger et al., 2002; Preisler et al., 2013;
Russell et al., 2018). Under the potential field model, an animal moves with a long-term
velocity driven by the gradient of a potential function H(·). As such, the animal tends
to move from areas of high potential to areas of low potential. Consequently, in the long
term, animal locations concentrate around areas of low potential. The potential function
may be designed so that, in the long term, the distribution of flights conforms to the
desired target density. The systematic drift in direction imposed by the potential field is
disturbed by stochastic forces, adding a short-term random motion that is characteristic
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of animal movement. Although the underlying movement process evolves in continuous
time, the observed realizations come in the form of sequences of locations Xt = (xt, yt),
being t ∈ [0, T ]. To impose temporal persistence not only on consecutive locations but
also on consecutive velocities, I simulate from a potential-based velocity model, such
that:
dXt = Vt dt
dVt = −β(∇H + Vt) dt+ σ dBt.
(2.13)
The velocity Vt tends to revert to an long-term velocity given by −∇H , the negative
of the gradient of the potential function, at a rate controlled by the parameter β. The
stochastic term is given by the expression σ dBt, which is a Brownian motion with
distribution N(0, σ2I dt), where I is the 2x2 identity matrix. In practice, simulations are
generated from a discretized version of model 2.13, where discrete times are separated
by a fixed time interval τ (see appendix D for an example of simulation code),
∆Xt = Vtτ
∆Vt = −β(∇H + Vt)τ + σεt,
(2.14)
where τ is a fixed time increment between locations and εt ∼ N(0, τ I).
Three different potential functions are used in this study (see figure 2.2):
i) a potential with a single centre of activity is given by the distance to the centre of
activity µ:
H(x) = ‖x− µ‖;
ii) a potential with two centres of activity is given by the average distance to each
activity centre µ1 and µ2:
H(x) = 0.5 ‖x− µ1‖+ 0.5 ‖x− µ2‖;
iii) low potential is concentrated at some distance r from the origin, resulting on a
ring of low potential:
H(r) = r − µr,
where r = ‖x‖ is the radial distance from x to the origin and µr is the radius
around which activity concentrates.
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To approximate the long-term target distribution of locations imposed by the potential-
based models, I simulate (using expression 2.14) 50 trajectories, one day long each, with
one sampled location every 0.1 minutes (τ = 0.1 min). Because the system is driven by
a potential field, one may use the fact that in the long term, the density of locations
is expected to concentrate around each point of minimum potential and decrease with
distance to them, following a Gaussian distribution (e.g. Brillinger et al., 2002). The
variance of these Gaussians may be estimated by fitting a parametric model to the
simulated locations.
The aforementioned potentials impose three different densities: i) a bivariate Gaussian
distribution, ii) a mixture of two bivariate Gaussian distributions that result in a bimodal
shape and iii) a ring-shaped distribution constructed by centring a bivariate Gaussian
on a ring (radial Gaussian). In ecological terms, the first distribution provides a simple
approximation to an activity pattern centred at a single point in the landscape, the
second adds some complexity considering two activity centres, and the third distribution
represents a complicated structure that combines activity concentrated around linear
features with multi-modality (figure 2.2).
Once the target density is calculated, I proceed to simulate different vantage point scen-
arios that could be encountered during the assessment of impacts of wind energy facilities
on birds. I generate different number of flight paths of different duration to gain under-
standing of how these two ways of increasing the amount of data affect the estimation
of the target densities. Five iterations of scenarios with 2, 4, 6, 8 and 10 trajectories, of
duration: 2, 5, 10, 50 and 100 minutes, were simulated. In total there were five simu-
lations at each of the 25 different combinations of number of trajectories and trajectory
duration (see figure 2.4 for an example).
Simulation of flight paths was conducted in R (R Core Team, 2019), with the added
functionality of the tidyverse (Wickham, 2017), the package sf (Pebesma, 2018) for
handling spatial data and adehabitatLT (Calenge, 2006) for managing trajectory ob-
jects. The variance of the Gaussians conforming the long-term distributions imposed
by the potential fields were modelled in a Bayesian framework using the package rstan
(Stan Development Team, 2018a).
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Figure 2.2: Left panels: potential fields defined by the potential functions H used to simulate
flight trajectories. The red arrows represent the direction of the gradient. Right panels: densities
induced by the potential fields used as target distributions to test the performance of different
kernel density estimators. From top to bottom: unimodal, bimodal and ring potentials corres-
ponding to a single bivariate Gaussian, bivariate Gaussian mixture and radial Gaussian densities,
respectively. In potential-based models animals tend to move from areas of high potential to areas
of low potential. We can see, by the colour gradients, that areas of low potential (blue in the left
panels), correspond with areas of high density of locations (yellow in the right panels).
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2.2.7 Accuracy of the estimator
I evaluated the accuracy of the proposed estimator by comparing its performance with
some traditional methods developed for independent and identically distributed (iid)
data. Among the large variety of estimators for iid data, I chose the reference-function
bandwidth, one plug-in and one cross-validation method (see section 2.2.2 for a descrip-
tion of the different types of estimators): reference-function bandwidth (Ref), 2-stage
plug-in (PI) and smoothed cross-validation (SCV) (Duong, 2007). The choice of meth-
ods was motivated by their popularity due to their good performance (Duong, 2007, and
references therein) and them being available in the R package ks (Duong, 2019). In
addition, a visual preliminary assessment revealed good performance of these estimators
compared with other methods designed for iid data.
As explained in sections 2.2.2 and 2.2.5, current methods designed to account for auto-
correlation in kernel density estimation would be unsuitable for the analysis of vantage
point data for two main reasons: i) the observation process occurs in continuous-time,
so no interpolation is needed, and ii) because only fragments of trajectories that are po-
tentially independent from each other are observed rather than a long trajectory of the
same process — the observed processes might not even be stationary at the scale flight
trajectories are observed. Therefore, I do not compare the proposed estimator with the
methods designed for autocorrelated data.
I used the overlapping coefficient (OVL) (Weitzman, 1970; Clemons & Bradley, 2000)
between the target density and the estimated density to measure the accuracy of the
different estimators. The overlapping coefficient calculates the area of overlap between
two distributions f and f̂ . Being these probability density functions (they integrate to
one) a proportion of overlap is calculated by finding the minimum between f and f̂
throughout their domain and integrating (figure 2.3). The higher the overlap between
target and estimated densities the higher the similarity between the two and the more
accurate the estimator. The OVL is calculated as
OVL =
∫
min{f(x), f̂(x)} dx. (2.15)
In order to summarize the results, I fit a Generalized Additive Model (GAM) to the
OVL scores as response variable, and fitting smooth terms for the effects of the number
of trajectories and the duration of the trajectories, and linear terms for the effect of the
density estimation method. All analyses were conducted in R (R Core Team, 2019).
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Kernel estimates using PI and SCV methods were computed using the package ks and
GAMs were fitted using the package mgcv (Wood, 2017).
Figure 2.3: Representation of the overlapping coefficient (grey area) of two Gaussian density
functions (solid and dashed lines). The overlapping coefficient is calculated by integrating the
minimum value of the two functions at each point of their domain.
2.3 Results
To investigate the performance of the proposed kernel density estimation scheme, the
path kernel with LGOCV bandwidth selection, I simulated movement trajectories within
purposely designed potential fields (see figure 2.4 for an example of simulated flight
paths). The objective is to understand how the shape of the target density, the number
of observed flights and the duration of these flights affect estimation accuracy. Agree-
ment between true and estimated density distributions (accuracy) was measured by the
overlapping coefficient (OVL). OVL was calculated for estimates of three different target
densities: unimodal, bimodal and ring distributions (figure 2.2). A comparison with
other popular kernel density estimators was also conducted: reference-function band-
width (Ref), two-stage plug-in (PI) and the smoothed cross-validation (SCV).
OVL values were modelled using a GAM with number of flights available for density
estimation, duration of these flights and estimation method, as covariates. The different
kernel density estimation methods were included in the GAM as parametric (linear)
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regression terms and their coefficients are presented in table 2.1. Overlapping coefficients
tend to be smaller for Ref, SCV and PI bandwidth selection methods than they were
for LGOCV, as shown by their negative regression coefficients. Number of flights and
flight duration were included in the GAM as non-linear (smooth) terms (figure 2.5).
Flight duration had a larger positive effect on OVL than number of flights as seen in
the steeper slope along the Time (flight time) axis compared to the Num. (number of
flights) axis. This is particularly true for plug-in and SCV bandwith selection methods.
The proposed LGOCV bandwidth selection performed well compared to other methods
even in situations with fewer data, and therefore the effect of number of flights and flight
duration was smaller.
In data-poor situations, methods designed for iid data tend to under-smooth estimated
densities more than the proposed LGOCV method (figure 2.6). Of the iid-data methods,
the reference-function bandwidth performed best in scenarios with small sample sizes,
although plug-in and smoothed-cross-validation capitalized on increasing sample size and
performed better than reference-function bandwidth in data-rich situations (figure 2.5).
In terms of target distributions, the best results were obtained when estimating a un-
imodal underlying density (figures 2.5 and 2.6). The bi-modal density was estimated
slightly worse than the unimodal distribution and the ring distribution was the most
difficult to estimate accurately.
Table 2.1: GAM parametric (linear) coefficients (with standard error in brackets). Overlapping
coefficient (OVL) was the response variable and bandwidth selectors the explanatory variables
(LGOCV : leave-group-out cross-validation, Ref : reference-function bandwidth, Plug-in, SCV :
smoothed cross-validation). In the columns, the parameters estimated for the different target dis-
tributions (Unimod : unimodal Gaussian, Bimod : bimodal Gaussian mixture, and Ring : Gaussian
distribution centred on a ring around the origin). Larger OVL means better agreement between
target and estimated densities. LGOCV is the reference level against which other bandwidth
selection methods are compared, and the method that obtained the largest OVL. The coefficients
for the other methods are differences in OVL with respect to the reference LGOCV.
Variable Unimod Bimod Ring
LGOCV 0.687 (0.008) 0.588 (0.007) 0.605 (0.006)
Ref -0.282 (0.011) -0.170 (0.010) -0.191 (0.009)
Plug-in -0.372 (0.011) -0.355 (0.010) -0.333 (0.009)
SCV -0.352 (0.011) -0.310 (0.010) -0.317 (0.009)
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Figure 2.4: One iteration of different number of simulated flight trajectories (rows) of different
duration (columns). The trajectories are represented in red, whereas the background colour
represents the value of the potential function (H) that defines the field within which the bird is
moving.
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Figure 2.5: GAM predictions of the overlapping coefficient (OVL - vertical axis and colour
gradient) between the true probability density and the density estimated from movement tra-
jectories using different kernel density estimation schemes. OVL is given as a function of the
number of trajectories (Num. axis) and the duration of these (Time axis, in minutes). The
main difference in the estimators lies in the computation of the kernel bandwidth. From left to
right panel columns: Ref stands for reference-function bandwidth (Silverman, 1986a), Plug-in
is the two-step plug-in method and SCV stands for smoothed cross-validation (both suggested
by Duong, 2007), finally LGOCV, for leave-group-out cross-validation, is the estimator proposed
in this study. From top to bottom panel row, the estimators are tested in different target dens-
ities: Un, stands for uni-modal Gaussian, Bi for bi-modal Gaussian and Ri for ring (or radial)
Gaussian density. Increasing the duration of the observed flights has a stronger effect on OVL
than increasing number of flights, for most estimation methods. LGOCV performs better (higher
OVL) than other bandwidth estimation methods; although in data-rich situations — where many
flights of long duration are available — differences are smaller.
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Figure 2.6: Marginal target distribution along of the x-coordinate (in black) and the marginal
kernel estimates along the same axis calculated using different bandwidth selection methods.
Only a selection of data-poor and data-rich configurations, out of all the simulated scenarios, is
shown. In data-poor situations reference-function bandwidth (Ref), plug-in and smoothed cross-
validation (SCV) tend to under-smooth more than leave-group-out cross-validation LGOCV.
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2.4 Discussion
Predicting where birds are likely to fly is a recurring question when it comes to find-
ing the best location for wind turbines, power lines and other such infrastructure (e.g.
Katzner et al., 2012; Jenkins et al., 2018; Murgatroyd et al., 2018). Mapping bird move-
ments using telemetry tags (e.g. GPS, VHF, Argos) or automated detection devices
(e.g. radar, video cameras) is not always feasible due to logistic and budget constraints
(Walls et al., 2009; Hebblewhite & Haydon, 2010; Katzner et al., 2016a). Vantage point
surveys provide an alternative to these methods that is versatile, relatively simple to
implement and very popular to, for example, assess collision risk of soaring birds with
wind turbines and power lines (Strickland et al., 2011; Scottish Natural Heritage, 2014;
Jenkins et al., 2015). However, analytical procedures that account for the particular
characteristics of this survey method in a tractable and coherent way, are lacking. Here,
I propose estimating the activity distribution within a vantage point viewshed using a
kernel density estimator.
Technically, what we want to obtain is an approximation to the expected long-term
activity distribution arising as a result of movement patterns of individual birds. Ker-
nel density estimators use smoothing functions to estimate the distribution underlying
sampled observations. The amount of smoothing is controlled by a parameter called
the bandwidth or just smoothing parameter. Kernel density estimators work under the
premise that future observations are more likely to occur in areas close to past obser-
vations. These foundations make kernel-based estimators very sensitive to temporal
autocorrelation in the data. Because traditional bandwidth selection methods ignore
temporal structure in the data, they are expected to perform poorly with flight traject-
ories observed from vantage points (Horne et al., 2007; Fleming et al., 2015; Noonan
et al., 2019).
The estimation scheme proposed in this study — the path kernel in combination with
LGOCV — takes both spatial and temporal autocorrelation into account and outper-
forms some of the most popular methods for iid data (figure 2.5). With large sample
size, both iid and autocorrelated data should converge to the same limiting long-term
distribution (e.g. Kulkarni, 2011). The results of this study also show that kernel es-
timates benefit, not only from having a larger sample of flights, but also from observed
flights being of longer duration. Indeed, all methods analysed seem to estimate with
similar accuracy when working with large samples; however, increases in performance
were much quicker when using the proposed leave-group-out cross-validation for auto-
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correlated data. As figure 2.5 shows, methods designed for iid data perform poorly with
small samples, and the leave-group-out cross-validation scheme proposed for autocorrel-
ated data is much less sensitive to sample size. Therefore, estimates using the cross-
validation procedure specifically designed for autocorrelated, grouped data (LGOCV),
provide more accurate estimates when data are limited. Noonan et al. (2019) also ob-
served a much faster convergence to the target density when using AKDE (designed
for autocorrelated movement data) over estimators designed for iid data. AKDE might
not always be suitable for the analysis of vantage point data, because it is sensitive to
estimating a converging long-term variance. This is not to say that estimates from small
samples are reliable representations of the target distributions. As for any statistical
procedure, it is recommended to work with representative samples to obtain reliable
estimates.
Distributions that are less smooth were more difficult to estimate by all estimators stud-
ied. Bi-modality was not a major issue but all estimators struggled to accurately repres-
ent the ring distribution. These results suggest that if the distribution of bird activity
has hard boundaries (i.e. areas that are inaccessible to the bird) or very concentrated
activity spots, these features could be misrepresented in the kernel estimates. In soaring
birds, I would anticipate this not being an important problem, because flying species
typically move without hard barriers. However, certain questions require the detection
of potentially sharp changes in activity levels. For example, flight activity could drop
suddenly within a certain threshold distance around wind turbines. How accurately we
could detect this type of pattern remains unknown. A similar simulation approach as
the one used in this study could be used to test the performance of kernel estimates
at detecting specific changes in the underlying distribution in a Before-After Impact
situation.
Cross-validation requires partitioning the data set into groups that are assumed to be
independent. In the vantage point analysis setting, it is natural to start by considering
different flights as being independent from each other. However, practitioners are advised
to judge whether this assumption is reasonable and whether two different flights that
were observed close in time should be treated as being independent. For example, two
consecutive observations of the same individual bird separated only a few minutes, are
likely correlated even though there was a brief gap in time between the two observations.
Occasionally, considering activity on different days to be independent and use all flights
observed on a particular day as cross-validation groups might be a better option. The
subjectivity of this choice is the most evident weakness of the proposed method and also
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the step that is not fully automatic and data-driven.
It is also important to remember that kernel density estimation is primarily an explor-
atory technique. In other words, these estimators are good for summarizing features
of the data and try to estimate what distribution might underlie a set of observations.
However, these techniques do not provide a mechanistic understanding of the process
that generated the observations. For example, whether it was the weather, certain hab-
itat preferences or behavioural states that motivated the observed activity pattern. In
general, a consequence of this is that we cannot predict the behaviour of the system
in a different environment to the one the observations where collected at — although
some attempts have been done to investigate habitat preferences based on utilization
distribution estimates (Millspaugh et al., 2006). We must also assess whether our data
are a good representation of the system we want to study — we may produce a kernel
density estimate with as few as two short flights, which will very likely be a very poor
representation of other flights we may observe in the future.
Because birds typically move without hard boundaries, I have not addressed this issue in
details. However, hard boundaries are a recurrent problem in kernel density estimation
and previous research has approached it in different ways (e.g. Scott, 1992; Benhamou &
Cornélis, 2010; Tarjan & Tinker, 2016; Péron, 2019). Early work focused on correcting
estimated densities close to the hard boundaries by modifying the support of the kernel
functions near the boundary to have zero density beyond the boundary (Scott, 1992).
Within this framework there are different choices of boundary kernels, and which one is
appropriate depends on the target density. Because the target density is generally un-
known, practitioners often choose methods that balance generality and consistency. For
example, Benhamou & Cornélis (2010) use the reflection technique, which works by gen-
erating virtual locations at both sides of the boundaries and manipulating the resulting
densities to remove density “spilled” outside of the boundary allocating it to the inside.
More recent methods use information on habitat preferences of the studied species to fit
semi-parametric models and avoid allocating use intensity to areas that are inaccessible
or unattractive to the animal (Tarjan & Tinker, 2016; Péron, 2019). Although beyond
the scope of this chapter, applying similar principles to the proposed path kernel method
could expand its applicability to problems that require hard boundaries.
I have mentioned earlier in the chapter that Brownian bridges would not be adequate
for analysing trajectories observed from vantage points. However, if instead of con-
tinuous trajectories observers recorded sequences of locations with certain frequency,
then, Brownian bridges could be used to construct the path kernel and account for the
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extra uncertainty between locations. The leave-group-out cross-validation bandwidth
procedure would then proceed normally. This method would actually generalize better
to other “automated” data capture methods, such as radar. Another possible research
avenue would be to implement some kind of optimally weighted kernel density estim-
ation scheme whereby locations towards the start and end points of the trajectory are
considered to be less affected by temporal autocorrelation (Fleming et al., 2018). This
method improves home range estimates under sub-optimal sampling schemes (i.e. irregu-
larly sampled data and few observed home range crossings). Although it is unknown how
it would benefit density estimates from visually observed trajectories, I would anticipate
limited gains given the relatively short duration of the flights. Yet, this remains an open
question.
Another important topic that I have not addressed in this chapter is that of estimat-
ing uncertainty. Confidence intervals and confidence bands for kernel density estimates
could be constructed using bootstrap samples (Efron, 1979; Neumann & Polzehl, 1998).
Confidence intervals refer to intervals that cover the true density at a particular point,
whereas confidence bands aim at covering the true density across the whole spatial do-
main of the kernel density estimate. The basic idea is to re-sample trajectories with
replacement and estimate kernel densities from these “bootstrap” samples. Then, com-
pute the empirical cumulative distribution function of the deviations between bootstrap
estimates and their mean to define the limits of the confidence interval. If deviations in
point-wise estimates at a particular location are used, we obtain a confidence interval for
that particular location, whereas using the maximum deviation at each point, we obtain
confidence bands.
Based on the results of this study, kernel density estimators that ignore the temporal
structure of the data should be avoided when estimating the distribution of bird activity
from flight trajectories. These conclusions can be extrapolated to other non-parametric
methods such as histograms (the two-dimensional grid version). These are constructed
by counting the number of flights traversing or measuring flight time within a grid cell.
Histograms are perfectly valid as an exploratory technique; however, without smoothing
the convergence with the distribution underlying the data is very slow. Histograms can
also be severely affected by spatial and temporal structures in the data (see Silverman,
1986a; Scott, 1992, for discussions on the similarities of histograms and kernel density
estimation).
This study sets the bases for the analysis of flight trajectories observed from vantage
points using kernel density estimation. I have discussed the advantages and disadvant-
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ages of these methods and developed a procedure that uses autocorrelated data effect-
ively, providing better estimates than traditional kernel density estimators that ignore
autocorrelation. I have also shown that activity distributions that are rugged and change
abruptly might be over-smoothed by the proposed estimation procedure, yet, in general,
over-smoothed estimates reflect more honestly the uncertainties about the underlying
activity distribution. The practical value of this method will only become apparent after
it has been tested in the field, yet it provides an intuitive, versatile and relatively easy
to use tool to obtain estimates of animal activity distributions.
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Chapter 3
Analysis of vantage point
observations using potential-based
velocity models to estimate
exposure to collision with wind
turbines
3.1 Introduction
Wind energy is now considered one of the main renewable alternatives to fossil fuels
(REN21, 2018). However, wind farms are often built away from urban centres, on rel-
atively undisturbed habitat, leading to impacts on wildlife. Mortality by collision with
wind turbines and displacement of flying vertebrates stand out as the most concerning
impacts associated with wind energy production (Drewitt & Langston, 2006; Dai et al.,
2015). Raptors and other soaring birds are particularly vulnerable; due to their low
population densities and reproduction rates, a sustained loss of even a few individuals
to wind turbines may result in severe population-level impacts (Smallwood et al., 2009;
Marques et al., 2014; Watson et al., 2018; May et al., 2019). Furthermore, soaring birds
use orographic and thermal updraughts, and display hunting and courtship flight beha-
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viours at the height of the turbine blades, making them prone to collision (Drewitt &
Langston, 2006; Marques et al., 2014).
Despite extensive research on bird collisions with wind turbines, predicting where and
when these collisions may occur is still challenging, and it is apparent that factors leading
to impacts are species- and site-specific (Marques et al., 2014). As a result, to under-
stand and minimize collision risk, monitoring programmes of wind energy facilities are
regularly implemented both, pre- and post-construction. Pre-construction studies focus
on identifying risk factors leading to the aforementioned impacts and tailor mitigation
measures; whereas post-construction monitoring aims to quantify the impacts of opera-
tional wind farms, validate pre-construction predictions, and adapt project management
to mitigate its impacts on the environment (e.g. Strickland et al., 2011; Scottish Natural
Heritage, 2014; Jenkins et al., 2015).
Surveys of raptor activity from vantage points is a recommended field technique, routinely
employed to assess exposure to collision during wind farm monitoring. Designs are many-
fold (e.g. Barrios & Rodŕıguez, 2004; Garvin et al., 2011; Johnston et al., 2014), but
generally, during these surveys, an observer maps the flights of birds entering an area
of interest, and records the number of individuals and their flight time (Katzner et al.,
2016a). These quantities are used as a measure of exposure to impacts, and as inputs
in collision risk models (Band, 2012; New et al., 2015). Vantage point surveys may be
thought of as a particular type of point count (Sur et al., 2018). Point counts are typically
used to count small birds, and consist of short surveys, covering small areas (< 1 km2)
that aim to sample bird abundance (Bibby et al., 2000). However, vantage point surveys
are adapted to study large, far-ranging species. Due to the low population density of
these birds, and in order to collect data effectively, vantage points surveys may go on for
hours at a time, and the area covered from them (viewshed) may span several square
kilometres. These adaptations present new associated assumptions and limitations that
need to be addressed; yet, studies on their implications for data collection and analysis
are lacking.
Data collected during vantage point surveys are often used to assess collision risk; how-
ever, fatalities predicted using these data do not always correlate with actual observed
mortality (de Lucas et al., 2008). Research shows that bird abundance estimates cal-
culated using vantage point surveys are influenced by the number of observation hours,
and the spatial coverage of the surveys (Douglas et al., 2012; Sur et al., 2018). It has
been repeatedly suggested that the mismatch between bird abundance and fatalities may
stem from the scale at which abundance is estimated (de Lucas et al., 2012; Ferrer et al.,
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2012; Sur et al., 2018). Areas overlooked from vantage points may potentially include a
number of turbines. Therefore, considering that mortality tends to concentrate at a few
turbines (e.g. de Lucas et al., 2012), bird abundance at the wind farm, or even vantage
point level, might be a metric that is too coarse for studying collision risk.
Here, I investigate the accuracy of vantage point surveys to study characteristics in bird
movement as a way to study the spatial distribution of bird activity, instead of their
abundance in absolute numbers. In other words, the main focus of this chapter is not on
the number of birds or the time they spend flying over the viewshed, but on where they
fly - an aspect that has not yet been validated. By explicitly analysing the trajectories
captured by vantage point observers, we may investigate associations between movement
characteristics and environmental covariates. These, in turn, can be used to estimate
the expected long-term spatial distribution of bird activity and use it as a proxy for
collision exposure. Note that by studying bird activity levels, we learn about how likely
it is to find a bird near a turbine location (collision exposure); not about the probability
of collision with it. Existing collision risk models, such as Band (2012) or New et al.
(2015), can be used to calculate collision risk, given certain exposure (see Masden &
Cook, 2016, for a review of available models).
In this chapter, I investigate the accuracy with which parameters used to characterize
bird movement behaviour can be estimated from vantage point observations. I use a
movement model that describes the dynamics of bird movements based on the reactions
of the birds to certain elements of the landscape (e.g. steep slopes or nests). These
reactions translate into systematic drift towards, or away from, these landscape elements.
Systematic drifts in movement are considered to be driven by potentials, such that areas
of low potential are more attractive than areas of high potential (Brillinger et al., 2002;
Preisler et al., 2013; Russell et al., 2018). Which particular landscape features should
be included in the analyses depends on the ecology of the species of interest and the
information available.
I focus on the Verreaux’s Eagle, an African raptor affected by wind energy development in
South Africa (Simmons, 2005; Ralston-Paton, 2017; Perold et al., 2020). To understand
how accurately we can estimate movement parameters using trajectories observed from
vantage points, I use simulations. I simulate flight trajectories with a similar structure
to those observed from vantage points and resembling the behaviour of the Verreaux´s
Eagle. Then, I fit a model to these simulated flights to study how accurately move-
ment parameters can be recovered. To add realism to the simulations, I use parameters
extracted from an existing Verreaux’s Eagle GPS data set (Murgatroyd et al., 2016b,
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2018). I also investigate how different vantage point survey designs affect parameter
estimates. Finally, I show how conducting the analysis in a Bayesian framework helps
us incorporate existing information about the ecology of the species of interest when
estimating model parameters.
3.2 Methodology
In this section, I will briefly outline the historical development of continuous-time move-
ment models and justify why modelling bird movement in a continuous-time framework.
Next, I explain how potential-based movement models can be used to describe habitat
preferences of an animal, and how these models can be formulated to accommodate
autocorrelated velocity. Then, I illustrate how data collected on movement trajectories
are affected by the observation process (characteristics of the surveys; essentially, dis-
continuous observation) during vantage point surveys. This will set the foundation for
describing the simulation of flight trajectories that resemble vantage point observations.
Finally, I explain how I evaluate the accuracy of movement parameters estimated from
flight trajectories observed during vantage point surveys.
3.2.1 Continuous-time movement models
Before estimating exposure to collision, I need to define a model that provides some
mechanistic understanding of bird movements and some guidance on where they are
likely to fly. I assume that any decision the animal makes to fulfil its physiological needs,
will somehow reflect on a movement response (Nathan et al., 2008). More specifically, I
assume that birds will be attracted to those locations that are beneficial (e.g. in terms
of foraging, resting or saving energy), while they will avoid unfavourable areas (e.g.
competitors’ territories, predators or dangerous infrastructure). I will refer to these
locations as target locations from now on. To specify a model that captures the action
of these behavioural responses, I will use a correlated velocity model (Johnson et al.,
2008; Gurarie et al., 2017). Such models describe changes in velocity in continuous time
and take the form of stochastic differential equations. In particular, I use a formulation
that describes systematic drifts in motion as a result of the action of potential fields
(Brillinger et al., 2002; Preisler et al., 2013; Russell et al., 2018).
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Animal movement is a process that evolves continuously in time and space; therefore, it
is naturally modelled within a continuous-time, continuous-space framework. However,
movement trajectories cannot always be observed continuously. Often the observation
mechanism used to study animal movement only captures some locations along move-
ment trajectories, separated by some time interval, which motivates their analysis in a
discrete-time framework. However, model parameters estimated by discrete-time mod-
els are linked to the temporal resolutions of the observed locations (Patterson et al.,
2017). For example, step-length and turning angles are dependent on the time separ-
ation between locations. In a continuous-time framework, it is acknowledged that the
process underlying the discrete observations evolves continuously in time; and therefore
parameters try to describe properties that are independent of the rate at which observa-
tions are acquired. This is the main appeal of modelling movement in a continuous-time
framework. Furthermore, in the analysis of vantage point surveys it will be beneficial
to combine information obtained from different data sources, such as telemetry devices
and visual surveys. Modelling movement as a continuous-time process will facilitate the
integration of data that were acquired with different temporal resolution.
Dunn & Gipson (1977), introduced the Ornstein-Uhlenbeck (OU) process (Uhlenbeck &
Ornstein, 1930) to model animal movement with attraction towards an activity centre.
Under this model the movement of the animal is driven: i) by a diffusion term, or
Brownian motion, that describes a random motion, and ii) a systematic drift towards an
activity centre. The resulting model resembles animal home-range behaviour as demon-
strated by Dunn & Gipson (1977), in which an individual moves unpredictably, while
undertaking its daily activities around an activity centre, such as its den, nest, flock,
etc. This model is particularly attractive, since it is regarded as the continuous-time
analogue of the first order auto-regressive model in discrete time and it is stationary -
i.e. the long-term mean and variance of the process are constant over time (e.g. Schach,
1971). This property allows the calculation of a stationary state that describes the prob-
abilistic spatial distribution of the activity at a far time horizon. The differential form
of an OU process reads as follows:
dXt = β(θ−Xt) dt+ σ dBt. (3.1)
For sake of readability I use subscript notation instead of parenthesis for time indexing,
such that, dXt ≡ dX(t). The deterministic term, defining the systematic drift towards
the activity centre, is described by the distance between the current position of the animal
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Xt and the activity centre, θ. I will refer to the parameter β as the drift parameter. It
controls the rate at which the movement trajectory moves towards the activity centre
(i.e. modulates the attractive force). The random motion is captured by Bt, which is a
Brownian motion, such that Bt −Bs ∼ N(0, (t − s)I) for any t > s (see Nelson, 2001).
In other words, the variance of the process depends on the time difference between two
observations, but not on the time these were observed. Lastly, the coefficient σ, or
diffusion parameter, scales the random displacements.
Further extensions build upon the concept of potential functions (Brillinger et al., 2002;
Preisler et al., 2004, 2013), which shape the attractive forces, captured by the drift term,
in the stochastic differential equation. A later generalization of the OU process by Harris
& Blackwell (2013) incorporates a more flexible framework for linking spatial heterogen-
eity to movement patterns by allowing the specification of different model parameters
for different habitats.
Johnson et al. (2008) pioneered the use of the OU velocity process (Uhlenbeck & Orn-
stein, 1930) to describe the velocity at which an animal travels, rather than its location.




dXt = Vt dt
dVt = β(γ −Vt) dt+ σ dBt.
(3.2)
In this case γ represents a preferred, or long-term, velocity (and it may be a function
of time and space, as we will see shortly), rather than a location, and Vt the animal
velocity at time t. The main advantage of this approach is that, once the velocity is
integrated, the model describes a continuous, smooth path rather than a trajectory with
sharp corners produced by sudden changes in direction typical of equation 3.1. This is a
desirable property for models that describe bird movement in continuous time, since flight
trajectories sampled at short time intervals should appear smooth for the most part, due
to the connection between speed and stability in flight (Biewener & Patek, 2018). Gur-
arie et al. (2017) coined the term correlated velocity models to describe continuous-time
models for velocity, based on an OU process and described some of the most common
forms of such models. I will mention a broader class of diffusion processes introduced by
Blackwell (1997): with the term “mixed Ornstein-Uhlenbeck process” he defines a gen-
eralization of the basic model in which the animal may take on different states, which in
turn, influence the parameters of the OU process. More recently, Michelot & Blackwell
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(2019) extended correlated velocity models to accommodate different movement modes
or states. These, two classes of models consider the movement process to switch between
discrete movement modes. In this chapter, I will consider a model that features con-
tinuous states, in line with that proposed by Johnson et al. (2008). Continuous state
changes are captured by the influence of continuous covariates on movement parameters,
as I explain in section 3.2.3.
3.2.2 Potential-based velocity model
I use the term potential-based velocity model to refer to a particular case of a correlated
velocity model (expression 3.2) in which the velocity γ is given by the gradient of a
potential function. Brillinger et al. (2002) introduced the notion of using potential fields
to describe the attraction or avoidance reactions of animals towards certain locations.
This concept was further developed by Preisler et al. (2004, 2013). The idea is to consider
areas attractive to the animal, having lower potential than areas that are less attractive
(or repulsive). Then, the animal is expected to move from areas of high potential to
areas of lower potential (figure 3.1).
In the original formulation of the potential-based movement model, Brillinger et al.
(2002) describes the equations of motion in a deterministic system as:
dXt = Vt dt
dVt = −β(∇H + Vt) dt.
(3.3)
Form this expression, it is implicit that Xt is the integral of the velocity Vt with respect
to time (see expression 3.2). In expression 3.3 the change in velocity is opposite to ∇H,
the gradient of the potential function H(Xt), which is a vector formed by the partial
derivatives of H(·) evaluated at the point Xt. The change in velocity is also opposite to
the current velocity Vt. Therefore, the drift parameter β modulates the rate at which
velocity relaxes to −∇H. Thus, for ∇H = 0, β modulates the rate at which the velocity
declines to zero. That, ∇H 6= 0 implies that velocity relaxes to −∇H instead of zero,
yet other properties of the system remain unchanged. Regardless of the value of ∇H,
for large values of β, the contribution of the velocity term vanishes quickly and it can
be shown that the system of equations 3.3 is well approximated by (see Smoluchowski
approximation in Nelson (2001)):
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Figure 3.1: Motion within potential fields. Top panels: potential surfaces describing attraction
towards the point θ = (0, 0). a) The potential functions correponding to the potential fields
H1 =
√
(x− θx)2 + (y − θy)2 (potential equal to the distance from θ). b) H2 = (x − θx)2 +
(y − θy)2 on the right (potential equal to the square of the distance from θ). The red arrows
show the magnitude (up to a scaling constant) and the inverse direction of the gradient. Bottom
panels: trajectories simulated from c) Ornstein-Uhlenbeck process with independent increments
in velocity and d) potential-based velocity process with autocorrelated velocity.
dXt = −β∇H dt (3.4)
To complete the model, a stochastic component is added to this equation in the form of
a Brownian motion modulated by a diffusion parameter σ, in a similar way to equations
3.1 and 3.2:
dXt = −β∇H dt+ σ dBt (3.5)
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This formulation is appealing for its simplicity and can be a good approximation to
systems in which friction is high (drift parameter β is high). High friction means low
persistence in velocity, apart from that induced by the potential (figure 3.1). In other
words, conditioning on the potential, there is little autocorrelation in consecutive velocity
measurements. Whether this is a reasonable assumption to make when analysing animal
movement depends on each particular case. In general, if velocity measurements are ob-
tained far apart in time (e.g. hourly measurements), they can possibly be assumed to be
independent from each other. However, with new high-resolution tracking technologies,
measurements can be acquired at increasing rates (e.g. few minutes or even seconds), at
which measurements are likely correlated. From vantage points, flight trajectories are
observed in continuous-time, exacerbating the autocorrelation issue (despite having to
discretize the observed trajectories into sequences of locations for analytic purposes).
To account for persistence in the velocity of movement, I will use a potential-based
velocity model (figure 3.1). This model combines the potential field framework with the
autocorrelation properties of the Ornstein-Uhlenbeck velocity process shown in equations
3.2 and 3.3 (Nelson, 2001; Johnson et al., 2008; Russell et al., 2018).
dXt = Vt dt
dVt = β(γ(Xt,Vt)−Vt) dt+ σ dBt.
(3.6)
In this model, the velocity tends to relax to a preferred velocity γ(Xt,Vt) at a rate given
by the drift parameter β. Note that the preferred velocity γ in equation 3.2 is a special
case of 3.6, where γ(Xt,Vt) equals a constant. Similarly, the term ∇H in 3.3 is a special
case of 3.6 where γ(·) depends on the location of the animal Xt but not on its velocity
Vt. Therefore the proposed model 3.6 is more general than the previous ones. This
kind of model can be conceived to be a form of advection-diffusion model for velocity, in
which the drift is the response of the velocity to the pull by advective forces, while the
Brownian motion adds diffusive behaviour the velocity (Ovaskainen et al., 2016).
The particular form of γ that I will use for this study is
γ(Xt,Vt) = −∇H|Vt|. (3.7)
The preferred velocity γ(Xt,Vt) is given by the negative of the gradient of a potential
function ∇H times the norm of the velocity (i.e. speed) at time t. Therefore, the animal
is still considered to move within a potential field H(Xt), where areas of low potential are
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more attractive than areas of high potential. For this application, I define the potential




(xt − θx)2 + (yt − θy)2, (3.8)
















where rt stands for the Euclidean (or radial) distance between Xt and θ, which makes
the norm of ∇H unitary for all Xt. A unitary norm implies that the preferred velo-
city has magnitude proportional to the speed at which the animal is travelling at the
current time, and direction towards locations of low potential, as specified by H. The
reason for the choice of this particular form is that only the direction of movement, and
not the movement speed, is affected by the potential. This means that the bird steers
towards points of attraction, but does not necessarily change its travelling speed. We
could also use other forms of potential and normalize the gradient by dividing its com-
ponents by its norm to make the norm of ∇H unitary. This characteristic is particularly
attractive to use with vantage point surveys because instantaneous speed is typically
impossible to measure. Using a potential that influences only direction but not speed
makes models fitted to telemetry data (which is time-referenced) and vantage point data
more comparable.




βk(γk(Xt,Vt)−Vt) dt+ σ dBt, (3.10)
where the resulting drift of the animal (expected change in velocity) is given by the sum
of the actions of all K potentials,
∑K
k=1 βkγk(Xt,Vt) dt, and by the effect of friction∑K
k=1−βkVt dt.
To find the velocity at which the animal is travelling at time t we may solve equation
3.10. To do so, it is convenient to consider the fact that γ(Xt,Vt) is likely to change
slowly compared to the speed of movement. More precisely, this is to say that for small
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time horizons δt, the points of attraction are likely to not to change. For example, if the
species is attracted to steep slopes, the particular slope the bird is attracted to is likely
to be the same one for some time. Because of the stochastic term in the equation 3.10,
the solution has the form of a stochastic process. And because the stochastic term is
Gaussian (a Brownian motion), the solution can be approximated by Gaussian process
(it is an approximation because of the non-linear dynamics). The stochastic process is
represented by a transitional density, that describes the transition from one state V0
to a new state Vt, t time units away. Details on the derivation of this expression can
be found in appendix A. Because we assume that γ(Xt,Vt) does not change in δt time
units, the approximate transition density is only valid at short time horizons. Therefore,
to investigate the long-term behaviour of the system we may numerically integrate small
steps in time using expression 3.10 iteratively and investigate the distribution of locations
t time units away from V0 (where t > 0 is a multiple of δt; see appendix D for a simulation
code example).
3.2.3 A movement model for the Verreaux’s Eagle
The Verreaux’s Eagle is a widespread African raptor (Simmons, 2005). The species is of
conservation concern in South Africa (Taylor et al., 2015), prone to collision with wind
turbines, and its range is likely to overlap substantially with wind energy development
in this country (Ralston-Paton et al., 2017; Perold et al., 2020).
Verreaux’s Eagles are considered specialist hunters of Rock Hyrax (Simmons, 2005), yet
Murgatroyd et al. (2016a) described a flexible prey consumption in transformed habitats
(e.g. croplands). Like other soaring raptors, Verreaux’s Eagles use thermal and slope
uplift depending on topography and atmospheric conditions (Murgatroyd et al., 2018).
Eagles living in low, flat terrain, are more prone to thermal soaring, than those inhabiting
areas where steep slopes are more abundant. Verreaux’s Eagles are central place foragers
that maintain their territories year round, spending most nights near the nest and making
excursions of longest duration towards midday (Murgatroyd et al., 2016b).
In this study, movement parameters to generate the simulations are estimated from two
data sets that contain GPS locations of two Verreaux’s Eagles tagged in the Western
Cape of South Africa during the pre-breeding period - a total tracking time of three
months for each eagle (see Murgatroyd et al., 2016b, 2018). One eagle, a female, was
tagged in the Sandveld, which is a rather flat region, dominated by croplands, with some
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remnants of natural vegetation. I refer to this individual as eagle1 and use the parameter
values estimated for her to simulate flights observed from vantage points. The other eagle
eagle2, a male, was tagged in the Cederberg, a mountainous area of more rugged terrain,
covered in natural vegetation. I use the parameters fitted to this individual only to
define prior distributions. As I explain in section 3.2.5, models are fitted to vantage
point simulations in a Bayesian framework, and having a different individual to generate
priors will be useful for studying the effect of priors on model inference.
University of Amsterdam Bird Tracking System (UvA-BiTS) GPS-loggers (Bouten et al.,
2013) were attached to the eagles in 2012 (Cederberg) and 2013 (Sandveld), mounted
on a backpack harness (see Murgatroyd et al., 2016b, for tagging details). Locations
were recorded at a variable frequency of up to one location every three seconds. High
resolution tracking data (> 1 location per minute) were more abundant for the Cederberg
data. To homogenize the number of locations analysed for both eagles, I ran a moving
window, removing locations less than 1 minute apart. Since, I am most interested in
modelling flight behaviour, I excluded all night-time locations, when the activity of the
eagles is minimal. I excluded the first day after the eagles were trapped, since the
behaviour may not be representative of their regular activity. Finally, I eliminated days
in which the average time between fixes was greater than an hour, since long periods
without information may impact the model’s ability to associate changes in behaviour
with environmental conditions. This is because the direction of travel between start
and end locations in the long term may be very different from the direction of travel
in the short term, and the association between long- and short-term directions with the
slope of the potential might differ. The choice of one hour threshold was subjective and
based on exploratory observations revealing that most data (> 99%) were way below
this threshold.
In addition to the general model structure described in expression 3.10, we can build
more realistic models tailored to a particular bird species. In this study, I develop a
movement model for the Verreaux’s Eagle, based on what is known for the species, and
fit this model to the GPS data of the Sandveld and Cederberg eagles. The posterior
distribution of the parameters of these models will be used for either simulating flights
observed from vantage points (eagle1 ), or as priors when fitting models to these simulated
flights (eagle2 ), as we will see in sections 3.2.4 and 3.2.5.
For the Verreaux’s Eagle, I hypothesise a systematic drift towards steep slopes, towards
its own nest and possibly a drift either towards to, or away from, a neighbours nest. I
incorporate the fact that drift and diffusion contributions to the movement of the eagles
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may change in different days, as well as within the same day. To model changes in drift
towards any type of target location k (steep slopes, own nest or neighbour’s nest) with
time of day, I model drift parameters β in expression 3.10 as:
βkt = ζk + αkt
′2, (3.11)
where t′ is a variable representing time to noon in hours. The value of the drift associated
with type of location k at midday (t′ = 0) is given by ζk. At other times, the change in
the value of the drift is proportional to the square time difference with midday in hours,
by a factor of α. This term produces a drift towards location k that changes with time
of day, and is either maximum or minimum towards midday depending on the sign of α.
Similarly, I define a model that imposes an effect of time of the day on the diffusion
parameter σ. The diffusion parameter at time t has the form:
σt = νe
t′2ψ−2 , (3.12)
where t′ represents time to noon in hours. The coefficient ψ controls the variability
in diffusion as day progresses (similar to the standard deviation of the Gaussian distri-
bution). The parameter ν is a scaling factor that modifies the maximum value of the
diffusion for the day.
The effects just explained describe the change in drift and diffusion within the same
day. The proposed model also contemplate changes in drift and diffusion between dif-
ferent days. Thus, I model the parameters that define drift and diffusion terms as being
randomly sampled each day from a population of parameters, such that for day j,
βkjt = ζkj + αkjt
′2












ψj ∼ N(µψ, σ2ψ).
(3.14)
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Therefore, the terms that form the drift and diffusion parameters for each day j, ζkj ,
αkj and ψj are sampled each day from a distribution of possible parameters with mean
µζk , µαk and µψ and standard deviation σζk , σαk and σψ, respectively. Note that this
formulation implies that there is no correlation between days (daily parameters are in-
dependent from each other). A more complicated version of the model could consider
daily parameters being indexed by time and incorporate temporal autocorrelation in
consecutive days. I will assume independence for simplicity, and because the focus on
this chapter is on the simulation of trajectories that resemble eagle behaviour, and not
on providing a detailed description of the movement ecology of the Verreaux’s Eagle.
Once some principles to model bird movement are defined, we can use data to find
parameter values that best describe observed movement patterns. By the reverse process,
we may simulate movements that are consistent with movement patterns of our choice.
Details on the simulation of Verreaux’s Eagle movements observed from vantage points
are provided in section 3.2.4.
3.2.4 Vantage point simulations
The main objective in this chapter is to investigate how accurately movement paramet-
ers can be estimated from vantage point observations. To do so, I use the movement
parameters fitted to the GPS tracking locations of two Verreaux’s Eagles (section 3.2.3),
to simulate flight trajectories observed from vantage points. Then, I try to recover these
parameters by fitting a similar model to the simulations. To produce simulations that
resemble flight trajectories recorded during vantage point surveys, we need to under-
stand: i) how the birds targeted by these surveys move and then, ii) how the observation
process influences the data we capture. In section 3.2.3, we have just defined a model
structure for the movement of the eagles. Now, I explain how vantage point survey data
are simulated.
Different types of surveys allow us to collect different types of data. For example, attach-
ing a GPS device to a bird allows us to observe the location of a single bird (per GPS
installed) with a certain frequency (figure 3.2). There are no boundaries to the observ-
able area and, as long as the GPS tracker is transmitting, we can receive the location of
the bird, no matter where it is. On the other hand, by placing an observer on a vantage
point, we can potentially observe in continuous-time the flights of all birds crossing an
observable area; which is limited to one or two kilometres around the vantage point, and
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only while the observer is present (figure 3.2). The more often we visit a vantage point,
the more flights we observe at that particular location - provided that birds cross the
observable area. On the other hand, the more different vantage points we visit, the more
varied the conditions we observe, and the better we understand the general behaviour
of the birds. Observers will surely miss some birds and introduce some error on the loc-
ation, shape, timing of the flights, etc. when capturing data. But for now, to tackle one
issue at a time, I ignore these errors and focus only on temporal and spatial constrains
associated with the location and timing of the vantage point surveys (see chapter 4 for
more details on observer error).
Figure 3.2: Illustration of how the characteristics of different survey methods affect the observa-
tion of flight trajectories of a bird moving on a potential field (yellow areas have higher potential
than blue areas). In dark red, the full trajectory traced by the bird - hidden to the observer. On
the left panel, the black points represent the locations made available by a GPS tracking device.
On the right panel, the orange triangle represents a vantage point; the area enclosed by the blue
circle is the portion of space visible to an observer and the bright red path is the portion of the
flight trajectory visible to the observer.
These principles lead to at least two ways of approaching the simulation of flights ob-
served from vantage points to evaluate the effectiveness of this survey method at cap-
turing bird movement patterns. A set of common preparation steps are needed for both
approaches: i) define a landscape within which bird movements and vantage point sur-
veys will be simulated, ii) define a structure for the movement model that will be used for
the simulations, and iii) choose sensible parameters to input into the models to generate
movements that resemble real bird flights.
Once the basic elements for the simulation of bird flights are in place, we may proceed in
two ways to recreate vantage point surveys. We may simulate a long, continuous flight
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trajectory and then take sections of it by randomly overlaying circular areas representing
vantage point viewsheds, in a similar way as figure 3.2 was generated. This approach
is appealing because it resembles closely what happens in reality. However it is quite
inefficient from the point of view of computing power, because some surveys simulated
this way might not collect any activity at all. Also, this approach provides some insight
on how many vantage points we need to deploy, and how long observers need to survey
for to obtain a certain amount of data, but it is difficult to allocate a pre-defined number
of flights (or flight time) to each survey. Therefore, it is difficult to disentangle the effect
of number of vantage points and flight time per vantage point on activity estimates, or
how these effects are related to particular landscape configurations (spatial distribution
of covariates related to movement behaviour).
A more effective approach, and the one I use in this study, is to first simulate a number of
areas observed from vantage points (circular areas of certain radius), within the defined
broader landscape. Then, I simulate flights of certain duration within the vantage point
observable areas only. In this way we control the spatial coverage of the landscape
through the number of vantage points generated, and we also control the amount of data
collected from each vantage point, by specifying the duration of the flights simulated
within each vantage point viewshed. However, we do not address the issue of how many
vantage points we need to deploy and for how long we need to survey them for in order to
obtain certain amount of flight time. Yet, it is reasonable to assume that these quantities
will depend on the intensity of bird activity in the study region, the characteristics of the
landscape and the spatial distribution of the vantage points. Therefore, these questions
should be addressed separately for each particular study.
As mentioned earlier, model parameters used in the simulation of flights observed from
vantage points are obtained from a movement model fitted to the GPS tracking locations
of two Verreaux’s Eagles (section 3.2.3). However, the model used for the simulations,
and the model fitted to the simulated flights to recover the parameters, are slightly
different. It was purposefully done like this to reproduce situations often faced in prac-
tice, when bird movement is driven by variables that we cannot observe from vantage
points. More specifically, the model fitted to the GPS data set incorporates systematic
drift towards steep slopes, the eagle’s own nest and the nest of a neighbouring eagle.
Simulations of flights observed from vantage points were generated considering all these
variables. However, the model fitted to the simulations only attempts to recover the
parameter related to drift towards steep slopes, because in real vantage point situations
we often ignore the location of eagles’ nests or we are unable to identify individual eagles.
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Simulation procedure
To simulate bird movement, I use the potential-based velocity model described in sections
3.2.2 and 3.2.3. Sensible parameter values to input into the model and to generate flights
that resemble real bird activity, are obtained from a GPS data set of two Verreaux’s eagles
(section 3.2.3).
The simulations proceed as follows:
1. Define landscape. I define the broader region to simulate bird movements by the
minimum convex polygon (see Worton, 1987) enclosing the GPS locations of one
of the tracked eagles, eagle1. This ensures that the landscape roughly contains the
basic elements that the eagle needs in its daily activities.
2. Generate areas observed from vantage points. To investigate how survey design
influences parameter estimates, I simulated different scenarios, randomly choosing
2, 4, 6, 8 and 10 vantage point locations within the defined landscape. Around
these vantage points, I generate a circular viewshed of 2 km radius. The only
constraint when sampling vantage point locations is that their viewsheds do not
overlap.
3. Simulate bird movements. To investigate how the amount of data collected from
each vantage point affects estimates of movement parameters, I change the flight
duration per vantage point. I simulated accumulated flight durations of 3, 5, 10,
15 and 30 minutes per vantage point. The simulation of each flight runs as follows
(see appendix D for an example of simulation code):
(a) Sample all necessary parameters to build time-varying drift and diffusion para-
meters (see section 5.2.4 and 3.2.3) from the posterior distributions obtained
by fitting a model to the eagle’s GPS data set.
(b) Randomly select a time of day, between 7 am and 7 pm (when eagles are most
active), at which the flight starts.
(c) Randomly select an initial position and velocity within the corresponding
vantage point viewshed. The initial velocities were sampled from a distribu-
tion centred at zero with the variance estimated for the stationary distribution
of the velocity process (see appendix A).
(d) Extract the value of the gradient of the potential at the current location.
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(e) Input parameter and gradient values into expression 3.10 to simulate a velocity
value, considering a time step of 0.5 minutes.
(f) Update position.
(g) Iterate steps (d) to (f) until the desired duration is reached or the trajectory
leaves the vantage point viewshed. In the latter case, this flight is finished,
the duration of the flight is subtracted from the total target duration, and a
new flight commences from step (a).
Points two and three above were repeated five times, resulting in five repetitions of each
combination of flight time and number of vantage points.
3.2.5 Model fitting
Models were fitted in a Bayesian framework, which has the desirable property of naturally
accommodating prior knowledge into the modelling process (Ellison, 2004; Gelman et al.,
2014; McElreath, 2019). Prior distributions (or just priors), inform the model of what
are reasonable values for the model parameters to take on. Once data is analysed, our
prior knowledge is updated with information contained in the data and we obtain what
is called a posterior distribution for the parameters (or just posterior). This idea opens
the possibility of combining several data sources to improve inference.
For example, we may use movement parameters estimated from telemetry data as priors
for fitting movement models to vantage point data. Vantage point surveys typically
provide small data sets, compared to telemetry methods, but they can be designed to
collect information from a specific area of interest. Also, the collection of vantage point
data is relatively simple and non-invasive to the birds. On the other hand, telemetry
provides large location data sets, yet there is no guarantee of the tagged birds using
the area of interest - or at least behave in the same way as the birds in this area. In
addition, the deployment of tracking devices is complex and often invasive to the birds
(Hebblewhite & Haydon, 2010; Kays et al., 2015). Within a Bayesian framework, we may
use existing telemetry data for understanding the general behaviour of the species, and
then, update this prior knowledge with local information from vantage point surveys.
Posterior parameter distributions combine the information contained in the prior dis-
tribution and in the data (see Gelman et al., 2014; McElreath, 2019, for at-length dis-
cussions on the use of priors). When data is limited, as it often happens with vantage
64
CHAPTER 3. POTENTIAL-BASED VELOCITY MODELS
point surveys, and priors are informative (have small variance, small uncertainty), the
posterior distribution is dominated by the prior. In contrast, when data are informative
and priors are weak (large variance, large uncertainty), the posterior is dominated by
the data. The model for the eagle’s GPS data was given relatively weak priors (for the
standardized covariates) N(0, 0.5) for hyper-parameters µζ and µα, half − Cauchy(0, 0.2)
for hyper-parameters σζ and σα, N(5, 1) for hyper-parameters µψ, half − Cauchy(0, 1)
for hyper-parameters σψ, and half − Cauchy(0, 2.5) for ν.
To understand the effect of different types of priors on parameter estimated from vantage
point data, I fit the same potential-based velocity models to the vantage point simulations
using three different priors and compare the resulting posterior distributions:
i) Vague priors (same as for GPS data), that let the likelihood of the data dominate
the posterior. Using vague priors, we consider that there is no previous information
about the bird species we are studying. Although using vague priors is a common
choice, there is almost always information available that can help us choose better
priors and we should make use of it (see Gelman et al., 2014; McElreath, 2019).
ii) Informative priors, based on the posterior distribution of the parameters used to
simulate the data (eagle1 ). Choosing as priors the distributions that actually
generated the parameter values for the simulation, represents a scenario where we
know, prior to fitting a model to the vantage point data, what parameters values
govern the movement of the birds. This scenario is very unlikely in reality, but it
helps us understand what the priors are doing in the other scenarios, thus, working
similar to a control.
iii) Informative but biased priors, based on the posterior distribution of parameters
fitted to a GPS data set, but in this case from a different eagle (eagle2 ). Since
these priors are biased in relation to the data-generating parameters, they will
help us understand to what degree, parameter values obtained from a different
bird may help inference, and also to what degree prior knowledge can be updated
with vantage point observations. I add some extra variance to the biased priors to
capture the uncertainty arising from using parameter values of a different eagle.
This third scenario is probably the most common we may find during wind farm
monitoring. Under this circumstance, we have information available about what
the movement parameters for a certain species look like, but we are unsure to what
degree this information can be extrapolated to the individuals we observe in our
study area. For example, we may have GPS tracking data from a different eagle
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living in a different environment, or we may have to adapt plausible values from
the literature.
Models were fitted in R (R Core Team, 2018), using the package rstan (Stan Develop-
ment Team, 2018b). This package implements Hamiltonian Monte Carlo sampling which
is an efficient Markov Chain Monte Carlo (MCMC) algorithm that samples the posterior
distribution of the parameters using Hamiltonian equations (Neal, 2011). The general
idea behind MCMC is that it is an iterative sampling procedure used to approximate
probability distributions without closed form (Gelman et al., 2014). In Bayesian model
fitting, the objective is to create a sequence of parameter samples that in the long-term
converges to the posterior distribution of the parameters. Parameter values are sampled
sequentially from a transitional density typically centred a the previous sample, form-
ing a chain with the Markov property (i.e. samples depend only on the previous draw).
The posterior is evaluated at each step (i.e. for each sampled parameter value) and
parameter values are accepted or rejected following some pre-defined rule. Hamiltonian
Monte Carlo incorporates information about the gradient of the target posterior to ac-
cept or reject new samples. Thus, it improves the efficiency of the algorithm by sampling
more intensively from regions of high density (Neal, 2011). Because the starting point
of the chains are somehow arbitrary the values at the beginning of the chains are not
necessarily representative of the long-term stationary distribution, and therefore, it is
good practice to discard them. In addition, to explore the parameter space effectively, it
is recommended to produce several chains with different starting values and make sure
that they all converge to similar distributions.
I ran four Markov chains with 4000 iterations each, discarding the first 2000, which
are used for adapting the chains. Convergence of the model was assessed visually by
inspecting that all the chains explore a similar distribution of parameter values. I also
rely on the R̂ statistic, which provides a measure of the expected reduction in posterior
variance, should posterior sampling carry on to infinity (Gelman et al., 2014). In practice,
although Hamiltonian Monte Carlo is an effective algorithm to sample from the posterior,
samples along the Markov chains are autocorrelated to some extent. High autocorrelation
reduces precision in posterior estimates, and therefore I used the number of effective
samples as a guide to assess posterior precision (Gelman et al., 2014).
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3.2.6 Analysis of simulation results
The objective in this study is to investigate how effective vantage point surveys are for
learning about movement behaviour and habitat preferences of soaring birds. To do so,
I generate synthetic data (simulations) that resemble Verreaux’s eagle flights observed
from vantage points and use them to estimate movement parameters. These flights are
generated in such a way that their trajectories evolve according to some known habitat-
driven behaviour that I based on GPS tracking studies on the species (see section 3.2.4
for details on flight simulations).
I simulate 25 scenarios with different combinations of number of vantage points and
flight duration per vantage point. To have replicates of each scenario, each of the 25
combinations are repeated five times. Then, movement models are fitted to the flights
simulated under the different survey scenarios, using different priors. Finally, the pos-
terior distributions of the model parameters are compared with the distributions that
were used to generate the data. The difference between the data-generating parameters
and the parameters estimated from the simulated data provides a measure of how effect-
ive vantage point observations are at capturing behavioural information that relates to
habitat preferences and use of space. I also investigate how number of vantage points,
flight duration per vantage point and type of prior, affect posterior distributions.
I use two metrics to compare the parameter distributions from which the simulations
were generated and the posterior distributions produced by the model fitted to the
simulated vantage point data: the relative bias (RB) and the overlapping coefficient
(OV L) (Weitzman, 1970; Clemons & Bradley, 2000).
The relative bias provides a measure of how different a parameter posterior distribution






The term θ̂s = E[θ|ys] is the expected value of the posterior distribution of a model
parameter θ fitted to the simulated data ys and E[θ] is the expected value of the distri-
bution from which θ was sampled to generate the simulations (this is the data-generating
distribution, not to be confused with the prior of θ). The subscript s indexes the differ-
ent repetitions of a particular vantage point survey scenario (characterized by a number
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of vantage points and a flight time per vantage point). To make bias in the posterior
distribution of different parameters comparable, we divide by E[θ]. In Bayesian statistics
inference is usually not based on point estimates, such as θ̂, but rather on the posterior
distribution f(θ|ys). However, the concept of bias is still useful to calculate average
differences between two distributions.
The second metric I use to compare posterior and data-generating distributions is the
overlapping coefficient. OVL represents the overlapping area between the distribution
from which parameter values were sampled to simulate data and the posterior distri-
bution of the parameters given the simulated data. It provides a measure of agree-
ment between the data-generating distribution and the posterior distribution based on
how much they overlap each other. An overlap of zero means that posterior and data-
generating distributions are completely disjoint, and on the contrary; an overlap of one
means that posterior and data-generating distributions agree perfectly. The overlapping
coefficient is calculated as:
OV L(ys) =
∫
min{f(θ|ys), f(θ)} dθ, (3.16)
where f(θ|ys) is the posterior distribution of a parameter θ estimated from the simulated
data ys and f(θ) is the probability density function from which θ was sampled to generate
the simulated data (again not to be confused with the prior distribution of θ). As in
the formulation of RB, the subscript s indexes the different repetitions of a particular
vantage point survey scenario. When there is no agreement between posterior and data-
generating distributions, we still need a measure of how different posterior values are
from data-generating values and that is what RB is used for.
To summarize the results I fitted a Generalized Additive Model (GAM) to the RB
and OV L values obtained for different combinations of number of vantage points, flight
duration per vantage point, and types of prior. Number of vantage points and flight
duration per vantage point were explained by smooth (non-linear) terms, while the type
of prior was included as a linear term. I used the software R (R Core Team, 2018) to run
all the analyses and simulations, with the added functionality of the tidyverse packages
(Wickham, 2017). GAMs were fitted using the package mgcv (Wood, 2017).
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3.3 Results
3.3.1 Summary of data-generating model
In this section, I will briefly describe the results obtained after fitting the potential-
based velocity model (see sections 3.2.2 and 3.2.3) to the GPS tracking locations of the
two Verreaux’s Eagles. The model parameters described in this section will be later
used for simulating Verreaux’s Eagle flights observed from vantage points (see section
3.3.2). In particular, the parameters estimated for the Sandveld eagle eagle1 are used
for simulating flights. The parameters estimated for the Cederberg eagle eagle2 were
only used as priors in models fitted to simulated vantage point data, and not to simulate
flights. These priors allowed me to investigate how fitting a model to vantage point
observations of one eagle, using priors coming from a different eagle, affect parameter
posterior distributions.
A 90% posterior predictive interval constructed from the drift component of the mod-
els fitted to the eagles’ data covered 91% of both the Sandveld and Cederberg eagle
data (figure 3.3), showing that model predictions are constrained within sensible limits.
However, the model fails to capture periods with no change in velocity, which probably
corresponds to periods of eagle inactivity. To assess model fit for the diffusion term, I
computed the “residuals” by subtracting the median posterior drift from the observed
change in velocity (which was the response variable), then, I compared these residuals
with the posterior distribution of the diffusion (figure 3.5). The model seems to capture
well the diffusion observed for the Sandveld eagle, whereas the diffusion for the Ceder-
berg eagle seems to be shifted towards the end of the day, in relation to model estimates
(figure 3.5). Overall, the posterior predictive checks suggest some misalignment between
model predictions and observed eagle behaviour, but the model captures the general be-
haviour well enough to produce the rough representation needed for the simulations (see
discussion in section 3.4). Data simulated from the model again shows some similarities
with the observed data, such as the reversions to a central point typical of central place
foragers (figure 3.6). However, the model produces trajectories that are smoother than
those featured by the data, suggesting that eagle behaviour would probably better cap-
tured by model that incorporate multiple movement modes, such as resting and flying,
for example.
Under the potential-based model specified for the Verreaux’s Eagle, the Sandveld indi-
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vidual showed some systematic drift towards steep slopes (see µζslp and µαslp terms in
table 3.1 and figure 3.4). This attraction is more variable at the beginning and end of
the day. Drift towards nesting sites, both own and neighbours’ was positive for the most
part (see µζnest and µαnest for drift towards own nest, and µζngh and µαngh for neigh-
bours nest in table 3.1). The drift towards the eagle’s own nest was consistently positive
throughout the day, although weaker towards midday (figure 3.4). The drift towards the
neighbour’s nest also tends to decrease around midday; however, the effect of time of day
was greater for the drift towards this nest, than it is for the eagle’s own nest (see µαngh
compared to µαnest in table 3.1). Such was the effect of time of day on the drift towards
the neighbour’s nest, that it became negative (repulsion) around midday in some days
(figure 3.4).
The model for the Sandveld eagle also showed relatively large variability in attraction
towards steep slopes in different days (see σζslp in table 3.1 and figure 3.4). Notably, the
change in drift towards steep slopes as the day progresses was quite variable in different
days (see σαslp in table 3.1). Drift towards nests was also variable (see σζnest and σζngh
terms in table 3.1). However, the effect of time of day on drift towards nests varied less
in different days, than the drift towards steep slopes (see σαnest and σαngh terms in table
3.1).
The Cederberg eagle, showed similar patterns to those observed for the Sandveld eagle
in terms of movement drift (figure 3.4 and table 3.1). However, all coefficients tended to
be more variable, particularly at the beginning and end of the day. This was especially
true for attraction towards steep slopes, which also tended to be larger on average for the
Cederberg eagle than for the Sandveld eagle (see different µζslp , and particularly µαslp ,
between Sandveld and Cederberg eagle in table 3.1).
The diffusion parameter for the Sandveld eagle was larger than that for the Cederberg
eagle (see ν in table 3.1 and figure 3.5). Diffusion in the Sandveld eagle was also more
concentrated around midday, than it was for the Cederberg eagle (see differences in µψ
and σψ between Sandveld and Cederberg eagle in table 3.1, and figure 3.5).
Simulations of Verreaux’s Eagle flights observed from vantage points incorporated all
the characteristics exposed above. The objective then, is to investigate whether a model
fitted to the simulated flights can recover the parameters used for the simulations.
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Figure 3.3: 90% posterior predictive band (grey band enclosed by blue line) computed for
changes in velocity (dv) in eight random tracking days from the model fitted to the Sandveld
eagle. The actual measurements are represented by dots and the posterior median is represented
by the red line. The model captures the general increase of activity towards midday, although it
fails to capture the periods of constant velocity (bird possibly inactive) interspersed through the
day. Note that prediction’s uncertainty grows before longer time intervals with no observations.
This is because we are predicting change in velocity and not velocity itself and I decided to
associate the change with the beginning of the interval. Predictions of velocity would be uncertain
after the long time interval, as expected.
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Figure 3.4: Posterior simulations of drift parameters towards different target locations. Under
the potential-based velocity model fitted to the GPS locations of the Sandveld and Cederber
eagles, the drift towards steep slopes (slopes), the eagles’ own nest (nest) and the neighbours’
nest (nest ngh) change quadratically with the time difference with noon. Movement drift also
changes in different days. In the plot, each line corresponds to one realization of the drift for
a random day based on the posterior distribution of the drift parameters (100 realizations are
shown), and it shows how drift changes with time of day. Positive drift parameters translate into
systematic drift towards the corresponding target locations (slopes and nests); whereas negative
drift translates into drifting away from target locations. Zero drift is represented by the red,
dashed line and the average drift is shown by the blue line. We observe more variable drift in
the morning and evenings, and more consistent towards nests than towards slopes. All drift
parameters are more variable for the Cederberg eagle than for the Sandveld eagle. The drift
towards slopes of the Cederberg eagle is remarkably more variable, in early and late hours, than
that of the Sandveld eagle.
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Figure 3.5: Posterior simulations of diffusion parameters. Under the potential-based velocity
model fitted to the GPS locations of the Sandveld and Cederber eagles, diffusion is maximum
at midday and decreases following a Gaussian curve towards early and late hours of the day.
In the plot, each line corresponds to one realization of the diffusion for a random day based on
the posterior distribution of the diffusion parameters (100 realizations are shown), and it shows
how diffusion changes with time of day. The average diffusion is shown by the blue line. Under
this model diffusion is the main driver of movement, and therefore more diffusion translates into
more activity. The Sandveld eagle shows an activity pattern that is more concentrated towards
midday than the Cederberg eagle. The black points represent the standard deviation of the
residuals computed by subtracting the median posterior model prediction at each hour of the
day from the actual observations. While the Sandveld residuals follow the estimated diffusion
pattern, the residuals computed for the Cederberg eagle suggest that the actual diffusion is shifted
towards later hours than the model estimates.
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Table 3.1: Summary of parameter posterior distributions of the potential-based velocity model
fitted to the GPS locations of the Sandveld and Cederberg eagles. These posteriors were also used
for simulating vantage point observations (Sandveld eagle) and as prior distributions (Cederberg
eagle). Under this model, eagle movements may drift towards (or away from) steep slopes, their
own nest and a neighbour’s nest. Drift changes with the time difference with noon. Thus, ζ
parameters represent drift at midday; whereas α, modulates the change in drift with time of day.
The model also incorporates a diffusion term that also changes with time of day. The parameter
ν controls diffusion at midday; whereas ψ changes the diffusion parameter with time of day.
All parameters may change in different days, and are given Gaussian distributions with mean µ
and standard deviation σ (e.g. µζslp stands for mean across days for the drift towards slopes at
noon). The column area shows which eagle the parameters come from: S - Sandveld and C -
Cederberg. The columns with percentages represent credible areas. n eff stands for number of
effective Markov Chain Monte Carlo samples used to define the posteriors and Rhat, provides a
measure of convergence (Rhat = 1 is good convergence).
mean area sd 2.5% 50% 97.5% n eff Rhat
µζslp
0.05 S 0.01 0.02 0.05 0.07 2204.00 1.00
0.07 C 0.01 0.05 0.07 0.09 3552.00 1.00
µζngh
0.04 S 0.01 0.02 0.04 0.06 1855.00 1.00
0.10 C 0.01 0.08 0.10 0.11 3974.00 1.00
µζnest
0.12 S 0.01 0.11 0.12 0.14 3434.00 1.00
0.14 C 0.01 0.12 0.14 0.16 2644.00 1.00
µαslp
0.01 S 0.04 -0.07 0.01 0.09 2611.00 1.00
0.19 C 0.06 0.08 0.19 0.31 1270.00 1.00
µαngh
0.22 S 0.03 0.16 0.22 0.27 2413.00 1.00
-0.06 C 0.03 -0.12 -0.06 0.01 1871.00 1.00
µαnest
0.15 S 0.02 0.11 0.15 0.20 2809.00 1.00
0.04 C 0.03 -0.02 0.04 0.10 2187.00 1.00
σζslp
0.05 S 0.01 0.03 0.05 0.07 1671.00 1.00
0.05 C 0.01 0.03 0.05 0.07 2047.00 1.00
σζngh
0.05 S 0.01 0.03 0.05 0.07 1578.00 1.00
0.03 C 0.01 0.02 0.03 0.05 1586.00 1.00
σζnest
0.03 S 0.01 0.02 0.03 0.05 1716.00 1.00
0.05 C 0.01 0.03 0.05 0.06 2285.00 1.00
σαslp
0.16 S 0.03 0.10 0.16 0.22 1855.00 1.00
0.32 C 0.05 0.24 0.32 0.43 2112.00 1.00
σαngh
0.12 S 0.02 0.09 0.12 0.17 2078.00 1.00
0.17 C 0.02 0.12 0.16 0.22 2135.00 1.00
σαnest
0.11 S 0.02 0.07 0.11 0.15 1677.00 1.00
0.16 C 0.02 0.11 0.16 0.21 2541.00 1.00
µψ
4.55 S 0.41 3.80 4.55 5.36 8030.00 1.00
6.71 C 0.97 4.85 6.72 8.53 6319.00 1.00
σψ
2.74 S 0.39 2.09 2.70 3.58 4820.00 1.00
11.88 C 2.37 8.04 11.61 17.12 3057.00 1.00
ν
3.79 S 0.02 3.74 3.79 3.84 3880.00 1.00
2.88 C 0.02 2.85 2.88 2.91 4308.00 1.00
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CHAPTER 3. POTENTIAL-BASED VELOCITY MODELS
3.3.2 Simulation results
Flights observed from vantage points were simulated using the model described in section
3.2.3, the procedure outlined in section 3.2.4 and the parameter values for the Sandveld
eagle presented in section 3.3.1. I simulated accumulated flight durations of 3, 5, 10, 15
and 30 minutes per vantage point, in scenarios with 2, 4, 6, 8 and 10 different vantage
point locations, which amounts to a total of 25 settings. Each of these simulations was
repeated five times.
To recover movement parameters from the simulated data, I fitted a model similar to the
one fitted to the eagles’ GPS locations - also used to generate the simulations. However, I
excluded from the model variables related to distance from nests, because often observers
are not able to identify individual eagles during vantage point surveys. Thus, drift
towards slopes became the main parameter of interest. To investigate the effect of
different types of priors on the posterior distributions fitted to the vantage point data, I
used three different types priors: i) vague; ii) the data-generating distributions (posterior
distributions fitted to eagle1 ); and iii) posterior distribution of a different eagle than the
one used to simulate the flights (posterior distributions fitted to eagle2 ). I compared the
distribution of the parameters used for the simulations with the posterior distribution
of the parameters fitted to the simulated data using the relative bias (RB) and the
overlapping coefficient (OVL) (see section 5.2.4 and 3.7). Relative Bias and overlapping
coefficients were calculated for the posterior distributions of all parameters fitted using
all combinations of number of vantage points, flight time per vantage point and type of
prior. The results were summarized using GAMs with RB and OVL as response variables
and number of vantage points, flight time and type of prior as explanatory variables.
In the model used for simulating Verreaux’s eagles flights observed from vantage points,
drift parameters changed with time of day and also between days (see section 3.2.3 and
3.3.1). Each day has a maximum or minimum drift towards midday (midday drift, given
by the parameter µζslp in table 3.1). Drift was, in general, over-estimated in the model
fitted to the simulated vantage point observations, with bias of up to twice the true
(data-generating) value on average, when vague priors were used (figure 3.8). Based on
the GAM fitted to the RB values, posterior distribution bias in drift parameters ten-
ded to decrease as number of vantage points and observed flight time per vantage point
increased. This effect was most evident when informative priors were used to fit the mod-
els (see top central panel of figure 3.8). When vague priors were used for model fitting,
bias in the posterior of drift parameters was mostly unaffected by increasing number of
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vantage points or fight time per vantage point, over the range of scenarios tested (see
top left panel of figure 3.8). When using the data that generated the flights as priors,
posterior distributions became more biased as sample size increases, particularly when
increasing flight time per vantage point (see top right panel of figure 3.8). Note that, as
I mentioned at the beginning of this section, models were purposefully misspecified, by
ignoring some important attractors (i.e. nests).
Relative bias in most posterior drift parameters presented a similar behaviour (see ap-
pendix E), with one exception: the parameter that modulates the change in drift with
time of day (see µαslp with eagle2 priors in figure 3.8). According to the GAM, the aver-
age bias obtained for this parameter was up to 20 times the mean of the data-generating
distribution. Increasing the number of vantage points or flight time per vantage point
had little effect on this bias, over the range of tested scenarios. Using vague priors,
relative bias was smaller but still around five times the mean of the data-generating
distribution (figure 3.8).
The model that simulates eagle’s movement also incorporates a diffusion term, which is
also the main driver of movement (it tell us how much movement there is). Diffusion
also changes with time of day, being maximum at midday (midday diffusion, given by
the parameter ν in table 3.1). According to the GAM fitted to RB values, bias in the
posterior distribution of diffusion parameters was less than 100% on average (figure 3.8).
Midday diffusion tended to be under-estimated, while the change in diffusion with time
of day tended to be over-estimated. Similar to what I observed for the drift parameters,
change in diffusion with time of day was more biased than midday diffusion. Also
similar was the effect of increasing number of vantage points and observed flight time.
The reduction in bias in diffusion when increasing sampling efforts is substantial only
when using informative priors for model fitting (figure 3.8).
Posterior distributions of all parameters fitted to the simulated vantage point data
showed very small overlapping coefficients with the data-generating distributions (see fig-
ure 3.9 and appendix F). Overlap only improved substantially using the data-generating
distributions as priors (see figure 3.9). Increasing the number of vantage points, and
especially, observed flight time per vantage point, produced little increase in overlap,
which stayed low (< 0.5) even for the scenarios with the most abundant data (see ap-
pendix F). Overlap between data-generating distributions and posterior estimates were
close to one when using data-generating distributions as priors (figure 3.9).
A graphical representation of the relative bias and overlapping coefficients between all
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estimated parameters and data-generating distributions, as well as the effect of increasing
number of vantage points and flight time per vantage point, is presented in appendices
E and F.
Figure 3.7: Graphical representation of the comparison between data-generating distribution
(in blue), the prior (in red with dashed line) and the posterior (yellow with solid line). Different
simulated vantage point scenarios are presented, with different number of vantage points (rows)
and different observed flight time per vantage point (columns). This figure shows the posterior
of the mean drift at midday towards steep slopes across days (µζslp). The posterior agrees with
the prior in scenarios with little data (top-right panels) and becomes more similar to the data-
generating distribution in scenarios with more data (bottom-left panels).
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Figure 3.8: Mean relative bias (in the vertical axis and colour gradient) of the posterior distri-
bution of the parameters fitted to the simulated vantage point observations and effect of number
of vantage points and flight duration per vantage point, as predicted by the GAM. A relative
bias = 0 means that the posterior is unbiased. A relative bias = 1 means that bias is as large
as the parameter value that generated the data. A relative bias = 2, the bias is twice as large
as the data-generating parameter, etc. Posterior relative bias is compared for different priors:
vague (left), informative (centre - these priors come from parameters of a different eagle than the
one use to generate the data), and data-generating distributions (right column - these are the
distributions that were used to generate the data). The surface shows the effect of increasing the
number of vantage points and the observed flight time per vantage point, on the relative bias.
µζslp is the mean drift towards slopes at noon across different days. µαslp is the mean change in
drift with time of day, across different days.
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Figure 3.8: (Continued) µψ corresponds to the mean change in diffusion with time of day across
different days, whereas σψ is the standard deviation of the change in diffusion with time of day
across different days. ν corresponds to the maximum diffusion any day.
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Figure 3.9: Overlapping coefficients between the posterior of the movement parameter estimated
from the simulated vantage point observations and in relation to the data-generating parameters.
The boxes represent the lower quantile, median and upper quantile, while the whiskers cover one
and a half times the interquantile range. Eagle1 priors correspond to the data-generating distri-
butions, Eagle2 priors are constructed from the movement parameters of a different individual
of the same species with some added variance and vague priors are priors centred at zero with
large variance.
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3.4 Discussion
Vantage point surveys are standard practice in environmental impact assessments of
wind energy facilities on raptors and other soaring birds (Strickland et al., 2011; Scottish
Natural Heritage, 2014; Jenkins et al., 2015). However, their reliability at characterizing
bird activity is largely untested. Here, I investigate how the analysis of flights observed
from vantage points using movement modelling techniques, may help us understand bird
behaviour. Assuming that bird activity could be a good indicator of exposure to collision
with wind turbines, understanding the drivers of movement should provide useful insights
into where collisions are likely to occur. The question then becomes how accurately can
we estimate movement parameters using vantage point observations? To answer this
question, I simulated Verreaux’s Eagle’s flights as if they were observed from vantage
points. To add realism to the simulations, they were based on the parameters obtained
by fitting a similar model to a GPS data set of the same species. Then, I analyse how
accurately data-generating parameters can be recovered from the simulated data. In
addition, I study how different survey designs and priors used to fit these models to the
synthetic data, influence the accuracy of the estimated parameters.
Potential-based velocity models are appealing descriptors of movement patterns, because
they connect flight characteristics of individual birds with long-term spatial distribution
of bird activity (Brillinger et al., 2002; Preisler et al., 2013; Russell et al., 2018). Move-
ment strategies of Verreaux’s Eagles (or any other soaring bird) likely involve long-term
decisions, such as staying within their territory or moving towards hunting or resting
grounds (Simmons, 2005; Murgatroyd et al., 2016b). These tendencies form the struc-
tural part of potential-based velocity models (drift components). On the other hand,
more sporadic and erratic movements in response to unpredictable stimuli, such as local
wind currents, interactions with other individuals or disturbances, are pooled in the ran-
dom component of these models (diffusion component). Although potential-based mod-
els are build upon local behaviour (e.g. instantaneous changes in velocity) the potential
surface is constructed at the landscape level, allowing flexible estimation of far-ranging
long-term behaviours effects and not just local decisions (e.g. Russell et al., 2018). How-
ever, constructing potential surfaces that are too flexible (e.g. using thin-plate splines)
makes it difficult to understand what elements of the landscape are driving the beha-
viour of the animals. In this chapter, I sacrifice flexibility by explicitly defining potential
points of attraction based on landscape elements, such as steep slopes or nests. This ap-
proach makes it easier to understand the drivers of movement but it is more restrictive
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and subjective in the sense that it is the analyst that defines the points of attraction a
priori. Thus, points of attraction produced by factors other than those controlled might
be completely missed. For example, complex territorial interactions or preferred hunting
grounds could be easily missed by the researcher, while they might play a central role in
the animal’s activity.
As I mentioned, I fitted potential-based velocity models taking an approach that inter-
rogates the data about whether selected elements of the landscape could play a role in
the Verreaux’s Eagle activity (i.e. steep slopes, own nest and neighbouring nest). Al-
though model predictions were constrained within sensible limits, the model failed to
capture periods with no change in velocity, which probably represent periods when the
eagles were not active. This suggests that a model with at least an additional “resting”
state would be more appropriate to represent eagle behaviour. However, the objective
of the models fitted to the eagle data was to provide an approximation to flights an
observer might record during vantage point surveys, and not a detailed representation of
eagle behaviour. In addition, a vantage point observer would not record perched eagles,
and therefore, I favour the simplicity of a single-state model. It must be noted that
this decision could introduce bias in the estimation of both drift and diffusion and these
problems should be addressed if the primary objective was to infer eagle behaviour.
The movement of two Verreaux’s Eagles captured by GPS trackers, was described by a
positive drift of flight trajectories towards their nest, neighbouring nests and steep slopes.
The drift towards nests was greater and more consistent than the drift towards steep
slopes. This suggests a territorial behaviour and a variable selection of steep slopes by
this species, possibly for hunting and slope soaring (Simmons, 2005; Murgatroyd et al.,
2016b, 2018). A diffusion term based on a Brownian (random) motion was added to
the model to account for sporadic, unpredictable stimuli. Parameters associated with
both systematic drift and diffusion varied between different days and also changed with
time of day. Diffusion, which is the main driver of movement in the proposed model,
was maximum towards midday and decreased towards the morning and evening. These
results are consistent with what is known about the species. The Verrreaux’s Eagle is a
diurnal raptor and its activity is known to peak at midday (Simmons, 2005; Murgatroyd
et al., 2016b). Drift towards steep slopes and nests was greater, although more variable
during mornings and evenings than it was during midday. Since the species is a central
place forager, that stays around the nest year round (Simmons, 2005), movement in early
and late hours of the day are likely to occur near the nest. These morning and evening
flights are likely to be shorter and more erratic, than the longer trips towards midday.
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The location and intensity of air currents produced by wind speed and temperature,
together with energy management strategies by the birds, are also likely to contribute
to these different movement modes (see Shepard et al., 2013; Murgatroyd et al., 2018).
For example, thermal uplift forms when land is heated by the sun, and therefore it is
more abundant towards midday. These conditions may favour longer trips (e.g. Duerr
et al., 2015), and translate into greater diffusion parameters, at midday. Therefore, in
the presence of thermal uplift, birds might be discouraged from approaching slopes (e.g.
during midday), translating into lower drift parameters towards these features.
The two eagles showed similar behaviours, despite them living in different environments;
however, there were some differences. Attraction towards steep slopes was greater for
the Cederberg eagle, probably due to a much larger availability of these features in
this mountainous region, and prey being more concentrated around the abundant rocky
outcrops. The activity of this eagle was more evenly distributed throughout the day than
that of the Sandveld individual. The smoother relief in the Sandveld region, probably
lacks orographic uplift, making eagles favour thermal soaring towards midday. It is
during midday that the drift parameters of the two eagles are most similar. This suggest
that the Cederberg eagle may start its activity earlier in the day, using slope currents,
while the Sandveld individual needs to wait for thermal convection to perform excursions.
Towards midday, both eagles probably tend to favour thermal over slope uplift.
These movement patterns were inferred from the models fitted to the GPS data of
the two Verreaux’s Eagles, but must be taken with caution due to the aforementioned
model misspecification. However, these movement patters provide a useful structure
for simulating eagle movement behaviour and test the inferential properties of vantage
point data. To this end, I used simulations generated using the posterior distributions
of the parameters fitted to the eagles’ GPS data, and that therefore, recreate eagle
behaviour. From a vantage point, an observer can only collect samples of flights restricted
to the vantage point viewshed. It is unclear whether these samples contain information
about long-term movement strategies by the birds, or the scale at which the samples are
collected is too small in relation to the scale at which movement patterns emerge. In
addition, it is not always possible to identify all factors that affect movement behaviour
(e.g. individual identification or location of nests and roosting sites). Although I knew
the location of the nests of the eagles tracked by the GPS transmitters, and the simulated
flights incorporated a drift towards nests, the model fitted to these simulations to recover
the generating parameters considered only steep slopes and not nesting sites. Having
variables included in the generating model that are not estimated from the simulations
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adds realism to the exercise by introducing some structure in the data that is unaccounted
for, and that may affect model estimates.
Based on the present study, the agreement between movement parameters estimated
from simulated vantage point data and the data-generating parameters depend largely
on the type of prior used for the modelling. Vague priors are typically centred at zero
and have large variance. These priors produced biased posteriors with little overlap
with the data-generating parameters. Parameters related to unstructured movement
(diffusion) were estimated more accurately than those capturing systematic behaviours
(drift). Increasing sample size, by either increasing the number of vantage points or
the flight time per vantage point, did not improve the agreement between posteriors
and data-generating distributions, when using vague priors. These results suggest that
vantage point data contain little information pertaining systematic movement behaviour.
Using informative priors obtained from movement parameters of a different eagle, was
key for reducing bias in parameters estimated from simulated vantage point data. These
informative priors were not enough to obtain unbiased estimates but they facilitated
bias reduction in scenarios with good spatial coverage and sample size (accumulated ob-
served flight time). Furthermore, using informative priors also helped with inference by
constraining parameter estimates to stay within reasonable limits in scenarios with poor
spatial coverage and small sample size. Increasing number of vantage points and increas-
ing observed flight time per vantage point had a similar effect on estimated parameter
bias. This similarity might be explained by the fact that the Sandveld region, used as
a landscape for the simulations is homogeneous in terms of habitat and topography. In
this situation, the spatial coverage of the area (number of vantage points) might have
relatively little importance due to all vantage points covering a similar type of habitat.
In more heterogeneous habitats, I would expect spatial coverage to be more important
than shown in this study. Parameters that capture complex behaviours, such as change
in drift and diffusion with time of day, were most biased, even with good spatial coverage
and large sample size. This suggests that, when working with vantage point data, models
should be kept simple, at least within the context of potential-based velocity models.
Two eagles of the same species are likely to share similar behavioural characteristics,
and that is why informative priors based on the parameters of an eagle different than
the one used for the simulations, improved parameter estimates. However, we must ac-
knowledge potential differences amongst individuals, and incorporate this uncertainty
into the modelling process, by for example, increasing the variance of the priors. In gen-
eral it is recommended to choose priors based on existing literature or personal believes
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(e.g. Ellison, 2004; Gelman et al., 2014; McElreath, 2019). When data are informative,
the choice of prior is mostly irrelevant. However, in the case of modelling movement
behaviour using flights observed from vantage points, given the low information content
of these data, I recommend choosing priors very carefully, and if possible, obtained from
models similar to the one being fitted.
I must also acknowledge that, although simulations were based on a single bird, in real
vantage point surveys, observers collect data from multiple individuals. There might be
several eagles around a wind farm, and because individual identification is usually im-
possible, all individuals are pooled together as one species. In this situation, we estimate
movement parameters for a population of eagles, rather than for a single individual. As
shown in this study, I would expect all individuals of the same species to share some
similar general movement behaviours. Therefore, I anticipate the result of this study
to be applicable to a situation in which multiple individuals are being studied from the
vantage points. However, I would expect parameter distributions to have larger variance.
To what extent it is possible to pool data from multiple species with similar characterist-
ics to make more powerful inference remains an open question. Similar experiences with
this and other species with different habitat preferences would be valuable to understand
to what degree the results presented here can be generalized to other situations.
Potential-based velocity models could be naturally extended to incorporate height as a
third dimension if the final objective of the analysis is to predict exposure to collision with
wind turbines. Nevertheless, capturing three-dimensional data in the field becomes a
challenge. Observers can only capture information continuously in two dimensions (i.e. by
plotting trajectories on a map). Capturing information on a third dimension would entail
other means of recording (perhaps with a voice recorder). Perhaps practitioners would
benefit from discretizing these measurements in time. In other words, capture annotated
sequences of bird locations with some frequency (e.g. every 30 seconds) - similar to
the way GPS trackers send information, instead of drawing continuous trajectories. If
locations are captured with high enough frequency, this type of data could be used to fit
potential-based velocity models.
It is also worth mentioning that vantage point observers will likely introduce positional
error in the recorded flight trajectories. I acknowledge that these errors might introduce
extra uncertainty in the estimated parameters, making it more difficult to infer clear
movement patterns. I have ignored these errors in this chapter, although I deal with
them extensively in chapter 4 and I incorporate them into the modelling process in
chapter 5.
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Once a movement model is specified, we may study the relative frequency with which
different parts of the landscape are used by the birds in the long term by simulation.
This long-term distribution should reveal which locations are best to place wind turbines
and which should be avoided. In chapter 5, I show how this is done in practice and
how useful activity distribution estimated using potential-based velocity models is for
predicting exposure to collision.
3.5 Conclusion
In this study, I use potential-based velocity models to learn about the movement be-
haviour of the Verreaux’s Eagle, as a way to predict exposure to collision with wind
turbines. For the first time, I investigate how accurately model parameters that describe
the movement of the eagles can be estimated from vantage point observations. The
results suggest that potential-based velocity models are useful to estimate systematic
selection of landscape features. This approach represents an improvement over methods
that base collision exposure on estimated flight abundance in that collision exposure
based on movement behaviour is spatially explicit. Therefore, we may evaluate collision
risk at each individual turbine independently. However, fitting these models to vantage
point observations produced reliable inference only when abundant data was available.
In this study, about 6 vantage points and 15 minutes of flight time observed per vantage
point, provided estimates with bias that were, on average, smaller than the parameter
value used to simulate the data; and only when informative priors were used in the
model. What constitutes a large enough sample or how much spatial coverage is needed,
should be assessed in each particular case, depending on the complexity of the landscape
and the behaviour of the species. The use of carefully selected, informative priors proved
to be fundamental to obtain accurate parameter estimates and capitalize on increasing
sampling efforts. Although only potential-based models were tested, I would expect sim-
ilar results when using discrete-time analogues like step-selection functions, as suggested
by Sur et al. (2018). In conclusion, if movement models are to be used to study the
spatial distribution of bird activity using vantage point observations, it is desirable to
have at least one or two hours of observed flights, covering of a variety of landscape con-
figurations, to obtain reliable estimates of movement parameters. Furthermore, I found
that the use of Bayesian priors is critical to facilitate the estimation process, and make
a coherent use of existing information and collected data.
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Chapter 4
Error in the mapping of flights
observed from vantage points
4.1 Introduction
In an effort to mitigate global warming, energy production is changing rapidly world-
wide. Renewable energies are considered key elements to control carbon emissions to
the atmosphere, and they represent a larger proportion of the energy mix than ever be-
fore (REN21, 2018). Wind energy stands out as one of the more efficient and prevalent
of these technologies. However, wind energy production presents its own environmental
challenges. Generally installed away from populated areas, wind energy facilities produce
environmental impacts on relatively untransformed habitats and on species sensitive to
human disturbance (Gasparatos et al., 2017). Birds and bats collide with wind turbines
and ancillary infrastructure, and tend to be displaced from wind farms due to habitat
degradation (Schuster et al., 2015). Collision-prone raptors and soaring birds are par-
ticularly sensitive to these impacts due to their relatively low population densities and
low reproduction rates (Marques et al., 2014; Watson et al., 2018). It is apparent that
collision risk is not only project- and species-specific, but it is also concentrated at par-
ticular turbines (Marques et al., 2014). Therefore, to improve our understanding of bird
collisions and also to minimize this risk to biodiversity, it is necessary to conduct collision
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risk studies at the local scale (i.e. within a wind farm).
Bird collision risk studies use samples of activity captured from vantage points to in-
vestigate exposure to collision (Strickland et al., 2011; Scottish Natural Heritage, 2014;
Jenkins et al., 2015). Collision risk models may then be used to translate exposure into
predicted number of fatalities (Masden & Cook, 2016). Vantage point surveys occupy a
prominent role in predicting potential impacts of wind energy on bird populations and
defining effective mitigation strategies. Therefore, it is crucial that we understand the
limitations of this field technique and their potential consequences during data analysis.
From a vantage point an observer records activity of soaring birds over some portion of
the landscape. To be effective at detecting birds that occur at low densities, but that
are visible from certain distance, the areas sampled from vantage points (viewshed) are
relatively large, often enclosing heterogeneous habitats (Strickland et al., 2011; Scottish
Natural Heritage, 2014). To model and extrapolate bird activity to areas not covered
during surveys, it is convenient to use environmental variables as predictors (e.g. vegeta-
tion, topography, weather, etc.). Thus, during vantage point surveys it is recommended
to plot the observed flight trajectories on a map to keep track of birds movements,
as well as the habitats and landscape features they visit. The correct association of
an observed flight with a particular landscape feature or habitat, will depend on how
accurately the flight was recorded. Although it is acknowledged that flights could be
inaccurately mapped (Strickland et al., 2011; Scottish Natural Heritage, 2014), studies
on the accuracy with which observers are able to perceive and capture the location and
shape of birds flights are lacking.
Field surveys are affected by visual perception, which is a classic research field in the
psychological sciences (Cutting & Vishton, 1995). It is clear that visual perception
of space deviates from Euclidean geometry (Wagner, 1985; Cutting & Vishton, 1995;
Todd et al., 2001; Erkelens, 2015). The proportionality of egocentric distance or depth
(i.e. distance in a radial axis from the observer) is perceived differently from that in
lateral distance or frontal depth (i.e. perpendicular to the line of sight), yet a precise
geometry of the visual space is still elusive (Wagner, 1985; Todd et al., 2001; Proffitt,
2006; Erkelens, 2015). Yang & Purves (2003) described visual perception of distance
from a probabilistic, Bayesian perspective, in which prior assumptions about a“typical”
or idealized structure of the environment, would bias the perceived environment, more
so in absence of reliable spatial cues. This statistical approach, found support for several
of the previously observed traits in visual biases, not only in distance perception, but
also in other aspects of visual research (see review by Geisler, 2008).
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In this chapter, I investigate some of the basic properties of the error made by observers
when plotting trajectories of a flying bird on a map. Henceforth, I will refer to this error
as mapping error. Typically, it is impossible to know how accurately flight trajectories
were captured, since the mapped trajectories are the only information available about
the true trajectories. To overcome this problem, I compare the flight trajectories of a
remotely controlled drone as provided by its on-board GPS, with the same trajectories
recorded and plotted on a map by three observers tracking the drone visually. I do not
attempt to find a particular formula for converting mapped flight trajectories to the true
trajectories, but rather I strive to understand (and eventually predict), in probabilistic
terms, what the true trajectory might have been, given a mapped trajectory. With
this objective in mind, I: i) estimate the magnitude of the mapping error made by
the observers; ii) investigate whether the error is affected by certain variables, such as
distance to the flying object or the topography of the landscape; and iii) explore the
dynamics under which the mapping error evolves, as the flight progresses.
Understanding the magnitude and dynamics of the mapping error will allow us to make
probabilistic statements about where birds flew in reality. Incorporating mapping error
into our analysis of flight trajectories will help us make more powerful inference by




Field trials were conducted between the 20th and the 25th of August 2016, to determine
the accuracy of three observers at visually tracking and plotting flight trajectories onto
topographic maps. The observers were all experienced in bird monitoring, including the
recording of bird flights from vantage points.
Observers were asked to sketch a representation of the flights traced by a drone on a
topographic map, an aerial photo or a combination of both. They could choose the map
they felt more comfortable with. All three observers recorded every flight. They were
kept at a certain distance from each other to avoid them copying each other’s mappings.
The drone, a DJI Phantom 3 Professional model, had an on-board positioning system
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(GPS) that tracked its location continuously, providing a location every second. This
allowed me to compare the observers’ mappings with the GPS trajectories.
Two areas of different topography were selected for the experiment to investigate the
effect visual clues could have on the accuracy of the observers: i) a flat area with few
topographical references, and ii) a rugged area where topographical elements could be
more easily identified on the maps (figure 4.2). Three different points were defined for
the take-off of the drone in each of these two areas (i.e. three take-off points in flat terrain
and three in rugged terrain, see figure 4.1). Each take-off point had an associated vantage
point, from which all flights were observed. In other words, all flights taking off from
the same point were recorded from the same associated vantage point.
The drone performed flights of an approximate duration of two minutes. Three types
of flights of different sinuosity were defined: straight – a straight flight with one turn of
maximum 90 degrees; sinuous – flight with at least three turns in different directions
and circular – a flight tracing a 360 degrees arc of approximately constant radius. Two
repetitions of these flights were performed from each of the different take-off points. In
one of the repetitions the flight was kept at a low altitude, of approximately 20 meters
above the take-off point. In the other repetition, the flight was higher, at an altitude
of approximately 70 meters above the take-off point (figure 4.1). Note that the height
above the ground of the drone is different from the height above take-off point, especially
when flying over rugged terrain.
Flights were conducted either from the take-off point and away from the observers or
from the distance and towards the observers. First, the drone would take off from a point
close to the vantage point and perform a flight moving away from the observers. Once
the flight was over, the drone would remain in place, while the observers were allowed to
plot the flight they just observed. Once they finished, they would locate the drone again
and were allowed to reposition it on the map, if so they considered. Then, the drone
would performed another flight that they also plotted onto a map, back to the take-off
point and towards the observers. This flight back to the take-off point was considered
to be a different flight, independent from the first one.
In total, the drone performed 36 flights. The order in which flights of different heights
and shapes were conducted, was randomized. Consequently, whether the drone moved
towards and away from the observers in any particular flight was also random. For
logistical reasons, six consecutive flights were conducted from an area with a specific
topography (flat or rugged) before moving to the other one. In total, each area was
91
CHAPTER 4. MODELLING OF MAPPING ERROR
visited three times (2 areas x 3 visits each x 6 flights in each visit = 36 flights in total,
see figure 4.1).
The observers were not informed of the type of flight that was being performed, or even
of the fact that there existed different flight types.
Figure 4.1: Schematic representation of the experimental design used to investigate the mapping
error made by three observers visually tracking a flying drone. Three vantage points were set in
a flat region and three vantage points in a rugged region. From each of the vantage points, the
three observers mapped three types of flights: sinuous, straight and circular. Two flights of each
type were mapped: one at a low height and one at a high height. Whether the drone moved
towards or away from the observer was randomized. In total the drone performed 36 flights.
4.2.2 Data processing
Flight trajectories captured by field observers and by the drone’s GPS were transferred,
firstly, to QGIS (QGIS Development Team, 2017), then to R (R Core Team, 2019) using
the sf package (Pebesma, 2018) to handle spatial objects.
In the field, observers drew continuous lines representing the flight paths they observed.
The digitizing process imposes the discretization of these lines into sequences of (arbit-
rarily many) locations. In a first digitization process, I transferred the scanned flight
drawings into vectors of locations. The amount of, and spacing between, these locations
depended largely on the length and sinuosity of the flight, as well as on the desired level
of detail of the digital trajectory. Once the first vector of locations was in the computer,
and to homogenize all trajectories, I transformed the vectors of arbitrarily-spaced loca-
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CHAPTER 4. MODELLING OF MAPPING ERROR
tions into vectors of equally-spaced locations. I did this by interpolating one equidistant
location for every second of flight. Then, I removed the original (arbitrarily-spaced)
locations. I used the function redisltraj of the R package adehabitatLT (Calenge, 2006)
to do the rediscretization (interpolation).
The choice of equally spaced intervals was motivated by the fact that observers could
only capture time references at the beginning and end of the flights, with the consequent
loss of information about changes in speed during the flights. Dividing the trajectory
in segments of equal length and assuming constant time intervals, effectively results in
assuming that flights were performed at a constant speed. Although efforts were made in
the field to perform flights at a constant speed, this condition was not always met, which
could introduce some error in the analysis. This setback is common in visual tracking,
since observers are unable to record time continuously during their observations.
The GPS in the drone provided location data in the form of Easting, Northing and time
stamps (x, y and t) at a rate of one location per second. To be able to compare GPS
and observed flights location by location, I interpolated equally spaced locations along
the trajectories recorded by the GPS, in the same way I did with the trajectories drawn
by the observers (figure 4.3).
4.2.3 Model specification
The data consist of drone flight trajectories, each of them embodied by a series of equally
spaced locations. These locations were captured in the field using two methods: i) a
telemetry device installed in the drone, which is supposed to have negligible mapping
error, and ii) three different observers, who drew the flights on cartographic maps (see
figure 4.3 and for more details see section 4.2.1). The locations captured by the drone
will be referred to as telemetry or true locations from now on, and will be denoted by rt
in the equations. The locations captured by the observers will be referred to as observed
locations and will be denoted by Zt. Both rt and Zt are two-dimensional vectors with
components (xt, yt), with xt measuring Easting, yt Northing and the subscript t ordering
locations in time. The observed location Zt is considered to be a stochastic process and
hence it is represented by a capital letter. The mapping error Dt is also a stochastic
process, such that:
Zt = rt + Dt (4.1)
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Figure 4.3: On the left panel: one of the drone flights, represented by a sequence of locations
(dots) that go from black at time 0, to red, to yellow at time 125 seconds; and the same flight
mapped by one of the observers, represented by a sequence of locations (crosses) that go from
blue at 0, to green, to yellow at time 125 seconds; the orange triangle represents the vantage
point from where the flight was observed. On the right top, the values of the Easting coordinate
of the same flight over time as recorded by the drone GPS (red) and by the observer (black); the
error (difference between GPS and observed) is plotted in green. On the right bottom panel, the
velocity of the mapping error in the Easting coordinate of the same flight over time.
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Note that the x and y dimensions of the stochastic processes Zt and Dt are considered
independent from each other. This means that I assume mapping error in the Northing
and Easting coordinate to be interchangeable, in the sense that their probability distri-
bution is the same. However, mapping errors are autocorrelated in time, as we will see
shortly.
To understand the properties of the mapping error Dt, I propose a model based on
a stochastic differential equation that models its magnitude and dynamics. I start by
modelling the magnitude of the mapping error when the drone is first detected (t = 0),
before it starts moving. I shall refer to the mapping error at t = 0 as D0 and to
this model as the initial error model. This model is key to understand the magnitude
of mapping error at any given time, since the initial error marks the starting point
from which the error evolves as flight progresses. Then, I define an error dynamics
model, which describes the evolution of the mapping error in continuous time. The
error dynamics model describes the dynamics of the error, capturing the correlation
structure of consecutive error measurements along a flight trajectory. Accounting for
this autocorrelation allows to keep track of the uncertainty in mapping error estimates
more accurately. With the two models combined we may estimate an expected true
location given an observed location at any given time. Therefore, the model captures
the relationship between the shape of the true trajectory and the shape perceived by the
observers, and it constitutes a data-generating model - i.e. it provides an understanding
of the error dynamics with which we may simulate full error trajectories.
Initial error model
To start building the model for the initial error (at the time the drone is detected), I
assume that in a homogeneous landscape, and by symmetry, mapping error is equally
likely to take any direction. I also assume that the Easting and Northing components are
independent from each other. Therefore, mapping error is modelled as two independent
Gaussian random variables (one for Northing and one for Easting) centred at zero and
with a common variance. This variance captures the variation in mapping error, but
since the error is centred at zero, it will ultimately determine its magnitude.
The initial error D0 provides the initial condition for the mapping error at any other
time Dt, and it is modelled as a random variable. More precisely, since D0 has Northing
and Easting components, it is a random vector (multivariate generalization of a random
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variable). The variation in the initial mapping error is expected to be affected by to-
pographical cues in the environment surrounding the drone, the distance between the
drone and the observer, and by the height above the ground at which the drone is flying
(Witt et al., 2007; Eckstein, 2011).
I measured the amount of topographical cues available in a given flight using the Vector
Ruggedness Measure (VRM), which accounts for variation in terrain slope and aspect
(Sappington et al., 2007). I used the average VRM in an area enclosing 500 meters
around each flight (i.e. all locations along the same flight share the same VRM value).
This measure was calculated using the SAGA package in QGIS. The distance between
the drone and the observer, as well as the height of the drone above ground, were
calculated from the GPS locations of the drone. The drone only provides information
about its height with respect to the take-off point. To find the height of the drone above
ground, I used the altitude of the take-off point, which I obtained from the Shuttle Radar
Topographic Mission digital elevation model (NASA JPL, 2013).
To understand the variability of the mapping error, how large it might potentially be-
come, and how it is affected by the aforementioned variables, I fit the following model
to D0:
D0(jv) ∼ N(0, σ20(jv)I)
log(σ0(jv)) = θ0 + θ1VRM + θ2height + θ3dist + ξ(obsj) + η(VPv)
η(VPv) ∼ N(0, ση)
(4.2)
I model the log of the standard deviation of the random vector D0(jv), which is centred at
0 = (0, 0) and has diagonal covariance matrix σ20I. D0(jv) represents the initial mapping
error of observer j at vantage point v. This model considers a baseline standard deviation
θ0 in the mapping error made by an average observer when estimating the spatial location
of an object situated on a flat terrain, at ground level and at the same location as the
observer. This parameter could be regarded as a measure of how precisely the average
observer would situate her position on a map. The parameters θ1, θ2, and θ3 control
how characteristics of the environment affect the accuracy in locating the drone: VRM,
drone height above the ground and distance of the drone from the observer, respectively.
The parameters ξ(obsj) account for the particular abilities of each observer j, adding or
subtracting variability in error from the baseline. The effects of all observers sum up to
zero (
∑J
j=1 ξ(obsj) = 0, for J = 3 observers). Finally, a random effect η(VPv) accounts
for uncontrolled factors associated with each vantage point v that may affect the spatial
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perception of their surrounding areas.
Error dynamics model
The error dynamics model describes the evolution of the mapping error over time, as
flight unfolds. The objective of this model is to determine how the observed trajectory
is related to the true trajectory traced by the drone. As mentioned at the beginning of
section 4.2.3, the observed flight is represented by the stochastic process Zt = rt + Dt,
where rt is the true flight and Dt is the mapping error; another stochastic process. Each
realization of the mapping error results in a trajectory that distorts rt to produce an
observed trajectory Zt. Realizations of the mapping error are themselves trajectories
(see figure 4.3), and therefore, we may study properties, such as: position, velocity
and acceleration of the mapping error. In this section, I compare several models that
associate properties of mapping error Dt with properties of the true trajectories traced
by the drone rt.
I compare several models to determine which one best captures the dynamics of the
mapping error (see section 4.2.4 for details on model selection). Models take the from of
second order stochastic differential equations, represented as systems of first order equa-
tions. They incorporate stochastic terms in the form of Brownian motion Bt. Brownian
motion is a stochastic process that is centred at zero, with independent increments, such
that Bt−Bs ∼ N(0, (t− s)I). Therefore, between time s and time t a trajectory defined
by the process Bt changes by a random quantity that is proportional to the time differ-
ence t − s. It follows that no matter how small t − s is, a trajectory of Bt is nowhere
differentiable (see Nelson 2001 and figure 4.4).
However, flight trajectories Zt captured by observers, as well as the true trajectories rt
traced by the drone are relatively smooth. Therefore, mapping error trajectories Dt must
also be similarly smooth. Some smoothness in mapping error trajectories is achieved by
making the stochastic process entering the model at the acceleration level. A so defined
process produces trajectories that appear relatively smooth, since the stochastic “shocks”
to changes in velocity are integrated at the position level (see figures 4.4 and 4.5). The
models that are compared for describing the mapping error are defined as follows:
- Model 0 represents the acceleration of the mapping error evolving as a Brownian
motion (figure 4.4). This implies that the behaviour of the mapping error trajector-
ies is unrelated to that of the true trajectories. The rate of change of the mapping
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error with respect to time dDt/dt is equal to Vt, the velocity of the mapping error.
Vt therefore indicates the direction and magnitude of the change in mapping error
per unit time. The change in Vt with respect to time, dVt/dt can be conceived as
the acceleration of the mapping error. In this case, the acceleration is modelled as
a stochastic process, where the Easting and Northing increments in error velocity
are independent from each other, and evolve according to Brownian motion Bt
with a variance scale of σ:
dDt = Vt dt
dVt = σ dBt
dBt ∼ N(0,dtI)
(4.3)
- Model 1 considers the mapping error to behave like a harmonic oscillator, in which
the error Dt tends to oscillate around zero (figure 4.5). In such a system, the
acceleration of the mapping error towards zero at any given time, is proportional
to the error at that time, by a factor of β. In other words, the larger the error, the
faster the acceleration brings it back to zero. I refer to β as the “drift” parameter,
because it controls the drift of the error towards zero. A “damping” term is in-
cluded in the model by the parameter φ, to allow the amplitude and frequency of
oscillations to change over time. In mechanics, the damping term represents a force
that acts in opposite direction to the movement, reducing the amplitude of the os-
cillation. In this model, this term could do the opposite (if negative) and amplify
the amplitude of the oscillations with time. The φ coefficient may take on any real
value, and its sign will determine whether there is damping or amplification of the
oscillations with time.
dDt = Vt dt
dVt = −βDt dt− φVt dt+ σ dBt
dBt ∼ N(0, dtI)
(4.4)
- Model 2 is structured in a similar way to model 1, but now the equilibrium point
is the initial error, instead of zero (figure 4.5). Observers believe that the position
where they placed the drone at the beginning of the flight is accurate, and therefore
any error in this location is likely to be propagated throughout the flight. Thus,
mapping error will oscillate around D0 instead of zero. A damping/amplifying term
is again included in the model through the parameter φ, to allow the amplitude
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and frequency of oscillations to change over time.
dDt = Vt dt
dVt = −β(Dt −D0) dt− φVt dt+ σ dBt
dBt ∼ N(0,dtI)
(4.5)
- Under model 3, the observed trajectory would tend to match the shape of the
true trajectory, but not necessarily its position (figure 4.5). Considering that the
shape of a flight is given by the sequence of velocity vectors associated with it, the
velocity of the observed trajectory would tend to match the velocity of the true
trajectory. Considering that Zt = rt + Dt, then, dZt/dt = drt/dt+ dDt/dt and if
Vt = dDt/dt, it follows that Vt = dZt/dt−drt/dt, the velocity of the error equals
the difference between the velocity of the true trajectory and the velocity of the
observed trajectory. Therefore, under this model it is the mapping error velocity
that drifts towards zero and not the error itself. Model 3 is formulated as:
dDt = Vt dt
dVt = −βVt dt+ σ dBt
dBt ∼ N(0,dtI).
(4.6)
- Under model 4, the mapping error (not its velocity) tends to drift towards zero
by changing the direction of its trajectory, but not necessarily its travelling speed
(figure 4.5). The dynamics of this model have an unstable equilibrium when the
velocity of the error is zero. When there is no change in mapping error, the
observed trajectory traces the same shape as the true trajectory, although possibly
at a distance. A trajectory may stay in this state for some time regardless of how
large the mapping error is. Therefore, some observed trajectories tend to match
the position and shape of the true trajectory, while others might just match the
shape but not necessarily the position.
dDt = Vt dt
dVt = −β(Vt + ωt) dt+ σ dBt
ωt = D̂t|Vt|
dBt ∼ N(0, dtI)
(4.7)
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Where the hat notation means unit vector and the vertical lines, the norm or
magnitude of a vector (i.e. D̂t = Dt/|Dt|). Therefore, ωt is a vector with direction
from the current error towards zero and with magnitude equal to the current error
speed. This preferred velocity brings the error to zero by shifting the direction in
which the error is changing.
By solving these systems of stochastic differential equations we find the transitional
density of the stochastic process. The transitional density defines the probability of
transitioning from one state at time s to another state at time t for t ≥ s (see appendix
B). Taking the limit as t −→∞ of the transitional density, gives the stationary distribution
of the process (if it exists). This is the state of equilibrium the process reaches if it
evolves for long enough. The transitional density has mean and variances that change
over time. The standard deviation function gives us an idea of how similar errors at
different points along the trajectory are expected to be. At short intervals, consecutive
errors are expected to be similar, and the variance of the process at short intervals small.
On the contrary, consecutive errors separated by longer times are expected to deviate
further from each other. This speaks about the autocorrelation in the mapping error
along an observed trajectory.
If we are to estimate errors from the stochastic process at any given time, we need to
find an initial value for the mapping error, an initial velocity at which the error changes,
and then use the transitional density to find a distribution of possible error values at
the desired time. An initial value for the mapping error may be sampled from the data
itself or from the initial error model fitted to the data. A starting value for the mapping
error velocity may be sampled either directly from the data, or from the stationary
distribution of the velocity process Vt (see appendix B). As a way of assessing model fit,
I use simulations to compare data generated by the mapping error models with actual
data captured in the field. Eventually, simulations will be key to understand how the
true flights might have looked like, given a sample of observed trajectories and a model
for the mapping error.
101
CHAPTER 4. MODELLING OF MAPPING ERROR
Figure 4.4: The figure represents the one-dimensional evolution of one realization of the mapping
error Dt over time, when its velocity changes according to the increments of a Brownian motion
∆Bt with variance 0.5
2δt (δt = 0.1). In the top panel, independent increments of the Brownian
motion ∆Bt; in the central panel, the velocity of the mapping error process Vt; and in the lower
panel, the state of the mapping error process Dt.
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Figure 4.5: One-dimensional representation of the four models tested for describing the dy-
namics of the mapping error made by observers plotting the flights of a drone on a map. The
black line represents the deterministic dynamics imposed by the models, and the grey lines are
ten realizations incorporating the stochastic terms. All trajectories start with the same initial
conditions of mapping error D0 = 10 and velocity of the mapping error V0 = 3. The stochastic
changes in velocity are driven by a Brownian motion with variance 0.52δt (δt = 0.1). In panel
a) model 1, represents oscillations around a mapping error Dt = 0. In panel b) model 2, has
similar dynamics to model 1, but the oscillations are around the initial error D0, rather than
around Dt = 0. In panel c) model 3, describes a tendency to stabilize the mapping error velo-
city. Without change in mapping error, the observed and true trajectories should have a similar
shape, although they might be some distance apart. In panel d) the mapping error tends to drift
towards zero, although if the mapping error velocity stabilizes, the error may stay in the current
state for some time.
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Hierarchical structure for the error dynamics model
The hierarchical structure of the error dynamics model arises from the drift βi and
damping φi coefficients being characteristic of each flight i. Thus, the mapping error
of each flight has its own dynamics given by these parameters. However, there are
some general dynamics that drive the “population” of mapping error trajectories. These
general dynamics can be thought of as the general behaviour of the drift and damping of
the mapping error, should we observe many flights. These general dynamics are described
by a model of the drift and damping coefficients such that:
βi = µβ + ηi
ηi ∼ N(0, σ2β),
(4.8)
or more compactly,
βi ∼ N(µβ, σ2β). (4.9)
Similarly, I give the damping terms φi a distribution
φi ∼ N(µφ, σ2φ), (4.10)
which describes the general behaviour of the damping in a population of error traject-
ories.
Since I am interested in the general dynamics of the mapping error, my general concern
is with the estimation of µβ, σβ, µφ, and σφ, rather than with the estimation of drift
and damping in the mapping error of particular flights.
4.2.4 Model fitting and selection
Models were fitted in R (R Core Team, 2019), in a Bayesian framework, using Hamilto-
nian Monte Carlo sampling provided by the statistical software Stan through the R
package rstan (Stan Development Team, 2018c). Hamiltonian Monte Carlo is a Markov
Chain Monte Carlo algorithm that uses information contained in the gradient of the pos-
terior distribution to characterize it effectively (Neal, 2011). Markov Chain Monte Carlo
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algorithms form sequences of parameter values by sampling parameter values and com-
puting posterior densities (Gelman et al., 2014). There are different MCMC algorithms
and their review is out of the scope of this work. I will just point out that sequences of
parameter values form chains with the Markov property (i.e. each sampled value only
depends on the previous one) and that in the long run, the distribution of sampled values
arrives at a stationary distribution that converges to the parameter posterior distribu-
tion.
Because chains might be sensitive to the starting point of the sequence, I ran four Markov
chains of 4000 iterations each with a warm-up phase of 2000 iterations to sample the
parameter posterior distributions. The initial values contained in the warm-up phase
were discarded because it may take a number of iterations for the chains to arrive to the
stationary distribution and the first “transient” phase may not be representative of the
posterior distribution. Covariates were standardized by dividing them by their standard
deviation before fitting the models. Parameters were given relatively weak priors for the
initial error model f(θ) ∼ N(0, 3) for θ ∈ {θ0, θ1, θ2, θ3, ξ}. The random effects of vantage
points were given a prior f(ση) ∼ Half − Cauchy(0, 3).
Convergence of the error dynamics model required more informative priors. The mean
population drift and damping, µβ and µφ were given priors f(θ) ∼ N(0, 0.5) for θ ∈
{µβ, µφ} and the dispersion in population drift and damping σβ and σφ were given
priors f(θ) ∼ Half − Cauchy(0, 0.2). The scale of the Brownian motion σ had a prior
f(σ) ∼ Half − Cauchy(0, 2.5).
Model convergence was assessed by visually inspecting that all Markov chains defined
a similar distribution (the chains “mixed” well), and by the convergence diagnostic R̂,
which tells us about the reduction in the dispersion of the posterior that we could expect
should we produce many more posterior samples (Gelman et al., 2014). Thus, values of R̂
that are close to one indicate good convergence, and values under 1.1 may be considered
acceptable. A visual inspection of simulations from the model posteriors was also used
to assess how the models capture the underlying structure of the data.
Candidate models are compared using cross-validation. The objective of cross-validation
- intimately related to information criteria selection methods (see Stone, 1977) - is to
favour models that capture structure in the data that generalizes well to other obser-
vations arising from the same underlying process, while penalizing models that fit to
spurious patterns in the data. The procedure consists of dividing the data into several
sets. Some are used as training sets and some as validation sets. The training sets
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are used to estimate model parameters that are used to make “predictions” about the
observations in the validation set.
Some authors recommend 5- or 10-fold procedures (Kohavi, 1995; Hastie et al., 2009).
Other authors (e.g. Zhang & Yang, 2015) suggest that allocating more observations to
the validation set, increases the power to distinguish between closely competing models
and at the same time, having fewer training cases, accentuates the effect of important
variables. Under this premise, delete-n/2 cross-validation in which half of the data is used
for training and half for prediction, would be preferred. In general, it is accepted that
whichever procedure is chosen it must be repeated several times with different random
allocation of the data to training and validation sets (Kohavi, 1995; Hastie et al., 2009;
Zhang & Yang, 2015).
Another important aspect in the allocation of data to training and validation sets is
whether selection must be stratified. When data is structured, be it in blocks, in space
or in time, allocating individual data or entire blocks to the cross-validation sets have
different effects (Roberts et al., 2017). Generally speaking, if we were interested in
evaluating the predictive power of the model on unobserved cases within observed groups,
we could allocate data randomly for training and validation. On the other hand, if we
were concerned with predictive power on unobserved groups, then the groups allocated
for training should be absent from the validation sets.
In this study, I use 5-fold cross-validation, dividing the data into five sets, and using
four of them for training and the other one for validation. Then, I iterate the sets un-
til all have been used for training and validation. Since, the models are fitted using
Hamiltonian Monte Carlo sampling, which is computationally intensive, a 5-fold pro-
cedure balances computing time with variability in training and validation sets. Data is
allocated to training or validation sets in blocks. This is, entire flights are either allocated
for training or validation, because we are not concerned with interpolating predictions
within partially observed flights, but rather with predicting whole flights. The training
sets are used to estimate model parameters, which in turn are used to calculate the
log-likelihood of the observations in the validation set. I select the model that provides
the largest average log-likelihood of data unseen by the model.
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4.3 Results
The drone performed a total of 37 flights. One of the flights had to be repeated due
to lack of communication with observers 1 and 2, making the total number of flights
37, instead of the original 36. A total of 101 flights were successfully recorded by the
observers (nobs1 = 30, nobs2 = 34, nobs3 = 37). The average duration of the flights was 140
seconds with a standard deviation of 32 seconds. The average Euclidean distance between
locations recorded by the GPS in the drone and locations recorded by the observers was
422 meters, with a standard deviation of 336 meters. The distance between the observers
and the drone ranged from 70 meters to 1581 meters during the flights.
Initial error model
At take off, the Euclidean mapping error made by the observers was on average 259
meters (standard deviation = 283; interquartile range = 295). Easting and North-
ing errors were modelled as independent random variables. Therefore, all Easting and
Northing values were pooled together as a one-dimensional error for model fitting. The
one-dimensional error had a mean of 16 meters and a standard deviation of 271 meters
(figure 4.6). The drone was at a distance of between 121 meters and 1291 meters away
from the observers when it was detected at the beginning of the flights. The height of
the drone above the ground at the beginning of the flights ranged from 20 to 215 meters.
The initial error model estimated a mean baseline standard deviation in mapping error of
approximately e4.202 ≈ 67 meters (table 4.1). Assuming that the distribution of mapping
error is centred at 0 and that most of its distribution lies within three standard deviations
from the mean, the baseline mapping error is expected to lie roughly within the interval
(-200, 200) meters - both Easting and Northing errors. Observer 1 (Obs1) had a larger
dispersion in mapping error (table 4.1 and figure 4.6), leading to potentially larger errors
(by a factor of e0.53 ≈ 1.7, table 4.1), while observers 2 (Obs2) and 3 (Obs3) were more
accurate (table 4.1 and figure 4.6), making smaller errors than average (correction factors
of e−0.19 ≈ 0.8 and e−0.34 ≈ 0.7, respectively; table 4.1).
Terrain ruggedness did not have a clear effect on the initial mapping error. The model
suggests that as ruggedness of the terrain (VRM) increases, the standard deviation of
the mapping error also increases (by a factor of e0.155 ≈ 1.18 for a unit increase in VRM;
table 4.1). VRM values ranged from 0.06 to 1.25 and considering that the estimated
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effect is for one unit increase, this covariate is not expected to influence mapping error
importantly. In addition, the variance estimated for this effect is very large compared
to its mean - the 95 % credible interval for this effect is (e−0.824 ≈ 0.4, e1.147 ≈ 3.1) -,
suggesting that the effect of terrain ruggedness on mapping error is not only small on
average, but also very variable.
The vantage point from which the flights were observed influenced the mapping error.
This reflects in the random effect of vantage point on the standard deviation of the
mapping error (see η(VP1) to η(VP6) and ση in table 4.1), suggesting that uncontrolled
variables characteristic of the areas observed from the vantage points influence mapping
error.
The height of the drone above ground was negatively correlated with the standard de-
viation of the mapping error (table 4.1), meaning that greater flight height leads to
smaller mapping errors (more concentrated around zero). The estimated effect is small,
but consistently negative (95 % credible interval for this effect is (e−0.009, e0), table 4.1).
Despite this effect being small, it is a multiplicative effect for every meter above ground,
which may lead to potentially important effects on mapping error (height ranged from
20 to 215 meters). Adding an ad-hoc quadratic effect on height had virtually no effect
on model fit.
According to the model, the standard deviation of the mapping error is directly propor-
tional to the distance between the observer and the drone (table 4.1). For each meter
between them, the baseline standard deviation of the mapping error (given by θ0 in table
4.1), would increase on average by a factor of 1.002 (0.2 % increase). Considering that
the largest distance measured between observer and drone was 1291 meters, the increase
in error standard deviation could be up to 13 times that at zero distance.
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Figure 4.6: One-dimensional histogram of the mapping error at time t = 0 (top panels) and
two-dimensional mapping errors (bottom panels). In the top panels, the Northing and Easting
errors are pooled together. The bottom panels show the two-dimensional error, with Northing
in the y-axis and Easting in the x-axis. The blue contours represent levels of kernel density
estimated by the R package MASS. In both top and bottom panels, error are separated for each
observer. Observer 1 has the greatest errors; observer 2 has larger errors than observer 3; and
observer 3 has the smallest errors.
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Table 4.1: Summary of the parameter posterior distribution of the initial error model. The table
shows: mean, standard deviation (sd), 2.5th, 50th and 97.5th quantiles, the number of effective
Hamiltonian Monte Carlo samples (n eff, roughly measures the precision of parameter estimates)
and the convergence diagnostic R̂. The corresponding covariate and the notation defined in
the text for the parameters are shown in the first column. VRM stands for Vector Ruggedness
Measure and Obs1-Obs3 are the estimated effects of each observer on mapping error. VP1-VP6
are estimates of the particular effects of the vantage points on mapping error, while ση is the
standard deviation of the random effect for vantage point. The model estimates the log standard
deviation of the mapping error. This means that for one unit increase in a covariate, the standard
deviation of the error is multiplied by a factor of ex, where x is the coefficient estimate for the
covariate.
mean sd 2.5% 50% 97.5% n eff Rhat
Intercept (θ0) 4.202 0.608 3.065 4.185 5.484 1891.710 1.001
VRM (θ1) 0.155 0.497 -0.824 0.155 1.147 4158.868 1.000
Height (θ2) -0.005 0.002 -0.009 -0.005 -0.000 6459.562 1.000
Distance (θ3) 0.002 0.000 0.002 0.002 0.003 5853.147 1.000
Obs1 (ξ(obs1)) 0.531 0.083 0.368 0.531 0.697 6473.855 1.000
Obs2 (ξ(obs2)) -0.195 0.075 -0.341 -0.196 -0.047 6259.787 1.000
Obs3 (ξ(obs3)) -0.337 0.078 -0.488 -0.337 -0.181 10106.598 1.000
VP1 (η(VP1)) -1.647 0.557 -2.837 -1.622 -0.614 1850.706 1.001
VP2 (η(VP2)) -0.195 0.515 -1.239 -0.188 0.801 1716.437 1.001
VP3 (η(VP3)) 0.624 0.549 -0.524 0.638 1.654 1785.428 1.001
VP4 (η(VP4)) 0.338 0.544 -0.729 0.338 1.428 1930.778 1.000
VP5 (η(VP5)) 0.337 0.540 -0.707 0.335 1.414 1874.397 1.000
VP6 (η(VP6)) 0.313 0.510 -0.695 0.316 1.352 1705.191 1.001
ση 1.104 0.482 0.539 0.990 2.350 2630.229 1.001
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Error dynamics model
The 101 observed trajectories had between 21 and 51 locations each, with a mean of 29.3
and a standard deviation of 10.4. The mean distance between observers and drone was
695 meters and ranged between 70 meters and 1580 meters. The drone flew on average
100 meters high and within a range of 5 meters and 188 meters above ground level.
The model that found best support by the cross-validation procedure, based on the log-
likelihood of the validation sets, was model 2 (figure 4.7). Under model 2, the mapping
error tends to drift towards its initial state with an acceleration proportional to the
difference between the initial and current error. This produces a mapping error that
oscillates around the initial error (figures 4.5 and 4.8).
As explained in section 4.2.3, each observed flight i had a drift parameter βi that de-
scribed the dynamics of that particular flight. However, the interest was on the general
dynamics of the mapping error. These dynamics are imposed by the distribution of βis,
which was given by βi ∼ N(µβ, σ2β). The posterior mean of the drift in velocity µβ at
which mapping error accelerated towards its initial value in an average flight was estim-
ated to be 0.061 times the mapping error at any given time (table 4.2). This rate is
measured in m/s per minute. This is effectively an acceleration that causes the mapping
error to drift back towards initial value, faster as the error grows larger. The variation
(standard deviation) in drift of the mapping error for different flights was captured by
the parameter σβ and had a posterior mean of 0.049 (table 4.2). This value is relatively
large compared to the mean (µβ), and it means that part of the distribution of the drift
parameters had negative values. Negative drift values produce a drift away from the ini-
tial mapping error. According to the model this could happen roughly in 8 % of flights
(P (β < 0) = 0.08).
The model also incorporated a damping term that modified the rate at which the map-
ping error changed. Similar to drift parameters, damping parameters φi may change for
each flight i. Damping parameters also have a distribution that describes the general
behaviour of a randomly chosen trajectory, such that φi ∼ (µφ, σφ). Model 2 estimated
a posterior mean of 0.012 for the average damping in a trajectory (µφ; table 4.2). The
standard deviation for the average damping was 0.004 (σφ; table 4.2). This positive
damping effect acts counteracting the acceleration towards the initial error and reducing
the amplitude of the oscillations. The parameters β and φ are found to be mostly un-
correlated (r = 0.058). Therefore, large acceleration towards the initial error in a flight
is not necessarily associated with large damping or viceversa.
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The model described a mapping error that was shocked by random perturbations that
break the regular oscillatory dynamics around the initial error. Under this model, random
perturbations in velocity are represented by a Brownian motion with standard deviation
scaled by 13.262 (σ, table 4.2). According to the error dynamics model, the variance
function of this process grows sharply during the first 2 minutes and then continues to
increase more slowly until approximately 5 minutes (figure 4.9). After this period it
stabilizes at around 350 meters.
Figure 4.7: Difference between the maximum log-likelihood obtained in each cross-validation
(CV) iteration and log-likelihood of each candidate error dynamics model (∆log − Likelihood).
The model with the largest log-likelihood is considered to fit the data best. Therefore, a good
model has a small ∆log − Likelihood. The boxes capture the median and interquartile range
(IQR), while the whiskers extend no further than 1.5 IQR. The solid points represent values
further than 1.5 IQR and the empty circles are the actual ∆log − Likelihood values (note the
horizontal jitter). Model 2 (mod2) fitted the data best in all but one CV iteration.
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Table 4.2: Summary of the parameter posterior distributions of the error dynamics model
(model 2). The table shows: mean, standard deviation (sd), 2.5th, 50th and 97.5th quantiles, the
number of effective Hamiltonian Monte Carlo samples (n eff, roughly measures the precision of
parameter estimates) and the convergence diagnostic R̂. Model 2 considers the general behaviour
the mapping error to be described by a drift towards the initial error. The drift for any flight
i has a distribution βi ∼ N(µβ , σβ). The motion of the mapping error is damped at a rate
proportional to the velocity at which error is changing. The damping parameter φi for any flight
i has a distribution φi ∼ N(µφ, σφ). Finally, random inputs in the form of a Brownian motion
with standard deviation scaled by σ, disturb the change in mapping error.
mean sd 2.5% 50% 97.5% n eff Rhat
µβ 0.061 0.006 0.050 0.061 0.073 1219.981 1.003
µφ 0.012 0.001 0.010 0.012 0.015 7660.905 1.000
σβ 0.049 0.005 0.041 0.049 0.059 1680.412 1.002
σφ 0.004 0.002 0.000 0.004 0.007 1688.892 1.003
σ 13.224 0.055 13.117 13.224 13.332 11366.277 1.000
Figure 4.8: Comparison of the observed mapping error trajectories (top panels, in red) with
simulated error trajectories using the error dynamics model, model 2 (bottom panels, in black).
The initial mapping error (at t = 0) is subtracted from the error at every other time, to make all
trajectories start (and centred) at zero.
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4.4 Discussion
Vantage point surveys are often used to assess collision risk and avoidance of wind
turbines, and other man-made structures by raptors and other soaring birds (Strickland
et al., 2011; Scottish Natural Heritage, 2014; Jenkins et al., 2015). During these surveys
observers map flight trajectories of birds they observe to investigate their use of space.
However, it is unclear how accurately these trajectories are mapped. In this study,
I modelled the error made by three observers mapping the flights of a drone in two
dimensions to approximate the error we would expect on the mapping of bird flights.
The model considers the mapping error at the initial time (time of detection of the
drone) being a random variable centred at zero. The variability in this error, given by
its standard deviation, may be interpreted as a measure of how large the error is; the
larger the standard deviation, the farther away from zero the error can be. However, it
is important to remember that the error when the bird is first detected is considered to
be zero on average (errors may take different directions, averaging each other out). The
change in mapping error as the drone moved was modelled as a stochastic process that
oscillates around the initial error value.
At detection time, I found the standard deviation of the error in location to be on average
approximately 66 meters in both Easting and Northing directions. This results in an
Euclidean distance between recorded and real position of approximately 130 meters. If
we consider that 99 % of the error should lie within three standard deviations from
the mean, in occasions, observed locations may be as far as 400 meters from the true
locations. According to the initial error model, the variability in mapping error depends
on the observer and also on the surroundings of the flying drone. For this study there
were only three observers available and therefore it is difficult to define a rule to generalize
to other observers. However, differences among observers were important. For example,
the average error made by the least accurate observer more than doubled the error of
the most accurate observer.
The effect of terrain ruggedness on the mapping error estimated by the initial error model
is small and very variable. Flights performed around vantage points VP1 and VP2, were
more accurately recorded than those performed at other vantage points. VP1 and VP2
were located in the flat areas, with less topographical clues. This finding contrasts with
previous research on visual perception, which found that environmental cues favoured
more accurate perception of the spatial layout (e.g. Sinai & He, 1998; Witt et al., 2007).
In fact, VP3 was also in a flat area and flights there had an associated error larger than
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those flights performed at the more rugged vantage points. Therefore, I found no clear
pattern associated with terrain ruggedness. Instead, variations in mapping error are
better described as being produced by some uncontrolled characteristic of the vantage
points (i.e. a random effect). This could be the result of a combination of factors, such
as: ruggedness, flight height, distance, or the relative position of the sun with respect to
the drone.
According to the initial error model, the height at which the drone flies has a negative
effect on mapping error - the standard deviation of the error in location tend to decrease
with increasing flight height. This effect should be extrapolated with caution out of the
range of observed flights, since it seems unlikely that the mapping error will continue to
decrease at indefinitely higher heights. Yet, within the range of the data, the decrease in
mapping error was linear, as shown by the negligible effect of the quadratic effect of height
on mapping error. The better accuracy at locating the drone in higher flights might be
explained by the background against which the drone was observed (e.g. Eckstein, 2011).
At lower heights observers need to detect the drone against the ground; whereas, at higher
altitudes the drone’s silhouette will be more clearly defined against the sky. This was
indeed one of the remarks made by the observers themselves, who pointed out how they
struggled to picture the drone when it was flying low, against a cluttered background.
This may also explain why in some of the flat areas observers were more accurate at
locating the drone than in more rugged ones.
At an initial time, when the drone was detected, greater distances between drone and
observers produced an increase in the dispersion of the mapping error. The effect is mul-
tiplicative (mapping error is modelled in the log scale), which may result in potentially
large error at far distances. For example, when the drone is first detected at a distance
of one kilometre, on average conditions - height = 80 m, VRM = 0.5, no observer or
vantage point correction - the standard deviation of mapping error is estimated to be
around 500 meters (Euclidean distance with true location).
The error dynamics model suggests that the mapping error made at the time of detection
of the drone, will be carried forward for the rest of the flight. Mapping error changes
as flight progresses but it tends to oscillate around the initial error. Modelling mapping
error as a stochastic process, governed by a mean function and a covariance function both
dependent on time, I was able to capture the time dependence of consecutive mapping
errors along flight trajectories. Thus, the model is appropriate to estimate the mapping
error at an arbitrary point along an observed flight trajectory, and also to simulate error
trajectories (figures 4.8 and 4.10). Furthermore, with the model proposed here, we may
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filter (in a probabilistic sense) the mapping error out of the observed trajectories to
estimate true trajectories.
The error dynamics model also provides information on how accurately the velocity
of the flight was recorded. This is because the velocity of the error is equal to the
difference between observed and true velocities. For example, when the velocity of the
error is zero the error is not changing, and therefore the observed trajectory captures
the velocity of the true trajectory accurately. This is helpful to understand the accuracy
of assessments concerned with the direction of the flights. For example, whether flight
paths tend to head towards certain environmental features, and therefore whether there
is active selection of habitats, topographical features, etc. In chapter 5 I show how
a data-generating model for the mapping error can be used to improve estimates of
exposure to collision based on bird flights observed from vantage points.
Although the model captured the general dynamics of the mapping error, it seems to
underestimate the variance of the error at short times, while overestimating it at longer
times (see figure 4.8). This effect is probably produced by the choice of initial error
velocity. With larger initial error velocities the errors would grow faster at the beginning
of the flight. In this study I used the stationary distribution of the error velocity to
sample initial velocity values. Perhaps this stationary distribution does not capture
the variability in initial conditions adequately. I hypothesise that a different model
specification with error velocities being represented by distributions with thicker tails
than the Gaussian may be more appropriate (such as the Student-t distribution).
The dispersion of the mapping error is expected to grow up to 350 meters after the initial
detection of the drone. Therefore, mapping errors may grow larger in longer flights,
although according to the error dynamics model, it tends to stabilize after about five
minutes. This also means that according to the fitted model, consecutive points along
the same trajectory must be as far apart as five minutes to be regarded independent
from each other. However, as mentioned earlier, extrapolations over periods longer than
two minutes (the duration of most flights in the data) must be done cautiously.
The data used in this study was restricted to a reduced geographic area, flights of around
two minutes in duration and to three observers. More research is needed to determine
the extent parameters values change in different conditions and to test how robust the
general structure of the model is to different observation conditions. Also, since the
objective of this study is to understand the accuracy of observers at plotting bird flights
onto maps, it is worth noticing the fact that the observers were concerned with how
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difficult to detect the drone was compared to birds. They also commented on how birds
give more cues on the direction of their flights, based on their morphology and colouration
(e.g. different colouration in back and underparts). For these reasons, it is likely that
mapping error when plotting drone flights is an overestimation of the error when plotting
bird flights. Therefore, using the results from this study as a reference for the mapping
error associated to bird flights records, should fall on the conservative side, with errors
likely to be smaller than estimated by the model presented here. Another fact that
supports the idea of the errors presented here being larger than errors in regular vantage
point surveys, is that in this study observers could not practice or familiarize themselves
at leisure with the study area. During wind farm monitoring programmes survey areas
are visited repeatedly, for extended periods of time, whereas in this experimental setting
observers only visited twice each vantage point for a short period time. I believe that
the identification of landmarks that are familiar to the observer should reduce the errors
estimated in this study.
I have presented empirical measurements of the mapping error three observers made
when visually tracking and mapping a flying drone. I have also defined a model for the
magnitude and dynamics this error. The proposed model provides a framework from
which it is possible to evaluate the accuracy of visually mapped flights. It provides the
means to obtain objective estimates of the mapping error at any point along a flight
trajectory. Therefore, this model may be used to make probabilistic inference about the
true trajectory traced by the drone, given an observed trajectory. Figure 4.10 provides
an example of how simulations may be used to estimate possible true trajectories from
observed trajectories using the mapping error model (see appendix D for a sample of
simulation code - although the model is different, the simulation principles are the same).
The results of this study suggest that the error in mapped flights can be substantial;
and therefore, I advise against the use raw mappings for the assessment of infrastructure
placement (e.g. turbine placement at wind farms). Rather, I suggest considering, in
probabilistic terms, where the true flights might have occurred given the mapped flights.
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Figure 4.9: Change in standard deviation of the mapping error (top panel) and velocity of the
mapping error (lower panel) processes with time.
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Figure 4.10: Trajectories simulated from an observed trajectory according to the mapping error
model. In red, the true flight trajectories performed by the drone. In blue, the trajectories
recorded by observer 3 in the left panel and observer 2 in the right panel. In grey, 100 simulated
trajectories based on the observed trajectories and the mapping error model. On the left panel
the true flight lies within the area occupied by the simulated flights. On the right panel the true
flight, although still in the general area is not in the main area defined by the simulations. This




Predicting collision risk of the
Verreaux’s Eagle using vantage
point observations at a wind farm
in South Africa
5.1 Introduction
Wind energy is a major player in the renewable energy industry, and therefore it is at
the forefront of climate change mitigation (REN21, 2018). However, the urgent need to
reduce carbon emissions to the atmosphere must be balanced against other environmental
concerns. From an ecological perspective, collision of flying vertebrates with turbine
blades is one of the main impacts associated with wind energy production. Raptors and
other large soaring birds are considered particularly sensitive to this impact due to their
low abundance, low reproduction rates and collision-prone flight behaviours (Drewitt &
Langston, 2006; Marques et al., 2014).
It is for this reason that environmental impact assessment studies of wind farms incor-
porate especially designed bird monitoring programmes. Vantage point surveys very
often provide critical information to assess the best turbine layout configuration, or even
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the viability of a wind farm (Strickland et al., 2011; Scottish Natural Heritage, 2014;
Jenkins et al., 2015). During these surveys, observers sitting in a location with good
visibility, collect data on abundance and flight behaviour of soaring birds within and
around the wind farm. The way in which these data are collected is quite flexible, but
in general, observers plot the flights they observe into topographic maps and collect an-
cillary information such as: number of individuals, duration of the flight or displayed
behaviour (e.g. hunting, courtship, etc.). Vantage point surveys deviate from other well
established survey techniques - such as point counts -, and their assumptions and limita-
tion are still not well understood. For example, due to the small sampling radius of point
counts (rarely more than 100 metres), they usually cover a single habitat, which allows
making clear associations between bird activity and habitat characteristics (Bibby et al.,
2000; Matsuoka et al., 2014). On the contrary, the large areas observed from vantage
points (which span several squared kilometres) are usually heterogeneous, which com-
plicates linking activity levels to the different habitats. To complicate things further,
birds typically move after they are detected, and visit several locations consecutively,
with potentially different habitats.
Very often observers map the flights they observe to keep track of the locations visited
by the birds, the direction of the flights, or bird behaviour (Strickland et al., 2011;
Scottish Natural Heritage, 2014; Jenkins et al., 2015). However, these trajectories are
not analysed explicitly; the analysis is either qualitative, or based on metrics such as
abundance of flights, flight time over the vantage point, or even over the whole wind
farm (e.g. de Lucas et al., 2008; Garvin et al., 2011; Jenkins et al., 2018). In addition,
results of monitoring programmes are rarely published in the scientific literature, and
validation of methods designed to predict collision risk are rare (e.g. Marques et al.,
2014; Green et al., 2016). Finally, although observers are likely to introduce errors when
mapping the flight trajectories they observe (Strickland et al., 2011; Scottish Natural
Heritage, 2014), to my knowledge, there are no studies that look at the characteristics
of this error, or that account for it during the analysis.
In this case study, I use flights trajectories observed from vantage points to model the
long-term activity distribution of the Verraux’s Eagle Aquila verreauxii at a wind farm
in the Eastern Cape of South Africa. Assuming that activity intensity correlates with
collision risk, at least within the same species, I compare areas of high use intensity
predicted by the model, with those areas where fatalities were actually observed. I predict
activity intensity using vantage point observations collected in the pre-construction phase
of the wind farm; whereas fatality data were collected during the first year of the project
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operation. Movement data on the Verreaux´s Eagle were also available from telemetry-
based studies on the species. Although these tracking data had no relation with the
wind farm, and the tracked individuals lived far from the project, they provide valuable
information pertaining the movement behaviour of the eagles.
I use two different approaches to estimate the long-term activity distribution: i) us-
ing a non-parametric model based on kernel density estimation (see chapter 2) and ii)
using a mechanistic model based on attraction towards certain landscape features (see
chapter 3). Kernel density estimators use the number of observations in each region of
space to estimate the underlying probabilistic distribution that gives rise to the patterns
we observe in the data (Silverman, 1986b). The underlying probabilistic distribution
can be thought of as the long-term distribution of observations, should we observe the
data-generating process repeatedly for a long time. This is a non-parametric method
that requires little understanding of the data-generating process. At the same time,
inference is limited to the distribution of activity without further insights on the mech-
anisms leading to this distribution. In addition to calculating a kernel-based density,
I estimated the long-term activity distribution of Verreaux’s Eagle at the wind farm
by modelling the mechanisms driving the instantaneous velocity (heading and speed) of
the flights observed from vantage points. I use a potential-based velocity model, which
is a continuous-time movement model that considers drift in movement velocity to be
produced by the action of attraction forces towards certain elements of the landscape
(Johnson et al., 2008; Gurarie et al., 2017; Russell et al., 2018). The advantage of this
method is that it offers some degree of understanding of the behaviour of the eagles,
which allows us to make predictions out of the range of the observations. However, as
implemented in this study, we need to make assumptions in terms of what elements of
the landscape my trigger eagle reactions.
These methods allow me to investigate the distribution of activity from two different
perspectives, while accounting for the temporal dependence in the data. Finally, I ac-
knowledge that observers may incorporate mapping error to their recorded trajectories,
and that the recorded flights are the product of just one of many possible realizations of
this error. Therefore, the same flights could have been mapped differently (see chapter
4). I model this error and incorporate it into the analysis to improve inference about
the movement behaviour of the eagles.
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5.2 Methodology
5.2.1 Study area
The wind farm is situated in the Eastern Cape of South Africa. It comprises 40 turbines
with a generating capacity of 2.5 MW each, a hub height of 80 metres and a rotor
diameter of 100 metres.
The vegetation on site is represented by a Dry Highveld Grassland (Mucina & Rutherford,
2010). The area is located at an altitude around 1700 metres above sea level. Hills and
small mountains (> 200 m in elevation) covered by grasslands form a predominantly
smooth relief, with the notable exception of the Great Escarpment. These large cliffs
separate the Southern African plateau to the North from the lower grounds of South
Africa towards the South. The wind farm is located 1 kilometre North-West from the
border of the Great Escarpment, on the plateau side. The escarpment reaches elevations
of between 200 m and 600 m in the area, forming a long linear topographical feature
running in a South-West to North-East direction. Some other steep slopes are also found
towards the South-West boundary of the wind farm.
Precipitation is low compared to other grassland regions (> 600 mm per year). Game,
sheep and cattle farms present natural and semi-natural dams and water bodies, which
are particularly concentrated towards the North-West boundary of the wind farm.
5.2.2 Field surveys
Field surveys followed the general guidelines suggested by Jenkins et al. (2012) for bird
monitoring at wind farms in South Africa (later updated to Jenkins et al. 2015). Flight
trajectories of soaring birds were recorded from five vantage points in 2011 and 2012.
During the pre-construction surveys, the final layout of the turbines was not defined. For
this reason, surveys spanned an area larger than the actual footprint of the wind farm,
although the distribution of vantage points left some uncovered gaps within the study
area. As a result, some of the actual turbine locations were not covered by any of the
vantage points (figure 5.1). The observable area from the vantage points was defined as
a circular region of 2 kilometre radius centred at each vantage point. A total of 48 hours
of observation were conducted from each vantage point. To take into account seasonal
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variation in bird activity, vantage points were visited in four different seasons, covering
a full annual cycle. To capture variation in activity due to time of day, four observation
sessions of three hours, were conducted at each vantage point, in each season. Therefore,
a total of 16 observation sessions of three hours each, were conducted per vantage point,
covering four different seasons and four different times of the day.
Systematic bird carcass searches were conducted in a sample of 32 turbines out of the
40 that form the wind farm, in 2014 and 2015 — first year after construction. Search
areas were defined as squared plots of side 210 metres, centred at each turbine. Searches
were structured in 35 parallel transects 6 metres apart. The search team consisted of
two persons walking in parallel, each one on alternate transects. Turbines were searched
periodically every one to two weeks. The eight turbines that were not selected for
systematic searches were visited once per month and searched in a similar fashion by a
single searcher with the objective of finding large bird carcasses, as these are easier to
detect and are known to remain detectable for long periods of time (Barrientos et al.,
2018).
5.2.3 Study species: Verreaux’s Eagle
I chose to study the collision risk of Verreaux’s Eagle because it is a large raptor whose
range largely overlaps with wind resources in South Africa. Only six wind farms shared
their data publicly in the first report on the status of wind farm impacts on birds in
South Africa (Ralston-Paton et al., 2017; Perold et al., 2020). A total of five Verreaux’s
Eagle fatalities have been reported in two of these wind farms. In the wind farm analysed
in this study, four eagle collisions occurred in the first year after construction.
The Verreaux’s Eagle is distributed throughout South and East Africa, and also in Chad,
Sudan and the Central African Republic (BirdLife International, 2016). It inhabits rocky
areas, favouring steep slopes (Murgatroyd et al., 2016a), and preferring inaccessible cliff
faces for nesting and roosting (Simmons, 2005). Rocky substrates are also attractive
to the Verreaux’s Eagle because they host colonies of rock hyraxes (genuses Procavia
and Heterohyrax ), which are its main prey. In absence of hyraxes the eagles adapt well
to eating other small vertebrates (e.g. mole-rats, hares and tortoises — Simmons 2005;
Murgatroyd et al. 2016b). They are also known to scavenge (Simmons, 2005).
Verraux’s Eagles retain territories and concentrate their activity around their nests, year-
round. Their excursions away from the nest are longest towards midday (Murgatroyd
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et al., 2016a), although they often hunt during morning and evening (Simmons, 2005).
Rock hyraxes are hunted mainly in low flights over rocky outcrops (Simmons, 2005).
The Verreaux’s Eagle is, in general, considered to be of Least Concern throughout its
range (BirdLife International, 2016). However, in South Africa it is considered locally
vulnerable (Taylor et al., 2015) due to its population declining in some areas. In 2017,
BirdLife South Africa released a monograph on guidelines for impact assessment, mon-
itoring, and mitigation focused exclusively on the Verreaux’s Eagle, to encourage com-
patible wind farm management within Verreaux’s Eagle ranges (Ralston-Paton, 2017).
5.2.4 Data analysis
I used flight trajectories of Verreaux’s Eagles observed during the pre-construction phase
of the wind farm to estimate the spatial distribution of collision risk for this species within
the footprint of the project. Assuming that collision risk correlates with activity levels,
I approached this problem in two different ways: i) analysing the spatial distribution
of flight intensity using a kernel density estimator (see chapter 2), and ii) finding land-
scape features that might be attractive for the species, using a potential-based velocity
model (see chapter 3). To make more accurate inference, I incorporate a model for the
observer mapping error that aims at disentangling uncertainty due to this error from
that regarding eagle behaviour (see chapter 4). All models used here are discussed at
length in previous chapters, and therefore the explanations in the next sections are kept
relatively concise.
Flight trajectories observed from vantage points were digitized using QGIS (QGIS De-
velopment Team, 2017). The resulting spatial objects were transferred into R for further
analysis (R Core Team, 2019). Each trajectory was transformed into a sequence of loc-
ations, with a rate of one location every five seconds of flight. The duration of each
flight was recorded in the field and flight speed was calculated dividing the length of the
digitized trajectory by the flight duration. This provides an average flight speed for the
whole flight, but it results in the loss of instantaneous speed information.
In the following sub-sections, I briefly explain the methodological details of the kernel
analysis, potential-based model structure and also how I incorporate measurement error
into the modelling process.
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Kernel density estimation
Traditional kernel density estimators require data to be independent and identically
distributed (Silverman, 1986b; Worton, 1989). However, sequences of locations along a
flight trajectory are correlated in time. This means that the observation of one location
restricts the observation of the next location, more so the closer they are in time, violating
the independence assumption. There are two main kernel density estimators that have
been developed for autocorrelated data, namely: Brownian bridges (Horne et al., 2007,
and later extensions) and the autocorrelated kernel density estimator (AKDE, (Fleming
et al., 2015)). Brownian bridges estimate a probabilistic distribution of activity between
two observed locations (see Horne et al. (2007) and chapter 2). It is used to estimate
unobserved activity over a period of time for which only a sample of observed locations
are available. It is particularly useful when the time between observations is long, and
therefore the uncertainty about where the process was between observations is large (e.g.
the location of the animal between two GPS positions). When locations are acquired
with high resolution (locations along trajectories are close in time), uncertainty about the
location of the process between observations is small and the Brownian bridges technique
loses its applicability.
The AKDE is a useful technique to estimate the long-term activity distribution of an
animal around an activity centre based on observed movement trajectories (see Fleming
et al. 2015 and chapter 2). Under this estimator, we assume the activity of the animal
to be represented by a continuous-time stochastic process that is stationary - i.e. the
variance of the process stabilizes after some time. AKDE requires that we observe the
process for long enough to be able to estimate this long-term variance. It is unclear
how AKDE behaves when estimating a semi-variogram from a set of independent, short
trajectories that may or may not belong to the same bird. Estimating an AKDE from
several
A third option, and the one I adopt here, is the path kernel proposed in chapter 2,
selecting the bandwidth of the kernels using a leave-group-out cross-validation procedure.
The path kernel integrates a kernel function along a continuously, or nearly continuously,
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where d indexes the different dimensions — in the two-dimensional case we are concerned
with D = 2 . The index j represents each flight trajectory, L its length and T its
duration. The term h is the bandwidth of smoothing parameter. The expression inside
the summation term in 5.1 is referred to as the path kernel and has the same role as
the traditional kernel functions for independent observations. Should m trajectories be
observed from a vantage point, the density would be estimated by taking the average over
the m path kernels. Effectively, each trajectory contributes as one observation towards
the computation of the kernel density (see chapter 2 for details on this method).
To optimize the bandwidth h, I use a leave-group-out procedure (Roberts et al., 2017).
This procedure finds the optimal bandwidth by calculating a kernel density estimate
leaving out one full trajectory at a time, computing a kernel estimate iterating different
bandwidths and calculating the average likelihood of the locations along the unobserved
trajectory for each bandwidth value. The bandwidth that maximizes the likelihood of




























t ) dt the average
density calculated for flight j from a density distribution estimated leaving out flight j.
Potential-based velocity models
I use a potential-based velocity model to explore the preferential heading of the eagles
towards steep slopes and water bodies, which are the most prominent landscape features
found in the study area. Previous research showed that steep, rocky slopes were used by
Verreaux’s Eagles for nesting and hunting (Simmons, 2005; Murgatroyd et al., 2016a,b).
I found no information regarding the effect of water bodies on the eagles, but I assumed
that they could be attractive for their prey (and indirectly for the eagles), and possibly
also as a source of water for the eagles.
A detailed description of the model is presented in chapter 3, and therefore, here I only
explain the basic features. The model is formulated as follows:
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dVt = β(γ(Xt,Vt)−Vt) dt+ σ dBt.
(5.3)
In expression 5.3, Xt is a stochastic process that represents the location of the bird at
time t, whereas its movement velocity is represented by the stochastic process Vt. The
velocity Vt tends to relax to a preferred velocity given by the function γ(·), at a rate
given by the parameter β. The larger β, the faster the velocity reverts to the preferred
velocity. This preferred velocity may change in space, time or both. In this case, it
depends on the relative position of the animal with respect to landscape features that
attract or repel the bird, and also on the current travelling speed, such that:
γ(Xt,Vt) = −∇H|Vt|, (5.4)
where ∇H represents the gradient of the Euclidean distance function to points of attrac-
tion from location Xt. The gradient of the Euclidean distance always has unit magnitude
and direction away from the location distance is measured to. |Vt| is the travelling speed
at time t. Therefore, the preferred velocity γ(·) has magnitude equal to the current trav-
elling speed and direction towards the point of attraction (note the negative sign of the
gradient). In other words, having a unitary gradient multiplied by the current speed
results in the drift in velocity to affect its direction but not its magnitude (speed).
The term σ dBt represents a Brownian motion, which can be viewed as the continuous-
time analogue of a random walk (e.g. Turchin, 1998). dBt is a stochastic process with
distribution N(0,dt), and the parameter σ scales the variance of the process.
Since there are two types of target locations (slopes and water bodies) the resulting drift




βk(γk(Xt,Vt)−Vt) dt+ σ dBt, (5.5)
where k = 1 stands for slopes and k = 2 stands for water bodies.
The drift parameters, β, operate at the trajectory level and may be different for different
trajectories. To capture the variability in drift parameters between different trajectories,
I add an extra layer to the model that captures the distribution of drift parameters at
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the population level (i.e. population of trajectories). Thus,
βj ∼ N(µβ, σ2β). (5.6)
The hyper-parameter µβ will ultimately define whether, on average (as opposed to any
particular trajectory), the species tends to drift towards certain elements of the land-
scape. The hyper-parameter σβ informs of how different drift is expected to be in different
trajectories.
Models are firstly fitted using vague priors (table 5.1). However, due to the complexity of
the model and the few vantage point observations available, I also used informative priors
to investigate how the choice of priors affects the final inference. The informative prior
distributions were extracted from the posterior parameter distributions of a potential-
based velocity model fitted to a GPS telemetry data set of two Verreaux’s Eagles (see
chapter 3). Although these individuals live far away from the wind farm, it is assumed
that birds of the same species should share similar habitat preferences. To account for
the uncertainty with regards to the similarity between eagles living in different environ-
ments, the variance of the prior distributions was increased with respect to the original
posteriors. There is no published information regarding preferences of Verreaux’s Eagle
with respect to water bodies, that I am aware of. As stated at the beginning of this
section, I assume that there might be an attraction towards towards water bodies, and
therefore, the drift towards these features was considered similar to that towards slopes,
although with larger uncertainty. Details of the model fitted to the GPS data, and about
the GPS data themselves, can be found in chapter 3 and in Murgatroyd et al. (2016a).
The values of the prior parameter distributions used for fitting the models can be found
in table 5.1.
Potential-based velocity models were fitted in a Bayesian framework using Hamiltonian
Monte Carlo sampling in Stan through the R package rstan (Stan Development Team,
2018c). I ran four Markov chains of 4000 iterations each, with a warm-up phase of 2000
iterations. Convergence was assessed by visually inspecting that the distribution of the
samples of all chains was similar, and also by the R̂ diagnostic (Gelman et al., 2014).
This metric represents the expected reduction in the posterior variance, as the number
of samples from the Markov chains goes to infinity. Values close to 1.0 indicate good
convergence, while as a general rule of thumb, values under 1.1 are consider acceptable
(Gelman et al., 2014).
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Table 5.1: Prior distributions used to fit the potential-based velocity model to the vantage
point data. The two first columns show the mean and standard deviation (sd) of the informative
priors obtained from previous telemetry studies of Verreaux’s Eagle. The two last columns show
the vague priors given when ignoring previous telemetry work on the species. In both cases,
mean drift parameters were given a normal prior distribution. Variation parameters were given
a half-Cauchy distribution. The diffusion parameter was also given a half-Cauchy distribution.
Informative Vague
mean sd mean sd
Mean slope drift (µβslp) 0.067 0.212 0 1
Mean water body drift (µβwb) 0.067 0.312 0 1
Variation slope drift (σβslp) 0.050 0.211 0 1
Variation water body drift (σβwb) 0.050 0.311 0 1
Diffusion (σ) 2.879 1.116 0 10
Observer mapping error
Vantage point observers are likely to introduce mapping errors when they capture flight
trajectories in the field. Assuming that this mapping error is also a stochastic process,
different realizations of the mapping error would produce different mappings of the same
bird trajectories. Consequently, drift and diffusion parameters of a potential-based velo-
city model fitted to the trajectories with different mapping errors would also be different.
The objective then should be to find parameters that describe the general behaviour of
the trajectories with different mapping errors, not only with the particular realisation
of the mapping error that was observed. To this end, I simulated 100 realisations of
the mapping error using the model described, and the parameters estimated in chapter
4. These realised errors were subtracted from the observed flight trajectories and the
resulting trajectories consitute “alternative” flight trajectories arising from different real-
izations of the mapping error process. This is conceptually similar to the imputation
distribution of missing data discussed in Hooten & Hobbs (2015). I fitted a potential-
based velocity model, like the one just described in the previous section, to each of the
data sets with different mapping error realizations separately, so that the parameters
are always estimated for the original number of observations. However, the different
realizations of the mapping error provide, given the error model, an approximation to
the posterior distribution marginalized over error realizations and not conditional on just
one realization of the mapping error. This will be useful for exploring how predictions
differ between a model that accounts for the mapping error and one that ignores it, as
we will see in the next section.
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An approximation to the posterior parameter distribution conditional on the mapping
error simulations is obtained by (see Hooten & Hobbs, 2015)
E(θ|Y ) ≈ ES|Y [E(θ|S)]
Var(θ|Y ) ≈ ES|Y [Var(θ|S)] + VarS|Y [E(θ|S)]
where θ represents the model parameters, Y is the observed data set and S is an imputed
data set with a mapping error realization. Note that this approximation is only used
to investigate how variable inference is across mapping error realizations and not to
simulate trajectories. The simulation of trajectories is done by sampling from one of the
posteriors fitted to a data set with a randomly-chosen error realization at a time (see
next section on flight simulations). The main reason for doing this is that the variance
parameters could become negative if estimated using equation 5.2.4.
In chapter 4, the mapping error is modelled as a stochastic process that evolves with
time. The results indicate that this error oscillates throughout the flight around the
initial error, made when positioning the bird on the map at the time of detection. The
amplitude of these oscillations of the mapping error increases with time, and tends to
reach a maximum where it stabilizes. The model for the mapping error was formulated
as a continuous-time movement model such that:
dVt = dυ + dUt
dDt = Ut dt
dUt = −β(Dt −D0) dt− φUt dt+ σ dBt
dBt ∼ N(0, dtI),
(5.7)
where υ is the true velocity of the bird (which is unobserved), Vt is the observed velocity
and Ut is the velocity at which the error changes at time t. Dt is the error in the location
captured by an observer in the field at time t and D0 is the error at the initial time (when
the bird is first detected, time t = 0). Therefore Dt −D0 is the difference between the
error at time t and the initial error. The initial error needs its own model, which I
describe in chapter 4 and also briefly below.
The above stochastic differential equations describe the evolution of the mapping error
over time. However, to estimate the magnitude of the error, we need to define a starting
value for it. In chapter 4, I show that when a bird is first detected, the error observers
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make when mapping its position can be modelled by:
D0(jv) ∼ N(0, σ20(jv)I)
log(σ0(jv)) = θ0 + θ1VRM + θ2height + θ3dist + ηvp
ηvp ∼ N(0, ση)
(5.8)
Here I model the log of the standard deviation of the two-dimensional error D0, which is
centred at the 0 = (0, 0) vector and has diagonal covariance matrix σ20I. Therefore, the
scale of the variance is the same in both Easting and Northing components. Note that
being the error centred at zero, the standard deviation of the error may be indirectly
interpreted as a measure of how large it may be.
The intercept eθ0 gives the average error expected on a flat terrain at zero distance from
the observer. The parameter θ1 represents the effect of the Vector Ruggedness Measure
(VRM), which provides an idea of how variable the topography of the landscape is. In
chapter 4, I hypothesised that this variable could be influential for the mapping error.
However, it did not have an important impact on the mapping error, and therefore was
left out from the simulations in the present study. The parameters θ2 and θ3 control
the change in initial error with increasing flight height and distance from the observer,
respectively. In chapter 4, I was not able to estimate a random variation due to different
observers since there were only three observers to analyse. Therefore, the effect of par-
ticular observers was ignored and I used the error expected for the average observer. The
parameter ηvp adds some extra variation to account for uncontrolled variables associated
with the different vantage points.
With a model for the initial error, I simulate 100 initial errors that serve as initial points
for the simulation of 100 realisations of the mapping error using the dynamics described
by equation 5.7. The simulated error trajectories are then subtracted from the observed
flights and used as alternative (imputed) data sets.
Relationship between estimated activity and mortality distributions
Once the models are estimated, I compute the expected long-term activity distribution
for the Verreaux’s Eagle based on the potential-based velocity model fitted to the flight
trajectories observed from vantage points in the pre-construction phase of the wind
farm (augmented with different realisations of the mapping error). To do so, I simulate
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Table 5.2: Parameters used for the simulation of initial mapping errors. Parameter values for
the simulations were sampled from a Gaussian distribution with mean showed in the second
column and standard deviation showed in the third column. The corresponding covariate and
the notation defined in the text for the parameters are shown in the first column. ση is the
standard deviation of the random effect for vantage point. The model estimates the log standard
deviation of the location error. The parameters shown in the table are in the linear scale and
therefore, a one unit increase in a covariate x changes the response by a factor of eθx.
mean sd
Intercept (θ0) 4.198 0.609
Height (θ2) -0.005 0.002
Distance (θ3) 0.002 0.000
VP random effect (ση) 1.120 0.49
Table 5.3: Parameters used for the simulation of mapping error trajectories. Parameter values
for the simulations were sampled from a Gaussian distribution with mean showed in the second
column and standard deviation showed in the third column. The corresponding covariate and
the notation defined in the text for the parameters are shown in the first column. The model
considers error to drift towards the initial error at a rate given by β. The mean drift rate across
trajectories is given by µβ and the standard deviation of drift in different trajectories by σβ . The
rate of change of the error is damped at a rate proportional to φ. The mean damping across
trajectories is given by µφ and the standard deviation of damping in different trajectories by σφ.
Finally, random inputs disturb the error trajectories. The magnitude of these random inputs is
given by a Brownian motion with standard deviation scale σ.
mean sd
Mean drift towards initial error (µβ) 0.061 0.006
Mean damping (µφ) 0.012 0.001
Variation in drift towards initial error (σβ) 0.049 0.005
Variation in damping (σφ) 0.004 0.002
Error diffusion (σ) 13.224 0.054
133
CHAPTER 5. PREDICTING COLLISION RISK OF THE V. EAGLE
flight trajectories to investigate the long-term behaviour of the location process Xt by
computing the relative frequency with which different regions within the study area
are visited by the eagles. I simulated 5000 hours of flights, consisting of sequences of
locations sampled at a rate of 0.1 minutes.
To simulate flights, I followed the following procedure:
1. I first sampled µβk , σβk and σ parameters from their respective posterior distribu-
tions. The subscript k represents steep slopes and water bodies,
2. I then simulate βk from N(µβk , σβk),
3. Choose a random initial point for the flight within the study area, with uniform
probabilities for easting and northing,
4. with βk and σ, I simulate a sequence of locations spaced 0.1 minutes, until the
trajectory leaves the study area,
5. then, repeat points 1-4 until the total flight time set is reached (i.e. 5000 hours).
To account for mapping error in the predictions, I added an extra step at the beginning
of the simulation: the posterior distributions for µβk , σβk and σ are randomly sampled
from one of the 100 imputed data sets.
The objective then is to investigate how the long-term activity distribution correlates
with the observed distribution of Verreaux’s Eagle fatalities recorded during the first
year of wind farm operation. To summarize the relative frequency with which we would
expect the different locations in our study area to be visited in the long-term, I overlaid
a grid of square cells of 100 x 100 metres and counted the number of simulated points
falling within each grid cell. To smooth the resulting grid of counts to some extent, each
grid cell count was averaged over its eight immediate neighbours (resulting in an average
of nine numbers including the target cell). I defined four categories of activity intensity
in which grid cells of 100 x 100 metres could fall into. Activity intensity was ranked
from lower to higher and divided in four equal quartiles. Grid cells in the lower quartile
represent those areas that are used the least by the eagles, and therefore placing turbines
here should be preferred. Grid cells within the second and third quartiles are considered
of medium risk. These are the most common activity levels in the area. Whether turbines
should be placed in these areas should be carefully analysed based on the total amount
of eagle activity observed. Finally, grid cells in the highest quartile represent locations
where eagle activity is particularly concentrated and turbine placement in these locations
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should be avoided. Although categorizing activity intensity is useful for communication
purposes, we must keep in mind that use intensity is a continuous variable and that
the estimation of its precise value at the turbine locations is more informative than
categorizing larger regions. If fatalities observed during the first year of operation are
located in areas of high (or at least medium-high) activity intensity, it would be indicative
that a spatially-explicit model of activity intensity based on pre-construction flight data
could be useful for predicting where collisions are likely to occur.
To further investigate the predictive power of potential-based velocity models using dif-
ferent priors, I used the Area Under the Curve (AUC) of a Receiver Operating Charac-
teristic (ROC) curve (Hanley & McNeil, 1982). The curve of a ROC describes how the
rate of true positives (turbines where fatalities were recorded and were classified as likely
to produce collisions) relates to the rate of false positives (turbines where fatalities were
not recorded but were classified as likely to produce collisions) as we vary the classifica-
tion threshold (the activity intensity value after which a turbine is classified as likely to
produce collisions). The area under the ROC curve (AUC) is a number between 0 and
1. With an AUC of 0 a model only predicts false positives, with a value of 1 a model
only produces true positives and with a value of 0.5 the rate of false positives equals the
rate of true positives, and therefore, the method has no better predictive power than
classifying by chance. Consequently, AUC values between 0.5 and 1 are desirable for
effective predictions. The ROC analysis was performed with help from the R package
pROC (Robin et al., 2011).
5.3 Results
Of the total 40 turbines that comprise the final wind farm layout, 25 were within two
kilometres from a vantage point and therefore, covered by the pre-construction surveys
(figure 5.1). A total of 14 Verreaux’s Eagle flight trajectories were observed from the
vantage points during these surveys. Flights were on average 854 metres long, their
average duration was 125 seconds and the average flight speed was 18.5 metres per
second. In the first year of operation, there were four Verreaux’s Eagle fatalities, and
they were all found in the sample of turbines that were searched every one to two
weeks. Three of the four fatalities occurred in the West corner of the wind farm and two
happened one shortly after the other at the same turbine (figures 5.3 and 5.2). Only
one of the turbines that registered some mortality during the first year of operation was
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covered by any of the vantage points, and only one short Verreaux’s Eagle flight was
observed from it. The remaining two turbines that registered mortality were beyond the
view of any vantage point.
Kernel density estimation of long-term Verreaux’s Eagle activity distribution was only
conducted around those vantage points that recorded more than three flight trajectories.
Only two vantage points, those located in the South and South-West of the wind farm,
met this threshold. These two vantage points allowed me to analyse the potential for
collision of seven turbines. Most observed flight trajectories concentrate around the West
facing slopes in the South-most group of turbines (figures 5.1 and 5.2). No fatalities were
observed in any of the turbines for which kernel density was calculated.
Potential-based velocity models allowed me to extrapolate to areas beyond the view of
vantage points, making use of habitat preferences for prediction (figure 5.3). A positive
posterior mean drift towards steep slopes suggests preference of Verreaux’s Eagle for this
type of habitat (table 5.4). The mean drift towards water bodies was also positive sug-
gesting attraction towards these features by the species (table 5.4). Posterior mean drifts
represent expected drift values; however, posterior distributions of both, drift towards
slopes and drift towards water bodies, span positive and negative values. Therefore, the
drift of any particular flight can be positive (attraction) or negative (repulsion). Posterior
simulations from the potential-based velocity model allowed me to estimate a long-term
activity distribution for the Verreaux’s Eagle based on the full posterior distribution of
the behavioural parameters (figure 5.3).
When overlaid over the long-term distribution of eagle activity distribution estimated
from pre-construction data, all fatalities in the first year of operation of the wind farm
occurred at turbines considered to be in areas of either high or medium-high activity
intensity (figures 5.3 and 5.4). The predictive power of the models was very similar
regardless of whether vague or informative priors were used for model fitting (figure 5.3,
5.4 and 5.5). All models had AUC values around 0.73 (figure 5.5). When in addition to
using informative priors, mapping error was explicitly modelled, the correlation between
activity prediction and observed fatalities was only slightly better (figure 5.5). As an
ad-hoc test, to understand whether vantage point data provided any local context to
the predictions or using prior predictions only would suffice to achieve the observed
predictive power, I simulated activity using the prior distributions in the same way I did
with the posteriors. Although prior predictions also achieved AUC values close to 0.7,
they performed the worst of all methods analysed at predicting the locations of fatalities
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(figure 5.3, 5.4 and 5.5).
Figure 5.1: General topography of the study area and distribution of vantage points (orange
triangles), wind turbines (black crosses), observed Verreaux’s eagle’s flights (red paths) and water
bodies close to the wind farm (blue circles). A two kilometre buffer around the vantage points
is represented by the dashed line circles and gives an estimation of the area observed from each
vantage point. Contour lines correspond to levels of equal altitude and they are plotted every 50
meters.
137
CHAPTER 5. PREDICTING COLLISION RISK OF THE V. EAGLE
Figure 5.2: Long-term activity distribution based on kernel density estimates (blue to yellow
gradient). Vantage points are represented by orange triangles. The areas observed from the
vantage points are represented by the two kilometre buffer depicted by dashed-line circles. Only
one of the wind turbines (black crosses) that recorded Verreaux’s Eagle fatalities (represented
by red icons) during the first year of operation fall within the view of a pre-construction vantage
point. Kernel density estimates could only be computed for the two South-most vantage points,
which were the only ones from which more than three flights were observed.
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Figure 5.3: Long-term activity distribution based on simulations from potential-based velocity
models (normalized counts of simulated locations per grid cell - PBVM, blue to yellow gradient).
Vantage points are represented by orange triangles. Flights were simulated from: a) model fitted
with vague priors; b) model fitted with informative priors; c) model fitted with informative prior
to a set of mapping error realizations; d) predictions from informative priors. The areas observed
from the vantage points are represented by the two kilometre buffer depicted by dashed-line
circles. Red icons represent the fatalities observed during the first year of wind farm operation.
The contours represent four equally spaced activity intensity levels.
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Figure 5.4: Relative abundance of grid cells classified in the different intensity classes of Ver-
reaux’s Eagle activity based on predictions by the potential-based velocity model. Flights were
simulated from: a) model fitted with vague priors; b) model fitted with informative priors; c)
model fitted with informative prior to a set of mapping error realizations; d) predictions from
informative priors. The location of recorded eagle fatalities (red icons) in relation to the intensity
classes is also plotted, as well as the locations of all other turbines (black crosses). Grid cells
were classified into one of four categories: low, medium-low, medium-high and high. The same
number of grid cells fall within each category.
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Figure 5.5: Receiver Operating Characteristic (ROC) curve representing the relationship
between true positive rate (Sensitivity) and false positive rate (Specificity) when predicting fatal-
ities based on activity intensity. Activity intensity was predicted using: models fitted with vague
priors, models fitted with informative priors, models fitted with informative priors to a set of
mapping error realization and finally, using only prior predictions. The area under the curve
AUC was similar for all scenarios but using informative priors and accounting for mapping error
was slightly better. Using only prior predictions performed the worst.
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Table 5.4: Posterior distribution of population-level parameters of the potential-based velocity
model fitted to the pre-contruction Verreaux’s Eagle vantage point data. Posterior mean and
standard deviation (in parenthesis). The column named Inform. correspond to values fitted to
the raw data with informative priors. The column Vague presents the values fitted to the raw
data using vague priors. The column Obs. error shows the values calculated based on the data
augmented with 100 simulations of mapping error using informative priors. Effect estimated from
vague priors are considerably larger than those estimated with informative priors. We can see
that estimated parameters are very similar irrespective of whether simulated errors are included
in the data when using informative priors.
Inform. Vague Obs. error
Mean slope drift (µβslp) 0.017 (0.04) 0.069 (0.129) 0.011 (0.039)
Mean water body drift (µβwb) 0.027 (0.039) 0.089 (0.086) 0.024 (0.039)
Variation slope drift (σβslp) 0.506 (0.145) 0.519 (0.154) 0.472 (0.23)
Variation water body drift (σβwb) 0.239 (0.095) 0.232 (0.094) 0.189 (0.117)
Diffusion (σ) 4.305 (0.117) 4.313 (0.125) 4.33 (0.148)
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5.4 Discussion
I estimated the relative collision risk of the Verreaux’s Eagle at a wind farm in South
Africa based on pre-construction vantage point data. The problem was approached by
predicting where the eagles were likely to fly, based on flight trajectories observed from
vantage points. To inform collision risk, I used two main pieces of information: i) the
concentration of observed activity of the species in the different regions of the study
area, and ii) the location and heading of the observed flight trajectories. Potential errors
made by the observers when mapping the flights were explicitly modelled to separate
this error from other sources of uncertainty, such as eagle behaviour. I then proceeded
to validate the estimated distribution of collision risk based on pre-construction flight
data against the actual fatalities observed during the first year of wind farm operation.
Firstly, the concentration of observed activity in different regions of the study area was
estimated using kernel density estimation. While the method is appealing for its intuitive
rationale, problems arise when the study area is not extensively covered by the surveys.
In our wind farm, only two of the vantage points, covering seven turbines (out of 40),
could be analysed using this method. Estimated kernel densities flagged certain regions,
characterized by steep slopes to the west of the wind farm, as used more intensively
than others. However, kernel density estimates do not take covariates into account and,
therefore, cannot make use of these to predict outside of the observed areas (but see
Millspaugh et al., 2006). Furthermore, only one turbine where mortality was registered
during the first year of monitoring was observed from a vantage point and, therefore,
the location of the recorded fatalities could not have been predicted using kernel density
estimates only.
Potential-based velocity models describe the mechanisms driving the heading of the
flight trajectories and how it is influenced by landscape features. Once the mechanisms
driving Verreaux’s Eagle flights are understood, we may study the interaction of this
species with, possibly unobserved, landscapes and the emerging activity patterns. These
properties allowed me to predict activity intensity outside of the regions where flights
were observed. In agreement with what kernel densities suggest, potential-based velocity
models identified steep slopes as being used more often than other areas. Interestingly, in
this study drift towards water features was estimated to be slightly larger than the drift
towards steep slopes. These estimates support the original intuition of water features
possibly being attractive to Verreaux’s Eagles.
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Augmenting the vantage point data set with simulated flights that incorporate different
realizations of the mapping error allows us to investigate whether patterns in bird beha-
viour are consistent across error realizations. In this case study, parameters estimated
using the set of error realization were similar to those estimated from the original data
set. This suggests that behavioural patterns inferred from the data were not greatly
affected by the mapping error introduced by the observers. Furthermore, predictions
of eagle activity that were produced from models that incorporate mapping error had
only slightly better predictive power than those that ignore it. It is important to note
that the mapping error model considers erroneous trajectories to be centred at the true
trajectory. Therefore, we should not expect large differences between the observed and
simulated trajectories on average. In any case, the small reduction in the variation of
drift parameters produced when accounting for mapping error had limited impact on the
turbines that were flagged as presenting important risk for collision.
Only 14 Verreaux’s Eagle flights were observed during pre-construction studies and most
of them were recorded from a single vantage point. The limited amount of data and the
relatively narrow range of conditions under which these flights were observed, challenged
my confidence in the representativeness of the data and in the long-term activity predic-
tions. For example, the long-term behaviour of the eagles might not be well represented
by a single year of monitoring since no inter-annual variation is considered. In addition,
the time gap between pre-construction studies and the first year of wind farm opera-
tion (ca. two years), disconnects the conditions under which flights and fatalities were
recorded. Nevertheless, fatalities recorded during the first year of wind farm operation
occurred in areas of high activity intensity identified by the predictions of potential-based
velocity models. In fact, all model versions (i.e. with different type of priors and includ-
ing, or not, mapping error) were successful at identifying the turbine that produced two
collisions as likely to accumulate high levels of activity.
Conducting the analysis of the velocity in a Bayesian framework allowed me to use
prior information about model parameters coming from pre-existing telemetry studies of
the Verreaux’s Eagle. Using informative priors takes some of the estimation workload
away from the trajectories observed from the vantage points by constraining parameter
estimates to be consistent with our knowledge about the ecology of the species. This
regularization process is key to finding movement parameters that can be generalized
beyond the conditions under which the study was conducted. Adding extra information
to the analysis in data-poor situations is also important. There is a potential drawback
of using priors obtained from models fitted to GPS data for the analysis of velocity
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of trajectories observed from vantage points. Instantaneous speed usually cannot be
recorded by observers in the field (at least not without supporting equipment, such as
radar). Therefore, inference is limited to changes in movement direction, which may
interfere in the comparison between a model fitted to GPS data (for which speed may
be available at a higher resolution) and one fitted to vantage point data. However, the
potential function formulation used in this study induces an effect on the direction of
travel only, both for GPS and vantage point data, making them more comparable.
It came as a surprise that using informative priors to fit the movement model to the flight
trajectories of the eagles, did not improve the correlation between the distribution of
predicted activity intensity and the distribution of eagle fatalities. In fact, the long-term
distribution of activity obtained by simulating flights from the priors directly (without
fitting the model to data), had poor predictive accuracy compared to those simulated
from models fitted to vantage point data. This speaks of the utility of vantage point data
for providing local context to the general behavioural information contained in the priors.
It is important to remember that the model fitted to the eagle’s telemetry data was
different to the one fitted to the vantage point data, and from this perspective modelling
directly from the priors could lead to model misspecification. For example, we ignore the
location of the nests of the eagles observed during the vantage points. However, we know
from the model fitted to the GPS data that this is an important variable to consider.
An additional discrepancy between models arises from nests typically being situated in
steep slopes. Consequently, the effect estimated for steep slopes from the GPS data set
is the direct effect of steep slopes, once the effect of nest has been accounted for (see
Westreich & Greenland, 2013). However, in the vantage point data set the effect of nest
is unaccounted for, and therefore the model estimates the total effect of steep slopes.
This being said, the long-term distribution of flight activity simulated from models that
used informative priors was very similar to that simulated from models that used vague
priors. This serves as a prior sensitivity analysis and makes model predictions more
compelling (see Gelman et al., 2014).
My predictions of collision risk were solely based on the spatial distribution of eagle
activity intensity levels, and I found a good correlation between the two, in contrast to
de Lucas et al. (2008). This fact seems to support the idea that use intensity may be
a good indicator for collision risk should the assessment be conducted for each turbine
separately, rather than aggregated by wind farm or even vantage point (Ferrer et al.,
2012; de Lucas et al., 2012; Heuck et al., 2019). However, the spatial distribution of
bird activity does not address the question of how many birds are likely to be killed by
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the turbines, but only where they are most likely to be killed. A logical continuation
for this research is to first estimate bird abundance in the general area, and then find
the expected distribution of the activity using the methods described in this study. This
approach would allow us to estimate the expected number of collisions at each turbine. It
would also provide additional evidence to investigate whether bird abundance correlates
with number of fatalities, once the spatial distribution of bird activity is taken into
account. Further research on the use of potential-based velocity models could also be
naturally extended to study avoidance of wind turbine positions by soaring birds.
In this case study, I have presented the collision risk assessment of a single wind farm, and
I acknowledge that further validation is needed. However, my results suggest that: i) ker-
nel density estimation is recommended for exploratory purposes, and ii) potential-based
velocity models are promising tools to identify flight behaviours and habitat preferences
that may put birds at risk of collision with wind turbine blades. However, vantage point
surveys usually produce a limited amount of data and the drawing of flight trajectories
is subject to observer interpretation. Based on the results presented here inference is
relatively robust to the use of vague priors or ignoring mapping error; however, until
further validation is conducted, I encourage the use of multiple sources of information
during collision risk assessment, and avoid relying solely on vantage point observations.
Bayesian analysis accommodates naturally and in a tractable way both the inclusion
of different data sources and the incorporation of mapping error into the models. In
the case analysed here, flight trajectories observed during pre-construction studies, and
a spatially-explicit statistical analysis that accounts for known sources of uncertainty
along the modelling process, identified the most problematic turbine locations in terms
of collision risk. Furthermore, the fact that long-term activity predicted from vantage
point data correlated better with observed fatalities than long-term activity predicted
directly from the priors suggest that vantage point data offer some local context that




In this thesis, I develop an analytical framework to make statistical inference from vant-
age point surveys. The overarching objective is to understand where in the landscape
soaring birds are more likely to fly, in order to optimize wind turbine placement so as to
minimize collision risk.
Vantage point surveys are regularly used to predict collision risk of raptors with wind
turbines, and to determine where collisions are likely to occur (Strickland et al., 2011;
Scottish Natural Heritage, 2014; Jenkins et al., 2015). Traditionally, vantage point sur-
veys are used to capture data on the abundance of flights over the wind farm, vantage
point or turbine row (see Smallwood et al., 2009). However, flight abundance does not
always correlate with number of fatalities (de Lucas et al., 2008; Ferrer et al., 2012).
Apparently, collisions are concentrated around certain turbines (de Lucas et al., 2012),
and risk situations are associated with particular environmental conditions (Barrios &
Rodŕıguez, 2004; Smallwood et al., 2009). To associate bird activity with certain habit-
ats, or define the main fly ways in the area, observers map the bird flights they detect
during vantage point surveys. However, these flight trajectories are usually reduced to
some metric during the analysis of collision risk, such as closer distance to a turbine, or
whether the bird visited certain habitat or not (see Barrios & Rodŕıguez, 2004; Small-




In this thesis, I approach the problem estimating collision risk from an animal movement
perspective, analysing the full trajectories mapped by the observers. Movement ecology
offers an approach to studying wildlife that shifts the classical focus on population num-
bers to population redistribution (Nathan et al., 2008). The information contained in
the mapped flight trajectories about prevalent flight patterns helps us understand bird
behaviour and predict the distribution of future activity.
In chapter 2, I estimate the long-term distribution of bird activity, using kernel density
estimation. I develop a kernel density estimator that is designed to find the density
of trajectories, rather than of independent locations - a requirement of classical kernel
density estimators. I show that the estimator of trajectory density outperform methods
that require independent locations at estimating the underlying distribution underlying
simulated flights. However, as shown in the case study presented in chapter 5, the
technique is not well suited to extrapolate to areas unobserved from vantage points.
Therefore, its application leans towards the exploratory analysis and it works well to
summarise potentially cluttered flight data. It provides a good alternative to methods
that impose a grid over the study area and calculate abundance of flights at each grid
cell (e.g. see Walker et al., 2005). The main advantages of kernel densities over grid
methods are: i) that there is no need to define the size of the grid cells arbitrarily, ii)
kernel density provides a smooth density distribution, while grid-based densities may
change sharply in contiguous cells, and iii) the kernel density estimator for trajectories
takes into account the temporal dependence in the data.
Potential-based velocity models provide an alternative framework to understand habitat
preferences of birds based on the systematic drift of flight trajectories in relation to land-
scape features. These models differ from kernel density estimators in that they describe
the mechanisms driving the flight trajectories. In this thesis, I show how potential-based
velocity models can be used to learn about movement behaviour of the Verraux’s Eagle
from vantage point observations. Movement parameters can then be used to estimate the
long-term distribution of eagle activity by simulation. The spatial correlation between
bird activity predictions calculated from pre-construction vantage point data using a
potential-based velocity model, with fatalities observed during the first year of operation
of a wind farm, showed good potential.
Conducting the analysis in a Bayesian framework, I incorporate existing knowledge about
eagle behaviour. This information was obtained from telemetry studies conducted inde-
pendently from the monitoring of the wind farm, and it was included as prior information
in the models fitted to vantage point observations. One of the main advantages of this
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approach is that information available on the species ecology has an explicit role in the
inference drawn from the models. Another advantage is that part of the estimation work-
load is taken away from the (potentially limited) vantage point data available. Moreover,
the simulation study conducted in chapter 3 suggests that model parameters may be sub-
stantially biased if vague priors are used to fit potential-based velocity models to vantage
point observations; even in data-rich situations relative to what is expected from vantage
point surveys. In the case study analysed in chapter 5, the effect of using vague priors in
models that predict long-term activity from vantage point data, was not as important as
expected, based on the simulations conducted in the previous chapter. However, because
I have only analysed a single case study, it is still recommended to choose priors carefully
when using potential-based velocity models for the analysis of vantage point surveys, and
to conduct prior sensitivity analysis on the models. Furthermore, it is advised to con-
duct tracking studies using technologies that capture larger volumes of data - GPS for
example - to better understand movement behaviour for those species for which this type
of information might not be yet available. Even if the tracked individuals use an area
different from the wind farm, general information about the movement behaviour of the
species will be useful to make combined inference with vantage point observations.
Another common critique with regards to vantage point surveys is that observers may
introduce errors when mapping the flight trajectories they observe. To my knowledge
there are no published studies that investigate the mapping error made by vantage point
observers, with the exception of errors in flight height estimation (Borkenhagen et al.,
2018). In chapter 4 I test several models to describe the magnitude and dynamics of
the mapping error. I compare the flight trajectories traced by a drone (as a proxy for
a bird) recorded by its on-board GPS with the same flights mapped by observers from
vantage points. The model that best fitted the error (measured as the difference between
GPS and visual trajectories) describes a damped harmonic motion in which the error
oscillates around the error in location made when the drone was first detected. Under
this model, the error is a stochastic process, with an expectation of zero, although its
magnitude depends on the distance to the flying object, its height, the observer and
characteristics of the landscape. A model formulation to estimate this error is provided
in chapter 4.
After the flying object (e.g. bird) is first detected and visual tracking starts, the error
evolves and may become larger over time. The standard deviation at the beginning of
the flight may be in the vicinity of 150 meters, while after five minutes it may be as large
as 500 meters, in any direction. The error oscillates around the initial error value, and
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therefore, the shape of the flight might also be distorted. Thus, it is advised to avoid
using raw observations to decide which turbine locations could be most problematic.
Instead, it is recommended to take into account the properties of the error, and based on
the observed flights, make a probabilistic assessment of where the true flights might have
occurred. Furthermore, it is recommended to incorporate a model for the mapping error
in any modelling of the movement characteristics of the species of interest. In the case
study presented in chapter 5, I show how predictions of the distribution of fatalities dur-
ing wind farm operation based on a potential-based velocity model fitted to Verreaux’s
Eagle flights observed during vantage point pre-construction surveys, improved substan-
tially when accounting for the mapping error. This improvement was modest, perhaps
because according to the mapping error model, different realizations of this error result
in trajectories that are, on average, similar to the ones observed in the field. However,
I believe that the magnitude of the error provided in this thesis is over-estimated, due
to the experiments using a drone instead of a bird. The observers mapping the drone,
which where all experienced in mapping bird flights from vantage points, pointed out
that the device was more difficult to track than birds. Although the estimates provided
in this thesis serve as a first approximation to the mappinge error (that possibly errs
on the conservative side), over-estimation of the error may result on inflated uncertainty
in movement parameters, when they are estimated from a set of mapping error realiza-
tions, as done in chapter 5. Less uncertain parameters would potentially lead to stronger
patterns in the estimated activity intensity surface. Therefore, with higher parameter
uncertainty it would be more difficult to separate turbines by the activity intensity they
are expected to accumulate.
The results presented here show the value of considering the visual mapping of flight
trajectories from vantage point as an alternative form of tracking. As such, techniques
used within the animal movement framework have proved useful for the prediction of
collision risk. I envisage that exploring the suite of techniques available for the analysis
of animal movement further, may uncover new approaches for the analysis of vantage
point observations. With a specific analysis in mind it is easier to design an appropriate
protocol for data capture. In this sense, it is critical to adapt data capture during
vantage point surveys to produce data that are amenable to be analysed within the
animal movement paradigm (Nathan et al., 2008). This and other aspects that deserve




An issue that has not been tackled in this thesis is that of flight height estimation.
Collision risk with wind turbines is considered to be intimately influenced by bird flight
height (Schuster et al., 2015). Bird collisions only occur when the birds fly at the height
of the turbine rotor, which typically spans circular areas of 50 meters to 70 meters in
radius. The typical clearance from the ground to the lower tip of the rotor is between 20
meters and 50 meters, and the maximum height up to 190 meters. These characteristics
change for different turbine models, so these are just approximate numbers. Raptors may
fly higher than 200 meters, and some species spend most of the time moving under 50
meters (e.g. Katzner et al., 2012; Schaub et al., 2019). Research suggests that collisions
with wind turbines may occur when updraughts are too weak for the birds to gain height
at a rate that allows them to fly over the rotor swept area (Barrios & Rodŕıguez, 2004).
Therefore, identifying areas and times where birds tend to fly at the height of the rotor
may help us make more precise predictions of collision risk.
Incorporating a third dimension into the models proposed in this thesis would not entail
profound changes in their structure. I believe the limiting factor is to find a suitable
way to capture height information and two-dimensional position simultaneously from
the vantage points. I would suggest capturing measures of bearing, angle and distance
to the bird with respect to the observer with some frequency, instead of plotting the
flights on a map. In this way, we obtain a three-dimensional sequence of locations from
which the trajectory can be recovered. Having specific target measures allows a more
objective representation of the trajectories. We may also work towards improving specific
measurements, for example using or developing different technology. The frequency with
which these measurements should be taken needs further study. However, I consider
one location every 30 seconds to be a good initial guess. The GPS data sets analysed
in this thesis contained locations acquired every two-three minutes and still provided
reasonable priors for models fitted to vantage point data. One location every 30 seconds
is an even higher definition, and therefore, I believe this frequency should be suitable.
However, vantage point data sets are typically small compared to GPS data sets and the
flights mapped are relatively short (the flights used in chapter 5 were two minutes long
on average). Therefore, acquiring locations at a rate lower than 30 seconds might result
in overly simplified trajectories. The optimal frequency for data capture has not been
investigated, and remains an open question. Until there is further detail on the subject,
I suggests capturing trajectories with as much detail as possible during field work.
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Avoidance of wind turbines by birds is another active research area (May, 2015). Birds
might take evasive actions when approaching a turbine, and collision risk models typic-
ally incorporate a correction factor to account for these, when translating bird density
numbers into predicted fatalities (Masden & Cook, 2016). This is what is called meso-
avoidance (May, 2015). Micro-avoidance refers to last-second reactions to avoid collision
(May, 2015). The term macro-avoidance is used to denote the avoidance of wind turbines
or wind farms altogether (May, 2015). Despite reducing fatalities by collision, this effect
represents an impact in itself. Birds might perceive areas altered by the installation
of wind farms unattractive in terms of habitat quality. This effective habitat loss may
produce the displacement of bird communities away from wind energy facilities.
Avoidance rates are usually calculated by comparing flight abundance estimated during
the pre-construction phase of the projects with the abundance after construction (Cook
et al., 2018). However, as mentioned earlier, abundance might not correlate well with
collision risk. A combined figure for micro- and meso-avoidance is, on occasions, cal-
culated as the difference between observed and predicted mortality (Cook et al., 2018).
However, this number contains, in addition to avoidance, any misspecification of the
collision risk model, as well as imprecisions in other inputs to the model (Band, 2012).
The potential-based velocity models proposed in this thesis would naturally estimate
drift of flight trajectories in relation to turbines. Studying reactions towards turbines
we may explicitly estimate avoidance of these infrastructure at various scales. We may
further account for this behaviour in the computation of long-term activity distribution,
and hence in improve collision risk estimates.
The models presented in this thesis are not only applicable to the analysis of vantage
point observations. Tracking technology is developing fast (Kays et al., 2015), and the
trajectories captured by both bird-borne devices, as well as by radar, are perfectly amen-
able to analysis using potential-based velocity models. In particular, avian radar now
provides an excellent alternative to vantage point surveys, although at an extra cost
(Katzner et al., 2016a; May et al., 2017; Jenkins et al., 2018). Radar data provides
bird locations at a high rate (few seconds) with a negligible mapping error compared
to visually mapped trajectories, and it can monitor continuously for long periods of
time capturing large volumes of data. Nevertheless, radar presents it own challenges in
addition to its costs, such as not being able to associate species with recorded tracks.
However, this technology is advancing fast and the application of the concepts and mod-
els presented in this thesis to radar data is an avenue worth exploring.
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L. (2018) A review of searcher efficiency and carcass persistence in infrastructure-
driven mortality assessment studies. Biological Conservation 222, 146–153.
153
REFERENCES
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Thompson, P., Ullmann, W., Ziȩba, F., Zwijacz-Kozica, T., Fagan, W.F., Mueller,
T. & Calabrese, J.M. (2019) A comprehensive analysis of autocorrelation and bias in
home range estimation. Ecological Monographs 89, 1–21.
Northrup, J.M. & Wittemyer, G. (2013) Characterising the impacts of emerging energy
development on wildlife, with an eye towards mitigation. Ecology letters 16, 112–25.
Ovaskainen, O., de Knegt, H.J. & Delgado, M.d.M. (2016) Quantitative Ecology and
Evolutionary Biology: Integrating Models with Data. Oxford University Press, Oxford,
UK, first edit edn.
Parton, A. & Blackwell, P.G. (2017) Bayesian Inference for Multistate ‘Step and Turn’
Animal Movement in Continuous Time. Journal of Agricultural, Biological, and En-
vironmental Statistics 22, 373–392.
Patterson, T.A., Parton, A., Langrock, R., Blackwell, P.G., Thomas, L. & King, R.
(2017) Statistical modelling of individual animal movement: an overview of key meth-
163
REFERENCES
ods and a discussion of practical challenges. AStA Advances in Statistical Analysis
101, 399–438.
Pebesma, E. (2018) Simple Features for R: Standardized Support for Spatial Vector
Data. The R Journal 10, 439–446.
Perold, V., Ralston-Paton, S. & Ryan, P. (2020) On a collision course? The large
diversity of birds killed by wind turbines in South Africa. Ostrich 91, 228–239.
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Appendix A
Transitional density of the
potential-based velocity model
The model used for describing the bird location at time t is the following:




dVt = β(γ(Xt,Vt)−Vt)dt+ σdBt (A.2)
where γ(Xt,Vt) is the preferred velocity at time t and is represented by a vector in
the direction of the nearest point of attraction at time t and of magnitude |Vt|. The
coefficient β, modulates the drift towards (if positive) or away from (if negative) a target
location. The term σdBt, for σ > 0, incorporates random forces that act on the bird,
changing its velocity.
dBt ∼ N(0,dtI) (A.3)
In case there are K target locations at time t, then,
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To derive the transitional density and for clarity, I will use a model with 2 target locations
and I simplify the notation from γk(Xt,Vt) to γk.
dVt = β1(γ1 −Vt)dt+ β2(γ2 −Vt)dt+ σdBt (A.5)
At short time horizons the target locations will most likely not change, so I will ignore
that γ changes over time. This will be helpful for simulating flights, producing “steps”
at short intervals, although not so much for calculating an equilibrium solution.
We can first re-write the equation as:
dVt
dt
+ (β1 + β2)Vt = β1γ1 + β2γ2 + σdBt (A.6)
dVt + (β1 + β2)Vtdt = (β1γ1 + β2γ2)dt+ σdBt (A.7)




(β1+β2)dt = e(β1+β2)t (A.8)




κt(β1γ1 + β2γ2)dt+ e
κtσdBt (A.9)





















The right hand side of A.11 is the left hand side of A.9. Substituting A.11 into A.9 and










Here, I assume that at short time horizons, γ will most likely not change. Then, I can
write:




































































Transitional density of the
stochastic damped harmonic
motion
The model selected as best describing the evolution of the observation error with time,
resembles a damped stochastic harmonic oscillator:
dDt = Vtdt
dVt = −α(Dt −D0)dt− βVtdt+ σdBt
dBt ∼ N(0,dt)
(B.1)
To start solving the system of equations, I define the variable St = Dt −D0. It can be
proven that the rate of change of St is the same as the rate of chance in Dt:
dSt = d(Dt −D0) = dDt − 0 = dDt (B.2)
Then, I can express the system in the following vector form (Särkkä & Solin, 2019):
dXt = FXtdt+ LdBt (B.3)
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Bt is a Brownian motion with diagonal diffusion matrix Q = σ
2I.
We can solve the above vector equation by rearranging and multiplying both sides by
the integrating factor corresponding to the matrix exponential e−Ft:
e−FtdXt − e−FtFXtdt = e−FtLdBt (B.5)















d[e−FtXt] = −e−FtFXtdt+ e−FtdXt (B.7)
The right hand side of B.7 is the left hand side of B.5. Substituting B.7 into B.5 and











This is the formulation of the stochastic process Xt. Now, we can find its expected value
and variance:





Since, E[Bt] = 0.
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Where I made use of the fact that E[BtBTs ] = (t− s)Q for t > s (Särkkä & Solin, 2019).
The equations that solve the second order differential equation described by B.1 involve
finding the roots of the characteristic polynomial of the second order equation and these
are characterized by r = (−β ±
√
β2 − 4α)/2. Depending on the particular values of α
and β, the radical will produce real roots (if β2−4α > 0) or complex roots (if β2−4α < 0).
To simplify the derivation of the solution and provided that in this chapter, the quantity
β2 − 4α < 0, I will focus on this case, only.
To simplify notation, it is convenient to let ω = (
√
4α− β2)/2 and b = β/2. Then, we
can write an expression for the matrix eFt (F was defined in B.4) as:
eFt =
[







Then, the transition density of Xt = (St,Vt) - the probability density at a point Xt at
time t, given location Xs at time s - will be Gaussian:
Xt|X0 ∼ N(µt,Pt) (B.12)
The parameters µt and Pt are a short hand for µt|X0 and Pt|X0 respectively and are




ω [(S0b+ V0)sin(ωt) + S0ωcos(ωt)]
− e−btω [(S0α+ V0b)sin(ωt)−V0ωcos(ωt)]
]
(B.13)
The covariance matrix Pt results in the integral:
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Each entry of the matrix can be calculated by taking the integral of the respective





(ω2 + e−2bt(b2cos(2ωt)− ωbsin(2ωt)− α))











Stan model to fit potential-based
velocity model to flight
trajectories observed from
vantage points
In this chapter I present the stan code to run a basic potential-based velocity model.
This code was prepared to fit the model to flight trajectories observed from vantage
points. The code can also be used for fitting the model to telemetry data; however, in if
working with such data, it might be worth exploring the use of algorithms such as the
Kalman filter (Kalman, 1960; Johnson et al., 2008).
Lets first remember the form of the model:
dXt = Vtdt
dVt = β(γ(Xt,Vt)−Vt)dt+ σdBt.
(C.1)
where Xt is the state of the process (e.g. location of the animal), Vt is the velocity
at which the process is changing (e.g. velocity of the moving animal), γ(Xt,Vt) is the
preferred velocity that changes with the state and velocity of the process and σdBt is a
Brownian motion with variance scale σ. The parameter β modulates the rate at which
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the velocity of the process drifts back to the preferred velocity γ(Xt,Vt).





Recall further that the preferred velocity γ(Xt,Vt) imposed by the potential field is
given by the negative of the gradient of the potential function at the current state and
by the current travelling speed:
γ(Xt,Vt) = −∇H |Vt|, (C.3)
where Xt is the location of the bird at time t, |Vt| is its travelling speed and ∇H is the
gradient of the potential function H.
The drift coefficients β can change for different flights. Therefore, for each type of target
location k and flight i,
βki = µβk + ηi
ηi ∼ N(0, σβk)
(C.4)
This formulation specifies a random effect ηi on each flight’s drift towards target location
k.
We may now prepare the data as if we were to fit a linear model, such that:
yt = β
>Utδt+ σεt
ε ∼ N(0, δt)
(C.5)
Therefore, we set dVt = yt, Ut = γ(Xt,Vt)−Vt and dBt = εt. Where Ut has k columns,
each corresponding to a different type of target location (i.e. steep slopes, water bodies,
etc.) and N rows, where N is the total number of locations recorded along all flights.
Therefore, we need a variable that indexes each observed location with its respective
flight. In the dataset, this variable is called group (because it groups locations into
groups).
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The model in stan is as follows:
// Input data
data {
// Total number of locations
int<lower = 0> N;
// Number of flights
int<lower = 0> J;
// Number of types of target locations (slope and water bodies, K = 2)
int<lower = 0> K;
// Vector of changes in velocity
vector[N] dv;
// Vector of groups
int group[N];
// Matrix of drift terms
vector[K] u[N];
// Vector of times
vector[N] dt;
// Prior mean (pmean) and sig (psig) for mean drift (mubeta)
vector[K] pmu_mubeta;
vector<lower = 0>[K] psig_mubeta;
// Prior mean (pmean) and sig (psig) for variation in drift (sigbeta)
vector[K] pmu_sigbeta;
vector<lower = 0>[K] psig_sigbeta;
// Prior mean (pmu) for diffusion parameter (sigma)
real pmu_sigma;
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// Random effect of flight on drift
vector<lower = 0>[K] eta;






// Drift parameters of individual flights
vector[K] beta[J];
// Drift at each location
vector[N] drift;
// Diffusion at each location
vector[N] diff;
// Non-centred parameterization of drift parameters
for(j in 1:J){
for(k in 1:K){
beta[j,k] = mu_beta[k] + eta[k] * delta_group[j,k];
}
}
// Drift and diffusion at each location
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for(i in 1:N){
drift[i] = dot_product(u[i], beta[group[i]]) * dt[i];





// Mean drift for each type of target location
mu_beta ~ normal(pmu_mubeta, psig_mubeta);
// Standardized effects of individual flights on drift
for(j in 1:J){
delta_group[j] ~ normal(0, 1);
}
// Scale of effects of individual flights on drift
eta ~ cauchy(pmu_sigbeta, psig_sigbeta);
// Diffusion parameter
sigma ~ cauchy(pmu_sigma, psig_sigma);
// Likelihood






This chapter serves two purposes. Firstly, I present the R code necessary to simulate the
motion imposed by potential-based velocity models. Secondly, I present potential-based
velocity models graphically, to provide some insight about how these models operate.
There are different ways to approach the simulation of trajectories from a stochastic dif-
ferential equation. Here I present a method based on forward difference. This algorithm
is appealing due to its simplicity, but requires a simulating small time step δt at a time.
Otherwise the simulations become unstable. An alternative way of simulating trajector-
ies is making use of the transitional density of the stochastic process, which I present in
a appendix A. By using the transitional density we gain in stability but we need to be
prepared to assume that the gradient of the potential stays constant during the time step
δt. This is also explained in the same appendix where I derive the transitional density
of the process. Finally, note that the code could certainly be optimized further, but I
favoured clarity over performance.
Potential-based velocity model
Let’s remember the form of the potential-based velocity model used in chapter 3. The
basic structure of this model was:
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dXt = Vtdt
dVt = β(γ(Xt,Vt)−Vt)dt+ σdBt.
(D.1)
where Xt is the state of the process (e.g. location of the animal), Vt is the velocity
at which the process is changing (e.g. velocity of the moving animal), γ(Xt,Vt) is the
preferred velocity that changes with the state and velocity of the process and σdBt is a
Brownian motion with variance scale σ. The parameter β modulates the rate at which
the velocity of the process drifts back to the preferred velocity γ(·).



















βkγk(Xt,Vt)dt− κVtdt+ σdBt. (D.4)
The first term on the right hand side controls the preferred velocity the process drifts
towards, whereas the second term is the rate at which the current velocity decreases to
zero. This notation is convenient because the first term on the right hand side can be
visualised as the effective velocity field driving the system.
Simulations
Lets start by defining the shape of the potential field. I will use the same form of potential
that I used in chapter 3. In that formulation, the potential was equal to the distance
from target locations. For simplicity, I define the potential with only two reference target
points µ = (µx, µy) and η = (ηx, ηy).
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H(x, y) = dµ + dη =
√
(x− µx)2 + (y − µy)2 +
√






# Prepare a plotting theme
mytheme <- list(coord_equal(),
theme_bw(),
theme(text = element_text(size = 16)))
# Create spatial domain and specify a potential function with
# target points at mu = (20,20) and eta = (-20,-20)
mu = c(20, 20); eta = c(-20,-20)
# Define beta coefficients (one for each target location)
beta <- c(0.1, 0.3)
kappa <- sum(beta)
# Spatial domain and potential
pixsize <- 1
omega <- expand.grid(x = seq(-50, 50, pixsize),
y = seq(-50, 50, pixsize)) %>%
mutate(dmu = beta[1] * sqrt((x - mu[1])^2 + (y - mu[2])^2),
deta = beta[2] * sqrt((x - eta[1])^2 + (y -eta[2])^2),
pot = dmu + deta)
# Plot potential
ggplot(omega) +
geom_raster(aes(x = x, y = y, fill = pot)) +
scale_fill_viridis_c(name = "Potential") +
geom_contour(aes(x, y, z = pot), col = "black") +
mytheme
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The preferred velocity imposed by the potential field is given by the negative gradient
of the potential function. More precisely the preferred velocity in chapter 3 was defined
as:
γ(Xt,Vt) = −|Vt|∇H , (D.6)
where Xt is the location of the bird at time t, |Vt| is its travelling speed and ∇H is the
gradient of the potential function H.




















# function to calculate the gradient of Euclidean distance function
eucGrad<- function(x, y, mu){
d <- sqrt((x - mu[1])^2 + (y - mu[2])^2)
matrix(c((x - mu[1])/d, (y - mu[2])/d), ncol = 2, byrow = FALSE)
}
# Add partial derivatives to the main data frame
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omega <- omega %>%
mutate(dfdx = (beta[1] * eucGrad(x, y, mu) +
beta[2] * eucGrad(x, y, eta))[,1],
dfdy = (beta[1] * eucGrad(x, y, mu) +
beta[2] * eucGrad(x, y, eta))[,2])
# Auxiliary gradient data frame to create arrows at some points
gradpix <- 10
grad_scale <- 10 # to plot larger arrows
grad <- expand.grid(x = seq(-45, 45, gradpix),
y = seq(-45, 45, gradpix)) %>%
mutate(dfdx = (beta[1] * eucGrad(x, y, mu) +
beta[2] * eucGrad(x, y, eta))[,1],
dfdy = (beta[1] * eucGrad(x, y, mu) +
beta[2] * eucGrad(x, y, eta))[,2])
ggplot(omega) +
geom_raster(aes(x = x, y = y, fill = pot)) +
scale_fill_viridis_c(name = "Potential") +
geom_contour(aes(x, y, z = pot), col = "black") +
geom_segment(data = grad,
aes(x = x, y = y,
xend = x - dfdx * grad_scale,
yend = y - dfdy * grad_scale),
arrow = arrow(length = unit(0.1, "cm")),
col = "red") +
mytheme
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We may now simulate the deterministic dynamics of a bird moving within this field:




r0 = c(30, -40)
# Set an initial velocity




n <- Time/dt + 1 # plus the initial time
# Data frame to store location and velocity at each time step
traj <- data.frame(x = numeric(length = n),
y = numeric(length = n),
vx = numeric(length = n),
vy = numeric(length = n),
dvx = numeric(length = n),
dvy = numeric(length = n))
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# Initial velocity drift:
# - speed times neg gradient
gamma <- -sqrt(sum(v0^2)) * (beta[1] * eucGrad(r0[1], r0[2], mu) +
beta[2] * eucGrad(r0[1], r0[2], eta))
# - drift
dv <- (gamma - kappa * v0) * dt
# fill in first row of the data frame
traj[1, ] <- c(r0, v0, dv)
for(i in 2:n){
# Update position
r <- r0 + v0 * dt
# update velocity
v <- v0 + dv
# update velocity drift
# - speed times neg gradient
gamma <- -sqrt(sum(v^2)) * (beta[1] * eucGrad(r[1], r[2], mu) +
beta[2] * eucGrad(r[1], r[2], eta))
# - drift
dv <- (gamma - kappa * v) * dt
# fill in new row of the data frame
traj[i, ] <- c(r, v, dv)
# iterate
r0 <- r; v0 <- v
}
ggplot(omega) +
geom_raster(aes(x = x, y = y, fill = pot)) +
scale_fill_viridis_c(name = "Potential") +
geom_contour(aes(x, y, z = pot), col = "black") +
geom_path(data = traj, aes(x = x, y = y),
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Lastly, we may include the stochastic change in velocity into the simulation, in the form
of a Brownian motion and simulate a trajectory within the potential field
# SIMULATE 100 SECONDS OF BIRD MOTION
set.seed(34763)






# Set an initial velocity




n <- Time/dt + 1 # plus the initial time
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# Data frame to store location and velocity at each time step
traj <- data.frame(x = numeric(length = n),
y = numeric(length = n),
vx = numeric(length = n),
vy = numeric(length = n),
dvx = numeric(length = n),
dvy = numeric(length = n))
# Initial velocity drift
# - speed times neg gradient
gamma <- -sqrt(sum(v0^2)) * (beta[1] * eucGrad(r0[1], r0[2], mu) +
beta[2] * eucGrad(r0[1], r0[2], eta))
# - drift
drift <- (gamma - kappa * v0) * dt
# Initial velocity diffusion
diff <- rnorm(2, 0, sigma * sqrt(dt))
# Initial change in velocity
dv <- drift + diff
# fill in first row of the data frame
traj[1, ] <- c(r0, v0, dv)
for(i in 2:n){
# Update position
r <- r0 + v0 * dt
# update velocity
v <- v0 + dv
# update velocity drift
# - speed times neg gradient
gamma <- -sqrt(sum(v^2)) * (beta[1] * eucGrad(r[1], r[2], mu) +
beta[2] * eucGrad(r[1], r[2], eta))
# - drift
drift <- (gamma - kappa * v) * dt
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# update velocity diffusion
diff <- rnorm(2, 0, sigma * sqrt(dt))
# update change in velocity
dv <- drift + diff
# fill in new row of the data frame
traj[i, ] <- c(r, v, dv)
# iterate
r0 <- r; v0 <- v
}
ggplot(omega) +
geom_raster(aes(x = x, y = y, fill = pot)) +
scale_fill_viridis_c(name = "Potential") +
geom_contour(aes(x, y, z = pot), col = "black") +
geom_path(data = traj, aes(x = x, y = y),
















Note that the trajectory that incorporates the diffusion term is much longer than its
deterministic counterpart, despite them being of the same duration. Under this model,
the diffusion term not only perturbs the motion imposed by the potential field, but it
is also the main generator of movement. For example, in chapter 3, I show how larger
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diffusion parameters capture an increase in eagle activity towards midday.
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Relative bias of potential-based
velocity model parameters fitted
to simulations
Mean relative bias (RB, in the vertical axis and colour gradient) of the posterior distri-
bution of the parameters fitted to the simulated vantage point observations, and effect
of number of vantage points and flight duration per vantage point, as predicted by the
GAM. An RB = 0 means that the posterior is unbiased. An RB = 1 means that bias is
as large as the parameter value that generated the data. An RB = 2, the bias is twice
as large as the data-generating parameter, etc. Posterior RB is compared for different
priors: uninformative (left), informative (centre - these priors come from parameters of a
different eagle than the one use to generate the data), and data-generating distributions
(right column - these are the distributions that were used to generate the data). The
surface shows the effect of increasing the number of vantage points and the observed
fight time per vantage point, on the relative bias.
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Figure E.1: µζslp is the mean drift towards slopes at noon across different days. µαslp is the
mean change in drift with time of day, across different days.
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Figure E.2: σζslp is the standard deviation of the change in drift towards slopes with time of
day across different days. σαslp is the standard deviation of the change in drift with time of day,
across different days.
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Figure E.2: µψ corresponds to the mean change in diffusion with time of day across different
days, whereas σψ is the standard deviation of the change in diffusion with time of day across





parameters fitted to simulations
Mean overlapping coefficient (OVL, in the vertical axis and colour gradient) of the pos-
terior distributions of the potential-based velocity model parameters fitted to the simu-
lated vantage point observations, as predicted by the GAM (see chapter 3). An OVL =
0 means that the posterior and the data-generating distributions are completely disjoint.
An OVL = 1 that the posterior and the data-generating distributions agree exactly.
Overlapping coefficient is compared for different priors: uninformative (left), informat-
ive (centre - these priors come from parameters of a different eagle than the one use
to generate the data), and data-generating distributions (right column - these are the
distributions that were used to generate the data). The surface shows the effect of in-
creasing the number of vantage points and the observed flight time per vantage point,
on the relative bias.
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Figure F.1: µζslp is the mean drift towards slopes at noon across different days. µαslp is the
mean change in drift with time of day, across different days.
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Figure F.2: σζslp is the standard deviation of the change in drift towards slopes with time of
day across different days. σαslp is the standard deviation of the change in drift with time of day,
across different days.
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Figure F.2: µψ corresponds to the mean change in diffusion with time of day across different
days, whereas σψ is the standard deviation of the change in diffusion with time of day across
different days. ν corresponds to the maximum diffusion any day.
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