A geometrically simple configuration of a gas bubble expanding in a bubbly medium is chosen to study multi-scale modeling approaches in simulating multiphase flows. Three solvers following the Eulerian-Lagrangian, multi-component compressible and analytical approaches have been studied for different bubbly medium void fractions. In the EulerianLagrangian approach, an incompressible solver was coupled with a bubble dynamics model, while for the Eulerian two-fluid approach and the analytical model the surrounding fluid was assumed to be a homogeneous mixture. It was found that both two-fluid and analytical models match very well for the cases tested. The Eulerian-Lagrangian model shows that the dynamics of the bubbly medium and the expanding bubble are inherently coupled in a non-linear fashion. Presence of discrete bubbles also introduces localized perturbations in the void fraction as well as in the pressure distribution which cannot be captured by the homogeneous mixture models.
INTRODUCTION
Two phase flows are usually modeled using two broad classes of methods: the Lagranian-Eulerian approach, wherein one phase is modeled as discrete particles while the second phase is solved in an Eulerian fashion; or the continuum approach, where both phases are treated either as an equivalent single medium with equivalent properties as two fluids with different properties and interaction forces between them [1, 2] . The first class of methods is especially useful for particle-laden flows as well as for droplets or bubbly flows [3, 4, 5] where by resolving the forces on each of the physical particles the corresponding equations of motion and other properties can be solved for. The latter method is useful for dispersed phase e.g. low void fraction bubbly flows [6, 7, 8] .
In reality there are many practical applications where representing a bubbly two-phase medium as a continuum [9, 10, 11] where the bubbles just provide their compressibility to modify the liquid behavior is not totally adequate. For applications involving physical phenomena such as cavitation and/or propagation of shock and pressure waves in the bubbly medium, the bubbles' dynamics, motions and deformations, and their resulting feedback and modification of the liquid flow are essential. Alternatives to this approach require multi-scale type methods which are based on simultaneous and detailed description of all these effects.
In this paper we present a set of intermediary practical approaches and consider a geometrically simple but challenging numerical configuration for validation and evaluation of the applicability region of each method. The models are based on coupling Eulerian approaches for the equivalent two-phase medium and Lagrangian approaches for the bubbles. Two different liquid models are considered: one is viscous with density variation in time, and the other is multimedium and compressible. The Lagrangian modeling of the bubbles includes the options to include or ignore bubble motion and bubble interaction.
We consider as a test case the pressure and flow field generated by the spherical dynamics of a relatively large bubble embedded in a bubbly mixture composed of much finer bubbles. Within this framework we explore the accuracy and limitations of each method. Various conditions of bubble sizes and void fractions are considered and their effects are investigated. The two-way effects of the presence of the bubbles on the large bubble dynamics and on the propagation of pressure waves in the medium and on the distribution in space and time variation of void fraction in the domain are described. In addition an analytical model for predicting spherical dynamics of a large bubble in a bubbly mixture is used and compared with the numerical approaches.
NUMERICAL METHODOLOGY Viscous Flow Solver with Density Variations
The unsteady Navier-Stokes equations for a liquid-gas mixture written in non-dimensional form are as follows:
Here, m ρ is the mixture density, u its velocity, its pressure, 
where the subscripts 'l' and 'g' represent liquid and gas properties respectively while α is the gas volume fraction. Equations (1) and (2) are rewritten in a non-conservative form by moving the density time derivative terms to the right hand side of the equations:
Equations (4) and (5) are solved using DYNAFLOW's flow solver 3DYNAFS-VIS © . 3DYNAFS-VIS © is based on the artificial-compressibility method [12] , in which an artificial time derivative of the pressure is added to the continuity equation (4) as 1
where c β is an artificial compressibility factor and τ is the pseudo-time. By replacing equation (4) with (6) , it forms a hyperbolic system of equations along with (5) and is solved using a time marching scheme in pseudo-time. Note that the time variation of density is enforced as a source term in equations (6) and (5) . The equations are transformed to generalized curvilinear coordinates to perform complex geometry calculations. To obtain a time-dependent solution, a Newton iterative procedure with different pseudo-time stepping in τ at each physical time step t is used in order to satisfy the continuity equation.
The numerical scheme in 3DYNAFS-VIS © uses a finite volume formulation. A first-order Euler implicit difference formula is applied to the time derivatives. The spatial differencing of the convective terms uses the flux-difference splitting scheme based on Roe's method [13] and a van Leer's MUSCL method [14] for obtaining the first-or third-order fluxes. A second-order central differencing is used for the viscous terms. The flux Jacobians required in an implicit scheme are obtained numerically. The resulting system of algebraic equations is solved using a discretized Newton Relaxation method in which symmetric block Gauss-Seidel sub-iterations are performed before the solution is updated at each Newton interaction.
Note the density m ρ in this methodology is not solved for but introduced through the knowledge of the bubble distribution from the Lagrangian solver. The variation in the density is determined by the actual bubble dynamics of the medium following the bubble dynamics model detailed in the subsequent section.
Lagrangian Bubble Dynamics Model
To model the two-phase medium, the multi-bubble dynamics and trajectory code, 3DYNAFS-DSM © , was applied to track the bubble nuclei and predict their dynamics. In 3DYNAFS-DSM © the bubble transport is modeled via a bubble motion equation [17] , while the bubble dynamics is simulated by solving a Surface Averaged Pressure (SAP) modified Rayleigh-Plesset equation [18] .
In the present study we have considered the following form of the equation for the bubble radius, R(t), which accounts for liquid and gas compressibility, liquid viscosity, surface tension, and non-uniform pressure fields, and is based on the Keller-Herring approach [19] :
where is the sound speed in the medium, R is the radius of the sphere, γ is the surface tension and m µ is the medium viscosity. In Equation (7), we have accounted for a slip velocity between the bubble and the host liquid, and for a non-uniform pressure field along the bubble surface [18] . p enc and u enc are defined as the average of the liquid pressures and velocities over the bubble surface. The use of p enc results in a major improvement over the classical spherical bubble model which uses the pressure at the bubble center in its absence. The bubble trajectory is obtained using the following motion equation [15] : 
The last term on the right hand side of equation. (8) is the force due to the bubble volume variations, which is obtained by solving equation (7). 
Eulerian-Lagrangian Coupling
The coupling between the two-phase continuum flow model 3DYNAFS-VIS © and the Lagrangian 3DYNAFS-DSM © solver can be described as follows:
• The bubbles in the flow field are influenced by the two-phase medium local properties and gradients, and the dynamics and motion of the individual bubbles are based on these quantities, • The local properties of the mixture are determined by the bubbles presence, and the void fractions and local densities are determined by the instantaneous bubbles distributions, • The flow field adjusts itself to the evolving mixture density distribution while satisfying mass and momentum conservation.
Representative bubbles distributed in the radial direction to determine the local variations of the void fraction in the liquid. Each of these bubbles represents a group of f m same sized bubbles located in a very small region around it. At each of these locations for the control volume , the void fraction d∀ α is calculated by:
In the example shown in Figure 1 , the representative bubbles are assumed to be of the same size R i and one bubble representing f m other bubbles are placed in the control volume d∀ . Here control volume dV is the volume formed by the mid-distance between the two adjacent bubbles, which in the above example, are d i and d i+1 . The representative bubble assumption has two advantages; with this approach a uniform initial void fraction distribution can be obtained in the field and secondly, effect of different bubble sizes can be studied for the same initial void fraction. At each time step the void fraction is calculated at the bubble location and its radial variation in the field determined by a linear fit between these locations as shown in Figure 1 . This curve is then interpolated onto the grid to represent the spatial distribution of the α .
Eulerian Compressible Solver
The compressible flow calculations were carried out using the Eulerian finite difference solver, GEMINI, developed by the Naval Surface Warfare Center, Indian Head. GEMINI is based on the Gudonov scheme solved on a Cartesian grid and has been validated against several experimental data in the past [15, 16] .
For the current problem we have used the spherical version of the solver which solves the flow field in one dimension only.
ANALYTICAL MODEL
An equation governing the wall-motion dynamics of a spherical bubble in a compressible medium based on Gilmore's approach [19] can be written as follows:
In the above equation, H is the enthalpy difference between the bubble surface and infinity.
P P dp H ρ ∞ = ∫ (12) where P ∞ is the pressure at infinity and P is the pressure at the bubble wall. P can be expressed as follows:
where the gas inside the bubble is assumed to obey the polytropic compression law [21] of constant , k 0 g p is the initial gas pressure inside the bubble -corresponding to a bubble radius of . 0 R If an equation describing the pressure-density relationship for the medium is known, the above equations can be solved to obtain the variation of bubble radius with time.
Pure Water
For pure water, the pressure-density relation for isentropic compression can be given by the Tait equation [22] :
ρ ∞ is a reference density corresponding to the pressure P ∞ . and are constants ( and for water). Using (14) , the sound speed at a point in the fluid domain can be expressed as follows:
Using (14) and (15), the sound speed C on the bubble surface can be expressed by the following relation:
In the above equation, is the reference sound speed corresponding to the reference pressure . Similarly, using (12) and (14) , one may obtain the following expression for
Once H and on the bubble surface are known, the system of equations describing the wall-motion dynamics of a spherical bubble can be solved.
C

Bubbly Medium
The sound speed in a compressible two phase medium can be expressed as follows [9] ;
where the sound speed in pure liquid. In deriving the above relation, the following assumptions have been made l c
• the density of the gas phase, g ρ , is much smaller than the density of the liquid phase, l ρ , and is neglected in Equation (3).
• the disperse gas phase obeys the polytropic compression law.
• surface tension is absent at the interface of the two components (p varies smoothly in the medium) and, • the void fraction, α , is small. Equation (18) can be integrated to obtain the equation of state (relating pressure and density/void-fraction) for the bubbly medium 9:
In the above equation, 0 α is a reference void-fraction corresponding to a reference pressure . In our computations, we have assumed
Equation (19) and Equation (3)can be used to describe H on the bubble surface :
Also, note that for a given bubble wall pressure P , c on the bubble surface can be obtained using equations (18) and (19) . 
PROBLEM SETUP
Eulerian-Lagrangian Setup
An expanding gas bubble of initial radius R 0 is placed within a bubbly mixture as seen in Figure 2 . We assume that bubbles are uniformly distributed in the field and are of the same size. Similar problems have been studied in the past for the dynamics of spherical bubble clouds/clusters [9, 23, 24, 25] under various conditions. The notable difference for the present setup is the presence here of the primary bubble which acts as the pressure perturbation source driver, which also responds to the dynamics of the surrounding bubbles. This interaction is expected to be highly non-linear.
For the 3DYNAFS-VIS © calculations we use an O-O type single block grid, as shown in Figure 3 . The bubble surface is generated using 41 x 21 grid nodes while the field is resolved using 41 nodes in the radial location, clustered in the proximity of the bubble surface. Similar setup has been used in the past and validated against 3DYNAFS-BEM © potential solver based on the Boundary Element Method, [21] ). To best describe the bubble surface behavior, a general free surface boundary condition satisfying both kinematic and dynamic boundary conditions is imposed [26] .
The kinematic condition is that a particle on the surface remains on the surface. For a surface of equation ( , ) 0, i F x t = this can be written . The dynamic condition imposes zero shear stress (we ignore here stress generated by the air in the bubble) and balance of normal stresses at the interface. With the same simplifications used by Batchelor [27] for deriving the dynamic boundary condition in the Cartesian coordinate system, Hodges et al. [28] derived a dynamic boundary condition in a curvilinear coordinate system by requiring the grid to be normal to the boundary. For noninertial curvilinear coordinates represented as 
To determine the gas pressure we assume that the amount of gas inside the bubble remains constant and that the gas satisfies the polytropic relation:
where ∀ is the gas volume. At the farfield boundary an extrapolated boundary condition is used. As the bubble expands and collapses the field grid is deformed using a combined algebraic and elliptic grid generation technique [29] . This grid generation scheme is selected because the algebraic grid generation technique is suited to create clustering and boundary-orthogonal grids at the bubble surface, which is important for resolving the flow field near the bubble surface and for applying appropriate free surface boundary conditions. The Elliptic grid generation technique is then applied to smooth out the rough algebraic grid. The farfield boundary is selected at a distance of 100 R 0 from the center of the bubble. 
Eulerian Setup
For the compressible computations using GEMINI, the bubbly medium is modeled as a homogeneous mixture of air and water. The primary bubble surface is represented using an interface capturing scheme in the spherical coordinates. Nonreflecting boundary conditions are used in the farfield located at a distance of 2,000 R 0 from the bubble center. We have used 648 grid points in the radial direction, which was found sufficient to capture the pressure characteristics for the current setup. Note that here unlike Eulerian-Lagrangian approach, the variation in void fraction is not determined by discrete bubbles. We compute the bubble dynamics in an a posteriori fashion using 3DYNAFS-DSM © using the same distribution used in the Eulerian-Lagrangian calculations.
RESULTS
As an example we consider a bubble with initial radius, R 0 = 0.005 mm and initial gas pressure, P g0 = 2 atm, twice the ambient pressure. The surrounding liquid is assumed to be water while the gas is assumed to be air. Gravity is neglected to conserve the spherical nature of the problem. The surrounding bubbles are initially in equilibrium with the ambient conditions of the fluid. For the preliminary baseline calculations using the coupled Eulerian-Lagrangian calculations, as well as 3DYNAFS-DSM © only calculations, we have chosen the initial radius of the bubbly mixture nuclei to be r 0 = 1mm. Bubbly medium void fraction ranging from 0 -0.25% have been tested with this setup. Figure 4 compares the primary bubble radii versus time for different void fractions up to α = 0.25% using the EulerianLagrangian approach. Similar comparison is also shown for the multi-component compressible approach and using Gilmore's approach in Figure 5 and Figure 6 , respectively. The numerical solvers are also compared with the analytical approach using Rayleigh-Plesset [30] for the α = 0.0%. Note that, Equation (11) will revert to this form for incompressible fluids, i.e. c → ∞. For the Eulerian approach the period of the primary bubble decreases as the surrounding void fraction increases while the minimum volume of the bubble at collapse increases, which is illustrated better in Figure 7 and Figure 8 . This is different from the EulerianLagrangian solution where the bubble volume at collapse does not seem to follow a clear trend from low to higher void fractions. This can be attributed to the highly nonlinear interaction of the bubble dynamics with the surrounding mixture due the discrete representation and warrants further investigation. The period of the bubble, on the other hand, does follow the decrease in period of bubble collapse. This illustrates that the presence of bubbly mixture can in fact impede the growth and collapse of expanding bubble. We will try to examine the cause for this phenomenon in the subsequent portion of this section. The analytical model can capture the increase in the minimum volume of collapse, but does not show significant change in the period of the bubbles at these void fractions, as seen in Figure 6 , and later in Figure 8 . Copyright © 2010 by ASME Figure 7 compares the maximum bubble radius for different void fractions for all three approaches normalized by the maximum bubble radius at α = 0.0%. All three approaches show that as the void fraction increases there is a corresponding decrease in the maximum bubble radius. Overall the EulerianLagrangian shows a 2.5% reduction in the size of the primary bubble while the analytical approach shows nearly 1.6% reduction at the maximum void fraction. Similar comparison is also shown for different void fractions for the period of the bubble, normalized by the bubble period at α = 0.0% in Figure  8 . There is a significant difference in bubble period between the three approaches. The analytical model shows a marginal change in the bubble period while the Eulerian-Lagrangian approach shows that the bubble period decreases by nearly 6% at α = 0.25% and the multi-component compressible approach shows a 2% decrease. Figure 9 , Figure 10 and Figure 11 show the pressure variation in time for a point in the field at r = 7 mm for all the three models. It is clearly seen that the presence of the bubbly mixture tends to dampen the pressure wave propagation in the field with the highest void fraction causing the maximum attenuation. For the Eulerian-Lagrangian approach with the increase in the void fraction in the field, the pressure starts showing small oscillations, as seen in Figure 9 near the minimum pressure. This can be attributed to the presence of discrete bubbles in the field which causes localized changes in the void fraction due to the presence of discrete bubbles altering the pressure wave propagation through the medium. This is further illustrated in Figure 14 later. For the other two solvers, however, since the medium is represented by a homogeneous mixture the pressure shows a smooth curve. Note that the jump seen in the pressure for the multi-component compressible approach calculations in Figure 10 are due to the initial pressure generated at the initiation of the computations. For the Eulerian-Lagrangian approach a sharp drop in pressure is seen initially for α = 0.25%, which could be due to a strong interaction between the primary and surrounding bubbles.
Effect on Primary Bubble Radius
Field Pressure Variation
The pressure wave variations in time for the three approaches are compared in Figure 12 and Fig. 13 for the α=0.0% and α=0.25% respectively. In the pure liquid the pressure peak at the bubble collapse is of the same magnitude as the initial pressure peak and comparable with the pressure obtained using Rayleigh-Plesset solution for a pure liquid. The difference in the period for the three approaches is seen which requires further analysis. For α = 0.25% all three approaches demonstrate that field pressure is attenuated indicating the bubble loses energy due the presence of bubbly medium. The differences between the three approaches is however of the same order as the differences for the pure liquid. The differences between the three approaches are further examined by analyzing the variation of both void fraction and pressure in the field at different locations. Figure 14 shows the time pressure variations for three different locations and the corresponding variations of the local void fraction for the Eulerian-Lagrangian calculations. Here, the locations r = 7 mm, 15 mm and 400 mm correspond to locations near the bubble surface, near field and in the farfield respectively. Due to the high pressure variations encountered by the bubbles near the bubble surface, the void fraction in this region shows the largest variations corresponding to the oscillations of the bubbles. However since the pressure wave is the strongest in this region, the effect of the presence of bubbles is less obvious. In the near field region further away from the bubble surface the void fraction oscillations are still strong and are more visible in the pressure variation. These oscillations in void fractions are similar to the experimental observations for a spark bubble in bubbly medium presented in the companion paper [31] . For the multi-component compressible approach and Gilmore approaches, due to the homogeneous mixture assumption, the variation of the void fractions at these locations are relatively smooth, seen Fig. 15 and Figure 16 . Near the primary bubble surface, the analytical model predicts a slightly higher change in void fraction corresponding to the maximum bubble radius than the multi-component compressible approach solver. The latter predicts a peak value of around α = 0.14 % while Gilmore model predicts around α= 0.16 %; for the same location the Eulerian-Lagrangian solver predicts peak values around 0.12% only, as seen in Figure 14 . Figure 17 (a) compares the void fraction distribution in space at different time instances for the Eulerian-Lagrangian approach during the initial growth of the bubble. Similar comparison during the collapse of the bubble is shown in Figure 17 (b). During the initial growth of the primary bubble there is a decrease in medium bubble sizes leading to a decrease in the void fraction. Subsequently, however, as the field pressure drops but not in phase the bubbles rebound and lead to an increase in the void fraction. There is marked difference in the dynamics of bubbles near the surface than ones in the farfield. Near the surface, there is a rapid change in the void fraction which changes in the radial direction due to a phase shift between the bubbles in the field. Similar observations are made during the collapse phase of the primary bubble. A larger region of increased void fraction is seen in the field towards the end of the collapse extending from nearly, r = 50 mm to 350 mm.
Void Fraction Variations
The void fraction distribution in the field for all the three approaches is compared in Figure 18 , at different time instances of the bubble period, T. During the growth of the bubble both homogeneous mixture approaches match very well, while the Eulerian-Lagrangian one, due to the large oscillations of the bubbles in the proximity of the bubble surface, has a localized change in the void fraction in that region. When the primary bubble reaches its maximum radius the void fraction near the bubble surface increases by 40%, then it decreases monotonically as the radial direction increases. In comparison the Eulerian-Lagrangian approach shows similar trend with a lower values as was also observed in Figure 14 . At around 3/4 of the bubble period the Eulerian approach and analytical Gilmore model show a slight phase shift.
As mentioned earlier, while for the Eulerian-Lagrangian approach, the void fraction dips near the bubble surface, further away at around r = 0.1 m, the void fraction is higher indicating that the bubbles in this region are in the growth phase while those near the bubble surface are shrinking. This is not caught by the homogeneous approached. This is an important deviation between the two approaches and can be attributed to the non-linear nature seen in the Eulerian-Lagrangian approach. Figure 19 compares the changes in the mixture bubble radius over the period of the primary bubble for two different approaches. The two-way coupling refers to the EulerianLagrangian approach calculations while the one-way coupling refers to Lagrangian calculations carried out a posteriori with the multi-component compressible approach solution. Bubbles at three different locations are examined and it is observed that for one-way coupling calculations the bubbles tend to oscillate with a higher magnitude than the two-way coupled bubbles specifically near the bubble surface. This is attributed to the coupling where changes in the void fraction effect the local field and are "felt" by the discrete bubbles changing its subsequent behavior while for one-way coupling the localized changes in the homogeneous medium are relatively smooth as observed in Figure 18 . One can observe both cases show a global time scale which is the result of the pressure in the field. On the other hand, the bubble time scale seems to be about the same between the two methods. 
Mixture Bubble Dynamics
Effect of Changing Mixture Bubble Size
The size of the nuclei in the bubbly mixture are expected to play an importrant role in the solution even if the initial void fraction is conserved, For this reason, another set of simulation with α = 0.1% and r 0 = 2mm was conducted with the EulerianLagrangian approach. Figure 20 shows the pressure and the void fraction variations in the field. It can be observed that with the increase in the size of the bubbles, the period of oscillations of the void fraction as well as its amplitude increases as compared to the baseline case seen in Figure 14 .
The variations in size of the medium bubbles close to the bubble surface along the pressure seen by it are compared in Figure 21 . This follows the observed trend with the larger bubbles oscillating with a larger amplitude and period directly effecting the local void fraction variations. The field pressure seen by the bubble shows the effect of the oscillations due to changes in void fraction as well as the due to the translation of the bubble itself in the field.
CONCLUSION
We have conducted simulations to study strong pressure oscillations in a bubbly medium using three different approaches. The effect of the presence of discrete bubbles in a liquid is studied using 3DYNAFS-VIS © , an Eulerian solver coupled with a Lagrangian discrete bubble dynamics solver. The significance of using a homogenous mixture instead of discrete bubbles is also studied using a compressible solver GEMINI as well as an analytical model based on Gilmore's approach.
For the pressure due to a primary expanding gas bubble in a bubbly medium we find that the presence of discrete bubbles leads to a non-linear phenomenon in the flow. The presence of the bubbly medium tends to impede the growth and collapse of the primary bubble. Although the Eulerian and analytical Gilmore approaches match very well at the tested void fractions, the coupled runs indicate changes in the local void fraction due to the discrete bubble dynamics. These local changes cause perturbations in the pressure distribution in the field which are not captured when using the homogeneous mixture assumption. For the cases tested, these perturbations are also found to be a function of the bubble sizes in the field.
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