It is a long-standing and important problem to integrate logic-based systems and connectionist systems. In brief, this problem is concerned with how each of these two paradigms interacts with the other and how each complements the other: how one may give a logical interpretation of neural networks, how one may interpret connectionism within a logical framework, and how one may combine the advantages of each within a single integrated system. In this paper, the computation and approximate computation by neural networks of semantic operators T P determined by logic programs P is studied; the converse of this problem, namely, the extraction of logic programs from given neural networks is also briefly considered. The foundations of the relevant notions employed in this problem are revisited and clarified and new definitions are presented which avoid embedding spaces of interpretations in the real line. In particular, such definitions are formulated relating to (1) pointwise and uniform approximation of T P , and (2) approximation and computation of (least) fixed points of T P . There are related notions of approximation and convergence of neural networks, and related notions of approximation and convergence of programs and these are discussed briefly, although the focus here is on (1) and (2). Necessary and sufficient conditions for uniform approximation of T P by neural networks are given in terms of continuity. Finally, the class of programs for which these methods can be employed to compute fixed points is greatly extended from the rather small class of acyclic programs to the (computationally adequate) class of all definite programs.
Introduction
It is an interesting and important problem of some long standing within artificial intelligence to combine logic-based systems and connectionist systems or artificial neural networks, see [3, 9, 16, 19, 20, 18] for example. In the large, this problem has many aspects of which the following list contains a small sample. (a) Representation and manipulation of knowledge, given in logical form, by connectionist systems, and reasoning in such systems. (b) Neuralsymbolic learning systems and probabilistic learning. (c) The interaction of learning algorithms, such as backpropagation, and symbolic knowledge, and the extraction of logical rules from trained neural networks. (d) Understanding distributed knowledge representation in connectionist networks from a symbolic point of view.
Of course, these two computing paradigms, namely, connectionist systems and logic-based systems, are very different in many ways. On the one hand, logic-based systems manifested through computational logic or logic programming have, for example, a fairly clear semantics, can handle structured objects, and support various forms of automated reasoning. On the other hand, neural networks in principle combine, amongst other things, the ability to learn (and be trained) with massive parallelism and robustness or insensitivity to perturbations of input data 3 . Of course, neural networks are not programmed at all in the conventional sense, and the qualities of logic programming just listed have little in common with those possessed by neural networks. Nevertheless, it is reasonable to propose that the properties characteristic of each of these computing paradigms should be present in any system one could deem to be truly intelligent [9] .
One particular aspect of this problem which has been considered in a number of papers, see [3, 16, 19, 20, 18] and related work, is the computation by neural networks F of the various semantic operators, and their fixed points, determined by logic programs P , and generally denoted here by T P or just by T when P is understood, see Section 2.1 and Section 2.2 for all undefined terms used here. The converse problem is also of interest, namely, the derivation of logic programs P from given neural networks F with the property that F computes T P . This issue, and its converse, of the computation of T P by neural networks is of importance for two reasons, apart from the general 1 The author thanks the Boole Centre for Research in Informatics at University College Cork for financial support in the preparation of this paper. He also thanks two anonymous referees and Dr. Pascal Hitzler of Institute AIFB, University of Karlsruhe, for their careful reading of the manuscript and for suggesting a considerable number of improvements to both its presentation and its contents. 2 Email: a.seda@ucc.ie 3 The author is grateful to the referees for drawing his attention to a number of points in this context including the fact that current training techniques do not yet permit the abilities mentioned to be realized, and also that recurrent networks have many stability issues which still need to be addressed. reasons already mentioned. First, it provides a sort of semantics to neural networks, and second it sheds light on the interaction between two different models of computation. In fact, in the case of propositional programs P , algorithms are given in [19] which deal with both aspects of this problem, at least for the immediate consequence operator T P , which is a special case of T P . In particular, for a propositional program P , one can effectively construct a neural network F whose input-output function f F (the function F computes) coincides with T P . However, moving to the important case of first-order programs, such algorithms are inapplicable because the Herbrand base for P is then infinite. To date, two approaches have been adopted to overcome this difficulty: methods of approximation, which form the main approach used so far, see [16, 19, 20, 18] , and the rational models introduced in [3] , although the role of these has yet to be developed in detail.
In this paper, we are concerned with the former approach, namely, with approximation. However, in order to describe the contribution we make, it is necessary to describe briefly the results obtained to date in this area, and this will be done next. In [3, 20, 18] , attention is restricted to the class of acyclic programs [4] . These are logic programs P for which there is a mapping r, called a level mapping, assigning a natural number to each ground atom in the underlying first-order language of P and having the property that, for each ground instance A ← L 1 , . . . , L n of each clause in P , one has r(A) > r(L i ) for i = 1, . . . , n. Such programs need not be definite, that is, their clauses may contain negated atoms, but nevertheless they form a rather restricted class of programs; for example, they cannot compute all partial recursive functions since any computation under them must terminate. Indeed, if P is acyclic, then it is easy to see that T P is a contraction relative to the metric d P , or simply d, given in Definition 3.2, and it follows from the Banach contraction mapping theorem that T P has a unique fixed point (which is equal to the limit of the sequence of iterates (T n P (I)) for any choice of I). Furthermore, the restriction is made in [3, 20, 18] that the level mapping r is injective. One then obtains an embedding R : I P → [0, 1] of the set I P of (two-valued) interpretations into [0, 1] , and in fact the image set R(I P ) is homeomorphic to the Cantor set in [0, 1] and hence is compact. Corresponding to T P : I P → I P , there is a unique mapping f P : R(I P ) → R(I P ) which satisfies R(T P (I)) = f P (R(I)) for each I ∈ I P . Now, with the notation established and noting that f P is continuous, one can apply Theorem 3.23, stated in Section 3, with f taken as f P and K taken as R(I P ), to obtain the following first main result of [3, 20, 18] . Theorem 1.1 Given ε > 0, there is a 3-layer feedforward neural network F, with the properties stated in Theorem 3.23, whose input-output function f F satisfies max x∈K |f P (x) − f F (x)| < ε.
Taking this discussion a little further, let M P be the unique fixed point of T P . Then, with the notation already established and the same restrictions maintained on P and on r, namely, that P is acyclic and that r is injective, the second main result of [3, 20, 18] may be stated as follows. Theorem 1.2 Given ε > 0, there is a recurrent 3-layer feedforward neural network F, having the properties stated in Theorem 3.23, and a natural number n 0 such that, for all n ≥ n 0 and all x ∈ K, we have
Notice that a recurrent neural network F is simply a feedforward network with the same number of units in the input and output layers, in which each unit in the input layer is connected to the corresponding unit in the output layer and at least one of the weights involved in these connections is non-zero; indeed, we usually assume that all the weights just mentioned are equal to 1.
The discussion thus far identifies the main points of interest, albeit under rather restrictive conditions, as follows.
(i) The approximation by neural networks of the fixed points of T P and in particular the approximation of the least fixed point of T P . This point is important because the standard semantics for P such as the supported model, the well-founded model and the stable models are fixed points of T P for suitable choice of T P , as discussed below. Indeed, the first two models just mentioned are least fixed points of T P .
(ii) The approximation of T P itself.
(iii) The simultaneous approximation of both T P and its iterates.
In fact, as far as (iii) is concerned, in [16] the conditions placed on P and on r were significantly weakened and results were obtained on simultaneous approximation when f P satisfies a suitable Lipschitz condition (more correctly, that the continuous extension f P : [0, 1] → [0, 1] of f P to [0, 1] satisfies a Lipschitz condition). This point (iii) will not be discussed any further in this paper mainly due to space restrictions, but also because it is not yet clear under what conditions on P the aforementioned Lipschitz condition holds. Therefore, we concentrate here on issues (i) and (ii). One further point to note with reference to Theorem 1.2 is that the point x is allowed to be an arbitrary element of K in the hypothesis of Theorem 1.2. This is rather special and comes about because, as already noted, the fixed point asserted to exist by applying the Banach contraction mapping theorem can be obtained by starting the iteration process with any initial value x. However, this is not something one wants to build into general definitions because this sort of phenomenon is not typical of logic programming semantics.
Clearly, a number of basic questions remain to be addressed and the applicability of these ideas needs to be widened if the methods are to be significant, and our purpose in this paper is to consider these points. First, in order to clarify matters, one wants to avoid definitions of the basic notions which depend on embedding spaces of interpretations in the real line, and therefore we start by formulating new, precise and self-contained definitions of computation and approximation by neural networks which do not use such embeddings, see Definitions 3.1 and 3.15. Second, we examine (pseudo-)metrics which arise naturally on spaces of functions and on programs, see Definition 3.5 and Definition 3.10 and consider the connections between them and the metric d P , and also consider appropriate forms of convergence (pointwise and uniform). It emerges from this study that continuity of T P in the Cantor topology on I P is a necessary condition for approximation of T P by neural networks. Since it was, essentially, shown in [16] that continuity is sufficient for this, it results that continuity of T P in the Cantor topology is both necessary and sufficient for approximation, see Theorem 3.24. This fact is interesting from the point of view of the interaction between the two very different models of computation under examination and highlights, yet again, the importance of the Cantor topology in relation to computation. Third, we show that, for any definite program, the least fixed point of T P can be approximated by neural networks, see Theorem 3.18. Since the class of definite programs is computationally adequate, this result is a significant extension and complementation of the results of [3, 16, 19, 20, 18] . In fact, in proving Theorem 3.18 a sort of cuttingoff process is employed which, fourthly, is used to show how T P itself can be effectively 4 approximated when P is definite and contains no local variables, that is, contains no variables which occur in the body of some clause in P but not in the head of that clause, see Theorem 3.26. This is interesting in that for non-definite programs one seems to need to use theorems such as Theorem 3.23. However, the proofs known to us of Theorem 3.23 and the related results in [21] are all highly non-constructive, see [10, 21, 5] , and indeed use the Stone-Weierstrass theorem or the Hahn-Banach theorem together with the Riesz representation theorem, see also Section 4. Notice that the absence of local variables means that T P is continuous in the Cantor topology, see [25] , and furthermore it is well-known, see [13] , that in effect local variables can be eliminated, and hence their presence in the hypothesis of Theorem 3.26 is a rather mild condition on P .
We choose to work here, in general, with the semantic operator T P defined over any logic T containing finitely many truth values satisfying certain mild conditions, see Section 2.1. Thus, we make all the basic definitions and establish several of the main results, although not all, in this general framework. This results in great generality and economy of effort because one recovers all the standard operators of logic programming simply by choosing T appropriately: T P using two-valued logic, and Fitting's operators Φ P and Ψ P using three-valued logic and Belnap's 4-valued logic respectively, see [7, 17] . One then recovers the GL P operator of Gelfond-Lifschitz associated with the stable-model semantics ( [12] ), and the operator W P associated with the wellfounded semantics by means of the results of Wendt ([30] ) 5 , see [28] .
It is worth noting that this work is part of an ongoing project investigating the interaction between three models of computation: logic programs; neural networks; weighted finite automata, although only the first two are considered in this paper. On a mathematical point, it should be interesting to investigate the categorical content of the limits (or colimits) of neural networks hinted at by some of our results from the point of view of the work of [14] , see Remark 3.27, but space does not permit us to consider this issue here at all.
Finally, the overall structure of the paper is as follows. Section 2 contains the background material needed in logic programming, in neural networks and on the use of neural networks to compute T P when P is a propositional program. Section 3 contains our main results. The final section, Section 4, contains a summary of our conclusions and a discussion of further, related work.
Preliminaries
We begin by recording the basic notions we need from the subjects of logic programming, and neural networks.
Logic Programs
Let P denote a normal logic program with underlying first-order language L, see [22] . Thus, P consists of a finite set of clauses of the form A ← L 1 , . . . , L n , or A ← body, where A is an atomic formula called the head of the clause, and L 1 , . . . , L n denotes a conjunction of literals L i (atoms or negated atoms) called the body of the clause; by an abuse of notation we allow n ≥ 0 and interpret the case n = 0 to mean empty body, that is, the unit clause or fact A ← . We say that P is definite if each literal L i in each clause is an atom. We let B P denote the Herbrand base of P , namely, the set of all ground (or variable free) atoms formed from the symbols in L, and we let ground(P ) denote the set of all ground instances of clauses of P .
By the term logic T we mean a finite set T = {t 1 , . . . , t n } of n truth values together with binary operations of disjunction ∨, conjunction ∧, and negation ¬ satisfying ¬(¬t) = t for all t ∈ T . Whilst the symbol n will largely be reserved to indicate the number of truth values in T , we will on occasions use it for other purposes, but no confusion will result from this. We further assume that disjunction is commutative, associative and idempotent (s ∨ s = s for all s ∈ T ). It follows then from the results of [28] that any countable disjunction ∞ i=1 t i is well-defined. Often, T will have some distinguished values false and true, and, in that case, we always assume that t 1 denotes false and t n denotes true. By an interpretation I for P we mean a mapping I : B P → T which assigns to each ground atom A in B P a truth value in T . We denote by I P,T , or just by I P if T is understood, the set of all interpretations I : B P → T . We note that any interpretation I extends, in the usual way, to any closed well-formed formula (wff) in L and to infinite disjunctions of closed wff.
As already noted, we find it convenient to work with the general semantic operator T P introduced by Fitting, see [7] , although Fitting worked only with Belnap's logic rather than with a general logic T . We start by adding two atoms false and true to L, and require I(false) = t 1 and I(true) = t n for all I ∈ P,T . Next, we define the set P * associated with P , as follows. First, put in P * all ground instances of members of P whose bodies are non-empty. Second, if a clause A ← with empty body occurs in P , replace it with A ← true and add this to P * . Finally, if the ground atom A is not yet the head of any member of P * , add A ← false to P * . Now we define P * * . First, in
. . in the resulting set having the same head, replace them with A ← C 1 ∨C 2 ∨. . .. At this point, each ground atom A is the head of exactly one element A ← C 1 ∨ C 2 ∨ . . . of P * * , and it is common practice to work with P * * in place of P . Indeed, A ← C 1 ∨ C 2 ∨ . . . may be written A ← i C i and referred to as a pseudo-clause with head A and body i C i . We now make the following definition. Definition 2.1 ( [7] ) Let P be a normal logic program. We define T P : I P,T → I P,T as follows. For any I ∈ I P,T and A ∈ B P , we set
where A ← i C i is the unique pseudo-clause in P * * whose head is A.
There are a couple of points to note about T P . First, by choosing T appropriately, one recovers the following operators: the immediate consequence operator T P (classical two-valued logic), Φ P (Kleene's strong three-valued logic), Ψ P (Belnap's four-valued logic), see [7, 28] . In fact, we will take the trouble to record the definition of T P , as follows. Given I (two-valued) in I P and A ∈ B P , T P (I)(A) = true if and only if there is a clause A ← body in ground(P ) such that I(body) = true.
The second point to note about T P is that, on taking the results of [30] into account, many of the standard semantics for P can be realized as the (least) fixed points of T P , where P is a program determined by P , and are often found by iterating T P (on the bottom element).
Artificial Neural Networks
We next briefly summarize what terms and notation we need concerning neural networks, and how we compute with them. We follow closely the treatment of [16] , but see also [9] .
A connectionist network is a weighted digraph. A typical unit (or node) k in this digraph is shown in Figure 1 . If there is a connection from unit j to unit k, then w kj ∈ R denotes the weight associated with this connection (it may be 0). Then the unit k is characterized, at time t, by the following data: its inputs i kj (t) = w kj v j (t) for j = 1, . . . , n k , its threshold θ k ∈ R, its potential p k (t) ∈ R, and its output (value) v k (t). In this paper, the potential of each unit k will always be computed as follows:
The units are updated synchronously, time becomes t + ∆t, and the output value for k, v k (t + ∆t), is calculated from p k (t) by means of a given output function ψ, that is,
Units are mainly distinguished by the nature of their output function ψ.
, where H(x) = 1 if x ≥ 0 and is 0 otherwise. A unit k is called linear if ψ is the identity function, so that v k (t + ∆t) = p k (t), and θ k is 0. A unit k is called a squashing unit if ψ is a squashing function φ, that is, v k (t + ∆t) = φ(p k (t)), where φ is non-decreasing and such that lim z→∞ (φ(z)) = 1 and lim z→−∞ (φ(z)) = 0.
The architecture we use throughout this paper is that of 3-layer feedforward neural networks F as shown in Figure 2 , in which each layer is a vector of units. Thus, to compute T P (I), where B P is finite, we proceed as follows. We fix once and for all an ordering on the elements of B P ; if the truth set T is {false, true}, we can think of truth values as numerical 0 and 1 respectively, otherwise it may be preferable to view truth values themselves as vectors of numerical values, see [27] . For simplicity, we suppose for a moment that the truth values are represented by 0 and 1. Thus, I is a vector of values 0 or 1. Furthermore, the lengths of the input and output layers of F are both taken to be equal to the number of elements in B P . The vector representing I is now presented to the input layer, and is propagated through the network (in two time steps). Finally, we read off the value of T P (I) as the vector of values in the output layer. Notice that, if B P is infinite, so that I is also infinite, then one can still carry out computations with F, and this observation will be made precise later on in Definition 3.1.
It is now clear that of particular importance for us are 3-layer feedforward networks in which the number of units in the input layer is equal to the number of units in the output layer. As already noted, such a network is recurrent or is made recurrent if each unit in the output layer is connected to the corresponding unit in the input layer and at least one of the weights involved is non-zero, again see Figure 2 . A recurrent network can thus perform iterated computations because the output values can be returned to the input layer via the connections just described; it can thus perform computation of the iterates T k P (I), for example.
The Propositional Case
To complete our summary of prerequisites, we record the facts we need concerning the case when P is a propositional program, that is, the case when B P is finite. The first thing to note is the following result, see [19] , showing that three layers are needed. Proposition 2.2 2-layer networks of binary threshold units cannot in general compute T P , not even when P is definite.
However, the following result was also established in [19] . Theorem 2.3 For each propositional program P , there exists a 3-layer feedforward neural network computing T P .
Finally, it should be noted that this result is proved by displaying an appropriate algorithm. However, we do not need the details of this, and only need to note that it exists, and therefore develop it no further. Indeed, there is a converse of Theorem 2.3, and we refer again to [19] for the details.
If P is a first-order program, meaning that the first-order language determined by P contains at least one function symbol of arity one or more, then B P is infinite and the algorithm given by Theorem 2.3 does not apply. To prevent the present discussion from degenerating to the propositional case already briefly discussed, we will therefore suppose from now on that B P is infinite. We have already noted, in the Introduction, the points of interest in this case and the ones we intend to discuss here are: (i) approximation of the fixed points of T P , and (ii) approximation of T P itself. Each of these aspects will be taken up below. However, before taking these up, we want first to revisit the foundations, and we start by doing this.
Let l : B P → N be a level mapping. Thus, l : B P → N is a mapping and, throughout this paper, we further assume that l has the property that, given n ∈ N, we can effectively find the set of all A ∈ B P such that l(A) = n. Such a mapping always exists for any first-order language L, and for example l may be defined by taking l(A) to be the depth of A, that is, the number of pairs of brackets used in forming A in the usual inductive definition of L. Indeed, if not stated to the contrary, l will be taken as just described, although the exact definition of l does not matter very much so long as l has the property stated above. Notice that one consequence of this restriction on l is that each of the sets l −1 (n) is finite, although l certainly need not be injective and indeed we have no need to impose the condition of injectivity on l. Note that if l(A) = n, then we say that the level of A is n. Finally, using l, we fix once and for all an ordering on B P = (A 1 , A 2 , A 3 , . . .) in which those terms of B P of level 0 are listed first, followed by those of level 1, followed by those of level 2, etc.
We next propose our first basic definition as follows. It is motivated by the computation of T P (I) when P is propositional as discussed above, the proof of Theorem 2.3, see [19] , the fact that the default truth value is t 1 , and the cutting-off process considered below. Definition 3.1 Let F be a 3-layer feedforward neural network with m units in the input layer, and k units in the output layer. We consider the inputoutput mapping f F of F as a mapping f F : I P → I P as follows. Given I ∈ I P , we present the vector (I(A 1 ) , . . . , I(A m )) to the input layer. After propagation through the network, we determine f F (I) by taking the value of f F (I)(A j ) to be the value in the j th unit in the output layer, j = 1, . . . , k, and by taking all other values of f F (I)(A j ) to be t 1 .
Notice that we usually take m and k to be equal, although it is not necessary to do so in the previous definition, and indeed the definition can be given for very general neural networks F, even for networks computing their values in arbitrary semirings.
The Metrics Used in Approximation
There are several metrics which we need to consider in this paper, and it will be convenient to collect them together in this section along with their basic properties. Indeed, this section may be viewed as being partly directed towards founding a metric theory of programs and of approximation.
The first of the metrics we need to consider is the ultrametric d defined on I P by Fitting in [6] , and we record this as follows. We next endow the truth set T = {t 1 , . . . , t n } with the discrete topology. Then the set I P can be viewed as the product space T B P , and is a compact Hausdorff space; we call this topology on I P the Cantor topology. As will be seen as we progress, it is an important fact that the metric d generates the Cantor topology on I P , as shown by the next result. Proposition 3.3 For any level mapping l, the metric d generates the Cantor topology on I P , and (I P , d) is a compact metric space homeomorphic to the Cantor set in R.
Proof. That d is a complete ultrametric follows from [6] . The remaining statements follow from [25] and [26] .
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In fact, the previous proposition holds under the condition on l simply that l −1 (n) is a finite set for each n ∈ N without any restriction whatsoever relating to effectiveness, see [26] .
The metric d was first used in our present context in [20] and in related papers, and is in fact the basis of all the approximation methods we employ here. Indeed, as a first application of it we have the following simple, but important, proposition. Proposition 3.4 For any 3-layer feedforward neural network F, the inputoutput mapping f F of F is continuous as a mapping f F : I P → I P .
Proof. Suppose that the input layer of F has m units, and let I n → I in I P , that is, suppose that d(I n , I) → 0. We can choose n 0 so large that whenever n ≥ n 0 we have that I n and I agree on the first m elements in the listing of B P and hence agree on the input layer of F. Therefore, whenever n ≥ n 0 we have f F (I n ) = f F (I) and hence f F (I n ) → f F (I), as required to show continuity of f F .
Next, we introduce the metric ρ defined on the collection X X of all functions mapping X → X, where (X, d) is a metric space and d is a bounded metric on X. In particular, we note that ρ is defined on the collection of all functions mapping I P to itself. Definition 3.5 Let (X, d) be a metric space, where d is a bounded metric, and suppose that T 1 , T 2 : X → X. We define ρ by
Proposition 3.6
The distance function ρ is a metric on X X , and X X is complete with respect to ρ if X is complete with respect to d.
Given a metric space (X, d), where d is a bounded metric, it is natural to consider the evaluation map eval :
Theorem 3.7 The evaluation map is continuous at (T, x) in the product topology on X X × X if and only if T is continuous at x.
Proof. Suppose that eval is continuous at (T, x) in the product space X X ×X, and suppose that (x n ) is any sequence in X such that x n → x. Put T n = T for n = 1, 2, 3, . . .. Then (T n , x n ) converges to (T, x) in the product space X X ×X, and hence eval(T n , x n ) → eval(T, x) = T (x). In other words, T n (x n ) → T (x) and so T (x n ) → T (x), and it follows that T is continuous at x. Now suppose that T is continuous at
We have ρ(T n , T ) → 0, and also d(T (x n ), T (x)) → 0 since T is continuous at
and it follows that eval is continuous at (T, x), as required. 2
Thus, it is of particular interest to consider the restriction of eval to [X → X] × X, where [X → X] denotes the set of continuous functions X → X, for then eval is continuous. Furthermore, [X → X] is closed in X X as shown by the next result, which follows from Proposition 3.9.
Proposition 3.9 Suppose that {T i | i ∈ I} is a family of continuous functions mapping X into itself, that T : X → X and that {T i | i ∈ I} satisfies the condition: for each ε > 0, there is an index i ∈ I such that ρ(T i , T ) < ε. Then T is also continuous.
Proof. Let x 0 ∈ X be arbitrary. Then for any x ∈ X and any i ∈ I we have
Let ε > 0 be given, choose i ∈ I such that ρ(T i , T ) < ε 3
and, using continuity of
whenever d(x, x 0 ) < δ. Then, by the previous inequality and the definition of ρ, we see that d(T (x), T (x 0 )) < ε whenever d(x, x 0 ) < δ, and it follows that T is continuous at x 0 . Since x 0 was chosen arbitrarily, it follows that T is continuous, as required.
Finally, we define a distance function ρ on the class P(L) of all programs defined over a given first-order language L. Definition 3.10 Given programs P 1 and P 2 in P(L), we define ρ(P 1 , P 2 ) by setting ρ(P 1 , P 2 ) = ρ(T P 1 , T P 2 ).
In fact, ρ is not a metric, but is a pseudo-metric in that it satisfies all the axioms of a metric except that ρ(P 1 , P 2 ) = 0 implies T P 1 = T P 2 rather than P 1 = P 2 . Thus, for a sequence (P n ) of programs, P n → P in ρ means simply that T Pn → T P in the metric ρ. Notice that, for definite programs, ρ(P 1 , P 2 ) = 0 gives exactly subsumption equivalence of P 1 and P 2 in the sense of [23] if we take T P to be T P , as in the next example.
Example 3.11
The following example shows that the set {T P | P ∈ P(L)} is not in general closed in I I P P and also shows that P(L) is not in general complete relative to ρ and hence is not in general compact relative to ρ.
For each n ∈ N, let P n denote the program containing the single clause p(s n (o)) ← p(s n (o)). The underlying Herbrand universe for each of these programs is given by B L = {p(o), p(s(o)), p(s 2 (o)), . . .}; we equip B L with the level mapping l defined by l(p(s n (o))) = n for each n ∈ N. Let T : I P → I P be defined by T (I) = ∅ for all I ∈ I P . Then, for each I ∈ I P , we have d(T n (I), T (I)) ≤ 2 −n and hence, for each n ∈ N, we have ρ(T n , T ) ≤ 2 −n , where T n denotes T Pn . Therefore, we have T n → T . Clearly there is no P ∈ P(L) such that T = T P . Hence, by uniqueness of limits, we do not have T n → T P for any P ∈ P(L). Thus, {T P | P ∈ P(L)} is not closed in I I P P . Furthermore, ρ(P n , P m ) ≤ 2 −min{n,m} for all n, m ∈ N and so (P n ) n∈N is a Cauchy sequence in P(L) relative to ρ. Since (P n ) n∈N fails to converge, it follows that P(L) is incomplete and hence is non-compact.
Notice that T and all the T n are in fact continuous in the Cantor topology. Therefore, the claims made in this example hold even for the class of programs P for which T P is continuous.
For P ∈ P(L) and I ∈ I P , let P (I) denote T P (I). Then the following result is a corollary of Theorem 3.7.
Proposition 3.12 The mapping P(L) × I P → I P defined by (P, I) → P (I) is continuous at (P, I) if and only if T P is continuous at I.
The question of the continuity of the operator T P has been studied in [25, 16] . 
For this program, T P is not continuous because of the presence of the local variable x, see [25] . Let P n be the cut-off program obtained by taking the first n clauses in ground(P ), where we assume that x runs through B P in the order given, and ground(P ) is ordered correspondingly. Take I = {q(s n+1 (o))}. Then we have T Pn (I) = ∅, whereas T P (I) = {q(s(o))}. Thus, for every n, we have ρ(T Pn , T P ) = 2 −1 . Hence, T Pn → T P and hence P n → P . This is to be expected, of course, because, although each T Pn is continuous, T P is not. However, we note that lfp(T Pn ) → lfp(T P ), where lfp stands for "least fixed point", because all fixed points in question are equal to ∅.
Remark 3.14 In the light of the previous example, it should be interesting to investigate, in general, the relationships between (i) convergence of lfp(T Pn ) to lfp(T P ) in the metric d, (ii) convergence of T Pn to T P in ρ, and (iii) convergence of approximations by neural networks when this latter concept has been defined. However, lack of space prevents any further discussion of these questions here.
Computation of the Fixed Points of T P
We begin with our second basic definition; it makes precise the notion of computation of fixed points by neural networks, and is motivated by Theorem 1.2. Write m n for m in and f n for f in and, given any ε > 0, choose n 0 so large that 1 n 0 < ε. Then we see that we have a sequence (F n ) of elements of F which satisfies: given ε > 0, there is a natural number n 0 such that for each n ≥ n 0 there is a natural number m n with the property that for all m ≥ m n we have d(f m n (I), M ) < 1 n < ε. Thus, the sequence (f n ) has the usual requirement in abstract models of computation that once a level of approximation is reached, all subsequent approximations are at least as good.
Remark 3.17
We note the following points in connection with this definition.
(1) We are concerned most often with the least fixed point M and in that case I will usually be taken to be ⊥. We have the following result which is obtained by a sort of cutting-off process. It is one of the main results of the paper, and one of the significant points about it in the present context is that it sheds further light on the interplay between two very different models of computation, see also Theorem 3.26.
Theorem 3.18 Let P be an arbitrary definite program, let I denote the least fixed point of T P and suppose that we are given ε > 0. Then there exists a program P = P (ε) which is a finite subset of ground(P ) such that d(I, I) < ε, where I denotes the least fixed point of T P . Therefore, the family {F n | n ∈ N} computes I, where F n denotes the neural network obtained by applying the algorithm of Theorem 2.3 to P n , and P n denotes P (ε) with ε taken as 2 −n for n = 1, 2, 3, . . .. Furthermore, the sequence (F n ) has the property stated in Remark 3.16.
Proof. Since P is definite, we have
where T P ↑ n denotes the n-th upward power T n P (∅) of T P , see [22] . Choose n ∈ N so large that 2 −n < ε. Then there are finitely many atoms A 1 , A 2 , . . . , A m ∈ I with l(A i ) ≤ n for i = 1, . . . , m 6 , and, by directedness, there is k ∈ N such that A 1 , A 2 , . . . , A m ∈ T P ↑ k (and hence d(T P ↑ k, I) ≤ 2 −n < ε). Consider the atom A i , where 1 ≤ i ≤ m, and the following sequence of steps.
Step 1 We have A i ∈ T P ↑ k = T P (T P ↑ (k − 1)). Therefore, there is a clause
(1) ∈ T P ↑ (k − 1). Note that this clause may be a unit clause, that is, m(i) ≥ 0, and there may be many such clauses with head A i -we just pick one.
, there are clauses in ground(P ) as follows:
where each of the atoms A r i,j (2) in each of the bodies belongs to T P ↑ (k − 2). r i,j (2) in the previous step belongs to T P ↑ (k − 2) = T P (T P ↑ (k − 3)), we have a finite collection of clauses as follows
where each atom in each body belongs to T P ↑ (k − 3). We continue this process until it terminates, which it clearly does. Moreover, it is also clear that on termination the clauses produced in the last step are unit clauses. We let P i denote the (finite) subset of ground(P ) consisting of all the clauses produced by this process. By construction, it is clear that T P i ↑ k consists of the heads of all the clauses in P i , that T P i (T P i ↑ k) = T P i ↑ k, so that T P i ↑ k is the least fixed point of T P i by Kleene's theorem, and that A i ∈ T P i ↑ k. Furthermore, T P i ↑ r ⊆ T P ↑ r for all r ∈ N and, in particular,
We carry out this construction for i = 1, . . . , m and thereby obtain programs P 1 , . . . , P m such that, for i = 1, . . . , m, T P i ↑ k is the least fixed point of T P i , A i ∈ T P i ↑ k, and T P i ↑ r ⊆ T P ↑ r for all r ∈ N. Let P denote the program P 1 ∪ . . . ∪ P m . Then P is a finite subprogram of ground(P ), and we have
. . , m. Furthermore, we also have A 1 , . . . , A m ∈ T P ↑ k, and hence d(T P ↑ k, I) ≤ 2 −n < ε. We show next that T P ↑ k is the least fixed point of T P . Suppose that A ∈ T P (T P ↑ k). Then there is a clause A ← body in P with body true in T P ↑ k. By construction, the clause A ← body belongs to P j , say, and body is true in T P j ↑ k. But then we have A ∈ T P j (T P j ↑ k) = T P j ↑ k ⊆ T P ↑ k. Thus, A ∈ T P ↑ k and therefore T P (T P ↑ k) ⊆ T P ↑ k. Conversely, suppose that A ∈ T P ↑ k. Then there is a clause A ← body in P with body true in T P ↑ (k − 1), and then clearly body is true in T P ↑ k also. Hence, we have A ∈ T P (T P ↑ k) and so T P ↑ k ⊆ T P (T P ↑ k), and it follows that T P ↑ k is a fixed point of T P . It follows again, by Kleene's theorem, that T P ↑ k is the least fixed point of T P . Thus, on writing I = T P ↑ k, we have d(I, I) < ε, where I denotes the least fixed point of T P .
The final statement is clear. Note that, having determined P n , the natural way to construct P n+1 is to retain in P n+1 all the clauses of P n pertaining to atoms A 1 , . . . , A m in I with l(A i ) ≤ n for i = 1, . . . , m, as constructed above, and simply select new clauses for P n+1 to deal with atoms of level n + 1. 2 Example 3. 19 We illustrate the process used in proving the previous result with k = 3. Suppose that A 1 ∈ T P ↑ 3 = T P (T P ↑ 2). Then there is a ground clause A 1 ← B 1 , B 2 , say, with B 1 , B 2 ∈ T P ↑ 2 = T P (T P ↑ 1). Therefore, there exist ground clauses B 1 ← C 1 , C 2 , C 3 and B 2 ←, say, with C 1 , C 2 , C 3 ∈ T P ↑ 1 = T P (∅). It follows that there are unit clauses C 1 ←, C 2 ←, and C 3 ← in ground(P ). Thus, P 1 is the program
Then we have
is a fixed point of T P 1 and indeed is the least such fixed point. Moreover,
Example 3.20 (All natural numbers) Take P to be the following program
Applying Proposition 3.18 to P , we obtain a sequence F n of 3-layer feedforward recurrent neural networks which computes the least fixed point of (T P ), and hence computes the set of natural numbers.
Note(1) Under mild conditions (for example, the condition that T P ↑ n is finite for each n), the proof of Theorem 3.18 is effective. (2) Definite programs are computationally adequate in the sense that they can compute all partial recursive functions, and thus Theorem 3.18 considerably extends the results of [3, 16, 19, 20, 18] .
Computation of T P
We next present our third basic definition which makes precise the notion of computation of T P by neural networks; it is motivated by Theorem 1.1.
Definition 3.21
We say that a family F = {F i | i ∈ I} of 3-layer feedforward recurrent neural networks F i computes T P if the following holds: given any ε > 0, there is an index i ∈ I such that ρ(f i , T P ) < ε, where again f i denotes f F i .
Remark 3.22 Suppose that F = {F i | i ∈ I} computes T P , as just defined. As in Remark 3.16, let ε take values ε = 1 n for n = 1, 2, 3, . . .. Then we obtain a sequence (F n ) of elements of F with the following property: given ε > 0, there is a natural number n 0 (chosen so that
It is convenient to state next the following important, basic theorem on approximation due to Funahashi [10] , Hornik et al. [21] , and Cybenko [5] .
Theorem 3.23 Suppose that K ⊆ R n is compact and that f : K → R is continuous. Given ε > 0, there is a 3-layer feedforward neural network F, with continuous squashing output function for the hidden layer and linear output functions for the input and output layers, whose input-output mapping f F : K → R satisfies max x∈K δ(f (x), f F (x)) < ε, where δ is any metric inducing the usual topology on R.
Returning again to the truth set T = {t 1 , . . . , t n } of truth values, we now do want to consider the question of embedding an interpretation I : B P → T into the real line R. We do this by means of expansions of decimal type with base 2n − 1, but using only the n even natural numbers 0, 2, . . . , 2n − 2 in the expansion. Thus, we define ι : I P → R as follows relative to our fixed ordering A 1 , A 2 , A 3 , . . . of B P determined by the level mapping l. We set ι(I) = x = 0 · x 1 x 2 x 3 . . . as a decimal expansion to base 2n − 1, where, for n = 1, 2, 3, . . ., we set x n = 0 if I(A n ) = t 1 , x n = 2 if I(A n ) = t 2 , . . . ,
Consider the expansion 0.0(2n − 2)(2n − 2)(2n − 2) . . .. This is equal to 0 (2n−1)
Thus, we see that 0.2(2n − 2)(2n − 2)(2n − 2) . . . = 0.3000 . . ., that 0.4(2n − 2)(2n − 2)(2n − 2) . . . = 0.5000 . . . and so on. Since the odd natural numbers 1, 3, 5, . . . , 2n − 3 are not contained in any expansions currently being allowed, it follows that different expansions always represent different real numbers or, in other words, that ι is injective. Furthermore, it is clear from the details of the proof of Theorem 3.24 below that ι is a homeomorphism and hence that the image set K ⊆ [0, 1] is compact. Indeed, K is evidently homeomorphic to the Cantor set in [0, 1] and coincides with it when n = 2.
We are now in a position to use Theorem 3.23 to establish the following result which is the second of the main results of this paper.
Theorem 3.24
There is a family F = {F i | i ∈ I} of 3-layer feedforward recurrent neural networks F i which computes T P if and only if T P is continuous in the Cantor topology on I P .
Proof. Suppose that the family F = {F i | i ∈ I} computes T P . Then, by Proposition 3.4, each input-output function f F i is continuous. Therefore, by Proposition 3.9 and Definition 3.21, we obtain that T P is continuous in the Cantor topology, as required.
For the converse, the distance function on K is the usual distance on R. Thus,
Thus, it follows that x and y agree in the first m places of their expansions if and only if |x − y| ≤ 1 (2n − 1) m . Using ι, T P can be transformed into a function ι(T P ) : K → K as shown in the commutative diagram in Figure 3 , and if T P is continuous in the Cantor topology on I P , then ι(T P ) is continuous as a mapping on K.
By Theorem 3.23 with f taken as ι(T P ) and K taken as K, given ε > 0, there is a 3-layer feedforward neural network F such that
Writing x = ι(I), we have max I∈I P |ι(T P )(ι(I)) − f F (ι(I))| < ε .
, and so we have
We can realize f F by means of a function f P F : I P → I P as shown in the commutative diagram in Figure 4 , so that f
. Therefore, we have
Now suppose ε is given as 2 −N , say, and choose m so large that all elements A in B P with l(A) ≤ N are contained in the list A 1 , A 2 , . . . , A m . Take ε = 1 (2n−1) m . Now, for any I ∈ I P , the inequality |ιT P (I) − ι f P F (I)| < ε means that the j th coefficients in the expansions ιT P (I) and ι f P F (I) coincide for j = 1, 2, . . . , m. Hence, T P (I) and f P F (I) agree on all atoms A in B P with l(A) ≤ N . This shows that d(T P (I), f P F (I)) ≤ ε for all I ∈ I P , and this in turn yields that ρ(T P , f P F ) ≤ ε. To finish, note first that f P F is the input-output map f ι −1 (F ) on I P of the neural network ι −1 (F) obtained from F as follows: we precompose the input map of F with the function ι, apply F and postcompose the output map of F with ι −1 . Second, we note that the family of neural networks we obtain as above by letting N = 1, 2, 3, . . . computes T P . This completes the proof. 2 Despite the previous remark, we can show that if P is definite and contains no local variables, then we can effectively find P n (and hence F n ) to approximate T P arbitrarily well. Also, a simple relationship then exists between F n and F n+1 . We establish this result next; in a sense, it rests on the fact that T Pn is continuous if P n ⊆ ground(P ) is finite, and is our third main result.
Theorem 3.26 Suppose that P is definite and contains no local variables.
Then we can find finite subprograms P n of ground(P ) effectively and hence find neural networks F n effectively such that F = {F n | n ∈ N} computes T P .
Proof. Let ε > 0 be given and choose n ∈ N so large that 2 −n < ε. By the properties imposed on l, we can effectively find the set B P (n) = {A 1 , . . . , A m }, say, of all those elements A of B P with l(A) ≤ n; let A j ∈ B P (n) be arbitrary. Because P contains no local variables, there are only finitely many clauses in ground(P ) with head A j . By inspection, we can effectively find the finite set of all ground elements of P , if any, with head A j . Furthermore, we can effectively find all possible substitutions θ such that Cθ = A j , where C is the head of a program clause in P containing variables. Because no clause in P contains local variables, each such substitution uniquely determines a ground clause with head A j , and all such clauses are found thus. It follows, therefore, that we can effectively find the finite set P j of all elements of ground(P ) with head A j . Hence, it follows in turn that we can effectively find the finite set P n of all those elements of ground(P ) whose head belongs to B P (n). Now let I ∈ I P and let A ∈ B P (n). Because P is definite, we now see that A ∈ T P (I) if and only if A ∈ T Pn (I). Hence, we have ρ(T Pn , T P ) ≤ 2 −n < ε. Therefore, it follows that the family F = {F n | n ∈ N} computes T P , where F n denotes the neural network determined by applying the algorithm of Theorem 2.3 to P n , and this completes the proof. 2
Remark 3.27 Note that a simple relationship exists between F n and F n+1 in that, in the proof of the previous result, we have P n ⊆ P n+1 . Thus, F n+1 is an extension of F n in a simple and obvious way.
Conclusions and Further Work
Our main conceptual theme is that of approximation and computability in dynamical systems from the theoretical viewpoint, and in spirit is somewhat akin to the work of Garzon, Botelho and Moore, see for example [11, 24] . We are concerned with various metrics and other distance functions, approximation and the study of limits, all in relation to neural computation, in a general sense including ultimately categorical notions of limit and colimit, see [14] . First, we have revisited the foundations of the subject. This involved reconsidering Theorems 1.1, 1.2 and 2.3 and casting the basic definitions in a different, self-contained form avoiding reference to the real line. From this point of view, Definition 3.1 is quite natural. It does, however, imply an increasing number of units as approximation improves and suggests that one should consider infinite neural networks [8] , both from the point of view of exact computation of semantic operators and also in the provision of limits and colimits in a possible categorical-semantic framework for neural computation, see [14] . On the other hand, it is also natural to consider encoding first-order programs while keeping the number of neurons fixed, and this problem has been studied in [1] . Another possibility is to consider encodings such as those studied by Siegelmann and Sontag in [29] in an attempt to encode unbounded iteration of semantic operators by mimicking conventional while-loops.
Second, Theorem 3.24 provides necessary and sufficient conditions (continuity in the Cantor topology) for uniform approximation of T P by neural networks. This is an interesting criterion for relating two different models of computation, and reinforces the importance of the Cantor topology in the theory of computation.
Third, we have shown that the class of programs for which the methods considered here can be used to compute fixed points contains not only the class of acyclic programs, but includes all definite programs. This is significant in that the class of definite programs is computationally adequate. Furthermore, we have shown that for definite programs, under the mild restriction of absence of local variables, one can compute the T P operator.
It would be interesting to further this work by investigating the constructive content of Theorem 3.23, and in this context we refer to the paper [2] . A solution has been given in [27] of the problem of extending Theorem 2.3 to the general semantic operator T P when P is a propositional program. It remains, however, to investigate our results in detail in the context of the stable-model semantics, the well-founded semantics, and probabilistic programs.
