In this paper, we develop a uni ed approach for stochastic load balancing on various multiserver systems. We expand the four partial orderings de ned in Marshall and Olkin, by de ning a new ordering based on the set of functions that are symmetric, L-subadditive and convex in each variable. This new partial ordering is shown to be equivalent to the previous four orderings for comparing deterministic vectors but di er for random vectors. Sample path criteria and a probability enumeration method for the new stochastic ordering are established and the ordering is applied to various fork-join queues, routing and scheduling problems. Our results generalize previous work and can be extended to multivariate stochastic majorization which includes tandem queues and queues with nite bu ers.
Introduction
Recently, stochastic comparison has received a great deal of attention. Three methods are widely used: convex ordering, association of random variables and stochastic convexity. The basic ideas for applying these three methods are similar. Usually a mathematical model for a system consists of three parts: system parameters, system dynamics and performance measures. System parameters include initial conditions, input processes, service disciplines. System dynamics are the equations that govern system behavior, and examples of performance measures include expected response time and blocking probability. A standard approach used to establish a stochastic comparison between two systems consists of establishing that the system parameters are initially ordered in one of the orderings. Then, according to the system dynamics, one shows that performance measures are functions of system parameters. The classes of functions here could be convex functions, or the functions considered in this paper. Finally, one shows that the ordering is preserved under such functions. Therefore, functions that preserve these orderings are of importance. For the properties of convex ordering, we refer to Stoyan 34] and Ross 27] . Recent applications of convex ordering can be found in 25, 1, 2, 5, 6], among many others. For the properties of association of random variables, we refer to 12] and 3]. Recent applications can be found in 23, 22, 2] , among many others. The results of stochastic convexity can be found in 37, 38, 28, 29, 32, 33, 8, 9, 20] . In this paper, we provide formal de nitions of stochastic load balancing for various multiserver systems. In the case of identical processors, it is intuitively clear that the best policy to balance load across processors is to assign each processor \almost" the same amount of work. However, the criterion by which one says a stochastic system, characterized by a random vector, is more \load balanced" than another is seldom precisely speci ed. Under certain circumstances, such a speci ed criterion can be made precisely. For example, majorization ordering (Hardy, Littlewood and Polya 15] ) is commonly used to compare deterministic vectors. To compare random vectors, Marshall and Olkin 19] , Chapter 11, de ne four stochastic majorization orderings E i , i = 1; 2; 3 and 4, based on sets of functions (C i , i = 1; 2; 3 and 4, in this paper) that map a random vector to a random variable. The comparison of two random vectors is based on the comparison of the distributions or the means of the random variables mapped from the random vectors by the set of functions, C i , i = 1; 2; 3 and 4 (see De nition 2.9, below). However, these four orderings are either too strong to verify if they are satis ed or too weak to provide su cient information about the joint distributions of random vectors being compared. In our work, we de ne a new ordering which is strong enough to provide useful information about the joint distributions and yet is easy to verify.
In Section 2, we expand the above de nitions to include a new ordering E 5 The condition is equivalent to @ 2 f @x i @x j ( )0 for all i; j (i 6 = j) if f has second partial derivatives ( 19] , Chapter 6).
(v) f is symmetric if f(x) = f(y), where y is any permutation of x. (ii) f(x) f(y) for all f 2 C 1 ;
Proof: Applying the symmetric property of f completes the proof.
We note that Theorem 2.7 can be extended to weak majorizations by replacing C i with C " 
Stochastic Majorization
In order to de ne the notions of stochastic majorizations, we need the following partial orderings for random variables. 
Similarly, for i = 1; 2; 3; 4; 5, P " Ef(Y ) = 0 Ef(X) = 1 4 and thus E 2 6 ) E 5 . To show E 5 6 ) E 2 , let X 1 and X 2 be independent with P(X i = 1) = P(X i = ?1) = 1 2 , i = 1 and 2. By Lorentz's inequality (Example 2.11), we have (X 1 ; X 1 ) E 5 (X 1 ; X 2 ). However, for the function f(x 1 ; x 2 ) = (x 1 + x 2 ) 2 , we have Ef(X 1 ; X 2 ) = 2 Ef(X 1 ; X 1 ) = 4. Thus, E 5 6 ) E 2 . An extended graph of 19], Fig. 11 .1, which summarizes the relationships among these orderings, is shown in Fig. 1 .
We now establish properties of P 5 and E 5 . These properties have proofs that are analogous to those found in 19], pp. 314. Theorem 2.12 (Closure under Convolutions) Suppose X (1) and X (2) are independent, Y (1) and Y (2) Proof: Let h(x) def = f(g x). By calculus, it can be shown that h 2 C " 5 if f 2 C " 5 and g is increasing and convex.
Sample Path Criteria
In the previous subsection, we established some closure properties for the new ordering E 5 .
However, the assumption of exchangeability in Theorem 2.12 is too strong for the problems to be considered in this paper. To avoid this di culty, we establish relationships between the ordering and the sample paths (realizations) of random vectors. First, we de ne some sample path criteria and show that these criteria imply the new ordering. Under sample path constructions, it is easy to check if the criteria are preserved under convolutions and other operations. We then establish conditions for the closure properties of these criteria. To provide a clear comparison among these orderings, we not only develop sample path criteria for the partial ordering E " 5 , but also for E " 1 and E " 1 (i;j) : X w E 1 (i;j) Y if for some i 6 = j, there exist two random vectors,X andŶ , on the same probability space such that (1) and X (2) are independent and Y (1) and Y (2) are independent. If X (1) w E 1 (i;j) Y (1) and X (2) w E 1 (i;j) Y (2) , then X (1) + X (2) Proof: It follows directly from the fact that if max(x 2 ; x 3 ) x 4 , and x 2 + x 3 x 1 + x 4 , then max(g(x 2 ); g(x 3 )) g(x 4 ) and g(x 2 ) + g(x 3 ) g(x 1 ) + g(x 4 ) for any g increasing convex.
De nition 2.16 follows intuitively from the operation of T-transformations; however, it is somewhat restrictive in that it requires the construction of two random vectors on the same probability space that satisfy inequalities (A3i) and (A3c) simultaneously. Since all the stochastic majorization orderings are based on symmetric functions, any interchange of two components in a random vector is equivalent to the original vector in all of the stochastic majorization orderings. To avoid construction di culty, we construct two pairs of random vectors. In each pair, we construct a random vector that is stochastically equivalent to the original random vector and the other that is stochastically equivalent to an interchange of two components, say components i and j, in the original random vector. The criteria are that the four i-th components and the four j-th components in these constructed random vectors satisfy inequalities similar to (A3i) and (A3c). These considerations motivate De nition 2.21 below, which turns out to be a sample-path criterion for the partial ordering E " (1) and X (2) are independent and Y (1) and Y (2) are independent. If X (1) w E 5 (i;j) Y (1) and X (2) w E 5 (i;j) Y (2) , then X (1) + X (2) Proof: By De nition 2.28, we can constructX andŶ satisfying (C1)(C2) and (C3). From (C3), it follows that g(X i ) + g(X j ) g(Ŷ i ) + g(Ŷ j ) for all g increasing convex. Using (C2), (1) and X (2) are independent and Y (1) and Y (2) are independent. If X (1) w E 3 (i;j) Y (1) and X (2) w E 3 (i;j) Y (2) , then X (1) + X (2) It is easy to see that if X w E 2 (i;j; ) Y , then X w E 2 Y . Moreover, analogous to Theorems 2.18-2.20, the relation, E " 2 (i;j; ), enjoys the closure properties under mixtures, convolutions and compositions of increasing convex functions. We note that X w E 2 (i;j; ) Y implies X w E 5 (i;j) Y sinceX ij can be constructed as (X) ij . Thus, the conditions of the sample path criteria for E " 2 are stronger than those for E " 5 .
Since the class of functions C " 4 only consists of the k functions that de ne the weak majorization ordering, it would be di cult to de ne sample path criteria for E " 4 with useful closure properties.
Note that the evaluation of the expectations over the class of functions C " 4 require the knowledge of joint distributions. In order to establish the E " 4 ordering, we suggest going up one level to establish the E " 5 ordering instead. In fact, this is our approach for the problems considered in the next section.
Applications
In Sections 3.1 and 3.2, we apply the sample path criteria developed in the previous section to various fork-join queues and routing problems. We then establish stochastic majorization orderings E " k , k = 1; 5 and 3, for these systems under various assumptions. In Section 3.3,
we consider scheduling problems to which sample path criteria cannot be easily applied. A probability enumeration method, which counts and cancels transition probabilities of the two systems being compared, is proposed to obtain the new ordering E 5 .
Fork-Join Queues
In this subsection, we illustrate the sample path criteria for E " i (i; j), i = 1; 5 and 3, by considering a simple example of fork-join queues.
Example 3.1 Consider an extended model for the fork/join queues in 22]. Assume jobs arrive at n ; n 1. Upon the arrival of the n-th job, it forks into K tasks. We denote the processing time of task k of the n-th job by S n;k , k = 1; 2; : : : ; K, and assume that the random vectors f(S n;1 ; : : : ; S n;K )g n are independent (and also independent of the system). Task k is assigned to the k-th queue which consists of a single server with speed p k and an in nite bu er. We assume that P K k=1 p k = 1, and that the n-th job leaves the system as soon as all of its tasks complete service. The response time of the n-th job, T n , is de ned to be the time between its arrival epoch and its departure epoch. Let V t = (V 1;t ; : : : ; V K;t ) and V 0 = (0; : : : ; 0) def = 0, where V k;t denotes the amount of work in the k-th queue at time t. Clearly, T n = max k V k; + n , where + n is the epoch after the n-th arrival. These results show that a strong assumption on task processing times, i.e. Theorem 3.2, leads to a strong stochastic majorization ordering. It is intuitive here that the assumption of identical processing times eases the construction on the same probability space. It is harder to construct the work load processes when the assumption of the task processing times is relaxed to be exchangeable, as in Theorem 3.3. Under such an assumption, we need to consider two pairs of systems and construct more processes than the case of identical processing times. Taking expectations on these two pairs of systems enables us to obtain some comparison results which provides some information about the joint distribution of queues. As expected, the result is weaker than the one under the assumption of identical task processing times in Theorem 3.2. If the assumption is further relaxed to identically distributed task processing times, as in Theorem 3.4, the result is even weaker since no assumption about the joint distribution is given. Our construction can only match the marginal distribution of each queue and no information of the joint distribution of queues can be derived. 
Routing
In this subsection, we consider various routing mechanisms used for load balancing. They assume that the initial queue lengths are known and equal (Q 1;0 = Q 2;0 ) and no further observations are made. The Round-Robin (RR) policy assigns the odd-numbered arrivals to queue 1 and the remainder to queue 2. They show that the RR policy minimizes Ef(Q t ) for all f 2 C " 3 , where Q t is the number of customers in the queues at time t. Thus, the RR policy balances load in the sense of E " 3 ordering.
In the following, we show that a Bernoulli routing mechanism with equal probability of splitting the arrivals balances load in the sense of E " 5 among all Bernoulli routing mechanisms. Our result generalizes the result in 13] to general arrival processes.
Example 3.5 Bernoulli Routing with Resequencing] Consider a queueing system consisting of K identical queues in parallel. Arrivals are characterized by a marked point process ( n ; S n ), where n and S n denote the epoch and the service time of the n-th arrival, respectively. The marked point process is assumed to be independent of the queueing system. Arrivals are routed to one of the K queues by a sequence of i.i.d. Bernoulli random variables (r.v.'s) with parameter p def = (p 1 ; p 2 ; : : : ; p K ). We assume that the bu er in each queue is in nite and thus that there is no blocking. We de ne V t def = (V 1;t ; : : : ; V K;t ) to be the amount of work in the queues at time t and assume that the system is empty at t = 0, i.e., V 0 = (0; : : : ; 0). The n-th customer departs from the system on the condition that all the customers j; j n, have been served.
The output process is thus in the same order as the input process. In the literature (see 13] and the listed references), this requirement is often called the resequencing synchronization.
The response time of the n-th customer, T n , is de ned to be the elapsed time between arrival epoch and departure. Clearly, T n = max k V k; + n , where + n is the epoch that the n-th customer is routed to one of the K queues. Theorem 3.6 Let p and q be two routing vectors as de ned in Example 2.22. Let V t (p) and V t (q) be the corresponding work load processes. Then V t (q) w E 5 (1;2) V t (p). We note that if the arrival process is Poisson and the service times are exponentially distributed, then the system has a product form distribution for queues at steady state. In such a case, the E " 1 ordering can be obtained as a special case of Shanthikumar 31] in which two random vectors consisting of independent random variables with proportional equilibrium rates are compared. In the case of Poisson arrivals and general service times, References 13] 14] show that the waiting time in steady state is stochastically minimized when equal load is assigned to each queue. Tsoucas 35] shows that the departure process without resequencing is stochastically minimized under the assumption of general arrivals and exponential service times.
In the following, we establish the E " 5 ordering for Markovian routing mechanisms, which is an extension of Bernoulli routing mechanisms. fX n ; n 1g are assumed to be dependent on the outcome of the previous one. A customer is routed to the rst queue with probability p 11 ( respectively p 21 ) if the previous one is routed to the rst queue (respectively second) queue. Clearly, if p 11 = p 21 , the routing scheme is reduced to Bernoulli routing for two parallel queues. More precisely, P(X n+1 = e j jX n = e i ) = p ij ; with p 11 +p 12 = p 21 Since (x) + is increasing and convex and the arrivals are independent of the systems, applying Theorems 2.26 and 2.27 completes the proof. Proof of Theorem 3.9: From the proof of Theorem 3.6, it su ces to compare the arrival sequences. First, we show that the arrival sequences subject to the stationary Markovian routing mechanisms can be constructed by i.i.d. Bernoulli random vectors and random variables. Let fB n ; n = 1; 2; : : :g be a sequence of i.i.d. Bernoulli routing vectors with P(B n = e i ) = 1 2 , i = 1 and 2. Let f n ; n = 1; 2; : : :g be a sequence of i.i.d. Bernoulli random variables, having the distribution, P( n = 0) = ! 1 and P( n = 1) = 1 ? ! 1 , and independent of fB n g. Construct a sequence of random vectors as follows:
It was shown in 8] that the sequence of random vectors fX n ; n = 1; 2 : : :g has the same joint distribution as that characterized by the stationary Markovian routing mechanism ((1=2; 1=2); ! 1 ).
Similarly, let f n ; n = 1; 2; : : :g be a sequence of i.i.d. Bernoulli random variables, having the distribution, P( n = 1) = 1?! 2 1?! 1 and P( n = 0) = 1 ? 1?! 2 1?! 1 , and independent of fB n ; n g.
Construct a sequence of random vectors as follows:
fY n g has the same joint distribution as that characterized by ((1=2; 1=2); ! 2 ) since f n n ; n = 1; 2; : : :g is a sequence of i.i.d. Bernoulli random variables, having the distribution P( n n = 0) = ! 2 and P( n n = 1) = 1 ? ! 2 .
A direct comparison between fX n g and fY n g is not obvious. We consider a family of auxiliary systems in which every adjacent pair di er only in a small time segment. Let Z 0 def = 0 and Z j+1 def = inffn > Z j : n = n = 1g, j 0. Note that fZ j ; j 0g is a sequence of regenerative points for both fX n g and fY n g. Let n (j) = n if n < Z j and 1 otherwise. For each j, we construct a sequence of random vectors fX n (j)g as follows:
X 1 (j) = B 1 , X n+1 (j) = (1 ? n n (j))X n (j) + n n (j)B n+1 .
Since n (j + 1) = n (j) = n for n < Z j and n (j + 1) = n (j) = 1 for n Z j+1 , X n+1 (j) = X n+1 (j+1) for n < Z j or n Z j+1 . Moreover, we have fX n (0)g = st fX n g and lim j!1 fX n (j)g = st fY n g. Now we show that either X n (j) w E 5 (1;2) X n (j +1) for all n or X n (j) w E 5 (2;1) X n (j +1) for all n is satis ed. Since X n+1 (j) = X n+1 (j + 1) for n < Z j or n Z j+1 , we only have to consider the time segment in which they are di erent, i.e., Z j n < Z j+1 . Since fZ j g is a sequence of regenerative points, we can construct fX n (j)g, fX Let V t (j) be the work load process subject to the routing vectors fX n (j)g. Analogous to the proof of Theorem 3.6, we have that either V t (j) w E 5 (1;2) V t (j + 1) or V t (j) w E 5 (2;1) V t (j + 1) is satis ed. It then follows from Theorem 2.24, V t (j) w E 5 V t (j + 1). By the assumptions that f(0) > ?1 and Ef(V a t 1) < 1, ff(V t (j))g are uniformly integrable since f(V t (j)) is stochastically larger than f(0) and stochastically smaller than f(V a t 1)). We have for all f 2 C " 
Probability Enumeration and Scheduling
In this subsection, we develop a probability enumeration method to establish the new partial ordering E " 5 . We consider scheduling problems with K identical processors in parallel and J jobs, with preemptions are allowed. We assume that all jobs are present at time 0 and there are no further arrivals. We also assume that all the jobs are independent and that the processing time of Job j is exponentially distributed with mean 1 j . Let V k be the amount of work assigned to Processor k. A policy is non-idling if (i) there are no idle processors when the number of uncompleted jobs is larger than or equal to the number of processors and (ii) all the uncompleted jobs are in service when the number of uncompleted jobs is less than the number of processors. It is a well known fact that the LEPT rule, which assigns priority in decreasing order of the expected processing time, is the best policy to balance the load of the system. In the following theorem, we provide a mathematical meaning for the fact. is symmetric, L-superadditive and concave in each variable. Thus, the LEPT rule maximized the expected time to the rst idle processor.
In the literature, the LEPT rule has received a great deal of attention. Weiss and Pinedo 40] provides a uni ed criterion for optimal static policies in minimizing (maximizing) various costs (rewards) in scheduling exponential jobs in parallel processors. The objective functions they considered are formulated as E R 1 0 g(Q 1;t ; : : : ; Q J;t )dt, where Q j;t = 1 if Job j is still in the system and Q j;t = 0 otherwise. They show that the LEPT rule minimizes their objectives if g(Q 1;t ; : : : ; Q J;t ) = h( P J j=1 Q j;t ) and h is increasing and convex. Example 3.14 and 3.16 fall in their category; however, the other two cannot be formulated by their objectives (note that they also consider processors with di erent speeds). Generate a Poisson process with rate def = K J . Let f n ; n 1g be the arrival epochs of the Poisson process and let 0 def = 0. In standard coupling, these epochs are possible epochs of job completions. By the memoryless property of exponential processing times, n 's cover all the decision epochs needed to be considered. That is, the states are the sets of uncompleted jobs at n 's and the optimal policy is only a sequence of decisions, ( 1 ; 2 ; 3 ; : : :). At the i-th decision epoch, all the jobs being processed are preempted and a set of jobs, A i , determined by the decision rule i according to the current state, are assigned into service (Jobs preempted may be reassigned into service and in practice there is no preemption for those jobs). Let be the decision rule that assigns the K jobs with the longest expected processing times among the remaining jobs at a decision epoch. Clearly, the LEPT rule corresponds to the sequence of decision rules ( ; ; ; : : :). Using a standard forward induction argument, the following lemma is obvious ( 7] To show that ( ; ; ; : : :) is better than ( 1 ; ; ; : : :), we consider two policies def = ( ; ; ; : : :) and def = ( ; ; ; : : :) that di er from each other in only one job assignment at time 0, say Jobs and . Assume that Jobs and are assigned into service at time 0 under and , respectively, and that the expected processing time of Job is longer than that of Job , i.e., Lemma 3.18 ( ; ; ; : : :) is better than ( 1 ; ; ; : : :) if is better than .
Let U be the state at a decision epoch. Then U is the set of uncompleted jobs and U U 0 def = f1; 2; : : : ; Jg. We denote the number of uncompleted jobs at the state U by jUj. Let In such a case, V (U) are the remaining processing times of the jobs in U, and so are V (U ) and V (U ). Let X j be the remaining processing time of Job j in U. By the memoryless property, X j 's are independent and exponentially distributed with mean 1 j . Let h(X ; X ) def = E(f(V (U) + n 1)jX ; X ) be the conditional expectation on X and X . Clearly, we have E(f(V (U ) + n 1)jX ; X ) = h(0; X ) and E(f(V (U ) + n 1)jX ; X ) = h(X ; 0). Since f 2 C 5 , we have h 2 C 5 ; thus, the proof for Theorem 3.11 is concluded if we can establish the following lemma. In Section 2, we de ned the notion of stochastic majorization for random vectors. The notion is developed further for comparing random matrices. Our approach is based on rowwise majorization ( 19] ) and multidimensional stochastic convexity ( 8, 9] The other stochastic majorization orderings can be de ned accordingly, but they will not be pursued further in this paper. In the following, we provide the sample path criteria for these orderings.
Based on a standard pairwise comparison argument and the technique used in the proof of Theorem 2.24, it is easy to prove that these sample path criteria imply the corresponding orderings. In the following, we provide examples that satisfy the sample path criteria.
Example 4.7 Fork-Join Queues] Consider the fork-join queues in Example 3.1. Let V n;k;t be the amount of work, originated from the n-th job, in the k-th queue at time t. Let Ṽ t be the random matrix consisting of V n;k;t . Let p and q be the vectors of processor speeds considered in the proof of Theorem 3.3. Let Ṽ t (p) and Ṽ t (q) be the corresponding \work load" processes. Example 4.9 Consider a queueing system consisting of K parallel L-stage tandem queues. Assume the service times of customers at all stages are independent and exponentially distributed r.v.'s with mean 1. The speed (service rate) at the l-th stage is l (n) when n customers are present. Assume that l (n) is increasing concave and bounded. For instance, the speed of a queue with m servers is min(m; n). Arrivals are routed to one of the K queues by a Bernoulli routing mechanism (Markovian routing for K = 2). Let Q l;k;t be the number of customers in the l-th stage of the k-th tandem queue at time t and Q t be the matrix consisting of Q l;k;t . Let p and q be two vectors considered in Example 2.22 and Q t (p) and Q t (q) be the corresponding queue length processes. Then Q t (q) w E 5 (1;2):ps Q t (p). A similar result holds for Markovian routing mechanism.
Proof: By the construction in Example 2.23 and the closure property under convolution (Theorem 4.5), the relation E " (D1) X 0 (4) max(X 0 (2); X 0 (3)) a.s. and (D2) Ã(X 0 (2) + X 0 (3)) Ã(X 0 (4) + X 0 (1)) a.s., where X 0 (i) is the transpose of X 0 (i), then there existX t (i), i = 1; 2; 3; 4 on the same probability space such thatX t (i) = st X t (i) andX t (i) satisfy (D1) and (D2).
We note that similar results can be obtained for queues with nite bu er. Consider the Bernoulli routing model described in Example 3.5 with these changes: in each queue the bu er size is nite and the speed depends on the number of customers present. Assume that the speed is increasing, concave and bounded and the service times are independent and exponentially distributed random variables, as in Example 4.9. An arrival routed to queue k is blocked if the bu er is full. Let B k;t be the number of customers routed to queue k and blocked by time t. Let Q k;t be the number of customers in queue k at time t. Let X t be the matrix process with X 1;k;t = B k;t and X 2;k;t = Q k;t . Based on the proof in 8], Lemma 3.5 and the argument used in the previous example, it can be shown that Ef(ÃX t ) is minimized for all f 2C " 
Conclusions
In this paper, we de ned a new stochastic majorization ordering based on the class of functions that are symmetric, L-subadditive and convex in each variable and showed that this ordering is equivalent to the other four orderings in 19] when comparing deterministic vectors, but it is di erent when comparing random vectors. Two methods have been provided to establish this new ordering, sample path criteria and probability enumeration. Our framework is applied to various fork-join queues, routing and scheduling problems. We have also extended the notion to multivariate stochastic majorization. It is interesting to note that it is usually not easy to establish the stochastic majorization ordering E 1 unless very strong assumptions are made. It is also not easy to establish the ordering E 4 because it lacks closure properties. The ordering E 3 is less interesting than the others since no information on the joint distribution is provided. Perhaps for these reasons, the ordering E 2 has been studied extensively in the literature 19] to bridge the gap. However, the sample path criteria in De nition 2.33 for E 2 may not be easy to establish, since the closure properties require not only matching i and j but also . Thus, E 5 seems to be the appropriate choice for stochastic majorization ordering.
