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Lucian raised his right hand and his expression became serious:
’So your eyes will deceive you,
your ears will deceive you,
your experience will deceive you,
and your imagination will deceive you.’
Here, he paused, pointing his right finger to the paper projected on the wall in the
eyes of the crowd, pointing to the logical interpretation and conclusion, whispered:
’But math will not.’
— Throne of Magical Arcana
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Abstract
CONTRIBUTIONS TO STATISTICAL ANALYSIS METHODS FOR
NEURAL SPIKING ACTIVITY
LONG TAO
Boston University Graduate School of Arts and Sciences, 2018
Major Professor: Uri Eden, Professor of Department of Mathematics and Statistics
ABSTRACT
With the technical advances in neuroscience experiments in the past few decades,
we have seen a massive expansion in our ability to record neural activity. These
advances enable neuroscientists to analyze more complex neural coding and commu-
nication properties, and at the same time, raise new challenges for analyzing neural
spiking data, which keeps growing in scale, dimension, and complexity.
This thesis proposes several new statistical methods that advance statistical analysis
approaches for neural spiking data, including sequential Monte Carlo (SMC) methods
for efficient estimation of neural dynamics from membrane potential threshold cross-
ings, state-space models using multimodal observation processes, and goodness-of-fit
analysis methods for neural marked point process models.
In a first project, we derive a set of iterative formulas that enable us to simulate tra-
jectories from stochastic, dynamic neural spiking models that are consistent with a
set of spike time observations. We develop a SMC method to simultaneously estimate
the parameters of the model and the unobserved dynamic variables from spike train
data. We investigate the performance of this approach on a leaky integrate-and-fire
model.
In another project, we define a semi-latent state-space model to estimate information
related to the phenomenon of hippocampal replay. Replay is a recently discovered
vii
phenomenon where patterns of hippocampal spiking activity that typically occur dur-
ing exploration of an environment are reactivated when an animal is at rest. This
reactivation is accompanied by high frequency oscillations in hippocampal local field
potentials. However, methods to define replay mathematically remain undeveloped.
In this project, we construct a novel state-space model that enables us to identify
whether replay is occurring, and if so to estimate the movement trajectories consis-
tent with the observed neural activity, and to categorize the content of each event.
The state-space model integrates information from the spiking activity from the hip-
pocampal population, the rhythms in the local field potential, and the rat’s movement
behavior.
Finally, we develop a new, general time-rescaling theorem for marked point processes,
and use this to develop a general goodness-of-fit framework for neural population
spiking models. We investigate this approach through simulation and a real data
application.
viii
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1Chapter 1
Introduction
The field of neuroscience is devoted to understand how the brain represents and pro-
cesses sensory information from outside world and make decisions about what actions
to take. Computational neuroscience is a critical subfield that harnesses theory and
methods from mathematics, statistics, machine learning, signal processing, and other
quantitative domains, to improve our understanding of the properties of neural pro-
cessing and the function of nervous system. In particular, statistical approaches have
been proven essential for modeling and analyzing the functional relations between
neural activity and the biological and behavior signals that are represented in the
brain (Brown et al., 2004; Kass et al., 2014).
With the technical advances in neuroscience experiments in the past few decades,
we have seen a massive expansion in our ability to record neural activity: from many
more neurons, from multiple brain areas, and across multiple spatial and tempo-
ral scales simultaneously (Wilson et al., 1994; Buzsa´ki, 2004). These advances enable
neuroscientists to analyze more compex neural coding and communication properties,
and at the same time, keep raising new challenges for how to analyze the resulting
neural data. Neuroscientific investigation is not only limited by the availability of data
but by also by the availability of statistical analysis tools to solve accurately criti-
cal analysis problems, including methods to identify and classify spike events based
on their waveforms (e.g., spike sorting), encoding and decoding algorithms, partial
coherence estimation, and many others. The statistical challenges associated with
2these problems include, but are not limited to the following: making use of complex
neural datasets to understand the mechanisms underlying, and effects of, neural phe-
nomena requires integrating multimodal sources of information; many neural signals
are complex, dynamic, and of high dimension and we need to find low dimensional
representations for them; some neural signals can only be observed indirectly or for a
subset of time, or can only be understood in an abstract form, making it difficult to
find appropriate models to describe them and to assess the quality of those models;
large scale and complicated data require more powerful and flexible model structure,
while current data analysis problems require increased accuracy and reduced compu-
tational complexity (for example, to decode neural signals in real time for closed loop
experiments).
In Section 1, I will lay out a few of the neuroscience problems that are explored
in detail in this dissertation, their background, the previous work in the literature,
and the unsolved statistical issues that this work addresses. Then, I will outline our
contributions and approaches to address these issues in Section 2.
1.1 Neuroscience background and literature review
1.1.1 Parameter estimation for dynamic neural spiking models
Neurons communicate through electrical impulses called action potentials, or neural
spikes, and the brain represents information about the outside world using tempo-
ral spike patterns, also called spike train. Without going into complete biophysical
detail, the inputs to the neuron, in the form of direct stimulation or signals commu-
nicated from upstream neurons, will result in a complex interplay of ionic currents
leading to membrane potential changes, which generates a spike when this potential
exceeds a critical threshold (Rieke, 1999). Computational models of neural spiking
use systems of differential equations to characterize the dynamics of the membrane
3potential and other ionic currents, at various levels of biophysical detail. At a more
biophysically detailed level is the fundamental Hodgkin-Huxley model (Hodgkin and
Huxley, 1952), which was developed from direct measurement of the dynamics of
multiple ionic currents. At a more abstract level is the leaky integrate-and-fire (LIF)
model (Burkitt, 2006), which treats the neural membrane as a leaky capacitor that
accumulates charges until passing a spike threshold. While both of these models were
originally developed as deterministic, we can construct stochastic models simply by
allowing the input current to be a stochastic process, such as a Brownian motion
process.
For such stochastic dynamic neural spiking models, an important problem is to
estimate the model parameters, most consistent with an observed spike train, and
the statistical uncertainty of those parameters (Lansky and Ditlevsen, 2008). This is
equivalent to the problem of estimating the parameters of a stochastic process and
their uncertainty from a sequence of first-passage times. In particular, the stochastic
LIF model in neuroscience (driven by Brownian motion process) is equivalent to an
Ornstein-Uhlenbeck process from probability theory (Ricciardi and Sacerdote, 1979;
Ricciardi and Sato, 1988; Alili et al., 2005). Multiple researchers have proposed meth-
ods for estimating the parameters of an OU process from observed sequences of first-
passage times. Ricciardi and Sato (1988) proposed a method of moments by applying
an inversion of the Laplace transform; Ditlevsen and Lansky (2005) explored mo-
ments and distributions of first-passage times for parameter estimation under different
regime conditions; Mullowney and Iyengar (2008) developed a maximum-likelihood
method to estimate parameter of an OU process using the Laplace transform of the
spike time probability density distribution, which is guaranteed to find the global
optimum solution (Paninski et al., 2004); other methods include ones based on a
numerical solution to the Fokker-Planck equation (Iolov et al., 2014; Koyama and
4Paninski, 2010), and to an Fortet integral equation (Ditlevsen and Ditlevsen, 2008;
Iolov et al., 2014).
However, these methods have their own limitations, such that they can only esti-
mate a subset of identifiable parameters, or they may require many observations for
an accurate estimation, or they could be computationally slow, or they require unre-
alistic assumptions about the parameters to give an estimation. Most critically, they
are all applicable only to a specific type of dynamic neural spiking model. Thus an
efficient parameter estimation approach that can generalize a broad class of dynamic
neural models is needed.
1.1.2 Hippocampal ripple replay and recent statistical analysis
The hippocampus is a brain region important for memory, learning, and spatial nav-
igation (Andersen et al., 2007). In rats, hippocampal neurons have been shown to
encode information related to spatial navigation. These neurons become active when
a rat enters a particular place in its environment, called the neuron’s place field.
The neurons are called place cells (O’Keefe and Dostrovsky, 1971). During the rats
movement, we observe patterns of spiking activity across population of place cells
corresponding to the animals movement trajectory. One recently discovered phe-
nomenon is ripple replay, wherein a sequence of place cells reactivates in patterns
that are similar to those observed during active exploration, but at a faster time scale
(Carr et al., 2011). In addition to these observed spiking patterns, replay is also asso-
ciated with other signals, including the rats behavior, and the rhythms in the electric
field (called the local field potential, or LFP) recorded in the extracellular space in
the brain tissue. Replay is observed when the rat is asleep or awake at rest, and
during periods when there are high frequency oscillations in the LFP, called ripple
events. Replay was first discovered during sleep (Pavlides and Winson, 1989; Skaggs
5and McNaughton, 1996; Na´dasdy et al., 1999), and later on neural recordings in the
awake state was shown to exhibit replay activity (Kudrimoti et al., 1999; Carr et al.,
2011; Jadhav et al., 2012). The observed spike patterns occur in the same order or
reverse of that seen during active exploration (Diba and Buzsa´ki, 2007; Karlsson and
Frank, 2009), and may occur before that animal’s actual activity, called pre-replay
(Dragoi and Tonegawa, 2011).
Replay is believed to be critical to memory consolidation, and its role under differ-
ent conditions and environments is still being actively explored. Multiple statistical
analysis of ripple replay have been performed. For example, Box et al. (2016) pro-
posed a hidden Markov model to describe variations in a rats position associated with
place cells spiking activity to detect the start time, the information content, and the
compression rate of replay events from spike trains. Also, Deng et al. (2016) devel-
oped a Marked point process filter to characterize and classify hippocampal categories
(e.g., forward/reverse and inbound/outbound) in real time. Previously, replay events
have been detected using ad-hoc methods. For example, Pavlides and Winson (1989)
identified replay events by searching for marked increases in the cells firing rate per
burst; Na´dasdy et al. (1999) identified replay events by searching for matched spiking
patterns in the sliding time window; Jadhav et al. (2012) identified replay events by
searching for periods when the spectral power of the LFP in 150-250 Hz frequency
range stayed above a certain number of standard deviations above the mean of the
LFP spectral power (Jadhav et al. 2012). Thus a statistically supported identification
and estimation method for ripple replay is still needed.
There are a number of statistical challenges associated with the identification and
estimation of the content of replay events. First, it requires the ability to integrate
information from multimodal sources of information. In replay detection, we want
to integrate information from the spiking patterns of a population of place cells, the
6rhythms in the LFP, and the rats movement. Second, there are multiple potential
processes that we want to estimate, some of them are discrete, some are continu-
ous. Specifically, we want to determine whether a replay is occurring and express
our confidence and uncertainty about it, estimate the movement trajectories whose
firing patterns are consistent with the spiking activity observed during active explo-
ration periods, and cluster replay events into discrete categories with different content.
Thirdly, all the processes we estimate have their own dynamic properties and we must
be able to build state models that incorporate these dynamics. Fourthly, the processes
of interest may be observed at some times and not be observed at other times, which
requires us to define a semi-latent process and its related state model. We will ad-
dress these challenges by developing a novel state-space paradigm in Chapter 3 of
this thesis.
1.1.3 Point process modeling
A point process is a stochastic process composed of realizations of binary events in
continuous time or space. The roots of point process theory extend centuries ago Da-
ley and Vere-Jones (2003), and its modern mathematical development began around
1940s to 1960s, with major contributions by Palm, H. Wold, Barlett, Cox, Khintchine,
and many others (Vere-Jones and Schoenberg, 2004). Point processes arise natually
in a wide field of applications, including geography, physics, mathematical finance,
neuroscience, and electrical engineering. The study of point process is especially cru-
cial for neural data analysis, since brain receives, processes and transmits information
from the outside world via spikes, which are most appropriately modeled as point pro-
cess Rieke (1999); Kass et al. (2014). Applications of point process theory outside of
neural data analysis includes the analysis of earthquake occurrences (Ogata, 1988),
the characterization of heartbeat data (Barbieri et al., 2005), and the modeling of
7financial high-frequency data (Bauwens and Hautsch, 2009). In this section, I will
briefly introduce the fundamentals of point process theory and point process models
necessary for the rest of the thesis. I focus on point process in time, and refer to the
event as spikes.
A point process can be defined in multiple ways. For example, let X1, X2, ... be the
waiting times between spikes, called inter-spike intervals (ISIs), let Sn = X1 + ...+Xn
be the arrival times of the nth spike, and let Nt = max{n : Sn ≤ t} be the counting
process representing the number of spikes have occurred up to time t. A point process
can be defined as a probabilistic model on any of these collections of random variables.
The counting process is a right-continuous step function that increases by one when
there is a spike and remains constant otherwise. The simplest class of point process
model is the Poisson process, which is characterized by the fact that the probability
of firing a spike in a time interval follows Poisson distribution and is independent of
the firing activity in other nonoverlapping time intervals.
Define the conditional intensity function λ(t|Ht) of a point process by
λ(t|Ht) = lim
dt→0
Pr(Nt+dt −Nt = 1|Ht)
dt
(1.1)
where Ht is the spiking activity history up to time t. λ(t|Ht) characterizes the in-
stantaneous likelihood of observing a spike at time t, and completely defines the
probability structure of the point process (Kabanov et al., 1978). The joint distri-
bution of a sequence of spike times t1, t2, ..., tN in time interval [0, T ] (Brown et al.,
2003) is given by
f(S1 = t1, ..., SN = tN ,∆N(tN ,T ] = 0) =
N∏
i=1
λ(ti|Hti) exp[−
T∫
0
λ(t|Ht)dt] (1.2)
This joint distribution contains information from both spike times and non-spike
8periods.
To construct a point process model, we express the logarithm of the conditional
intensity function as a linear combination of general functions of the covariates and
spiking history
log λ(t|θ,Ht) =
q∑
i=1
θigi(xi) +
m∑
j=1
βjfj(∆Nt−j) (1.3)
where gi(xi) is a general function of covariates xi, fj(∆Nt−j) is a general function of
spike activity at time t− j, q is the number of covariates and m is the order of history
effect (Frank et al., 2002; Truccolo et al., 2005). When log of the conditional intensity
takes the form in equation (1.3), the point process likelihood function in discrete
time is equivalent to the likelihood of a generalized linear model (GLM) under a
Poisson distribution and log link function. This enables us to estimate parameters by
maximizing the likelihood, to assess point process model’s goodness-of-fit, to perform
hypothesis testing, and to decode from point process observations. Using Poisson
GLM framework, we are able to relate neural spiking activity to the spiking history,
the neural ensemble and the extrinsic covariate effects (Truccolo et al., 2005).
1.1.4 State-space modeling
A state-space model (SSM), or hidden Markov model, is one that describes the prob-
abilistic dependent structure between the observed variables and the unobserved (la-
tent) state variable. Its framework has been successfully applied in statistics, neurosi-
cence, finance, and engineering to solve a broad range of dynamic system problems.
To construct a SSM, we define a pair of statistical models, including a state model that
describes the probabilistic dynamic of the latent state process, and an observation
model that characterizes how the latent state influences the probability distribution
of the observation process at each time. Using these two models, we are able to derive
expressions to estimate the unobserved state and its uncertainty as well as parameters
9for both models. If we assume both models to be linear, Gaussian, and stationary
with known parameters, we have the well known Kalman filter (Kalman, 1960) if
in discrete time and Kalman-Bucy filter (Kalman and Bucy, 1961) if in continuous
time. Analytical solutions are difficult to arrive under non-linear assumptions, and
algorithms developed like extended Kalman filter applies local linear approximation
to the non-linear system and provides approximate solutions (Anderson and Moore,
1979).
One critical problem in neuroscience is to develop statistical models to charac-
terize the dynamic features inherent in neural activity and observed behavior mea-
surements, both of which are often dynamic, stochastic and evolved in time. The
state-space paradigm provides a natural statistical modeling approach for the chal-
lenges in application to complex neural phenomena, and have drawn lots of attention
(Brown et al., 1998; Smith and Brown, 2003; Eden et al., 2004; Chen et al., 2010;
Archer et al., 2014)
In neural data analysis, we are particularly concerned with observation processes
that include neural spiking data. In this case, the state-space model becomes a point
process filter. In discrete time, let xk denote the latent process and yk = ∆Nk denote
the observation process representing the number of spikes fired in small time interval
(tk−1, tk]. Define the state model as p(xk|xk−1), that is, xk is a Markov process.
Assume λ(t|Ht) is the neuron’s firing rate at time t given its spiking history Ht up
to time t. Then the spiking observation distribution is given by Pr(∆Nk|xk, Hk) ≈
(λ(tk|xk, Hk)∆tk)∆Nk exp[−λ(tk|xk, Hk)∆tk] (Brown et al., 2003). Applying Bayes’
rule, the posterior probability distribution density of latent state given observed spike
train up to time tk, is
p(xk|∆Nk, Hk) ∝ p(∆Nk|xk, Hk)p(xk|Hk) (1.4)
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The first term on the right hand side is the observation distribution, and the second
term, called one-step prediction density, defines the conditional probability of the sate
at time tk given all the observation up to, but not including, the most recent. By
Chapman-Kolmogorov equation, the one-step prediction density can be computed as
p(xk|Hk) =
∫
p(xk|xk−1)p(xk−1|∆Nk−1, Hk−1)dxk−1 (1.5)
where p(xk−1|∆k−1, Hk−1) is the filter density from previous time tk−1. Plugging
equation (1.5) back to equation (1.4), we arrive
p(xk|∆Nk, Hk) ∝ p(∆Nk|xk, Hk)
∫
p(xk|xk−1)p(xk−1|∆Nk−1, Hk−1)dxk−1 (1.6)
This equation provides an iterative formula to calculate the filter density at each time
step from the density at the previous time using the state and observation models.
In most cases, the integral in equation (1.6) does not have an analytical solution
and we solve it numerically or find a suitable approximation for it. For example,
Riemann sums would be sufficiently accurate and computationally efficient if xk is
a scaler or of low dimensions. If xk is of high dimension, alternative methods like
Gaussian approximate solutions (Brown and Nair, 1988; Eden et al., 2004; Smith and
Brown, 2003), sequential Monte Carlo methods (Doucet et al., 2001; Ergun et al.,
2007) could be applied to solve the point process problems.
State-space modeling have been successfully applied to a number of different neural
coding problems, including tracking the dynamics and plasticity of neural receptive
field in general (Eden et al., 2004), looking at between-trail hippocampal neuronal
dynamics in the primary motor cortex of monkeys (Czanner et al., 2008), estimating
spatially varying firing rates (Huang et al., 2009), and reconstructing goal-directed
hand movement (Srinivasan et al., 2006), among many others.
Implementing state-space methods for complicated neural activity analysis is chal-
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lenging in several aspects. First, the state-space framework has been well developed
for dynamic systems in low dimensions with directly observable data. Increasingly,
neural experiments may involve high dimensional neural data, dynamic signals that
are not directly observable, and many other sources. For example, a neuroscientist
may want to estimate an unobserved cognitive state using the activity of thousands of
neurons, in conjunction with other behavior and biological signals for accurate encod-
ing. Additionally, there has been a growing interest in neural experiments that use
information estimated from the recorded activity in order to adjust the experiment or
to stimulate the brain in real time. Thus implementing state-space modeling in these
experiments requires both accurate analysis result and reduced computational com-
plexity to make real-time decisions (for example, whether to interrupt ripple events
or not). We will address these challenges by developing a novel state-space framework
to identify and characterize ripple replay events, as will be fully described in Chapter
3.
1.1.5 Goodness-of-fit via time-rescaling theorem
A critical component of any statistical modeling procedure is the ability to assess
how the model captures the observed data structure, called goodness-of-fit (GoF)
analysis. Multiple GoF tools developed for neural spike train model are based on
applying time-rescaling theorem (Papangelou, 1972; Ogata, 1988; Brown et al., 2002)
to transform a general temporal point process to a constant intensity Poisson process
by rescaling the spike times based on its spiking intensity:
Theorem (time-rescaling theorem for univariate point process) For a given point
process Nt with conditional intensity function λ(t|Ht) with spike times 0 ≤ s1 < s2 <
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... < sNT ≤ T in an observation interval [0, T ], let
zj =
sj∫
sj−1
λ(t|ht)dt (1.7)
for j = 1, ..., Nt. Then zj, called rescaled ISIs, will be i.i.d. exponential distributed
with unit rate.
Based on this result of the theorem, once a point process model is fit, we could
integrate the estimated spiking intensity between spike times to get a set of rescaled
inter-spike intervals, which should follow i.i.d. Exponential distribution with unit rate
if the fitted model is correct. This allows for the application of well studied goodness-
of-fit methods for assessing data distributions. For example, the Kolmogorov-Smirnov
(KS) plot, which compares the rescaled ISIs to the exponential. Similarly an auto-
correlation analysis of the rescaled ISIs should show no significant autocorrelation
at any lag if the model is correct. Other development of time-rescaling theorem in-
cludes: Haslinger et al. (2010) developed discrete time-rescaling theorem to determine
GoF for discrete statistical models of neural spiking; Gerhard et al. (2011) developed
an approach based on time-rescaling multiple univariate point processes; Vere-Jones
and Schoenberg (2004) proved the general time-rescaling theorem for marked point
process.
Recently, there has been an increasing interest in building statistical models that
describe the simultaneous spiking activity of neuron population, either in a single
brain region or across brain regions (Brown et al., 2004). Classically, the spiking
activities are recorded from multivariate neurons. In order to model the neural popu-
lation, researchers sort each spike based on the waveform of the voltage of each signal.
They treat each spike as a univariate point process and build independent models for
the activity of each of these. More recently, neuroscientists do not sort spike data
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into clusters but model the spike times and waveforms jointly across population using
a single marked point process model (Kloosterman et al., 2014; Deng et al., 2015;
Sodkomkham et al., 2016), with the marks characterizing the waveform features.
However, a common goodness-of-fit tool that can be applied to both multiple uni-
variate point process model and a single multi-unit spiking activity has yet to be
developed. Assessing the goodness-of-fit of population spiking models is challenging
since each spike time and its waveform have their own distributions, determined by
many factors including coding of dynamic biological and behavioral variables, past
spiking history, network effects, and adaption. Thus the fitted model that describ-
ing all these dependence structure could be complicated and difficult to evaluate.
In chapter 4, we will address this challenge by proposing a general goodness-of-fit
framework for neural population models using marked point process time-rescaling.
1.2 Contributions and Organization of the thesis
The goal of this thesis is to develop novel statistical theory and methods to analyze
neural spiking activity, and the contribution lies in several aspects as listed below,
together with the outline of the thesis. In chapter 2, we propose an efficient sequen-
tial Monte Carlo approach to address the problem of estimating parameters and their
uncertainty of Leaky Integrate-and-fire (LIF) model from spike train. Applying it is
challenging since a single realization of an OU process is exceedingly unlikely to cross
the threshold at an observed spike time. To address this problem, we derive a set
of backward and forward iterative equations that enable us to compute the required
conditional distribution and sample model trajectories consistent with the observed
data. We construct a new iterative algorithm that allows us to estimate parameters
for LIF model (for example, OU process), or more general dynamic spiking models,
and to estimate the uncertainty related these parameters. We implement this algo-
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rithm on small samples of simulated spike train from LIF model, and find that it
could successfully estimate and determine the uncertainty of all identifiable param-
eters simultaneously. In addition, since we only assume the neural dynamic model
Makovian, our method is easy to generalize to a wide class of dynamic neural spiking
models. In additional, it is applicable for us to generate a conditional trajectory re-
versely, starting from the observed spike time. Izhikevich model is a two dimensional,
nonlinear neural spiking model that combines the biological plausibility and compu-
tational efficiency of IF neurons (Izhikevich, 2003). We will illustrate and examine
how our method could be easily generalized by estimating parameters of Izhikevich
model, and close with a discussion of future work directions.
In chapter 3, we develop a state-space framework that enables us to identify
and characterize complex neural phenomena in real time by integrating multimodal
sources of information. We review the fundamental features of the state-space paradigm,
discuss successful applications of the paradigm to various neural data analysis, and
present a novel extension of these methods, called semi-latent state-space model, to
better understand the phenomenon of hippocampal ripple replay events. We define
a latent binary state variable indicating whether or not a replay event is occurring
and another semi-latent state over position that can correspond to either the animals
actual position (as during active exploration) or to a non-local representation of po-
sition (as during replay events). The model also includes a set of three observation
equations that govern the evolution of the LFP, ensemble spiking, and rats move-
ment signals respectively. By assuming that the place cells encode location similarly
as function of this semi-latent state during exploration and during replay, we are able
to decode from hippocampal data the replay state and calculate probability of replay
and the content of replay simultaneously at each instant in time. It also provides an
explicit mathematical definition of what constitutes a hippocampal replay event in
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terms of the content and structure of spiking and LFP activity.
In applying these methods to data recorded as rats performed spatial alternation
tasks in a m-shape maze, we found both a large number of events that fit the ex-
pected pattern of rest, SWRs, and structured nonlocal spiking and many additional
events that are characterized primarily by nonlocal spiking while the rat is not moving
without simultaneous SWRs. We compared the LFP and coding properties of these
nonlocal spiking events and found that the events without SWRs are more often asso-
ciated with lower power LFP activity and have spike patterns that resemble stationary
positions rather than movement trajectories. In chapter 4, we present a generalization
of the time-rescaling theorem that enables comprehensive goodness-of-fit analysis for
population neural spiking model. We extend general time-rescaling theorem by (Vere-
Jones and Schoenberg, 2004) for goodness-of-fit over a fixed observation interval and
provide a heuristic proof of the theorem. We use the theory of marked point pro-
cesses to model population spiking activity, and show that under the correct model,
each spike can be rescaled individually, based on its mark. Our marked point process
time-rescaling theorem indicates that the resulting rescaled marked point process has
spikes that are uniformly distributed in time and mark space. Therefore, assessment
of the marked point process models can be performed using goodness-of-fit techniques
for uniformity of the rescaled spikes. Two of the most common tools include Pearson
chi-square test and Ripleys test. Additionally, by taking the superposition of the
rescaled spikes over all marks, we obtain a univariate point process in time and a
rescaled intensity. If the model is correct, the resulting process will be a inhomo-
geneous Poisson process with given intensity, allowing for the use of standard point
process goodness-of-fit tools such as KS plot or QQ plot. We illustrate our approach
via two simulations as well as an application involving place cell spiking activity from
the CA3 region of the hippocampus in a rat performing memory guided navigation
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task on a W-shaped maze. In chapter 5, we summarize the work of this thesis with
potential extensions to take, and close with future research directions.
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Chapter 2
Estimating leaky Integrate-and-fire model
parameters from spike train via efficient
sequential Monte Carlo method
2.1 Introduction
Understanding the relationship between observed spike train and their generative
mechanism is a critical issue in neuroscience. To describe the dynamic properties
of, and the biological mechanism that generating, the neural spiking activities, many
computational models have been developed. Dynamic neural model, a system in
which a state varies in time and obeys a set of differential equations involving time
derivatives, is a natural approach to describe the nonlinear dynamic in the neural
system. There have been many successful ones developed to describe the spiking gen-
erating mechanism, including Hodgkin-Huxley model (Hodgkin and Huxley, 1952),
leaky integrate-and-fire model (Tuckwell, 1988), Izhikevich model (Izhikevich, 2003),
and so on. Neural spiking activity are usually observed noisily, suggesting us to add
some stochastic structure to the dynamic neural models, for example, Gaussian or
Poisson noise to the input. One approach to understand the neural spiking mechanism
is to estimate the parameters and the unobserved dynamic process of the neural spik-
ing model from partial observation of the system, the spike train. This computational
problem has drawn lots of attention, and at the same time, suffers from a number
of challenges. One challenge is that the model generative mechanism has diversified
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and complicated mathematic forms and nonlinear interacts with each other, making
it difficult to link the observed spike time to a specific mechanism. Another challenge
is, most neuronal models contain a large number of parameters with little knowledge
about the range of their possible values, and this raise parameter identifiable or not
problem.
Integrate-and-fire (IF) neuron model (Tuckwell, 1988), in which a neurons state
is represented by its membrane potential, is one of the most widely used models
to analyze neural spiking activity. Under this model, the membrane potential gets
charged as it receives synaptic inputs and injected current and a spike is generated
when it reaches a given threshold. IF model is popular for it has the advantage
of being both mathematically simple and sufficiently complex to capture essential
features of neural processing (Burkitt, 2006). Theoretical work on developing IF
neuronal spiking models include building its stochastic differential forms (Uhlenbeck
and Ornstein, 1930), Stein formulation (Stein, 1965, 1967), numerical analysis of
reversal potential (Tuckwell, 1979; Wilbur and Rinzel, 1983), and so on.
Recently, estimating dynamic model parameters and their statistical uncertainty
from spike trains has attracted lots of attention (Lansky and Ditlevsen, 2008). This
is equivalent to the problem of estimating the parameters of a stochastic process and
their uncertainty from a sequence of first-passage times. In particular, the stochas-
tic leaky integrate-and-fire (LIF) model in neuroscience, driven by Brownian motion
process, is equivalent to an Ornstein Uhlenbeck (OU) process from probability the-
ory. Multiple researchers have proposed methods for estimating the parameters of an
OU process from observed first-passage times. Ricciardi and Sato (1988) proposed
a method of moments by applying an inversion of the Laplace transform; Ditlevsen
and Lansky (2005) explored moments and distributions of first-passage times for pa-
rameter estimation under different regime conditions; Mullowney and Iyengar (2008)
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developed a maximum-likelihood method to estimate parameter of an OU process us-
ing the Laplace transform of the spike time probability density distribution, which is
guaranteed to find the global optimum solution Paninski et al. (2004); other methods
include ones based on a numerical solution to the Fokker-Planck equation (Iolov et al.,
2014; Koyama and Paninski, 2010), and to an Fortet integral equation (Ditlevsen and
Ditlevsen, 2008; Iolov et al., 2014).
However, these methods have their own limitations, such as they can only estimate
subset of all identifiable parameters, or they may require many observations for an
accurate estimation, or they could be computationally slow, or they may require wild
assumptions about the parameters to give an estimation. Most critically, they are all
applicable only to a specific type of dynamic neural spiking model. Thus an efficient
parameter estimation approach that can be generalized to a broad class of dynamical
neural models is needed.
One approach that is gaining attention for estimating parameters and unobserved
state process is the sequential Monte Carlo (SMC) method, or particle filtering (Ergun
et al., 2007; Olsson et al., 2008; Kantas et al., 2009; Meng et al., 2011), for it being
scalable, flexible to apply, and easy to implement and generalize (Doucet et al., 2001).
SMC method was initially designed for online inference in dynamical systems, where
observations arrive sequentially and one needs to update the posterior distribution of
hidden variables. In SMC method, we defines the unobserved signal {Xt, t ∈ N} as
a Markov process with initial distribution p(X0) and transition equation p(Xt|Xt−1),
and the observation process {Yt, t ∈ N} to be conditional independent given Xt with
observation distribution p(Yt|Xt). It gives recursive derivations of the posterior dis-
tribution, p(Xt|Y1:t), at any time t using Bayes’ rule. The SMC mehtod has been
widely implemented in parameter estimation and optimal signal recovery in neuro-
science society. For example, Ergun et al. (2007) constructed point process filter
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using SMC methods to track the temporal evolution of a spatial receptive field, of
a rat hippocampus neuron during exploration. Meng et al. (2011) combined SMC
method and point process theory to estimate both parameters and hidden variables
in neuronal biophysical from spike train. Paninski et al. (2012) applied SMC method
to infer synaptic inputs to neuron given intracellular voltage-clamp or current-clamp
recordings from the cell, among many others.
However, applying the SMC methods to estimate parameters even for LIF model
from spike train observation only is challenging, for it requires us to sample model
trajectories consistent with observed spike times, while a single realization of LIF
model is almost unlikely to hit the threshold firstly at observed time in continuous
time. To address this challenge, we derived a set of forward and backward iterative
equations that enables us to compute the desired conditional distribution of the model
trajectory given the observed first-passage time. We give a set of recursive formulas
to evaluate the importance weights of each sampled trajectory, and construct a new
iterative SMC algorithm that allows us to estimate parameters and their uncertainty
for LIF model, and more general dynamic spiking models, given the observed spike
train. We illustrated our algorithm on small samples of simulated data (20-50 spikes)
from LIF model, and showed that our SMC method could successfully estimate and
determine the uncertainty about all of the identifiable parameters of LIF model si-
multaneously. One appealing property of our algorithm is that we only require the
underlying stochastic process Vt to be Markovian. As a result, we can easily ex-
tend our SMC method to estimate parameters of a general range of dynamic models
of neural spiking, either linear and Gaussian models like drifted Brownian motion,
OU processes and Feller processes et al., or nonlinear models like Izhikevich model
(Izhikevich, 2003). We examine the generalization ability of our model by estimating
parameters of Izhikevich model from first-passage times only. In addition, given the
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Markov assumption, we could generate the trajectories of the stochastic process in a
reverse order. That is, we generate trajectory starting from the recorded spike time
back and ends at the initial position. This makes it easier for us to solve the esti-
mation problem in cases where there is rapid jump as the process gets close to the
threshold. We will discuss this later in detail.
The rest of this chapter is structured as follows. Section 2.2 will provide a brief
summary of LIF model and how spikes are generated, followed by a mathematical
derivation of iterative formulas to generate LIF trajectories with observed spike time.
In section 2.3, we will then describe a sequence Monte Carlo algorithm to estimate
parameters from spike train. In section 2.4, we will illustrate our algorithm by simu-
lations of estimating parameters of LIF model and Izhikevich model. Discussion and
potential future work are given in section 2.5.
2.2 Theory and methods
2.2.1 Leaky Integrate-and-Fire model and first-passage times
The leaky Integrate-and-Fire (LFI) model represents a neuron’s voltage as a ’leaky
integrator’ of its input It and can be expressed by a stochastic differential equation
(SDE)
dVt = β(RIt − Vt)dt+ σdWt (2.1)
where Vt represents the membrane potential at time t, It is the current to neuron,
β > 0 relates to the spontaneous voltage decay rate in absence of the input, R is
the membrane resistance, Wt denotes a Wiener process with zero mean and unit
variance, dWt represents white noise and represents the membrane noise and σ is the
noise magnitude.
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If the input is constant, let α = RI, the SDE can be rewritten as
dVt = β(α− Vt)dt+ σdWt (2.2)
When all the parameters are known, the solution to Equation 2.2 is the well-known
Ornstein-Uhlenbeck (OU) process, a diffusion and Markov process. OU processes
have wide applications in physics, mathematical finance, electronic engineering, neu-
roscience, among others (Giorno et al., 1988; La´nsky` et al., 1995; Debbasch et al.,
1997; Aalen and Gjessing, 2004; Linetsky, 2004; Alili et al., 2005). The solution to
the above SDE under the Itoˆ integral sense (Øksendal, 2003) is
Vt = Vse
−β(t−s) + α(1− e−β(t−s)) + σ
t∫
s
e−β(t−u)dWu
for all t ≤ s ≥ 0. The first two terms on the right hand side of above are deterministic,
and the third term is an integral of a deterministic function w.r.t. a Wiener process
and thus has Normal distributed increments. Thus Vt conditional on Vs is Normal
distributed with mean equal to Vse
−β(t−s) + α(1 − e−β(t−s)) and variance equal to
σ2
2β
(1− e−2β(t−s)). That is,
Vt|Vs ∼ Normal
(
Vse
−β(t−s) + α(1− e−β(t−s)), σ
2
2β
(1− e−2β(t−s))
)
(2.3)
We can simulate the OU process trajectory by discrete recursive formula
Vk+1 = α(1− e−β∆k) + Vke−β∆k + σ
√
1− e−2β∆k
2β
zk,
where the subscript k stands for time step tk, ∆k = tk+1− tk is the time step size and
zks are white noise.
Without loss of generality, we assume the neuron’s voltage starts from 0, i.e., V0 = 0,
and a spike happens when it firstly hits the threshold s at time T , called the spike
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time. Immediately after the hit, the voltage value V will be reset to the initial value
V0 = 0. To simplify our problem, we assume the threshold s is a constant and
s < α, which ensures that T = inf{t : Vt ≥ s|V0 = 0} is finite almost surely. Our
goal is to estimate all the identifiable parameters of the LIF model given a sequence
of independent identically distributed spike times {Ti}ni=1. Mullowney and Iyengar
(2008) showed that given only the spike train exactly three out of four parameters of
OU processes (that is, α, β, σ, s) are identifiable. The result will be the same under
given observed input drive case, in which case the four unknown parameters are R,
β, σ and s. In the rest of this chapter, we will assume s > 0 is a known constant and
want to estimate (R, β, σ) jointly from a sequence of spike train.
2.2.2 Derivation of 1-step prediction formula
One simple and intuitive approach to estimate the parameters is the rejection method
via Monte Carlo approach, which proposes generating LIF trajectories under different
parameters, and only keep those that have exactly the same spike times as observed
ones. However, the probability of one realization of the LIF model hitting the thresh-
old firstly at a fixed continuous time T is 0. This makes the naive Monte Carlo
approach extremely inefficient. One natural extension of the nave monte carlo is
to generate trajectories that have observed spike times for different parameters and
evaluate the likelihood of the parameters and trajectory, which approximates the pos-
terior probability of the parameters given observed spike times.
To implement the proposition above, we need to generate LIF model trajectories cor-
responding to the observed spike time T , which requires deriving a 1-step prediction
density distribution of the LIF model with trajectory that will not hit the threshold
before time T and will hit the threshold exactly at time T . In this chapter, we will
present the derivation in discrete time and will show that the discrete time result
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converges to result in continuous time as the discrete time bins get finer.
In this chapter, we will develop everything in discrete time. Given spike time T , par-
tition the time interval, [0, T ], into {tk : 0 ≤ t1 < ... < tN = T} and let ∆k = tk−tk−1.
If we can calculate p(Vk|Vk−1, V1:T−1 < s, VT = s), where the subscript stands for time
tk, we could generate the conditional trajectory of LIF model with observed spike
time T . By Bayes rule,
p(Vk|Vk−1, V1:T−1 < s, VT = s) = p(Vk, Vk−1|V1:T−1 < s, VT = s)
p(Vk−1, V1:T−1 < s, VT = s)
∝ p(Vk, Vk−1|V1:T−1 < s, VT = s)
= p(Vk−1|Vk, V1:T−1 < s, VT = s)p(Vk|V1:T−1 < s, VT = s)
= p(Vk−1|Vk, V1:k−1 < s)p(Vk|V1:T−1 < s, VT = s)
(2.4)
Note we can drop the denominator in the second line since it is not a function of Vk
and is a constant given knowing the value of Vk−1. The last equality is a result of the
Markov property of OU process. That is, Vk−1 is independent of Vk+1:T given Vk. By
Bayes rule and Markov property again,
p(Vk−1|Vk, V1:k−1 < s) = p(Vk|Vk−1, V1:k−1 < s)p(Vk−1|V1:k−1 < s)
p(Vk|V1:k−1 < s)
=
p(Vk|Vk−1)p(Vk−1|V1:k−1 < s)
p(Vk|V1:k−1 < s) (2.5)
Plugging Equation 2.5 back into Equation 2.4, we have
p(Vk|Vk−1, V1:T−1 < s, VT = s)
∝ p(Vk|Vk−1)p(Vk−1|V1:k−1 < s)
p(Vk|V1:k−1 < s) p(Vk|V1:T−1 < s, VT = s)
∝ p(Vk|Vk−1)
p(Vk|V1:k−1 < s)p(Vk|V1:T−1 < s, VT = s) (2.6)
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Here, p(Vk|Vk−1) is the 1-step prediction density distribution of LIF model given
by Equation 2.3. p(Vk|V1:k−1) is the conditional density of a LIF trajectory at cur-
rent time given that it has not crossed the threshold yet, called forward density.
p(Vk|V1:T−1 < s, VT = s) is the conditional density of LIF trajectory at current time
given observed spike time information, called backward density.
By the Markov property of LIF models, the forward density can be expanded
using Chapman-Kolmogorov equation
p(Vk|V1:k−1 < s) =
s∫
−∞
p(Vk|Vk−1)p(Vk−1|V1:k−1 < s)dVk−1 (2.7)
The second term in the integrand of Equation 2.7 is a truncated forward density,
and can be easily got from normalizing the forward density from previous time step.
Starting from p(V1|V0), we can calculate the forward density iteratively forwards.
Similarly, the backward density could be expanded as
p(Vk|V1:T−1 < s, VT = s)
=
s∫
−∞
p(Vk|Vk+1, V1:T−1 < s, VT = s)p(Vk+1|V1:T−1 < s, VT = s)dVk+1 (2.8)
By Markov property of LIF trajectory and Bayes rule again, we have
p(Vk|Vk+1, V1:T−1 < s, VT = s) = p(Vk|Vk+1, V1:k < s)
=
p(Vk+1|Vk, V1:k < s)p(Vk|V1:k < s)
p(Vk+1|V1:k < s)
=
p(Vk+1|Vk)p(Vk|V1:k < s)
p(Vk+1|V1:k < s) (2.9)
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Plug it back into Equation 2.8, we get
p(Vk|V1:T−1 < s, VT = s)
=
s∫
−∞
p(Vk+1|Vk)p(Vk|V1:k < s)
p(Vk+1|V1:k < s) p(Vk+1|V1:T−1 < s, VT = s)dVk+1 (2.10)
In the integral above, p(VK+1|Vk) is the 1-step prediction density, p(Vk|V1:k < s) and
p(Vk+1|V1:k < s) are results from forward densitys, and p(Vk+1|V1:T−1 < s, VT = s)
is the backward density from time step tk+1. Starting from the backward density at
final time step T , which is a point mass function of the threshold, we can calculate
the backward formula iteratively backwards.
Plug Equation 2.7 and 2.10 back in Equation 2.6, we arrive the 1-step prediction
density conditional on the spike time information. Note that in the derivation above,
we only need the 1-step prediction density of Vk, p(Vk+1|Vk), and assume the process
Vk is a Markov process. So the 1-step conditional prediction density can be applied
to a wide range of stochastic processes apart from the LIF model. Given this result,
we are able to generate the LIF trajectory with any spike time T > 0 iteratively.
Figure 2.1 presents some simulations about the derivations we arrive above. The
top two panels show simulated heat plot of forward and backward densities respec-
tively. The bottom panels show simulated LIF trajectories conditional on target hit
and spike time respectively.
2.3 The efficient sequential monte carlo algorithm
In the previous section, we formalize the 1-step iterative formula to generate LIF
model trajectories corresponding to observed spike times. In the meantime, we would
like to evaluate the likelihood of each generated trajectory based on the unknown
parameters, in the aim to estimate the unknown parameters of LIF models that
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Figure 2·1: Illustration of derived conditional densities. Topleft
panel: heat plot of forward density as derived in Eq. 8. Topright
panel: heat plot of forward density as derived in Eq. 11. Bottomleft
panel: simulated LIF trajectories conditional on hit the threshold at
T . Bottomright panel: simulated LIF trajectories having spike time
equal to T . Here, we set α = 20 mV, β = .01 ms−1, σ = 0.2 mV, s = 15
mV, ∆k = 1 ms and T = 200 ms.
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generate the observed spike train.
2.3.1 Importance weight of particles
It turns out that the likelihood of each generated trajectory is related to both the
unconditional and conditional 1-step prediction distributions, as given by the corollary
below.
Corollary 2.3.1 The likelihood, or weight, of particle (θ, Vk) at time step tk, wk, is
the ratio of unconditional 1-step prediction density and conditional 1-step prediction
density:
wk(θ) =
p(Vk|Vk−1; θ)
p(Vk|Vk−1, VT = s, V1:T−1 < s; θ) . (2.11)
That is, the unconditional 1-step prediction density normalized by the conditional
1-step prediction density.
Proof: The posterior distribution of θ given the spike information is p(θ|VT =
s, V1:T−1 < s), and by Bayes’ rule,
p(θ|VT = s, V1:T−1 < s) ∝ Pr(VT = s, V1:T−1 < s|θ)p(θ), (2.12)
By full probability rule
Pr(VT = s, V1:T−1 < s|θ) =
∫
{VT=s,V1:T−1<s}
p(V1:T ; θ)dV1:T
=
∫
p(V1:T ; θ)1{VT=s,V1:T−1<s}dV1:T (2.13)
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that is, integrate over all possible trajectories that will firstly hit the threshold at
spike time T . By the idea of importance sampling, we have∫
p(V1:T ; θ)1{VT=s,V1:T−1<s}dV1:T
=
∫
{VT=s,V1:T−1<s}
p(V1:T ; θ)∏T
k=1 p(Vk|Vk−1, VT = s, V1:T−1 < s; θ)
×
T∏
k=1
p(Vk|Vk−1, VT = s, V1:T−1 < s; θ)dθ
=
∫
w1:T (θ)
T∏
k=1
p(Vk|Vk−1, VT = s, V1:T−1 < s; θ)dθ (2.14)
where
w1:T (θ) = w0
∏T
k=1 p(Vk|Vk−1; θ)∏T
k=1 p(Vk|Vk−1, VT = s, V1:T−1 < s; θ)
(2.15)
where the numerator is the joint unconditional distribution, the denominator is the
joint conditional distribution, and the weight is the ratio of these two. Thus we
could calculate the posterior distribution of the unknown parameters by sampling
conditional trajectories first and calculating their weights.
Let w0 = p(θ), the prior density distribution of the unknown parameter, then the
weight for parameter θ and generated trajectory V1:T can be written as
w1:T (θ) = p(θ)
T∏
k=1
p(Vk|Vk−1; θ)
p(Vk|Vk−1, VT = s, V1:T−1 < s; θ) =
T∏
k=0
wk(θ) (2.16)
where
wk(θ) =
p(Vk|Vk−1; θ)
p(Vk|Vk−1, VT = s, V1:T−1 < s; θ) for k = 1, ..., T. (2.17)
The proof is done. 
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Thus at each time step tk, we sample from the 1-step conditional density distribution,
p(Vk|Vk−1, V1:T−1 < s, VT = s; θ), to ensures that we generate the proper trajectory
with observed spike time at T . Then we evaluate the weight of particle (θ, Vk) at
time step tk, wk(θ) by Equation 2.16, which characterizes the likelihood of the pro-
cess moving from Vk−1 to Vk, conditioned on the requirement that it will firstly cross
the threshold s at time T , given parameter θ.
By the derivation above, we are able to calculate the importance sampling estimate
of parameter θ, E[θ|VT = s, V1:T−1 < s], using the weighted sum of total m parameters
θˆ =
∑m
i=1 θ
(i)w
(i)
1:T∑n
i=1 w
(i)
1:T
=
m∑
i=1
θ(i)w˜
(i)
1:T , (2.18)
where w˜(i) is normalized weight such that they sum up to 1, w˜
(i)
1:T = w
(i)/
∑m
j=iw
(j).
2.3.2 Sequential Importance Sampling
Now we have formalized the iterative formulas to generate the dynamic model trajec-
tory with observed spike times and formula to evaluate the likelihood/weight of the
trajectory at each time step. We would like to use this result to estimate values of
both the state processes and model parameters given the observed spike data. One
simple and intuitive method is to generate trajectory and evaluate the likelihood over
a grid version of the sample space. However, this approach would not be realistic or
efficient in three ways:
1. In real applications, the observed spike data comes sequentially, and we want to
iteratively update our inference about the posterior distribution of the unknown
parameters immediately after each spike time.
2. The grid search works well for LIF model, where dimensional of unknown pa-
rameters for LIF model is three. However, the number of grids increases expo-
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nentially with respect to the parameters’ dimension, while many other dynamic
models proposed to generate the spike train have more unknown parameters to
estimate, making it challenging to implement the grid search.
3. The LIF model defined by many parameter combinations are very unlikely to
generate the observed train, making it inefficient to keep generating trajecto-
ries and evaluating the corresponding likelihood/weights for these parameter
combinations.
Considering the listed requirements above for real application in parameter estima-
tion, we want to develop a iterative algorithm that performs Monte Carlo approxi-
mations to the posterior distribution of parameters of interest, and is more robust to
parameter dimensions. To do so we develop a novel sequential Monte Carlo (SMC)
algorithm, which represents the distribution of an unknown state process by a collec-
tion of weighted samples, or particles. At each time step, each particle represents a
possible value for the unknown process state and parameters and the corresponding
weight function represents the probability associated with these values. The central
limit theorem of sequential Monte Carlo algorithms characterizes of the asymptotic
variance of the estimators and provides a rigorous measure of the algorithm (Nicolas
Chopin, Annals of Stat 2004).
Algorithm I
Sample parameters Θ = {θ(i)0 , i = 1, ...,m} from a jointly uniform distribution,
where θ
(i)
0 = {α(i)0 , β(i)0 , σ(i)0 } and m is the sample size. For a sequence of spike
times T = Tk, k = 1, ...,M , do the following:
1. Initialization, t = 0
• . For i = 1, ...,m, let V (i)0 = 0 and set t = 1.
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2. Importance sampling step
• For i = 1, ...,m, sample V˜ (i)t ∼ p(Vt|V (i)t−1, V1:T−1 < s, VT = s; θ(i)t−1).
• For i = 1, ...,m, evaluate the weight
w
(i)
t =
p(V
(i)
t |V (i)t−1; θ(i)t−1)
p(V
(i)
t |V (i)t−1, V1:T−1 < s, VT = s; θ(i)t−1)
• Normalize the weights w˜(i)t = w(i)t /
∑N
j=1w
(j)
t .
3. Selection step
• Resample with replacement N particles (V (i)t , θ(i)t , i = 1, ..., N) from the set
(V˜
(i)
t , θ
(i)
t−1, i = 1, ..., N) according to the weights.
• Set t← t+ 1 and go to step 2 until t = T .
A problem with SIS algorithm is the degeneracy phenomenon, in which case after a
few iterations all but only one particle will survive (Doucet 2001). This phenomenon
often happens because a vast majority of the weight converges to only several and
even one particles, which will then be sampled multiple times. The most widely
approaches to fix this in literature include residual resampling whereby particles with
large weights are replicated based on their weight and particles with small weights
have some probability of surviving and some probability of being eliminated (Liu
and West, 2001), Stratified resampling Kitagawa (1996), and parameter resampling
from kernel density Liu and West (2001). Here, we implement the kernel density
resampling method.
Sample parameters Θ = {θ(i)0 , i = 1, ..., N} from a joint uniform distribution,
where θ
(i)
0 = {α(i)0 , β(i)0 , σ(i)0 } and N is the sample size. For T = Tk, k = 1, ...,M ,
do the following:
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1. Initialization, t = 0
• . For i = 1, ..., N , let V (i)0 = 0 and set t = 1.
2. Importance sampling step
• For i = 1, ..., N , sample v˜(i)t ∼ p(Vt|V (i)t−1, V1:T−1 < s, VT = s; θ(i)t−1).
• For i = 1, ..., N , evaluate the weight
w˜
(i)
t =
p(V
(i)
t |V (i)t−1; θ(i)t−1)
p(V
(i)
t |V (i)t−1, V1:T−1 < s, VT = s; θ(i)t−1)
• Normalize the weights w˜(i)t = w(i)t /
∑N
j=1w
(j)
t .
3. Selection step
• Sample parameters (θ(i)t , i = 1, ..., N) ∼ Normal (µθ,Σθ), where µθ and Σθ are
the weighted sample mean and covariance of θ
(i)
t−1s respectively.
• Set t← t+ 1 and go to step 2 until t = T .
Remark:
1. Apart from resampling particles at each iterative step in the proposed, we can
resample at any time step that we want, with the weight being the product of the
likelihood of particles since last resampling step. For example, we can resample
the particles at the final observed spike time with replacement according to the
weights given by
w
(i)
T =
T∏
t=1
p(V
(i)
t |V (i)t−1; θ(i)0 )
p(V
(i)
t |V (i)t−1, V1:T−1 < s, VT = s; θ(i)0 )
(2.19)
2. In the algorithm above, a particle represents possible values for both the un-
known variable and parameters at the end. This set of parameters is a sample
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representation of the posterior distribution of the unknown parameters given
the observation of ISIs. Thus we can not only obtain point estimate of the
unknown parameters, but also the variations and uncertainty related to it.
3. Apart from the estimation of the distribution of unknown parameters, we also
arrived an estimate of the distribution of underlying hidden process state Vt at
each step given the observation of the ISIs. Based on that, we can compute the
MAP path of the OU process.
2.4 Simulation study
In this section we develop a couple of simple simulation examples to illustrate the
ability and efficiency of our proposed algorithm to estimate parameters and their
uncertainty for linear LIF models, and show that it is easy to generalize to more
general nonlinear dynamical spiking models like Izhikevich model. In each case, we
first simulate the model with a fixed set of parameter values to generate the spike
train data. Then given only the time of spike occurrence, we attempt to estimate all
the identifiable parameters. We evaluate the quality of our estimation algorithm by
comparing the estimating parameter values and true values using visualization and
normalized root of mean squared errors.
2.4.1 Simulation study 1: estimating LIF model parameters from spike
train
The parameters for the LIF model is given in the table above. Here, we set the
asymptotic mean of LIF model, α, to be 20 mV, the decay rate given no input, β,
to be .01, the magnitude of noise, σ to be .2 mV. We assume the LIF model start
from 0 mV at time 0, and the record the first time the process crosses the constant
threshold s = 15 mV. Immediately after that, we reset the process back to 0 mV.
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Table 2.1: Leaky Integrate-and-fire model parameters
α (mV) β σ (mV) V0 (mV) s (mV)
20 0.01 .4 0 15
In Figure 2.2, we estimate σ only from a sequence of spike times generated in a
3000 ms interval, assuming that both α and β are known. We set the parameter values
as given in Table 2.1. The top panel shows the true model trajectory in blue, and the
mean of the sampled trajectories from our method in red. It’s clear that the estimated
mean process follows the true trajectory closely. The middle and bottom panels track
the estimate of σ with confidence interval and the heat plot of posterior distribution
of σ over time respectively. This simulation showed that our estimate of σ converges
quickly to the true value, with the 95% confidence bounds quantifying our confidence
of the estimation. In Figure 2.3, we present the estimation of all three parameters,
starting from Jointly Uniform distribution and given the final sample approximation
of the posterior distribution, with the track of the estimates of parameters.
2.5 Discussion and extension
In this chapter, we propose a numerical method to address the problem of estimating
the parameters and the unobserved dynamic process of the neural spiking model from
spike train. We solve it by giving a particle approximation of the posterior distribution
via the sequential Monte Carlo approach. We sample importance trajectories that
will surely cross the threshold at observed spike time, and evaluate their likelihoods
by the weights we derived. We illustrate our method to LIF model and successfully
estimate all three identifiable parameters.
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Figure 2·2: Estimating σ from spike train. Top panel: true trajec-
tory (in blue) and averaged sample trajectories (in red) of LIF model.
Middle panel: Estimate of σ (red solid line) with 95% confidence
bounds (red dotted lines). Bottom panel: Heat plot for posterior
distribution of σ over time. Here, we set α = 20 mV, β = .01 ms−1,
σ = 0.2 mV, s = 15 mV and ∆k = 1 ms.
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Figure 2·3: Estimating α, β and σ from spike train. Top left: Pro-
jection of initial samples on (α, β), (β, σ), (α, σ) space. Top left: Pro-
jection of final samples on (α, β), (β, σ), (α, σ) space. Bottom panel:
Estimate of σ, β, σ respectively from top to bottom in red solid line,
with 95% confidence bounds (blue dotted lines). Bottom panel: Heat
plot for posterior distribution of σ over time. Here, we set α = 20 mV,
β = .01 ms−1, σ = 0.2 mV, s = 15 mV and ∆k = 1 ms.
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2.5.1 Spike time in discrete time case
And here is some extensions that we want to address. Sometimes we either generate
or record the spike times in discrete time steps. That is, the trajectory will keep
being under the threshold until time step T − 1, and will be above the threshold at
time step T . In this case, we will sample trajectories that hit the threshold between
time T − 1 and T . That is, we are interested in the posterior distribution density
p(Vk|Vk−1, V1:T−1 < s, VT > s). Similar to the derivation in section 2.2, we have
p(Vk|Vk−1, V1:T−1 < s, VT > s)
∝ p(Vk|Vk−1)p(Vk−1|V1:k−1 < s)
p(Vk|V1:k−1 < s) p(Vk|V1:T−1 < s, VT > s)
∝ p(Vk|Vk−1)
p(Vk|V1:k−1 < s)p(Vk|V1:T−1 < s, VT > s) (2.20)
where p(Vk|V1:k−1 < s) is known from previous derivation, and
p(Vk|V1:T−1 < s, VT > s) =
s∫
−∞
p(Vk+1|Vk)p(Vk|V1:k < s)
p(Vk+1|V1:k < s) p(Vk+1|V1:T−1 < s, VT > s)dVk+1
(2.21)
can be calculated backwardly. One thing to note is, the backward density at final
time step T , p(VT |V1:T−1 < s, VT > s), is a truncated version of the forward density
at time step T , p(VT |V1:T−1 < s).
2.5.2 Backward generation formula
In the derivation of posterior distribution above we only assume that the process
is Markovian. Thus instead of generating the up-bounded trajectories from V0 = 0
to VT = s, we can generate trajectories in the reverse order, i.e., from VT = s to
V0 = 0. In this case, we are interested in p(Vk|Vk+1, V0 = 0, V1:T−1 < s, VT = s), for
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k = T −1, T −2, ..., 0. Based on the derivations in the Appendix, the 1-step backward
iterative backward formula is given by
P (Vk|V0 = 0, V1:T−1 < s, VT = s, V0 = 0)
∝ P (Vk|Vk+1)p(Vk+1|Vk+1:T−1 < s, VT = s)
p(Vk|Vk+1:T−1 < s, VT = s) P (Vk|V0 = 0, V1:T−1 < s, VT = s) (2.22)
where
P (Vk|Vk+1:T−1 < s, VT = s) =
s∫
−∞
P (Vk|Vk+1)P (Vk+1|Vk+1:T−1 < s, VT = s)dVk.
(2.23)
and P (Vk|V0 = 0, V1:T−1 < s, VT = s) is already given in (2.11).
Combine them together, we arrive the iterative formula for generating trajectories
backwardly. The weight of particle (θ, Vk) at time step tk, wk, is still the ratio of
unconditional 1-step prediction density and conditional 1-step prediction density:
wk(θ) =
p(Vk|Vk+1; θ)
p(Vk|Vk+1, VT > s, V1:T−1 < s; θ) .
2.5.3 Generalization and limitation
One thing to note is that we only require the knowledge of one-step unconditional pre-
diction density, p(Vk+1|Vk), in both the derivations and algorithms developed above.
Then for a wide range of general dynamic neural spiking model, including drifted
Brownian motion, Feller process, Izhikevich model, and so on, our method is able to
estimate both the model parameters, their uncertainty and the unobserved dynamic
process. As come to the limitation of our method, if the dimension of unknown param-
eters increase, the number of particles needed to represent the posterior distribution
of distribution will increase exponentially. Also, the Riemann sum approximation
for the integral here may not be accurate for high dimensional process, alternative
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methods such as Gaussian approximate solutions may be useful.
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Chapter 3
Characterizing Complex, Multi-scale
Neural Phenomena Using State-Space
Models
3.1 Introduction
Understanding neural encoding requires describing the relationship between the input,
or stimulus, presented to a neuron or neural circuit, and its output, or response. Early
models in many neural systems often focused on the responses of individual neurons
(Felleman and Kaas, 1984; Chapin, 1986; Girman et al., 1999) to simple stimuli
(Kuffler, 1953; Hubel and Wiesel, 1962; Rodieck, 1965; Jones and Palmer, 1987),
assuming stationarity and treating anatomically connected brain areas in isolation. In
the past few decades there has been a massive expansion in our ability to record neural
activity: we can now record from many more neurons, across multiple brain areas, and
at multiple spatial and temporal scales. These technological advances have enabled
neuroscientists to analyze more complex neural coding and communication properties
of both stimulus and response. First, on the response side, recent models have relaxed
or removed the assumption of stationarity, admitting models that capture response
dynamics such as adaptation and plasticity (Rao and Ballard, 1997; Brown et al.,
2001; Frank et al., 2002; Eden et al., 2004). Furthermore, an increase in the number
of neurons that can be simultaneously recorded has enabled modeling not only of
receptive field properties of individual neurons but also modeling of the ways that
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neural populations coordinate to represent stimulus features or to extract particular
types of information from their inputs (Paninski et al., 2004; Chapin, 2004; Shanechi
et al., 2012; Archer et al., 2014). Recording from multiple brain areas has likewise
permitted study of coordination on a larger scale, in this case between brain areas
(Bullmore and Sporns, 2009; Stephen et al., 2014). Second, on the stimulus side,
recent analyses have built more complex models in which stimuli are dynamic and
multidimensional. The resulting models are more applicable to real-world situations.
Finally, while many earlier encoding analyses often focused on neural phenomena
that could be described by spiking alone, more recent studies have sought to describe
phenomena that involve electrophysiological signals at multiple spatial and temporal
scales, incorporating the summed activity of many neurons in the form of the local
field potential (LFP), and analyzing coordination of both LFP and spikes across brain
regions.
One illustrative example of this increase in the complexity of neural coding analy-
ses is the study of place specific activity in the structures of the medial temporal lobe
(MTL) of the rat. Early analyses in this domain examined the responses of individual
neurons in hippocampus to a rat’s location during simple spatial navigation tasks.
Initially, these place fields were often modeled as static and unimodal (O’Keefe and
Dostrovsky, 1971; Muller et al., 1987). Subsequent analyses incorporated additional
levels of complexity, for example by integrating information from spiking and LFP
to identify phase precession of place specific spiking to the theta rhythm of the LFP
(O’Keefe and Recce, 1993; Skaggs and McNaughton, 1996), by building dynamic
models to capture place filed plasticity during learning (Brown et al., 2001; Frank
et al., 2002; Eden et al., 2004; Huang et al., 2009), by examining the coding proper-
ties of other signals related to spatial navigation such as velocity and head direction
(Knierim et al., 1995), by examining more complicated spatial field structures such
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as grid cell patterns (Hafting et al., 2005), and by examining coordination and neural
processing across multiple areas of the MTL, as in analyses of the entorhinal grid cell
activity that gives rise to hippocampal place field structure (O’keefe and Burgess,
2005; Fuhs and Touretzky, 2006; McNaughton et al., 2006; Solstad et al., 2006).
Two common themes underlie the evolution of experimental and analytical ap-
proaches in this field. First is the progression from simple, static, low-dimensional
stimulus response relationships to complex, dynamic, high-dimensional representa-
tions. Understanding the mechanisms and effects of such phenomena requires the
ability to integrate information from multiple sources across neural ensembles, brain
regions, and scales. Second is the goal of identifying and estimating variables that
are difficult to observe directly. These might include the information available from
the entire active neuronal ensemble, from a particular brain region or an even more
abstract notion like the current learning state of the animal. Estimating the value
of these variables and understanding how they are transformed by neural systems is
in fact a central goal of systems neuroscience, but experimental neuroscientists are
often limited in the statistical and data analysis tools available to address directly
the associated estimation problem.
The state-space paradigm, whose application to complex neural phenomena has
been pioneered by Emery Brown and his colleagues, provides a natural statistical
modeling approach for integrating information across multiple sources and scales, for
discovering low dimensional representations of behavioral and cognitive states, and for
expressing confidence about estimates and inferences (Brown et al., 1998; Eden et al.,
2004; Archer et al., 2014; Smith and Brown, 2003; Chen et al., 2010). State-space
methods have a long history in the engineering literature, where the observed signals
are assumed to have helpful properties such as stationarity, linearity, and Gaussianity.
Their application to neural coding analyses, where signals such as spike trains rarely
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have such properties, is more recent.
The fundamental idea of the state-space approach is to define two probability
models. The first describes the evolution of an unobserved dynamic signal, called the
state process. The second describes how this state affects the observed data. Using
these two models, it is often possible to derive expressions to estimate the unobserved
state as well as the parameters for both models, providing a clear path to estimate
underlying but unobservable variables from brain activity.
One early application of this paradigm was to decode movement trajectories of a
rat actively exploring its environment using spiking data from a population of place
cells (Brown et al., 1998; Zhang et al., 1998; Barbieri et al., 2004). A place cell
will increase its firing rate above baseline when the animal is in a particular loca-
tion in space, known as the cell’s place field. In this application of the state-space
paradigm, the state process represents the movement of the rat in space, the obser-
vation model describes the place field(s) of each cell, and a point process filter is
derived to decode the rat’s movement trajectory at each instant. This constituted a
test of the fidelity of the hippocampal place code, as the decoded spatial trajectory
could be checked against the known location of the rat. Other early methodological
derivations and applications included an expectation-maximization (EM) algorithm
to estimate a dynamic cognitive learning state from binary (correct vs. incorrect)
task performance data (Smith et al., 2004; Coleman et al., 2006), and receptive field
models with dynamic parameters to track plasticity during learning in hippocam-
pal place fields and elsewhere (Brown et al., 2001; Frank et al., 2002; Eden et al.,
2004). In recent years, this paradigm has been adapted to address many of the
more complicated classes of phenomena described above. Some recent applications
include tracking dynamic spiking rhythms in the subthalamic nucleus of Parkinso-
nian patients performing reaching tasks (Deng et al., 2013) and fitting parameters of
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dynamical systems and conductance-based models of spiking neurons (Meng et al.,
2011).
In this chapter, we will review the fundamental features of the state-space paradigm,
discuss successful applications of the paradigm to various neural data analysis prob-
lems, and introduce a novel extension of these methods to better understand the
phenomenon of hippocampal replay. We present the basic structure of state-space
models that include point-process observations and develop the filter equations used
for estimating dynamic signals from neural spiking. We then discuss two recently
published applications of this paradigm as illustration of its power and versatility.
Finally, we provide a new specification of this approach to address the problem of
identifying hippocampal ripple-replay events in the rat. Replay is defined as the acti-
vation of a set of neurons that recapitulate patterns of activity associated with specific
behaviors in the absence of the animal executing those behavior. Ripple replay is seen
when sequences of hippocampal place cells are reactivated in patterns that are similar
to those seen during active exploration, but typically on a much faster timescale and
when animals are still (Carr et al., 2011; Buzsa´ki, 2015). The goals of this new anal-
ysis are: first, to define a hippocampal replay event in terms of a specific non-local
representation of position, the rhythms in the LFP, and the spiking patterns of a pop-
ulation of place cells; second, to compute, at each instant, the probability of a replay
event occurring; and third, to decode the information content of each replay event.
To address these challenges, we develop a new state-space model that includes one
state variable that indicates whether or not a replay is occurring and another semi-
latent state that is given by the rat’s observed position during active exploration,
but during replay events is considered an unobserved process. By assuming that the
place cells fire similarly during exploratory movement and during replay, we are able
to decode the replay state and the probability of replay occurring at each instant in
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time. We illustrate this new method on hippocampal data from a rat performing a
spatial memory task.
The remainder of this chapter is organized as follows. In section 2, we present the
fundamental structure of the state-space paradigm for spike train observations, and
derive a point process filter algorithm to estimate dynamic signals from spiking data.
In section 3, we briefly highlight a couple of recent applications of the state-space
paradigm to different classes of problems. In section 4, we discuss the hippocampal
ripple-replay estimation problem and derive a new state-space model to address it,
illustrating the result on a hippocampal dataset. In section 5, we discuss some reasons
for the success of this state-space approach and some future directions for these
methods.
3.2 State-space models
The state-space paradigm is well suited to neural data analysis problems where an
observed signal is influenced by some set of unknown or unobserved factors, which
may themselves change in time. The unknown or unobserved signals are called latent
states. For example, if we record extracellularly from a neuron, we might use a
latent state to describe the dynamics of an unobserved membrane potential and of
the membrane conductance of a particular set of ions. We can use such an approach
to solve problems related to estimating the latent signals, fitting models between the
latent and observed signals, and performing statistical tests about their relationship.
To construct a state-space model, we must define a pair of statistical models.
The first model, called the state model, describes the probabilistic dynamics of the
latent state process. The second model, called the observation model, describes how
the latent state influences the probability distribution of the observation process at
each time. In the example above of extracellularly observed spiking as a function
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of a latent state for the membrane potential, the state model might be defined by a
stochastic set of Hodgkin-Huxley equations (Meng et al., 2011), and the observation
model might define the probability of observing a spike in the next instant, given the
current value of the membrane potential.
To establish some mathematical notation, let xk denote the state process and yk
denote the observation process at time tk. For notational convenience, we will also
define Hk to be the past history of the observation process prior to time tk. While we
could define these processes in either continuous or discrete time, here we will focus
on a discrete time representation, in which case, Hk = y1:k−1 represents the collection
of discrete observations between time steps 1 and k − 1.
Using this notation, we can define the state model as a conditional probability
distribution p(xk|x1:k−1), where x1:k−1 represents the history of the state variable
between time steps 1 and k − 1. We typically further assume that the state is a
Markov process, which means that given the value of the state at any time, its future
values are independent of any of its past values. Mathematically, this means that
p(xk|x1:k−1) = p(xk|xk−1). We will make this common assumption here, but it is easy
to extend the methods for states with longer history dependence structure.
We can similarly define the observation model using a conditional probability dis-
tribution p(yk|xk, Hk). Here we have assumed that the observation process depends
only on the value of the state at the current time, although it can still depend on
past values of the observation process. The influence of each of the state and obser-
vation processes on each other is shown as a graphical model in Figure 1. From this
illustration, it is clear that the state variable at each time step influences both the
observation at that time and the state at the next time step.
Here, we are particularly concerned with observations processes that include neu-
ral spiking data. In that case, the observation process yk is equal to, or has as a
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Figure 3·1: The state-space paradigm.
An unobserved state process xk undergoes stochastic dynamics and influences an
observation process yk.
component, the number of spikes fired in a sequence of small time intervals. We
will write yk = ∆Nk, where ∆Nk is the number of spikes that occur between times
tk−1 and tk, which is called the spike increment process. We define a neural spik-
ing model by writing an expression for the conditional intensity of firing, λ(t|Ht),
which defines the instantaneous probability of seeing a spike around time t, λ(t|Ht) =
lim
∆t→0
Pr(spike in [t, t+ ∆t)|Ht)/∆t (Daley and Vere-Jones, 2003; Brown et al., 2003),
as a function of the state process. Once we have an expression for this conditional in-
tensity, the observation distribution is given by p(∆Nk|xk, Hk) ≈ exp {log(λ(tk|Hk)∆tk)
∆Nk − λ(tk|Hk)∆tk} (Brown et al., 2003). These state and observation models fully
define the joint distribution of these processes. They are therefore the basic building
blocks for computing any probabilities associated with these states.
For example, a common problem for state-space models is estimating the proba-
bility distribution of xk given all of the observations up to and including time tk; that
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is, determining the conditional probability density p(xk|yk, Hk). This is called the
filtering problem, and when the observations are spikes, the solution to this problem
is called a point process filter. For the state-space model of Hodgkin-Huxley spik-
ing described above, this would mean estimating the membrane potential and ionic
currents at each time based on all of the spiking up to that time.
We can solve the point process filter by applying Bayes’ rule to the desired con-
ditional probability density, p(xk|∆Nk, Hk), called the filter density, to switch the
current state and observation terms, xk and ∆Nk. The filter density can then be
expressed as
p(xk|∆Nk, Hk) ∝ p(∆Nk|xk, Hk)p(xk|Hk) (3.1)
The first term on the right-hand side of Equation (3.1) is the observation distri-
bution. The second term, p(xk|Hk), called one-step prediction density, defines the
conditional probability of the state at time tk given all of the observation up to, but
not including, the most recent. This one-step prediction density can be computed
using the Chapman-Kolmogorov equation
p(xk|Hk) =
∫
p(xk|xk−1)p(xk−1|∆Nk−1, Hk−1)dxk−1 (3.2)
where p(xk−1|∆Nk−1, Hk−1) in the integrand is the filter density from previous time
tk−1. Plugging (3.2) into (3.1), we get
p(xk|∆Nk, Hk) ∝ p(∆Nk|xk, Hk)
∫
p(xk|xk−1)p(xk−1|∆Nk−1, Hk−1)dxk−1 (3.3)
Equation (3.3) provides an iterative formula to calculate the filter density at each time
step from the density at the previous time using the state and observation models.
Typically, the integral in Equation (3.3) does not have an analytical solution and
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we need to solve it numerically or find a suitable approximation. When xk is a scaler
or is low dimensional, simple numerical methods such as Riemann sums might be
sufficiently accurate and computationally efficient to compute the filter density. If
xk is high dimensional, alternative methods such as Gaussian approximate solutions
(Brown et al., 1998; Eden et al., 2004; Smith and Brown, 2003), and sequential Monte
Carlo methods (Doucet et al., 2001; Ergun et al., 2007) have been used successfully
to solve point process filter problems.
3.3 Applications of the state-space paradigm
In the previous section, we introduced the fundamental structure of the state-space
paradigm and derived the point process filter algorithm for spike train observations.
Specific instantiations of this approach have been successfully applied to a number
of different neural coding problems, including spike train filtering and smoothing,
stimulus decoding, estimating spatially-varying firing rates, and reconstructing goal-
directed hand movement, among many others. Here we will highlight two recent
applications of the state-space paradigm to neural spiking data for two very different
classes of problems.
3.3.1 Decoding movement trajectories from a place cell population in
hippocampus
Huang et al. used a state-space approach to decode the movement trajectories and
future turn decisions of a rat navigating through a maze from ensemble spiking from
hippocampal place cells (Huang et al., 2009). A rat was trained to navigate up the
stem of a T-shaped maze and alternate between left and right turns, before returning
to the base of the stem through one of two return arms (see Figure 2B). This decod-
ing problem presented a number of statistical challenges: the state and observation
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models needed to be designed to capture information about position and future turn
direction simultaneously, each neuron potentially had multimodal place field struc-
ture, the track itself has a topological structure that made computing the integrals
for the point process filter challenging and led to multimodal filter distributions.
Figure 3·2: Decoding movement trajectories using a point pro-
cess filter.
(A) The plot of the linearized position versus time for 1 minute of the experiment.
The continuous dark gray path represents the actual position of the animal, and the
discontinuous black points represent the predicted position of the animal, with light
gray being 95% confidence bounds for the estimate. The estimated positions in black
almost overlap the true positions in dark gray. (B) Actual and predicted position
with 95% confidence bounds of the animal, mapped back to the original T-maze.
Adapted from Huang et al. (Huang et al., 2009)
52
Careful selection of the state and observation models allowed for each of these
challenges to be addressed. The state was defined using a linearization of the track,
where negative values denoted trajectories that included a left turn and positive values
denoted trajectories that included a right turn at the top of the stem. This means
that any position on the stem is coded using two values, one positive and one negative.
When the point process filter decodes a position on the stem, the sign of the decoded
value is also used to predict the future turn decision. Note that this state process is
not completely observed at every time - if we observe the rat on the stem at time t,
we don’t know whether this corresponds to a positive or negative state value until
later when the rat makes a turn. However, the state-space framework is designed to
capture states that may not be fully observable.
An observation model was selected by setting the conditional intensity of spiking
to be a spline based function of this linearized state variable. This both allowed the
place fields to have peaks at multiple positions along the track, and to have different
rates at the same position on the stem for periods preceding right vs left turns. The
shape of this spline-based place field model was fit for each of 47 neurons individually
during a first encoding period along with an empirical model of the rat’s movement.
Then, in a second decoding phase, a point process filter was used to estimate the
distribution of the rat’s position and its next turn decision at each time point. The
decoding result shown in Figure 2 demonstrates the capability of the state-space
paradigm to characterize the complicated dependence relations between the spiking
of the hippocampal population and the rat’s movements.
3.3.2 Estimating biophysical neural models from spikes
In contrast to the first example that used a state-space model to capture the receptive
field structure of a population of neurons in response to external, behavioral signals,
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Meng et al. (Meng et al., 2011) used the state-space paradigm to estimate a dynam-
ical model for the internal ionic currents and membrane potential fluctuations that
generate spiking. Here, the goal was to estimate multiple parameters of a stochas-
tic Hodgkin-Huxley model directly using only the observed spike times. This model
has non-linear dynamics and possesses multiple unknown parameters and unobserved
dynamic variables, making the model fitting problem particularly challenging.
To solve this problem, a state-space model was defined with a multivariate state
process representing the unobserved dynamical variables (membrane potential and
ionic conductances of sodium and potassium) as well as the fixed, unknown model
parameters. The state model reflected the nonlinear dynamics described by the
Hodgkin-Huxley differential equations. The observation model was given by a condi-
tional intensity that remained small until the membrane potential component of the
state approached a threshold value, at which point it increased rapidly.
Since this model used a high dimensional state process with nonlinear dynamics,
the integral on the right hand side of Equation (3.3) is not simple to compute nu-
merically. In this case a sequential Monte Carlo (SMC) algorithm, or particle filter,
was used to estimate the filter probability distribution of the dynamic components
of the state as well as the unknown model parameters. Particle filters use random
samples in order to estimate probability distributions and perform computations on
them. Each particle represents a possible value of the state at a particular time, and
has a weight related to the likelihood of the observations given that state value. The
particles are repeatedly resampled based on these weights so that their distribution
reflects the filter probability distribution. The SMC method used here incorporated
both future and past spiking information to calculate the weight of each particle and
identify sets of model parameters that were consistent with the spiking observations.
54
Figure 3·3: Sequential parameter estimates for conductance
parameters gK and gNa.
The red asterisk denotes the true values of for gK and gNa. The blue dots denote
the parameter values for all of the particles. (A) The initial particle estimates are
uniformly distributed in the parameter space. (B) Distribution of particles after the
second observed spike. (C) Distribution of particles after 40 spikes. Adapted from
Meng et al. (Meng et al., 2011)
Figure 3 shows an example of the estimation procedure. Here six variables were
estimated at each time point: the dynamic variables included the membrane potential,
and the ionic currents for Na and K; the fixed parameters included the input current
and the maximum conductance values for Na and K, called gK and gNa respectively.
In Figure 3, the particle values for gK and gNa are shown at three time points: at the
start, after two observed spikes, and after 40 observed spikes. Initially the particle
estimates are uniformly distributed in the parameter space. After the second observed
spike, the parameter values of the particles begin to concentrate in a region that
contains the true values of for gK and gNa. After 40 spikes, the parameter estimates
have converged to a narrow linear subspace of parameter values that are consistent
with the spike data.
3.4 Identifying replay event from multimodal information
In section 3, we highlighted some examples of state-space models being used to de-
scribe complex neural phenomena and solve challenging estimation problems. In
both instances, the challenges were overcome by carefully selecting the structure of
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the state and observation models so that the desired statistical relationships could be
captured. Here we illustrate the development of a new state-space algorithm, which
addresses some similar challenges as well as some new ones, associated with a neural
phenomenon of recent interest, the detection and characterization of hippocampal
replay events. As described in the Introduction section, replays are the sequential fir-
ing patterns of hippocampal place cells that represent previous experience and occurs
frequently during periods of awakeness (Buzsa´ki, 1986; Wilson et al., 1994; Diekel-
mann et al., 2011; Carr et al., 2011). They are multifaceted phenomena that involve
features of multiple signals, including the rat’s behavior (replay is thought to occur
primarily during so called sharp-wave ripple events that are most prevalent during
low speed movement and immobility), hippocampal LFP (the presence of power in
the ripple band of 150-250 Hz is often used to detect candidate replay events), and
ensemble spiking activity. During active exploration of an environment, we might ex-
pect to see the rat’s movement velocity fluctuate, the local field potentials (LFPs) in
hippocampus maintain a 8-12 Hz theta rhythm, and neurons fire with place receptive
field structure based on the rat’s current position. However, during replay events, we
would expect the rat to remain still, the hippocampal LFPs to show low frequency
sharp waves and high frequency ripples between 150-250 Hz, and to see patterns of
spiking that resemble patterns that occur during active exploration but which are
not directly related to the rat’s actual position (Karlsson and Frank, 2009; Davidson
et al., 2009).
While in some cases, it may be easy to identify clear replay events with these
properties by eye, in other cases these events may be hard to detect. From this
description alone, it can be challenging to express one’s confidence that a particular
event is or is not an example of a replay event. Similarly, it can be challenging to define
mathematically the degree to which each component signal supports or undermines
56
that categorization.
Recent research has highlighted the potential role of hippocampal replay in learn-
ing, memory consolidation, and decision-making (Buzsa´ki, 1986; Wilson et al., 1994;
Diekelmann et al., 2011; Carr et al., 2011). Thus the ability to detect these replay
events, to define the periods over which they occur, and to express confidence about
these estimates is critical. Additionally, researchers are often interested in decoding
the information content of ripple events, that is, reconstructing a movement trajectory
along which the observed spiking patterns might occur.
3.4.1 Defining the state-space model
The process of developing a state-space model to tackle this problem begins by com-
ing up with a structure for the state variable. In this case, we are interested in
knowing whether the brain is currently in a replay state or not, and if so, what kind
of movement trajectory might correspond to the observed replay spike pattern. This
suggests that our state variable should include two components, one binary indicator
variable, call it Ik, which defines whether a replay is occurring at time tk, and a second
continuous variable, call it xk, which will be used to express how neurons fire during
replay.
We define the binary replay indicator state Ik so that
Ik =

1, if a replay is occuring at time tk
0, if a replay is not occuring at time tk
(3.4)
This is a latent state process in that we cannot directly observe the value of Ik at any
moment. Instead, we will define observation models for the LFP and spiking activity
as a function of this state, and then try to estimate the probability distribution of
being in a replay state at any time.
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We also need to define a continuous state variable, xk, to describe the factors that
influence spiking both in and out of the replay state. When out of the replay state,
the neurons have place fields which fire as a function of the rat’s position, mk, at time
tk. Therefore, whenever Ik = 0, we set xk = mk. During periods when Ik = 1, we
treat xk as an unobserved variable such that the spiking intensity as a function of xk
during replay is equivalent to the spiking intensity as a function of position mk during
movement. Therefore, the observation model will be the same function of xk, whether
a replay state is occurring or not. xk is observed whenever Ik = 0, but unobserved,
or latent, whenever Ik = 1. Therefore, we call xk a semi-latent state process. One
goal is to estimate the trajectory of xk through time during replay periods.
Now that we’ve defined the state variables, the next step is to define a state model
for the temporal evolution of the states. For the discrete replay indicator state, we
assume that the probability of being in a replay state at time tk only depends on
the values of the state and the rat’s movement velocity at the previous time step,
Pr(Ik = 1|Ik−1, vk−1). We model this probability using a pair of logistic models as a
function of the rat’s velocity for both possible values of Ik−1 ∈ {0, 1}.
For the semi-latent state xk, whenever Ik = 0, the state just follows the observed
movement trajectory of the rat. Whenever the replay indicator state switches into a
replay, we chose to make the distribution of the now unknown value of xk uniform
over the full space. Finally, when a replay state persists from one time step to the
next, we assume the state update follows a zero mean random walk with a covariance
based on the movement statistics of mk, sped up by a factor of 20 (Na´dasdy et al.,
1999; Lee and Wilson, 2002; Davidson et al., 2009). Mathematically, we define the
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semi-latent state equation as:
p(xk|xk−1, Ik, Ik−1) =

δ(mk), if Ik = 0
U(0, 200) if Ik = 1, and Ik−1 = 0
N(xk−1, σˆ) if Ik = 1, and Ik−1 = 1
(3.5)
With the state variables and state evolution model defined, the final step is to
build models for all of the observed signals as functions of the states. The observations
processes are the short time Fourier transform of the LFP in hippocampal area CA1,
yk, the rat’s velocity, vk, and the hippocampal neural spiking activity, ∆N
(1:C)
k , at time
tk, where C is the total number of recorded neurons. We assume that the hippocampal
LFP is influenced by the binary replay indicator state, but not the semi-latent state
and define a multivariate Gaussian model, p(yk|Ik) ∼ N(µ(Ik),Σ), where µ(Ik) is
the mean power at each frequency in and out of the replay state, and Σ is a model
covariance. We assume that the rat’s velocity follows a random walk with a covariance
that depends on the binary replay indicator state, p(vk|vk−1, Ik) ∼ N(vk−1, ς(Ik)),
where ς(Ik) is the variability of the movement velocity in and out of the replay state.
Finally, the spiking activity of each neuron is assumed to be a doubly stochastic
Poisson process with a firing rate that depends on the value of the semi-latent state
xk, p(∆N
c
k |xk) ∼ Pois(λc(xk)), where λc(xk) is the firing rate function for neuron c
as a function of xk. Recall that when Ik = 0, xk is the rat’s position, and the firing
model describes the neuron’s place field; when Ik = 0, xk is an unobserved state, but
the neural firing as a function of this unknown value of xk remains the same (Na´dasdy
et al., 1999; Lee and Wilson, 2002; Davidson et al., 2009).
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3.4.2 A filter to identify and decode replay events
In section 2, we discussed a general solution to the filter problem with spike train
observations. Here, we work out the specific solution for the replay state and multi-
modal observation models discussed above. One goal is to compute at each instant
the probability that a replay state is occurring, given all of the observed signals up
to the current time,Pr (Ik|y1:k,∆N (1:C)1:k , v1:k), where the subscript 1 : k, indicates the
set of observations up to and including time tk. Another goal is to compute the
distribution of the trajectory of the continuous replay state, xk, over replay periods,
p(xk|Ik = 1, y1:k,∆N (1:C)1:k , v1:k). Both of these can be computed directly from the joint
filter distribution, p(Ik, xk|y1:k,∆N (1:C)1:k , v1:k). The replay state probability is
Pr (Ik|yk,∆N (1:C)k , vk, Hk) =
∫
p(Ik, xk|yk,∆N (1:C)k , vk, Hk)dxk (3.6)
where Hk = {y1:k−1,∆N (1:C)1:k−1, v1:k−1} is the history of observation up to, but not
including the current time step. The continuous state density is given by
Pr (xk|Ik = 1, yk,∆N (1:C)k , vk, Hk) =
p(xk, Ik = 1|yk,∆N (1:C)k , vk, Hk)
Pr(Ik = 1|yk,∆N (1:C)k , vk, Hk)
(3.7)
We can compute the desired joint filter distribution using Bayes’ rule
p(Ik, xk|yk,∆N (1:C)k , vk, Hk)
∝p(yk|Ik, xk,∆N (1:C)k , vk, Hk)p(∆N (1:C)k |Ik, xk, vk, Hk)p(vk|Ik, xk, Hk)p(Ik, xk|Hk)
(3.8)
The first three terms on the right-hand side of Equation (3.8) are the likelihoods from
each of the observations models, the hippocampal LFP, population spiking data, and
the rat’s velocity at the current time tk conditioned on the replay states and the
observation history respectively. These terms can be simplified using the assumptions
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about our observations models discussed in the previous section.
p(Ik, xk|yk,∆N (1:C)k , vk, Hk)
∝p(yk|Ik, y1:k−1)p(∆N (1:C)k |xk,∆N (1:C)1:k−1)p(vk|Ik, xk, v1:k−1)p(Ik, xk|Hk) (3.9)
The last term on the right hand side is the one-step prediction density, which once
again can be expanded using the Chapman-Kolmogorov equation,
p(Ik, xk|Hk) =
∑
Ik−1
∫
xk−1
p(xk|xk−1, Ik, Ik−1) Pr(Ik|Ik−1, vk−1)
×p(Ik−1, xk−1|yk−1,∆N (1:C)k−1 , vk−1, Hk−1)dxk−1 (3.10)
The first term on the right hand side of equation 3.10, p(xk|xk−1, Ik, Ik−1), is the
semi-latent state transition density given by equation 3.5. The second term, Pr(Ik|
Ik−1, vk−1), is the replay state transition density given the animal’s most recent veloc-
ity. The third term, p(Ik−1, xk−1|yk−1,∆N (1:C)k−1 , vk−1, Hk−1), is the joint filter distribu-
tion of the replay state and semi-latent state from previous time step. This equation
tells us how to combine the filter distribution from the previous time step with the
two components of the state model to compute the distribution of both state variables
given all but the most recent observations.
Substituting Equation (3.10) into Equation (3.9) we get the joint filter density of
the replay state Ik and semi-latent state xk:
p(Ik, xk|yk,∆N (1:C)k , vk, Hk)
∝p(yk|Ik, y1:k−1)p(∆N (1:C)k |xk,∆N (1:C)1:k−1)p(vk|Ik, xk, v1:k−1)p(Ik, xk|Hk)
×
∑
Ik−1
∫
xk−1
p(xk|xk−1, Ik, Ik−1) Pr(Ik|Ik−1, vk−1)
× p(Ik−1, xk−1|yk−1,∆N (1:C)k−1 , vk−1, Hk−1)dxk−1 (3.11)
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Equation 3.11 provides the solution to the filter problem for this state-space model.
The last term on the right hand side of the equation is the filter density from the
previous time step. That gets multiplied by the two components of the state model
and integrated and summed over the previous state values to produce the one-step
prediction distribution. We then multiply by the likelihood of each of our observations
at the current time step, based on the observation models, to compute the filter
distribution at the current time step. Thus, we have an iterative method to compute
the filter distribution at each time. If we select an initial distribution for the states at
the beginning of the experiment, by iterating through equation (3.11) we can compute
the filter distribution at all times.
The fact that each observation likelihood contributes in a multiplicatively sep-
arable manner means that it is easy to determine the degree to which each data
modality is contributing to the estimate at each time step. This also makes it simple
to deal with any missing data at any time, as the corresponding likelihood term can
be removed and the information from the other data sources will still be maintained.
3.4.3 Replay identification and decoding example
We applied the filter algorithm developed above to data from a rat performing a
memory guided navigation task on a W-shaped maze. The data consisted of a 15.5
minute trial during which the rat was required to alternate going down the center
arm and then turning left or right on subsequent trials. Six LFP channels were used,
and short time Fourier transforms of the past 20 ms were computed at each time
point. Sorted spiking activity from 17 neurons was recorded. The spike and LFP
data were downsampled to 500 Hz resolution and the filter was computed with a 2
ms time step. For simplicity, we linearized the maze by assigning a value to each
location based on its distance in cm to the tip of the center arm in the W-shaped
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maze. We then defined each of the state and observations models as functions of this
linearized position.
As described above, we defined the binary indicator state model by setting the
probability of being in a replay state at time tk to be a logistic function related to
the rat’s movement velocity and the previous indicator state. Specifically, the form
of this model is,
logit Pr(Ik = 1|Ik−1 = i, vk−1) = β(i)0 +
M∑
j=1
β
(i)
j gj(vk−1), for i ∈ {0, 1}. (3.12)
where the gj(s) are a set of spline basis functions that ensure a smooth relationship
between velocity and the probability of being in a replay state (Hearn et al., 2010).
The model parameters, β
(i)
j , define the shape of this relationship, and are easily
estimated using maximum likelihood (Truccolo et al., 2005). An example of the fit
model is shown in Figure 4. The left panel shows Pr (Ik = 1|Ik−1 = 0, vk−1), the
probability of switching into a replay state from a non-replay state as a function
of velocity, and the right panel shows Pr (Ik = 1|Ik−1 = 1, vk−1), the probability of
remaining in a replay state at the next time as a function of velocity. We see that the
probability of switching into a replay state in one discrete time step of 2 ms is always
small, but is highest when the rat is near 0 cm/s. There is another local peak just
below 3 cm/sec, above which the probability drops off precipitously. Similarly, the
probability of staying in a replay state from one time step to the next is close to, but
below, 1 for low velocities and drops off quickly at velocities above 4 cm/s. The state
model for the continuous, semi-latent state xk was defined in Equation (3.5), with a
value of σˆ = 1.56 used for the random walk variance term. Together, Equation (3.5)
and (3.12) define the full state model.
Next the observation models for the hippocampal spiking, LFP, and rat’s velocity
were fit. The spiking for each neuron was modeled as a point process, as described
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Figure 3·4: Spline-based logistic model for the binary replay
indicator state.
(A) The probability of switching into a replay state in a single time step as a function
of vk−1, Pr (Ik = 1|Ik−1 = 0, vk−1). (B) The probability of remaining in a replay state
for a single time step as a function of vk−1, Pr (Ik = 1|Ik−1 = 1, vk−1). The red lines
are the maximum likelihood estimates of the probability and the black dotted lines
are the upper and lower 95% confidence levels.
in section 2, with conditional intensity function
λ(i)(tk|Hk) = exp
(
α
(i)
0 +
J∑
j=1
α
(i)
j gj(xk)
)
(3.13)
where λ(i)(tk|Hk) is the intensity function for the ith neuron and gj(x) are again
a set of spline functions, this time taken as a function of position. This choice of
model structure establishes a smooth relationship between the rat’s position and
place field firing during active exploration and a smooth relation between spiking
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and the unobserved continuous state during replay. The model parameters α
(i)
j are
estimated by maximum likelihood. Note that since this model depends on a stochastic
state process but does not depend on past spiking, it is also called a doubly stochastic
Poisson model (Grandell, 2006).
Figure 3·5: Model fit and goodness-of-fit for one neuron.
(A) Estimated conditional intensity of spiking as a function of the linearized position.
The solid blue line is the maximum likelihood model fit. The gray bars are the
occupancy-normalized histogram of the firing activity. (B) A KS plot for the rescaled
interspike intervals (ISIs), with the dotted lines being the 95% confidence bounds for
the KS statistic.
An example of the model fit for a single neuron is shown in Figure 5. Panel A
shows the model fit in blue overlaid on an occupancy normalized histogram of spiking
vs position. The place field has a large peak centered about 80 cm from the tip of the
center arm. One advantage of writing down a point process model for neural spiking
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is that there are a number of natural goodness-of-fit methods to assess the quality
of these models (Truccolo et al., 2005). In panel B we provide an example of one
common goodness-of-fit assessment, a Kolmogorov-Smirnov (KS) plot. Details about
the procedure to generate this plot are available in Brown et al. [2002] and Truccolo
et al. [2005], but briefly, the observed interspike intervals are rescaled according to
the intensity model and compared to their expected distribution if the model were
correct. A well fit model should stay near the 45 degree line and should stay within
the dotted confidence bounds. The KS plot in panel B shows a fairly well fit model,
though one where further refinement is still possible.
The remaining observation models are those for the short time Fourier transform
of the LFP and for the rat’s movement velocity. As described above, the observation
model for the LFP is a multivariate Gaussian model, p(yk|Ik) N(µ(Ik),Σ), where
µ(Ik) is the mean power at each frequency in and out of the replay state, and Σ is
the model covariance. Maximum likelihood estimates were obtained for µ(Ik = 0),
µ(Ik = 1), and Σ. The observation model for the rat’s movement velocity is also
a Gaussian model, p(vk|vk−1, Ik) ∼ N(vk−1, ς(Ik)), where ς(Ik = 0) and ς(Ik = 1)
are the variability of the movement velocity in and out of the replay state, and are
estimated via maximum likelihood.
Finally, we define the initial condition for the states, p(I0, x0). We assume that
the binary state is initially known not to be in a replay state, Pr(I0 = 0) = 1. By
definition, the density of x0|I0 = 0, is a delta function at the rat’s position m0.
Together, these define the initial joint distribution of the states. We then iteratively
compute the filter distribution at each time step based on Equation (3.11), solving
the integral numerically using Riemann summation.
An example segment of the decoding result is shown in Figure 6. Figure 6A shows
the posterior distribution for being in-replay state by the blue solid line. Figure
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6B is a heat plot of the probability distribution of the semi-latent state jointly with
the animal being in-replay state. The red solid line is the animal’s actual linearized
position. Figure 6C and 6D are a zoomed-in display of a smaller period of Figure
6A and 6B highlighting a single decoded replay event. We see in panel A that the
probability of being in a replay state tends to stay near 0 much of the time, and rapidly
increases to values near 1 for short periods where the spiking, LFP, and movement
observations are consistent with a replay event. During periods when the probability
of a replay is small, the filter density of xk is concentrated around the rat’s actual
position. As the probability of a replay starts to increase, the filter density of xk
is initially broadly distributed but very rapidly becomes more concentrated about a
location, that is not necessarily at the location of the rat. The center of this filter
distribution can then begin to move, as illustrated by the replay event in panel D,
showing a replay with a population spike pattern that reflects movement from smaller
to larger position values.
Figure 6 shows an example of a small section of time with a few clear replay events.
Over the 15.5 minute dataset we examined, we were able to detect 208 such events,
approximately half of which showed a clear pattern corresponding to movement of
the state variable xk. Interestingly, over 80% of these reflected a state trajectory that
started close to the rat’s actual location and moved away from the rat. We note that
all of these detected replay events are detected using only past observed information,
making them appropriate for closed loop experiments where replay events are detected
during an experiment and rapidly disrupted.
3.5 Discussion
In this chapter, we considered the use of the state-space framework to help model
complex neural phenomena. In particular, this class of models is well suited for an-
67
Figure 3·6: Replay decoding example
(A) shows the filter probability of a replay event at the current time. (B) shows a heat
plot of the joint distribution of the semi-latent state and of a replay event occurring.
The red solid line is the animal’s actual linearized position. (C) and (D) show a
zoomed-in section from (A) and (B) respectively, illustrating a single decoded replay
event that represents a trajectory beginning close to the animal’s actual position and
then proceeding away from the animal.
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alyzing high dimensional neural and behavioral signals that are noisy and have rich
temporal structure. These types of problems have become increasingly prevalent in
recent years, as our capacity to record neural activity and our interest in understand-
ing complex relations between neural signals has expanded.
The fundamental structure of the state-space model, discussed in section 2, pro-
vides some insight into the power of this framework. The state model is used to
describe the dynamics of a stochastic signal or set of signals that influence neural
activity or behavior. These signals can be very noisy or nearly deterministic, their
dynamics simple or elaborate, depending on the structure of this model. The ob-
servation model is used to capture the statistical relation between these signals and
any experimental measurements. These measurements may be scalar values or high-
dimensional vectors, have distributions that are normal or not, and be related to
the state variable through linear or highly nonlinear relationships. The challenge for
many neural analysis problems lies in how to express its components using the state-
space framework - what form the state variables should take, how they evolve, how
noisy they are, and how they influence the observed data values. Once the model has
been formulated, many tools for model fitting, model assessment, and estimation are
immediately available.
The state-space framework also has important advantages in clarity; it forces
the data analyst to define precisely what is meant by a particular state. In some
cases these state definitions come directly from measurable quantities. The model
describing the relationship between spiking and location defines a state-space process
with an observable state: the present and future location of the animal. In other
cases the state may not be directly observable, but nonetheless relates to potentially
observable parameters; the model describing the relationship between spiking and
membrane conductance falls into this category.
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Alternatively, the state may represent something much more abstract, as in the
analysis of replay events. Here the state that is estimated captures both whether
the system is coding for the current local position (non-replay state) or a non-local
position (replay state) as well as the current or non-local position that is being repre-
sented. The state-space approach forces us to define precisely what we mean by local
and non-local activity and then makes it possible to ask, across all time, when the
spiking activity is consistent with either state.
This approach has important advantages over standard analyses in the field. Pu-
tative replay events are typically detected using a combination of somewhat arbitrar-
ily chosen criteria, which can include movement speed, local field potential structure
and multiunit firing rates (Foster and Wilson, 2006; Karlsson and Frank, 2009; Gupta
et al., 2010). Replay is then defined as events where a statistical test applied to the
underlying spiking indicates that the spiking is similar in sequential structure (albeit
on a compressed timescale) to that seen during behavior. While that approach was
critical to the initial discovery of these events, it excludes both events where a single
non-local representation might be activated as well as events where the sequential
structure is not a good match for that seen during behavior. The state-space ap-
proach allows us to relax those constraints and to potentially discover new types of
replay. Further, the two-step process of defining a set of candidate events and then
applying a test to those events makes it difficult to know the extent to which the cri-
teria chosen determine the results obtained. More broadly, further extensions of the
state-space model will enable us to answer questions about the specific relationship
of replay content to the animal’s actual movement, and will help us identify potential
differences in events that do or do not contain substantial power in the ripple band
in addition to non-local spiking.
The examples in section 3 also highlight the range of problems and applications
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that the state space paradigm can be used to address. The two examples we discussed
used a similar point process filter to accomplish very different goals. In the first, the
goal was to decode a movement signal, which was treated as unobserved, and predict
a future turn direction, which was not directly observable. The challenge here was
devising a state variable structure that could be estimated to inform both of these
components. In the second example, the goal was not strictly to estimate the state
variables corresponding to the membrane potential and ionic currents; this was just
an ancillary step toward the objective of estimating parameters of the biophysical
model. Here, the real challenge was not in setting up the state-space model, but in
performing the computations to estimate the multiple state variables and parameters
simultaneously. The first example used a very simple state model, and extracted
most of the information about the state based on the observation model. The sec-
ond example used a very simple observation model, and used a more complex state
model, including multiple variables with interacting, nonlinear dynamics, to capture
the structure in the data.
The power of the state-space approach is also illustrated by a wide array of other
neuroscience applications of state-space modeling apart from decoding ensemble neu-
ral spike trains (Rieke et al., 1997; Brown et al., 1998; Barbieri et al., 2004; Wu et al.,
2006). For instance, tracking the dynamics and plasticity of neural receptive filed in
general (Eden et al., 2004) and specifically in rat hippocampus and entorhinal cortex
(Frank et al., 2002), looking at between-trail hippocampal neuronal dynamics in the
primary motor cortex of monkeys (Czanner et al., 2008), and transitions in neural
spiking dynamics in the subthalamic nucleus of Parkinson’s patients (Deng et al.,
2013). State-space models have also been successful at identifying specific states of
neuronal ensembles, include stimulus-driven cortical states during behavior (Jones
et al., 2007; Kemere et al., 2008) and intrinsic cortical UP/DOWN states during slow
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wave sleep (Chen et al., 2009). There have been many other extensions of state-space
methods in neuroscience applications. For example, Calabrese and Paninski combined
a mixture of Gaussians model, a Kalman filter and an expectation-maximization al-
gorithm to develop a computationally efficient method for online spike sorting (Cal-
abrese and Paninski, 2011); Pakman et al. developed a fast l1-penalized regression
method for Kalman state-space models of the neuron voltage dynamics given noisy,
subsampled voltage observations (Pakman et al., 2014); Archer et al. extended the
standard Kalman filter-smoother with a structured Gaussian, variational posterior
approximation to the posterior of much more general, nonlinear latent variable gen-
erative models (Archer et al., 2015); Linderman et al. combined multi-neuron point
process models with flexible graph-theoretic priors, which characterize the relation-
ship between latent features and neural connectivity patterns, to classify neurons and
infer latent dimensions of circuit organization from correlated spike trains (Linder-
man et al., 2016); many other extensions of these methods have been explored, some
of which are detailed in later chapters of this book.
In this chapter, we primarily focused on applications of the state-space paradigm
to solve filtering problems, where only the data up to the current time are available to
the model. Solving these problems is particularly useful for closed loop experiments,
where interventions can be triggered on the basis of the estimated state of the system.
The utility of this approach extends to other types of problems, including cases where
the entire dataset is available for state estimation (smoothing) or cases where the
goal is to predict future states or use the state to control an external system. The
identification of replay events, for example, is likely to be most accurate when a
smoothing algorithm is applied. The relevant smoothing algorithm would use the
same state model and observation model as the filtering algorithm, but it would
calculate the smoothing probability density of the latent state by combining both
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past and future information, while the filtering algorithm only uses the observations
up to current time.
There are several natural extensions of the state-space paradigm that are likely to
be useful for future analyses. First, development of more efficient algorithms to com-
pute non-Gaussian, multimodal posterior densities for large-scale neural data will be
important. Individual neurons frequently have complex receptive field structures that
are not well described by a single Gaussian distribution. Capturing these multimodal
receptive fields and the potentially multimodal population-level representations re-
quires more complex mathematical formulations and estimation algorithms. Second,
the observed distribution could be extended to characterize more complex combina-
tions of data types, including data from imaging experiments where calcium or voltage
transients are measured. Third, more complex and potentially multi-layer formula-
tions of the state model are likely to be important, as these could allow for more
complicated dependence relationships between the observed signals and the hidden
states.
More broadly, given that our eventual goal is a complete mathematical description
of the state and information content of the system, the state-space approach offers a
natural framework to begin to construct this sort of description. It can be applied
to extract information about the internal state of neurons based on their spiking as
well as about the representational state of neural ensembles. Further, applications to
behavior allow for estimation of even more abstract variables like the learning state
or attentional state of the animal. Combining models across all of these levels should
eventually allow us to link events across single neuron, neural ensembles and behavior
into a unified framework.
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Chapter 4
A common goodness-of-fit framework for
neural population models using marked
point process time-rescaling
4.1 Introduction
Statistical models have proven to be a powerful approach to capturing the coding
properties of neural systems (Brown et al., 2004; Kass et al., 2005; Paninski et al.,
2007; Kass et al., 2014). In addition to describing the associations between spiking
activity and the biological and behavioral signals being represented, they also pro-
vide tools for model assessment and refinement. As electrophysiological experiments
have become more sophisticated, incorporating simultaneous spiking data from more
neurons across multiple brain areas, the focus of neural data analysis problems has
begun to shift from ones that attempt to understand the tuning properties of indi-
vidual neurons to ones that attempt to capture the combined structure of activity
from neural populations (Georgopoulos et al., 1986; Wu et al., 2002; Pillow et al.,
2008; Paninski et al., 2009; Shanechi et al., 2012). This shift has generated a need for
statistical modeling and goodness-of-fit tools that can address neural coding problems
at the population level.
Considering spikes as localized events in time, which are most appropriately de-
scribed using the theory of point processes, has led to a class of statistical models
that has been highly successful at capturing the coding properties and dynamics of
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individual neurons (Kass and Ventura, 2001; Truccolo et al., 2005; Pillow et al., 2008).
The traditional neural point process modeling framework relates the spiking activity
of isolated or sorted neurons to their own recent spiking history, that of other neurons
in its network, and to the behavioral and biological signals to which the neurons re-
spond (Brown et al., 2002; Smith and Brown, 2003; Truccolo et al., 2005; Deng et al.,
2013; Arai and Kass, 2017). Notable examples include modeling of spatial coding and
movement trajectories using firing in the CA1 region in the rat hippocampus (Brown
et al., 1998; Huang et al., 2009; Eden et al., 2018), as well as the neural decoding of
hand velocities and collective dynamics in the primary motor cortex (Georgopoulos
et al., 1986; Eden et al., 2004; Brockwell et al., 2004; Srinivasan et al., 2006). Relat-
ing population neural activity to behavior may be improved if instead of using spikes
sorted according to neural identity, sorting is skipped entirely, and a joint model of
behavior and features of unsorted spike waveforms across the neural population is
built directly (Kloosterman et al., 2014; Deng et al., 2015; Sodkomkham et al., 2016).
Models of this type can be described using the theory of marked point process
models (Daley and Vere-Jones, 2003). In this case, the mark could be the full spike
waveform, but is often taken instead to be some feature or low dimensional set of
features related to the waveform, such as amplitude or half-width. Marked point
process models can also be used to describe spiking activity from populations of
sorted spikes, where the mark is often a discrete label indicating into which cluster
each spike was sorted. Due to the generality of this class of marked point process
models and its ability to model both sorted and unsorted population spiking data,
it is of great importance that a corresponding set of tools for model assessment and
validity, commonly referred to as goodness-of-fit, be developed to enable accurate
model assessment and interpretation of the resulting fits. When properly developed
and implemented, these types of model assessment metrics are helpful for determin-
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ing whether a model accurately reflects the structure of a neural representation and
whether the representation remains stable in the face of experimental dynamics. They
can also provide a way to further refine a given model and understand the specific
ways in which it may be underperforming or lacking fit.
Multiple goodness-of-fit tools have been established for point process models of
individual neurons. Notably, many of these methods are based on a fundamental
theoretical result known as the time-rescaling theorem (Papangelou, 1972; Brown
et al., 2002), which indicates that any point process representing a neural spike train
can be rescaled based on its instantaneous spiking intensity so that it becomes a
simple Poisson process with a constant spike rate. In terms of model assessment,
this means that for any proposed neural spiking model, we can rescale the observed
spikes according to that model and assess the goodness-of-fit between the rescaled
spiking and the known properties of Poisson processes. Notably, researchers often
use Kolmogorov-Smirnov (KS) plots, which compare the empirical distribution of the
rescaled interspike intervals to the distribution of interspike intervals expected from a
Poisson process. This is one of a range of goodness-of-fit tools made available through
the time-rescaling approach.
However, with the expanding development of these new marked point process
models for population data, there is a need for a corresponding development of ap-
propriate goodness-of-fit tools that can be applied generally to these models. Gerhard
et al. (2011) describe an approach based on time-rescaling multiple univariate point
processes. Vere-Jones and Schoenberg (2004) prove the general time-rescaling theo-
rem for marked-point processes, but do not develop its use for goodness-of-fit over
a fixed observation interval. In this paper, we describe a new methodology that ex-
tends these approaches, based on a generalization of the time-rescaling theorem to
marked point processes. We provide a heuristic proof of the theorem, and illustrate
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the method with simulated and real data from population spiking.
The key idea behind this generalization is to consider a marked point process
model as providing a description of the spiking intensity about a neighborhood of
any mark value, and to rescale each observed spike individually, based on its mark.
The marked point process time-rescaling theorem then indicates that the resulting
rescaled marked point process has spikes that are uniformly distributed in time and
mark space, in a region that is defined by rescaling the observation interval, [0,T]
across all marks. Therefore, assessment of the marked point process models can be
performed using goodness-of-fit techniques for uniformity of the spikes. Additionally,
by taking the superposition of the rescaled spikes over all marks we obtain a univariate
point process in time and a rescaled intensity. If the original marked point process
model is correct, the resulting process will be an inhomogeneous Poisson process with
the given intensity, allowing for the use of standard point process goodness-of-fit tools
such as KS plots. In fact, this procedure allows for an extensive array of goodness-
of-fit techniques that aid in model assessment and refinement for the inhomogeneous
Poisson process.
Section 4.2 will provide a brief summary of point process modeling methods and
the time-rescaling theorem in a single dimension for general univariate point processes,
followed by a description of the approach for modeling neural populations as marked
point processes. We will then describe a generalization of the time-rescaling theorem
for these models, and provide a heuristic proof of the theorem. In sections 4.3 and
4.4, we illustrate our model assessment method by simulation as well as a real-data
application, respectively.
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4.2 Methods for goodness-of-fit based on the time-rescaling
theorem
4.2.1 The conditional intensity function and the time-rescaling theorem
for univariate point processes
Define an observation interval [0, T ] and let 0 ≤ s1 < s2 <, ..., < sn−1 < sn ≤ T be
a set of event (spike) times. Let N(t) be the number of spikes up to time t, which
will increase by 1 at times when a spike occurs and will remain constant otherwise.
Any point process N(t) describing neural spiking can be fully characterized by its
conditional intensity function (Daley and Vere-Jones, 2003)
λ(t|Ht) = lim
∆→0
Pr(a spike in (t, t+ ∆]|Ht)
∆
= lim
∆→0
Pr(N(t+ ∆)−N(t) = 1|Ht)
∆
, (4.1)
where Ht = {0 ≤ s1 < s2 <, ..., < sN(t) ≤ t} is the history of spiking activity up
to time t. The conditional intensity function expresses the instantaneous likelihood
of observing a spike at time t, and implicitly defines a complete probability model
for the point process. It therefore serves as the fundamental building block for con-
structing the likelihoods and probability distributions needed for the point process
data analysis.
The basic idea of the time-rescaling theorem is to transform a general temporal
point process to a constant-intensity Poisson process by rescaling the spike times.
Theorem 4.2.1 (time-rescaling theorem)
For a given point process N(t) with conditional intensity function λ(t|Ht) with event
(spike) times 0 ≤ s1 < s2 <, ..., < sN(T ) ≤ T in an observation interval [0, T ], let
uj =
sj∫
0
λ(t|Ht)dt, (4.2)
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for j = 1, ..., N(T ). Then uj are the spike times of a homogeneous Poisson process
with unit intensity rate, called the rescaled spike times.
Note that uj, j = 1, ..., N(T ), will be independent, identically uniformly dis-
tributed on the observation interval [0,
∫ T
0
λ(t|Ht)dt] (Ross, 1996). Once a point
process model is fitted, we can integrate the estimated conditional intensity be-
tween the observed spike times sj−1 to sj to get a set of rescaled interspike intervals,
zˆj = uˆj − uˆj−1, which should be independent, and follow an exponential distribution
with rate equal to 1 if the fitted model is correct. This allows for the application of
well studied goodness-of-fit methods for assessing models of independent, identically
distributed data. For example, the Kolmogorov-Smirnov (KS) plot, which plots an
empirical distribution from data against a model distribution, can be used to com-
pare the rescaled interspike intervals to the exponential. Similarly an autocorrelation
analysis of the rescaled interspike intervals should show no significant structure at any
lag if the estimated conditional intensity from the fitted model accurately describes
the spiking observations (Brown et al., 2002; Truccolo et al., 2005).
4.2.2 The joint mark intensity function and the general time-rescaling
theorem for marked point processes
We describe spike data from a neural population using a combination of the spike
time, and another variable, m, called the mark, which can provide information about
the spike waveform or the identity of the neuron to which that spike is associated
(Kloosterman et al., 2014; Deng et al., 2015). This mark may be discrete (e.g. Neuron
1 vs Neuron 2) or continuous (e.g. spike amplitude); it may be univariate, a vector
(e.g. spike amplitude from each channel in a tetrode), or even a function (e.g. a
continuous waveform function). The population spiking activity is then given by the
set of observations (s1,m1), (s2,m2), ..., (sn,mn).
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A marked point process is completely defined by its joint mark intensity function
such that: ∫
M
λ(t,m|Ht)dm
= lim
∆→0
Pr(a spike with mark vector m in M in (t, t+ ∆]|Ht)
∆
, (4.3)
where M is a subset (Borel set) of the mark spaceM and Ht is the history of spiking
activity, including all the marks, up to time t. Here λ(t,m|Ht) characterizes the
instantaneous likelihood of observing a spike with mark m at time t. For fixed value
m and t, λ(t,m|Ht) may depend on the past history of spikes with similar marks
(corresponding to the intrinsic history dependence of each neuron), on the history
of spikes with dissimilar marks (corresponding to functional connectivity between
neurons), and on the extrinsic covariates that the neural population is encoding (for
example, place and movement coding in rat hippocampus).
Taking an integral of λ(t,m|Ht) over the entire mark space M,
Λ(t|Ht) =
∫
M
λ(t,m|Ht)dm, (4.4)
gives the conditional intensity of observing a spike at time t regardless of the mark
value. Λ(t|Ht) is often called the ground intensity of the marked point process (Daley
and Vere-Jones, 2003).
Marked point process modeling has been successfully applied to multi-unit spik-
ing data (Ba et al., 2014; Kloosterman et al., 2014; Deng et al., 2015). While some
theoretical results related to time-rescaling of the marked point processes have been
developed (Vere-Jones and Schoenberg, 2004), a complete goodness-of-fit paradigm
for population spiking models over fixed observation intervals has yet to be estab-
lished. Here, we present a general time-rescaling theorem for marked point processes
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observed on a finite observation interval [0, T ], with marks that could be either con-
tinuous or discrete.
Proposition 4.2.1 (General time-rescaling theorem) For a marked point pro-
cess with observed marks mi ∈ M, i = 1, ..., N(T ), associated with the spike times
0 ≤ s1 <, ..., < sN(T ) ≤ T and with joint mark intensity function λ(t,m|Ht). Let
τj(m) =
sj∫
0
λ(t,m|Ht)dt, for j = 1, ..., N(T ) (4.5)
be a set of rescaled spike times, let
b(m) =
T∫
0
λ(t,m|Ht)dt, (4.6)
be a mark dependent boundary based on the rescaled value of T for each mark, and
let R = {(τ,m) : 0 ≤ τ ≤ b(m)} be a stochastic region defined by this boundary.
Then the joint distribution of {(τj,mj)}N(T )j=1 and the number of spikes in region R is
equal to that of a homogeneous marked Poisson process with constant mark intensity
equal to 1. Therefore, conditional on the boundary b(m), each (unordered) spike is
independently, uniformly distributed in the region R.
A heuristic proof of this theorem arises from a simple change of variables. Consider
the joint probability distribution of all of the spike times and marks, which is given by
the product of the joint mark intensity function, λ(sj,mj|Hsj), at the spike locations
and the exponential of the negative integral of λ(t,m|Ht) over the whole time-mark
space:
p({(sj,mj), j = 1, ..., n}, N(T ) = n)
=
n∏
j=1
[λ(sj,mj|Hsj)]e−
∫
M
∫ T
0 λ(t,m)dtdm. (4.7)
Note that these marked spikes completely specify the joint mark intensity (which is
history dependent) everywhere in the observation interval and therefore also specify
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the extent of the stochastic region R. By the multivariate change-of-variables formula
(Port, 1994), the joint distribution of the rescaled times and marks is given by the
expression:
p({(τj,mj), j = 1, ..., n}, N(T ) = n)
=p({(sj,mj), j = 1, ..., n}, N(T ) = n)
∣∣∣∣∂τ∂s
∣∣∣∣−1. (4.8)
The elements of [ ∂τi
∂sj
] are equal to λ(sj,mj|Hsj) if i = j, and are 0 if i < j. Therefore
[∂τ
∂s
] is a lower triangular matrix, and its determinant is given by the product of its
diagonal terms, |∂τ
∂s
| = ∏nj=1 λ(sj,mj|Hsj), so that
p({(τj,mj), j = 1, ..., n}, N(T ) = n)
=e−
∫
M
∫ T
0 λ(t,m)dtdm = e−
∫
M b(m)dm = e−|R|, (4.9)
where |R| is the volume of region R. This is equivalent to the joint distribution of a
marked point process with constant unit joint mark intensity over the region R.
We can further conclude that the number of spikes in region R follows a Poisson
distribution with mean equal to |R|. Thus the conditional joint distribution of rescaled
spike times given that there are n spikes in the region R is
p({(τj,mj), j = 1, ..., n}|N(T ) = n)
=
p({(τj,mj), j = 1, ..., n}, N(T ) = n)
Pr(N(T ) = n)
=
e−|R|
|R|ne−|R|/n!
=
n!
|R|n . (4.10)
This is exactly the joint density function of a temporally ordered set of independent
uniformly distributed events in the rescaled stochastic region R.
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Here, we presented a heuristic proof of the marked point process time-rescaling
theorem based on a change-of-variables argument with the intension of providing
intuition about the effect of rescaling. A complete proof requires a few additional
details to ensure that the resulting process is well behaved, and more technical proofs
are available in the literature (Meyer, 1971; Brown and Nair, 1988; Vere-Jones and
Schoenberg, 2004).
Based on the time-rescaling theorem result above, we can also derive the spike
rate for the ground process of all the rescaled spikes across all marks.
Proposition 4.2.2 For a rescaled, marked point process with unit joint intensity
function in region R as defined above, the (rescaled) spike times will be an inhomo-
geneous Poisson process with conditional intensity given by
λ˜(τ) =
∫
M
λo(τ,m)dm, (4.11)
where
λo(τ,m) = I{(τ,m)∈R}, (4.12)
is the indicator function that specifies whether the point (τ,m) is in the region R or
not.
4.2.3 Assessing model goodness-of-fit using the general time-rescaling
theorem
The marked point process time-rescaling theorem establishes the joint distribution
of the rescaled spikes under the assumption that the joint mark intensity model is
correct. Therefore, the problem of assessing the goodness-of-fit of any proposed model
can be reduced to the simpler problem of determining whether the distribution of the
rescaled spike times and marks are consistent with a unit-rate marked Poisson process,
or equivalently, whether the spikes occur uniformly over the region R.
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There are a variety of well studied approaches for assessing goodness-of-fit based on
this rescaled process. These multiple methods are complimentary in that one method
may detect lack of fit due to particular structure in the data that may not be detected
by another method. A number of these are discussed in the discussion section, but
here we focus on two relatively simple approaches that are easy to interpret and
highlight multiple ways in which the model may fit the data well or poorly.
The first approach is based on Peason’s chi-square statistic. To implement this,
we divide the region R into M smaller subregions, Ri, each with volume |Ri|, and
count the number of rescaled spikes, ri, in each of these subregions. The test statistic
is
X2 =
M∑
i=1
(ri − npi)2
npi
, (4.13)
where pi =
|Ri|
|R| and n is the total number of points in R. We select the subregions such
that npi is sufficiently large (say, above 5) in each. If our marked point process model
is correct and the rescaled spikes are uniform in this region, then X2 will follow
a chi-square distribution with M − 1 degrees of freedom. We will reject the null
hypothesis that the points are uniformly distributed in region R if X2 > χ2M−1,1−α,
where χ2M−1,1−α is the critical value of the chi-square distribution with M − 1 degrees
at a level of significance α.
Another approach for assessing the goodness-of-fit for the rescaled process is based
on the Kolmogorov-Smirnov (KS) plot. For a univariate (unmarked) point process, if
the model is correct, the rescaled process should be a homogeneous Poisson process
with interspike intervals that have independent exponential distributions with mean 1.
A KS plot then simply plots the empirical cumulative distribution function (CDF) of
the rescaled times against the model CDF of an exponential distribution to visualize
the deviation from the 45 degree line (Johnson and Kotz, 1970). For a marked
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point process, the set of rescaled spike times (ignoring the mark values) should be an
inhomogeneous Poisson process with rate λ˜(τ), as discussed in the previous section.
We can therefore rescale this process one more time, based on the univariate time-
rescaling theorem, construct KS plots, and make inferences from them.
We will demonstrate the time-rescaling theorem as well as these two goodness-of-
fit approaches to simulated data in section 3, and to real neural population spiking
data recorded from a rat performing a memory-guided spatial navigation task in
section 4.4.
4.3 Simulation study
We developed a couple of simple simulation examples to demonstrate the process of
using this general time-rescaling approach on spike train data, both for models of
sorted spikes and for clusterless models of population spiking.
4.3.1 Simulation study 1
The first simulation scenario comprises two neurons with spiking tuned to a single
covariate, xt, with coordinated, history dependent firing and overlapping mark distri-
butions. We can think of xt as a one-dimensional position variable, and our neurons
as place cells with distinct place fields. Each neuron has a history dependent struc-
ture leading to a brief refractory period, and neuron 2 has an excitatory influence on
neuron 1 at a lag of 10 time steps.
The position variable, xt, is modeled as a stationary autoregressive (AR(1)) pro-
cess. Mathematically, we define the state update equation for xt as:
xt = αxt−1 + t, (4.14)
where α = 0.98 and t is a zero mean white noise process, with standard deviation
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0.3. The top panel of Fig. 4·1 shows a realization of xt, over 10,000 time steps.
Spiking data was simulated according to a marked point process model with two
peaks, each corresponding to a place cell. Both the spike time and mark are gener-
ated as a function of the process xt and the mark can be thought of as a waveform
amplitude. The two peaks are centered at 2 and −2 in position and 11 and 12 in
mark space. These peaks are each modeled as Gaussian functions with peak values
of 0.15 spikes per time step and covariance matrix [0.5, 0; 0, 0.09]. This leads to
moderate overlap between the peaks in the mark space (making perfect spike sorting
impossible) but minimal overlap in the place coding. Finally, each neuron has a re-
fractory period defined by the negative of a Gaussian function, centered at zero lag
after a spike and with a standard deviation of 14 time steps, and neuron 2 has an
excitatory influence on neuron 1 defined by a positive Gaussian function, centered at
lag 10 time steps after a spike and with a standard deviation of 2 time steps.
Mathematically, the population spiking model is given by the joint mark intensity
function
λ(t,m) =[λx1(xt) + λE1(Ht)] · λH1(Ht) ·N(m;µm1, σ2m1)
+ λx2(xt) · λH2(Ht) ·N(m;µm2, σ2m2), (4.15)
where
λx1(xt) = exp
[
a1 − (xt − µx1)
2
2σ2x1
]
and
λx2(xt) = exp
[
a2 − (xt − µx2)
2
2σ2x2
]
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Table 4.1: Simulation study model parameters
a1 a2 a3 µx1 µx2 σx1 σx2
log(0.15) log(0.15) log(0.3) -2 2
√
.5
√
.5
µm1 µm2 σm1 σm2 σ1 σ2 r
11 12 0.3 0.3 2 14 10
represent the place fields for neurons 1 and 2 respectively,
λE1(Ht) =
N(t)∑
i=1
exp
[
a3 − (t− si − r)
2
2σ21
]
I{si∈S2},
represents the excitatory influence of neuron 2 on neuron 1,
λHj(Ht) =
N(t)∏
i=1
[
1− exp
[
−(t− si)
2
2σ22
]]
I{si∈Sj},
for j = 1, 2 represents the refractoriness of neuron j, and N(m;µmj, σ
2
mj) expresses
the normal distribution of marks for neuron j.
Here, S1 and S2 are the sets of spike times from neuron 1 and 2, a1 and a2, µx1
and µx2, µm1 and µm2, σ
2
x1 and σ
2
x2, σ
2
m1 and σ
2
m2, σ
2
1 and σ
2
2 are the numeric values for
the peak firing rates, centers in location space and mark space, variance in location
space and mark space of these two place cells, variance of excitatory influence and
refractoriness respectively, and N(t) is the total number of spikes up to time t. The
numeric values for these constants used in the simulation can be found in table 4.1.
Fig. 4·1 shows the simulated spiking from this population as a function of the
simulated xt trajectory. In the top panel, spikes are shown as a function of time
and position as red and blue dots. The red and blue coloration indicate whether a
spike comes from neuron 1 or neuron 2, respectively. We can see a set of red spikes
that tend to occur whenever xt is near -2, and a set of both blue and red spikes
that occur whenever xt is near 2. This is due to the place field of neuron 2 and its
excitatory influence on neuron 1. Note that the purpose of this simulation is not to
mimic actual place field populations accurately and find the best model to fit, but
to generate data that will provide intuition and highlight the ability of the general
time-rescaling theorem to assess the goodness-of-fit in data with different types of
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Figure 4·1: Simulated spiking from a marked point process model
with joint mark intensity that depends on a state variable xt defined
as an AR(1) process, as defined in Eq. 4.15. Top panel: simulated
x-values and spike locations in time. Bottom panel: mark values of
each spike. Red and blue spike colors indicate whether a spike comes
from neuron 1 or neuron 2.
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dependence structures.
Using the simulated data, we performed goodness-of-fit analysis using the time-
rescaling theorem we developed above on three possible spiking models. The first uses
the true model that generated the data from Eq. 4.15, including the correct structure
for the place fields and the mark distribution, and the full history dependence cap-
turing the refractoriness of each neuron and the excitatory influence of neuron 2 on
neuron 1.
The second model uses the correct place and mark structure of the spiking, but
omits the history dependent structure completely. Mathematically, this is given by
the joint mark intensity function
λ(t,m) =λx1(xt) ·N(m;µm1, σ2m1)+
λx2(xt) ·N(m;µm2, σ2m2). (4.16)
The third model uses a crude spike sorting procedure based on whether each
mark value is above or below 11.5, to fit individual intensity models for each of the
two sorted neurons. Each neuron has the correct place field structure and history
dependent structure, but some spikes are mis-sorted due to the overlap in the mark
distribution. Mathematically, the pair of the intensity models for these neurons are
given by the following equations:
λ1(t) = [λx1(xt) + λ˜E1(Ht)] · λ˜H1(Ht)
and
λ2(t) = λx2(xt) · λ˜H2(Ht) (4.17)
where the excitatory and refractory history dependent component now use the sorted
spike identities:
λ˜E1(Ht) =
N(t)∑
i=1
exp
[
a3 − (t− si − r)
2
2σ21
]
I{mi>11.5},
λ˜H1(Ht) =
N(t)∏
i=1
[
1− exp
[
−(t− si)
2
2σ22
]]
I{mi≤11.5},
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Figure 4·2: Goodness-of-fit analysis for simulated data based
on three candidate models: Left panels use the true model that
generated the data, including correct structure for place fields, marks,
and history dependence; Middle panels use a model that includes the
correct structure for place fields and marks, but omits the history de-
pendence; Right panels use a model that includes correct structure for
place fields and history dependence, but uses crude spike sorting rather
than true mark structure. Top panels show rescaled spike times (blue
dots) and observation intervals (red line) across all mark values. For
spike sorted model, rescaled times for each cluster are shown. Bottom
panels show KS plots based on all rescaled spike times. The true model
produces rescaled spikes that are uniformly distributed in time-mark
space with p-value= 0.85 for the Pearson chi-square test and a KS plot
that stays within 95% confidence bands. The Pearson chi-square test
for the history dependence missing model has p-value=2 × 10−6, indi-
cating non-uniformity of rescaled spikes. The two intensity models for
the sorted spikes demonstrate lack of fit in the KS plots.
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and
λ˜H2(Ht) =
N(t)∏
i=1
[
1− exp
[
−(t− si)
2
2σ22
]]
I{mi>11.5}.
Fig. 4·2 shows the results of the time-rescaling analysis applied to each of the
proposed models, using the same simulated spike data. The left panels show the
goodness-of-fit assessment based on the true model used to generate the data given
by Eq. 4.15. The middle panels show the goodness-of-fit for the marked point process
model in Eq. 4.16 with correct mark and state dependence, but missing the history
dependent component. The right panels show the goodness-of-fit based on crudely
sorted spikes given by the models in Eq. 4.17 with the correct state and history
dependence structure. The top panels show the rescaled spike times for each model.
For the top-right panel, this is just the rescaled spikes for the two sorted neurons.
For the left and middle panels, the rescaled spike times are given by blue dots, and
the rescaled values of the end of the observation interval, τ(m,T ), are shown as a
function of m as a solid red line. The bottom panels show KS plots for all of the
rescaled spike times under each of these models.
For the true model, the value of τ(m,T ) has local peaks around mark values of
11 and 12, corresponding to the two peaks in the joint mark-intensity function as
these values. The peak around m = 11 is larger because of the excitatory influence
in the history dependence from neuron 2 to neuron 1. Visually, the rescaled spike
times appear to fill out this rescaled time-mark subspace uniformly. A Pearson chi-
square test for homogeneity of the rescaled times in this interval yields a p-value of
0.85, suggesting no clear evidence of inhomogeneity. The KS plot everywhere stays
within its 95% significance bounds, suggesting no clear lack of fit among the full set
of rescaled spike times.
For the marked point process model missing the history dependent structure (mid-
dle panel), the peak around m = 12 is larger because xt stays near the place field of
neuron 2 more often than neuron 1, while the missing history dependence does not
affect the intensity. By eye, it seems that the rescaled times for mark values below
11.5 occur more densely than those for mark values above 11.5. This is borne out
by the Pearson chi-square test (p = 2× 10−6), which suggests inhomogeneity on the
rescaled times, and therefore lack of fit between the model and the original spike data.
The lack of fit is also visible in the KS plot, where the observed rescaled interspike
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intervals are consistently significantly larger than the model estimates.
The panel on the top right shows the rescaled times based on two sorted clusters.
As a population model, this could be considered as a marked point process where the
marks represent the cluster assignment. In that case, rescaling each spike according
to its mark is equivalent to rescaling based on the intensity for whichever neuron
the spike is clustered into. Missorted spikes therefore tend to be incorrectly scaled,
leading to lack of fit, as observed through the KS plot.
4.3.2 Simulation study 2
We performed a second simulation to illustrate how the KS plot and chi-square test
highlight different aspects of the goodness-of-fit. We consider again the same two
neurons tuned to a single covariate xt, and remove the history dependence of spiking,
so that two neurons are simply inhomogeneous Poisson spiking units. In this case,
the true joint mark intensity model, from which we generate the data, has the same
form as Eq. 4.16, with parameters given in Table 4.1.
Fig. 4·3 shows a goodness-of-fit analysis on the resulting data for four different
candidate models we propose, (left panel) the true model, (next two panels) two
models whose λ(t,m) are uniformly scaled by 0.56 and 1.6, respectively, and (right
panel) a non-uniformly scaled model, with ac (from Table 4.1) scaled separately by
0.56 and 1.6, for c = 1, 2. Rescaling of the spikes according to the true model λ(t,m)
produces good fits according to both tests, while the uniformly scaled candidate
models pass the Pearson chi-square test with p-value 0.35, but the KS plot are far from
being in the 95% confidence bounds. The deviation direction from the 45 degree line
can be used to determine that the misspecified models underestimate and overestimate
the intensity, respectively. The non-uniformly scaled candidate model, where each
neuron has been scaled separately while keeping the overall firing rate about the same
close to that generated by the true model, passes the KS test, but the chi-square p-
value is very small at 1.5 × 10−6. While the overall pattern of rescaled interspike
intervals doesn’t show lack of fit, the rescaled spikes are more concentrated at low
mark values and less concentrated at high mark values. This example illustrates
the importance of having multiple goodness-of-fit approaches to characterize different
features of the data that may be captured or misspecified by a model. In this example
both the KS analysis and the Pearson chi-square test are enabled by time-rescaling
of the marked point process.
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Figure 4·3: Goodness-of-fit analysis for simulated data based
on four candidate models: The top panels show the rescaled spikes
(blue) and region, R (red), and the p-values for the chi-square test;
the lower panels show KS plots and corresponding p-values. The mod-
els are (left panel) true model, (next two panels) true model λ(xt,m)
scaled uniformly by 0.56 and 1.6, and (right panel) true model whose
components ac, c = 1, 2 scaled separately by 0.56 and 1.6, respectively.
The last model roughly preserves overall firing rate. KS plots detect the
correctness of the firing rate irrespective of mark value, while the Pear-
son chi-square test characterizes how well the model captures mark
structure of the joint mark intensity, which explains why the middle
two wrong models still pass the Pearson chi-square test, while the last
model passes the KS test.
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4.4 Data analysis
We analyzed recordings from tetrodes placed in the CA3 region of hippocampus
of a rat traversing a W-shaped environment, performing a continuous alternation
task. Spikes were detected offline by choosing events whose peak-to-peak amplitudes
were above a 40µV threshold in at least one of the channels. For each spike the
peak amplitudes across each electrode channel were used as a 4-dimensional mark.
Some spikes with lower amplitude peaks may include events whose origin may not be
from well-isolated neurons sought in traditional spike-sorting, and may well simply
be electrical noise. These spikes are referred to as ”hash spikes”, and exist on a
continuum extending below the single channel threshold often used for spike detection.
In our clusterless population model, we include these hash spikes. We model the joint
mark intensity using a mixture of Gaussians
λ(t,m) = (4.18)
M∑
c=1
λc exp
[
−(xt − fc)
2
2σ2c
− (m− µc)
TΣc(m− µc)
2
]
where M is the number of Gaussian components, xt is the position of the animal, m is
the four-dimensional mark vector, and fc, σ
2
c and µc, Σc are the means and covariances
in position and mark spaces, respectively. The parameters were all estimated using a
Gibbs sampling procedure (Geman and Geman, 1984; Gelfand and Smith, 1990).
Fig. 4·4 shows the mark data from a single example tetrode. Fig. 4·4B shows
the time and position of occurrence of unsorted spikes, tracing out the path a rat
traveled in the maze. Fig. 4·4C, right, shows the mark value of each spike, the spike
peak amplitude on each channel, as a function of time. Spikes are seen to occur
preferentially at certain times, indicating place specific firing from one or more neu-
rons. Fig. 4·4C, left, shows the 5-dimensional joint mark intensity function, estimated
based on Eq. 4.18, displayed two dimensions at a time. The rightmost column shows
the place-specific firing structure, while the rest of the rows show various projections
of the spike waveform features familiar to practitioners of manual spike sorting.
Fig. 4·5 shows the results of a time-rescaling analysis of the joint mark intensity
function shown in Fig. 4·4C. The scatter plot in Fig. 4·5A shows the corresponding
rescaled times and marks for each channel. Here, we do not expect the time-rescaled
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spikes to appear uniform for each 2D projection, since the other mark dimensions on
which the rescaling depends have been collapsed, leading to high density at shorter
times. The KS plot in Fig. 4·5B shows that the rescaled spikes stay in the 95% con-
fidence bounds, suggesting that the model captures the structure of the overall firing
rate well. We also performed the Pearson chi-square test by counting the number of
spikes occurring within non-overlapping subsets of the 5-dimensional bounded region
of the mark space. Dividing the bounded region into subsets where the expected
number of spikes is at least 10, we obtained 93 regions for the entire bounded region,
giving a p-value of 1.1×10−12, suggesting poor fit of the mark-dependent features. A
possible culprit of this is a poor fit is the hash spikes, which require the choice of an
arbitrary threshold for the peak-to-peak height, often resulting in a visible cutoff in
their distribution. Comparing the spikes to the fitted joint mark intensity function
for channel 1 vs. 4 in Fig. 4·4C, for example, we see where the fitted function clearly
does not coincide in the lower amplitudes with the spikes, a consequence of using the
mixture of Gaussian intensity model. To investigate this possibility, we performed
another Pearson chi-square test, this time only including regions that contained no
hash spiking. The resulting p-value of 0.015 still suggests model lack of fit, but a
substantial improvement over the full model. In this example, the goodness-of-fit
analysis based on time-rescaling has allowed us to characterize features of the data
that are explained well by the models, features that are not captured, and how the
model might be refined to improve goodness-of-fit.
4.5 Discussion
In this paper, we developed a general toolbox for assessing statistical models of neural
populations based on a generalization of the time-rescaling theorem. Given techno-
logical advances in neural data acquisition, experiments involving multiple electrodes
have now become standard in the practice of neuroscience, making these neural pop-
ulation models of great interest. Understanding these network structures sheds light
on how groups of neurons interact with, react and respond to one another and help
define possible functions of regions of the brain (Chen et al., 2011; Macke et al., 2011).
In addition, the prevalence of multiunit data has brought into question the necessity
of spike sorting in every neural population analysis. While many population analyses
begin with a spike sorting step and a characterization of the receptive field properties
of each sorted neuron, multiple recent experiments have explored the power of clus-
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Figure 4·4: Unsorted spikes and their marks from rat CA3
as it traverses a W-shaped maze, and fitted mark intensity
function: A. Schematic of the maze. There are 4 landmarks, the home
well H, the choice point C and the left L and right R reward wells. B.
Timing and location of all observed spikes in the 1-dimensional position
representation. C. Left, the fitted joint mark intensity function and
spikes, shown in all combinations of 2-dimensional projections. Orange
dots are spikes, and the darker color shows higher intensity. Right,
timing and mark (spike amplitude) in each of the tetrode channels of
observed spikes. The clustering of spikes in time is a consequence of
place-specific firing.
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Figure 4·5: Rescaling analysis for unsorted spikes and their
marks from rat CA3: A. Time-rescaled spikes in each of the 4 tetrode
channels. The same spikes appear in each of the 4 panels at the same
rescaled time, but at different mark values. B The corresponding KS
plot.
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terless population models (Kloosterman et al., 2014; Deng et al., 2015). Therefore it
is valuable to have goodness-of-fit tools that can apply equivalently to both sorted
and clusterless population models.
A fundamental challenge in assessing the goodness-of-fit of models of spiking sys-
tems is that the timing of each spike has its own distribution, based on many factors
that can include coding of dynamic biological and behavioral variables, past spiking
history, network effects, and adaptation. The time-rescaling theorem allows us to
take any candidate model, and all the dependence structures it describes, and rescale
the spikes in such a way that, if the model is correct, they should become samples
from a simple uniform distribution. We can then use well-established methods for
assessing uniformity to assess the quality of the original model used for rescaling.
Furthermore, by taking only the rescaled spike times and disregarding the marks, we
can generate a new univariate spike train and use the many existing goodness-of-fit
tools for individual spike trains to assess the quality of the joint mark intensity model.
An important feature of this general time-rescaling theorem is that not only are the
spike times rescaled, but the observation interval [0, T ] is also rescaled for each possible
mark value. Since a joint mark intensity model can depend on other stochastic
processes (such as its own history or the biological and behavioral variables encoded by
the population), the intensity is itself a stochastic process, and therefore the rescaled
observation region is also stochastic. Therefore, the assessment of uniformity is based
both on the rescaled spike times and the rescaled region.
We illustrated our approach via two simulations as well as an application involving
place cell spiking activity from the CA3 region of the hippocampus in a rat perform-
ing memory guided navigation task on a W-shaped maze. In the first simulation, we
implemented the goodness-of-fit tests in three different model fits: the true model,
a model intentionally missing history-dependence, and a model for which the mark
corresponds to one of two labels given by spike sorting. As expected, the results
indicated proper fit with the true model, and a lack-of-fit in both the model missing
history dependence as well as the sorted model. This demonstrated the ability of
the approach to discern different reasons for lack of fit. Importantly, we could assess
the quality of fit for both sorted and clusterless spiking models and determine the
degree to which sorting affected the model fit. In our second simulation, we demon-
strated that distinct goodness-of-fit measures, both based on the same time-rescaling
approach, could be used to determine different aspects of the model fit quality. In-
correctly scaling the intensity uniformly over all marks led to lack of fit evidenced
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by the KS plot but not the assessment of uniformity; differentially scaling subsets of
mark values, as might occur with a model that misspecified the receptive fields of
particular neurons, led to lack of fit evidenced by lack of uniformity.
In our real-data example, we used a 4-dimensional mark representing the wave-
form peak amplitudes across a tetrode to exhibit the ability to generalize to more
complicated mark spaces. The fit of a Gaussian mixture model with no history de-
pendence captured much of the temporal structure, as evidenced by the KS plot, but
perhaps fit the spikes in some mark regions better than others, as suggested by the
analysis of uniformity. A follow-up analysis, suggested that the model may not be
capturing the hash spikes as well as the higher amplitude spikes.
In this paper we focused on two goodness-of fit measures that could be applied to
the rescaled spike times and marks, a Pearson chi-square test comparing the expected
and observed number of spikes in subsets of the rescaled observation region, and a KS
plot analysis based on rescaling the rescaled spike times again based on the expected
rescaled spiking rate. However, there are a variety of other goodness-of-fit tools avail-
able after rescaling that could also be used, either instead of, or to compliment these
analyses. For example, a well-studied statistical approach for assessing uniformity is
based on Ripley’s K-function (Ripley, 1977). This function, K(x, r), is defined as the
expected number of points within a ball b(r) with radius r centered at x. For uniform
rescaled spikes, this function should grow as rd, where d is the dimension of the mark-
time space. We can compute the empirical K function, Kˆ(r) = 1
n
∑
i 6=j Idij < r/n,
where dij is the Euclidean distance between rescaled spikes i and j, and Idij < r is
equal to 1 if that distance is less than r, and otherwise 0. We can then compare the
empirical K function to the theoretical one under a uniform model to assess the qual-
ity of our original model. We can also construct confidence intervals for the estimated
function and compute a corresponding p-value via Monte Carlo simulations (Badde-
ley et al., 2005). A variety of other well-documented and tested methods are also
available (Petrie and Willemain, 2013) and could be used interchangeably with those
we specifically mention in this paper. A few examples include those that perform a
two-sample test on a subsample of points in a high-density region and a subsample
in a low-density region (Jain et al., 2002), or those that consider the distribution of
distances from points to the boundary of support, both in the case of known support
(Berrendero et al., 2006) and unknown support (Berrendero et al., 2012).
There are a number of extensions and avenues for future exploration for this
goodness-of-fit framework. In the simulations, we provided examples of how assess-
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ments based on time-rescaling could be used to help identify areas of lack of fit, and
to suggest refinements to population spiking models. The ways in which different
measures might be used for model refinement should be explored in more detail, and
specific recommendations could be made about the best measures to use to identify
particular features that should be added or altered in a model. Also, in our examples,
we limit the standard point process goodness-of-fit analysis to KS plots but with the
appropriate adaptations and generalizations, one could also employ other common
techniques such as the QQ plot, autocorrelations of rescaled wait times, or a Fano
Factor analysis to assess dispersion.
Another possible extension might focus on mark rescaling rather than time-rescaling.
We could retain the observed times of each spike, and modify each spike mark to pro-
duce uniform spikes over a stochastic region with a fixed temporal extent, but random
mark boundaries. For a one-dimensional mark, this could be achieved by replacing
the mark of the ith spike, mi, with the integral
∫ mi
0
λ(ti,m)dm (Merzbach and Nu-
alart, 1986). An advantage of such an approach would be that the spike times would
remain the same and be interpretable. For example a cluster of points at a particular
time point might suggest model lack of fit specific to that time. However, since the
temporal pattern of spikes would be unchanged, it would still retain all the temporal
dependence structure in the original data. Additionally, how to best rescale in general
mark spaces is still unknown.
Additional research could also be done on improving the computational burden
of these methods in high dimensional mark spaces. While the rescaling of times
is based only on the number of spikes, not the dimensionality of the marks, the
computation of the boundary of the stochastic region will grow in complexity with
the mark dimension. There may be multiple ways to deal with this, including methods
of efficiently approximating the boundary assuming smoothness of the intensity, or
goodness-of-fit measures that are less sensitive or do not require direct knowledge of
the full boundary.
With this method, we provide model assessment tools that can be used appropri-
ately for both population models and sorted models and and help collect more detailed
information on their respective fits. In this way, researchers can better understand the
advantages and disadvantages posed by population and single-unit modeling. Ulti-
mately, this could provide significant insights into the question of when neural network
structures can be better understood with spike sorting or direct ensemble modeling.
Additionally, as experiments head in more complex directions and datasets become
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richer, modeling methods will need to improve and develop alongside them. For re-
searchers to maintain confidence in any conclusions drawn from the application of
a particular modeling approach, a corresponding goodness-of-fit toolset is essential.
Here, we present a general goodness-of-fit approach that can assess and indicate areas
of lack-of-fit for a wide variety of population spiking models, enabling researchers to
gain more understanding and insight into the increasingly complex data structures
being made available in neuroscience.
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Chapter 5
Conclusions
5.1 Summary of the thesis
The contributions of our thesis to the statistical analysis of neural spiking activity
come in several aspects. First, we provide a mathematical framework to define com-
plicated neural phenomena. For example, in Chapter 3 we provide a mathematical
definition of what constitute a hippocampal ripple replay event, and provide a state-
space framework to integrate information from multimodal sources to identify whether
a replay event is happening or not. We develop efficient computational approaches
for estimation in cases where general estimation has been difficult. We propose a
SMC approach to estimate parameters and state variables of dynamic processes from
first-passage times only in Chapter 2, and propose a novel semi-latent state-space
framework to estimate the relay trajectories consistent with the hippocampal spiking
patterns similar to those observed during the rat’s active exploration in Chapter 3.
Specifically, We start from understanding the generating mechanism of single neuron
spikes in Chapter 2, to characterizing the information content of population neu-
ral spiking patterns in Chapter 3, and ends by proposing goodness-of-fit analysis of
population spiking model fit analysis in Chapter 4.
In chapter 2, we propose a SMC method to estimate both parameters and unob-
served stochastic processes of dynamic neural models from spike train only. We show
that it an efficient, flexible, and easy to implement numerical method and requires
little knowledge of stochastic processes and statistics. Knowing the 1-step prediction
distribution density of the neural spiking model, we can plug it into the set of iterative
forward and backward formulas we derived and simulate model trajectories consistent
with observed spike times, and obtain numerical approximations of the expectation of
the model parameters and the unobserved process. We investigate the performance
of this approach on a LIF model (or OU process in probability theory), while our
method and discussion several directions of extension and generalization.
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In Chapter 3, we develop a general state-space model to identify and characterize
information related to the phenomenon of hippocampal replay. We construct a novel
state-space model that enables us to identify whether replay is occurring, and if so to
estimate the movement trajectories consistent with the observed neural activity, and
to categorize the content of each event. We applied the developed filter algorithm to
data from a rat performing a memory guided navigation task on a W-shaped maze.
In Chapter 4, we present a general time-rescaling theorem for marked point pro-
cesses, and implement it to develop a general goodness-of-fit framework for neural
population spiking models. We investigate the framework through both simulations
and a real data application. Note that our framework enables people to explore
marked point process modeling that considers the history effect from both the previ-
ous spike times and the waveform feature information.
In summary, we demonstrate a way in which large scale, high dimensional, dynam-
ical, and partially observed data sets can be handled within the statistical framework,
and what the statistical techniques should be. That is, we provide a path of deal-
ing with complex scientific phenomena and integrate them into a common statistical
framework.
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Appendix A
Appendix
A.1 1-step backward derivation
Given p(Vk|Vk−1), we want to derive p(Vk|Vk+1, V0 = 0, V1:T−1 < s, VT = s). By Bayes’
rule
p(Vk|Vk+1, V0 = 0, V1:T−1 < s, VT = s)
∝p(Vk, Vk+1|V0, V1:T−1 < s, VT = s)
=p(Vk+1|Vk, V0 = 0, V1:T−1 < s, VT = s)p(Vk|V0 = 0, V1:T−1 < s, VT = s)
=p(Vk+1|Vk, Vk+1:T−1 < s, VT = s)p(Vk|V0 = 0, V1:T−1 < s, VT = s) (A.1)
Also,
p(Vk+1|Vk, Vk+1:T−1 < s, VT = s)
=
p(Vk+1, Vk|Vk+1:T−1 < s, VT = s)
p(Vk|Vk+1:T−1 < s, VT = s)
=
p(Vk|Vk+1, Vk+1:T−1 < s, VT = s)p(Vk+1|Vk+1:T−1 < s, VT = s)
p(Vk|Vk+1:T−1 < s, VT = s)
=
p(Vk|Vk+1)p(Vk+1|Vk+1:T−1 < s, VT = s)
p(Vk|Vk+1:T−1 < s, VT = s)
(A.2)
p(Vk|VK+1) is the known 1-step backward prediction density, p(Vk+1|Vk+1:T−1 < s, VT =
s) is the backward density given upper boundary. By Chapman-Kolmogorov equa-
tion, we have
p(Vk|Vk+1:T−1 < s, VT = s) =
s∫
−∞
p(Vk|Vk+1)p(Vk+1|Vk+1:T−1 < s, VT = s)dVk+1 (A.3)
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The second term in the integrand is just the backward density from time step k + 1,
thus we can calculate it iterative backwardly.
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