Abstract-Optimal power flow (OPF) is a key tool for planning and operations in energy grids. The line-flow constraints, generator loading effect, piece-wise cost functions, emission, and voltage quality cost make the optimization model non-convex and computationally cumbersome to solve. Metaheuristic techniques for solving the problem have emerged as a promising solution to solve the complex OPF problem. Recently, the water cycle algorithm (WCA), a method inspired by the observation of the water cycle process and the surface run-off model was proposed for solving optimization problems. This paper proposes an improved version of WCA that uses the concept of sharing global and local information among individuals to improve the exploitation ability compared with the standard WCA. The so called fully informed WCA (FIWCA) is tested against standard WCA and other metaheuristic techniques studied in the literature on IEEE 30 and 57 bus systems for various scenarios. Comparison and discussion regarding the performance and reliability of the metaheuristics approaches studied in literature are discussed. The obtained optimization results show that the better performance of proposed FIWCA comparing with the WCA and other algorithms especially in term of stability performance over replications. Consequently, it emerges as a tool for solving OPF in a reliable and efficient manner.
I. INTRODUCTION
T YPICALLY, an optimal power flow (OPF) problem determines the values of grid operating or planning decision variables by solving a non-convex and nonlinear optimization problem [1] with underlying physical and operating constraints. The non-convex and nonlinear terms in the OPF optimization model are due to power flow conditions, generator loading effects, voltage cost, piecewise cost function and emission cost. This makes the OPF problem computationally intensive to solve and, usually, determining the globally optimal solution is a time-consuming process. In literature, the mathematical programming approaches such as linear programming [2] , quadratic programming [3] , mixed integer programming [4] , nonlinear programming [5] and Newton-based approaches and interior point methods [6] have been developed and employed to solve the OPF problem. However, these approaches usually provide a feasible solution, rather than a global one [7] . To overcome the computational difficulty as well as to obtain a global solution, meta-heuristic approaches such as genetic algorithms (GA) [8] , simulated annealing (SA) [9] , particle swarm optimization (PSO) [10] , ant colony optimization (ACO) [11] , and others have been studied in the literature.
Owing to the ability of these meta-heuristic techniques in finding global or near-global optimum of complex constrained optimization problems, their applications in electrical networks and specially planning and scheduling problems such as power allocation, load management, economic dispatch, and the OPF have been attracted researchers in recent years. For instances, using the evolutionary optimization methods such as SA [12] , PSO [13] , fuzzy GA [14] , biogeography based optimization (BBO) [15] , teaching-learning based optimization (TLBO) [16] , efficient evolutionary algorithm (EEA) [17] , glowworm swarm optimization (GSO) [18] , and hybrid differential evolution and harmony search algorithm (Hybrid DE-HA) [19] .
However, since these approaches use meta-heuristics, performance improvements in these algorithms are sought to make them more deterministic and optimal. More recently, the water cycle algorithm (WCA), an optimization algorithm inspired by the water cycle process and observation of how streams and rivers flow into the sea, has been implemented for finding better optimal solutions of power flow optimization problems [20] . Typically the WCA simulates the surface run-off process, i.e., one of the main phases in the water cycle process observed in nature, as updating formulation for generating new individuals during iterative optimization process [21] .
So far, many applications in different fields of research have utilized the efficiency of WCA for solving complex optimization problems in the literature. For instance, some modified versions of WCA have been implemented in different applications such as rough set theory [22] , detecting optimum reactive power dispatch problems [23] , optimal operation of reservoir systems [24] and antenna array pattern synthesis [25] . While improvements on WCA continue to evolve, its use in solving OPF problem has also not been explored.
First introduced by Eberhart and Kennedy [10] in 1995, the swarm optimization methods play an important role as the nature-inspired meta-heuristic optimization tools. Each of these algorithms is mainly induced by a phenomenon in nature such as fish schooling or bird flocking. In the canonical PSO algorithm every individual particle learns to update its velocity using the influence of the particle with the best so far obtained solution as well as the best obtained solution obtained by itself.
The idea of population organization and structure in swarm algorithm was first presented in [26] . Recent works show [27] . the significant impact of population structure and topology in improving the performance of these algorithms [27] - [29] . Figure 1 demonstrates the most common population topologies in particle swarms and how each individual communicate with other members during the exploitation phase of swarm algorithms [27] . Implementing the new communication topologies into the classical PSO results in new optimization new optimization meta-heuristics which aim to improve the performance of original algorithm by modifying the transferred information among individuals. Mendes et al. proposed a fully informed particle swarm optimization (FIPSO) [30] in which every particle's update strategy is influenced by all other members in the swarm. Some other algorithms also have been proposed based on the other communication topologies such as Firefly Algorithm (FA) [31] , [32] which benefits from ring/cluster topology or glowworm swarm optimization (GSO) [33] in which every individual is influenced only by its betterperforming neighbors within a specific radius. Therefore, considering the similarity between these algorithms and FIPSO, all these techniques can be represented as a family of Fully informed swarm (FIS) algorithms [34] .
Since communicating with all the swarm members may cause to considering redundant information, some FIS algorithms are proposed to utilize a more efficient of information from the neighbors instead of absorbing complete information of all the swarm members [35] - [37] .
Owing to the population-based properties of water cycle algorithm (WCA), communication topology among the individuals plays an important role in this optimization algorithm. The population individuals classified into three categories of sea, rivers and streams in which sea is a stream with the best solution and rivers are the next best solutions among the streams. Each stream may flows toward one of the rivers or sea, i.e. influenced by the information from only one of the rivers or sea, and the rivers may only flow towards the sea means that the each stream receives the information only from one of the rivers and/or sea and the rivers only communicate with the sea during the exploitation phase.
This investigation proposes an improved WCA that uses the idea of sharing global information among individuals during the exploitation phase, i.e. every stream benefits from the information not only from its allocated river/sea but also from all other rivers/sea during the exploration phase. Consequently, the proposed approach provides diversity in the selection of solution and eliminates the possibility of getting trapped at local optima, thereby enhancing the efficiency and accuracy of the algorithm significantly.
In the original WCA populations are clustered into a few sets, so we utilize this feature in the fully-informed algorithm and instead of using a complete communication topology among all the streams, only consider the information from the leader of each cluster, i.e. rivers or sea which leads to a more efficient algorithm in term of computation complexity while obtaining a higher performance toward finding the global solution.
The main contributions of this investigation are: (i) proposing a novel WCA with the concept of exchanging global and local information among individuals in the population, i.e. fully informed water cycle algorithm (FIWCA), (ii) solving the OPF problem considering nonlinearities introduced due to generator loading effect, line-flows, piece-wise cost, voltage quality cost and emission cost, and (iii) comparing the performance of the FIWCA with other meta-heuristic techniques including the traditional WCA for IEEE 30-bus, 57-bus test case, and renewable resources integrated 30-bus test case. Looking at obtained optimization results, the proposed FIWCA emerges as a promising technique for solving OPF with nonlinear cost/constraints and has the ability to reach the global optimum within a more reasonable time than existing techniques. This paper is organized into 5 sections as given follows. The optimization model of the OPF and the different components are explained in Section 2. The proposed fully informed water cycle algorithm (FIWCA) is presented in Section 3 along with standard WCA. The optimization results, comparisons and discussions are provided in Section 4 for two reported test systems under different scenarios. Finally, conclusions and future research are given in Section 5.
II. PROBLEM FORMULATION Consider an n-bus electric power system in which N = {1, 2, . . . , n} shows the set of all buses and L denotes the set of all lines where (l, m) ∈ L shows the line connecting bus l to bus m. The optimal power flow (OPF) problem tries to minimize an objective function, J(x, u), (e.g., generation cost) subject to several equality and inequality constraints, where x is the state vector of dependent variables including the slack bus real power output, P G1 , load bus voltages, V Dk , generators reactive power outputs, Q Gk , and the transmission lines apparent power, S lm . Vector u shows the set of independent variables that contains the generators voltage V Gk , generators real power outputs, P Gk , except for the slack bus, P G1 , transformer tap settings, T lm , and shunt VAR compensations, Q Ck . The OPF problem deals with two groups of constraints including equality and inequality constraints given in the following subsections.
A. Equality Constraints
The equality constraints representing typical load flow equations are given as follows:
where P Gk is the active power generation and Q Gk is the reactive power generation at bus k-th and NB is the number of buses. G ik , B ij , and are conductance, susceptance, and phase difference of voltages between bus k-th and bus i-th, respectively. The active and reactive load demands at bus k-th are represented by P Dk and Q Dk , respectively.
B. Inequality constraints
Inequality constraints include a set of system operating constraints, which are given as follows. Note that the superscripts "min" and "max" denotes the lower and upper limits of the intended variable.
1) Generator constraints: the generator real and reactive power outputs and generator voltage are bounded as given follows:
2) Transformer constraints: The transformer tap settings are restricted by their lower and upper limits as given follows
3) Shunt VAR compensator constraints: The shunt VAR are bounded by their limits defined as provided follows:
4) Security constraints: The security limits include a set of constraints on load buses voltages and transmission lines powers given as follows
The intended OPF problem is then min J (9a) subject to (9b)
The set of independent variables, i.e. control variables u, contains the generator voltage V Gk , generator active power outputs P Gk , except for the slack bus P G1 , transformer tap settings T lm , and shunt VAR compensations Q Ck .
III. WATER CYCLE ALGORITHM USING THE CONCEPT OF GLOBAL INFORMATION
In this section, the standard Water Cycle Algorithm (WCA) and an improved WCA are described in details. Subsequently, Fully informed WCA, denoted as FIWCA, is proposed by equipping the standard WCA with the concepts of moving strategies toward the best solutions. In order to explain the FIWCA, first, the whole processes of WCA are given in the following section.
A. Standard Water Cycle Algorithm
The water cycle algorithm (WCA), as a meta-heuristic optimization technique, which emulates the natural water flow process first has been presented in [20] . The algorithm initiates with the rain or precipitation phenomena by generation of a random population of design variables, or the streams population between lower and upper bounds. Then, the best stream, i.e. the stream with the minimum objective function value (for minimization problems) is selected as the sea.
Afterward, a set of streams with the closest objective values to the best objective value are selected as the rivers. Note that it is assumed that the remaining streams move toward the rivers and sea. Now let's see the mathematical explanation of the water cycle algorithm. Let us assume the 1 × D dimensional array as a candidate solution (i.e., stream)
where D is the number of design variable. Hence, the initial randomly generated population can be represented by an N pop × D matrix as given follows
where N pop is the population size. To choose the rivers and sea, first of all the cost value of every generated population, i.e. every stream, need to be determined. The cost of every stream X i is calculated by evaluating the problem cost function for that stream as given follows
A user parameter which is summation of number of rivers and sea so called N sr is selected. Among this set, the individual stream with the smallest objective value is selected as the sea and the others are chosen as the rivers, given in the following equations
Therefore, the population of streams that flow towards the rivers and sea is given as follows
In fact (15) which is a part of the total population with the size of N Stream , (14) . The sea and every river absorb water from the streams. As a matter of fact, water is flowing from streams toward the rivers and the sea by its own nature. The amount of water flow that enters a river or/and sea is different from one stream to another. The rivers also flow towards the sea which is in the deepest location. Therefore, the group of streams designated for every river and sea is determined by the following equation [21] 
where N S n is the number of streams which move toward the specific rivers and sea, i.e. N S 1 is the number of streams move toward the sea and N S 2 , . . . , N S Nsr are the number of streams that flow toward their corresponding rivers.
As it can be observed in nature, raining and precipitation build the streams and the rivers are created by joining the streams to each other. Some of the streams might even move to the sea, directly. Eventually, all the streams and rivers reach the sea which is considered as the current best solution. Fig. 2 illustrates the process of WCA in which diamond, stars and circles represent the sea, rivers and streams, respectively. The black circles and stars show the current position of streams and rivers and the white ones denote their new position at the next iteration [20] .
B. Fully Informed Water Cycle Algorithm
In the standard WCA, each stream corresponds to one of the rivers and/or sea without considering the influence of other rivers and the sea. The rivers also just consider the sea as their reference to exchange information for flowing. In this section, a fully informed water cycle algorithm has been proposed which every stream receives the influence of all rivers and/or sea as the information reference for the flowing and updating the new positions. The information in rivers flows not only to the sea, but these information flows can also be affected by all rivers and the sea to update their new positions and to intensively exploit the searching space. Fig. 3 displays the schematic view of the movement process used in FIWCA. Now, mathematical explanations of updating the streams and rivers positions can be expressed. Let us assume N pop is the total number of streams, of which N sr − 1 are selected as the rivers and one individual is chosen as the sea. Let − → (·) represent a vector, the new position of streams and rivers are then given as follows
where 1 < C < 2 as proposed in [20] . For the best performance C can be equal to 2,"rand" is a uniformly distributed random number between 0 and 1, t is the iteration index, and i is the number of individuals. Note that (18a) defines the new position for the streams that directly move toward the sea, see Fig. 3a , in the same way as the one used in standard WCA [20] and (18b) shows the new position for the streams which flow toward the rivers, not only its corresponding river, see Fig. 3b . In fact, in (18b), a stream flowing to the river, has been influenced not only by its specific river, but other rivers are also affecting the stream to provide full information of all the rivers for its new position. (18c) represents the new position of every river by considering the influence of the sea and all other rivers, see Fig. 3c . Note that whenever the cost value of any stream becomes better (smaller) than the cost value of its corresponding river, the status of that stream and river are exchanged, i.e. the stream turns into a river and the river becomes a stream. The same replacement will occur between a river and the sea. In order to avoid getting trapped in local optima, the evaporation process has been introduced [21] . In nature, the evaporation process occurs as the streams and rivers run toward the sea, which leads to new precipitations.
The evaporation condition in the WCA is defined by whether any stream or river gets close enough (using Euclidian distance) to the sea. This idea is implemented in the standard WCA and FIWCA by the following criteria for the rivers flowing into the sea as well as the streams flowing into the sea, respectively, given as follows [21] if
Perform precipitation process using (19) . end if 
Update the position of stream directly toward the sea using (18a).
5:
Calculate the objective function of the newly generated stream. 6: if "Objective(N ew Stream) < Objective(Sea)" then 7:
"Sea = New Stream". Update the position of stream to its corresponding river while considering the information flow from the other rivers using (18b).
10:
Compute the objective function value of the newly generated stream.
11:
if "Objective(N ew Stream) < Objective(River)" then 12:
River = New Stream. 13: if "Objective(River) < Objective(Sea)" then 14:
"Sea = River". 15: end if 16: end if 17: Update the position of river to the sea while considering the information flow from other rivers using (18c).
18:
Compute the objective function value of the newly generated river. 19: if "Objective(N ew River) < Objective(Sea)" then 20:
"Sea = New River". 21: end if 22: end for 23: %% Evaporation Condition for rivers 24: for "i = 1 :
Create new streams and a river (the best one) using (19) . 27: end if 28: end for 29: %% Evaporation Condition for streams who directly flow to the sea 30: for "i = 1 : N S 1 " do 31:
Create New streams using (19) and the best one is considered as the sea. 33: end if 34: end for 35: Reduce the d max using (20) . 36 : end while 37: return Post-process the results and visualization.
. . , N S 1 then Perform precipitation process using (19) . end if which states that if any river (stream) gets closer than d max to the sea, then the evaporation process occurs. After the evaporation condition is satisfied, it is required to randomly form the new streams in a different position between lower and upper bounds. This phenomenon happens by the precipitation process which provides a new sub-population for which the best stream becomes the river (sea) and the other streams moves toward this river (sea). Indeed, the evaporation and raining process help in the exploration phase of the WCA. The location of newly generated sub-population of the corresponding evaporated river (stream) can be specified as follows
in which −→ LB and − − → U B represent the lower and upper bounds of the optimization problem, respectively. Since large values of d max cause extra exploration and very small values lead to the search gravity around the sea, i.e. more exploitation, thus, this parameter, d max , may directly affect the search intensity near the sea. For the sake of convergence, it is recommended in [21] to decrease the value of d max adaptively as given follows
Furthermore, Algorithm 1 shows the pseudo-code of FIWCA in details.
C. Constraint Handling and Feasibility Rules
The OPF problem includes a set of constraints on the independent or design variables, such as generators active power outputs and generators voltages, and a set of constraints on the dependent variables, such as line power flows, generators reactive power outputs, and voltages of non-generators buses. The optimization tools and techniques have to be able to handle all these constraints.
Here, the proposed FIWCA utilizes different procedures to maintain each of these groups of constrains to maintain the feasibility of the candidate solutions at each iteration.
To handle the constraints on the design variables which are directly considered by the FIWCA, the following rules are defined [38] :
• Rule 1: Between any two feasible candidate solutions the one with the best objective function value is preferred. • Rule 2: Any feasible candidate solution is preferred to any infeasible candidate solution.
• Rule 3: Infeasible solutions containing slight violation of the constraints (from 0.01 in the first iteration to 0.001 in the last iteration) are considered as feasible candidate solutions.
• Rule 4: Between two infeasible solution the one with the lowest sum of constraint violation is preferred. As discussed, the OPF problem also includes a set of constraints on the independent variables which are not directly considered in the proposed algorithm. To overcome these constraints, the penalty function approach is utilized, i.e. a penalty function of the each constraint violation is defined and added to the original objective function with a large penalty multiplier.
IV. OPTIMIZATION RESULTS
The proposed FIWCA and WCA have been implemented in OPF problems for the IEEE standard 30-bus and 57-bus test systems to obtain better optimal solutions using the proposed improved version and also for the sake of comparison among previous works. The optimization methods considered in this paper have been coded in "MATLAB" and solved on an "Intel 3.40 GHz" computer with "8 GB of RAM". For the original WCA and the fully informed WCA, the population size and the maximum iteration number are fixed to 200 and 100, respectively, i.e. the maximum number of function evaluation of 20,000, in order to have a fair comparison with other algorithms. All numerical test systems are performed for 50 independent replications. Note that in the FIWCA and WCA, the total number of sea and rivers, N sr , is considered as 5.
In the literature, a variety of meta-heuristic optimization techniques have been studied for the OPF problems. In this work, the following optimizers have been considered: shuffled frog-leaping algorithm (SFLA) [16] , constant inertia particle swarm optimization (CI-PSO) [39] , dragonfly algorithm and particle swarm optimization (DA-PSO) [40] , teaching-learning based optimization (TLBO) and Levy TLBO (LTLBO) [16] , multi-objective TLBO (MOTLBO) [41] , particle swarm optimization and gravitational search algorithm (PSOGSA) [42] , grey wolf optimizer (GWO) and developed grey wolf optimizer (DGWO) [43] , enhanced differential evolution (Enhanced DE) [44] , artificial bee colony (ABC) [45] , Jaya algorithm [46] , evolving ant direction differential evolution (EADDE), efficient evolutionary algorithm (EEA), enhanced GA for decoupled quadratic load flow (EGA-DQLF) [47] , glowworm swarm optimization (GSO) [18] , hybrid differential evolution and harmony search algorithm (Hybrid DE-HS) [19] , modified sine-cosine algorithm(MSCA) [48] , bare-bones multi-objective particle swarm optimization (BB-MOPSO) [49] , biogeography-based optimization (BBO) [50] , chaotic self-adaptive differential harmony search algorithm (CSA-DHS) [51] , modified non-dominated sorting genetic algorithm (MNSGA-II) [49] , hybrid differential evolution and pattern search (DE-PS) [52] , modified particle swarm optimization (MPSO) [53] , [54] , improved particle swarm optimization (IPSO) [55] , differential search algorithm (DSA) [56] , hybrid modified PSO-SFLA (HMPSO-SFLA) [57] , gravitational search algorithm (GSA) [58] , linearly decreasing inertia weight PSO (LDI-PSO) [45] , harmony search algorithm (HSA) [59] .
A. IEEE 30-bus Test System
The IEEE 30-bus test system, as shown in Fig. 4 , has six generators fixed at buses 1, 2, 5, 8, 11, and 13, four transformers with the off-nominal tap ratio at lines 6-9, 6-10, 4-12, and 28-27. Load data and line data for the IEEE 30-bus test system can be found in [13] . According to the literature [13] , buses 10, 12, 15, 17, 20, 21, 23, 24 , and 29 are considered as shunt VAR compensation buses. The minimum and maximum limits on control variables can be found in Appendix, Table XI. The proposed FIWCA is implemented on OPF problem with different objective function scenarios to evaluate its effectiveness, as presented in the following subsections.
1) Case 1: Minimization of Quadratic Fuel Cost: In this case, the objective function of the OPF problem is to minimize the total generation fuel cost by defining a quadratic objective function J 1 as given follows
where P Gi and f i are the output power and the generation fuel cost of i-th generator, respectively, and c i0 , c i1 , and c i2 are the cost coefficients of the i-th generator which can be found in Appendix, Table XII. The optimal values of design variables for Case 1, achieved by the proposed FIWCA, can be found in Table I . The total generation fuel cost achieved by FIWCA is $798.8608 per hour, while the total emission and power losses are 0.3661 ton per hour and 8.5719 MW, respectively. Comparison of the optimized fuel cost using the FIWCA along with the other reported optimization methods is tabulated in Table II. By observing Table II , the minimum total fuel cost obtained by FIWCA shows better stability in terms of statistical results where the average fuel cost for FIWCA is $798.8609 per hour. The best attainable results of Case 1 have been highlighted in bold in Table II. 2) Case 2: Improvement of Voltage Profiles: One of the critical variables of any power flow system, closely correlated [16] 802.2100 N/A N/A DA-PSO [40] 802.1241 N/A N/A MTLBO [60] 801.8925 801.95 N/A PSO [16] 801.8900 N/A N/A PSOGSA [42] 801.4986 N/A N/A GWO [43] 801.2590 802.6630 804.8980 Enhanced DE [44] 801.2300 N/A N/A ABC [45] 800.6600 800.8715 801.8674 Jaya [46] 800.4986 N/A N/A DGWO [43] 800 with the stability and security of the power system, is bus voltages of the grid. Hence, improving the quality of the bus voltage profiles and keeping them close to the reference value of 1.0 p.u. can be considered as one of the desired goals of OPF problem. In this case, the improved algorithm has been implemented to minimize the total generation fuel cost, while forcing the bus voltages close to 1.0 p.u.. Thus, the objective function can be defined as given follows
The first term of (22) demonstrates the total fuel cost and the second term shows the cost on voltage profile tracking which tries to minimize the total voltage deviation (V.D.) and w is the weighting factor and considered as 100 in this simulation. The FIWCA has been applied to this case to determine the optimal values of design variables by minimizing the fuel cost, as presented in 3) Case 3: Piecewise Quadratic Fuel Cost Function: In real power generation units, it is possible that thermal generating units can be supplied by various types of fuel sources, e.g., natural gas, coal, and oil. Therefore, the total fuel cost function of this generation units may be composed of piecewise quadratic cost functions specified by the type of consuming fuel. Here, we suppose that the generation units at buses 1 and 2 may be fed by different fuel types depending on their ranges of working. Hence, the generation fuel cost function of these units can be redefined using the following equation
where c i0 k , c i1 k , and c i2 k are the cost coefficients of i-th generator with fuel type k which their values can be seen in Appendix, Table XIII . Thus, the total generation fuel cost function can be defined as follows
In order to have a fair comparison with the previous works, the upper limit of bus voltages is set to 1.05 and also no VAR compensation bus is considered. As presented in Table I , the total fuel cost obtained by the FIWCA is $646.6892 per hour. Table IV demonstrates the statistical comparison using different optimizers for solving this specific case of OPF problem, which shows better performance of the FIWCA comparing to the other algorithms in case of the minimum and average cost values over 50 replications, where the average cost value by FIWCA is $647.4275 per hour. The best attainable fuel cost values have been highlighted in bold in Table IV. 4) Case 4: Quadratic Cost function with Valve Point Loading Effect: To improve the optimal solution of power flow problems with non-convex cost functions, the valve point loading effect on generators can be considered in the generation fuel cost function of the generators. As reported in the literature [13] , the new fuel cost function can be re-written for Generators 1 and 2 and the other generators cost functions would be kept as the same with Case 1.
The new fuel cost function of Generators 1 and 2 can be given as follows
The cost coefficients of quadratic part of cost function c i0 , c i1 and, c i2 and the coefficients of valve point loading effect term, d i and e i , can be found in Appendix, Table XIV . So, the modified objective function for Case 4 is defined as
To find the detailed optimized control parameters by WCA and FIWCA for this case readers are referred to Table I. Table  V tabulates the obtained statistical optimization results using the different optimization algorithms which demonstrate better performance of the WCA and especially FIWCA comparing to the previous algorithms
The best fuel cost value obtained by the FIWCA is $917.0740 per hour. The emission and power loss obtained by the FIWCA are 0.4401 ton per hour and 9.1715 MW, respectively, which are lower values comparing to the othe algorithms, i.e. the FIWCA resulted in smaller fuel cost value, emission and power loss. The average cost values obtained by the FIWCA is $917.3205 per hour.
The best-obtained fuel cost values have been highlighted in bold in Table V . As can be seen in Table V , the only algorithm that could compete in terms of solution quality with the proposed method is BBO with the average of $919.8389 per hour against the value of $917.3205 per hour obtained by the FIWCA. The remaining optimization methods show worse optimal solutions. 5) Case 5: Minimization of Fuel Cost and Emission: In this case, we minimize the emission function for the OPF problem as well as the fuel cost. For this purpose, the emission function of SOX and NOX, two impressive emitted gas of electrical power generation processes, are considered. The emission function can be presented as given follows , c
SOX i1
, and c
SOX i2
are the SOX emission coefficients, and d
N OX i
and e
are the NOX emission coefficient of i-th generator. The values of these coefficients can be found in Appendix, Table XV . Hence, the objective function of this case can be expressed as given follows
Note that in this simulation, the value of τ is set to 50000. The optimized value of control variables for this case also can be observed in Table I. Table VI represents the total amount of emission of generator by optimizing the power flow problem attained by reported methods in the literature.
The total emission obtained by the FIWCA is 0.2047 ton per hour, while the total fuel cost achieved by the FIWCA is $941.8048 per hour. Looking at Table VI, the FIWCA shows the best stability in obtained solutions, with the average emission of 0.2047 ton per hour, compared with the other algorithms. The best obtained total emission values have been highlighted in bold in Table VI .
B. IEEE 57-bus Test System
As mentioned in Section 1, one of the main features of the OPF problem, which makes it more complicated, is the size of the problem especially in large-scale power systems. To figure out the performance of the FIWCA in a larger system, the IEEE standard 57-bus test system has been considered. The IEEE standard 57-bus test system, as shown in Fig. 5 , consists of seven generators, 17 transformers with off-nominal tap ratio, and three shunt VAR compensation buses. The lower and upper limits on control variables are available in Appendix, Table XVI. The WCA and FIWCA have been applied to this problem for a quadratic cost function given below (29) where the coefficients of the i-th generator c i0 , c i1 and c i2 are presented in Appendix, Table XVII. The optimal control variables achieved by implementing the WCA and FIWCA for the IEEE 57-bus test system can be found in Table VII .
By evaluating the total optimized costs using the FIWCA, comparing with the previous works, as presented in Table VIII , the superior performance of the FIWCA against the other considered optimizers is visible. The minimum value of the total generation fuel cost for this test system is $41, 675.07 per hour, best optimal solution obtained by different optimization algorithms. As demonstrated in Table VII , not only the total fuel cost but also the total power loss obtained by the FIWCA is smaller than the standard WCA.
C. Multi-period OPF problem with Renewable Resources
Inserting the renewable energy resources into the power grid has many advantages, e.g., reducing the total network emission as the renewable sources are non-pollutant, requiring less maintainable comparing to the traditional power generation units, and decreasing the total power loss in transmission lines as the renewable resources are possible to be distributed within whole the network which decreases the amount of transmitted power through the lines. The total generated power by these renewable resources is dependent on the natural condition, i.e. wind speed, solar radiation, etc., which leads to time and location variant power output. On the other hand, the required power demand is variant during different periods of the day so it is required to solve a multi-period OPF problem.
The performance of FIWCA in solving the multi-period OPF problem including the renewable energy resources is the other challenge which would be investigated in this section. For this aim, the IEEE 30-Bus test system is considered for a period of 24 hours with 1-hour time steps with assumed variable load demands and distributed renewable resources with time and location variant power inserted at the load buses.
To illustrate the performance of FIWCA in solving multiperiod OPF problem with integrated renewable resources, Fig. 6 shows how to algorithm works in presence of renewable resources. Fig. 6a represents the power demand at each time step and total generated power by the traditional generators in two different scenarios, with integrated renewable resources and without them. The difference between the generated power of these scenarios is shown in Fig. 6b which shows a total reduction of about 557.64 $ per day. The total power loss at each time is also demonstrated in Fig. 6c and total cost saving percentage at each time period is presented in Fig 6d where the average saving during the day is about 10.4 %.
Table IX presents the comparison results of total fuel cost, total power loss and total emission for the period of 24 hours between the renewable integrated grid and the grid without any renewable resources. The simulation results show that total fuel cost is reduced about 12 %, total power loss is approximately decreased 21 % and total emission from the fossil fuels is reduced around 7 %.
D. Discussion
The simulation results obtained for the IEEE 30-bus and 57-bus test systems show the better performance of FIWCA in case of finding almost smaller cost function in different conditions, e.g. minimization of fuel cost, emission and voltage deviation compared with the standard WCA and the other reported optimizers. It is worth mentioning that the OPF problems are categorized as well-studied problems, whose solution quality is very tight to the globally optimal solution in some cases. Therefore, the expected improvement level can be marginal, and no further major improvements can be performed. However, the statistical results validate the better quality of the proposed algorithm in term of stability of solution over replications which guarantees the reliability of the FIWCA comparing with the WCA and the other compared algorithms.
Furthermore, Fig. 7 depicts the fuel cost value ($/h) vs. iteration numbers for the IEEE 30-bus system, i.e. case 1, and IEEE 57-bus system which show the convergence characteristic of the proposed FIWCA. Looking at Fig. 7 , the FIWCA has faster and mature convergence rate compared with the standard WCA, and it has converged within a reasonable number of iterations, i.e. around 20 iterations which is faster than the WCA with almost 30 iterations. Table X presents the comparison of computational time for solving the OPF problem obtained by different optimization algorithms. The optimal solutions and computational times show that the proposed FIWCA helps to enhance the quality of obtained solutions while being faster than the classical WCA and some other algorithms presented in Table X . This paper proposed an improved water cycle algorithm (WCA), called fully informed WCA (FIWCA) for solving the optimal power flow problem, a nonlinear and nonconvex optimization problem. The improvement to the WCA was the idea of using global and local information exchange for updating the positions of each individual in the population. Using fully informed algorithms help to increase the diversity in the selection of solution and consequently decrease the possibility of getting trapped at local optima, thereby enhancing the efficiency and accuracy significantly. The optimal power flow (OPF) problem studied different nonlinear constraints/objectives and evaluated the FIWCA for the optimality and efficiency of the algorithm. The OPF solution to IEEE 30-bus and 57-bus test systems was used to study the performance of the FIWCA with the existing approaches. Obtained optimization results demonstrated the computation benefits and efficiency of the FIWCA in reaching global optimal solutions with reasonable accuracy that is better than that of existing techniques such as standard WCA, genetic algorithm, particle swarm optimization, ant colony, and the others studied in the literature. Applying the proposed FIWCA to the multi-period OPF considering renewable energy fluctuations and storage devices is the future purpose of this investigation. Developing the proposed FIWCA to implement on the multi-objective OPF problem considering different objective values is another scope for future research works.
VI. APPENDIX
The design variable limits and cost coefficients of different test cases for IEEE 30-bus and IEEE 57-bus systems are presented as following: 
