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Abstract
We consider non-whiteWishart ensembles 1pXX
∗
, whereX is ap×N randommatrix with i.i.d. complex
standard Gaussian entries and  is a covariance matrix, with ﬁxed eigenvalues, close to the identity matrix.
We prove that the largest eigenvalue of such random matrix ensembles exhibits a universal behavior in the
large-N limit, provided is “close enough” to the identity matrix. If not, we identify the limiting distribution
of the largest eigenvalues, focusing on the case where the largest eigenvalues almost surely exit the support
of the limiting Marchenko–Pastur’s distribution.
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1. Introduction and results
Consider a complex sample of N independent centered Gaussian random variables of Cp.
Then the sample covariance matrix can be written1/2X(1/2X)∗, for a deterministic covariance
matrix that can be chosen diagonal. The scope of this paper is to study the asymptotic eigenvalue
statistics of such a random matrix ensemble, as both p,N grow to inﬁnity. The motivation for
such a study comes from mathematical statistics. It has been checked numerically that results of
Random Matrix Theory can be used in statistical analysis for not so large samples [14]. We here
consider complex sample covariance matrices, which are simpler from a mathematical viewpoint.
Unfortunately, we have not been able to study real sample covariance matrices, which are of
primary interest. We will in particular focus on the behavior of largest eigenvalues, which is of
main interest for Principal Component Analysis for instance.
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1.1. Model
Let 0 < 12 · · · N be given real numbers and  = diag(−11 , . . . , −1N ) be a N × N
diagonal matrix.
Deﬁnition 1.1. Given a p×N random matrix X with i.i.d. complex Gaussian entries of variance
one, the Wishart ensemble with covariance  is the law of the random sample covariance matrix
Mp = 1pXX∗.
In the whole paper, we assume thatpN and set  = p−N.The random matrixMp hasp−N
eigenvalues necessarily equal to 0 which are not of interest here. Let then 12 · · · N be
the ordered N largest eigenvalues of Mp = 1pXX∗. We further make the assumptions, valid
in the whole paper, that limN→∞ 1N
∑N
i=1 i = 1, and that
p
N
→ 1, as N goes to inﬁnity.
Then it is a fundamental result of Marcenko and Pastur [19] that the spectral measure deﬁned by
N =
1
N
N∑
i=1
i (1)
admits a non-random limit as N grows to inﬁnity. Deﬁne u± =
(
1 ± 1√

)2
.
Theorem 1.1 (Marcenko and Pastur [19], Bai and Silverstein [3], Wachter [23]). Let N be
deﬁned as in (1). Then, limN→∞ N =  where  is the probability distribution with density
1
2u
√
(u′+ − u)(u − u′−) 1u∈[u′−,u′+], with u′± = (1 ±
√
)2 = u±.
Theorem 1.1 states that, on a global scale, the limiting eigenvalue statistics of a non-white
Wishart Ensemble ( = Id) are the same as for the white Wishart ensemble, for which  = Id.
In random matrix theory, the white Wishart ensemble is called the Laguerre Unitary Ensemble
(LUE). The aim of this paper is then to compare the limiting eigenvalue statistics of the white
and non-white ensembles but on a local scale this time. We here restrict to a covariance matrix 
close to the identity matrix, that is, with a ﬁnite number of non-unit eigenvalues. Let k be a ﬁxed
integer independent of N and 1 < 2 · · · k be given real numbers independent of N. In the
following, we assume
 = diag(−11 , . . . , −1k , 1, . . . , 1), with k ﬁxed, (2)
and we compare the limiting eigenvalue statistics of the non-white Wishart ensemble, with
covariance , with those identiﬁed for the LUE. Note that the largest eigenvalue of  is simple.
1.2. Local results
Let PN be the joint distribution of the N largest eigenvalues of Mp. We here describe the local
eigenvalue statistics through the so-called “correlation functions” of PN . Given an integer m,
the m-point correlation function is deﬁned by RmN(x1, . . . , xm) = N !(N−m)!
∫
RN−m f (x1, . . . , xN)∏N
i=m+1 dxi , where f is the (known to exist) density of PN with respect to Lebesgue measure
on RN.
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We ﬁrst obtain that the limiting eigenvalue statistics in the bulk of the spectrum only depend
on the limiting spectral measure of . This shows some kind of robustness of the asymptotic
eigenvalue statistics in the bulk, with respect to the exact distribution of the eigenvalues of .
Theorem 1.2. Let  be a covariance matrix satisfying (2) and u ∈ (u−, u+) be a point in the
bulk of the spectrum. Then,
lim
N→∞
(
1
p(u)
)m
RmN
(
u + x1
p(u)
, . . . , u + xm
p(u)
)
= det
(
sin (xi − xj )
(xi − xj )
)m
i,j=1
. (3)
Remark 1.1. Theorem 1.2 states that the spacing function between nearest neighbor eigenvalues
in the “bulk” of the spectrum ofMp is determined by the sine kernel. In particular, it also speciﬁes
the limiting spacing functions in the “bulk” of the spectrum for the Laguerre Unitary Ensemble
in the non square case, i.e.  > 1. This is a new result to our knowledge.
The following results then deal with the behavior of the largest eigenvalues. Such problems
have initially been investigated, for a covariance matrix  = Id, in [21,12] (Wishart ensembles),
Bai, [2,5,4], and also [14] for the real white Wishart ensemble. Recently, the study of the non-
white Wishart ensemble was initiated in [7]. We recall some of their results and go further in the
investigation of the behavior of extreme eigenvalues.
Let the Airy function be deﬁned by Ai(u) = 1
2
∫ ∞ei/6
∞ei5/6
exp
{
iua + 1
3
a3
}
da, and deﬁne the
Airy kernel
Ai(u, v) =
∫ ∞
0
Ai(y + u)Ai(y + v) dy. (4)
Deﬁne also
wc = 12 +
 − 1
2u+
=
√
√
 + 1 , (5)
and  = 1

(

w3c
− 1
(wc − 1)3
)1/3
.Herewc is a critical value aroundwhich the limiting behavior
of the largest eigenvalue exhibits a “phase transition", as we now explain.
Theorem 1.3 (Baik et al. [7]). Assume that  satisﬁes (2) with i > wc ∀i where wc has been
deﬁned in (5). Then, given x0 ∈ R, for the rescaling N = N−2/3, and for any integer m,
lim
N→∞ 
m
NR
m
N
(
u+ + x1N, u+ + x1N, , . . . , u+ + xmN
) = det (Ai(xi, xj ))mi,j=1 ,
uniformly for x1, . . . , xm ∈ [x0,∞[.
Remark 1.2. Theorem 1.3 states that as long as 1 > wc, the limiting distribution of the suitably
rescaled largest eigenvalue of Mp is the Tracy–Widom distribution, as in the case where  = Id.
This universality result, which does not hold any more for a large perturbation , has been proved
in [7]. It will not be proved here. The case 1 = wc has also been studied therein.
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We then turn to the case where some eigenvalues of Mp separate from the bulk. We give a ﬁrst
result in the case when  has a ﬁnite number of eigenvalues distinct of 1, assuming that these
eigenvalues are simple. Let us deﬁne for i = 0, 1
C(i ) = 1
i
− 1
(i − 1) , and 
2(i ) = 
2i
− 1
(i − 1)2 . (6)
Theorem 1.4. Assume−1 = diag(1, . . . , k, 1, . . . , 1),where1 < · · · < l < wc < l+1 <
· · · < k < 1 for ﬁxed k and l. Then the random vector
(

√
N (1 − C(1)) , 
√
N (2 − C(2)) , . . . , 
√
N (l − C(l ))
)
(7)
converges in distribution to a Gaussian vector Y = (Y1, Y2, . . . , Yl), with covariance matrix
Y = diag(2(1), 2(2), . . . , 2(l )).
Remark 1.3. Theorem 1.4 states that for each eigenvalue i < wc, there exist one eigenvalue of
the non-whiteWishart ensembleﬂuctuating aroundC(i ), and that theseﬂuctuations areGaussian.
These eigenvalues are well separated from the bulk of the spectrum, and behave independently
of each other and of the so-called bulk of the spectrum.
Remark 1.4. A result due to Weyl, known as the interlacing property (see [14] and references
therein) states that ˜1k+1 ˜2 · · · N ˜N, where ˜i , i = 1, . . . , N are the N largest
eigenvalues of
1
p
XX∗. It is also known that ˜1 → u+ and ˜N → u− a.s. as N goes to inﬁnity.
Here we show that it is the number of eigenvalues greater than wc which speciﬁes the number of
eigenvalues well separated from the bulk [u−, u+].
Remark 1.5. The case where the eigenvalue 1 < wc is not simple has been studied in [7]. In
this case, the ﬂuctuation of 1 around C(1) is asymptotically that of the largest eigenvalue of
a l × l GUE. Intuitively, a bulk of l eigenvalues of a standard random matrix ﬂuctuates around
C(1). The case where an eigenvalue is equal to wc has also been studied therein.
We ﬁnally investigate ﬂuctuations of the spectral measure of the non-whiteWishart ensembles.
We consider the rescaled randomvariables
∑N
i=1 h(i ) − N
∫
h(x) d(x) for a sufﬁciently regular
function h, as in [11]. Such functionals of the spectral measure are called “linear statistics’’. This
should not be surprising that the limiting behavior of linear statistics for the Wishart ensembles is
strongly affected by the exact distribution of the eigenvalues of . Before stating the results, we
need a few deﬁnitions. Assume that h : R+ → R+ can be extended to a holomorphic function in
a neighborhood D	 of [−	, u+ + 	], 	 > 0.Assume that h also satisﬁes (i) h(t)C(t + 1), t ∈ R,
for some constant C, (ii) |h′(t)|q(t) for some polynomial q and all t ∈ R, and ﬁnally (iii) for
any t0 > 0, there exists  > 0 such that h
t0 ∈ H +2 the standard Sobolev space. Here
t0 ∈ C∞
is such that 
t0(t) = 1 if |t | t0, 
t0(t) = 0 if |t | t0 + 1 and 0
t0(t)1. Let also m0(z) be
the Stieltjes transform of the limiting Marchenko–Pastur law, deﬁned by
m0(z) =
∫ 1
z − x/ d(x), z ∈ C
∖[
u−

,
u+

]
. (8)
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Set for j = 1, . . . , k j (z) = − m
′(z)
j − m(z) +
m′(z)
1 − m(z) if m(z) = m0(z) + (1 − 1/)z
−1 and
z is such that m(z) = j . Finally deﬁne h(t) by
1
z − ( − 1) − 2zm0(z)
(∫
xh′(x)
z − x d(x/)
)
=
∫
h(t)
z − t dt, z ∈ C \ R.
Proposition 1.1. Assume−1 = diag(1, . . . , k, 1 . . . 1),with j > wc ∀jk.Then, limN→∞
E exp
{∑N
i=1 h(i )−N
∫
h(x) d(x/)
}
= exp
{
1
2i
∑k
j=1
∫
′ h(z)
j (z) dz+ 12
∫
h(t) h(t) dt
}
,
where ′ is a contour included in D	 encircling (and not crossing) [0, u+].
The paper is organized as follows. We ﬁrst compute the correlation functions of the non-white
Wishart ensemble. This requires the computation of the joint eigenvalue density, which has been
obtained by James [10]. We then use this result to obtain a suitable expression for the correlation
functions. This will make use a method initially due to [13] and [8] for the study of Dyson’s Brow-
nian motion. In Section 3, we obtain the asymptotic expansion of these correlation functions in the
bulk of the spectrum. This follows from a saddle point argument.A similar asymptotic analysis of
correlation functions is then cast in Section 4 for the study of local eigenvalue statistics at the edge.
Eventually, in Section 5, we study the ﬂuctuations of the spectral measure N = 1N
∑N
i=1 i
around the limiting Marchenko–Pastur law. This will make use of the local asymptotic results
established in the ﬁrst few sections.
2. Local eigenvalue statistics
In this section, we obtain a combinatorial interpretation of the probability distribution PN . We
then obtain an expression for its correlation functions, suitable for an asymptotic analysis.
2.1. Joint eigenvalue density
As the entriesXij inDeﬁnition 1.1 are complexGaussian randomvariables, the joint distribution
of the eigenvalues can be computed. The following result is due to [10].
Assume that −1 has pairwise distinct eigenvalues j , i=1, . . . , N and set V (x):=∏
i<j (xi − xj ).
Proposition 2.1. The density f = f (·,) of the joint distributionPN of the N largest eigenvalues
of Mp is given by
f (x1, . . . , xN ;) = 1
ZN,p
N∏
i=1
pi
N∏
i=1
xi det
(
e−pi xk
)N
i,k=1
V (x)
V ()
, (9)
where ZN,p is a normalizing constant.
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2.2. A characterization in terms of non-intersecting particles
We here obtain a representation of the joint eigenvalue density (9) in terms of the density
of Bessel processes conditioned not to collide. This will then be used to obtain a convenient
expression for the correlation functions of the non-white Wishart ensembles.
Set for i = 1, . . . , N, si = − 12pi and s = (s1, s2, . . . , sN ). We consider N squared Bessel
processes of dimension 2 + 1, each starting at 0 at the successive times si , and conditioned not
to intersect pairwise while they coexist. Let Ps denote the law of this N-dimensional process at
time 0.
Proposition 2.2. One has Ps(x1, . . . , xN) = f (x1, . . . , xN ;).
Remark 2.1. One recovers in particular the characterization of the law of the eigenvalues of the
LUE in terms of the law of squared Bessel Processes conditioned never to collide, as previously
obtained by Konig and O’Connell [18]. Indeed, this characterization is obtained by letting all the
i’s tend to one in the above proposition.
Proof of Proposition 2.2. This makes use of a variant due to Karlin [15] of the famous The-
orem of Karlin and Mac Gregor [16]. Consider X(t) = (X1(t), X2(t), . . . , XN(t)), where the
Xi(t) are independent Markov process realizations governed by the same probability function,
P(s, x; t, y) = P(X(t) = y|X(s) = x), s < t. For variable times u = (u1, u2, . . . , uN),
X(u) denotes (X1(u1),X2(u2), . . . , XN(uN)), and the event {X, s, } −→ {X, t, } indicates
the independent transition of the ith process from i to i in the time interval [si, ti].
Lemma 2.1 (Karlin [15]). Let Xi(t), i = 1, . . . , N be independent Markov process realizations
governed by the same probability function P(s, x; t, y) and assume 1 < 2 < · · · < N ,
s1 < s2 < · · · < sN and si < ti, i = 1, . . . , N. Then,
det
(
p(si, xi; tj , yj )
) = ∑
∈Sp
	()P {[X, s, ] −→ [X, t, ] without coincidence}. (10)
We can now prove Proposition 2.2. For this aim, we split a trajectory of the N squared Bessel
processes into two “intervals’’ of time. First from time s to 0, they start at the same point but
at successive time and do not collide before time 0. Then, after time 0, all have entered the
conﬁguration and are conditioned never to collide. We set
 = (0, 0, . . . , 0), t = (0, 0, . . . , 0),  = (x1, x2, . . . , xN).
The probability that N squared Bessel processes starting at the origin at the subsequent times si
are at x = (x1, . . . , xN) at time 0, with x1 < x2 < · · · < xN is given by
P(s, 0; 0, x) = det (p|si |(xj ))Ni,j=1 ,
where
ps(x) = 1
(2s)+1( + 1)x
e−
x
2s . (11)
Note that ps deﬁned by (11) is the probability density function for squared Bessel processes of
dimension 2+ 1 started at the origin. Then, after time 0, the squared Bessel processes do never
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collide pairwise. They start at x = (x1, . . . , xN), x1 < x2 < · · · < xN at the same time. It has
already been proved by Konig and O’Connell [18] that the probability for such processes not to
collide pairwise before time T was asymptotically given by T −C(N,p)V (x), with C a constant
depending only on N and p, and V being the Vandermonde determinant. Using the Markov
property of squared Bessel Processes, Proposition 2.2 is now proved. 
2.3. Correlation functions
Theorem 2.1. Assume −1 = diag(1, . . . , N), where the j are pairwise distinct or not. Then
the m-point correlation function of PN is given byRmN,p(u1, . . . , um;) = det
(
KN,p(ui, uj ;
))mi,j=1 , with the correlation kernel
KN,p(u, v;) = p
(2i)2
∫

dz
∫

dw exp(−pzu + pwv)
N∏
i=1
w − i
z − i
1
w − z
( z
w
)p
, (12)
where  is a contour encircling the eigenvalues of −1, and  encircles 0, and these two contours
do not cross each other. Both contours are oriented counterclockwise.
Proof. This proof has been suggested to us by Johansson in a personnal communication.We prove
this formula when −1 has only simple eigenvalues. By a straightforward use of L’Hopital’s rule,
we then extend the validity of such a formula to a covariancematrix−1 withmultiple eigenvalues.
Set 
j (x) = xj+−1, and k(x) = exp (−kx). One will then replace k, k = 1, . . . , N,
with pk at the end of the computation. By a lemma due to Rains [20], the correlation kernel is
given by
KN,p(u, v;) =
N∑
k=1
k(v)
N∑
j=1
(A−1)kj
j (u) =
N∑
1
exp (−kv)detAk(u)detA ,
whereAjk =
∫ ∞
0

j (x)k(x) dx =
(j + )
j+k
, andAk is thematrix obtained fromAby replacing
column k with (
1(u), . . . ,
N(u))T . Computing the determinant of A, one obtains
detA =
N∏
j=1
(j + )
+1j
det(1−ij ) =
N∏
j=1
(j + )
+1j
∏
1 i<jN
(
1
i
− 1
j
)
. (13)
By the same method, detAk(u) = ∏j =k 1+1j det((i+)i−1j , ui−1+), where we have here distin-
guished the kth column. We now use Hankel’s formula, which writes down, given an integer a,
1
(a)
= 1
2i
∫

eww−adw, where  = a exp (i),  ∈ [−, ] is a contour encircling 0. This
gives that
si−1
(i + ) =
1
2i
∫

esw
1
wi+
dw. Thus detAk(u) =
∏N
i=1 (i+)∏
j =k +1j
1
2i
∫

esw
w+1
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∏
1 i<jN(
1
˜j
− 1˜i )dw, where ˜j = j if j = k, and ˜k = w−1. Hence we obtain
det Ak
det A
= +1k
1
2i
∫

dw
esw
w+1
∏
j =k
w−1 − −1j
−1k − −1j
= +Nk
1
2i
∫

dw
esw
w+N
∏
j =k
w − j
k − j . (14)
Taking the residues by a Kazakov’s type formula [8,13,17] and replacing j with pj for jN ,
we obtain
KN,p(u, v;)= p
(2i)2
∫

∫

exp(−pzu+pwv)
N∏
i=1
w−i
z−i
1
w−z
( z
w
)p
dw dz, (15)
where the two contours  and  do not cross. Theorem 2.1 is now proved. 
3. Proof of Theorem 1.2
In this section, we obtain the asymptotic expansion of the correlation kernel by a saddle point
analysis. We assume for ease that  = p
N
. Then the correlation kernel as given in (12) can be
written (we write KN instead of KN,p(·,) for short) under assumption (2)
KN(u, v)= p
(2i)2
∫

dz
∫

dw exp {−Nuz + Nvw}
( z
w
)N
×
k∏
1
w − i
z − i
(
w − 1
z − 1
)N−k 1
w − z . (16)
As k is ﬁxed, the exponential term leading (16), up to lower order terms, is
Fu(z) = uz −  ln z + ln(1 − z), (17)
where z ∈ C \ {(−∞, 0] ∪ [1,+∞)}. We will here perform the saddle point analysis of the
correlation kernel. This is the object of the forthcoming subsections.
3.1. Critical points
In this part, we study the location of critical points of the exponential term leading (16).
Given a point u, the equation for critical points is
F ′u(z) := u −

z
+ 1
z − 1 = 0. (18)
Such an equation admits in general two conjugate solutions, namely
z±c (u) =
1
2u
(
(u +  − 1) ±
√
(u +  − 1)2 − 42u
)
. (19)
Set
 =
√
(u +  − 1)2 − 42u. (20)
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Note that  = √(u − u+)(u − u−) if u± = (1 ± 1√ )2. It is then easy to check that critical
points are real if u /∈ [u−, u+]. Now, to study the local eigenvalue statistics in the bulk of the
spectrum, we consider the following rescalings. Given a point in the bulk, u0 ∈ (u−, u+), set
u = u0 + x
p(u0)
, v = u0 + y
p(u0)
. (21)
Then, the leading exponential term is Fu0 and we can check that there are two conjugate critical
points w±c (u0), with non-null imaginary part. Indeed,
Im
(
wc(u0)
±) = ±i(u0),
where  is the limiting Marchenko–Pastur distribution deﬁned in Theorem 1.1. Furthermore, the
critical points satisfy F ′′u0(wc(u0)) = 0. This fact a priori allows us to use a saddle point method
for the asymptotic analysis of the correlation kernel. Yet, these critical points are the same for
the z and w integrals. Thus, before performing the saddle point analysis, we need to remove the
singularity
1
w − z . This is the object of the next section.
3.2. Removal of singularity
In this subsection, we obtain an integral representation of the correlation kernel suitable for the
saddle point analysis.
Let F˜u(z) = uz −  log z + N − k
N
log(1 − z) + 1
N
k∑
i=1
log(i − z), and Fu be deﬁned as in
(17).
Proposition 3.1. Let u, v be as in (21). The correlation kernel (16) is also given by
KN(u, v)= N
(2i)2(v − u)
∫

∫

e{NF˜u(w)−NF˜u(z)}
(
w
F˜ ′u(z) − F˜ ′u(w)
w − z − F˜
′
u(z)
)
×
exp { (y−x)w(u0) } − 1
w
dw dz. (22)
Proof. Kernel (16) can be written as
KN(u, v) = N
(2i)2
∫

∫

exp {NF˜v(w) − NF˜u(z)} 1
w − zdw dz.
Then, we make the change of variables z 
→ z,w 
→ w obtaining a new kernel KN(u, v, ),
and using Cauchy’s formula, we obtain that
d
d
KN(u, v, )
∣∣∣
=1 = 0. This gives that
KN(u, v) + (v − u) d
dv
KN(u, v)
= N
2
(2i)2
∫

∫

e{NF˜v(w)−NF˜u(z)}
(
w
F˜ ′u(z) − F˜ ′u(w)
w − z − F˜
′
u(z)
)
dw dz.
Thus, by an integration by parts, one obtains Proposition 3.1. 
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Note that the contours  and  can now cross each other. Furthermore, the functions
h(w) = exp
{
(y − x)w
(u0)
}
− 1,
g(w, z) = 1
w
(
−F˜ ′u(z) + w
F˜ ′u(z) − F˜ ′u(w)
w − z
)
, (23)
do not intervene in the saddle point analysis of (22), which can now be performed.
3.3. Saddle point analysis in the bulk
In this subsection we obtain the required asymptotic expansion of the correlation kernel. Let
K ′N(u, v) be the rescaled correlation kernel
K ′N(u, v) =
1
p(u0)
KN(u, v) exp {p(u − v)Re wc(u0)}. (24)
Note that K ′N deﬁnes the same correlation functions as KN .
Proposition 3.2. For rescalings (21), one has limN→∞ K ′N(u, v) =
sin (x − y)
(x − y) .
Proof. We deﬁne descent (resp. ascent) curves for F˜u. As k is ﬁxed, it is enough to consider Fu
instead of F˜u ﬁrst. Let then  be the curve wc(u) exp {i},  ∈ [0, 2], and 1 the curve z =
1+ (1−wc(u)) exp {i}.We ﬁrst show that these contours satisfy the saddle point requirements.
Note ﬁrst that the two conjugate points w±c (u) satisfy
u − 1|wc(u) − 1|2 = 0, u −
1
|wc(u)|2 = 0.
Then along ,
d
d
ReFu(w) = −Im(w)
(
u − 1|w − 1 |2
)
, so that there exists a constant c0 such
thatRe
(
Fu(|wc(u)|ei)
)
Re (Fu(wc(u))) − c0
(
min{( − c)2, ( + c)2}
)
.Along, one has
that
d
d
ReFu(w) = − Im(w)
(
u − 1|w |2
)
. Similarly, there exits a constant c0 such that, if z ∈
, ReFu(1 + (1 − wc(u))ei)ReFu(wc(u)) + c0
(
min{( − c)2, ( + c)2}
)
. We also have
to take care of the fact that 1 chosen as before may not encircle all the j or crosses the real axis
at some i . In this case, we modify 1 in the following way. We add some contours encircling the
remaining′j s anddenote their union2.Taking then the residues at z = j ,weobtain that the con-
tribution of 2 ×  is at most ∑i:iwc exp {−NFu(i ) + NFu(wc(u))}H(i , wc(u))Nki−1/2,
where ki is the multiplicity of i and H is some function bounded in a compact set containing the
j and wc(u). It should be noted that all these contributions are exponentially negligible, since
Fu(i )Fu(1− |1 − wc(u) |) < Fu(wc(u)).
Then, we can analyze the contribution of the remaining part of the contour. Let g and h be deﬁned
as in (23). It is an easy task to see that if w±c = wc(u)±,
g(w±c , w±c ) = F ′′u (wc(u)±), g(w±c , w∓c ) = 0.
884 S. Péché / Journal of Multivariate Analysis 97 (2006) 874–894
Conversely, h(w+c ) = h(w−c ) = exp {w+c (y − x)/((u0))} − 1. Thus, by a standard saddle
point argument (see [13] for details) one has that
lim
N→∞ K
′
N(u, v)=
N
(2i)2
2i
N
h(w+c ) − h(w−c )
(x − y)
(
1 + O
(
1√
N
))
= sin (x − y)
(x − y)
(
1 + O
(
1√
N
))
.  (25)
This ﬁnishes the proof of Theorem 1.2.We then refer to [13, Section 4], for further applications
of this result, namely for the spacing functions between nearest neighbor eigenvalues.
4. Proof of Theorem 1.4
In the whole section, we assume that l2. We refer to [7] for the case where l = 1. Here we
mainly focus on the law of the two largest eigenvalues. The analysis can be easily adapted to
consider the l largest eigenvalues (the detail is left). In the ﬁrst Section, we obtain the asymptotic
expansion of correlation functions. This then allows us to determine the asymptotic behavior of
the two largest eigenvalues in the second subsection.
4.1. Asymptotics for the correlation functions
Here we shall show that the two largest eigenvalues are respectively close to C(1) and C(2).
It is then enough to consider the asymptotics of the correlation kernel around points u, v greater
thanC(2)−	, 	 > 0.We ﬁrst need to give a few notations. If vC(2),wc(v) is the critical point
of Fv located on the left of 2. If vC(2), then in this case, we know that |v−C(2)|C/
√
N ,
and we set wc(v) = 2. Let then u0 be the (unique) real number such that C(2) < u0 < C(1)
and Fu0(1) = Fu0(2). In this part we assume that u, v2u+1 . Let then deﬁne
H(u) = Fu(wc(u)) + Fu(1)
2
if uu0, H(u) = Fu(wc(u)) + Fu(2)2 if u < u0.
In the subsequent, 0 < 	 < 1/12 is given, x0 ∈ R is ﬁxed and we consider the rescaled kernel
K ′N(u, v) =
1

√
N
KN(u, v) exp {NH(u) − NH(v)}. (26)
To prove Theorem 1.4, the aim is roughly to obtain, with a good enough control of the error, that
limN→∞ K ′N(u, v) = 0 unless if u = C(i ) +
t

√
N
, and v = C(i ) + s

√
N
, with i = 1 or 2
and x0s, tN 	. In this case, we prove that
lim
N→∞ K
′
N(u, v) =
1√
22(i )
exp
{
− t
2 + s2
42(i )
}
. (27)
The precise asymptotic expansion of K ′N(u, v) is obtained in the next four lemmas.
Remark 4.1. Formula (27) roughly states that the l largest eigenvalues exhibit Gaussian ﬂuctu-
ations around C(i ), i = 1, . . . , l.
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We ﬁrst give the idea of the main difﬁculty of the proof. Here for instance u may be close to
C(1) > C(2). The w integral should be analyzed by a standard saddle point argument (while
the z integral is a residue integral). Thus the contour  should be deformed to go through the
critical point wc(v), located on the left of wc.Yet, the constraint that  has to remain on the left
of  prevents this saddle point if wc(v) > 1. We thus ﬁrst rewrite the kernel KN(u, v), so that
the contour  can go through the critical point wc(v) whatever u is. We then perform the saddle
point analysis of the correlation kernel.
Deﬁne for j = 1, . . . , k
g(w, z) =
k∏
i=1
w − i
z − i
(
z − 1
w − 1
)k
,
gj (w, z) =
k∏
i=1
i =j
w − i
z − i
(
z − 1
w − 1
)k
, gj,l(w, z) =
k∏
i=1
i =j,l
w − i
z − i
(
z − 1
w − 1
)k
. (28)
Let then 0 be contour encircling the i’s, i = 3, . . . , k and 1 but not 1 neither 2. Let also  be
a contour encircling the origin, not crossing 0.
Lemma 4.1. One has
kn(U, V ) = N2i exp {−NFu(1)}
∫

exp {NFv(w)}g1(w, 1) dw (29)
+ N
2i
exp {−NFu(2)}
∫

exp {NFv(w)}g2(w, 2) dw (30)
+ N
(2i)2
∫
0
∫

exp {NFv(w) − NFu(z)}g(w, z)
w − z dz dw. (31)
Proof. Instead of readily using Kazakov’s formula, one computes the residues at 1 and 2. The
remaining residues is left as an integral in the complex plane.
Denote byKiN, i = 1, 2, 3 the respective kernels (29), (30) and (31).We here obtain the asymp-
totic expansion of these kernels by a saddle point argument. We will not remove the singularity
in the last kernel (31), since as wc(v)2 the contours 0 and  will remain far apart.
Let then deﬁne  in the following way. Let 0 < t0 < 1 be some number that will be ﬁxed later.
Set  = 0 ∪ 1 ∪ 0 ∪ 1, with
0 = wc(v) + it, 0 t t0; 1 = (wc(v) + it0) exp {i}, 00, (32)
where 0 is the intersection of 1 and the negative real axis. Deﬁne also 0 to be a circle centered
at one, of ray 1 − 3 + 	′, if 3 < wc (or of ray 1 − wc + 	′ otherwise) with 	′ > 0 but small
enough to ensure that 0 ∩  = ∅. We then set w∗ = min{3 − 	′, wc − 	′}. In particular,
one has that for w ∈  and z ∈ 0, Re(w − z)2 − w∗ > 0, so that the singularity 1
w − z
does not cause any trouble. The proof that the contours deﬁned above satisfy the saddle point
requirements is an easy task left to the reader.Then, a standard saddle point argument yields theﬁrst
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rough approximation
|K1N(u, v)|C
√
Ne{NFv(wc(v))−NFu(1)} (|g1(wc(v), 1)| + o(1)) ,
|K2N(u, v)|C
√
Ne{NFv(wc(v))−NFu(2)} (|g2(wc(v), 2)| + o(1)) ,
|K3N(u, v)|C
√
Ne{NFv(wc(v))−NFu(w∗)} (33)
for some constant C depending on the i’s only.
This rough estimate will now lead the end of the proof. 
Lemma 4.2. There exists a constant C > 0 such that if 2u+1 u, vC(2),
|K ′N(u, v)| 
(
e{−NC(u−C(1))2} + e{−NC(u−C(2))2}
)
×
(
e{−NC(v−C(1))2} + e{−NC(v−C(2))2}
)
.
Remark 4.2. Note that the above lemma already gives the uniform convergence to 0 of the
correlation kernelK ′N as soon as u or v satisﬁes |u−C(1)| >> 1/
√
N or u−C(2) >> 1/
√
N.
Proof of Lemma 4.2. Note ﬁrst that, as uC(2) ∃ > 0 such that Fu(w∗) > Fu(2) + .As
Fu(1)Fu(2) iff uu0, one has that
if uu0 H(u)−Fu(1) = Fu(wc(u))−Fu(1)2 , H(u)−Fu(2)
Fu(wc(u))−Fu(2)
2
,
if uu0 H(u)−Fu(1) Fu(wc(u))−Fu(1)2 , H(u)−Fu(2) =
Fu(wc(u))−Fu(2)
2
.
AndFu(wc(u)) − H(u) = Fu(wc(u)) − Fu(i )2 with i = 1, 2 if u , u0.Lemma4.2 then fol-
lows from (33) and the fact that Fu(wc(u)) − Fu(1) =
∫ u
C(1)
(u − v)dwc(v)
dv
dv − C(u
−C(1))2/2. Here we have used that F ′′u (w) >  ∀w < wc − 	′ so that the derivative
dwc(v)
dv
is
negative and bounded. This holds also for 2 and w∗. This ﬁnishes the proof of Lemma 4.2. 
Let 	 > 0 be given, arbitrarily small (	 < 1/12 is required). Using Lemma 4.2, we can assume
that both u and v belong to the set
{
T ∈ R+, |T − C(1)| N
	
√
N
, or
x0√
N
T − C(2) N
	
√
N
}
. (34)
The asymptotic of the correlation kernel will now be obtained in the two subsequent lemmas. In
these lemmas we distinguish the cases where u and v are close or not.
Lemma 4.3. Assume that u = C(1) + t

√
N
, v = C(1) + s

√
N
, with |t |, |s|N 	.
Then K ′N(u, v) =
1√
22(1)
exp
{
− t
2 + s2
42(1)
}
(1 + O(N 	−1/2)).
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Proof. Here, we assume that N is large enough to ensure that wc(v) = 1 +O(t/
√
N) < 2. By
a standard saddle point argument, one has that
K1N(u, v) =

√
N√
2F ′′v (wc(v))
e{NFv(wc(v))−NFu(1)}g1(wc(v), 1)(1+O(N 	−1/2)), (35)
∣∣∣K3N(u, v)∣∣∣ CN2 e{NFv(wc(v))−NFu(w∗)}, (36)
∣∣∣K2N(u, v)∣∣∣
∣∣∣∣∣
√
N(1 + O(N 	−1/2))√
2
e{NFv(wc(v))−NFu(2)}g12(wc(v), 2)
×
∫
iR
exp
{
C0x2
2
} ∣∣∣∣∣wc(v) − 1 + x/
√
N
2 − 1
∣∣∣∣∣ |dx|
∣∣∣∣∣ (37)
for some C0 > 0. The sole point to be explained is the last estimate. We have used that the main
contribution from the contour  comes from the subcontour 0 ∪ 0 deﬁned in (32). One has
Re
(
d
dx
Fv(wc(v) + ix)
)
< −x (2 − 1)
2 − 22(
(wc(v) − 1)2 + x2
) (
wc(v)2 + x2
) . Thus for |x|√Nt0, and
t0 small enough, NRe
(
Fv(wc(v) + ix√
N
)
)
− NRe (Fv(wc(v))  − C0x2. This gives that the
sole part of the contour 0 ∪ 0 ∩ {|w − wc(v)|N 	−1/2} has to be taken into account for the
computation of the asymptotic of the kernel and yields the desired estimate.
We can now ﬁnish the proof of the Lemma. From (26), (35), (36), (37), and the fact that
N (Fu(wc(u)) − Fu(1)) = −t
2
22(1)
(1 + O(N 	−1/2)), if |u − C(1)|N 	−1/2,
Fu(wc(u))−Fu(2)−C(wc(u)−2)2, Fu(wc(u))−Fu(w∗)−C(wc(u)−w∗)2, (38)
with wc(u)(1 + 2)/2 for N large enough (as wc(v)), we obtain that
K ′N(u, v) =
1√
22(1)
exp
{
− t
2 + s2
42(1)
}
(1 + O(N 	−1/2)).
This yields Lemma 4.3. 
We now turn to the case where u and v are “well separated’’.
Lemma 4.4. Assume that u = C(1) + t√
N
, where |t |N 	, and that v = C(2) + s√
N
< C(1), with x0sN 	. Then, K ′N(u, v) = O(N 	−1/2).
Proof. The basic idea is the following. Using the same idea as above one has
∣∣∣K2N(u, v)∣∣∣ =
∣∣∣∣∣ 
√
N√
2F ′′v (wc(v))
e{NFv(wc(v))−NFu(2)}g2(wc(v), 2)(1 + o(1))
∣∣∣∣∣ ,
∣∣∣K3N(u, v)∣∣∣ CN2 e{NFv(1)−NFu(w∗)},
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∣∣∣K1N(u, v)∣∣∣
∣∣∣∣∣
√
N√
2
1 + O(N 	−1/2)
1 − 2 e
{NFv(wc(v))−NFu(1)}g12(wc(v), 1)
∣∣∣∣∣
×
∫
R
exp
{
−F
′′
v (wc(v))x
2
4
} ∣∣∣∣wc(v) − 2 + x√
N
∣∣∣∣ |dx|. (39)
Estimate (39) follows from the following fact. Let D	 = {w, |w − wc(v)|N 	−1/2}. Then if
w = wc(v) + ix√
N
∈ D	,
∣∣∣∣NFv(w) − NFv(wc(v)) + F ′′v (wc(v))x22
∣∣∣∣
maxD	 |F
(3)
v (w)||x3|
6
√
N
F ′′v (wc(v))
x2
4
for any x if N is large enough. Indeed, 1wc(v)2 < 1, so that ∃C,maxD	 |F (3)v (w)|C and
F ′′v (wc(v))F ′′v (2). It is then easy to deduce from (39) that |K1N(u, v)|
CN	−1/2. This gives that K ′N(u, v) = O(N 	−1/2). This ﬁnishes the proof of Lemma 4.4. 
Using the same ideas as in Lemmas 4.4 and 4.3, when u = C(2)+ t√N , x0 tN 	, and v is
either close to C(1) or C(2), under assumption (34), we obtain that limN→∞ K ′N(u, v) = 0,
if u ∼ C(2), v ∼ C(1) and limN→∞ K ′N(u, v) =
1√
22(2)
e
{− t
2 + s2
42(2)
}
if u, v ∼ C(2).
Formula (27) readily follows from Lemmas 4.2–4.4, with the required control of the error.
4.2. The distribution of the largest eigenvalues
We now prove that the eigenvalues ofMp lying outside the support of Marchenko–Pastur’s law,
behave as independent Gaussian random variables, as long as  admits only simple eigenvalues.
Proposition 4.1. Assume that −1 has l eigenvalues strictly smaller than wc, which are simple.
Let i , i l be the l largest eigenvalues of Mp. Then, the l vector(

√
N (1 − C(1)) , . . . , 
√
N (l − C(l ))
)
d→ Y,
where Y is a centered l-dimensional Gaussian vector with diagonal covariance matrix  =
diag (2(i )).
Proof. We consider the law of the two largest eigenvalues without loss of generality. Given a
determinantal point ﬁeld with correlation kernel K, one can prove that the joint distribution of the
two largest eigenvalues is given for s > t by
P(1s, 2 t)= P(i t ∀i = 1, . . . , N) + P(1 ∈ [t, s], i t, i2)
= det(I − K)L2(t,∞) −


∣∣∣
=1 det(I − K1(t,s) − K1(s,∞)). (40)
Such a formula is proved in [22] for instance and a similar formula holds for the distribution of
the l largest eigenvalues, for any lN . Here we consider the distribution of the second largest
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eigenvalue. The joint law of the two largest eigenvalues can be analyzed in a similar way. Then
P(2 t) = P(i t ∀i = 1, . . . , N) + P(1 > ti t, i2). Now, this can also be written as
P(2 t) = det(I − KN)L2(t,∞) −
d
ds
∣∣∣∣
s=1
det(I − sKN)L2(t,∞).
We then consider a suitably rescaled correlation kernel. Let t = C(2) + x

√
N
, and I be the
interval (x,∞). Then, setting N = 
√
N , one has
P(N(2 − C(2))x)
=1+
∑
m1
∫
Im
(
(−1)m
m! −
(−1)m
(m − 1)!
)
det
(
1
N
KN
(
C(2)+ ui
N
,C(2)+ uj
N
))m
i,j=1
×
m∏
i=1
dui.
We can ﬁrst restrict the sum over m to integers mk. Indeed, by the interlacing property of
eigenvalues,
∑
mk+1
∫
Im
(
(−1)m
m! −
(−1)m
(m − 1)!
)
det
(
1
N
KN
(
C(2)+ ui
N
,C(2)+ uj
N
))m
i,j=1
m∏
i=1
dui
P
(
1
N
XX∗ has at least one eigenvalue greater then C(2) + x

√
N
)
 exp {−CN} (41)
for N large enough to ensure that C(2) + x√N u+ + 	, for some 	 > 0. Thus we obtain
P
(
N(2 − C(2))x
)
= 1 + O(exp {−CN}) +
k∑
m=1
∫
Im
m∏
i=1
dui
×
(
(−1)m
m! −
(−1)m
(m − 1)!
)
det
(
1
N
KN
(
C(2) + ui
N
,C(2) + uj
N
))m
i,j=1
.
It is easy to see, by the interlacing property of eigenvalues, that we can restrict, ∀mk, in the
above, the integral over Im to I ′m, I ′ = (x, √N
(
2u+
1
− C(2)
)
, up to a negligible error. And
then, we use the well-known behavior of the correlation kernel. The m × m determinants vanish
as soon as m > 2. Indeed only two points in the considered interval give a non-zero limiting
correlation function. Then, performing the integration, we obtain that, as the largest eigenvalue
almost surely lies in the interval of interest,
lim
N→∞ P(N(2 − C(2)) t) =
1√
22(2)
∫ t
−∞
exp
{
− x
2
22(2)
}
dx,
which is the desired result. 
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5. Linear statistics: proof of Proposition 1.1
In this section, we investigate the behavior of the spectrum on a global scale. Intuitively, one
should expect that the ﬂuctuations of the spectral measure should be of order 1/N around the
limiting Marchenko–Pastur law. We ﬁrst recall the known results obtained by Johansson [11], for
the spectral measure of the LUE. Then we prove that these limiting global statistics are affected
by a slight perturbation − Id. To this aim, we consider a covariance matrix  such that all the
′j s remain above the critical value wc. In this case, local statistics are known to exhibit the same
limiting behavior as those of the LUE. We here show that this is not true any more for linear
statistics.
5.1. Equation for ﬂuctuations : the LUE case
We here follow the method used in [11] for the study of ﬂuctuations of the spectral measure for
Hermitian random matrices, specifying here the result to the LUE. Let h satisfy the conditions
(i), (ii), and (iii) deﬁned before Proposition 1.1. In this subsection, it is not required that h is
holomorphic.
Proposition 5.1 (Johansson [11]). Let ELUE denote the expectation with respect to the p × N
LUE and h(t) be deﬁned as in Proposition 1.1. Then,
lim
N→∞ ln E
LUE
(
exp
{
N∑
i=1
h(i ) − N
∫
h(x)d(x/)
})
= 1
2
∫
h(t)h(t) dt.
Proof (Sketch). Let PhN be the probability distribution admitting the density with respect to
Lebesgue measure
1
ZhN
V (x1, . . . , xN)
2
N∏
i=1
x
p−N
i exp {−Nxi + h(xi)}
for some normalizing constant ZhN . Let then 
h
N =
1
N
∑N
i=1 xi be the associated empirical
measure with Stieltjes transform mhN(z) :=
∫ 1
z − x d
h
N(x). Let also m0(z) be deﬁned as in (8)
and set
DhN = N
(
E(mhN(z)) − m0(z)
)
. (42)
The proof of Proposition 5.1 relies on the following lemma.
Lemma 5.1. Assume i = 1 ∀i = 1, . . . , N. Then, as N grows to inﬁnity, a.s.
(z − ( − 1) − 2zm0(z))DhN →
∫
xh′(x)
z − x d(x/).
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Proof. Werecall the essential steps, basically copied from [11] results.Weﬁrst prove the following
formula:
zE
(
(mhN(z))
2
)
= − + (z − ( − 1)) E(mhN(z)) −
1
N2
EPhN
(
N∑
i=1
h′(xi)xi
z − xi
)
. (43)
Consider the partition function ZhN =
∫
RN+
∏N
i=1
(
(−1)Ni e{−Ni+h(i )}
)
V ()2
∏N
i=1 di , fol-
lowing the ideas of [11]. In this integral, we make the change of variables i = xi +
(xi),where

(x) = x
z−x , which is possible for  small enough. Then, by Cauchy’s formula, the derivative of
ZhN =
∫
RN+
N∏
1
(
xi + 
(xi)
)(−1)N
e{−N(xi+
(xi ))+h(xi+
(xi ))}
×(1 + 
′(xi))V (x + 
(x))2 N∏
i=1
dxi
taken at  = 0 is null. Thus,
0 =
∫
RN+
N∏
i=1
dxi exp
{
−N
N∑
i=1
xi + h(xi)
}
V (x)2
×
⎛
⎝ N∑
i=1

′(xi)+
∑
i =j

(xi)−
(xj )
xi−xj +N(−1)
N∑
i=1

(xi)
xi
+
N∑
i=1
h′(xi)
(xi)−N
N∑
i=1

(xi)
⎞
⎠ . (44)
This can bewritten as zE
(
mhN(z)
)2 = E( ∫ (− 1
N
h′(x)x
z − x +
x
z − x −
 − 1
z − x
)
dN(x)
)
, yield-
ing formula (43). 
We now come back to the proof of Lemma 5.1. FromTheorem 2.1 in [11], we know that, almost
surely, mhN(z) → m0(z), ∀z ∈ C \ R. Furthermore, it is not hard to see that m0 deﬁned in (8)
satisﬁes z (m0(z))2 = (z − ( − 1))m0(z) − . Now, from (42), and using (43),
1
N
(DhN)
2 = −N Var(mhN) − E
(
1
Nz
N∑
i=1

(xi)h
′(xi)
)
+
(
z−( − 1)
z
−2m0(z)
)
DhN.
Now it is not hard to deduce from the asymptotics of the two point correlation functions, that
limN→∞ N Var(mhN(z)) = 0. This follows from the same arguments as those used in [11], in the
proof of Proposition 3.3 (pp. 166–167). This ﬁnally yields Lemma 5.1. Then, Proposition 5.1
readily follows, using the same arguments as in [11]. 
5.2. A covariance matrix  = Id
We will here assume that all the ′j s are greater than wc and a single eigenvalue 1 differs
from 1, without loss of generality: the result can then be easily extended to multiple eigenvalues
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differing from one. Let us deﬁne the following functions:
Rz = Tr(zId − Mp)−1, R˜z = Tr(zId − M˜p)−1, RLUEz = T r(zId − MLUE)−1,
mN(z) = 1
p
Rz, m˜N(z) = 1
p
R˜z,
where M˜p is the random covariance matrix obtained from the sample X2, . . . , XN with identity
covariance matrix and MLUE is the random sample covariance matrix obtained from the sample
X1, . . . , XN but with Identity covariance. Then it was proved by Marcenko and Pastur [19] that
the unnormalized traces of the above resolvents satisfy the following equation:
Proposition 5.2. If |Im z| or Re(z) < − for some  > 0 arbitrarily small, then
TrRz = TrR˜z − 
−1
1 m˜
′
N(z)
1 − −11 m˜N(z)
+ N(z), where the random variable N(z) → 0 almost surely.
Remark. The almost sure convergence comes from the unitary invariance of the gaussian law
and the existence of any moment for Gaussian random variables, which allows to reinforce the
convergence in probability proved by Marcenko and Pastur [19] to an a.s. convergence.
Weﬁrst show thatwe can assume that all the eigenvalues lie almost in the support ofMarchenko–
Pastur’s law. Using h(t)C(t + 1), there exists a constant C0 such that
E
(
exp
{
N∑
i=1
h(i ) − N
∫
h(x)d(x/)
})
 exp
{
C0N − N
∫
h(x)d(x/)
}
.
Deﬁne then N = {i < LN ∀i = 1, . . . , N} where LN = N

2(k0+1) for some  > 0 and where
k0 is (the smallest integer) such that |h′(t)| < Ctk0 . Then, comparing the spectral radius of Mp
with that of −11 MLUE and using standard estimates for the largest eigenvalue of the LUE, we
have that P(cN ) < exp {−CN1+
′ } for some positive ′. This is enough to ensure that
E
(
exp
{
N∑
i=1
h(i )−N
∫
h(x)d(x/)
}
1cN
)
 exp
{
C0N−N
∫
h(x)d(x/)−CN1+′
}
.
We can now use concentration results of [9, Corollary 1.8.b] and the arguments of [13, Section
3]. As h′(t) < Ctk0 for some ﬁxed k0, t 
→ h(t2) is Lipschitz with constant CLk0+1N on the set
N . Thus, if h˜(t) = h(t), if |t |LN , h(t) = h(LN), if tLN , and h(t) = h(−N), tN ,
P
(
1N
∣∣∣∣∣
N∑
i=1
h˜(i ) − E
N∑
i=1
h˜(i )
∣∣∣∣∣ > N
)
< exp{−C2N/Lk0+1N }.
Then, choosing N = N1−	N(+1)/2 (	 small) we see that, with probability greater than 1 −
exp{−CN1+}, we can assume that
∣∣∣∑Ni=1 h(i ) − E∑Ni=1 h˜(i )∣∣∣N. Combining this with a
result of [1,6] and comments of [9, p. 5], we have then restricted to a case where the random
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variable YN = ∑Ni=1 h(i ) − N ∫ h(x)d(x) is then smaller than N + N−5/48Lk0+1N N . Thus,
choosing  small enough gives that on N , YN is smaller than 2N1−	.
We then consider′N = N ∩{i < u+ + 	′}. Then P((′N)c) < exp {−CN} using the known
asymptotic behavior of the largest eigenvalue. Thus
E exp{YN }1(′N)c < exp {2N1−	 − CN} → 0
as N grows to inﬁnity. Now, we have managed to assume that all the eigenvalues of Mp and M˜p
are smaller than u+ + 	′. Note that the same reasoning holds for any k1, independent of N.
Let  be a contour encircling the interval [0, u+] and crossing the real axis at a distance 	′ of
the bounds. We then assume that 	′ is small enough so that h is holomorphic in a neighborhood
of . Let m(z) be the Stieltjes transform deﬁned by m(z) = m0(z)+ (1− 1/)z−1. There exists
a constant C > 0 such that
1′N
(
N∑
i=1
h(i ) + (p − N)h(0)
)
= 1′N
(∫

h(z)SpRz
dz
2i
)
= 1′N
(∫

h(z)SpR˜z
dz
2i
−
∫

h(z)
−11 m′(z)
1 − −11 m(z)
dz
2i
+CN−5/48 +
∫

N(z)
dz
2i
)
(45)
= 1′N
(
N−1∑
i=1
h(˜i ) + (p − N + 1)h(0) −
∫
′
h
(
1
w
− 1
(w − 1)
)
1
w − 1
dw
2i
)
+CN−5/48 + ′N. (46)
To obtain (45), we have used the a.s. rate of convergence of the spectral measure N towards
Marchenko–Pastur’s distribution obtained in [6]. To obtain (46), we have used the change of
variablesw = m(z)with inverse z = 1
w
− 1
(w − 1) valid outside the support of the Marchenko–
Pastur’s law. Furthermore, ′N is a random variable almost surely converging to 0, as  is a ﬁxed
length contour along which |Re(z − i )| > 0. Now, because  does not encircle zc(1) >
u+ + 	′, ′ encircles the sole singularity 0 (and not 1 as can easily be checked). So that the residue
integral can now be computed. Finally, we can also compare the eigenvalue statistics of M˜p and
MLUE to obtain that
lim
N→∞ E exp
{
N∑
i=1
h(i ) −
N∑
i=1
h(LUEi )
}
= exp
{
− 1
2i
∫
′
h
(
1
w
− 1
(w − 1)
)(
1
w − 1 −
1
w − 1
)
dw
}
. (47)
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In the integral the sole residue to be computed is at the pole 0. Now using Proposition 5.1,
Proposition 1.1 follows. The case where k1 is handled in the same way, by a straightforward
recurrence.
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