One of the first models to be proposed as a document index for retrieval purposes was a lattice structure, decades before the introduction of Formal Concept Analysis. Nevertheless, the main notions that we consider so familiar within the community ("extension", "intension", "closure operators", "order") were already an important part of it. In the '90s, as FCA was starting to settle as an epistemic community, lattice-based Information Retrieval (IR) systems smoothly transitioned towards FCA-based IR systems. Currently, FCA theory supports dozens of different retrieval applications, ranging from traditional document indices to file systems, recommendation, multi-media and more recently, semantic linked data. In this paper we present a comprehensive study on how FCA has been used to support IR systems. We try to be as exhaustive as possible by reviewing the last 25 years of research as chronicles of the domain, yet we are also concise in relating works by its theoretical foundations. We think that this survey can help future endeavours of establishing FCA as a valuable alternative for modern IR systems.
Introduction
Surveying the intersection of Formal Concept Analysis (FCA) [33] and Information Retrieval [3] is not an easy task. The main complexity is that both domains have a an application range so wide that just getting a relevant set of articles to report about is a knowledge discovery process in itself. This is clearly exemplified by the survey presented by Poelmans et al. in 2012 [60] where FCA is used to report on 103 articles related to topics of FCA and IR in a period of only six years (2003) (2004) (2005) (2006) (2007) (2008) (2009) ) crawled from the Web. In this paper we intend to approach the surveying in a more general and integral manner. We try to answer a very simple question. How have FCA and concept lattices been used in the context of IR applications? We answer this in a chronological narration, trying to cover the last 25 years of research since the first inception of the use of lattice structures to model the space of possible queries (or prescriptions, as they were called) to the last approaches, supporting file systems and semantic technologies.
As we can observe, most of the approaches presented here rest over a limited pool of ideas and techniques associated with FCA/IR but applied to a myriad of domains and applications. These ideas are:
1. Using a concept lattice as a model of the description and document spaces 2. Enriching the description space through external knowledge sources
Enabling Relevance Feedback
-Mixing querying and browsing -Query-by-navigation -Query-by-example 4. Using a concept lattice as a support for automatic retrieval Our goal in this survey is to catalogue these ideas so future endeavours may have an easier way reaching further domains while developing new different and more interesting techniques. The remainder of this article is as follows: Section 2 introduces some context w.r.t. the use of lattice-based structures in the field of information retrieval. It also introduces the underlying model that generalizes the use of FCA for retrieval purposes. Section 3 describes the first approaches of FCA in the IR domain. Section 4 reviews works using background information to improve retrieval results. Section 5 reviews works based on the paradigm of relevance feedback and automatic document ranking. Section 6 lists the main applications and systems encompassing the ideas and notions described in the previous sections. Finally, Section 7 concludes the paper by introducing some concepts left out of the scope of this paper.
Related Work
Along with the work of Poelmans [60] , there have been other important reviews of the literature regarding FCA and IR [13, 64, 68] . In 2005, Carpineto and Romano [13] described the main possible tasks that FCA could perform regarding querying and indexing by summarizing some of their work in the field. In 2007, Uta Priss [64] dedicated a full chapter to describe the state-of-the-art up to 2004 on FCA-based IR in her paper on FCA and Information Sciences. The last of these reviews was presented by Valverde and Peláez-Moreno in 2013 in the first (and sadly, the last) workshop on Formal Concept Analysis meets Information Retrieval in the context of the European Conference on Information Retrieval (ECIR 2013) 1 . This work differentiates between what is FCA in IR and what is FCA for IR, the latter of which refers to the possibility of "augmenting IR with the methods and ideas of FCA". The authors describe these ideas in seven "affordances" of FCA for IR, classifying with them the body-of-work of FCA-based IR approaches.
Notation and Definitions
Formal Concept Analysis. For the sake of brevity, in this paper we assume a certain degree of familiarity with FCA. In what follows, we use the notation of [33] . A formal context is defined as K = (G, M, I) where G is a set of documents, M is a set of attributes or descriptors and I an incidence relation set indicating by gIm that document g ∈ G has descriptor m ∈ M . Descriptors denote any kind of metadata associated with documents, being terms, phrases, symbols, authors, image features, etc. For the sake of generality in this paper we will refer to M as the set of descriptors, unless indicated otherwise.
Boolean IR model. The Boolean IR model is considered as the first and one of the simplest techniques to index and retrieve documents [3, 47] . Given a collection of documents G, we can consider each document g as represented by a conjunction of Boolean descriptors g ⊆ M , where M is the set of all descriptors (sometimes called "repertory" or "dictionary"). A query (or "request", or "prescription") is defined as a set of descriptors connected by a logical operator AN D, OR, N OT . The simplest query is given by a set of descriptors connected by AN D and is called a "conjunctive query". Given a conjunctive query Q and , the set of relevant documents to be retrieved (Q and ) are those that contain at least all the descriptors in the query. A disjunctive query (using OR) can always be split into its conjunctive parts and the set of relevant documents can be computed by the union of each separate set of relevant documents. A similar approach can be applied for N OT . In this work we will consider every query Q as being conjunctive, unless indicated otherwise.
A query Q ⊆ M is a subset of descriptors usually provided by a given user. In this review we respect the original denominations given by different works to queries (requests, prescriptions, questions, etc.), however we indicate in parenthesis what denominations refer to. Finally, the "space of documents" is denoted as (℘(G), ⊆) while "the space of descriptors" or "the query space" is indistinctly denoted as (℘(M ), ⊆).
Pre-FCA history -A lattice to model the description and document spaces
Lattice structures were early adopted by information scientists as a model of document indexing [29, 54] . As early as 1956, Robert A. Fairthorne [29] discussed how to model a library classification system by producing all possible requests (queries) as combinations of categories (descriptors) and logical connectors (AN D, OR, N OT ) and how this model could be compared to a "free distributive lattice". Some years later, Calvin Mooers [54] would consider two spaces for this model, namely the space of prescriptions P (descriptors) and the space of all possible documents subsets as L = ℘(G).
He realised that L with the set inclusion operator ⊆ was naturally a partially-ordered set (or poset) and that, under certain circumstances (actually when P = ℘(M )), P could also be modelled as such. With this, a retrieval system consists in a transformation T : P → L that is able to take a prescription (query) into the largest subset of documents that satisfies it (see Figure 1 ).
It is important to note that Mooers did not describe an actual IR system, but a "model" for retrieval systems that would enable the comparison of different approaches. We can observe that FCA is an instance of this model, where the transformation T is naturally represented by a Galois connection defined between ℘(G) and ℘(M ) and where the concept lattice is an elegant solution for the spaces P and L as it represents them in an integrated manner. Particularly, when this Galois connection is defined in terms of the derivation operator ((·) ), FCA becomes an implementation of the Boolean IR model. 
The underlying model of FCA-IR
Let us introduce a general model of Boolean retrieval using the FCA framework with an example. In the following sections, we will re-use this model to explain how the tasks of browsing and querying can be performed using a concept lattice. Consider a formal context of documents and descriptors as the one shown in Table 1 . Documents for a query Q ⊆ M are retrieved through the derivation Q ⊆ G which works as the "transformation" T shown in Figure 1 . For example, the query Q = {arthroscopy, complication} has as an answer documents in Q = {d 2 , d 7 , d 8 }.
Key aspects: The query Q can be naturally extended to Q , which of course, contains the same set of answers Q . In the example, the query Q = {M RI} extends to Q = {M RI, medicine} and they both have the same answer Q = {d 3 , d 4 }. This fact was already discussed by Mooers [54] and has been exhaustively exploited by FCA-IR approaches to provide context to user queries, in this case showing the user that his answer for M RI is within a medical context instead of several other possible interpretations 2 . The formal concept formed by (Q , Q ) has been called virtual node, virtual concept or query concept, and represents both, the extended query (intent), and the set of retrieved documents (extent). Notice that the latter can be an empty set if there are no documents satisfying the query (hence the name virtual). Finally, in this article we will make the distinction between "query extension" and "query expansion". The first of which refers to the closure of the query w.r.t. (·) . The second refers to an actual modification of the query by taking a set Q 1 where Q 1 = Q and in general Q 1 ∩ Q = ∅ (i.e. finding a query Q 1 related to Q which yields different results). Throughout all the approaches discussed in this survey, the underlying model described above has not varied much (notice that the book of Barbut and Monjardet which included what will be FCA later was published in 1970! [4, 69] ). This fact is in no way a negative point for FCA-based IR approaches, but actually a statement about the adequacy of the model to fit in different tasks and domains. On the other hand, this advantage of FCA is also one of its main drawbacks when dealing with modern IR systems. The Boolean IR model was quickly regarded as too limited for the complex tasks involved in the retrieval of documents considering the size of modern document collections or the nature of their descriptions (e.g. numeric instead of Boolean). The IR community would shift to more complex models such as the vector space model (for ranking documents by "relevance" w.r.t. a query) or the probabilistic model (for predicting which are those more "relevant" for a user) . Current introductory books on IR [47, 3] do not mention lattice structures (not to say concept lattices) as valid IR models 3 . In [47] , the chapter on the Boolean IR model finishes with the following quote attributed to Calvin Mooers in a book of Fairthorne (1961) :
"It is a common fallacy (...) that the algebra of George Boole (1847) is the appropriate formalism for retrieval system design. This view is widely and uncritically accepted as it is wrong."
FCA meets IR
The bad scenario for the Boolean retrieval model and its drawbacks did not stop many researchers from developing several different applications using this paradigm. In the '90s, the first FCA-based IR systems were developed, while several other systems based on the use of lattice structures became popular.
Non-FCA lattice-based IR systems
Pedersen in [58] introduced BRAQUE (BRowse And QUery Environment) as a system that allowed the navigation of a document collection modelled as a relationship lattice [59] , strongly resembling the features of a concept lattice. At the AT&T Bell labs, Ginsberg [34] introduced WorldViews, consisting "of a system for automatic document indexing, an information retrieval system and a user interface" using a taxonomy modelled as a lattice structure. In the work of Bosman et al. [5] , a similar approach to Ginsberg's WorldLattice was presented for creating a "Hyperindex" of a faceted hierarchical thesaurus using a lattice structure. The lattice supported a "query-by-navigation" approach where the user could "refine" or "enlarge" a query. In the domain of software engineering, Mili et al. [53] proposed a lattice-based index of software descriptions for retrieval purposes based on software reuse needs. The authors describe two types of retrieval namely, "exact" which resembles the Boolean retrieval model and "approximate" measuring "proximity" w.r.t a given query.
FCA-based IR systems
The proposition of Godin et al. [36] revealed the capabilities of concept lattices for indexing and retrieval as an alternative to Boolean querying and hierarchical classifications. This work was built over the initial user interaction design proposed by the same authors years before [37, 35] . A major highlight in this work is the efficient browsing capabilities generated from a document collection by the construction of a concept lattice which actually represents a query space. In this manner, the user can pose different queries without explicitly indicating a set of terms to be sought within documents. An important advantage of this model is that users do not have to be completely familiarised with the lexicon used for indexing.
In the same year, Carpineto and Romano presented their system GALOIS [7] for conceptual clustering 4 which would be later implemented for information retrieval purposes through a query browsing interface called ULYSSES [14, 9] . ULYSSES develops further in the model for the unification of querying and browsing plus a third procedure called "bounding". The latter allows the user to restrict the search space within the concept lattice (deriving a sub-lattice) by including into the query sentences such as "all documents indexed by a given term m" (i.e. contained in formal concepts (A, B)s.t.(A, B) ≤ (m , m )) and "all documents not indexed by a given term m" (i.e. contained in formal concepts (A, B) such that B ∩ m = ∅). Experimentation showed similar results to a plain Boolean retrieval system. As Fairthorne proposed [29] , in an ideal world we could take the descriptions of all the documents in a library and create a map of all the possible requests that could be made (this map would be the P space in Figure 1 ). However, this is a rather an unlikely scenario as the size of such map grows "faster than exponentially" w.r.t. the number of categories [63] . Instead we would prefer to generate a smaller P space that represents the "most meaningful" queries 5 . For this reason, two main strategies were embraced. Firstly, the use of an authoritative source such as the thesaurus-based Word-Lattice in [34] which would model in a more concise manner the space P . Secondly, the elicitation of this space from document features (lexical properties [5] , metadata [58] or terms [36, 14] ). An anecdote. Mooers described the size of the search space of a document collection (L in Figure 1 ) of one million documents as the number of subsets we can construct from it, being the staggering figure of 10 310,000 [54] . This remembered one of the authors the description of a googol (10 100 ), a number proposed in 1938 by mathematician Edward Kasner to exemplify the difference between "an unimaginably large number and infinity" 6 . While a googol is much larger than the number of particles in the observable universe 7 , we can see that the L space is much larger than a googol. Apparently, we were not the first ones to step on this interesting fact. In 1997, a couple of entrepreneurs looking for a name for their search engine, in an attempt to represent the "indexing of an immense amount of data" 8 , registered the misspelled version "Google". 4 Actually, GALOIS is an incremental algorithm for building a concept lattice. 5 It is worth mentioning that the "meaningfulness" of a request is a matter of perspective. What is meaningful in a domain may not be in another. Meaning also changes with time. 6 
Enriching the description space through external knowledge sources
In the FCA-IR model explained in Section 2.1, attributes are descriptors obtained from the set of documents. As previously explained, this space (P ) can be very large but other than that it can suffer from other problems. For example, it can be non-representative of the document set by different reasons (poor document description, poor vocabulary, incompleteness, etc.). Regarding these issues, it may be useful to use an external knowledge source to complement document descriptions. For example, if we are interested in considering synonymia for indexing (e.g. relating documents referring to "concept lattices" and "Galois lattices") we may use a thesaurus. If we are interested in considering hierarchical relations (e.g. relating documents referring to "monkeys" with those referring to "primates") we may use a taxonomy. If we are interested in considering logical implications (e.g. relating documents written by a French author to those written by a German author using the label "European literature") we may use an ontology. With these concerns, in 1996 Carpineto and Romano proposed a modified version of the GALOIS system to include "background information" in the form of a thesaurus for document indexing using FCA [8] . The modification was made in the order relation between formal concepts (≤ K ) using the order between document descriptors (≤ T ) induced by a thesaurus as follows:
Furthermore, they redefined the intersection between two descriptor sets as: Table 1 , consider a thesaurus T with the relations arthroscopy, laparoscopy ≤ T endoscopy 9 . Then, {laparoscopy} ∩ * {arthroscopy} = {endoscopy} and we can build the formal concept ({d1, d2, d3, d6, d7, d8, d9},{endoscopy}). Consider this analogous to including in the formal context the attribute endoscopy and the relation where each document related either to laparoscopy or arthroscopy is also related to endoscopy.
From the example in
The authors argue that this approach would lower the complexity associated to computing the concept lattice compared to the more simple approach of adding the thesaurus terms to the initial formal context. In 1997, Uta Priss presented several propositions for a FCA-based IR system in which three main components were discussed [62] . Firstly, a combined formal context comprising document descriptors and other metadata components (e.g. publisher, author, etc.). These kind of fields were coded by many-valued formal contexts which were later scaled (see attribute scaling in [33] ). The second component described the inclusion of a thesaurus within the formal context by two approaches, namely by mapping document-descriptor pairs to thesaurus elements, and by constructing a combined formal context considering documents, descriptors and thesaurus elements in a relational concept analysis (RCA) manner (this RCA proposition is formally different from the one presented by Huchard et al. [40] ). The third component referred to the use of "nested line diagrams" to represent in a better manner the combination of different concept lattices in an integrated view offering different description levels within a document collection.
Some of these ideas were later revisited by Cole and Eklund in 1999 [21] where the authors proposed an interactive e-mail retrieval system based on FCA. The formal context was built using "classifier outputs" as attributes which the user was asked to order in a hierarchy (G is a set of emails). Conceptual scaling was applied to many-valued attributes deriving views (sub-lattices) that were more manageable for the user to browse than the concept lattice of the entire email collection. In 2003, the authors (plus Gerd Stumme) would propose an extension of their work into a fully integrated system called "HIERMAIL" [22] in which nested-line-diagrams were used to represent conceptual scales (instead of sub-lattices) for knowledge discovery over an e-mail collection. Incidentally, Cole and Eklund had proposed a "folding" and "unfolding" mechanism (using the same notion of conceptual scales) for the concept lattice in a previous work oriented to model a document retrieval system in which documents were indexed by a medical thesaurus called SNOMED [20] , although these procedures were not clearly defined.
A similar approach for domain-specific interactive FCA-based IR systems was presented by Mihye and Compton in 2001 [43] and later extended in [44] . An interesting point of this work is that it addresses the fact that taxonomies used to index documents are not static and should evolve through time. For this reason, the concept lattice is used not only to retrieve documents but also to aid users in the annotation of documents and in the evolution of the taxonomy.
Relevance Feedback and Automatic Retrieval

Relevance Feedback
Other than choosing and modelling the kind of data to be used as attributes in a formal context, an important factor in the efficiency of a retrieval system is to help the user closing what is usually called the knowledge or "the cognitive gap" [42] . The cognitive gap describes the distance between the space occupied by the actual information needs of a user and the space occupied by its ability to describe its information needs. For example, consider a user searching for "the book which they made a film about and a wizard appears on it". Somebody could answer "Is it about a girl, a lion, a tin man and a scarecrow?" to which the user may answer "No, there are some kids in a school".
Then, the answer could be narrowed down to the 7 books of the "Harry Potter" saga.
Here we can see that the cognitive gap can be represented as the distance between the initial query, possibly with the keywords ''book film wizard'', which the user is able to provide, and the query that he actually needs to provide which is ''Harry Potter book''.
In 1971, Rocchio proposed his famous relevance feedback model to overcome this issue [65] . In a nutshell, we can see relevance feedback as a "query calibration" system using extra user inputs. In the previous example, the initial user query was very abstract. Somebody (possibly the librarian), with knowledge about fantasy books asked the user a question based on the assumption that the answer may be "The wizard of Oz". The negative answer provides a feedback of relevance (i.e. "The wizard of oz" is not relevant) which is used to generate the query: book film wizard school -''the wizard of oz'' 10 .
In FCA terms, we can represent this scenario as the join of two object concepts as depicted in Figure 2(b) . The initial query yields concept 0 for which the system may propose concept 1 or concept 2.
This approach was proposed by Carpineto and Romano in 1998 through their system REFINER [10] . The user pose a query to which the system generates a "virtual concept in the lattice". By the use of the upper and the lower cover of the virtual concept, REFINER is able to propose minimal query refinements/enlargements (resp.) to the user. Experimental results showed significant better results in the search time employed by a user w.r.t. the Boolean IR model. In 2002, Grootjen et al. [38] proposed a similar rougher approach called "conceptual relevance feedback" further developed as a query expansion method [39] in the lines of pseudo-relevance feedback [47] .
In 2007, Nauer and Toussaint [55] presented a model for "explicit relevance feedback" 11 over a standard Web search engine (such as Google) supported over a concept lattice. This model consisted of a constant iteration of the formal context by "extension" and "reduction" procedures. Extensions were made whenever the user submitted a new query or gave a positive assessment. Reductions were performed whenever the user gave a negative assessment. Explicit relevance feedback was also supported in a previous work by Martines and Loisant [49] for concept lattice-based image retrieval in a similar manner. Users were asked to evaluate images as "good" or "bad". An example of "implicit relevance feedback" can be found in the work of Ducrou et al. [26] , supported by a procedure called "query-by-example". Instead of asking the user to give explicit relevance assessments, the query is modified by a sample set manually created by the user.
Ranking documents
So far we have reviewed approaches that assist the user in navigating the query space and deciding what is or is not relevant. This is usually achieved by providing an interface that helps them retrieve parts of the concept lattice by the use of "query-bynavigation", "query-by-browsing", "relevance feedback" or "query-by-example". This however is not what we are used to when dealing with search engines. The "file search program" of any operating system, or the mechanics of traditional Web search engines follows a very simple scenario. The user inputs a query and the system outputs a list of documents already ordered by the "relevance" w.r.t. that query. Thus, the system is provided with the notion of what is relevant and what is not. For instance, in the d1 d2 d3 d4 Q (a) Vector-space model example. Documents  (d1, d2, d3, d4 ) and the query Q are represented as points. Axis are arbitrary description spaces. Dashed lines represent the distance between the query and documents d2 and d4. The latter is closer to the query than the former meaning that it is more "relevant" for retrieval purposes. vector-space model, documents and queries are represented by points in an arbitrary Euclidean-space. "Relevance" in this case may be represented by the distance between a query and a document (the closer the document, the more relevant it is w.r.t. the query) as shown in the example of Figure 2 (a) (explaining the meaning of the axis or why the documents and the query are located in the space as they are is out of the scope of this paper. For more information see [47] ).
A similar notion was adopted by Carpineto and Romano in 2000 in what they called concept lattice-based ranking (CLR) [11] for a fully automated retrieval system. Using the REFINER model, the virtual concept representing the query is placed in the concept lattice and a series of "concentric rings" around the virtual concept yields a distance that allows to rank documents (e.g. in Figure 2 (b), documents in concepts 1 and 2 -and not in concept 0 -are at distance 1, while documents in their super-concepts would be at distance 2). Different measures are also introduced in the work of Ducrou et al. [26] where instead of using the concept lattice structure, differences in extent and intent sets are taken into account. In 2014, Codocedo et al. [18] presented a system for lattice-based ranking using notions of case-based reasoning. This approach inspired in CLR uses the concept lattice to find suitable "query modifications" through pivotal elements called "cousin concepts". Query modifications are evaluated w.r.t. a semantic distance to the original query yielding automatic document ranking. Experimental evidence suggests that such an approach leads to better precision w.r.t. the Boolean querying model and CLR.
6 Applications and Systems 6.1 Applications Semantic retrieval. How to mix semantic technologies (what is known as semantic web) with IR techniques is still an open question. It is fair to say that modern IR systems are more focused on how to retrieve documents from very large collections than to provide reasoning or inferring capabilities to their engines. Nevertheless, this has not hindered the adoption of some of the semantic web notions such as the knowledge graph in the Google Web engine 12 . Regarding FCA-based IR approaches we can highlight the work of Messai et al. [50] presented in 2005 adapting the ideas of query refinement to support the use of ontologies for generalization purposes. In 2011, Codocedo et al. [17] presented an application of FCA to index songs using semantic similarity among keywords in a concept lattice. In 2012, Ferré et al [30] introduced LISQL, a query language for logical information systems supporting complex relational properties among objects. These ideas were materialised in a geographical information system. Finally, in 2014 the work of Alam et al [2] presents the concept lattice as a classification of SPARQL answers to provide views on linked open data retrieval system.
Recommender systems (RSs). RSs have become increasingly popular at the point that currently, it is an independent research community. Nevertheless, RSs have their roots in IR sharing many notions such as indexing, retrieval and ranking. To phrase it in the terms of [68] , an important affordance of FCA for RSs is the characterization it can provide to recommendations, i.e. it can explain why a certain item is being recommended, so the user can have a better experience with the system. This fact was addressed by [41] in 2008 which proposed a system for "well-interpretable recommendations based on FCA" for advertisement keywords using association rules. Previously, in 2006 [23] FCA was used as a method to pre-calculate groups of users that agree in certain groups of items. The notion of query concept is in here replaced by the "entrylevel concept" of a user or an item. Experimental results suggest that FCA alleviates the otherwise hard task of finding the neighbourhood of a given item or user in the dataset. In 2013, Senatore et al. [66] proposed a recommender system based on an extension of FCA (namely, "Fuzzy FCA" or more precisely, FCA with fuzzy attributes) allowing to include degrees of similarity between users (i.e. not just Boolean relations for rating the same item) providing ranked recommended items. Finally, in 2014 Castellanos et al. [15] presented an approach based on [23] to extract preferences from a user activity log and derive semantically-enhanced item recommendations from them.
Others: For the sake of brevity, in here we give a summarised overview of some other applications of FCA-based IR systems. File Systems (FS) are an interesting application in low-level information retrieval (operating system level). FCA provides a more dynamic interaction with the file system structure where the FS can be represented as a lattice instead of a tree [31, 48, 67] Source code location is an important task in software engineering as it enables code refactoring, among other applications [53, 61, 1] . Other interesting applications are mathematical expression search [57] and multimedia indexing [49, 26] .
FCA-based IR Systems
FaIR (2000) by Uta Priss [63] : A faceted IR system in which formal concepts of documents and descriptors are mapped to thesauri entries. It features a query language built on top of the set of formal concepts with the logical operators AN D, OR, N OT . CREDO (2004) by Carpineto and Romano [12] : CREDO works as the front-end of a Web search engine (such as Google or Yahoo). It implements some of their ideas in query expansion presented in REFINER providing context to an otherwise plainlist of ranked documents. Extensions of CREDO included its port to mobile devices (CREDINO and SmartCREDO [6] ). JBrainDead (2004) by Cigarrán et al. [16] : A FCA-based system that combines standard IR techniques such as term weighting and ranking for automated attribute selection. We highlight in this work the novel evaluation metrics considering the effort needed to find documents within a concept lattice derived from the number of concepts to visit and the percentage of those that represent relevant results. Mail-Sleuth and the Sleuth Family (2004 -2009), Ducrou, Eklund et al.: Building on previous work, the authors present a commercial tool called Mail-Sleuth [28] , a system for searching and browsing personal email collections under the assumption that novice users are able to manage a line diagram of a lattice structure. The authors extended these ideas to different application domains: ImageSleuth [26] for image browsing and retrieval (discussed in the previous sections), DVDSleuth [24] for browsing Web catalogues , SearchSleuth [25] for browsing results from a standard Web search engine and AnnotationSleuth [27] a system designed for browsing a virtual-museum collection. In 2014, Wray and Eklund presented the application "A place for art" [70] which followed in the steps of AnnotationSleuth with a much more elaborated user interface. FooCA (2005) by Koester [45] : In the steps of CREDO, it also relied in the assumption that users can manage line diagrams of concept lattices, as well as interacting directly with the formal context. BR-Explorer (2006) by Messai et al [51] : An algorithm for document retrieval the notions of "query concept", "pivoting" and "ranking" for bioinformatic datasets. Camelis (2007) by Sebastian Ferré: Based on "a generalization of FCA", named Logical Concept Analysis (LCA), where attributes are replaced by logical formulas. Designed to cover four main aspects: mixing query and navigation, expressive query language, genericity in data types, and efficiency for large collections. Camelis integrates several taxonomies different in nature, e.g. geographical (Paris France), numeric (1999 ≤ 2000) and conceptual (ICFCA Conference), allowing complex querying and other tasks previously discussed, such as "query-by-navigation" and "query by example". An extension of Camelis called Sewelis (or Camelis 2) was introduced in [30] for "Querybased Faceted Search" on linked data, introducing an expressive query language called LISQL (Logical Information System Query Language). CreChainDo (2007) by Nauer and Toussaint [56] : A FCA-based IR system supporting explicit relevance feedback (details in Section 5).
Conclusions
Two related topics have been left out of the scope of this review while they remain of extreme importance for FCA-based IR approaches. Firstly, the use of complex data for document indexing. Several approaches have proposed more sophisticated models than the standard Boolean retrieval model defined at the beginning of this article. Mainly, they rely in three FCA extensions for dealing with complex data, Logical Concept Analysis such as in [32] , Fuzzy FCA such as the case of [66] and Pattern Structures, such as the case of [19] or [52] (the latter does not explicitly apply pattern structures, but the notions are very similar). Secondly, the application of FCA to large collections of documents or big data (an interesting discussion is provided in [46] ). Both of these matters deserve a more extensive treatment than the one we could give them here.
Finally, this paper has presented an exhaustive review of FCA-based IR approaches focusing in the shared ideas and notions they share. We have shown how these ideas can be applied in a variety of domains and applications ranging from standard Boolean retrieval to semantic retrieval or file systems.
