A uniquely parsable grammar (UPG) introduced by Morita et al. (1997) is a kind of generative grammar, where parsing can be performed without backtracking. In this paper, we investigate a uniquely parallel parsable grammar (UPPG). We give a simple sufficient condition on morphism languages, and show that every such morphism language can be parsed efficiently in parallel by a UPPG. We show that the Fibonacci and Thue-Morse languages, which are instances of such languages, can be parsed in logarithmic time in parallel by UPPGs.
Introduction
A uniquely parsable grammar (UPG) [4] is a special kind of generative grammar where parsing can be performed without backtracking. By extending a UPG, a uniquely parallel parsable unification grammar (UPPUG) [3] has been proposed. It is a unification grammar (UG) version of a UPG in which parallel parsing is also possible. A uniquely parallel parsable grammar (UPPG) is a simplified version of a UPPUG such that every function symbol is of arity 0. Rewriting rules of a UPPG satisfy the following condition: If a suffix of the righthand side of a rule matches with a prefix of that of some other rule, then each of these portions is contained in the context portion of each rule. By this, any language generated by a UPPG can be parsed without backtracking by a sequential, parallel, or even mixed reduction process.
In this paper, we investigate a problem of generating/parsing of languages defined by morphisms. If φ : V * → V * is a morphism for some finite alphabet V , then we call {φ i (a) | i ≥ 0 } (a ∈ V ) a morphism language. We give a sufficient condition on a morphism language so that it can be parsed in parallel by some UPPG efficiently, i.e., the word φ k (a) is reduced to a in parallel in O(k) steps. The well known Fibonacci and Thue-Morse languages are instances of such morphism languages, and they are parsed in logarithmic time by maximum parallel reduction in UPPG.
Preliminaries
In this section we give definitions and known results on uniquely parsable grammars and uniquely parallel parsable grammars that are needed in the following sections. See [3, 4] for the detail. See also [2, 5] for the basic notions of formal languages.
A Uniquely Parsable Grammar

Definition 2.1 A uniquely parsable grammar (UPG) is defined by
where N and T are nonempty finite sets of nonterminal and terminal symbols (N ∩ T = ∅), S is a start symbol (S ∈ N ), and $ is an endmarker ($ ∈ N ∪ T ). P is a set of rewriting rules of the following form: 
Definition 2.2 Let G = (N, T, P, S, $) be a UPG, and η be a string in (N
∪ T ∪ {$}) + . A rule α → β in P is said to be applicable to η if η = γαδ for some γ, δ ∈ (N ∪ T ∪ {$}) * . Applying α → β to η we obtain ξ = γβδ,n ⇒ ξ. The language L(G) generated by G is defined by L(G) = { w ∈ T * | $S$ * ⇒ $w$ }.
Definition 2.3 Let G = (N, T, P, S, $) be a UPG, and η
* , where 
⇒.
The following theorem states that any given string w ∈ T * can be parsed without backtracking provided that w ∈ L(G).
A Uniquely Parallel Parsable Grammar
Definition 2.4 Let Σ be a finite alphabet, and let "f irst" and "last" be the mappings from Σ * to Σ defined as follows:
where a ∈ Σ, β ∈ Σ * , and ε is an empty string. A rewriting rule with a context index is a construct
which satisfies the following conditions: 
The UPPG-Condition:
The righthand side of each rule is neither S, $S, S$, nor $S$.
For any two rules with context indices
and R 2 may be the same), the following statements hold.
Let G = (N, T, P, S, $) be a UPPG, and let G be a grammar obtained from G by simply removing context indices from the rules in P . Then, we can see that G is a UPG from the definitions of them. Hence, in this sense, the class of UPPGs is a subclass of UPGs. Thus, parsing can be performed without backtracking in a sequential manner in the same steps as in the derivation process.
The following two lemmas are needed in the definition of parallel reduction in a UPPG. The proofs are similar to the case of UPPUG [3] .
Lemma 2.2 [3] Let G = (N, T, P, S, $) be a UPPG, and ξ
∈ (N ∪ T ∪ {$}) + be a string. Let I i = [[α i → β i , (l i , r i )], j i ] (i = 1, 2, 3) be three distinct items, each of which is reversely applicable to ξ. If j 1 < j 2 < j 3 , then j 3 − j 1 ≥ |β 1 |.
Definition 2.6 Let G = (N, T, P, S, $) be a UPPG, and ξ
∈ (N ∪ T ∪ {$}) + be a string. Let {I 1 , I 2 , · · · , I k } be a
set of items, where each
I i = [[α i → β i , (l i , r i )], j i ] (i = 1, · · · , k) is reversely applicable to ξ. By Lemma 2.1 j i = j i holds if i = i . Hence we can assume, without loss of generality, j i < j i+1 (i = 1, · · · , k − 1). Moreover, by Lemma 2.2, j i+2 − j i ≥ |β i | holds for any i ∈ {1, · · · , k − 2}, i.e. if j i+i − j i < |β i | then i = 1. Thus,
from the definition of a UPPG, we can write ξ and
Then, we say η is obtained from ξ by a direct parallel reduction with respect to the item set
As defined above, we can apply any number of reversely applicable items in parallel to a given string without interfering each other. The next theorem states that in a UPPG, parsing can be performed without backtracking in sequential, parallel or even mixed manners. 
Definition 2.7 Let G = (N, T, P, S, $) be a UPPG, and ξ
∈ (N ∪ T ∪ {$}) + be a string. Let {I 1 , I 2 , · · · , I k } be the set of all reversely applicable items to ξ, where I i = [[α i → β i , (l i , r i )], j i ] (i = 1, · · · , k).
Parsing Morphism Languages by UPPGs
where ε is an empty string). Let φ : V * → V * be a morphism, and c ∈ V . We call the language 
Theorem 3.1
Let V = {a 1 , · · · , a n }, and φ : V * → V * be a morphism satisfying the following condition, where Z = {φ(a 1 ), · · · , φ(a n )}.
φ(a i ) = ε for any i ∈ {1, · · · , n}.
The statements below hold for any i, j ∈ {1, · · · , n}. (i) There exist no
γ, δ ∈ V * such that γ ·last(φ(a i ))first(φ(a j ))·δ ∈ Z. (ii) If φ(a i ) = φ(a j ) then a i = a j . Then, for any a ∈ V , there is a UPPG G = (N, T, P, S, $) such that L(G) = L φ (a) = {φ k (a) | k = 0, 1, · · · }, and each string φ k (a) (k ≥ 0) can
be parsed in O(k) steps by a maximum parallel reduction in G.
The condition 2(i) in Theorem 3.1 requires that, for any two symbols a i and a j (they may be the same), the word consisting of the last symbol of φ(a i ) and the first symbol of φ(a j ) cannot be a substring of φ(a h ) for any h ∈ {1, · · · , n}. The condition 2(ii) means that any two different symbols in V are mapped to different strings by the morphism φ.
Proof of Theorem 3.1. Let
where S, X, Y ∈ M ∪ V . P is constructed as follows:
(1) Include the following rule in P .
For each a i ∈ V , include the following rules in P .
[
) and a r = f irst(φ(a j )), then include the following rule in P .
We can see that G is a UPPG. Due to the condition 2(i), no righthand side of a rule in (4) can be a substring of the righthand side of some other rule in P . Furthermore, by the condition 2(ii), no righthand side of a rule in (1)- (3) can match that of some other rule. In such a way we can easily verify that P satisfies the UPPG-condition. Now, we note that $µ(w)$ * ⇒ $w$ holds for all w ∈ V + , because G has the rules in (5) . Hence, by unique parsability of G, 
is the leftmost (rightmost) symbol in the string. Then, apply successively the rules in (4) in order to delete each occurrence of XY . Note that XY occurs only between µ(φ(a j )) and µ(φ(a l )), if a j a l is a substring of φ k−1 (a). Apparently, this derivation process simulates the application of the morphism φ to the string
(II) The proof of "only-if" part of (a): According to Corollary 2.1, it is easy to see that the following statement holds. 
⇐ − − $S$ (γ is uniquely determined from γ).
Since γ ∈ M + and m > 1, only the rules in (4) can be used to reduce γ. Hence, $γ $ should be
Note that none of the rules in (4) can be reversely applied to each η i any more, since $γ$ ⇐ − − $γ $ is a direct maximum parallel reduction. In order to further reduce $γ $ to $S$, the symbols Xs and Y s should be deleted by reversely applying the rules in (3) to each η i with delimiters Y (or $) and X (or $). Now, if µ −1 (η i ) ∈ Z = {φ(a 1 ), · · · , φ(a n )} for some i, then none of the rules in (3) is reversely applicable to this portion, and thus it is impossible to reduce $γ $ to $S$. Hence, µ −1 (η i ) ∈ Z holds for all i ∈ {1, · · · , l}. Therefore, we can write In the following, we will give the well known Fibonacci and ThueMorse languages as instances of the morphism languages in Theorem 3.1.
Example 3.1 Consider a morphism
The morphism language L φ F ib (a) defined by φ F ib and a is called the Fibonacci language. Namely, it is the set of all the following strings α i . 
where P F ib is as below ([$B → $AX, (1, 0)] is omitted since it is useless).
A maximum parallel reduction process of abaababa is as follows.
given by the following equations (this morphism defines the Thue-Morse words; see e.g., [5] ).
The morphism language L φ T M (a) defined by φ T M and a is as follows. Finally, we note that the Theorem 3.1 expresses only a sufficient condition on a morphism language so that it can be parsed efficiently in UPPUG. It is, however, not a necessary one. Consider a morphism ν : {a, b} * → {a, b} * defined as follows:
The morphism language L ν (a) is as follows:
L ν (a) = { a, ab, abba, abbabaab, abbabaabbaababba, · · · }.
Though the morphism ν does not satisfy the condition 2(i) in Theorem 3.1, we can give a UPPG G such that L(G ) = L ν (a) as follows.
G = ({S, A, B, X, Y }, {a, b}, P , S, $)
where P is given below. 
