The viability of local populations strongly depends on the permeability of the landscape matrix to individual movements between resource patches (Dunning et al. 1992 , Taylor et al. 1993 . However, in anthropogenic landscapes, habitat loss, land-use conversion and fragmentation are known to alter matrix permeability and constitute critical concerns for the conservation of most organisms (Ricketts 2001 , Fahrig 2003 , Fischer and Lindenmayer 2007 . Understanding how the landscape matrix influences dispersal movements of individuals is thus critical for wildlife conservation. Allowing the assessment of functional landscape connectivity (Tischendorf and Fahrig 2000) , landscape genetics is emerging as an important way of supporting decision-making in landscape management (Segelbacher et al. 2010 , Manel and Holderegger 2013 , Mijangos et al. 2015 . Two complementary approaches can be used to investigate the influence of landscape features on landscape genetic patterns, namely boundary-based methods (Monmonier 1973 , Barbujani et al. 1989 , Pritchard et al. 2000 , Chen et al. 2007 , Jombart et al. 2008 ), aiming at identifying genetic structures, and direct gradient analyses (sensu ter Braak and Prentice 2004;  Landscape genetics is emerging as an important way of supporting decision-making in landscape management, in response to the deterioration of matrix permeability due to habitat loss and fragmentation. In line with unremitting methodological developments in landscape genetics, a new analytical procedure was recently proposed as a way of evaluating the effects of landscape gradients on genetic structures. This procedure is based on the computation of inter-individual hierarchical genetic distances (HGD), a metric of genetic differentiation taking into account the hierarchical structure in populations as inferred from clustering algorithms. HGD can be used as dependent variables in multivariate regressions to assess the effects of various landscape predictors on spatial patterns of genetic differentiation. However, multicollinearity may obscure the interpretation of multivariate regressions. We illustrate how regression commonality analyses (CA), a detailed variance partitioning procedure that can be used to deal with multicollinearity issues, can thoroughly improve our understanding of landscape connectivity when HGD are used as a dependent variable, with the red deer Cervus elaphus as an empirical example. Using logistic regression commonality analyses on HGD, we showed that semi-natural open areas, transportation infrastructures and, to a lesser extent, urban areas and rivers, were associated with an increase in hierarchical genetic differentiation in red deer. Regressions based on HGD provided detailed results that could not have been obtained with regressions based on standard genetic distances, with notably additional insights as to the possible influence of linear features such as roads and highways on landscape connectivity. Furthermore, CA helped identify synergistic associations among variables as well as suppressors, thus resolving inconsistencies among hierarchical levels and revealing spurious correlations that may have gone unnoticed in the course of classical regression analyses. We thus recommend the use of regression commonality analysis on hierarchical genetic distances as a promising statistical tool for landscape geneticists.
inferior level of the hierarchy being nested within lessconnected populations at the superior level. Hierarchical genetic structures are likely to occur in many wildlife species. For instance, species inhabiting complex heterogeneous landscapes (Urban et al. 1987 ) with various landscape features impeding dispersal movements differently (Coulon et al. 2008 , Ginson et al. 2015 ; Supplementary material Appendix 1), species with behavioural mating restrictions (Chapuisat et al. 1997, Bouzat and Johnson 2004) or with restricted gene flow (Giles et al. 1998 ) may exhibit such stratified genetic structures.
Hierarchical genetic structures are usually analysed through the use of analysis of molecular variance (Amova; Excoffier et al. 1992) or spatial analysis of molecular variance (Samova; Dupanloup et al. 2002) , the latter indirectly allowing the detection of zones of sharp genetic changes, that is, potential barriers to gene flow. Whilst these methods do not make any assumption about Hardy-Weinberg equilibrium within populations, they however require populations to be delineated a priori and are not appropriate when genetic data have been gathered according to an individual-based sampling scheme. In line with unremitting methodological developments in landscape genetics, Balkenhol et al. (2014) proposed a new analytical framework to thoroughly investigate the influence of landscape features on hierarchical genetic structures. This framework consists of three main steps: first, running a clustering algorithm to identify hierarchical landscape genetic structures; then, using the outputs of this hierarchical clustering to compute hierarchical genetic distances (HGD); finally, using these HGD as dependent variables in subsequent direct gradient analyses (see Supplementary material Appendix 1 for a validation of the method based on simulated data). Hierarchical genetic clustering is an iterative clustering procedure in STRUCTURE (Pritchard et al. 2000) , a software that allows identifying the most likely number of panmictic genetic clusters (K) and quantifies the probability that an individual belongs to each cluster in the form of individual ancestry values (or Q-values) . When a hierarchical genetic structure exists, using the ΔK statistic (Evanno et al. 2005 ) allows identifying the optimal K-value, say K 1 , at the uppermost level H 1 of the genetic structure. To identify additional population substructures, analyses can then be repeated for each of the K 1 clusters inferred at the previous step, resulting in a set of optimal K-values K 2 and new individual Q-values at the inferior hierarchical level H 2 (Coulon et al. 2008 , Balkenhol et al. 2014 . This iterative process is ended when the inferred number of genetic groups is 1 (according to log-likelihood plots), that is, when inferred Q-values for all individuals are about 1/K (Pritchard et al. 2000) .
As a boundary-based method, hierarchical clustering provides insightful visual information about spatial hierarchical genetic structures when clusters at each hierarchical level are superimposed on a map (Cárdenas et al. 2015) . In addition, Balkenhol et al. (2014) proposed using Q-values obtained from this procedure to compute HGD. Hierarchical genetic distances are pairwise estimates of genetic dissimilarity among individuals, taking into account the hierarchical structure of the considered population. Using HGD in direct gradient analyses may allow statistically (rather than just visually) assessing the influence of landscape features on hierarchical genetic structures: it is expected to help detect subtle landscape effects that may be otherwise overlooked in classical approaches assuming that all individuals come from a single continuous population (Balkenhol et al. 2014) . Several authors proposed similar approaches, based on the use of summary statistics derived from clustering algorithms (Murphy et al. 2008 , Alvarado-Serrano and Hickerson 2016 , Howell et al. 2016 ), although they were not designed to take stratified clustering into account. The use of HGD allowed disentangling the relative influence of various landscape features at various hierarchical levels in Puma concolor, highlighting the need for a multi-scale management of this endangered species in Idaho and western Montana (USA). It is however, to our knowledge, the only example of the use of HGD in the current literature.
Nevertheless, statistically evaluating the effects of spatial features on observed genetic structures using direct gradient analyses has been shown to be plagued by even weak levels of multicollinearity, because of synergistic or antagonistic processes operating among non-independent predictors (Farrar and Glauber 1967 , Courville and Thompson 2001 , Smith et al. 2009 , Dormann et al. 2013 , Prunier et al. 2015 , a situation that is likely to arise in most landscape genetic studies. Regression models based on HGD are no exception, and a thorough understanding of the correlation structure among predictors is thus crucial to avoid erroneous conclusions and subsequent inefficient or counterproductive conservation measures. To respond to this challenge, landscape geneticists can rely on regression commonality analysis (CA), a detailed variance partitioning technique that is particularly well suited in the case of multicollinearity (Nimon and Oswald 2013 , Ray-Mukherjee et al. 2014 , Prunier et al. 2015 . Details about this statistical procedure are provided in the material and methods section.
In this study, we first aimed to highlight how the use of HGD rather than standard genetic distances as an input variable in direct gradient analyses can thoroughly improve our understanding of the influence of landscape features on spatial patterns of hierarchical genetic differentiation; secondly, we aimed to provide a detailed empirical illustration of how CA, a tool that is still at an early stage in landscape genetics (Renner et al. 2015 , Gouskov et al. 2016 , can help identify spurious correlations that may have gone unnoticed in the framework of a classical regression model. With the red deer Cervus elaphus, a large ungulate in central France, as an empirical example, we used multiple regressions on distance matrices (Smouse et al. 1986 ) and logistic regressions on distance matrices (Prunier et al. 2015) to assess the influence of spatial predictors on both inter-individual standard and hierarchical genetic distances. In each case, predictors' contribution to model fit was also evaluated in the light of CA. We expected spatial patterns of genetic differentiation in red deer to be shaped by anthropogenic landscape features such as transportation infrastructures (Jackson and Fahrig 2011) , urban and agricultural areas (Frantz et al. 2006 , Godvik et al. 2009 ). We also expected analyses based on HGD to outperform those based on classical genetic distances in the detection of such landscape effects.
Material and methods

Multicollinearity, suppression and commonality analysis
The interpretation of generalized linear models, including linear and logistic regressions, is often obscured by the presence of multicollinearity, that is, specific patterns of nonnull bivariate correlations between predictors. For a given dependent variable, multicollinearity among predictors may indeed be responsible for a distortion of beta weights (i.e. standardized regression coefficients), as well as a distortion of their standard errors and marginal statistics used to test their significance. This phenomenon is known as suppression (Horst 1941 , Conger 1974 , Lewis and Escobar 1986 , Cohen et al. 2003 , Paulhus et al. 2004 , Beckstead 2012 . In any suppression situation, a predictor (say X1), having a null or low zero-order correlation with the dependent variable, purifies the relationship between another predictor (X2) and the dependent variable by removing the irrelevant variance that X2 shares with the dependent variable (i.e. the 'criterion-irrelevant variance' of X2; Beckstead 2012). As a result, the presence of the suppressor X1 in the regression equation increases the predictive validity of X2 as well as the overall model fit, but at the cost of a more or less pronounced distortion of the beta weight assigned to X1, which is likely to cause serious difficulties for the proper interpretation of model parameters.
Since Conger (1974) , three kinds of suppression are recognized: classical, cross-over and reciprocal suppression (see Paulhus et al. 2004 for a detailed review). In the case of classical suppression, a suppressor variable, although unrelated to the dependent variable (that is, with a null or negligible zero-order correlation), yet receives a high beta weight when it is included in the model. In the case of cross-over suppression, a suppressor has low (positive or negative) zero-order correlation with the dependent variable but yet receives a beta weight that is relatively large and of opposite sign when compared with its zero-order correlation. Finally, in the case of reciprocal suppression, two predictors are (for instance) positively intercorrelated but also inversely correlated to the dependent variable: this configuration leads to an artificial boost in their respective beta weights. Given the possible important distortions of beta weights in such situations, identifying suppressors is crucial to avoid a flawed interpretation of generalized linear models.
To meet this challenge, researchers may consider the use of commonality analysis (CA), a detailed variance partitioning procedure that can provide decisive support in assessing the reliability of model parameters (beta weights, p-values) in face of multicollinearity (Newton and Spurrell 1967 , Creager 1971 , Mood 1971 , Seibold and McPhee 1979 , Nimon and Oswald 2013 , Ray-Mukherjee et al. 2014 , Prunier et al. 2015 . Commonality analysis decomposes the fit index of a generalized linear model into commonality coefficients (or commonalities), including both unique (U) and common (C) effects. Commonalities are components of variance in the dependent variable that ensue from formulae involving the regression of the dependent variable over all possible subsets of predictors (Mood 1971) . For a given predictor, the sum of unique and common effect, that is, the total contribution T of the predictor, corresponds to its squared zero-order correlation with the dependent variable (that is, T  U C  r 2 ).
Unique effects U, or first-order commonalities, quantify the amount of variance in the dependent variable that is uniquely explained by a particular predictor, that is, the amount of variance assigned to a predictor when it is entered last in the model. Common effects C indicate the amount of variance that can be jointly explained by two (second-order commonalities) or more predictors together (k-th order commonalities). Positive common effects occur in the case of synergistic association (or redundancy; Paulhus et al. 2004 ) among correlated predictors. Situations where C is substantially larger than U indicate that a predictor only indirectly contributes to the variance in the dependent variable (or to the model fit) because of its high correlation with other predictors (Conger 1974) and that the observed significant beta weight is actually partially or totally artefactual. Note that the notions of direct or indirect contributions to model fit should not be confused with notions of direct or indirect causal links between variables (Wright 1921) : as a general rule, CA provides unique opportunities to assess the reliability of model parameters (beta weights, p-values) in face of collinearity but may in no circumstances be considered as a way to inform causal relationships among variables (Supplementary material Appendix 9).
While positive commonalities are indicative of redundancy, negative commonalities are considered as a way of identifying the loci and magnitude of suppression: this is probably the main contribution of CA over other variance partitioning procedures (Nimon and Oswald 2013) in which negative variance components are usually interpreted as zero (Legendre and Legendre 1998) . Negative commonalties actually quantify the amount of predictive power that would be lost by other predictors if the suppressor variable was not included in the regression model (see Supplementary material Appendix 7 for an illustration). In the case of a classical suppressor, the sum of common contributions of the suppressor with other predictors is negative and counterbalances its unique contribution to the variance in the dependent variable (that is, T  U  C ≈ 0). In the case of a reciprocal suppressor, the predictor is involved in several (if not all) negative commonalities although the sum of its common contributions does not counterbalance its unique contribution to the variance in the dependent variable (that is, T  U  C  0): it thus acts as partial suppressor (Nimon 2010) , removing irrelevant predictive variance in spite of its relationship with the dependent variable. Cross-over suppressors are similar to reciprocal suppressors but imply sign reversal. Hence, it is also crucial to investigate possible discrepancies between the sign of zero-order correlations (or the sign of structure coefficients; Courville and Thompson 2001) and the sign of beta weights to identify cross-over suppressors.
As an additional layer of consideration when assessing CA results, one may also investigate the sum of scaled total contributions, that is, the sum of total contributions T divided by model fit (in the case of ordinary least-square regression, scaled total contributions correspond to squared We focused on red deer Cervus elaphus, an intensively managed game species in Europe (Apollonio et al. 2010 , Zachos et al. 2016 . Red deer are able to cross many kinds of terrain (Perez-Espona et al. 2009) and to move over thousands of metres (Prévot and Licoppe 2013) , seasonal migrations and dispersal events in stags typically extend up to 50 km (Daniels and McClean 2003 , Hamann et al. 2003 , Jarnemo 2008 . In continental Europe, resource supplementation is an important characteristic of habitat selection in red deer, with a trade-off between using shelter in wooded habitats during the day and foraging semi-natural open areas at night (Godvik et al. 2009 , Allen et al. 2014 . Nevertheless, the absence or the loss of connectivity between forest massifs due to resistant natural landscape features or human activities is expected to hinder gene flow in this species (Perez-Espona et al. 2009 , Dellicour et al. 2011 , Frantz et al. 2012 , Pérez-González et al. 2012 .
Following an individual-based sampling scheme (Prunier et al. 2013) , we collected red deer tissue samples (ear or muscle biopsy) from adult individuals during 2012 and 2013 hunting seasons and retained 669 samples for analyses (347 males and 322 females; Supplementary material Appendix 2). When individual coordinates were not precisely recorded but provided at the scale of hunting areas (forest massifs), we randomly scattered samples inside each massif with one individual per square-kilometre (Graves et al. 2012 ). structure coefficients). This sum is supposed to be 100% when predictors are orthogonal, but may exceed 100% in the case of synergistic association among variables, or on the contrary be less than 100% in the case of suppression (Nimon 2010) . Simultaneously investigating zero-order correlations, beta weights and commonalities can thus help identify the location and magnitude of suppression, revealing possible spurious correlations (notably in cases of classical and cross-over suppression), and thus thoroughly improving the interpretation of multivariate models.
Study area and biological model
The study was carried out in Centre region (France), over an area of approximately 30 000 km² (170  180 km). The study area is a typical agro-forestry landscape with two predominant landscape features (semi-natural open areas 69% and woods 25%; Fig. 1 ), a river network including the river Loire and its tributaries and secondary anthropogenic elements such as urban areas (mostly villages and small towns), roads and fenced highways (A20 and A71) equipped with ecopassages (Lesbarrères and Fahrig 2012) . The spatial configuration of these anthropogenic features mainly stems from the historical development of urban areas along rivers. Roads layouts, connecting cities and villages, thus often coincide with the course of streams, possibly leading to collinearity issues among landscape features. averaged individual Q-values. Individuals were assigned to the cluster for which their Q-value was the higher and, provided this value was higher than 0.6, were considered for clustering at the inferior hierarchical levels until they were assigned to their final hierarchical cluster, that is, when the optimal K-value was 1. For each hierarchical level (H 1 to H 3 ; see results), we used Q-values to compute pairwise matrices of ancestry-based HGD following Balkenhol et al. (2014) .
Landscape predictors
We computed several predictors from various landscape features likely to affect gene flow in red deer through habitat loss and/or fragmentation. First, we extracted non-forest land-cover elements from the Corine Land Cover 2006 dataset (European Environment Agency) and combined them into two feature classes: open (for semi-natural open areas such as meadows and crops) and urban (for urbanised areas). In the same way, we extracted linear elements from national maps (BD Topo from National Geographic Inst., France, 1/25 000) and combined them into three additional feature classes: rivers, main roads and highways. Note that we did not consider the A85 highway in this study as it was in use for only five years at the time of sampling: owing to the generation time in Cervus elaphus (estimated at 8.3 yr in Kruuk et al. 2002) , this lag time was regarded as too short for a possible genetic effect to be detectable (Landguth et al. 2010 ). All spatial data were managed and rasterized at a 200 m resolution using ARCGIS 10.0 and its extension SPATIAL ANALYST. We then computed five resistance surfaces based on spatial densities of each landscape feature. To do so, we overlaid a 1 km grid on each layer and calculated the percentage of each feature per square-kilometre (Balkenhol et al. 2014) . In each layer, we rescaled pixel resistance values to range from 1 (null or extremely low densities) to 100 (maximal densities), except in the case of highway pixels, which systematically received a resistance value of 100. The five layers were finally used in CIRCUITSCAPE 3.5.8 (McRae and Shah 2009) to compute pairwise eÿective distances among individuals. Isolation-by-distance being incorporated into resistance surfaces, we did not include Euclidean distances as an additional explanatory variable (McRae 2006 , Garroway et al. 2011 , Peterman et al. 2014 ). We z-transformed all landscape predictors into z-scores (by subtracting the mean and dividing by the standard deviation) to facilitate the comparison of model parameters (Schielzeth 2010) . We finally used Pearson's correlation coefficients r and variance inflation factors VIF as measures of linear relationships among predictors (Dormann et al. 2013 ) to assess multicollinearity in our dataset.
Multiple linear regression and CA on standard genetic distances
As a first dependent variable, we used standard, nonhierarchical genetic distances based on the Bray-Curtis percentage dissimilarity metric (dataset Bc; Legendre and Legendre 1998) . To assess the relationships between standard genetic distances and landscape predictors, we used
Laboratory procedures
We extracted DNA using a chloroform-based extraction method (Doyle and Doyle 1990 ) and performed genotyping using 23 microsatellite loci in four multiplex (MP). MP1, MP2 and MP3 were the same as described in Dellicour et al. (2011) . MP4 contained nine additional microsatellite loci: CelJP27, OarFCB304, OarFCB5, RT1, T156, T193, T26, T268 and T501 (Perez-Espona et al. 2009 ). Polymerase chain reactions (PCR) were performed on a Verity thermocycler (Applied Biosystems, Warrington, UK) using Qiagen Multiplex Kit (Qiagen, Hilden, Germany) in a 5.2 ml volume containing 2.5 ml Qiagen multiplex PCR Master Mix, 1 ml of water, 0.5 ml of Q-solution, 0.5 ml of primer mix (between 0.07 and 0.16 mM of each primer) and 0.7 ml of genomic DNA at 15 ng ml -1 . After initial denaturation at 94°C for 10 min, cycling conditions were the following: denaturation at 94°C for 30 s; annealing at 56 (MP1), 53 (MP2 and MP3) or 55°C (MP4) for 90 s; extension at 72°C for 30 s. A total of 32 cycles were performed for MP1, 36 cycles for MP2 and MP3, and 30 cycles for MP4. Final incubation was at 72°C for 10 min. PCR products were separated using an ABI 3130xl Genetic Analyzer (Applied Biosystems, Warrington, UK) and genotypes were analysed using GENEMAPPER 4.1 (Applied Biosystems).
To assess the reliability of genotyping, we estimated the mean error rate per locus e l (Pompanon et al. 2005 ) by blind replication of 48 out of 1033 samples (4.6%), collected as part of a general research program on C. elaphus. We checked the presence of null alleles per locus with MICROCHECKER 2.2.3 (Van Oosterhout et al. 2004 ) by analysing homozygote excess in four well-defined populations located in four distinct forest massifs (Choeurs-Bommiers, Lancosme, Loches and Orléans; Fig. 1 ). We also estimated the number of alleles per locus, observed and expected heterozygosity, and checked Hardy-Weinberg equilibrium and gametic disequilibrium with GENEPOP 4.2.1 (Rousset 2008) after sequential Bonferroni correction to account for multiple related tests (Rice 1989) .
Hierarchical genetic clustering
We followed the hierarchical genetic clustering procedure described in Coulon et al. (2008) . We used STRUCTURE with the admixture model and the correlated allele frequency model, without prior population information. Runs were performed with a burn-in period of 200 000 and 200 000 subsequent Markov chain Monte Carlo (MCMC) repetitions. At each hierarchical level, the number K of clusters ranged from 1 to 10 and 5 runs were performed for each value. To ensure MCMC convergence in inferior hierarchical levels, we adjusted the standard deviation of alpha, the Dirichlet parameter for the degree of admixture, from 0.025 (default) to 0.5 each time alpha plots showed substantial fluctuations before the end of the burn-in. We used STRUCTURE HARVESTER (Earl and vonHoldt 2012) to obtain Log-likelihood plots and ΔK statistics and to infer the optimal K-value. We then performed 20 runs with this optimal K-value and compiled the ten best runs using CLUMPP (Jakobsson and Rosenberg 2007) to get final value and used the NagelkerkeR2 function in package fmsb to compute the Nagelkerke's Index as a pseudo-R 2 . Logistic CA were performed with the cc4log function provided in Roberts and Nimon (2012) . We assessed significance levels of model fit and semi-standardised beta weights β  through 1000 permutations after sequential Bonferroni correction (Holm 1979) and, as previously, computed 95% confidence intervals around commonalities using a bootstrap procedure, with 1000 replicates based on a random removal of 30% of individuals without replacement. R-scripts used to perform CA can be found here: < http://www.jeromeprunier.eg2.fr/5. html >.
Data available from the Dryad Digital Repository: < http://dx.doi.org/10.5061/dryad.t5m22 > (Prunier et al. 2016) .
Results
Genetic data and hierarchical genetic structures
No locus departed significantly from Hardy-Weinberg equilibrium after sequential Bonferroni correction (mean fixation index ranging from 0 to 0.125; Supplementary material Appendix 2) or showed evidence for null alleles, when considering populations from Choeurs-Bommiers, Lancosme, Loches and Orléans (Fig. 1) . However, preliminary analyses on additional French populations (sampled as part of a general research program on C. elaphus; Colyn et al. 2015) indicated the presence of null alleles in CSM66 (data not shown), which was thus discarded to avoid any bias in subsequent analyses. Furthermore, we detected significant gametic disequilibrium between ILSTS06 and T26 on the one hand and between OarFCB5 and markers OarFCB304 and T501 on the other hand. We thus discarded ILSTS06, less polymorphic than T26, as well as OarFCB5. Our final genetic dataset contained 20 loci. The effective number of alleles ranged from 2.75 to 9.5 (Supplementary material Appendix 3). The genotyping error rate, estimated by blind replications as the mean error rate per locus e l , was  4.5% in CSSM16,  2.4% in CSPS115 and CSSM14 and 0% for the 17 other loci.
We identified three hierarchical genetic levels (Fig. 2) . At the first level, individual assignments showed that one cluster (A) mostly consisted of individuals north of the Cher river and east of the A20 highway (including several forest massifs of which Orléans, Choeurs-Bommiers and Châteauroux), while the second cluster (B) mostly consisted of individuals in the south-western part of the study area (including several forest massifs of which Lancosme and Loches; Fig. 1 ). We only identified nine cross-assigned individuals at this level, suggesting that exchanges between these two superior hierarchical clusters were possible but not frequent. Clusters A and B were further divided into several clusters at inferior levels of the hierarchy, with all individuals assigned to their final cluster at the third level (Fig. 2) . We identified a total of seven final clusters, revealing important genetic substructuring in this dataset. The proportion of individuals with ancestry value  0.6 ranged from 88 to 97% across hierarchical levels, indicating that most individuals were assigned with satisfactory confidence at each level of the hierarchy. multiple linear regressions on distance matrices (Smouse et al. 1986 ), a statistical procedure that is similar to classical multiple ordinary least-square regression, except that the significance of model fit (multiple R 2 ) and beta weights b is assessed through permutations of the dependent matrix (Legendre et al. 1994) . Multiple linear regressions and CA were respectively conducted using packages ecodist (Goslee and Urban 2007) and yhat (Nimon et al. 2008 ) in R 3.1.2 (R Core Team). We assessed significance of multiple R 2 and beta weights b through 1000 permutations after sequential Bonferroni correction (Holm 1979 ) and computed 95% confidence intervals around commonalities using a bootstrap procedure, with 1000 replicates based on a random removal of 30% of individuals without replacement (Peterman et al. 2014 , Prunier et al. 2015 . These confidence intervals can be used to identify predictors whose unique contribution to the variance in the dependent variable is non-null and robust to the random removal of a subset of individuals.
Multiple logistic regressions and CA on hierarchical genetic distances
As a second set of dependent variables, we used HGD computed for each identified hierarchical level. Z-transformed HGD violated the assumption of normality of residuals in ordinary least-square regression (Supplementary material Appendix 4), notably because of a bimodal distribution of HGD at the first hierarchical level, with low HGD for pairs of individuals belonging to the same cluster and high HGD for pairs of individuals belonging to distinct clusters. This bimodal distribution is consistent with the metapopulation paradigm that underlies boundary-based methods such as STRUCTURE and assumes that individuals don't come from a single continuous population but can be grouped into spatially distinct panmictic populations. To handle such bimodal data, we used multiple logistic regressions on distance matrices (Prunier et al. 2015) . In multiple logistic regressions, odds-ratio y, that is, semi-standardized beta weights β  raised to the exponent (y  e β  ), are used to evaluate the increase of the likelihood of a success (that is, the occurrence of the outcome of interest) with one standard deviation change in a given predictor. This approach is highly relevant here, as HGD can easily be translated as the probability that two individuals come from distinct clusters. Using zero as a probability threshold, we re-coded z-transformed HGD matrices into binary matrices with 0 for pairs of individuals with negative z-scores (thus belonging to the same cluster) and with 1 for pairs of individuals with positive z-scores ('success' of coming from distinct clusters or being genetically dissimilar). Note that we created binary matrices from the z-transformed ancestry-based HGD rather than from the original assignment of individuals to each cluster because HGD are computed so as to account for genetic structures already contained in superior levels of the hierarchy (Balkenhol et al. 2014 ). The two procedures may however lead to the same results at the first hierarchical level. All logistic regressions were performed using the glm function with logit link in R 3.1.2. We computed semi-standardised beta weights β  following King (2007) with the mean predicted probability as a reference to the sum of their common contributions (C  0.016) and only indirectly contributed to the variance in Bray-Curtis distances (Bc) because of shared contributions with highways, through second-order ([urban,highways] (Fig. 3) . Although the unique contributions of predictors highways and open were low (0.3 and 0.9%, respectively), confidence intervals around their first-order commonalities indicated that they were robust contributors to the variance in standard genetic distances. Nevertheless, the global model fit was particularly low, suggesting that spatial patterns of genetic differentiation were poorly mirrored by the use of standard genetic distances.
When using HGD, 98% of genotypes were assigned at the first hierarchical level. Logistic regression model was significant and explained 18.74% of variance in HGD (Table 3 ). All predictors were highly significant, with rivers the only variable associated with a negative semi-standardised beta weight β  (Supplementary material Appendix 5). As previously, investigating commonalities allowed refining these results (Table 3) . The sum of all negative commonalities showed that only 0.43% of the regression effect was caused by suppression while the sum of scaled total contributions, exceeding 100%, indicated that the regression was mostly biased by synergistic associations among predictors. Predictor rivers showed a discrepancy between the signs of β  ( β   -0.007) and zero-order correlation with the dependent variable (r  0.181), specifically designating it as a cross-over suppressor variable. The total contribution of predictor urban (T  0.120) was almost totally explained by its common effects (U  0.001 while C  0.119) because of its high positive correlation with other predictors, notably highways (r  0.689), through second-order ([urban,highways] ), third-order ([open,urban,highways] , [urban,rivers,highways] and [urban,roads,highways] ), fourthorder ([open,urban,roads,highways] and [urban,rivers,roads, highways] ) and fifth-order positive commonalities (Fig. 4) . Predictor urban thus only showed indirect contribution to
Landscape predictors
Absolute values of Pearson's correlation coefficients, ranging from 0.238 to 0.689, that is, below the traditional threshold of 0.7, and VIF values, ranging from 1.225 to 2.393 (Table 1) , together suggested moderate multicollinearity in this study (Dormann et al. 2013) . Highest correlations occurred between urban and linear features rivers (r  0.561), roads (r  0.539) and highways (r  0.689), in accordance with the historical implementation of urban areas along rivers and the subsequent creation of transportation infrastructures connecting cities (Fig. 1) . All bivariate correlations among predictors were positive.
Multiple linear regressions and CA on standard genetic distances
When using standard genetic distances (Bc), the multiple linear regression was significant but only explained 3.85% of variance in the dependent variable (Table 2) . Nevertheless, all predictors were highly significant. Only rivers had a negative beta weight (Supplementary material Appendix 5). However, investigating commonalities allowed clarifying these results (Table 2 ). The sum of all negative commonalities showed that 5.46% of the regression effect was caused by suppression (Fig. 3) but the sum of scaled total contributions exceeded 100%, indicating that the regression was mostly biased by synergistic associations among predictors. Predictor rivers showed a discrepancy between the signs of b (b  -0.045) and zero-order correlation with the dependent variable (r  0.062), specifically designating it as a crossover suppressor (Table 2) . Predictors urban and roads had negligible unique contributions (U  0.001) when compared (Fig. 4) . Finally, highways appeared as the main contributor to the variance in genetic differentiation at this first hierarchical level, uniquely accounting for 12.84% of the variance explained by the logistic model (U  0.024). The presence of highways and, to some extent, the density of semi-natural open areas and the density of roads, were thus the main contributors to the variance in genetic differentiation at the first level of the hierarchy, with other predictors either acting as cross-over suppressor (rivers) or indirectly contributing to model fit through a synergistic association with highways (urban). Ninety-six per cent of genotypes were assigned at the second hierarchical level. The logistic regression model was significant and explained 9.41% of variance in HGD (Table 3) . Only predictors urban, roads and highways were significant after sequential Bonferroni correction. All corresponding semi-standardised beta weights were positive (Supplementary material Appendix 5). The sum of all negative commonalities showed that only 1.38% of the regression effect was caused by suppression while the sum of scaled total contributions, exceeding 100%, indicated that the regression was mostly biased by synergistic associations among predictors. The non-significant predictor open was easily identified as a cross-over suppressor variable, as it showed a discrepancy between the signs of β  ( β   -0.013) and zero-order correlation with the dependent variable (r  0.172). Predictor highways showed the highest unique effect (U  0.013), uniquely contributing to 13.39% of the variance explained by the logistic model. Predictors urban and roads showed little unique contribution (U  0.005) when compared to the sum of their common contributions (C  0.048): their respective contributions to the variance in the dependent variable were mostly indirect because of their high positive correlations with highways, notably through secondorder ([urban,highways] and [roads,highways]), third-order ([urban,rivers,highways] and [urban,roads,highways] ), fourth-order ([urban,rivers,roads,highways] ) and fifth-order positive commonalities (Fig. 5) . Nevertheless, their unique contributions were robust to the random removal of 30% of individuals and could be considered as non-negligible. The main contributors to the variance in inter-individual measures of genetic differentiation at the second hierarchical level were thus the densities of highways and, to a lesser extent, the densities of roads and urban areas. Table 2 . Both typical multiple linear regression results and additional parameters derived from CA. Typical multiple linear regression results include: set of predictors considered in the linear regression model (Pred), model fit (Multiple R 2 ; ***: p-value  0.001), Pearson's correlation coefficient between predictors and the dependent variable (r), beta weights (b) and p-values (p). p-values in bold indicate significant predictors after sequential Bonferroni correction. Additional parameters include unique effect (U), common effect (C), total contribution (T) and scaled total contribution (% of R²) of each predictor. The sum of scaled total contributions is also provided. Predictors in bold indicate main contributors to model fit according to CA (see text for details).
Pred
Multiple Figure 3 . Plot of the 31 commonality coefficients computed in dataset Bc, including both unique and common effects. Coefficients represent the percentage of variance explained in the dependent variable by each set of predictors. Ninety-five per cent confidence intervals were computed using a bootstrap procedure, with 1000 replicates based on a random removal of 30% of individuals without replacement. The sum of coefficients equals the model fit index. % Total, summing to 100%, represents the percentage of variance explained in predicted values (that is, in model fit) by each set of predictors. In brackets: percentage of variance explained in the dependent variable (respectively in model fit) that is due to suppression (sum of all negative commonalities). O  open; U  urban; Ri  rivers ; Ro  roads; H  highways.
in HGD (Table 3 ). This low model fit may suggest that STRUCTURE overestimated the number of clusters and thus the number of hierarchical levels, for instance because of Finally, 88% of genotypes were assigned at the third hierarchical level. The logistic regression model was still significant (p  0.018) but only explained 1.21% of variance Table 3 . For each dataset H 1 to H 3 , both typical multiple logistic regression results and additional parameters derived from CA. Typical multiple logistic regression results include: set of predictors considered in the logistic regression model (Pred), model fit (Pseudo-R 2 ; ***: p-value  0.001; *: p-value  0.05), Pearson's correlation coefficients between predictors and untransformed values of the dependent variables (r), semi-standardised beta weights ( β  ; computed using the mean predicted probability as a reference value), odds-ratio (y) and p-values (p). See legend in Table 2 Figure 4 . Plots of the 31 commonality coefficients computed in dataset H 1 , including both unique and common effects. See legend in Fig. 3 . Figure 5 . Plots of the 31 commonality coefficients computed in dataset H 2 , including both unique and common effects. See legend in Fig. 3 .
local sharp genetic variations while classical direct gradient analyses based on standard genetic distances, assuming that all sampled individuals come from a single continuous population, rather give insight into the importance of landscape permeability on overall genetic variation (Guillot et al. 2009 ). This observation may explain why, when considering standard measures of genetic differentiation (Bc), multiple linear regression explained less than 4% of variance in the dependent variable, that is, two to five times less than the amount of variance explained in multiple logistic regression based on HGD at the two first levels of the hierarchy, clearly indicating better model fit when accounting for hierarchical genetic patterns as inferred from hierarchical clustering (Balkenhol et al. 2014 and Supplementary material Appendix 8) . This is an outstanding benefit of the use of direct gradient analyses on HGD over classical procedures when dealing with multi-scaled landscape genetic processes (Balkenhol et al. 2014 ), a situation likely to occur in many empirical datasets, whatever admixture levels among inferred clusters (provided clusters actually exist; Prunier et al. 2014 ). In our dataset, most individuals were confidently assigned to their cluster (Q-values  0.6), while only few cougars showed high ancestry values in Balkenhol et al. (2014) . In both cases though, direct gradient analyses on HGD provided a consistent overview of landscape connectivity, with new insights as to the possible influence of local discrete barriers to gene flow. Note however that inferred hierarchical genetic structures should always be considered with caution or compared to the outputs of other methods (Supplementary material Appendix 6), as Bayesian clustering methods may sometimes lead to wrong inferences (Frantz et al. 2009 , Puechmaille 2016 .
Nevertheless, these conclusions could not have been drawn without the help of CA. In this study, CA provided a clear quantification of unique and common contributions of predictors to the variance in dependent variables and helped identify synergistic associations among variables as well as suppressors, thus resolving inconsistencies among hierarchical levels and revealing spurious correlations that may have otherwise gone unnoticed. For instance, when evaluating the influence of predictors on standard or hierarchical genetic distances without the help of CA, rivers would have been spuriously considered as a landscape feature facilitating gene flow, while it was on the contrary identified as a possible driver of genetic differentiation at the third hierarchical level. This predictor actually acted as a cross-over suppressor, purifying the relationship between other predictors and (standard or hierarchical) pairwise measures of genetic differentiation, but at the cost of spurious correlations with the dependent variables. Because of the specific configuration of the landscape in our study, stemming from the historical implementation of human activities along river valleys, it may also have been difficult to disentangle the relative influence of anthropogenic landscape features such as highways, roads and urban areas on spatial patterns of genetic differentiation without the help of commonalities. For instance, the apparent influence of urban areas on standard measures of genetic differentiation and HGD at the first level was likely artefactual, reflecting synergistic association between urban areas and highways: urban had actually little direct isolation-by-distance (Frantz et al. 2009 ). However, inferred clusters at the third hierarchical level were similarly observed when using spatial principal component analysis (Jombart et al. 2008 ), a clustering algorithm taking spatial autocorrelation into account (Supplementary material Appendix 6), thus supporting inferred clusters at this level. Only two predictors were significant after sequential Bonferroni correction: rivers and roads (Table 3 ; Supplementary material Appendix 5). Investigating commonalities clearly indicated that roads acted as a classical suppressor, as its unique contribution was almost totally counter-balanced by the sum of its common effects (see Supplementary material Appendix 7 for a detailed interpretation of this suppression effect). As a result, the sum of scaled total contributions was less than 100%, indicating that the regression effects were indeed confounded by suppression. The density of rivers thus appeared as the only contributor to the variance in measures of genetic differentiation at the third hierarchical level, accounting for 33% of model fit (U/R 2  0.004/0.012  0.33). Although this result was biologically meaningful, model fit was low, suggesting that other spatial or historical processes (Epps and Keyghobadi 2015) , not considered in this study, were also responsible for the observed genetic structure at this level.
Discussion
In this work, we used regression commonality analyses to assess the relative influence of various landscape features on standard and hierarchical pairwise measures of genetic differentiation in the red deer Cervus elaphus, a large ungulate in central France. We confirmed that the use of HGD as a dependent variable in direct gradient analyses is a relevant approach to identify possible drivers of genetic differentiation when compared to the classical use of standard genetic distances. Importantly, we illustrated how regression commonality analyses, and notably logistic regression commonality analyses on HGD, could outperform classical regression models, actually providing additional insights as to the possible influence of linear features such as roads and highways on landscape connectivity, while revealing spurious correlations resulting from multicollinearity among spatial predictors in empirical datasets.
Regression commonality analyses on hierarchical genetic distances
Logistic regressions on HGD provided additional detailed results that could not have been obtained in the course of classical linear regressions on standard genetic distances. Indeed, the only predictors that significantly contributed to the variance in standard measures of genetic differentiation were the density of semi-natural open areas, a widespread land-cover feature acting on the overall genetic structure, and, more marginally, the presence of highways. In general terms, the influence of discrete linear features acting as local barriers to gene flow, such as highways and roads, could only be confidently identified when using HGD. Boundary-based detection methods allow the detection of levels. These findings are consistent with previous studies reporting higher road-mediated mortality due to collision in many mammals with high dispersal abilities (Epps et al. 2005 , Perez-Espona et al. 2009 or showing that red deer may be reluctant to cross highways despite the presence of specific road-crossing structures (Frantz et al. 2012) . Unsurprisingly, the A71 highway, separating clusters A1 and A2 at the second hierarchical level, was associated with a gentler genetic boundary than the A20 highway, separating clusters A and B at the first hierarchical level ( Fig. 1 ; Colyn et al. 2015) . Apart from the specific features required for red deer to use wildlife over-and underpasses, the location of ecopassages, and notably distance to cover (Clevenger and Waltho 2005) , is known to have a great influence on their ability to maintain or enhance connectivity (Malo et al. 2004, Lesbarrères and Fahrig 2012) . While the A71 highway is equipped with evenlyspaced ecopassages surrounded by woods, the A20 highway is mainly located within a vast agricultural plain and is equipped with ecopassages connecting highly fragmented wooded patches ( Fig. 1) : though indubitably essential for dispersal events between Lancosme and Châteauroux forest massifs (Colyn et al. 2015) , the effectiveness of these ecopassages may be limited by suboptimal local characteristics of landscape composition, thus hindering genetic exchanges on either side of the A20 highway. As in other related species (Wang and Schreiber 2001) , human avoidance in red deer may lead to an increase in inter-individual genetic differentiation on either side of urban areas (Frantz et al. 2006) . However, urban areas were only detected as possible contributors to the variance in genetic differentiation at the second hierarchical level, and this effect was mostly shared with other features such as roads and highways: the urban network was maybe too sparse in our study area to hinder red deer movements, except when associated with transportation infrastructures. Finally, rivers were associated with an increase in genetic differentiation at the third hierarchical level: although red deer are able to swim across large water bodies (Perez-Espona et al. 2009 ), rivers may constitute historical natural boundaries between forest massifs, thus shaping landscape genetic variation at this inferior hierarchical level.
All these results together suggest that the effects of habitat loss and fragmentation on landscape genetic patterns in red deer operate at multiple scales, that is, both among and within putative ecologically-relevant management units. This loss of connectivity probably stems from human activities (through farming and transportation infrastructures), notably when they are concentrated along valleys as they reinforce rivers as historical natural boundaries between forest massifs. Although the impact of highways may be alleviated by ecopassages allowing genetic exchanges between red deer populations, landscape composition in the direct vicinity of wildlife crossing structures may affect their efficiency (Lesbarrères and Fahrig 2012) . Future studies should now be conducted to confirm these findings, to ascertain whether current mitigation measures could be improved in the specific context of the studied area, and to evaluate how the recent creation of the A85 highway along the river Cher (Fig. 1) could further hinder gene flow in this game species.
contribution to the dependent variables but a substantial amount of variance in highways was assigned to urban in the process of computing standard and semi-standardised beta weights. These spurious correlations, resulting from collinearity among predictors, were easily confounded by investigating zero-order correlations, beta weights and commonalities, making CA an essential statistical procedure to assist in the interpretation of direct gradient analyses in landscape genetics.
Landscape connectivity in red deer
Hierarchical genetic clustering in red deer allowed identifying two distinct clusters at the first hierarchical level, separated by the Cher valley on the one hand, and by the A20 highway and the vast adjacent agricultural plain on the other hand (Fig. 1) . This observed structure may stem from the demographic history of populations, indicating that each cluster A and B could be considered a specific management unit: individuals from cluster B may originate from remnant populations in Lancosme while populations in cluster A may ensue from regular restocking with individuals from the Domaine National de Chambord since the 1950s (Klein 1990 , Dellicour et al. 2011 , Colyn et al. 2015 . Although testing for this hypothesis was beyond the scope of this study, such separate origins may indeed explain the observed genetic pattern at this first hierarchical level, with individuals from clusters A and B being confronted to a barrier zone where genetic exchanges are hindered by the presence of multiple resistant landscape features such as highways and adjacent open areas (Drescher et al. 2001) or anthropized river valleys. A similar pattern was for instance suspected in a French population of roe deer Capreolus capreolus on either side of the Garonne valley (Coulon et al. 2006 ). The visual identification of such genetic boundaries between clusters A and B was consistent with the statistical identification of highways, roads and semi-natural open areas as the main contributors to the variance in HGD at the first hierarchical level. Importantly, the recent creation of the A85 highway along the river Cher may reinforce this genetic pattern in the future. Nevertheless, the further identification of up to seven final clusters suggests limited gene flow between main forest massifs at all inferior hierarchical levels, thus highlighting the need for an in-depth understanding of landscape connectivity in the study area.
All considered predictors were associated with an increase in genetic differentiation to some degree. The observed pattern of genetic distances was first associated with semi-natural open areas, identified as a possible important driver of genetic structuring at the first hierarchical level. Individuals may be reluctant to cross open areas (crops, meadows) in the absence of nearby wooded patches where they can easily find shelter at night or refuge in case of anthropogenic disturbance (Godvik et al. 2009 , Allen et al. 2014 . Farming activities may be responsible for an important loss of connectivity between forest massifs and subsequent genetic structuring in this species. Genetic distances further matched the presence of highways and roads, at both the first and the second hierarchical
