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0. Introduction
It happens time to time that by pursuing research one approaches the following situation. A proof of
some,may be deep, result is based on some auxiliary assertionswhich appear to be as basically known.
However, if one wants to supply a proof then, and it is not rare, a simple proof is not available and
standard approaches to prove themmight be quite tedious. This is the case of the following assertion.
Theorem 0.1. Let N  1 and
xk+N = a1xk + a2xk+1 + · · · + aNxk+N−1, k = 0, 1, . . . , (1)

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where a1, . . . , aN are arbitrary real numbers. There exists a strictlymonotone solution of the givendifference
equation if and only if the characteristic polynomial of (1) possesses either a positive rootμ /= 1 orμ = 1
is a root whose multiplicity is at least two.
It is well known that {xk}k 0 is a solution to (1) if and only if it can be expressed as
xk =
n∑
j=1
mj−1∑
=0
cj,k
μkj , (2)
(the complex coefﬁcients cj, are uniquely determined by an initial condition for the values x0, . . . ,
xN−1) where μ1, . . . ,μn are the distinct roots for the characteristic polynomial of (1) and mj is the
multiplicity of μj .
Thus, if μ is a positive root different from one there is a strictly monotone solution. Otherwise, if
μ = 1 we rely on the fact that {xk = k}k 0 is also a solution if 1 is a root of order at least two.
We have seen that sufﬁciency of the root condition in Theorem 0.1 easily follows from (2); let us
note that its necessity is the nontrivial assertion.
0.1. Motivation by entropy estimates
This part is intended to be of a motivating nature; when explaining the application of Theorem
0.1 to topological entropies of permutations we (mostly) omit technical details. The reader who is
rather interested in generalization of Theorem 0.1 to the inﬁnite dimensional case can safely skip this
subsection.
The above problem of linear algebra has appeared as a very useful tool in developing a theory
characterizing the complexity of some classes of functions via the topological entropy [3]. In or-
der to give the reader a ﬂavour of the theory mentioned we present some details needed for this
purpose.
One of the possible ways how to classify permutations is to compute the topological entropy of their
relative maps (linearizations) [1]. This approach has arisen from one-dimensional dynamics [2].
Consider a pair (P,ϕ), where P = {p1 < · · · < pn} ⊂ R and ϕ is a map from the set P into itself.
One can deﬁne a P-linear map as a continuous map fP mapping the convex hull conv(P) = [p1, pn]
into itself, such that fP |P = ϕ and fP |J is afﬁne for any interval J ⊂ conv(P) for which J ∩ P = ∅. In the
sequel intervals [pi, pi+1], i = 1, . . . , n − 1 are called P-basic.
The matrix of P (with respect to fP) is the (n − 1) × (n − 1)matrix A, indexed by P-basic intervals
and deﬁned by AJK equals to 1 if K ⊂ fP(J) and 0 otherwise.
As usual, we denote r(A) the spectral radius of A.
Deﬁnition 0.2 (cf. [1]). The entropy h(P,ϕ) of (P,ϕ) is deﬁned as log r(A).
Remark 0.3. Since Bowen’s topological entropy h(fP) of fP [6] is equal to log r(A), entropy of (P,ϕ) is
deﬁned as the topological entropy of its relative map.
In [3], the ﬁrst author has investigated bounds of the entropy of special cyclic permutations which
play a natural role in one-dimensional dynamics governed by continuous interval maps [4]. He has
proven that there is a close coherence between the best bounds of the entropy of such permutations
and bifurcation values of the parameters determining strictly monotone solutions to special difference
equations. Let us explain this in a more rigorous way.
Let (P,ϕ) be such that fP has a unique ﬁxed point c ∈ conv(P). Denote by PL and PR the left and
right part of P with respect to c. Further let us put
PG = {x ∈ P: (x − c)(ϕ(x) − c) > 0}, PB = P \ PG.
Obviously, PG contains the points from P such that x and ϕ(x) lie on the same side of c.
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Before we explain a key notion of complexity, let us recall that a switch of P is a P-basic interval
with endpoints from different sets PG, PB and a height H(x) of point x ∈ P is the number of switches
between x and ϕ2(x).
Deﬁnition 0.4. A (P,ϕ) is said to be green if PR ⊂ PB, ϕ is increasing on PG /= ∅ and decreasing on
PB. A complexity C(P) of a green (P,ϕ) is deﬁned as the maximum of heights of the points from
PL ∩ PB.
For a positive integer N  1 we denote
GN = {(P,ϕ): C(P) 2N}.
The main result providing the estimates of topological entropies of elements from GN is
Theorem 0.5 ([3]). For (P,ϕ) ∈ GN, h(P,ϕ) ∈
[
1
2
log C(P), log α(N)
)
, and
sup{h(P,ϕ): (P,ϕ) ∈ GN} = log α(N),
where α(N) is a positive root of the polynomial equation
1
α2
(
α + 1
α − 1
)N
= NN
√
1 + N2 − N(
1 + √1 + N2
)N , (3)
and simultaneously, it is the least positive value for which the difference equation
ξk+N+1 = −α + 1
α3 + α2 ξk −
1
α2
ξk+1 + α − 1
α + 1ξk+N + 2, k = 0, 1, . . . , (4)
possesses a strictly monotone solution {ξk}k 0.
To comment the previous result let us recall further two needed notions from the one-dimensional
dynamics: A (P = {p1 < · · · < pn},ϕ) is a representative of a cyclic permutation ({1, . . . , n},π) if
ϕ(pi) = pj if and only if π(i) = j. An interval map f : [0, 1] → [0, 1] exhibits a cyclic permutation Π
if there is a representative (P,ϕ) of Π such that f |P = ϕ.
Remark 0.6. The proof of Theorem 0.5 was done in [3]. It is based on the following main ideas:
• The difference equation (4) is derived from the construction (with parameter α ∈ (1,∞)) of a
continuous interval map that exhibits all cyclic permutations from GN and has the topological
entropy log α. It is clear from the construction that we are looking for amonotone solution of (4)
hence by Theorem 0.1 positive roots of the characteristic polynomial of (4), and simultaneously,
we need to ﬁnd the parameter α (giving a monotone solution) as small as possible.
• Forα ∈ (1,α(N)), resp.α = α(N) the characteristic polynomial of (4) has no positive root, resp.
has a positive root which is a double root.
• The fact that the value α(N) corresponds to a double root of the characteristic polynomial of (4)
enables us to derive Eq. (3).
Remark 0.7. Since the nonhomogeneous equation (4) possesses a constant solution ξk = α, k =
0, 1, . . ., we deduce that a solution to (4) will be strictly monotone if and only if the corresponding
homogeneous difference equation possesses a strictly monotone solution. An analog of this statement
on an abstract level is described in Remarks 2.6 and 3.9.
The goal of this note is to present Theorems 2.4 and 3.6 that generalize Theorem 0.1 to the inﬁnite
dimensional case. After this introductory section we summarize deﬁnitions and notation in Section 1.
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Section 2 is devoted to the monotony of solution of a difference equation given by a completely
continuous operator. A transparent proof of the linear algebra result formulated in Theorem 0.1 is
then obtained as a consequence of Theorem 2.4. In Theorem 2.8 we also show some modiﬁcation of
Theorem 0.1 to the case of ODE’s. An interesting Banach space generalizations covering some cases of
(C0)-semigroups of linear operators form the content of Section 3.
1. Deﬁnitions, known theorems
Let E be a Banach space over the ﬁeld of real numbers. Let F be the corresponding complex exten-
sions of E . By B(E) and B(F) we denote the Banach space of all bounded linear operators mapping E
into E and F into F , respectively (the null operator is denoted by Θ).
Deﬁnition 1.1. A closed set K ⊂ E is called a cone if it satisﬁes
(i) K + K ⊂ K,
(ii) aK ⊂ K for a ∈ R+, where R+ = [0,∞)
(iii) K ∩ (−K) = {θ}, where θ is the zero element from E .
If K is a cone we write x y if y − x ∈ K. A cone K is called
(iv) generating if K − K is a closed subspace in E;
(v) normal if there exists a constant b > 0 such that ‖x‖ b‖y‖, whenever θ  x y.
An operator T ∈ B(E) is called K-positive if TK ⊂ K.
For more detailed information related to this paragraph – see [11]. With any closed linear operator
T: E → E we associate its complex extension T˜:F → F (if T ∈ B(E) then T˜ ∈ B(F)), T˜z = Tx + iTy,
where z = x + iy, x, y ∈ E . By deﬁnition, σ(T˜) = σ(T) and r(T˜) = r(T), where σ(·) and r(·) denotes
the spectrum the spectral radius, respectively.
Ifμ is an isolated singularity of the resolvent operator R(λ, T˜) = (λI − T˜)−1 of T˜ (resp. T) we have
the following Laurent expansion of R(λ, T˜) about μ
R(λ, T˜) =
∞∑
k=0
Ak(μ)(λ − μ)k +
∞∑
k=1
Bk(μ)(λ − μ)−k, (5)
where Ak−1(μ) and Bk(μ), k = 1, 2, . . ., belong to B(F). In particular,
B1(μ) = 1
2π i
∫
{λ:|λ−μ|=ρ0}
(λI − T˜)−1 dλ, (6)
where {λ: |λ − μ| ρ0} ∩ σ(T˜) = {μ} and
B21(μ) = B1(μ). (7)
Furthermore,
Bk+1(μ) = (T˜ − μI)Bk(μ) = Bk(μ)(T˜ − μI), k = 1, 2, . . . (8)
If there is a positive integer q = q(μ) such that
Bq(μ) /= Θ , and Bk(μ) = Θ for k > q(μ),
then μ is called a pole of the resolvent operator and q is itsmultiplicity.
The following statement will be useful when proving our main results.
Theorem 1.2 ([11, Theorem 5.8-A]). For a closed linear operator T˜:F → F let μ ∈ C be a pole of the
resolvent operator R(λ, T˜)with amultiplicity q(μ). Thenμ is an eigenvalue of the operator T˜ and the range
of the projection B1(μ) equals to the kernel of the operator (μI − T˜)q(μ).
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2. Some monotone stationary iteration processes
The considerations presented in Section 0 give rise to the following investigation.
We say that a coneK ⊂ E is essential for an operator T ∈ B(E) if T isK-positive and forL = K − K,
r(T|L) > 0. For a sequence x = {xk}k 0 ⊂ E let J = {xk+1 − xk: k 0} and
K(x) =
{
n∑
i=1
αivi: n ∈ N,αi ∈ R+, vi ∈ J
}
. (9)
Deﬁnition 2.1. Let T ∈ B(E) and x0, w ∈ E . The sequence x = {w + Tkx0}k 0 is said to be strictly
monotone if the set K(x) is a cone essential for the operator T .
Problem 2.2. Given anoperator T ∈ B(E). To ﬁnd a vector x0 ∈ E such that the sequence {xk}k 0 given
by
xk+1 = Txk, (10)
is strictly monotone.
Theorem 2.3 ([9, Theorem 9.2]). Suppose that a completely continuous K-positive operator T satisﬁes
r(T) > 0 and that K − K = E. Then r(T) is an eigenvalue of T with corresponding eigenvector in K.
Theorem 2.4. Let T ∈ B(E) be completely continuous. The following two statements are equivalent:
(i) There is an x0 such that the sequence {Tkx0}k 0 is strictly monotone.
(ii) The spectrum σ(T) of T contains an eigenvalue μ > 0 such that either μ /= 1 or μ = 1 is a pole of
the resolvent operator with multiplicity q(1) 2.
Proof. (i) ⇒ (ii). Assuming a strictly monotone sequence {Tkx0}k 0 we get that the set K = K(x)
deﬁned in (9) is an essential cone for the operator T . PutL = K − K. Theorem2.3 implies that r(T|L) ∈
σ(T|L) ⊂ σ(T) and r(T|L) > 0 is an eigenvalue of T with corresponding eigenvector u in K.
Let r(T|L) = 1 be the only positive element in σ(T) and it is a pole of the resolvent operator with
multiplicity q(1) = 1. Then the operators Bk(1) from the Laurent series (5) satisfy
B1(1) /= Θ , Bk(1) = Θ , k = 2, 3, . . . , (11)
and u /= θ is the element of the kernel of the operator I − T˜; by Theorem 1.2 and (7),
B1(1)u = u.
Since u ∈ K and B1(1) is bounded, there has to exist a nonnegative integer k and xk+1 − xk for which
B1(1)(xk+1 − xk) /= θ.
At the same time by (10), (8) and (11)
B1(1)(xk+1 − xk) = B1(1)(T − I)xk = B2(1)xk = θ ,
a contradiction. Thus, q(1) 2.
(ii) ⇒ (i). First, let μ ∈ σ(T), μ > 0 and μ /= 1. Choose an eigenvector x0 ∈ E corresponding
to μ and consider x = {xk}k 0 and K = K(x). By (9), either K = {αx0:α ∈ R+} for μ > 1 or K ={−αx0:α ∈ R+} if μ ∈ (0, 1). In any case K /= {θ} and clearly it is an essential cone for the operator
T . This proves the ﬁrst part of our conclusion.
Second, let thespectrumσ(T)containvalue1asapoleof the resolventoperator (5)withmultiplicity
q(1) 2. Moreover, let y0 ∈ E be such that Bs(1)y0 /= θ and Bs+1(1)y0 = θ with an appropriate 1 <
s q(1). Putting x0 = Bs(1)y0 + Bs−1(1)y0 and using (8) repeatedly we get for each k 0
xk = Tkx0 = (k + 1)Bs(1)y0 + Bs−1(1)y0,
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hence the sequence x = {xk}k 0 satisﬁes
K = K(x) = {αBs(1)y0:α ∈ R+}.
Since again by (8), TBs(1)y0 = Bs(1)y0, we conclude that K /= {θ} is a cone essential for the operator
T , i.e., the sequence x = {xk = Tkx0}k 0 is strictly monotone. 
As an application of our Theorem 2.4 we present the proof of Theorem 0.1.
Proof of Theorem 0.1. The sufﬁciency directly follows from the formula (2). Let E = RN ,
T =
⎛⎜⎜⎜⎜⎝
0 1 0 · · · 0 0
0 0 1 · · · 0 0
· · · · · · · ·
0 0 0 · · · 0 1
a1 a2 a3 · · · aN−1 aN
⎞⎟⎟⎟⎟⎠ ,
where a1, . . . , aN come from (1), and let
Xk =
⎛⎜⎜⎜⎜⎝
xk·
·
·
xk+N−1
⎞⎟⎟⎟⎟⎠ .
Then, T is completely continuous and (1) is equivalent to
Xk+1 = TXk, k = 0, 1, . . .
W.l.o.g. assume that the sequence {xk} is strictly increasing (the proof for a strictly decreasing
sequence is analogous).
LetK = K(X) be deﬁned as in (9). Clearly,K is a subcone of the cone RN+ ⊂ RN and L = K − K is
a closed subspace of RN . Let k 1 be ﬁxed. Then
ζ = min
{
xk+j+1 − xk+j
xk+j − xk+j−1 : j = 0, . . . , N − 1
}
> 0.
We also have the relation
Xk+1 − Xk = T(Xk − Xk−1) ζ(Xk − Xk−1).
Proposition 2.5 ([9, Lemma 9.1]). Suppose that T ∈ B(E) is aK-positive operator, and that some element
u /∈ −K satisﬁes
Tuαu, (12)
where α  0. Then r(T)α.
Since T is K-positive, we deduce from Proposition 2.5 that r(T|L) ζ hence by Theorem 2.3,
r(T|L) > 0 is an eigenvalue of T|L with corresponding eigenvector U ∈ K. It shows that the coneK is
essential for T , i.e., the sequence {Xk}k 0 is strictly monotone due to Deﬁnition 2.1 and the conclusion
follows from Theorem 2.4. 
Remark 2.6. Consider a nonhomogeneous version of (10), i.e., for b /= θ and a given operator T ∈ B(E)
the equation
yk+1 = Tyk + b; (13)
let us assume that there exists an element w ∈ E such that
b = w − Tw.
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We can easily verify that {yk = w + xk}k 0, with {xk}∞k=0 being a solution of the appropriate homoge-
neousequation (10), is a solutionofEq. (13).Moreover, the condition (ii) inTheorem2.4 isnecessaryand
sufﬁcient for a solution {yk}k 0 to (13) to imply that {yk}k 0 is strictlymonotone due to Deﬁnition 2.1.
The similarity of the theory of ordinary linear differential equations and linear difference equations
with constant coefﬁcients suggests considering the following problem. In the sequel the symbol x(j)(t)
denotes the jth derivatives of a function x(t).
Problem 2.7. Let N  1, b1, . . . , bN ∈ R. Find x = x(t) such that
x(N)(t) = b1x(t) + b2x(1)(t) + · · · + bNx(N−1)(t), t ∈ R (14)
and satisfying either
x(t) < x(s) for all t > s 0 (15)
or
x(t) > x(s) for all t > s 0. (16)
Theorem 2.8. The following statements are equivalent:
(i) There exists a solution x = x(t) to (14) such that (15) or (16) holds.
(ii) The characteristic polynomial to (14) possesses either a real root λ /= 0 or λ = 0 is a root whose
multiplicity is at least two.
Proof. Denote by λ1, . . . , λn the distinct roots for the characteristic polynomial of (14). Obviously,
nN.
First, we show that one of the λ’s has to be real. Let us assume that each of λj has multiplicity mj .
Then x(t) is a solution of (14) if and only if it can be expressed as
x(t) =
n∑
j=1
mj−1∑
=0
cj,t
 eλj t , (17)
where the complex coefﬁcients cj, are uniquely determined by an initial condition for the values
x(0), . . . , x(N−1)(0).
Since the implication (ii) ⇒ (i) follows directly from (17), we only show (i) ⇒ (ii).
Let x(t) be a solution to (14) satisfying (16) (the case (15) is analogous). Using (17) and (2)we obtain
that the sequence {xk,q}k 0, q ∈ N, deﬁned by
xk,q = x(k/q) =
n∑
j=1
mj−1∑
=0
cj,
q
k
(
e
λj
q
)k
,
is a solution of difference equation with characteristic polynomial
pq(μ) =
n∏
j=1
(
μ − e
λj
q
)mj
.
Since {xk,q}k 0 is increasing for any choice of q, by virtue of Theorem 0.1 we can see that for some λj ,
the value e
λj
q is positive real for inﬁnitely many q’s, hence necessarily λj ∈ R.
Second,w.l.o.g. let j = 1andλ1 = 0ofmultiplicitym1 = 1be theunique real rootof thepolynomial
p(μ) = p1(μ). Assuming the solution x(t) satisfying (16) and given by (17), the new solution
y(t) =
n∑
j=2
mj−1∑
=0
cj,t
 eλj t ,
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is a solution of difference equation with characteristic polynomial
p1(μ)
μ − 1
without real roots, but still satisfying (16), a contradiction. Thus,m1  2. 
3. Monotone semigroups of operators
Thepreviousgeneralizations canbeextended to someclassesof (C0)-semigroupsof linearoperators
and in particular linear PDE’s. The authors have no particular application of the results obtained and
can only hope that their results will fall into the same category of results described in the beginning
of this paper formulated in the introductory section.
For more detailed information related to this paragraph – see [7].
Let T = {T(t)}t  0 be a strongly continuous semigroupwith generator B densely deﬁned inD(B) ⊂
E . For each x ∈ D(B) [7, Theorem 10.3.3],
d
dt
T(t)x = BT(t)x = T(t)Bx (18)
and for x ∈ D(Bn), n ∈ N, it is possible to represent T(t)x by means of an “exponential formula”
[7, p. 354]
T(t)x =
n−1∑
k=0
tk
k!B
kx + 1
(n − 1)!
∫ t
0
(t − τ)n−1T(τ )Bnx dτ. (19)
The point and residual spectrum of T = {T(t)}t  0 come from those of its generator B.
Theorem 3.1 ([7, Theorems 16.7.1-3]). (i) Pσ(T(t)) = exp[tPσ(B)], plus, possibly, the point λ = 0. If
μ ∈ Pσ(T(t)) for someﬁxed t > 0whereμ /= 0 and if {αn} is the set of roots of exp(tα) = μ then at least
one of the pointsαn lies in Pσ(B). (ii) Ifμ ∈ Rσ(T(t)) for some ﬁxed t > 0whereμ /= 0, then at least one
of the solutions of exp(tα) = μ lies in Rσ(B) and none can lie in Pσ(B). (iii) exp[tCσ(B)] ⊂ Cσ(T(t)).
A coneK ⊂ E is called essential for a (C0)-semigroup T = {T(t)}t  0 if each T(t) isK-positive and
forL = K − K, the semigroup TLwith the elements TL(t) = T(t)|L, t  0, is generated by an operator
BL such that σ(BL) /= ∅.
For a collection x = {x(t)}0 t<τ ⊂ E , 0 < τ ∞, let
J (x) =
{
d
dt
x(t): 0 t < τ
}
(20)
and let K(x) be given by (9).
Analogously as in the previous we deﬁne the following.
Deﬁnition 3.2. Let T = {T(t)}t  0 ⊂ B(E) be a (C0)-semigroup with an inﬁnitesimal generator B,
x0 ∈ D(B), w ∈ E . The collection x = {w + T(t)x0}t  0 is said to be strictly monotone if the set K(x)
is a normal generating cone essential for the semigroup T .
Problem 3.3. Given a closed linear operator B with the domain D(B) ⊂ E and generating a (C0)-
semigroup {T(t)}t  0 ⊂ B(E). Find a vector x0 ∈ D(B) such that the collection {x(t) = T(t)x0}t  0
satisfying
d
dt
x(t) = Bx(t), x(0) = x0, t  0 (21)
is strictly monotone.
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For the reader’s convenience we present the Krein–Schaefer Theorem in a formwhich is applied in
our contribution.
Theorem3.4 ([10], [5], [8]). LetE beaBanach space generatedbyanormal coneK. If T ∈ B(E) isK-positive
then the spectral radius r(T) belongs to the spectrum σ(T).
Deﬁnition 3.5. Let T = {T(t)}t  0 ⊂ B(E) be a (C0)-semigroupwith an inﬁnitesimal generator B. We
say that B is admissible if
(A1) Cσ(T(t)) = ∅ for each t > 0;
(A2) σ(B) ∩ R ⊂ Pσ(B);
(A3) t0(σ (B) \ R) ∩ (R × {πni}n∈Z) = ∅ for some t0 > 0;
(A4) If σ(B) ∩ R = {0} then 0 is an isolated singularity and a pole of the resolvent operator of B.
Theorem 3.6. Concerning Problem 3.3 assume that the operator B is admissible. Then the following two
statements are equivalent:
(i) There exists an element x0 ∈ D(B) such that the corresponding solution {x(t)}t  0 of (21) is strictly
monotone.
(ii) The spectrum σ(B) contains a real eigenvalue μ. This eigenvalue is either nonzero or 0 is a pole of
the resolvent operator whose multiplicity is at least 2.
Proof. (i) ⇒ (ii). Let x = {x(t) = T(t)x0}t  0, x0 ∈ D(B), be a strictly monotone solution to (21). By
our deﬁnition, every element of the semigroupT isK-positive,whereK = K(x) is a normal generating
coneobtainedbyusing (20) and (9). PutL = K − K andconsider the semigroupTL = {TL(t)}t  0 with
an inﬁnitesimal generator BL; since K is essential for T , σ(BL) /= ∅. It follows from Theorem 3.1 that
rt = r(TL(t)) > 0 foreach t  0.ApplyingTheorem3.4weget that rt belongs to thespectrumσ(TL(t)).
To simplify our notation, for the value t0 introduced in (A3) put TL = TL(t0), T = T(t0), rL = r(TL)
and r = r(T). Clearly, TL, resp. BL is a restriction of T , resp. B. By the previous, 0 < rL ∈ σ(TL) =
Pσ(TL) ∪ Cσ(TL) ∪ Rσ(TL) (the union of the point, continuous and residual spectrum, respectively).
Let us formulate
Proposition 3.7. Using the above notation,
rL ∈ Pσ(T) ∪ (T).
Moreover, if rL ∈ (T) then rL ∈ Rσ(TL).
Proof. One can easily verify the inclusions Pσ(TL) ⊂ Pσ(T), Cσ(TL) ⊂ Pσ(T) ∪ Cσ(T) ∪ Rσ(T) and
Rσ(TL) ⊂ Pσ(T) ∪ Cσ(T) ∪ Rσ(T) ∪ (T). Since the generator B is admissible, the property (A1)
gives Cσ(T) = ∅. Moreover, (A2), (A3) and Theorem 3.1 imply 0 < rL /∈ Rσ(T) and our conclusions
follow. 
Assume that Pσ(B) ∩ R = ∅; then (A1)–(A3) and Theorem 3.1 imply
σ(T) ∩ (0,∞) = ∅. (22)
In this case the resolvent R(λ; T), is bounded and deﬁned on the whole E whenever λ ∈ (0,∞). Since
the operator T is K-positive, it is also true for
R(λ; T) =
∞∑
k=0
Tk
λk+1
, λ > r(T). (23)
Proposition 3.8. Under the assumption (22) the resolvent R(λ; T) is K-positive whenever λ ∈ (0,∞).
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Proof. Let us assume that R(λ0; T) is K-positive for some λ0 > 0. Using the formula
R(λ; T) = R(λ0; T)
⎛⎝I + ∞∑
k=1
(λ0 − λ)kR(λ0; T)k
⎞⎠ , (24)
for λ ∈ (0, λ0) satisfying λ0 − λ(2‖R(λ0; T)‖)−1, we can easily see that also the resolvent R(λ; T)
is K-positive. Let us say in this case that starting from the value λ0 we have walked by the left step
of size (2‖R(λ0; T)‖)−1. Let us choose real positive numbers α < β . Using our assumption (22), the
formula (24) and usual compactness argument we get
max
λ∈[α,β] ‖R(λ; T)‖ = M < ∞.
By (23), the number β can be taken the resolvent R(β; T) to be K-positive. It means that we can walk
starting from the value β by the left steps of size (2M)−1 to the value α, hence R(λ; T) is K-positive
for all λ ∈ [α,β]. 
In particular, the resolvent R(rL; T) = (rLI − T)−1 is K-positive, hence (rLI − T)L = L and
rL /∈ Rσ(TL). Now, Proposition 3.7 implies 0 < rL ∈ Pσ(T), a contradiction with (22). Thus, Pσ(B) ∩
R /= ∅.
To ﬁnish the proof of this part, let us assume that μ = 0 is the unique real eigenvalue in σ(B). By
our assumption on B, then 0 is an isolated singularity and a pole of the resolvent operator of B. We can
consider the Laurent expansion of the resolvent operator about 0 and the operator B1(0) given by (6).
Let the 0 be a pole of multiplicity q(0) = 1.
Using the expression (5) and the operators Bk(0) from (8) for the operator B, we get
Bk(0) = Θ , k = 2, 3, . . . ;
moreover, Theorem 1.2 and (7) imply that for some y, x ∈ L, x /= θ and u, v ∈ K,
Bx = θ , B1(0)y = x, B21(0)y = B1(0)x = x, x = u − v,
hence for somew ∈ {u, v},B1(0)w /= θ .On theonehand, sinceB1(0) isboundedandby(9), Lin+{J (x)}
is dense in K, there has to exist an element w1 = ddt x(t)
∣∣∣
t=t1 ∈ J (x) such that
B1(0)w1 /= θ.
On the other hand, from (18) and (8) we get
B1(0)w1 = B1(0)T(t1)Bx0 = B1(0)BT(t1)x0 = B2(0)T(t1)x0 = θ ,
a contradiction. Thus, q(0) 2.
(ii) ⇒ (i). For B admissible, let 0 /= μ ∈ Pσ(B) ∩ R and for θ /= u ∈ D(B), Bu = μu. Applying the
formula (19) we obtain x(t) = T(t)u = etμu, hence
J (x) =
{
d
dt
x(t) = μ etμu: t  0
}
, K(x) = {αμu:α ∈ R+}.
The reader can easily verify that K(x) is a normal generating cone essential for the semigroup
T |{αu:α∈R}.
Ifμ = 0andq = q(0) > 1,wecanchoosey0 ∈ E and1 < s q such thatBsy0 /= θ andBs+1y0 = θ .
Put x0 = Bsy0 + Bs−1y0. Using (19) we get
x(t) = T(t)x0 = (t + 1)Bsy0 + Bs−1y0
hence
J (x) =
{
d
dt
x(t) = Bsy0
}
, K(x) = {αBsy0:α ∈ R+}
and K(x) is a normal generating cone that is essential for the semigroup T |{αBsy0:α∈R}. 
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Remark 3.9. Consider a nonhomogeneous version of (21), i.e., for b /= θ and a given closed linear
operator B the equation
d
dt
x(t) = Bx(t) + b, x(0) = x0, t  0; (25)
let us assume that there exists an element w ∈ D(B) such that
Bw = −b.
We can easily verify that {y(t) = w + x(t)}t  0, with {x(t)}t  0 being a solution of the appropriate
homogeneous equation (21), is a solution of Eq. (25). Moreover, the condition (ii) in Theorem 3.6 is
necessary and sufﬁcient for a solution {y(t)}t  0 of (25) to be strictly monotone due to Deﬁnition 3.2.
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