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Re´sume´
Dans cet article, nous nous inte´ressons au proble`me
de l’adaptation de domaine (AD) correspondant au cas
ou` les donne´es d’apprentissage et de test sont issues de
distributions diffe´rentes. Nous proposons une analyse
PAC-Baye´sienne de ce proble`me dans le cadre de la
classification binaire sans information supervise´e sur
les donne´es de test. La the´orie PAC-Baye´sienne per-
met d’obtenir des garanties the´oriques sur le risque
d’un vote de majorite´ sur un ensemble d’hypothe`ses.
Notre contribution au cadre de l’AD repose sur une
nouvelle mesure de divergence entre distributions base´e
une notion d’espe´rance de de´saccords entre hypothe`ses.
Cette mesure nous permet de de´river une premie`re
borne PAC-Baye´sienne pour le classifieur stochastique
de Gibbs. Cette borne a l’avantage d’eˆtre optimi-
sable directement pour tout espace d’hypothe`ses et
nous en donnons une illustration dans le cas de classi-
fieurs line´aires. L’algorithme propose´ dans ce contexte
montre des re´sultats inte´ressants sur un proble`me jouet
ainsi que sur une taˆche courante d’analyse d’avis.
Ces re´sultats ouvrent de nouvelles perspectives pour
appre´hender le proble`me de l’adaptation domaine graˆce
aux outils offerts par la the´orie PAC-Baye´sienne.
Mots-clef : Adaptation de domaine, The´orie PAC-
Baye´sienne, Classifieurs line´aires
1 Introduction
En apprentissage automatique, la majorite´ des
me´thodes d’apprentissage de classifieurs repose sur
l’hypothe`se selon laquelle les donne´es d’apprentissage
et de test sont ge´ne´re´es de manie`re i.i.d. selon la
meˆme distribution de probabilite´. Cependant, cette hy-
pothe`se forte n’est pas re´aliste pour de nombreuses ap-
plications. Prenons l’exemple d’un syste`me de filtrage
de spams. Un tel syste`me bien adapte´ a` un utilisa-
teur donne´ peut ne pas convenir a` un autre utilisateur
recevant des e-mails diffe´rents. En d’autres termes,
les donne´es d’apprentissage associe´es au premier uti-
lisateur ne se sont pas ne´cessairement repre´sentatives
des donne´es de test d’un autre utilisateur. Il s’ave`re
donc ne´cessaire de de´velopper des me´thodes permet-
tant d’adapter un classifieur utilisant des donne´es d’ap-
prentissage (sources) a` des donne´es de test (cibles)
diffe´rentes. Ce type de proble`me fait re´fe´rence au
cadre de l’adaptation de domaine 1 (AD). On parle
d’AD lorsque la distribution de probabilite´ ge´ne´ratrice
des donne´es cibles (appele´e le domaine cible) est
diffe´rente de celle ge´ne´rant les donne´es sources (ap-
pele´e le domaine source). Dans ce contexte, l’AD est
connue pour eˆtre une taˆche difficile meˆme sous des hy-
pothe`ses fortes [BDU12], parmi lesquelles le covariate-
shift ou` les domaines source et cible diffe`rent unique-
ment en leur marginale sur l’espace d’entre´e (c’est-a`-
dire qu’ils partagent la meˆme fonction d’e´tiquetage).
Une proble´matique majeure en AD est la de´finition
d’une mesure de divergence permettant de quantifier a`
quel point les domaines sont relie´s entre eux. Lorsque
les domaines sont similaires selon cette mesure, les ga-
ranties en ge´ne´ralisation sur le domaine cible peuvent
eˆtre plus “simples” a` obtenir. Par exemple, dans le
contexte de la classification binaire (avec la fonction
perte 0-1), [BDBC+10] ont propose´ de conside´rer la
notion de H-divergence entre les distributions margi-
nales selon l’espace d’entre´e. Cette quantite´ se de´finit
comme le de´saccord maximal entre deux classifieurs
1. Voir [Jia08, QCSSL09] pour un e´tat de l’art.
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d’une meˆme classe d’hypothe`ses. Elle permet de de´river
une borne en ge´ne´ralisation pour le proble`me de l’AD,
principalement base´e sur une analyse de type VC
(Vapnik-Chervonenkis). La mesure appele´e discrepancy
distance [MMR09a] ge´ne´ralise la divergence pre´ce´dente
a` des fonctions re´elles ainsi qu’a` d’autres fonctions
de perte et est utilise´e pour obtenir une borne en
ge´ne´ralisation base´e sur la complexite´ de Rademacher.
Dans ces deux situations, une taˆche d’AD peut eˆtre
vue comme un compromis entre la complexite´ de la
classe d’hypothe`ses H, la capacite´ d’adaptation de H
selon une divergence entre les marginales et le risque
empirique sur le domaine source. D’autres mesures
ont e´te´ propose´es sous diffe´rentes hypothe`ses, comme
la divergence de Re´nyi, pertinente pour le proble`me
d’importance weighting, ou celle propose´e par [ZZY12],
prenant en compte a` la fois l’e´tiquetage re´el source et
l’e´tiquetage re´el cible.
La nouveaute´ de notre contribution est l’utilisation
du cadre PAC-Baye´sien pour proposer une nouvelle
analyse pour l’AD dans une situation de classification
binaire sans e´tiquettes cibles (on parle parfois d’AD
non-supervise´). E´tant donne´e une distribution a priori
(prior) sur une famille de classifieurs H, la the´orie
PAC-Baye´sienne (introduite par [McA99]) e´tudie les
algorithmes construisant une distribution a posteriori
(posterior) ρ sur H (par opposition aux analyses plus
classiques qui se concentrent sur un classifieur unique
h ∈ H). Autrement dit, nous nous inte´ressons a` un
vote ponde´re´ sur H selon ρ que nous appelons un ρ-
moyennage. En suivant ce principe, nous de´finissons
une pseudo-me´trique quantifiant la divergence entre
les domaines en fonction de l’espe´rance, selon ρ, des
de´saccords entre classifieurs sur les distributions mar-
ginales des deux domaines. Cette mesure de de´saccords
posse`de plusieurs avantages importants. Tout d’abord,
elle est tre`s bien adapte´e au cadre PAC-Baye´sien puis-
qu’elle s’exprime comme une ρ-moyenne sur H. Elle est
e´galement tre`s pre´cise et infe´rieure a` la H-divergence
et, au contraire de cette dernie`re, est spe´cifique au
classifieur final conside´re´. Enfin, elle s’ave`re tre`s facile
a` estimer a` partir d’e´chantillons finis. Cette pseudo-
me´trique nous permet de de´river une premie`re borne
en ge´ne´ralisation PAC-Baye´sienne pour le proble`me
de l’AD. De manie`re pratique, l’optimisation de cette
borne repose sur un compromis entre trois quantite´s.
Les deux premie`res sont en fait deux termes habituels
de la the´orie PAC-Baye´sienne : la complexite´ du vote
de majorite´ mesure´e par la divergence de Kullback-
Leibler (KL-divergence) entre la prior et la posterior
et le risque empirique mesure´ par le ρ-moyennage des
erreurs sur l’e´chantillon source. La troisie`me quan-
tite´ correspond a` notre divergence entre marginales,
qui estime la capacite´ de la posterior a` distinguer la
diffe´rence structurelle entre les e´chantillons source et
cible. Une caracte´ristique inte´ressante de notre ap-
proche est que ces quantite´s peuvent eˆtre optimise´es
simultane´ment. Nous l’illustrons en proposant un pre-
mier algorithme pour optimiser cette borne dans le cas
des classifieurs line´aires.
L’article s’organise comme suit. La section 2 pre´sente
les notations et les deux re´sultats de re´fe´rence en AD.
Le cadre de la the´orie PAC-Baye´sienne est rappele´ en
section 3. Notre contribution principale, la borne d’AD
pour un apprentissage PAC-Baye´sien, est pre´sente´e en
section 4. Nous de´rivons ensuite notre nouvel algo-
rithme en section 5. Avant de conclure en section 7,
nous expe´rimentons notre approche en section 6.
2 Notations et the´orie de l’AD
Nous conside´rons les taˆches d’AD pour la classi-
fication binaire ou` X ⊆ Rd est l’espace d’entre´e et
Y={−1,+1} est l’espace de sortie. Le domaine source
PS et le domaine cible PT sont deux distributions
diffe´rentes sur X×Y , DS et DT e´tant les distributions
marginales respectives sur X. Nous nous inte´ressons
a` la taˆche pour laquelle nous ne disposons d’aucune
e´tiquette cible. Un algorithme d’apprentissage prend
donc en entre´e un e´chantillon source e´tiquete´ S =
{(xsi , ysi )}mi=1 tire´ i.i.d. depuis PS , et un cible non
e´tiquete´ T ={xtj}m
′
j=1 tire´ i.i.d. selon DT . Soit h :X→Y
une hypothe`se. L’erreur source re´elle de h sur PS cor-
respond a` la probabilite´ que h commette une erreur,
RPS (h)
def
= E
(xs,ys)∼PS
`
0-1
(
h(xs), ys
)
,
ou` `0-1(a, b)
def
= I[a 6= b] est la fonction perte 0-1 re-
tournant 1 si a 6= b et 0 sinon. L’erreur cible re´elle
RPT (·) sur PT est de´finie de la meˆme manie`re. RS(·)
est l’erreur source empirique mesure´e sur l’e´chantillon
S. L’objectif principal en AD est d’apprendre — sans
e´tiquette cible — un classifieur ayant l’erreur cible
re´elle RPT (h) la plus faible possible.
En outre, nous introduisons la notion de de´saccord
source re´el entre h′ et h, mesurant la probabilite´ que
les deux classifieurs h et h′ soient en de´saccord sur DS ,
RDS (h, h
′) def= E
xs∼DS
`
0-1
(
h(xs), h′(xs)
)
.
Le de´saccord cible re´el RDT (·,·) sur DT est de´fini
de la meˆme manie`re. RS(·,·) et RT (·,·) sont les
de´saccords source et cible empiriques mesure´s respec-
tivement sur S et T . En fonction du contexte, S peut
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de´signer soit l’e´chantillon source e´tiquete´ {(xsi , ysi )}mi=1,
soit l’e´chantillon non e´tiquete´ associe´ {xsi}mi=1.
2.1 Ne´cessite´ d’une divergence entre
les domaines
Le but de l’AD est de trouver une hypothe`se ayant
une erreur cible faible meˆme lorsqu’aucune informa-
tion sur les e´tiquettes cibles n’est disponible. Ce
proble`me peut clairement s’ave´rer difficile a` re´soudre
meˆme sous des hypothe`ses fortes [BDU12]. Pour
de´river des bornes en ge´ne´ralisation en AD (nous ap-
pelons un tel re´sultat une borne d’AD), il est es-
sentiel de faire appel a` une mesure de divergence
entre les domaines source et cible : plus les do-
maines sont similaires, plus l’adaptation est aise´e. Dans
la litte´rature plusieurs approches ont e´te´ propose´es
[ZZY12, BDBC+10, MMR09a, MMR09b] pour esti-
mer a` quel point le domaine source est proche du
domaine cible. Concre`tement, les deux domaines PS
et PT diffe`rent si leurs marginales DS et DT sont
diffe´rentes, ou si la fonction d’e´tiquetage source diffe`re
de la fonction cible, ou si les deux cas pre´ce´dents se pro-
duisent. Ceci sugge`re de prendre en compte deux diver-
gences : une entre les marginales DS et DT et l’autre
entre les e´tiquetages. Lorsque des e´tiquettes cibles
sont disponibles, les deux mesures peuvent eˆtre com-
bine´es (comme dans [ZZY12]). Dans le cas contraire,
il est pre´fe´rable de se´parer les deux mesures puisque
dans une telle situation il sera impossible d’estimer
le meilleur e´tiquetage cible. Habituellement, on ad-
met qu’il existe un lien entre l’e´tiquetage source et
l’e´tiquetage cible. Une solution consiste alors a` cher-
cher une repre´sentation pour laquelle les marginales
DS et DT sont proches tout en gardant de bonnes per-
formances sur le domaine source.
2.2 Bornes d’AD pour la classification
Nous rappelons maintenant les deux premiers
re´sultats de re´fe´rence proposant une borne d’AD base´e
sur une divergence entre les marginales.
Tout d’abord [BDBC+10] ont prouve´ la borne d’AD
suivante qui s’ave`re pre´cise lorsqu’il existe un classi-
fieur (dans H) a` la fois performant sur le domaine
source et sur le domaine cible.
The´ore`me 1 ([BDBC+10]). Soit H une classe d’hy-
pothe`ses, alors pour tout h ∈ H, on a,
RPT (h) ≤ RPS (h) + 12dH(DS , DT )
+RPS (h
∗) +RPT (h
∗), (1)
ou` 1
2
dH(DS , DT )
def
= sup
(h,h′)∈H2
∣∣RDT (h,h′)−RDS (h,h′)∣∣ est la
H∆H-divergence entre les marginales DS et DT et h∗def=
argmin
h∈H
(
RPS(h)+RPT(h)
)
est l’hypothe`se jointe ide´ale.
Cette borne de´pend de quatre termes. RPS (h) est l’er-
reur classique sur le domaine source. La divergence
1
2dH(DS , DT ) de´pend de H et correspond au de´saccord
maximal entre deux hypothe`ses de H. Autrement dit,
elle quantifie a` quel point les hypothe`ses de H peuvent
“de´tecter” les diffe´rences entre les marginales. Les ga-
ranties en ge´ne´ralisation seront meilleures si cette capa-
cite´ de de´tection est faible. Les derniers termes RPS (h
∗)
et RPT (h
∗) sont relie´s a` la meilleure hypothe`se h∗ sur
les deux domaines et mesurent la qualite´ de H en
terme d’e´tiquetage. Si h∗ est mauvaise, il sera difficile
de trouver une hypothe`se performante sur le domaine
cible. Enfin, l’e´quation (1) combine´e avec la the´orie VC
expriment un compromis entre la performance source
d’une hypothe`se h, la complexite´ deH et “l’incapacite´”
des hypothe`ses de H a` de´tecter les diffe´rences entre les
domaines.
Ensuite, [MMR09a] ont e´tendu la H∆H-
divergence a` la discrepancy divergence disc` pour
les proble`mes de re´gression et pour toute fonction
perte syme´trique ` ve´rifiant l’ine´galite´ triangu-
laire. Soit ` : [−1,+1]2 7→R+ une telle fonction,
la disc` entre DS et DT est : disc`(DS , DT )
def
=
sup
(h,h′)∈H2
∣∣∣ E
xt∼DT
`(h(xt), h′(xt)) − E
xs∼DS
`(h(xs), h′(xs))
∣∣∣.
Dans le contexte de la classification binaire avec la
perte 0-1, on a : 12dH(DS , DT ) = disc`0-1 (DS , DT ).
Meˆme si ces deux divergences co¨ıncident, la borne
d’AD de [MMR09a] diffe`re du the´ore`me 1 :
∀h ∈ H, RPT (h)−RPT (h∗T ) ≤ RDS (h∗S , h)
+ disc`0-1 (DS , DT ) +RDS (h
∗
S , h
∗
T ), (2)
ou` h∗T
def
= argmin
h∈H
RPT (h) et h
∗
S
def
= argmin
h∈H
RPS (h)
sont respectivement les hypothe`ses ide´ales sur le do-
maine cible et le domaine source. Dans cette situation,
l’e´quation (2) borne directement la diffe´rence entre l’er-
reur cible d’un classifieur et celle de la meilleure hy-
pothe`se cible (RPT (h
∗
T )). Cette borne s’exprime comme
un compromis entre le de´saccord entre h et l’hypothe`se
source ide´ale h∗S , la complexite´ de la classeH (exprime´e
par la complexite´ de Rademacher dans [MMR09a]), et
— encore une fois — “l’incapacite´” d’une hypothe`se de
H a` de´tecter les diffe´rences entre les deux domaines.
Les bornes des e´quations (1) et (2) sugge`rent que si
la divergence entre les domaines est petite, un classi-
fieur avec une erreur faible sur le domaine source peut
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eˆtre performant sur le domaine cible. La divergence
peut eˆtre vue comme un de´saccord dans le “pire cas”.
Nous proposons dans la suite une analyse en moyenne
graˆce a` l’essence de la the´orie PAC-Baye´sienne, connue
pour offrir des bornes en ge´ne´ralisations plus pre´cises
[McA99, APHST06].
3 La the´orie PAC-Baye´sienne
Nous rappelons dans cette section le cadre PAC-
Baye´sien classique pour la classification supervise´e bi-
naire, introduit par [McA99]. Traditionnellement, on
conside`re un vote de majorite´ ponde´re´ sur un ensemble
H d’hypothe`ses. E´tant donne´s une distribution prior pi
sur H et un e´chantillon d’apprentissage S, le but de
l’apprenant est de trouver la distribution posterior ρ
sur H correspondant au vote de majorite´ Bρ ponde´re´
par ρ (parfois appele´ le classifieur de Bayes) avec les
meilleures garanties en ge´ne´ralisation.Bρ est de´fini par,
Bρ(x)
def
= sign
[
E
h∼ρ
h(x)
]
.
Il est connu que la minimisation de l’erreur de Bρ est
NP-difficile. Dans l’approche PAC-Baye´sienne, nous
substituons l’erreur de Bρ par l’erreur du classifieur
stochastique de Gibbs Gρ, qui pre´dit l’e´tiquette d’un
exemple x en tirant ale´atoirement selon ρ une hy-
pothe`se h dans H, puis en retournant h(x). Remar-
quons que l’erreur du classifieur de Gibbs sur un do-
maine PS correspond a` l’espe´rance des erreurs selon ρ,
RPS (Gρ)
def
= E
h∼ρ
RPS (h). (3)
Dans ce contexte, si Bρ commet une erreur sur un
exemple x, alors au moins la moitie´ des classifieurs (se-
lon ρ) commettent une erreur sur x. On a donc trivia-
lement : RPS (Bρ) ≤ 2RPS (Gρ). Un autre re´sultat sur
RPS (Bρ) est la C-borne (introduite par [LLM
+06]) qui
relie RPS (Bρ) a` la moyenne et la variance du classifieur
de Gibbs et est de´finie par,
RPS (Bρ) ≤ 1−
(
1− 2RPS (Gρ)
)2
1− 2RDS (Gρ, Gρ)
, (4)
ou` RDS (Gρ, Gρ) correspond au de´saccord moyen des
classifieurs selon ρ de´fini par,
RDS (Gρ, Gρ)
def
= E
h,h′∼ρ2
RDS (h, h
′). (5)
Comme sugge´re´ dans [LMR11], pour un nume´rateur
fixe´, le meilleur vote de majorite´ est celui associe´ au
plus faible de´nominateur, c.-a`-d. amenant a` des classi-
fieurs en grand de´saccord. La C-borne est connue pour
eˆtre une bonne approximation de RPS (Bρ).
La the´orie PAC-Baye´sienne permet de borner
l’espe´rance des erreurs RPS (Gρ) en fonction de deux
quantite´s principales : l’erreur empirique RS(Gρ) =
Eh∼ρRS(h), estime´e sur un e´chantillon S i.i.d. selon
PS , et la KL-divergence entre ρ et pi : KL(ρ‖pi) def=
Eh∼ρ ln
ρ(h)
pi(h) . Dans cet article, nous utilisons la borne
PAC-Baye´sienne propose´e par Catoni [Cat07] dans sa
forme simplifie´e sugge´re´e dans [GLL+09].
The´ore`me 2 ([Cat07]). Pour tout domaine PS sur
X×Y , pour toute classe d’hypothe`ses H, pour toute
distribution pi sur H, pour tout δ∈(0, 1], pour tout re´el
c>0, avec une probabilite´ d’au moins 1−δ sur le choix
de S∼(PS)m, pour toute distribution ρ sur H, on a,
RPS (Gρ) ≤
c
1−e−c
[
RS(Gρ)+
KL(ρ‖pi) + ln 1δ
m× c
]
.
Cette borne posse`de deux avantages. D’une part,
lorsque ρ est une gaussienne isotropique sur l’espace des
classifieurs line´aires, sa minimisation est e´troitement
lie´e a` celle du proble`me associe´ aux SVM [GLLM09].
D’autre part, elle de´pend d’un parame`tre c, qui nous
permet de controˆler le compromis entre l’erreur em-
pirique RS(Gρ) et le terme de complexite´
KL(ρ‖pi)
m . Si
c = 1√
m
, cette borne devient consistante : lorsque m
tend vers +∞, la borne tend vers 1×[RS(Gρ)+0].
Alors que les bornes d’AD mentionne´es a` la section 2
se concentrent sur un classifieur unique, nous croyons
qu’une borne approprie´e au contexte PAC-Bayesien
doit conside´rer un de´saccord entre classifieurs de´fini
selon un ρ-moyennage (combine´ avec une borne PAC-
Baye´sienne classique). Cette intuition nous ame`ne a`
de´finir un de´saccord moyenne´ selon ρ comparant les
distributions marginales source et cible, pour de´river
ensuite notre borne d’AD.
4 Borne d’AD pour le classifieur
de Gibbs
L’originalite´ de notre contribution re´side en la
de´finition d’un cadre the´orique d’AD pour l’approche
PAC-Baye´sienne. La section 4.1 pre´sente notre pseudo-
me´trique permettant de comparer les domaines dans
ce contexte. Ensuite nous de´rivons en section 4.2 la
premie`re borne d’AD PAC-Baye´sienne.
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4.1 Une divergence entre domaines
pour une analyse PAC-Baye´sienne
Comme discute´ en section 2.1, pour de´river une
borne d’AD il est crucial de faire appel a` une mesure
de divergence entre les domaines source et cible. Dans
notre situation ou` nous ne disposons pas d’e´tiquette
cible, nous de´finissons une divergence entre les distri-
butions marginales associe´es. Cette divergence a l’avan-
tage d’eˆtre facilement estimable a` partir d’e´chantillons.
Une divergence pour le PAC-Bayes. Nous
de´finissons une pseudo-me´trique 2portant sur l’e´cart
entre les de´saccords mesure´s sur les domaines. Elle
quantifie la diffe´rence structurelle entre les marginales
en terme de posterior ρ sur H. Puisqu’en “PAC-Bayes”
le but est d’apprendre un vote majorite´ Bρ amenant
a` de bonnes garanties en ge´ne´ralisation, nous propo-
sons de suivre l’ide´e porte´e par l’e´quation (4) (la C-
borne). Concre`tement, e´tant donne´s PS et PT et une
distribution ρ sur H, si RPS (Gρ) et RPT (Gρ) sont simi-
laires, alorsRPS (Bρ) etRPT (Bρ) sont similaires lorsque
E
h,h′∼ρ2
RDS (h, h
′) et E
h,h′∼ρ2
RDT (h, h
′) sont proches. Ainsi,
les domaines PS et PT sont proches selon ρ si l’e´cart
entre E
h,h′∼ρ2
RDS (h, h
′) et E
h,h′∼ρ2
RDT (h, h
′) est faible.
Notre divergence est alors de´finie comme suit.
De´finition 1. Soit H une classe d’hypothe`ses. Pour
toutes distributions marginales DS et DT sur X,
et pour toute distribution ρ sur H, le de´saccord
disρ(DS , DT ) entre DS et DT est de´fini par,
disρ(DS , DT )
def
=
∣∣∣ E
h,h′∼ρ2
[RDT (h, h
′)−RDS (h, h′)]
∣∣∣.
Notons qu’il est trivial de de´montrer que disρ(·,·)
est syme´trique et ve´rifie l’ine´galite´ triangulaire. Le
the´ore`me suivant garantit la consistance de cette me-
sure en majorant le de´saccord disρ(DS , DT ) par les
quantite´s classiques en PAC-Bayes : le de´saccord empi-
rique disρ(S, T ) estime´ a` partir d’un e´chantillon source
et d’un e´chantillon cible (non e´tiquete´s) et KL(ρ‖pi).
Pour simplifier 3, nous supposons m=m′.
The´ore`me 3. Pour toutes marginales DS et DT sur
X, pour tout espace d’hypothe`ses H, pour toute distri-
bution prior pi sur H, pour tout δ ∈ (0, 1], pour tout
re´el α > 0, avec une probabilite´ d’au moins 1−δ sur le
2. Contrairement a` une me´trique, deux points ne sont pas
ne´cessairement discrenable par la pseudo-me´trique : on peut
avoir d(x, x′) = 0 pour des valeurs distinctes x 6= x′.
3. Notons qu’il est possible de de´river une borne PAC-
Baye´sienne lorsque m 6=m′, voir en annexe.
choix de S×T ∼ (DS×DT )m, pour toute distribution
ρ sur H, on a,
disρ(DS , DT )
≤ 2α
1−e−2α
[
disρ(S, T )+
2KL(ρ‖pi)+ln 2δ
m× α +1
]
−1,
ou` disρ(S, T ) est le de´saccord empirique.
D’une manie`re similaire a` la borne de Catoni [Cat07]
(c.f. the´ore`me 2 en section 3), le re´sultat pre´ce´dent
est consistent lorsque α= 1
2
√
m
. En fait, la borne tend
vers 1×[disρ(S, T )+0+1]−1 lorsque m tend vers +∞.
Dans l’annexe, nous fournissons une autre borne ou`
la consistance apparaˆıt plus directement, mais qui est
moins adapte´e pour de´river un algorithme.
De´monstration du Th.3. (de´tails en annexe) Nous ma-
jorons d(1)
def
= E
h,h′∼ρ2
[RDS (h, h
′)−RDT (h, h′)]. Soit le
classifieur “abstrait” hˆ
def
= (h, h′) ∈ H2 choisi selon
une distribution ρˆ, avec ρˆ(hˆ)=ρ(h)ρ(h′). Avec pˆi(hˆ) =
pi(h)pi(h′), on a KL(ρˆ‖pˆi)=2KL(ρ‖pi). Nous de´finissons
la perte “abstraite” de hˆ sur une paire d’exemples
(xs,xt) ∼ DS ×DT par,
`d(1)(hˆ,x
s,xt)
def
=
1+`
0-1
(h(xs),h′(xs))−`
0-1
(h(xt),h′(xt))
2
.
Le risque du classifieur de Gibbs suivant cette perte est
R
(1)
DS×DT (Gρˆ) = E
hˆ∼ρˆ
E
xs∼DS
E
xt∼DT
`d(1)(hˆ,x
s,xt). Comme
`d(1) renvoie des valeurs dans [0, 1], nous suivons le prin-
cipe de la preuve du Th. 2 (avec c=2α). On borne alors
la valeur re´elle de R
(1)
DS×DT (Gρˆ) (voir en annexe). Puis,
nous majorons d(1) par sa valeur empirique (d
(1)
S×T ), car
d(1) = 2R
(1)
DS×DT(Gρˆ) − 1. Enfin, avec une proba. d’au
moins 1− δ2 sur le choix de S×T ∼(DS×DT )m, on a,
d(1)+1
2 ≤ 2α1−e−2α
[
d
(1)
S×T+1
2 +
2KL(ρ‖pi)+ln 2δ
m×2α
]
.
En suivant le meˆme principe, on majore d(2)
def
=
E
h,h′∼ρ2
[RDT (h, h
′)−RDS (h, h′)] par sa valeur empirique
d
(2)
S×T . Comme |d(1)|= |d(2)|= disρ(DS , DT ) et |d(1)S×T |=
|d(2)S×T |=disρ(S, T ), le maximum entre la borne sur d(1)
et la borne sur d(2) donne une borne sur disρ(DS , DT ).
En appliquant la borne de l’union, on a avec une proba.
d’au moins 1−δ sur le choix de S × T ∼ (DS ×DT )m,
|d(1)|+1
2 ≤ α1−e−2α
[
|d(1)S×T |+ 1 + 2KL(ρ‖pi)+ln
2
δ
m×α
]
.
Avant de de´river en section 4.2, une borne d’AD pour
le classifieur de Gibbs, nous comparons notre de´saccord
entre domaines avec la H-divergence.
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Comparaison de 12dH et disρ. Estimer la H-
divergence est connue pour eˆtre NP-difficile et revient a`
trouver la paire de classifieurs maximisant le de´saccord.
Notre mesure de de´saccord empirique apparaˆıt donc
plus simple a` calculer puisqu’il suffit de calculer un
ρ-moyennage des de´saccords entre classifieurs. En ef-
fet, disρ(DS , DT ) de´pend de la posterior ρ conside´re´e :
son optimisation peut se faire directement en mini-
misant son estimation empirique disρ(S, T ) et la KL-
divergence sans avoir a` modifier la repre´sentation (re-
ponde´ration des instances, projection, . . .). De plus,
la valeur de la H-divergence est la meˆme pour toutes
les hypothe`ses de H et ne de´pend pas du classifieur
conside´re´, alors que notre de´saccord disρ est adapte´
au classifieur de Gibbs conside´re´. En outre, disρ est
infe´rieur ou e´gale a` 12dH rendant la borne plus pre´cise :
pour tout H et pour toute ρ sur H, on a,
1
2
dH(DS , DT ) = sup(h,h′)∈H2 |RDT (h, h′)−RDS (h, h′)|
≥ E
(h,h′)∼ρ2
|RDT (h, h′)−RDS (h, h′)| ≥ disρ(DS , DT ).
4.2 La borne d’AD PAC-Baye´sienne
Le prochain the´ore`me e´nonce notre re´sultat princi-
pal. Par souci de lisibilite´, nous pre´fe´rons utiliser les
notations RP (Gρ) et RD(Gρ , ·), correspondant aux ρ-
moyennages respectifs de E
h∼ρ
RP (h) et E
h∼ρ
RD(h, ·).
The´ore`me 4. Soit H un espace d’hypothe`ses. Pour
toute distribution ρ sur H, on a,
RPT (Gρ)−RPT (Gρ∗T ) ≤ RPS (Gρ)+disρ(DS , DT )
+RDT (Gρ, Gρ∗T ) +RDS (Gρ, Gρ∗T ), (6)
avec ρ∗T = argminρRPT (Gρ) le posterior optimal sur le
domaine cible et RD(Gρ, Gρ∗
T
) = E
h∼ρ
E
h′∼ρ∗
T
RD(h, h
′).
De´monstration. Soit H une classe d’hypothe`ses, ρ sur
H, ρ∗T = argminρRPT (Gρ) la posterior optimale pour
PT . D’apre`s l’ine´galite´ triangulaire et puisque pour
tout h et pour toute marginale D : RD(Gρ, h)
def
=
E
x∼D
I[Gρ(x) 6= h(x)]= E
x∼D
E
h′∼ρ
I[h′(x) 6=h(x)], on a,
RPT (Gρ)≤ E
h∼ρ
(
RPT (Gρ∗T)+RDT (Gρ∗T ,Gρ)+RDT (Gρ,h)
)
≤ RPT (Gρ∗T ) +RDT (Gρ∗T, Gρ)
+ E
h∼ρ
(
RDT (Gρ, h)−RDS (Gρ, h)+RDS (Gρ, h)
)
≤ RPT (Gρ∗T )+RDT (Gρ, Gρ∗T )+ Eh∼ρRDS (Gρ, h)
+
∣∣∣ E
h,h′∼ρ2
[
RDT (h, h
′)−RDS (h, h′)
]∣∣∣
≤ RPT (Gρ∗T )+RDT (Gρ, Gρ∗T )+RDS (Gρ, Gρ∗T )
+
∣∣∣ E
h,h′∼ρ2
[
RDT (h, h
′)−RDS (h, h′)
]∣∣∣+ E
h∼ρ
RPS (h)
= RPT (Gρ∗T) +RPS (Gρ) + disρ(DS , DT )
+RDT (Gρ, Gρ∗T) +RDS (Gρ, Gρ∗T).
En ge´ne´ral, cette borne n’est pas comparable a`
celles pre´sente´es en section 2. Cependant, comme la
borne d’AD de l’e´quation (2) [MMR09a], nous ma-
jorons directement l’e´cart entre le ρ-moyennage des
erreurs et le moyennage optimal. Notre borne s’ex-
prime comme un compromis entre diffe´rentes quantite´s.
RPS (Gρ) et disρ(DS , DT ) sont semblables aux deux
premiers termes de la borne d’AD de l’e´quation (1)
[BDBC+10] : RPS (Gρ) est le ρ-moyennage surH des er-
reurs sources et disρ(DT , DS) quantifie le ρ-moyennage
des de´saccords mais est spe´cifique a` la distribution
ρ conside´re´e. Les autres termes RDT (Gρ, Gρ∗T ) et
RDS (Gρ, Gρ∗T ) mesurent a` quel point la distribution
ρ est proche (en terme de de´saccords) du classifieur
de Gibbs optimal, a` la fois sur le domaine cible et le
domaine source. D’apre`s cette the´orie, l’adaptation est
possible si la distribution optimale ρ∗T admet une erreur
cible faible (hypothe`se classique). De plus, la quantite´
RDT (Gρ, Gρ∗T ) +RDS (Gρ, Gρ∗T ), vue comme une me-
sure de la capacite´ d’adaptation en terme d’e´tiquetage,
doit eˆtre faible : Gρ doit eˆtre en accord (sur les deux
domaines) avec la solution optimale. Finalement, le
the´ore`me 5 e´nonce notre borne PAC-Baye´sienne base´e
a` la fois sur l’erreur source empirique du classifieur de
Gibbs et la pseudo-me´trique de de´saccords estime´e sur
des e´chantillons source et cible.
The´ore`me 5. Pour tous domaines PS et PT sur X×Y
(resp. de marginales DS et DT ), pour toute classe H
d’hypothe`ses, pour toute distribution pi sur H, pour tout
δ∈(0, 1], avec une probabilite´ de 1−δ sur le choix de
S×T∼(PS×DT )m, pour toute distribution ρ surH, on a,
RPT (Gρ)−RPT (Gρ∗T ) ≤ λρ + α′ − 1 + c′RS(Gρ)
+α′ disρ(S, T ) +
(
c′
c +
2α′
α
)
KL(ρ‖pi)+ln 3δ
m ,
ou` λρ
def
= RDT (Gρ, Gρ∗T ) + RDS (Gρ, Gρ∗T ), c
′ def= c1−e−c ,
et α′ def= 2α1−e−2α .
De´monstration. Dans le Th. 3, on remplace RS(Gρ) et
disρ(S, T ) par leur borne supe´rieure obtenue dans les
Ths. 2 et 4 avec δ choisi resp. comme δ3 et
2δ
3 (dans le
dernier cas, on utilise ln 22δ/3 =ln
3
δ <2 ln
3
δ ).
Sous l’hypothe`se qu’il existe un lien entre les do-
maines en termes d’accord d’e´tiquetage sur les do-
maines source et cible, autrement dit qu’un de´saccord
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disρ(DS , DT ) faible implique un λρ ne´gligeable, une so-
lution naturelle pour re´aliser une AD PAC-Baye´sienne
(sans e´tiquette cible) revient a` minimiser la borne du
the´ore`me 5 en ne´gligeant 4 λρ. Un avantage majeur de
ce re´sultat est qu’il justifie the´oriquement la minimisa-
tion simultane´e de l’erreur source et de la divergence.
5 Algorithme d’AD PAC-Baye´-
sien pour classifieurs line´aires
De´finissons maintenant H comme un ensemble de
classifieurs line´aires hv(x)
def
= sign (v · x) tel que
v ∈ Rd est un vecteur de poids. En restreignant les dis-
tributions prior et posterior a` des distributions gaus-
siennes, [LST02, APHST06] ont spe´cialise´ la the´orie
PAC-Baye´sienne afin de borner l’erreur re´elle d’un ρ-
moyennage de classifieurs line´aires hw ∈ H chacun
identifie´ par un vecteur de poids w. Plus pre´cise´ment,
pour un prior pi0 et un posterior ρw de´finis par une
gaussienne sphe´rique de matrice de covariance e´gale a`
l’identite´ centre´e respectivement sur les vecteurs 0 et
w, c.-a`-d. pour tout hv ∈ H on a,
pi0(hv)
def
=
(
1√
2pi
)d
e−
1
2‖v‖2, and ρw(hv)
def
=
(
1√
2pi
)d
e−
1
2‖v−w‖2.
L’erreur re´elle du classifieur de Gibbs Gρw sur un do-
maine PS est alors donne´e par,
RPS (Gρw)= E
(x,y)∼PS
E
hv∼ρw
I(hv 6=y)= E
(x,y)∼PS
Φ
(
y
w · x
‖x‖
)
,
ou` Φ(a)
def
= 12
[
1 − Erf( a√
2
)]
, et Erf(·) est la fonc-
tion d’erreur de Gauss. Dans cette situation, la KL-
divergence entre ρw et pi0 devient KL(ρw‖pi0)= 12‖w‖2.
Apprentissage supervise´ PAC-Baye´sien. La
the´orie PAC-Baye´sienne spe´cifique aux classifieurs
line´aires dans le cadre supervise´ classique [GLLM09]
sugge`re de minimiser la borne sur RPS (Gρw) du
the´ore`me 2. E´tant donne´ un e´chantillon S =
{(xsi , ysi )}mi=1 et un hyperparame`tre C > 0, l’algorithme
d’apprentissage effectue une descente de gradient pour
trouver un vecteur de poids optimal w qui minimise,
CmRS(Gρw)+ KL(ρw‖pi0) = C
m∑
i=1
Φ
(
yi
w·xi
‖xi‖
)
+
‖w‖2
2
.
Cet algorithme, nomme´ PBGD3, cherche un compro-
mis entre le taux d’erreur empirique (exprime´ en fonc-
tion de la perte Φ) et la complexite´ du moyennage ap-
pris (mesure´e par le re´gulariseur ‖w‖2). L’inconve´nient
4. Avec quelques e´tiquettes cibles, nous pourrions estimer λρ.
(en pratique) de PBGD3 est que la fonction objectif
n’est pas convexe. L’imple´mentation de la descente de
gradient ne´cessite donc de nombreux rede´marrages. En
fait, nous avons re´alise´ une e´tude empirique approfon-
die et montre´ que PBGD3 e´tait aussi performant (tout
en e´tant plus rapide) en remplac¸ant la fonction perte Φ
par sa relaxation convexe Φcvx(a)
def
= 12− a√2pi si a ≤ 0,
Φ(a) sinon. Nous proposons maintenant une version de
cet algorithme adapte´e a` la borne du the´ore`me 5 pour
des classifieurs line´aires.
Minimisation de la borne d’AD. Sous l’hy-
pothe`se que les quantite´s non estimables du
the´ore`me 5, λρ et RPT (Gρ∗T ), sont ne´gligeables
nous de´finissons un algorithme PAC-Baye´sien pour
l’AD inspire´ de PBGD3. E´tant donne´s un e´chantillon
source S = {(xsi , ysi )}mi=1 i.i.d. selon PS et un
e´chantillon cible T = {(xti)}mi=1 i.i.d. selon DT , on a,
CmRS(Gρw) +Am disρw(S, T ) + KL(ρw‖pi0), (7)
ou` disρw(S, T ) =
∣∣∣ E
h,h′∼ρ2w
RS(h, h
′)− E
h,h′∼ρ2w
RT (h, h
′)
∣∣∣
est le de´saccord empirique entre S et T spe´cialise´ a` une
distribution ρw sur l’espace des classifieurs line´aires
conside´re´. Les valeurs A > 0 et C > 0 sont des hyper-
parame`tres de l’algorithme. Notons que les constantes
α et c du the´ore`me 5 peuvent eˆtre retrouve´es a` par-
tir de n’importe quel A et C. E´tant donne´ Φdis(a)
def
=
2 Φ(a) Φ(−a), pour toute marginale D, on a,
E
h,h′∼ρ2w
RD(h, h
′) = E
x∼D
E
h,h′∼ρ2w
I[h(x) 6= h′(x)]
= 2 E
x∼D
E
h,h′∼ρ2w
I[h(x) = 1] I[h′(x) = −1]
= 2 E
x∼D
E
h∼ρw
I[h(x) = 1] E
h′∼ρw
I[h′(x) = −1]
= 2 E
x∼D
Φ
(
w·x
‖x‖
)
Φ
(
−w·x‖x‖
)
= E
x∼D
Φdis
(
w·x
‖x‖
)
.
Ainsi, trouver la solution optimale de l’e´quation (7)
revient a` chercher le vecteur w qui minimise,
C
m∑
i=1
Φ
(
ysi
w·xsi
‖xsi‖
)
+A
∣∣∣∣∣
m∑
i=1
Φdis
(
w·xsi
‖xsi‖
)
−Φdis
(
w·xti
‖xti‖
)∣∣∣∣∣+ ‖w‖22 .
L’e´quation pre´ce´dente est fortement non convexe. Afin
de rendre le proble`me d’optimisation plus facile a`
re´soudre, nous remplac¸ons la fonction de perte Φ par
sa relaxation convexe Φcvx (similairement a` PBGD3).
L’optimisation se fait ensuite par une descente de gra-
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dient. Le gradient de l’e´quation pre´ce´dente est,
w + C
m∑
i=1
Φ′cvx
(
ysiw·xsi
‖xsi‖
)
ysi x
s
i
‖xsi‖
+ s′×A
[
m∑
i=1
Φ′dis
(
w·xti
‖xti‖
)
xti
‖xti‖ − Φ
′
dis
(
w·xsi
‖xsi‖
)
xsi
‖xsi‖
]
,
ou` Φ′cvx(a), resp. Φ
′
dis(a), est la valeur de la de´rive´e de
Φcvx(·), resp. Φdis(·), e´value´e au point A, et,
s′ = sign
[
m∑
i=1
Φdis
(
w · xsi
‖xsi‖
)
− Φdis
(
w · xti
‖xti‖
)]
.
Cette nouvelle taˆche d’optimisation demeure toutefois
non convexe (Φdis(·) est quasi-concave). Cependant,
notre e´tude empirique montre qu’il n’est pas ne´cessaire
d’effectuer plusieurs rede´marrages pour trouver une
solution convenable. Nous nommons cet algorithme
d’adaptation de domaine PBDA. Notons qu’en appli-
quant l’astuce du noyau a` PBDA, nous pouvons tra-
vailler avec le vecteur de poids dual α ∈ R2m. E´tant
donne´ un noyau K : Rd × Rd → R, on a :
hw(x) =
∑m
i=1 αik(x
s
i ,x) +
∑m
i=1 αi+mk(x
t
i,x).
6 Expe´rimentations
Protocole expe´rimental. Nous avons e´value´
PBDA sur un jeu de donne´es synthe´tiques dˆıt des
lunes jumelles, ainsi que sur un jeu de donne´es
d’analyse d’avis commune´ment utilise´ en adaptation
de domaine. Nous avons compare´ les re´sultats obtenus
avec ceux de me´thodes non adaptatives : la version
de PBGD3 [GLLM09] convexifie´e (section 5) et
un SVM ; et de me´thodes adaptatives : DASVM 5
[BM10], la me´thode d’AD de co-apprentissage CODA 6
ayant montre´e les meilleurs re´sultats dans [CWB11]
sur le jeu de donne´es conside´re´ en section 6.2. La
fonction objectif de PBDA est minimise´e par l’algo-
rithme BFGS imple´mente´ dans la librairie python
scipy 7. Nous avons utilise´ la bibliothe`que SVM-light
[Joa99] pour SVM, DASVM est imple´mente´ avec
la bibliothe`que LibSVM [CL01] et nous avons uti-
lise´ l’imple´mentation 8 propose´e par [CWB11] pour
CODA. Les parame`tres sont se´lectionne´s, a` l’aide
d’une grille de recherche, par une validation croise´e
5. DASVM maximise ite´rativement une notion de marge sur
des exemples cibles auto e´tiquete´s.
6. CODA cherche ite´rativement des attributs cibles relie´s a`
l’ensemble d’apprentissage.
7. scipy est disponible ici : http://www.scipy.org/
8. L’imple´mentation de CODA est disponible ici : http://
www1.cse.wustl.edu/~mchen/code/coda.tar.
Table 1 – Taux d’erreur moyens pour les 7 angles.
10◦ 20◦ 30◦ 40◦ 50◦ 70◦ 90◦
PBGD3
CV 0 0.088 0.210 0.273 0.399 0.776 0.824
SVM
CV 0 0.104 0.24 0.312 0.4 0.764 0.828
DASVM
RCV 0 0 0.259 0.284 0 .334 0.747 0.82
PBDA
RCV 0 0.0940 .1030 .225 0.412 0 .6260 .687
avec 5-folds (CV ) sur l’e´chantillon source pour PBGD3
et SVM, et par une validation circulaire/inverse
[BM10, ZFY+10] avec 5-folds sur l’e´chantillon cible
(non e´tiquete´) pour CODA, DASVM et PBDA.
6.1 Proble`me jouet synthe´tique
Nous conside´rons comme domaine source un
proble`me classique de classification binaire appele´ les
lunes jumelles. Chacune des classes correspond a` une
lune distincte (cf figure 1). Nous e´tudions 7 domaines
cibles diffe´rents en fonction de 7 rotations de la
source initiale. Pour chaque domaine, nous ge´ne´rons
300 instances (150 de chaque classe). La capacite´
en ge´ne´ralisation des algorithmes est e´value´e sur un
e´chantillon de test compose´ de 1500 exemples cibles.
Tous les algorithmes utilisent un noyau gaussien. Cha-
cun des proble`mes d’adaptation de domaine est re´pe´te´
10 fois et nous reportons les re´sultats moyens dans la
table 1. Notons que CODA n’est pas approprie´ pour
cette expe´rimentation, puisqu’il de´compose les attri-
buts afin d’appliquer un co-apprentissage. PBDA ob-
tient les meilleures performances, a` l’exception des
angles de 20◦ et 50◦. Il montre une bonne capacite´
d’adaptation, en particulier pour les proble`mes les plus
difficiles. Ce comportement vient probablement du fait
que notre divergence entre les domaines disρ est plus
pre´cise et apparaˆıt comme un bon (co-)re´gulariseur
dans une situation d’AD. Ceci est confirme´ par la fi-
gure 1. On y voit l’e´volution de la frontie`re de de´cision
de l’algorithme pour chacun des angles, et de la ca-
pacite´ d’adaptation en fonction de la minimisation du
risque sugge´re´ par le the´ore`me 5. En effet, le graphique
illustre que PBDA accepte de perdre en performance
sur le domaine source pour maintenir sa performance
sur le domaine cible (au moins quand les domaines ne
sont pas trop diffe´rents).
6.2 Analyse d’avis
Nous conside´rons le jeu de donne´es Amazon reviews
[BMP06] constitue´ d’avis sur quatre types de produits
issus de Amazon.com c© (books, DVDs, electronics, kit-
chen appliances). A` l’origine, les avis s’expriment a`
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Figure 1 – Illustration de la frontie`re de de´cision de PBDA a` parame`tres fixe´s (A = C = 1). Le vert et le
rose correspondent a` l’e´chantillon source, le gris a` l’e´chantillon cible. Le graphique de droite correspond au
compromis erreur source / erreur cible.
l’aide d’e´toiles (de 1 a` 5) et la dimension de la descrip-
tion des donne´es (des uni-grammes et des bi-grammes)
est en moyenne de 100 000. Pour simplifier la taˆche
de classification, nous suivons un protocole similaire a`
celui propose´ par [CWB11]. Les deux classes possibles
sont : +1 pour les produits ayant au moins 4 e´toiles, −1
pour ceux ayant au plus 3 e´toiles. Un domaine corres-
pond a` un type de produit, ce qui implique 12 taˆches
d’AD. Par exemple, “books→DVDs” correspond a` la
taˆche pour laquelle books est la source et DVDs la cible.
La dimension des donne´es est re´duite de la manie`re sui-
vante : e´tant donne´e une taˆche d’AD, [CWB11] ont
uniquement garde´ les attributs qui apparaissent au
moins 10 fois dans les deux domaines (il reste environ
40 000 attributs), puis ont applique´ une ponde´ration
de type tf-idf. Les algorithmes font appel a` un noyau
line´aire et conside`rent 2 000 exemples sources e´tiquete´s
et 2 000 cibles non e´tiquete´s. Nous les e´valuons sur
les ensembles de test cibles propose´s par [CWB11]
(entre 3 000 et 6 000 exemples), puis nous reportons
les re´sultats sur la table 2. Tout d’abord, nous pou-
vons remarquer que comme espe´re´ les approches adap-
tatives obtiennent les meilleurs re´sultats en moyenne.
Ensuite, PBDA est en moyenne plus performant que
CODA, mais moins performant que DASVM. Cepen-
dant, PBDA reste compe´titif : les re´sultats ne sont
pas significativement diffe´rents de ceux obtenus pour
CODA et DASVM. De plus, PBDA est significative-
ment plus rapide que CODA et DASVM : ces deux
algorithmes utilisent une me´thode ite´rative couˆteuse
augmentant le temps d’exe´cution d’au moins un fac-
teur 5 par rapport a` PBDA. En fait, un avantage cer-
tain de PBDA est de pouvoir optimiser conjointement
les termes de notre borne en une seule e´tape.
7 Conclusion
Dans cet article, nous avons de´fini une divergence
entre distributions base´e sur une notion de´saccord
moyen entre hypothe`ses, accompagne´e de bornes de
consistance justifiant de son estimation consistante a`
partir d’e´chantillons. Cette mesure nous a permis de
de´river une borne PAC-Baye´sienne pour l’AD. De plus,
nous avons propose´, a` partir de cette borne, un algo-
rithme compe´titif et fonde´ the´oriquement (PBDA) qui
minimise directement la borne dans le cas des classi-
fieurs line´aires. Nous pensons que cette premie`re ana-
lyse PAC-Baye´sienne ouvre la porte a` de nouvelles
me´thodes d’adaptation en faisant appel aux possibilite´s
offertes par la the´orie PAC-Baye´sienne, ce qui donne
lieu a` de nombreuses questions inte´ressantes.
Un des inte´reˆts du “PAC-Bayes” est de conside´rer une
connaissance a priori sur la performance des classifieurs
et dans ce papier nous avons opte´ pour un prior non
informatif (une gaussienne centre´e a` l’origine dans l’es-
pace des classifieurs line´aires). La de´finition d’un prior
pertinent pour l’adaptation de domaine est a` e´tudier
lorsque quelques e´tiquettes cibles sont accessibles, ou
lorsque diffe´rents domaines sources sont disponibles.
Une autre piste prometteuse concerne la se´lection des
parame`tres. En effet, l’adaptabilite´ de notre me´thode
pourrait eˆtre ame´liore´e via une proce´dure de validation
spe´cifique au cadre PAC-Baye´sien. Une ide´e serait de
conside´rer une technique de validation inverse tirant
parti des distributions prior et posterior.
En outre, la de´rivation d’un re´sultat similaire a`
l’e´quation (4) (la C-borne) pour l’adaptation de do-
maine semble eˆtre d’un grand inte´reˆt. En effet, cette
approche prend en compte les deux premiers moments
de la marge du vote de majorite´. Ceci pourrait nous
aider a` utiliser a` la fois une information sur la marge
sur les donne´es non e´tiquete´es et sur le de´saccord entre
hypothe`ses (ces deux e´le´ments semblent eˆtre d’une im-
portance cruciale en adaptation de domaine).
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Table 2 – Taux d’erreur sur Amazon reviews. B, D, E, K correspondent a` books, DVDs, electronics, kitchen.
B→D B→E B→K D→B D→E D→K E→B E→D E→K K→B K→D K→E Avg.
PBGD3CV 0 .174 0.275 0.236 0 .192 0.256 0.211 0.268 0.245 0 .127 0.255 0.244 0.235 0.226
SVMCV 0.179 0.290 0.251 0.203 0.269 0.232 0.287 0.267 0.129 0.267 0.253 0.149 0.231
DASVMRCV 0.193 0 .226 0 .179 0.202 0 .186 0.183 0.305 0 .214 0.149 0.259 0 .198 0.157 0 .204
CODARCV 0.181 0.232 0.215 0.217 0.214 0 .181 0.275 0.239 0.134 0 .247 0.238 0.153 0.210
PBDARCV 0.183 0.263 0.229 0.197 0.241 0.186 0 .232 0.221 0.141 0 .247 0.233 0 .129 0.208
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