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Resumen Presentamos un procedimiento de tablas sema´nticas distinto
de las esta´ndar en el tratamiento dado a las sentencias de la clase δ, pro-
poniendo modificaciones de esta regla que eviten la generac´ıo´n de ramas
infinitas. Las nuevas tablas se revelan u´tiles para el estudio de lenguajes
lo´gico-formales con sema´ntica finitaria, en particular como procedimiento
para definir modelos finitos de sentencias satisfacibles. Mostramos tam-
bie´n la aplicabilidad de estos resultados al ana´lisis de la ambigu¨edad y
otros feno´menos en la interpretacio´n del discurso.
1. Introduccio´n
Aunque el procedimiento de las tablas sema´nticas en primer orden, iniciado
en [2], es semidecidible, si consideramos u´nicamente modelos finitos, mediante
ciertas tablas cabe determinar de manera efectiva si una sentencia es o no satis-
facible por modelos de cardinal finito n ≥ 1. Este tipo de tablas surge, principal-
mente en [3] y [4], para abordar el problema de la generacio´n de tablas infinitas
de sentencias satisfacibles en dominios finitos y se desarrolla –en [10]– para hacer
ma´s eficientes los correspondientes algoritmos de refutacio´n en modelos finitos.
El me´todo de tablas ha sido aplicado en a´mbitos diversos, que van desde el es-
tudio del razonamiento basado en modelos –ejemplo, [9]– hasta el tratamiento
de problemas lingu¨´ısticos –como en [6] y en [8]–.
Tomando las aplicaciones al campo lingu¨´ıstico como horizonte y con objeto
de estudiar ciertos feno´menos en la interpretacio´n del discurso, generalizamos
el procedimiento de tablas modificadas, lo que permite examinar relaciones de
consecuencia de cara´cter “supracla´sico”, as´ı como me´todo de obtencio´n de mo-
delos mı´nimos a partir de sentencias finitamente satisfacibles. Para ello partimos
de un lenguaje formal de predicados de primer orden y en el siguiente apartado
establecemos las principales nociones sema´nticas en te´rminos de la teor´ıa de
modelos finitos, continuamos con un estudio de las propias tablas sema´nticas,
esta´ndar y modificadas, para concluir, en el u´ltimo apartado, con una muestra
resumida de apalicacio´n en interpretacio´n del discurso.
As´ı pues, L representa el lenguaje formal, sin identidad ni functores, que
posee un conjunto numerable de constantes individuales, de variables –ambos
forman el conjunto de los te´rminos– y de signos predicativos para cada ari-
dad. Haremos uso de las nociones habituales de la sintaxis de estos lenguajes,
tales como ocurrencia libre o ligada de variables, alcance de los signos lo´gicos,
sustitucio´n, etc. {¬,∨,∧,→,∃,∀} es el conjunto de las constantes lo´gicas. LSEN
representa el conjunto de las sentencias de L. Para indicar que A es una fo´rmu-
la, anotaremos A ∈ L, si es una sentencia, A ∈ LSEN y si Γ es un conjunto de
fo´rmulas de L, Γ ⊆ L, en su caso, Γ ⊆ LSEN . Si A ∈ L, A(x/t) representa la
fo´rmula resultante de sustituir en A cada ocurrencia libre de la variable x por el
te´rmino t, siempre que e´ste no sea sufijo de un cuantificador bajo cuyo alcance
ocurra x; as´ı pues, A(x/t) ∈ L, en su caso A(x/t) ∈ LSEN .
La sema´ntica de L se establece a partir de estructuras adecuadas a L, o L-
estructuras, constan de un universo de discurso –o dominio– no vac´ıo y una fun-
cio´n interpretacio´n para definir las denotaciones de constantes y signos predica-
tivos como es habitual. MOD(L) representa la clase de todas las L-estructuras.
Las variables carecen de valores sema´nticos y so´lo a las sentencias se asignara´ un
valor de verdad del conjunto {0, 1}. Si A ∈ LSEN y M ∈ MOD(L), mediante
M  A o M(A) = 1 se indica que M satisface A. Dadas las L-estructuras
M = 〈D,=〉 y M ′ = 〈D,=′〉, donde D 6= ∅ es el dominio –en este caso, el mismo
para las dos–, e = e =′ las funciones interpretacio´n, si M y M ′ difieren a lo sumo
en cuanto a la interpretacio´n de una constante b, es decir, si para cada constante
c 6= b, =(c) = =′(c) y para todo signo predicativo R, =(R) 6= =′(R), mientras
que =(b) e =′(b) pueden coincidir o tener distinto valor, ello lo expresaremos
como M =b M ′; as´ı, para M ∈MOD(L)
1. M(∀xA) = 1 si y so´lo si –en adelante, syss– para toda M ′ =b M , se verifica
que M(A(x/b)) = 1
2. M(∃xA) = 1 syss existe al menos una M ′ =b M , M(A(x/b)) = 1.
2. Relaciones sema´nticas
Para la sema´ntica nos interesan dominios finitos –una teor´ıa de modelos fini-
tos se presenta en [5]–. Para cada sentencia A ∈ L, diremos que A es finitamente
satisfacible syss existe M ∈MOD(L) tal que su dominio es de cardinal n finito
–menor que el de los nu´meros naturales, en s´ımbolos, n < ω0– y M  A. Si
M = 〈D,=〉 y el cardinal de D es n ≥ 1, se indicara´ |D| = n, o bien |M | = n. La
siguiente nocio´n permite probar una versio´n del conocido teorema de Lo¨wenheim-
Skolem.
Definicio´n 1. A ∈ LSEN es n-satisfacible, para n < ω0 syss existe una L-
estructura M , tal que |M | = n y M  A. Para indicar que M tiene cardinal n y
satisface A, anotaremos M n A.
Teorema 1. Si A ∈ LSEN es n-satisfacible, 1 ≤ n < ω0, entonces A es m-
satisfacible, para cada m tal que n ≤ m < ω.
Demostracio´n. Se procede por induccio´n sobre el grado de complejidad de A. Si
A es Rb1...bk, k ≥ 1, M  A y |M | = n, entonces, por definicio´n, si M = 〈D,=〉,
| D |= n e 〈=(b1), ...,=(bk)〉 ∈ =(R); sea ahora D∗ tal que D ⊂ D∗ y |D∗| =
m > n, definiendo =∗ de manera que, para cada constante bi que ocurra en la
sentencia, =∗(bi) = =(bi), adema´s, =(R) ⊆ =∗(R); una vez establecida =∗, sea
M∗ = 〈D∗,=∗〉, como, por definicio´n, 〈=∗(b1), ...,=∗(bk)〉 ∈ =∗(R), se verifica
que M∗  A. Tomando como hipo´tesis de induccio´n que para cada sentencia
de grado de complejidad k ≥ 1, si es n-satisfacible, entonces tambie´n es m-
satisfacible, para m > n, hemos de probar que ello se verifica para sentencias
de grado de complejidad k + 1. Para abreviar, so´lo nos referimos a los signos
lo´gicos ¬, ∨ y ∃. Dado el supuesto, sea A de la forma ¬B, grado de B igual
a k ≥ 1; si existe M tal que |M | = n y M  B, entonces existe M∗ tal que
|M∗| = m, m > n y M∗  B; si M = 〈D,=〉, sea M ′ = 〈D,=′〉 de manera
que =′ sea inversa de =, es decir, que para cada signo predicativo R de aridad
k ≥ 1, =′(R) sea justo complementario de =(R); as´ı, M ′ 2 β, entonces M ′  ¬β;
asimismo, si M∗ = 〈D∗,=∗〉, sea M ′∗ = 〈D∗,=′∗〉 tal que M ′∗ 2 β, de donde
M ′∗  ¬B, pero |M ′| = n y |M ′∗| = m. Consideremos que A de la forma B ∨C,
y la suma de los grados de B y de C es k; existe M tal que |M | = n y M  B o
M  C; naturalmente, M  B ∨C; por otra parte, existe M∗ tal que |M∗| = m,
M∗  B o M∗  C ; por evaluacio´n de ∨, en efecto, M∗  A (cuyo grado es
k+1). Por u´ltimo, sea A de la forma ∃xB, k ≥ 1 es el grado de B(x/b); si existe
M tal que |M | = n y M  B(x/b), entonces existe M ′ tal que |M ′| = m, m > n
y M ′  B(x/b); sea M∗ =b M tal que M∗  ∃xB y sea M ′∗ =b M ′, tal que
M ′∗  ∃xB, lo que es factible por evaluacio´n de ∃, pero |M∗| = n y |M ′∗| = m.
Para cada conjunto de sentencias Γ ⊆ LSEN y cada sentencia A ∈ LSEN , es
conocida la relacio´n de consecuencia lo´gica, en sentido cla´sico, como subconjunto
de ℘(LSEN )× LSEN , segu´n la siguiente
Definicio´n 2. Γ  A syss se verifica que para toda M ∈ MOD(L), si M  Γ ,
entonces M  A.
Esta relacio´n verifica las conocidas reglas estructurales de reflexividad, per-
mutacio´n, contraccio´n, monoton´ıa y transitividad (o corte) –las caracter´ısti-
cas de la relacio´n cla´sica, as´ı como las de otras relaciones que definen las lla-
madas lo´gicas subestructurales, se estudian tanto en [7] como en [12]–. Cualquier
relacio´n definida como subconjunto de ℘(LSEN )×LSEN que verifique reflexivi-
dad, monoton´ıa y transitividad, se dice que es supracla´sica. Por otra parte, la
relacio´n cla´sica  verifica tambie´n compacidad, es decir, que, para cada conjunto
Γ ⊆ LSEN y A ∈ LSEN , si Γ  A, entonces existe ∆ ⊆ Γ tal que su cardinal es
menor que el cardinal de los naturales –en s´ımbolos, |∆| < ω0– y ∆  A.
Definimos ahora otras nociones a partir de las precedentes.
Definicio´n 3. Para 1 ≤ n < ω0, para cada Γ ⊆ LSEN y A ∈ LSEN , A es
n-consecuencia de Γ syss para cada M ∈MOD(L) tal que |M | ≤ n, si M  Γ ,
entonces M  A. Simbo´licamente, lo representamos como Γ n A.
Definicio´n 4. Para cada Θ ⊆ LSEN , A ∈ LSEN , y M ∈MOD(L), M satisface
A mo´dulo Θ —en s´ımbolos, M Θ A— syss M  Θ ∪ {A}. En ralacio´n con la
cardinalidad n < ω0, M satisface A mo´dulo Θ —en s´ımbolos, M Θ/n A— syss
|M |= n y M Θ A.
Definicio´n 5. Para cada Γ,Θ ⊆ LSEN , A ∈ LSEN , A es consecuencia lo´gica de
Γ mo´dulo Θ syss Γ,Θ  A. Simbo´licamente, Γ Θ A syss Γ,Θ  A. En cuanto
a la cardinalidad n < ω0, A es consecuencia lo´gica de Γ mo´dulo Θ limitada a
un nu´mero n ≥ 1, en s´ımbolos Γ Θ/n A, syss Γ,Θ n A.
As´ı pues, estas relaciones vienen definidas a partir de las nociones de n-
satisfacibilidad, consecuencia mo´dulo un conjunto de sentencias y n-consecuencia
mo´dulo un conjunto de sentencias.
Teorema 2. Las relaciones n, Θ y Θ/n son supracla´sicas.
Demostracio´n. Para simplificar, escribimos Γ,∆  A en lugar de Γ ∪ ∆  A y
Γ,A  B en lugar de Γ ∪ {A}  B. Hemos de comprobar que verifican reflexivi-
dad, monoton´ıa y transitividad. En efecto











dado que, en cuanto a n, si toda M ∈MOD(L), |M |= n, si M  Γ , entonces
M  A, si M  Γ ∪∆, entonces M  A. En cuanto a las otras dos, teniendo en
cuenta co´mo se definen, se verifica
Γ,Θ  A




respectivamente. Por u´ltimo, de acuerdo con las definiciones, claramente se ve-
rifica
Γ,A n B; Γ,B n C
Γ,A n C
;
y, dado que la relacio´n cla´sica es transitiva,
Γ,Θ,A  B; Γ,Θ,B  C
Γ,Θ,A  C ,
tambie´n se verifica




Las reglas (cla´sicas) permiten generar, a partir de un conjunto finito de sen-
tencias llamado ra´ız, al menos una de las cuales no es un literal, un conjunto de
sucesiones de sentencias llamadas ramas; cada rama se va construyendo hasta
que aparece un par de contradiccio´n (dos literales complementarios) –ser´ıa ra-
ma cerrada–, o bien hasta que en cada sentencia no literal de la rama se haya
ejecutado plenamente la regla correspondiente –ser´ıa rama abierta–. Una tabla
es abierta si al menos una de sus ramas es abierta y cerrada en otro caso. Las














la rama continu´a con cada uno de los componentes: A1 y A2 etc.
3. Regla β:
A1 ∨A2
A1 | A2 ;
¬(A1 ∧A2)
¬A1 | ¬A2 ;
A1 → A2
¬A1 | A2 ,
en este caso, la rama se subdivide en dos, lo que se indica mediante “|”,
continuando cada una con uno de los componentes,
4. Regla γ:
∀xB
B(x/b1), B(x/b2), ..., B(x/bn)
,
B(x/bi) es la sentencia resultante de sustituir en la fo´rmula B cada ocurren-
cia de la variable libre x por la constante bi, para i ≤ n; b1, ..., bn son todas





donde bn+1 es la primera constante que no ocurr´ıa en la rama.
La propiedad fundamental de las tablas para lo´gica cla´sica, que podemos
denominar esta´ndar, se expresa en el siguiente teorema, que enunciamos sin
demostracio´n para abreviar –versiones del mismo aparecen en [2] y en trabajos
editados en [1]–.
Teorema 3. Un conjunto (finito) Γ ⊆ LSEN es satisfacible syss la tabla se-
ma´ntica de ra´ız Γ , abreviadamente T (Γ ), es abierta.
Corolario 1. Un conjunto (finito) Γ ⊆ LSEN es no satisfacible syss T (Γ ) es
cerrada.
Demostracio´n. Es consecuencia inmediata del teorema 3 por simple contraposi-
cio´n.
Teorema 4. Para cada conjunto finito Γ ⊆ LSEN , A ∈ LSEN , Γ  A syss
T (Γ ∪ {¬A}) es cerrada.
Demostracio´n. Γ  A syss Γ ∪ {¬A} es no satisfacible syss T (Γ ∪ {¬A}) es
cerrada, de acuerdo con teorema 1.
Con objeto de aplicar el procedimiento a problemas relativos a otras rela-
ciones de consecuencia supracla´sicas, definimos modificaciones de la regla δ, de
acuerdo con lo sugerido en [3] y [4], as´ı como de la regla γ:
6. Regla δ[+]:
∃xB
B(x/t1) | B(x/t2) |, ..., | B(x/tn) | B(x/tn+1) ,
siendo t1, ..., tn las constantes que ocurr´ıan en la rama hasta llegar a ∃xB
mientras que tn+1 es una constante nueva.
7. Regla δ[n]:
∃xB
B(x/t1) | B(x/t2) |, ..., | B(x/tn) ,
t1, ..., tn son n ≥ 1 constantes de L, siempre que el nu´mero de constantes de
la rama sea m ≤ n, de manera que si e´stas son bk, ..., bk+t, donde t+1 = m,
entonces ti es bk+i−1 para cada i ≤ m. En caso de que m > n, entonces no
es aplicable la regla.
8. Regla γ[n]:
∀xB
B(x/t1), B(x/t2), ..., B(x/tn)
,
con la misma restriccio´n que en el caso anterior.
Definicio´n 6. Dada una ra´ız Γ ⊆ LSEN , ∆+(Γ ) es la tabla construida con las
reglas de doble negacio´n, α, β, γ y δ[+]. Decimos que ∆+(Γ ) es una tabla ∆+
o, para abreviar, +-tabla. Si en Γ no ocurre ninguna sentencia de la clase δ,
entonces ∆+(Γ ) = T (Γ ).
Definicio´n 7. Dada una ra´ız Γ ⊆ LSEN , ∆n(Γ ) es la tabla construida con las
reglas de doble negacio´n, α, β, γ[n] y δ[n], siempre que 1) en Γ el nu´mero de
constantes sea m ≤ n y 2) si en Γ no ocurre ninguna sentencia cuantificacional,
entonces se an˜ade a la ra´ız la clausura existencial de las sentencias de Γ . De-
cimos, en este caso, que se trata de una tabla ∆n o, para abreviar, que es una
n-tabla.
Definicio´n 8. Dada una tabla (esta´ndar, +-tabla o n-tabla) de ra´ız Γ , cada ra-
ma abierta Φ define una interpretacio´n o modelo cano´nico M c = 〈D,=c〉 tal que
(1) D es un universo Herbrand; es decir, los elementos de D son todas las
constantes ti tales que i ≤ m y t1, ..., tm ocurren en Φ, m ≥ 1.
(2) Para cada bi ∈ D, =c(ti) = ti, i ≤ m.
(3) Para cada signo predicativo k-a´dico R que ocurra en sentencias de Φ, y
cada k-pla 〈t1, ..., tk〉 de elementos de D,
〈t1, ..., tk〉 ∈ =c(R) syss Rt1, ..., tk ∈ Φ.
Se pueden establecer algunos resultados. Para mayor comodidad, si A ∈
LSEN y {A} es la ra´ız de una tabla, anotaremos T (A), ∆+(A) y ∆n(A) en
lugar de T ({A}), ∆+({A}) y ∆n({A}), respectivamente. Por otra parte, dada
una rama Φ de una tabla, el resultado de an˜adir una sentencia A a la rama lo
representamos como Φ+A.
Teorema 5. Para cada conjunto finito Γ ⊆ LSEN , T (Γ ) ⊆ ∆+(Γ ).
Demostracio´n. En efecto, sea Φ una rama de T (Γ ) en la que todav´ıa no se
haya aplicado la regla δ; podemos iniciar ∆+(Γ ) siguiendo el mismo orden de
aplicacio´n de las reglas, entonces tendremos una rama Φ′ tal que Φ = Φ′; al
aplicar la regla δ, Φ continu´a con B(x/bn+1), se obtiene, pues, Φ + B(x/bn+1),
siendo bn la constante de mayor sub´ındice que ocurre en Φ; al aplicar la regla δ[+],
se obtienen las siguientes ramas Φ′+B(x/b1), Φ′+B(x/b2), ..., Φ′+B(x/bn+1),
pero Φ′ +B(x/bn+1) = Φ+B(x/bn+1). Iterando el proceso, siempre hallaremos
una rama de T (Γ ) en ∆+(Γ ), por lo que T (Γ ) ⊆ ∆+(Γ ).
Corolario 2. Un conjunto finito Γ ⊆ LSEN es satisfacible syss ∆+(Γ ) es abier-
ta.
Demostracio´n. Consecuencia inmediata de los teoremas 3 y 5.
Teorema 6. A ∈ LSEN es n-satisfacible, 1 ≤ n < ω0, syss ∆n(A) posee una
rama abierta con las constantes b1, ..., bn.
Demostracio´n. ⇐) Supongamos que ∆n(A) es abierta: una rama Φ es abierta.
Cada aplicacio´n de δ[n] produce n bifurcaciones y el nu´mero de constantes en Φ
es n. Sea M c el correspondiente modelo cano´nico. Por induccio´n sobre el modo
de obtener la sentencia B ∈ Φ, comprobamos que M c satisface todas las sen-
tencias de Φ y, por tanto, a la ra´ız A. En la base, si B es ato´mica, entonces es
Rt1, ..., tk, por lo que 〈=(t1), ...,=(tk)〉 ∈ =(R), as´ı que M c  B. Hipo´tesis de
induccio´n:M c  C, para cada sentencia C consecuente de una regla de la n-tabla
hasta cierto grado. Si la regla es la de doble negacio´n, entonces M c  ¬¬C. Si se
trata de la regla α, entonces el antecedente ser´ıa C ∧C ′, ¬(D∨C ′) o ¬(C → C ′)
—en el segundo caso, C = ¬D—, pero dado que C ′ ∈ Φ, en el primer caso, o
¬C ′ ∈ Φ en el segundo y el tercero,M c  C ′ oM c  ¬C ′, respectivamente; basta
con evaluar los signos lo´gicos correspondientes y tendremos que M c  C ∧ C ′,
o M c  ¬(D ∨ C ′) o M c  ¬(C → C ′). De manera ana´loga se comprueba si
se trata del antecedente de la regla β. En cuanto a la regla γ, si B es C(x/bk),
para algu´n k ≤ n, tambie´n estara´n en Φ todas las sentencias que constituyen el
consecuente de la regla: C(x/b1), ..., C(x/bn), y como M c  C(x/bi) para todo
i ≤ n, por evaluacio´n de ∀, M c  ∀xC. Por u´ltimo, si se trata de la regla δ[n], B
tiene la forma C(x/bk), para algu´n k ≤ n; siM c  C(x/bk), entoncesM c  ∃xC.
As´ı pues, M c satisface cada literal de Φ, y cada sentencia es consecuente de al-
guna regla, de manera que M c satisface todas las sentencias de Φ, por tanto,
M c  B.
⇒) Supongamos que A es n-satisfacible: existe M ∈ MOD(L), M n A. Se
construye ∆n(A) y hacemos induccio´n sobre el nu´mero de veces de aplicacio´n
de las reglas. Como base 0, aplicaciones; en ese momento la rama Φ = {A} y,
por hipo´tesis, M n A. Supuesto inductivo: se han hecho k ≥ 1 aplicaciones y
obtenido la rama Φ tal que M n Φ; en la aplicacio´n k + 1 la sentencia es X,
tenemos las siguientes posibilidades de obtener Φ′:
1. X es ¬¬B y Φ′ = Φ+B,
2. X es A1∧A2, ¬(A1∨A2) o ¬(A1 → A2); Φ′ sera´ Φ+A1+A2, Φ+¬A1+¬A2
o Φ+A1 + ¬A2, respectivamente,
3. X es A1 ∨A2, ¬(A1 ∧A2) o A1 → A2; Φ′ sera´ Φ+A1 o Φ+A2, Φ+ ¬A1 o
Φ+ ¬A2, o Φ+ ¬A1 o Φ+A2, respectivamente,
4. X es ∀xB y Φ′ = Φ+B(x/b1) + ...+B(x/bn),
5. X es ∃xB y Φ′ es Φ+B(x/b1) o Φ+B(x/b2) o ... o Φ+B(x/bn).
Se comprueba (omitimos detalles para abreviar) que en alguna de las formas de
Φ′, M n Φ′, de donde Φ′ es abierta –para que fuese cerrada habr´ıa de contener
C y ¬C, pero M 6n C ∧ ¬C–. Hay pues una rama acabada y abierta. Por otra
parte, en esta rama ocurren las constantes b1, ..., bn, ya sea porque ocurr´ıan en
A, porque apareciera en algu´n momento en la rama una sentencia de la forma
∃xB o se introdujera, de acuerdo con la definicio´n de ∆n(A).
Corolario 3. A ∈ LSEN no es n-satisfacible, 1 ≤ n < ω0, syss ∆n(A) es
cerrada. Tambie´n podemos decir en este caso que A es n-insatisfacible.
Demostracio´n. Es consecuencia inmediata del teorema 6 por contraposicio´n.
Corolario 4. Para cada conjunto finito Γ ⊆ LSEN , A ∈ LSEN , Γ n A syss
∆n(Γ ∪ {¬A}) es cerrada.
Demostracio´n. Consecuencia inmediata del teorema 3 y de las definiciones 1 y
4.
Corolario 5. Para los conjuntos finitos Γ,Θ ⊆ LSEN , A ∈ LSEN , Γ Θ/n A
syss ∆n(Γ ∪Θ ∪ {¬A}) es cerrada.
Demostracio´n. Consecuencia inmediata del corolario 4 y de la definicio´n 4.
3.1. Generacio´n de modelos
As´ı pues, las tablas modificadas constituyen un procedimiento para estudiar
las relaciones de consecuencia antes indicadas; asimismo permiten la obtencio´n
de modelos de sentencias satisfacibles en dominios finitos. Una cuestio´n que se
plantea para el caso de sentencias finitamente satisfacibles es hallar su modelo
mı´nimo (la L-estructura de menor cardinal que la satisface).
Definicio´n 9. Dada una sentencia A ∈ LSEN , M ∈ MOD(L) es un modelo
mı´nimo de A syss M  A, y para cada M ′ ∈ MOD(L) tal que |M ′| < |M |,
M ′ 2 A.
Teorema 7. Si el conjunto finito Γ ⊆ LSEN es finitamente satisfacible, en-
tonces ∆+(Γ ) posee una rama abierta que define un representante de la clase de
sus modelos mı´nimos.
Demostracio´n. Teniendo en cuenta la propiedad fundamental de las tablas esta´n-
dar (teorema 3) y el corolario 2, existe al menos una rama acabada abierta. Sea Φ
la primera rama no cerrada de ∆+(Γ ) en la que ocurren n ≥ 1 constantes; y sean
e´stas b1, ..., bn. Naturalmente es definible un modelo cano´nico M c, |M c| = n, el
cual satisface todas las sentencias de Φ, por tanto a Γ ; si Γ fuera m-satisfacible
para algu´n m < n, entonces ser´ıa definible un modelo cano´nico a partir de las
constantes b1, ..., bm, lo cual es imposible, ya que ninguna rama conm constantes
es abierta.
Teorema 8. Si el conjunto finito Γ ⊆ LSEN es finitamente satisfacible, en-
tonces existe n ≥ 1, tal que ∆n(Γ ) es abierta y cada modelo mı´nimo de Γ es de
cardinal n.
Demostracio´n. Si Γ es finitamente satisfacible, existe M tal que M  Γ , |M | =
n < ω0 y M es un modelo mı´nimo. Ello equivale a que ∆n(Γ ) sea abierta. Se
puede hallar n mediante ∆1(Γ ), ∆2(Γ ), ..., ∆n−1(Γ ), todas ellas cerradas, hasta
alcanzar la primera ∆n(Γ ) abierta.
As´ı pues, si un conjunto finito de sentencias es satisfacible, mediante las tablas
∆n podemos obtener modelos cano´nicos de cardinal n, siempre que los modelos
mı´nimos sean de cardinalidad m ≤ n. Estos modelos se definen a partir de los
literales de cada rama abierta de la tabla, por ello diremos que los conjuntos de
tales literales “inducen tal o cual modelo”.
Definicio´n 10. Si Φ es una rama finita de una tabla (esta´ndar, +-tabla o n-
tabla) de ra´ız Γ , con m ≥ 1 constantes, diremos que el conjunto de sus literales
es una base de Φ. Si B(Φ) es una base de Φ, B(Φ) representa un conjunto de
cierre de Φ y se define
B(Φ) = {∼ A/A ∈ B(Φ)},
donde ∼ A representa el literal complementario de A.
Teorema 9. Una rama finita Φ de una tabla (esta´ndar, +-tabla o n-tabla) es
abierta syss B(Φ) ∩B(Φ) = ∅.
Demostracio´n. Consecuencia inmediata de la definicio´n 10: al ser Φ abierta, en
B(Φ) no ocurren literales complementarios. En caso de que B(Φ) ∩ B(Φ) 6= ∅,
tendr´ıa que haber algu´n literal A ∈ B(Φ) y A ∈ B(Φ), con lo que ∼ A ∈ B(Φ) y
∼ A ∈ B(Φ), contra la hipo´tesis de que Φ es abierta.
Corolario 6. Para cada Γ,Θ ⊆ LSEN , tales que Φ y Φ′ son ramas abiertas de
sus respectivas n-tablas, n < ω0, entonces es definible M inducida por B(Φ+Φ′),
tal que M Θ/n Γ , syss
B(Φ+ Φ′) ∩B(Φ+ Φ′) = ∅.
Demostracio´n. Dado que M Θ/n Γ , por definicio´n M n Θ∪Γ , de manera que
∆n(Γ ∪ Θ) tiene alguna rama abierta con n constantes, sea, por ejemplo, Φ∗.
Entonces
Φ∗ = γ1 + ...+ γm + θ1 + ...+ θk + (Φ− Γ ) + (Φ′ −Θ),
pero Φ∗ y Φ + Φ′ contienen los mismos literales, as´ı que B(Φ∗) = B(Φ + Φ′),
adema´s, como Φ∗ es abierta, se verifica que B(Φ+Φ′)∩B(Φ+ Φ′) = ∅. Rec´ıpro-
camente, si B(Φ + Φ′) ∩ B(Φ+ Φ′) = ∅, para un nu´mero n ≥ 1 de constantes,
entonces es definible M tal que M n Θ ∪ Γ , por lo que M Θ/n Γ .
Hemos de tener en cuenta que, de acuerdo con la notacio´n adoptada, si
B(Φ) = B1 y B(Φ′) = B2, podemos abreviar B(Φ+ Φ′) como B1 +B2.
4. Una aplicacio´n lingu¨´ıstica
Estudiamos brevemente un ejemplo; sea la frase ((Una mujer encontro´ un gato
en el jard´ın. Le gusto´)). La estructura lo´gica de e´sta, en la que aparece la expresio´n
anafo´rica pronominal “le”, adema´s de la ana´fora pronominal relacionada con el
pronombre elidido que realiza la funcio´n de sujeto morfosinta´ctico del verbo
“gustar”, aunque tambie´n sea su objeto lo´gico, se puede representar como la
sentencia
∃x, y, z(mujer(x)∧ gato(y)∧ jardı´n(z)∧ encontro´(x, y, z))∧ ∃x, y(gusto´(y, x)),
a la que llamaremos A. Esta sentencia es satisfacible, pero mediante tablas mo-
dificadas obtenemos sus modelos mı´nimos: es 1-satisfacible, por tanto, tambie´n
2- y 3-satisfacible. Aunque por limitacionos de espacio omitimos detalles, me-
diante aplicacio´n del me´todo hallamos que la 3-tabla tiene varias ramas abiertas.
As´ı pues, veamos so´lo las bases de algunas de ellas, las que combinan la primera
constante que aparece en la tabla con las dema´s:
B1 = {mujer(b1), gato(b2), jardı´n(b3), encontro´(b1, b2, b3), gusto´(b1, b1)},
B2 = {mujer(b1), gato(b2), jardı´n(b3), encontro´(b1, b2, b3), gusto´(b2, b1)},
B3 = {mujer(b1), gato(b2), jardı´n(b3), encontro´(b1, b2, b3), gusto´(b3, b1)}.
Como puede observarse, en los tres casos se resuelve la ana´fora introducida
por el pronombre “le” relacionando su valor sema´ntico con la interpretacio´n
de alguna de las constantes anteriores en la tabla. El hecho de mantener fija
la interpretacio´n de b1 se debe so´lo a la simplificacio´n que hacemos del ana´lisis
oracional para no entrar aqu´ı en la discusio´n del valor del pronombre elidido, por
las peculiares caracter´ısticas sinta´ctico-sema´nticas del verbo “gustar” en espan˜ol.
¿Por que´ no optar por el modelo que nos proporciona la primera clase? En
realidad la tabla da lugar a 3 bases que permiten definir otros tantos modelos de
la sentencia, pero si consideramos Θ = {∀x¬gusto´(x, x)}, y hacemos su 3-tabla,
hallamos la siguiente base de su u´nica rama abierta:
B′ = {¬gusto´(b1, b1),¬gusto´(b2, b2),¬gusto´(b3, b3)}.
Es evidente que desde B1 + B′ el modelo contiene dos literales complemen-
tarios, gusto´(b1, b1) y ¬gusto´(b1, b1), los cuales tambie´n pertenecen a B1 +B′,
as´ı que no es definible M inducida por B1 + B′ tal que M Θ/3 A; sin em-
bargo, desde B2 + B′ y desde B3 + B′ son definibles sendas M ′ y M ′′ tales
que M ′ Θ/3 A y M ′′ Θ/3 A, pues en ambos casos estamos ante bases sin
literales complementarios. La ampliacio´n de Θ an˜adiendo sentencias que repre-
sentan cierto conocimiento lingu¨´ıstico como, por ejemplo, acerca de preferencias
de argumentos en las relaciones correspondientes, podr´ıa dar lugar a nuevas L-
estructuras: sea Θ′ una ampliacio´n tal, entonces aplicando el me´todo de tablas
se podr´ıa obtener M tal que |M | = 3 y M Θ′/3 A. En estas consideraciones
no hemos tenido en cuenta la relacio´n tria´dica encontro´(x, y, z), pero en alguna
de las tablas ocurrir´ıa con el mismo argumento; precisamente una sentencia del
tipo ∀x, y(¬encontro´(x, x, y)∧¬encontro´(x, y, x)∧¬encontro´(y, x, x)) vendr´ıa a
incrementar conocimiento lingu¨´ıstico y al an˜adirla a Θ, obteniendo as´ı Θ′, har´ıa
descartar los casos de repeticio´n de argumentos, adema´s, establecida la prioridad
de casos en que el primer argumento coincida con el de mujer(x), podra´ arrojar
luz sobre las preferencias para la otra relacio´n (dia´dica) presente (finalmente se
llegar´ıa a M tal que M Θ′/3 A).
Este procedimiento nos permite obtener modelos esta´ticos, si bien la sucesiva
aplicacio´n de las n-tablas permite ampliar modelos que satisfacen ciertas sen-
tencias iniciales. Estas u´ltimas podr´ıan representar un mayor conocimiento del
mundo a la hora de aplicar el procedimiento a la explicacio´n de determinados
feno´menos lingu¨´ısticos, como la resolucio´n de expresiones anafo´ricas pronomina-
les en las que se da una presuposicio´n de existencia, o bien, como se ha sugerido
ma´s arriba, podr´ıan representar un conocimiento lingu¨´ıstico ligado a un may-
or conocimiento del mundo, lo que vendra´ a determinar la interpretacio´n que se
adopte. Este conocimiento “extra”, no codificado gramaticalmente en la oracio´n,
forma parte del contexto o la situacio´n en la que la sentencia A debe ser inter-
pretada. Las diferentes configuraciones que puede tomar Θ, por tanto, dan lugar
a una interpretacio´n dina´mica de la sentencia A. Estas posibles configuraciones
de Θ deben estar sujetas a reglas de seleccio´n de las constantes a utilizar en la
resolucio´n de las expresiones anafo´ricas (v. gr.: orden de aparicio´n en la n-tabla
o cualquier otro tipo de relacio´n de orden que pueda ser definida).
Por u´ltimo, sen˜alamos algunas l´ıneas de investigacio´n. De un lado, la deter-
minacio´n de un contexto, a partir de una informacio´n inicial, puede abordarse
como el estudio de un proceso abductivo; se han presentado me´todos para la re-
solucio´n de problemas abductivos: hallar sentencias, mediante tablas, que junto
con una teor´ıa expliquen (de manera no trivial) la sentencia representativa de
un hecho dado –por ejemplo, en [9] y en [11]–. De otro, la construccio´n de mo-
delos basados en una perspectiva dina´mica –como, por ejemplo, en [8]– admite
un replanteamiento en te´rminos de n-tablas, con las modificaciones pertinentes
para poder tratar fo´rmulas con variables libres. Asimismo, resultara´ de intere´s
la comparacio´n de estos procedimientos con la aplica´cio´n en sema´ntica formal
de la lo´gica de predicados dina´mica, especialmente el estudio de las relaciones
anafo´ricas, etc.
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