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Introduction
All sports generate serial measurements collected 'withingame' (such as goals, tackles, runs, wickets and lap times that arise during play) and 'between-game' (such as aggregate totals observed at the end of a match or competition), which we can model with various types of stochastic process. The published literature in operational research contains many examples of this, including an early article by McGarry and Franks (1994) and recent papers by Smith (2007) and Dalang et al (2014) . Brillinger (2007) and Stern (2009) present interesting operational research articles on the use of regression analysis for modelling within-game activity and subsequent results in football and cricket. Indeed, by treating time as a predictor variable and the measurement of interest as the response variable, regression analysis can be regarded as a tool of automatic learning and is the most natural way for adapting parameters of static models to allow for new longitudinal and cross-sectional data that arise during the course of a match, tournament or season. Regression models are often constructed to enable easy evaluation and testing, with fairly simple practical interpretations. Variations including logistic, log-linear, normal and tobit regression provide sufficient flexibility to deal with discrete, continuous and mixed performance measures.
However, regression models are generic forms that usually treat all past observations with equal importance. This paper focusses on stochastic processes that typically attach more weight to recent data than to historical data. This potentially offers greater accuracy in resolving evolving decision problems dynamically. Nevertheless, regression models can be present implicitly in all the settings considered here, in order to adapt parameters to different (possibly changing) factors.
The general purpose of stochastic process modelling is to enable statistical analyses that generate optimal decisions relating to strategy selection and outcome prediction. These analyses are enhanced by revising decisions in real time as the relevant sports competitions are under way, using the techniques of Bayesian updating or dynamic learning. Such investigations can benefit sporting participants, who might improve their performances by choosing appropriate courses of action during play, and those with gambling interests, who might wish to determine the probabilities of various events as play progresses.
This paper reviews some of the sports, models and analyses that have been published to address these principles and objectives. We explore commonality and disparity among these publications, and consider deficiencies that might be resolved. In particular, our investigations reveal a prevalence of a restricted class of stochastic processes, with little attention given to dynamic learning. We consider the feasibility, practicality and benefits that this aspect might contribute to these and other sports. It is convenient for classification purposes to consider discrete-time and continuous-time stochastic processes separately, though the distinction can be arbitrarily blurred depending upon the time intervals involved. Similarly, performance outcome measures can be classified as discrete, continuous or mixed random variables.
A U T H O R C O P Y
Discrete-time models are useful for sports such as golf, cricket, snooker and tennis, as they generate sequences of observations corresponding to scores after countable numbers of holes, balls, shots and rallies have been played. We particularly consider discrete-time Markov chains and timeseries models as suitable for sports like these. Continuous-time models are useful for sports such as football, hockey, athletics, swimming, speed skating and basketball, as they generate sequences of observations corresponding to goals scored, changes of possession, changes of lead and baskets scored after uncountable periods of time. We particularly consider continuous-time Markov chains and point process models as suitable for such observations in sports like these.
The inferential aspects of this paper relate to dynamic learning in the form of prior-posterior analysis and sequential updating, and decision analysis in the form of outcome prediction and strategy selection. The applications that we consider to demonstrate these modelling techniques and analytical methods include cricket, football and badminton. We finish with a case study designed to illustrate all these methods in the context of predicting who will win next year's University Boat Race.
Discrete-time stochastic processes
In this section, we consider random vectors x n that are observable at discrete time points n ∈ ℕ, where the sequence of observations begins at time 0. Component i = 1, 2, … of x n is a random variable X i, n that takes one of these forms: discrete with finite support such as X i, n ∈ {1, …, m}; discrete with countably infinite support such as X i, n ∈ ℕ; continuous with uncountable support such as X i, n ∈ ℝ; mixed (part discrete, part continuous). There are four common approaches to modelling and analysing the multivariate stochastic process {x n }:
• Fit a joint probability distribution to x n with parameters that vary over time. Suitable discrete candidates are the multivariate Poisson distribution, the multinomial distribution and the multivariate hypergeometric distribution. See Maher (1982) and Dixon and Coles (1997) for examples of this approach that use 'between-game' observations arising from football games. Continuous options include the multivariate normal distribution, after linear transformation of x n if required.
• Adopt a multi-stage procedure by defining sequentially independent stochastic processes {X 1, n }, {X 2, n |X 1, n }, etc. Repeatedly applying the multiplication law of probability then constructs a joint probability distribution if required. This approach reduces the multivariate problem to one of modelling and analysing several univariate random variables. It induces a lack of symmetry among the components x n , which is desirable for some sporting applications and inappropriate for others.
• General constructions of joint distributions can be derived from marginal distributions using copulae as described by Nelsen (1999) and applied to football by McHale and Scarf (2011) . This also has the advantage of reducing a multivariate problem to several univariate problems and has the advantage of retaining symmetry if required.
• Combine the components of x n into a single random variable X n by means of a simple transformation. Although this formulation generates a simple univariate summary of the process at time point n, the specification can be unnatural and inconvenient for subsequent modelling and analysis.
A sporting illustration of these concepts is obtained by reviewing the scores after each over in a game of cricket, which may be categorised as 'within-game' data collection. In this context, the random vector x n might be defined with two components that represent the number R n of runs scored by the batting side and the number W n of wickets taken by the bowling side after n ∈ ℕ overs. Although we could fit a bivariate distribution for R n and W n directly from observed data, the natural modelling approach is to analyse the bivariate stochastic process {x n } as a multi-stage model by defining separate stochastic processes {W n } and {R n |W n } and applying the multiplication law of probability p(r n , w n ) = p(r n |w n )p(w n ). This is the approach used by Duckworth and Lewis (1998) , who famously devised a method for predicting final scores conditional upon numbers of wickets remaining in one-day cricket. It is also possible to apply the fourth approach above to this cricket scenario by defining a combination of the component random variables R n and W n as
for R n = 0, 1, 2, … and W n = 0, 1, …, 10. With this notation, the possible values for X n are countably infinite and an observed score of 148 for 7 after 32 overs corresponds to r 32 = 148, w 32 = 7 and x 32 = 1636, for example. However, this formulation does not lend itself well to further analysis.
Markov chains
A discrete-time Markov chain for random vector x n satisfies
for n ∈ ℕ. In the case where x n = X n , this simplifies to the univariate model
and transition probabilities may then be defined by
where ∑ j = 1 ∞ p i, j = 1 for i ∈ ℕ. If the support of X n is finite, we can easily analyse this model numerically using the transition matrix
. . .
to derive multi-step transition probabilities and steady-state limiting probabilities using the Chapman-Kolmogorov equations. A fundamental discrete-time Markov process is the simple random walk, which is suitable for modelling the progress of games, losses incurred by gamblers, prices of shares and movement of animals. However, the theory extends readily to include other models for discrete outcome measures that are observed in discrete time, such as the Bernoulli process, branching processes and hidden Markov models. Models based on discrete-time Markov chains are easy to specify, have many real applications and lend themselves well to numerical computation. For these reasons, they are popular in practice and many researchers have adopted this type of stochastic process. Early articles of this nature considered the sports of tennis (Kemeny and Snell, 1960) , squash (Wright, 1988) and one-day cricket (Clarke, 1988) . Tennis was also the subject of several extended models, including those by Riddle (1988) , Sadovskiĭ and Sadovskiĭ (1993) and Spanias and Knottenbelt (2013) , and variations specifically aimed at predicting match outcomes using combined player statistics (Barnett and Clarke, 2005) and common-opponent models (Knottenbelt et al, 2012) . Other sports analysed by means of discrete-time Markov chains include Australian football (Clarke and Norman, 1998) , curling (Kostuk and Willoughby, 1999) , badminton (Percy, 2009 ), table tennis (Pfeiffer et al, 2010) and golf (Maher, 2013) .
Time series
Introduced by Box and Jenkins (1970) , autoregressive moving average (ARMA) models take the form
for p, q ∈ ℕ, where ϵ n are random variables (residual components) with E(ϵ n ) = 0, var(ϵ n ) = σ 2 and covðϵ n 1 ; ϵ n 2 Þ ¼ 0 for n 1 ≠n 2 . These models generally make the stronger assumptions of exchangeability and normality ϵ n~N (0, σ 2 ) and are popular for modelling chronologically ordered sequences of data, as are their vector counterparts
They include white noise as a special case and can be modified easily to allow for known serial patterns. Differencing (integrating) X n = Y n − Y n − 1 can be used to remove trends within or between games, perhaps as a footballer becomes tired or a cricketer gains confidence. Seasonal differencing X n = Y n − Y n − s can be used to remove seasonal effects within or between games, perhaps according to which tennis player serves or which rugby team has possession. However, structural time-series models are generally more robust due to their underlying physical justifications. Introduced by West and Harrison (1989) , a general formulation of state space model (dynamic linear model) consists of a measurement equation
and a transition equation
for n ∈ ℕ, in terms of a parameter vector α, latent state vectors μ n , residual random variables ϵ n~N (0, σ 2 ), a parameter matrix B and residual random vectors η n~M n(0, T). The vector equivalent is defined by
and
for n ∈ ℕ, in terms of parameter matrices A and B, latent state vectors μ n and residual random vectors ϵ n~M n(0, ∑) and η n~M n(0, T). State space models include ARIMA models as special cases. Time-series models offer much flexibility and extend easily to incorporate cross-sectional regression analysis to complement the longitudinal repeated-measures analysis that is their main feature, thus they are proving very popular for sports. Applications of time-series models to football were published by Knorr-Held (2000) , Crowder et al (2002) and Owen (2011) . Glickman and Stern (1998) , Stefani (2009) and Percy (2011a) considered American football, rugby and Alpine skiing, respectively, while Urban (2012) and Cattelan et al (2013) considered basketball.
Other discrete-time models for continuous outcome measures include the Gaussian random walk, which is characterised by exchangeable, normally distributed increments in discrete time. Defining
in terms of mutually independent random variables
for i = 1, …, n, the sampling distribution becomes X n N nμ; nσ 2 À Á :
Possible sporting applications for this model include cumulative times for events that comprise several legs such as Alpine skiing and relay races, and performances on individuals' successive attempts for athletic field events. In each case, simple transformations of the outcome measures onto the set ℝ of real numbers might be required before analysis.
Continuous-time stochastic processes
In this section, we consider random vectors x(t) that are observable at continuous time points t for t ∈ ℝ + . As in Section 2, component i = 1, 2, … of x(t) is a random variable X i (t ) that takes one of these forms: discrete with finite support such as
; discrete with countably infinite support such as X i (t) ∈ ℕ; continuous with uncountable support such as X i (t) ∈ ℝ; mixed (part discrete, part continuous). As for discrete-time stochastic processes, there are four common approaches to modelling and analysing the multivariate stochastic process {x(t)}, with the same benefits and drawbacks:
• Fit a joint probability distribution to x(t) with parameters that vary over time, using standard functional forms.
• Define sequentially independent stochastic processes {X 1 (t)}, {X 2 (t)|X 1 (t)}, etc, and repeatedly apply the multiplication law of probability.
• Combine the marginal distributions of X i (t) to form a joint probability distribution using suitable copulae.
• Combine the components of x(t) into a single random variable X(t) to summarise the process at time t, by means of a simple transformation.
A sporting illustration of these concepts is obtained by considering the evolving match score during a game of football. In this case, the random vector x(t) might be defined with two components that represent the 'within-game' numbers of goals A(t) and B(t) scored by teams A and B, respectively, by time t.
The natural formulation here is to fit a bivariate probability distribution to A(t) and B(t), which has the advantage of retaining the underlying symmetry of the two random variables. This technique was published in several articles including those by Maher (1982) and Dixon and Coles (1997) . Although these papers adopt this bivariate approach for 'between-game' data, the underlying principle is the same as for 'within-game' data. The latter is relatively scarce in the literature, though Dixon and Robinson (1998) considered bivariate birth processes to model evolving 'within-game' match scores.
Nevertheless, we could model and analyse the bivariate stochastic process {x(t)} as a multi-stage model by defining separate stochastic processes {A(t)} and {B(t)|A(t)} and applying the multiplication law of probability p{a(t), b(t)} = p{b(t)| a(t)}p{a(t)}. For example, we might consider the number of goals scored by team A to be Poisson with constant mean and the number of goals scored by team B to be Poisson with mean that depends on the number of goals scored by team A. This approach again reduces the bivariate problem to one of modelling and analysing two univariate stochastic processes but induces undesirable asymmetry as the marginal distribution for team B is not Poisson. Copulae could also be used to avoid this problem, as demonstrated by McHale and Scarf (2011) .
Finally, we could instead combine the two components of x(t) into a single random variable X(t) that summarises the match score at time t,
by tabulating the possible scores as triangular numbers and using known results for accumulating these numbers. With this notation, the possible values for X(t) are countably infinite and an observed score of (2, 1) after 65 min of play corresponds to a (65) = 2, b(65) = 1 and x(65) = 9, for example. However, such a specification is unnatural and the bivariate formulation is easier to model and analyse.
Markov chains
A continuous-time Markov chain for random vector x(t) satisfies
for strictly increasing sequence (t n ) with t n > 0 and n ∈ ℕ. The transition probabilities are
where p i,j (t) are the solutions of the ordinary differential equation
with initial condition P(0) = I. In this equation, R is a matrix of transition rates such that ∑ j = 1 ∞ r i, j = 0 for i = 1, 2, …, m. Fundamental types of Markov process include birth-and-death processes, the gamma process and the Wiener process, which is characterised by stationary, independent, normally distributed increments in continuous time. This generalises in distribution to the Lévy process, which is used as a basis for advanced research in mathematics, economics and physics. Although continuous-time Markov chains are often better conceptual and physical models than their discrete-time counterparts, the need to specify and solve systems of ordinary differential equations can deter practitioners from adopting them. Consequently, few examples of this approach to dynamic modelling appear in the literature. A notable exception was published by Hirotsu and Wright (2002) , who considered continuous-time strategy selection during play in the context of football.
Point processes
A non-homogeneous Poisson process N(t) counts events to time t ∈ ℝ + and can be defined by the conditions of initialisation
and distribution
where
and λ(t) is a specified intensity function. 
and loglinear λ t ð Þ ¼ ab t :
The first of these special forms corresponds to the homogeneous Poisson process, which itself corresponds to an exponential renewal process. This then generalises in distribution to the class of renewal processes, which also have applications in sport. Other extensions include the familiar compound and mixed Poisson processes, and the hybrid intensity models of Percy et al (2010) . Perhaps due to its widespread popularity, football leads the way in published applications of point processes in sporting contexts; see Volf (2009) for an excellent description. Again, though, discretetime models dominate over point processes in practice because their implementation is generally considered to be easier.
Dynamic learning
All of the models described above can be expressed in terms of sampling distributions that contain unknown parameters representing transition probabilities, time-series coefficients, transition rates or intensity function coefficients. We assume that the random vector x has conditional probability mass or density function f(x|θ) given a parameter vector θ with prior probability density function g(θ).
For discrete-time Markov chain models, the transition probabilities are dependent and Dirichlet distributions are appropriate. For continuous-time Markov chain models, the transition rates are dependent and conditional normal distributions are appropriate. For other models, without specific knowledge to the contrary, we assume prior independence of the parameters in θ. In this case, their joint prior probability density function takes the form
and we assume that the marginal prior distributions of these parameters, after linear transformations if required, take the forms
for i = 1, …, q, as suggested by Percy (2011b) . Now consider a prior-posterior analysis. Whatever the form of prior distribution for the parameter vector θ, we can update it on observing data x to generate a joint posterior probability density function of the form
using the multiplication law of probability. This function contains all available information about θ given x. As a competition progresses and we observe more data, we could update the posterior distribution iteratively using the hierarchical procedure
is the likelihood function of the parameter vector θ given the observed data D n ¼ x 1 ; ; x n f g . However, this updating algorithm can be very inefficient, and thus instead we use the equivalent and efficient, sequential procedure
for n ∈ ℕ, where D n n D n -1 ¼ fx n g is the set difference and D 0 ¼ Ø is the empty set. This sequential updating algorithm is particularly useful for interactive dynamic learning while sporting competitions are in progress. Its use for 'within-game' analysis is relatively new, though Glickman and Stern (1998) , Knorr-Held (2000), Crowder et al (2002) and Owen (2011) considered applications to 'between-game' situations. Furthermore, Congdon (2003) presented an accessible account of Bayesian inference for several dynamic models, including the time-series models that we review and apply here. An interesting aspect of this updating procedure arises when there is a choice of time interval for re-defining the available set of observed data. Three possibilities are to update: (a) at all specified time points, such as every time a tennis shot is played; (b) at each important event, such as every time a point is scored; (c) whenever a major decision is required, such as every time a game is completed. The choice will depend upon the amount of data available, the robustness of the chosen model and practical requirements for collecting and analysing the data.
Asymptotically, unless the prior distribution assigns zero probability density to the true parameter values, the posterior distribution is proportional to the likelihood function,
From this asymptotic point of view, the analysis is robust against the choice of prior distribution and it is feasible to simplify matters considerably by assuming independent uniform priors or Jeffreys' invariant priors for the model parameters. In particular, this avoids the need to specify hyperparameters for subjective marginal prior distributions. Whether such a large-sample approximation is suitable depends on the modelling context. For example, if we were to record coordinates that identify the location of a football every second during a game, we would rapidly accumulate large amounts of data. Conversely, the times when goals are scored would yield sparse data sets and asymptotic results would not apply.
Decision analysis
The first aspect of decision analysis that we consider is outcome prediction. Depending upon what sports concern us, typical outcomes y and data x might comprise numbers or measures of strokes, scores, runs, wickets, points, games, goals, penalties, times, placings, baskets and possession. The posterior predictive distribution with probability mass or density function
assigns exact probabilities to the random vector y given the observed data D n ¼ fx 1 ; ; x n g:
The simpler approximation
based on a point estimateθ n of the parameter vector θ calculated from the likelihood function Lðθ; D n Þ can lead to incorrect outcome predictions (see Bernardo and Smith, 1994) . The second aspect of decision analysis that we consider is strategy selection. Depending upon what sports concern us, typical strategies might comprise measures of amount of effort, degree of risk, attack or defence, substituting players, declaring innings or reviewing decisions. If strategy s i has utility u(s i , y) for i = 1, 2, …, r, then the best strategy maximises the posterior expected utility based on a point predictionŷ n of the random vector y calculated from the estimated sampling distribution f ðy jθ n Þ can also lead to incorrect strategy selections. Percy (2009) considered strategy selection and outcome prediction for badminton, and we elaborate upon this application now. This is a classical example of a discrete-time stochastic process, for which we observe a discrete random vector after each rally. The outcome Y that we wish to predict is whether team 1 loses (y = 0) or wins (y = 1) a particular game. The data x n are the scores (n 1 , n 2 ) of teams 1 and 2, respectively, after n = n 1 + n 2 rallies and the parameter θ is the probability that team 1 wins any specific rally. This simple assumption of constant θ throughout the game, regardless of which team or player serves, yields readily to analytical solution. However, simulation can be used to fit the model if we wish to relax this assumption to allow for variable θ.
Current game rules allow teams to score points on all serves and each game ends when either team scores 21 or more points with a lead of at least 2 points, subject to a maximum of 30 points. In either case, the team with the larger score wins the game. The transition matrix has the sparse form (0, 1) (1, 0) (0, 2) (1, 1) (2, 0) ⋯ (29, 30) (30, 29)
according to the recurrence relation
Percy (2009) solved this recurrence relation to find explicit forms for P(Y = 1|n 1 , n 2 , θ) when the game score is (n 1 , n 2 ). Conditional upon a total of n 1 + n 2 rallies having been played, the sampling distribution is n 1 j n 1 + n 2 ; θ Bi n 1 + n 2 ; θ ð Þ :
Using Jeffreys' invariant prior by default, a corresponding prior-posterior analysis then gives θ Be 1 2 ; 1 2 ) θ j n 1 ; n 2 Be n 1 + 1 2 ; n 2 + 1 2 :
Finally, in order to calculate the evolving probabilities that team 1 wins a game as it progresses, we evaluate
using the distributions defined above and a suitable numerical quadrature algorithm. This information is useful to the players for determining strategies, and to bookmakers and gamblers for determining in-play odds.
A flexible extension to this analysis involves a state space model that allows θ to vary over time. In this case, the sampling distribution (measurement equation) takes the form n 1 j n 1 + n 2 ; θ t Bi n 1 + n 2 ; θ t ð Þ and the corresponding transition equation becomes
This model offers the flexibility whereby the probability that team 1 wins a rally is not constrained to be constant throughout the game. Rather, it is allowed to evolve continuously to reflect relative surges of energy or periods of lethargy among the players. The parameter β is an unknown, positive constant close to 1 and is readily incorporated in a Bayesian framework.
Case study
In order to demonstrate the preceding theory with a simple example, we consider the annual boat race between Oxford and Cambridge Universities in the UK. In particular, we investigate the problem of predicting which team will win next year's race with no information other than the winners of previous races. We analyse the results of the 160 mens' races from 1829 to 2014 inclusive, as taken from the website of Boat Race Company Ltd (2014). Of these races, Oxford won 78, Cambridge won 81 and one was drawn. Since draws are rare in boat races, we ignore this observation for simplicity in our illustrative analyses. The time scale is discrete to represent successive races.
An initial model for this scenario is a Bernoulli process, whereby the outcomes X n are coded as 0 (Oxford wins) or 1 (Cambridge wins) for n ∈ ℕ with probability mass function p x n j θ ð Þ¼θ x n 1 -θ ð Þ 1x n ; x n 2 0; 1 f g:
The parameter θ represents the probability that Cambridge wins any specific race. The simplest approach to inference evaluates the maximum likelihood estimate for θ based on this Bernoulli process, givingθ ¼ ð81=159Þ 0:51: However, our analysis is based on the Bayes scheme in order to demonstrate the possibility of future dynamic updating, in the sense of the preceding methodology.
As θ is bounded, an appropriate prior distribution, which also has the desirable property of being natural conjugate, is the beta form with probability density function
With no specific prior knowledge other than a reasonable assumption of symmetry, we set a = b = 1 corresponding to the default uniform prior. Continual updating is not required to predict the result of race 161, as the posterior density also has a beta form
where D 160 ¼ x 1 ; ; x 160 f g : Consequently, we need only to evaluate the posterior predictive probability mass function These exact Bernoulli probabilities differ negligibly from those of the simpler approximation because we observed a large amount of data and chose to use an objective prior. In events where few data are available for analysis or a subjective prior is used, these differences can be significant.
However, we might reasonably expect last year's winner to have a greater chance of winning this year than has last year's loser. Part of the explanation is due to retaining particularly good athletes and team support, while part is due to the increased levels of confidence and morale that often accompany recent success. In order to allow for this dependency, we first extend the Bernoulli process into a simple form of discrete-time Markov chain with two states, 0 and 1 as before, and transition matrix
where the unknown parameters θ 0 = P(X n + 1 = 0|X n = 0) and θ 1 = P(X n + 1 = 1|X n = 1) are likely to be slightly more than one half for n ∈ ℕ. Glancing at the data also supports this suggestion of serial dependence, as the winning side won in the next race on 98 out of 158 (62%) of occasions. Indeed, the likelihood function that reflects this observation is given by
and the maximum likelihood estimates areθ 0 ¼ ð47=77Þ 0:61 andθ 1 ¼ ð51=81Þ 0:63. Again, though, we adopt the Bayes scheme for improved accuracy and to illustrate the dynamic updating aspects.
Referring to the generic forms in Equation (25), prior distributions that reflect the author's subjective knowledge are θ i~B e(11, 7) for i = 0, 1 with θ 0 ⨿ θ 1 . As the data set is large, the results are robust against different choices of prior. For small data sets, knowledge would be elicited from experts and a sensitivity analysis would be performed. The corresponding joint prior probability density function has the form g θ 0 ; θ 1 ð Þ/θ 10 0 1 -θ 0 ð Þ 6 θ 10 1 1 -θ 1 ð Þ 6 ; θ 0 ; θ 1 2 0; 1 ð Þ and is illustrated by means of the contour plot in Figure 1 . By combining the likelihood and prior using Relation (26), the joint posterior then becomes from Relation (27) . Hence, θ 0 j D 160 Beð58; 37Þ and θ 1 j D 160 Beð62; 37Þ with θ 0 q θ 1 j D 160 : Figure 2 presents a contour plot of this joint posterior probability density function for comparison with the prior density in Figure 1 . It clearly demonstrates the impact of the observed data upon our knowledge about the unknown transition probabilities, as the posterior density is more concentrated about its mode than is the prior density about its mode. That the modes are similarly located in Whereas the Bernoulli process marginally predicts that Cambridge will win the next race because it won the majority of previous races, this Markov chain predicts that Oxford will win because it depends primarily upon which team won the most recent race.
Before completing this case study, we make some further observations. First, the dynamic updating method of Relation (29) can be used in future years to avoid re-fitting the model from scratch each time. Of course, one race per year allows plenty of time in which to perform the calculations by either method. However, recent technological advances generate increasing numbers of situations that require similar dynamic decisions to be made instantaneously. Using dynamic updating when the outcome of next year's race is known, a prediction for the following year is obtained by evaluating . Second, we note that one could also analyse the application in this case study by means of a time-series model or a state space formulation. The former would modify the Bernoulli process described above by introducing differencing or autoregressive terms to relate X n to X n − 1 . The latter would relate θ n to θ n − 1 more loosely than in the Markov chain considered here and in a similar manner as suggested for the badminton analysis of the preceding section. We plan to develop these ideas in detail for future presentation, in order to compare the predictive accuracies of the various modelling approaches.
Conclusions
The prevalence of technology appears to be ever increasing in sport, as a result of which many strategic decisions and outcome predictions are required in real time, during the course of play and often with little time for deliberation and calculation. We note that the literature has concentrated on modelling 'betweengame' data and paid scant attention to 'within-game' data that arise when attempting to resolve this kind of problem. This paper reviews and categorises some of the most common modelling approaches in this context, based on discrete and continuous-time stochastic processes. For discrete-time situations with discrete outcomes, some useful stochastic processes identified are Bernoulli processes, discrete-time Markov chains and hidden Markov models. With continuous outcomes, suitable stochastic processes include Gaussian random walks, times-series models and state space models. For continuous-time situations with discrete outcomes, some useful stochastic processes identified are continuous-time Markov chains, renewal processes and non-homogeneous Poisson processes. With continuous outcomes, suitable stochastic processes include Wiener processes, gamma processes and stochastic differential equations. In particular, we find that discrete-time Markov chains and state space models are the most common approaches because of their simple formulations and ease of implementation. However, we note that continuous-time Markov chains and various point process offer some advantages in terms of physical justification and modelling flexibility.
We also consider dynamic learning and decision analysis for these stochastic processes. First, we propose simple procedures for specifying objective and subjective prior distributions for unknown model parameters. Then we demonstrate how to calculate the posterior distribution using sequential Bayesian updating for efficiency. We claim that this provides a natural analytical framework that is easy to implement and leads to accurate decisions. We discuss two types of decision in this paper: outcome prediction and strategy selection. The former involves updating the posterior predictive distribution of the outcome measure dynamically, while the latter involves selecting the strategy that maximises posterior expected utility interactively during the course of play.
Finally, we present an interesting case study that illustrates sequential Bayesian updating for a Bernoulli process and a discrete-time Markov chain, with outcome prediction as the ultimate aim. This is a preliminary analysis to demonstrate the preceding concepts in practice and is based on simple assumptions. Nevertheless, this application shows that the calculations are fairly easy to perform and shows how effective this approach can be. Suggestions are made for improving the analysis by extending the model, should this or a similar application be of particular interest.
In the author's opinion, more research is needed to investigate time-varying vector outcomes in sport. Specifically, are there any benefits in adopting multivariate response distributions, taking account of robustness and increased parameterisation? Also, how might we choose among several possible forms of copula and how might we modify them dynamically to model dependence in random processes? Such modifications might incorporate knowledge relating to a competing risks setting such as that in cricket where a batsman can be out by good bowling, bad batting or random misfortune. Clearly, the study of stochastic processes in sport is itself dynamic and we must update our knowledge continually using the latest published research. 
