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Abstract
The prior estimate and decay property of positive solutions are derived for a system of quasilinear elliptic
di)erential equations 3rst. Then, the nonexistence result for radially nonincreasing positive solutions of the sys-
tem is implied. By using this nonexistence result, blow-up estimates for a class of quasilinear reaction–di)usion
systems (non-Newtonian 3ltration systems) are established to extend the result for semilinear reaction–di)usion
systems (Fujita type).
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1. Introduction
The structure of positive solutions for quasilinear reaction–di)usion systems (nonlinear Newtonian
3ltration systems) and semilinear reaction–di)usion systems (Newtonian 3ltration systems) is a front
topic in the study of static electric 3elds in dielectric media, in which the potential is described by the
boundary value problem of a static non-Newtonian 3ltration system, called the Poisson–Boltzmann
problem. This kind of problems also appears in the study of the non-Newtonian or Newtonian
turbulent 3ltration in porous media and so on, which have extensive engineering background.
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In recent years, the reaction–di)usion systems of Fujita type
ut =Gu+ um1vn1 ;
vt =Gv+ um2vn2 ; (x; t)∈ × (0; T ) (A)
as well as the related elliptic system
−Gu= um1vn1 ;
−Gv= um2vn2 ; x∈ (B)
with  ⊆ RN; mi; ni¿ 0, i = 1; 2 were studied by a number of authors [2–6,8,9,11–15,17,18]. The
problems concerning system (A) include global existence and global existence numbers, blow-up,
blow-up rates, and blow-up sets, uniqueness or nonuniqueness, etc. For system (B) there are problems
such as existence or nonexistence, uniqueness or nonuniqueness, and so on. Meanwhile, it seems
that very little is known about blow-up rate estimates for quasilinear reaction–di)usion systems.
The aim of this paper is to derive some estimates from the above near the blow-up point for
radially symmetric positive solutions of a class of quasilinear reaction–di)usion systems:
ut = div(|∇u|p−2∇u) + u1v1w1 ;
vt = div(|∇v|q−2∇v) + u2v2w2 ;
wt = div(|∇v|m−2∇v) + u3v3w3 ; (x; t)∈ × (0; T ) (1.1)
as well as the nonexistence of positive solutions of the related elliptic systems:
−div(|∇u|p−2∇u) = u1v1w1 ;
−div(|∇u|q−2∇u) = u2v2w2 ;
−div(|∇u|m−2∇u) = u3v3w3 x∈; (1.2)
where  ⊂ RN; 1¿p− 1; 2¿q− 1; 3¿m− 1 with p; q; m¿ 1; 2; 3; 1; 3; 1; 2¿ 0. For p=
q = m = 2, (1.1) is the classical reaction–di)usion system of Fujita type. If p 	=2; q 	=2; m 	=2,
(1.1) appears in the theory of non-Newtonian Kuids [1,10] and in nonlinear 3ltration theory [7].
In the non-Newtonian Kuids theory, the pair (p; q; m) is a characteristic quantity of the medium.
Media with (p; q; m)¿ (2; 2; 2) are called dilatant Kuids and those with (p; q; m)¡ (2; 2; 2) are called
pseudoplastics. If (p; q; m) = (2; 2; 2), they are Newtonian Kuids.
The main result of the present paper is the natural extension of the results given by Weissler et
al. [18,2,17], which concern the single equation
ut(x; t) = Gu+ um(x; t); (x; t)∈B(0; R)× (0; T )
and the system of equations
ut(x; t) = Gu(x; t) + vm(x; t);
vt(x; t) = Gv(x; t) + un(x; t)
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or
ut(x; t) = Gu(x; t) + up1vq1 ;
vt(x; t) = Gv(x; t) + up2vq2 :
Throughout this paper let  = BR = {x∈RN: |x|¡R}(R¿ 0) since we only deal with radially
symmetric positive solutions of systems (1.1) and (1.2) here. In Section 2, we give suMcient condi-
tions under which the nonexistence of positive solutions of the elliptic system (1.2) holds in RN for
N¿ 3. Then, in Section 3, by using the nonexistence result, we get the desired blow-up estimates
for the reaction–di)usion system (1.1) with some additional assumptions.
2. Nonexistence for system (1.2)
Consider radially symmetric solutions of the elliptic system (1.2), i.e., suppose that u = u(r);
v= v(r); w = w(r) with r = |x|. We have the following theorems.
Theorem 2.1. Assume that 1¿p− 1 (or 2¿q− 1 or 3¿m− 1) with p; q; m¿ 1; 2; 3; 1; 3;
1; 2¿ 0.
If one of the following conditions is satis5ed:
(g1) N ¿p and p= q= m= 2,
N=2¡max
{
3 + 3 + 3
3 + 3 + 3 − 1 ;
2 + 2 + 2
2 + 2 + 2 − 1 ;
1 + 1 + 1
1 + 1 + 1 − 1
}
(g2) N ¿p and p= q= m,
N=p¡max
{
3 + 3 + 3
3 − p+ 1 + 3 + 3 ;
2 + 2 + 2
2 − p+ 1 + 2 + 2 ;
1 + 1 + 1
1 − p+ 1 + 1 + 1
}
;
(g3) N ¿max{p; q; m},
N ¡max
{
pd1 + p(1−p+ 1)d4 + 1qd3 + m1d2
(1 − p+ 1)d4 + 1d3 + 1d2 ;
qd1 + q(2 − q+ 1)d3 + 2pd4 + m2d2
(2 − q+ 1)d3 + 2d4 + 2d2 ;
md1 + m(3 − m+ 1)d2 + 3pd4 + q3d3
(3 − m+ 1)d2 + 3d4 + 3d3
}
;
where d1 = (p − 1)(q − 1)(m − 1); d2 = (p − 1)(q − 1); d3 = (p − 1)(m − 1); d4 = (q − 1)(m − 1),
then system (1.2) has no positive radially symmetric solution.
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Theorem 2.2. Suppose that 1¿p− 1 (or 2¿q− 1 or 3¿m− 1) with p; q; m¿ 1; 2; 3; 1; 3;
1; 2¿ 0.
If one of the following conditions is satis5ed:
(g1) N ¿p and p= q= m= 2,
N=2¡max
{
23 + 23 + 3 + 1
23 + 23 + 3 − 1 ;
22 + 2 + 22 + 1
22 + 2 + 22 − 1 ;
1 + 21 + 21 + 1
1 + 21 + 21 − 1
}
;
(g2) N ¿p and p= q= m,
N=p¡max
{
p3 + p3 + (p− 1)(3 + 1)
p3 + p3 + (p− 1)(3 − p+ 1) ;
p2 + (p− 1)(2 + 1) + p2
p2 + (p− 1)(2 − p+ 1) + p2 ;
(p− 1)(1 + 1) + p1 + p1
(p− 1)(1 − p+ 1) + p1 + p1
}
;
(g3) N ¿max{p; q; m},
N ¡max
{
p2(q− 1)(m− 1) + p(1 − p+ 1)(q− 1)(m− 1) + 1qp(m− 1) + m1p(q− 1)
(1 − p+ 1)(q− 1)(m− 1) + 1p(m− 1) + 1p(q− 1) ;
q2(p− 1)(m− 1) + q(2 − q+ 1)(p− 1)(m− 1) + 2pq(m− 1) + m2(p− 1)q
(2 − q+ 1)(p− 1)(m− 1) + 2q(m− 1) + 2(p− 1)q ;
m2(p− 1)(q− 1) + m(3 − m+ 1)(q− 1)(p− 1) + 3p(q− 1)m+ q3(p− 1)m
(3 − m+ 1)(q− 1)(p− 1) + 3(q− 1)m+ 3(p− 1)m
}
;
then system (1.2) has no positive radially symmetric solution.
To prove Theorems 2.1 and 2.2, system (1.2) can be written in radial coordinates as
(p(u′))′ +
N − 1
r
p(u′) + u1v1w1 = 0; (2.1)
(q(v′))′ +
N − 1
r
q(v′) + u2v2w2 = 0; (2.2)
(m(w′))′ +
N − 1
r
m(w′) + u3v3w3 = 0; (2.3)
u(0)¿ 0; v(0)¿ 0; w(0)¿ 0u′(0) = v′(0) = w′(0) = 0 (2.4)
in RN with N¿ {p; q; m}, where p(u) = |u|p−2u; q(v) = |v|q−2v; m(w) = |w|m−2w.
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Lemma 2.1. Let (u; v; w) be a positive solution of Eqs. (2.1)–(2.4). Then for r ¿ 0 we have
u1−p+1(r)v1(r)w1(r)6
(
p
p− 1
)p−1
N
(
p− 1
1 − p+ 1
)p−1
r−p; (2.5)
u2(r)v2−q+1(r)w2(r)6
(
q
q− 1
)q−1
N
(
q− 1
2 − q+ 1
)q−1
r−q (2.6)
and
u3(r)v3(r)w3−m+1(r)6
(
m
m− 1
)m−1
N
(
m− 1
3 − m+ 1
)m−1
r−m: (2.7)
Proof. Systems (2.1)–(2.4) can be written as
− (p(u′)rN−1)′ = u1v1w1rN−1; (2.8)
− (q(v′)rN−1)′ = u2v2w2rN−1; (2.9)
− (m(w′)rN−1)′ = u3v3w3rN−1 (2.10)
with
u′(0) = v′(0) = w′(0) = 0: (2.11)
Integrating Eq. (2.8) on (0; r); it follows that
−p(u′)rN−1 =
∫ r
0
u1(s)v1(s)w1sN−1 ds; −q(v′)rN−1 =
∫ r
0
u2(s)v2(s)w2sN−1 ds
−q(w′)rN−1 =
∫ r
0
u3(s)v3(s)w3sN−1 ds:
From the above equalities; u(r); v(r) and w(r) are decreasing functions in (0;∞); which implies
u′(r)6−
(
1
rN−1
)1=(p−1)
u1=(p−1)(r)v1=(p−1)(r)w1=(p−1)(r)
(∫ r
0
sN−1 ds
)1=(p−1)
= −
(
1
N
)1=(p−1)
r1=(p−1)u1=(p−1)v1=(p−1)w1=(p−1);
v′(r)6−
(
1
N
)1=(q−1)
r1=(q−1)u2=(q−1)v2=(q−1)w2=(q−1);
w′(r)6−
(
1
N
)1=(m−1)
r1=(m−1)u3=(m−1)v3=(m−1)w3=(m−1):
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Using these three inequalities leads to
d
dr
[u(1−p+1)=(p−1)(r)v1=(p−1)w1=(p−1)]
=
1 − p+ 1
p− 1 u
(1−2(p−1))=(p−1)(r)v1=(p−1)(r)w1=(p−1)u′(r)
+
1
p− 1 u
(1−p+1)=(p−1)(r)v(1−p+1)=(p−1)(r)w(1=(p−1)v′(r)
+
1
p− 1 u
(1−p+1)=(p−1)(r)v(1)=(p−1)w(1−p+1)=(p−1)w′(r)
6− 1 − p+ 1
p− 1 u
(1−2(p−1))=(p−1)v1=(p−1)w1=(p−1)(1=N )1=(p−1)
× r1=(p−1)u1=(p−1)v1=(p−1)w1=(p−1)
=− (1=N )1=(p−1)
(
1 − p+ 1
p− 1
)
r1=(p−1)(u(1−p+1)=(p−1)v1=(p−1)w1=(p−1))2:
Solving this inequality; we have
1
u(1−p+1)=(p−1)(0)v1=(p−1)(0)w1=(p−1)(0)
− 1
u(1−p+1)=(p−1)(r)v1=(p−1)(r)w1=(p−1)
6−
(
1
N
)1=(p−1)(m1 − p+ 1
p− 1
)
p− 1
p
rp=(p−1)
or
1
u(1−p+1)=(p−1)(r)v1=(p−1)(r)w1=(p−1)(r)
¿
1
u(1−p+1)=(p−1)(0)v1=(p−1)(0)w1=(p−1)(0)
+
(
1
N
)1=(p−1)((1 − p+ 1)(p− 1)
p(p− 1)
)
rp=(p−1);
then
u(1−p+1)=(p−1)(r)v1=(p−1)(r)w1=(p−1)(r)6
(
p
p− 1
)
N 1=(p−1)
p− 1
1 − p+ 1 r
−p=(p−1):
Similarly, we can prove inequalities of Eqs. (2.6) and (2.7). This completes the proof of
Lemma 2.1.
Z. Yang, Q. Lu / Journal of Computational and Applied Mathematics 150 (2003) 37–56 43
Lemma 2.2. If u(r); v(r) and w(r) are positive solutions of Eqs. (2.1)–(2.4) in (0;∞); then
(p− 1)ru′(r) + (N − p)u(r)¿ 0; (q− 1)rv′(r) + (N − q)v(r)¿ 0 for r ¿ 0
and
(m− 1)rw′(r) + (N − m)w(r)¿ 0 for r ¿ 0
Proof. Systems (2.1)–(2.4) can be rewritten as
−(p− 1)|u′|p−2u′′ + (1− N )=rp(u′) = u1v1w1 for r ¿ 0;
−(q− 1)|v′|q−2v′′ + (1− N )=rq(v′) = u2v2w2 for r ¿ 0;
−(m− 1)|w′|m−2w′′ + (1− N )=rm(w′) = u3v3w3 for r ¿ 0;
hence
− ru′′ + (1− N )u′=(p− 1) = ru
1v1w1
(p− 1)|u′|p−2 ; (2.12)
− rv′′ + (1− N )v′=(q− 1) = ru
2v2w2
(q− 1)|v′|q−2 ; (2.13)
− rw′′ + (1− N )w′=(m− 1) = ru
3v3w3
(m− 1)|w′|m−2 : (2.14)
We put
MA(r) = ru′ +
N − p
p− 1 u; MB(r) = rv
′ +
N − q
q− 1 v; MC(r) = rw
′ +
N − m
m− 1 w:
From (2.12)–(2.14); we have
d
dr
MA(r)6 0;
d
dr
MB(r)6 0;
d
dr
MC(r)6 0; (2.15)
on (0;+∞). It follows that MA(r) is nonincreasing on (0;+∞). Now it is shown that MA(r) is
nonnegative for r ¿ 0. Otherwise; suppose that MA(r1)¡ 0 for some r1¿ 0. Then we would have
u′(r) + (N − p)=(p− 1)r−1u(r)6 r−1MA(r1) for r ¿ r1:
Since u is nonnegative; we obtain
u′(r)6 r−1MA(r1) for r ¿ r1: (2.16)
Integrating Eq. (2.16) from r1 to r; we obtain
u(r)− u(r1)6MA(r1) ln
(
r
r1
)
for r ¿ r1;
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hence limr→+∞u(r) = −∞; which is a contradiction. Thus the functions MA(r) is nonnegative.
Similarly; we can prove that the functions MB(r) and MC(r) are also nonnegative.
Then, we have
MA(r)¿ 0; MB(r)¿ 0; MC(r)¿ 0: (2.17)
Since u′¡ 0, v′¡ 0 and w′¡ 0, we deduce from (2.17) that
−ru′6 N − p
p− 1 u(r); −rv
′6
N − q
q− 1 v(r); −rw
′6
N − m
m− 1 w(r) for r ¿ 0:
From Pokhozhaev’s identity (see [14]), we have
Lemma 2.3. Let u(r) be a solution of (2.1) in (r1; r2) ⊂ (0;∞) and a be an arbitrary constant.
Then; for each r ∈ (r1; r2) we have
d
dr
[
rN
{
(1− 1=p)|u′|p + F(r; u) + a
r
uu′|u′|p−2
}]
= rN [NF(r; u)− auf(r; u) + (a+ 1− N=p)|u′|p];
where F(r; u) =
∫ u
0 f(s; v) dv=
∫ u
0 (z
1v1w1) dz.
Proof of Theorem 2.1. Let (u; v; w) be a nontrivial positive and radial solution of Eqs. (2.1)–(2.3).
By Lemma 2.2;
(rN−pup−1(r))′ = rN−p−1up−2(r)[(p− 1)ru′(r) + (N − p)u(r)]¿ 0; (2.18)
we have
u(r)¿ cr−(N−p)=(p−1);
v(r)¿ cr−(N−q)=(q−1) and w(r)¿ cr−(N−m)=(m−1) for r¿ 1: (2.19)
By Lemma 2.1 and Eq. (2.19);
cr−p¿ u1−p+1v1w1¿ c1+1+1−p+1r−(N−p)(1−p+1)=(p−1)−1(N−q)=(q−1)−1(N−m)=(m−1)
and
cr−q¿ c2+2+2−q+1r−2(N−p)=(p−1)−(N−q)(2−q+1)=(q−1)−2(N−m)=(m−1);
cr−m¿ c3+3+3−m+1r−3(N−p)=(p−1)−(N−q)3=(q−1)−(3−m+1)(N−m)=(m−1):
From conditions (g1) or (g2) or (g3) of Theorem 2.1; the above inequalities lead to a contradiction
for large r. Hence Eqs. (2.1)–(2.4) have no positive solution in (0;∞); and thus the theorem follows.
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Proof of Theorem 2.2. Suppose that our conclusion is not true; and u(r); v(r); w(r) are the positive
solutions of Eqs. (2.1)–(2.4) in (0;∞). Eqs. (2.5) and (2.19); lead to
u1−p+1c1+1r−1(N−q)=(q−1)−1(N−m)=(m−1)6 u1−p+1(r)v1(r)w1
6
(
p
p− 1
)p−1
N
(
p− 1
1 − p+ 1
)p−1
r−p;
which implies that
u(r)6 cr−p(q−1)(m−1)+1(m−1)(N−q)+1(N−m)=(q−1)(m−1)(1−p+1): (2.20)
Using Lemma 2.3 for Eq. (2.1) with a= (N − p)=p; we have
rN
[
(1− 1=p)|u′|p + 1
1 + 1
u1+1(r)v1(r)w1(r)
]
+ (N − p)=prN−1uu′|u′|p−2
=
∫ r
0
sN−1[(N=(1 + 1)− (N − p)=p)u1+1(s)v1(s)w1(s)] ds
or
−1
p
rN−1|u′(r)|p−1((p− 1)ru′(r) + (N − p)u(r)) + 1
1 + 1
rNu1+1(r)v1w1(r)
=
Np− (N − p)(1 + 1)
p(1 + 1)
∫ r
0
sN−1u1+1(s)v1(s)w1(s) ds: (2.21)
It follows from Eqs. (2.19) and (2.20) that
rNu1+1(r)v1(r)w1(r)6 crN [u1−p+1(r)v1(r)w1(r)]up(r)
6 crN−p+p[1(m−1)(N−q)+1(N−m)(q−1)−p(q−1)(m−1)]=(q−1)(m−1)(1−p+1) → 0 as r →∞:
Thus; by Lemma 2.2; the left-hand side of Eq. (2.21) is less than any $¿ 0 for large r; but the
right-hand side is greater than a positive number. This is a contradiction. Thus our conclusion follows.
Remark 2.1. From the proof of Theorems 2.1 and 2.2; we know that i; i; i (i=1; 2; 3) must satisfy
1¿p− 1 or 2¿q− 1 or 3¿m− 1 with 2; 3; 1; 3; 1; 2¿ 0:
Then; from Theorems 2.1 and 2.2; for p= q=m= 2 and 2 = 3; 2 = 3; 1 = 2 = 3 = 0; we have
N=2¡max
{
2 + 2
2 + 2 − 1 ;
1 + 1
1 + 1 − 1
}
or N=2¡max
{
22 + 2 + 1
22 + 2 − 1 ;
1 + 21 + 1
1 + 21 − 1
}
;
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or equivalently;
N ¿ (N − 2)min(1 + 1; 2 + 2) or N + 2¿ (N − 2)min(1 + 21; 2 + 22);
which is just the nonexistence condition obtained by Shaohua Chen and Guozhen Lu [16] for this
special case.
From Theorem 2.2, for p= q= m= 2; 1 = 1 = 0; 2 = 2 = 0; 3 = 3 = 0; 1 = 2 = 3 = k ¿ 1,
we have
N=2¡
k + 1
k − 1 ;
which is equivalent to the well-known critical condition
k ¡
N + 2
N − 2 :
Remark 2.2. Consider the parameters p=q=m=3; N=4; 1=2=3=7; 2=3=1=3=1=2=0;
which satisfy inequality (g2) of Theorem 2.1; hence Theorem 2.1 asserts the nonexistence of positive
radial solution of system (1.2) in RN. On the other hand; consider the parameters p=q=m=3; N =
4; 1 = 2 = 3 = 11 which do not satisfy condition inequality (g2) of Theorem 2.1. In this case;
system (1.2) can be written as
div(|∇u|∇u) + u11 = 0; div(|∇v|∇v) + v11 = 0; div(|∇w|∇w) + w11 = 0;
which has the following radially symmetric positive solution in RN:
u(r) = v(r) = w(r) = (1 + r3=2)−1=3:
3. Blow-up estimates for system (1.1)
Motivated by Weissler [18], Caristi and Mitidieri [2] and Sining Zheng [17], we use the nonexis-
tence result of the elliptic system (1.2) obtained in Section 2 to establish the blow-up estimates for
the quasilinear reaction–di)usion system (1.1). We impose the following initial and boundary value
conditions to Eq. (1.1):
u(x; 0) = u0(x); v(x; 0) = v0(x); w(x; 0) = w0(x); x∈ = BR ⊂ RN; (3.1)
u= v= w = 0; (x; t)∈ 9 × (0; T ): (3.2)
Theorem 3.1. Let (u; v; w) be a solution of Eqs. (1.1); (3.1) and (3.2). Assume that
(i) u(·; t); v(·; t) and w(·; t) are nonnegative; radially symmetrical and nonincreasing as functions
of r = |x|;
(ii) ut(·; t); vt(·; t) and wt(·; t) achieve the maximum at 0 for any t ∈ (0; T );
(iii) u; v; w¿ 0 ut; vt ; wt¿ 0 for (x; t)∈QT = BR × (0; T );
(iv) u; v and w have a blow-up time T ¡+∞;
(v) i + i + i ¿max{p− 1; q− 1; m− 1} with i; i; i¿ 0; i = 1; 2; 3; p; q; m¿ 1;
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(vi) 1¿p− 1 or 2¿q− 1 or 3¿m− 1 with p; q; m¿ 1; 2; 3; 1; 3; 1; 2¿ 0;
(vii)
min{qa1 + mb1; (p2 + (p− 2)q)a1 + (p3 + (p− 2)m)b1}¿max{p;p(1 − 1)}c1;
min{pa2 + mb2; (q1 + (q− 2)p)a2 + (q3 + (q− 2)m)b2}¿max{q; q(2 − 1)}c2
and
min{qa3 + pb3; (m2 + (m− 2)q)a3 + (m1 + p(m− 2))b3}¿max{m;m(3 − 1)}c3
or
max{qa1 + mb1; (p2 + (p− 2)q)a1 + (p3 + (p− 2)m)b1}¡min{p;p(1 − 1)}c1;
max{pa2 + mb2; (q1 + (q− 2)p)a2 + (q3 + (q− 2)m)b2}¡min{q; q(2 − 1)}c2
and
max{qa3 + pb3; (m2 + (m− 2)q)a3 + (m1 + p(m− 2))b3}¡min{m;m(3 − 1)}c3;
where a1 =1(3−m+1)− 13; b1 = 1(2−q+1)− 21; c1 =(3−m+1)(2−q+1)− 23;
a2 = 2(3−m+1)− 32; b2 = 2(1−p+1)− 12; c2 = (1−p+1)(3−m+1)− 13; and
a3 = 3(1 − p+ 1)− 13; b3 = 3(2 − q+ 1)− 23; c3 = (2 − q+ 1)(1 − p+ 1)− 12;
(viii) There are positive constants k1; k2; k3; k4 and (¡T such that
k2u(0; t))2=)16 v(0; t)6 k1u(0; t))2=)1 ;
k4u(0; t))3=)16w(0; t)6 k3u(0; t))3=)1 for t ∈ ((; T ):
If one of the following conditions is satis5ed:
(g1) N = 2 and p; q; m¿ 2; i; i; i¿ 0; i = 1; 2; 3.
(g2) N ¿p and p= q= m= 2;
N=2¡max
{
3 + 3 + 3
3 + 3 + 3 − 1 ;
2 + 2 + 2
2 + 2 + 2 − 1 ;
1 + 1 + 1
1 + 1 + 1 − 1
}
or N ¿p and p= q= m= 2;
N=2¡max
{
23 + 23 + 3 + 1
23 + 23 + 3 − 1 ;
22 + 2 + 22 + 1
22 + 2 + 22 − 1 ;
1 + 21 + 21 + 1
1 + 21 + 21 − 1
}
;
(g3) N ¿p and p= q= m;
N=p¡max
{
3 + 3 + 3
3 − p+ 1 + 3 + 3 ;
2 + 2 + 2
2 − p+ 1 + 2 + 2 ;
1 + 1 + 1
1 − p+ 1 + 1 + 1
}
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or N ¿p and p= q= m;
N=p¡max
{
p3 + p3 + (p− 1)(3 + 1)
p3 + p3 + (p− 1)(3 − p+ 1) ;
p2 + (p− 1)(2 + 1) + p2
p2 + (p− 1)(2 − p+ 1) + p2 ;
(p− 1)(1 + 1) + p1 + p1
(p− 1)(1 − p+ 1) + p1 + p1
}
;
(g4) N ¿max{p; q; m}¿ 2;
N ¡max
{
pd1 + p(1−p+ 1)d4 + 1qd3 + m1d2
(1 − p+ 1)d4 + 1d3 + 1d2 ;
qd1 + q(2 − q+ 1)d3 + 2pd4 + m2d2
(2 − q+ 1)d3 + 2d4 + 2d2 ;
md1 + m(3 − m+ 1)d2 + 3pd4 + q3d3
(3 − m+ 1)d2 + 3d4 + 3d4
}
;
where d1 = (p− 1)(q− 1)(m− 1); d2 = (p− 1)(q− 1); d3 = (p− 1)(m− 1); d4 = (q− 1)(m− 1) or
m;p; q¿ 1 and
N ¡max
{
p2(q− 1)(m− 1) + p(1 − p+ 1)(q− 1)(m− 1) + 1qp(m− 1) + m1p(q− 1)
(1 − p+ 1)(q− 1)(m− 1) + 1p(m− 1) + 1p(q− 1) ;
q2(p− 1)(m− 1) + q(2 − q+ 1)(p− 1)(m− 1) + 2pq(m− 1) + m2(p− 1)q
(2 − q+ 1)(p− 1)(m− 1) + 2q(m− 1) + 2(p− 1)q ;
m2(p− 1)(q− 1) + m(3 − m+ 1)(q− 1)(p− 1) + 3p(q− 1)m+ q3(p− 1)m
(3 − m+ 1)(q− 1)(p− 1) + 3(q− 1)m+ 3(p− 1)m
}
:
Then there are positive constants c1; c2; c3 and t1 ∈ (0; T ) such that
u(x; t)6 u(0; t)6 c1(T − t)−)1 ;
v(x; t)6 v(0; t)6 c2(T − t)−)2 ; (3.3)
w(x; t)6w(0; t)6 c3(T − t)−)3 (3.4)
for all (x; t)∈QT \ Qt1 ; where
)1 =
qa1 + mb1 − pc1
a1(p2 + q(p− 2)) + b1(p3 + (p− 2)m)− p(1 − 1)c1 ;
)2 =
pa2 + mb2 − qc2
a2(q1 + (q− 2)p) + b2(q3 + (q− 2)m)− q(2 − 1)c2 ;
)3 =
qa3 + pb3 − mc3
a3(m2 + (m− 2)q) + b3(m1 + p(m− 2))− m(3 − 1)c3 :
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Remark 3.1. Conditions (i)–(iii) in Theorem 3.1 are reasonable if we impose appropriate assump-
tions on the initial data u0(x); v0(x) and w0(x); such as positivity; radial symmetry; and a suitable
decreasing property with
div(|∇u0|p−2∇u0) + u10 v10 w10 ¿ 0; div(|∇v0|p−2∇v0) + u20 v20 w20 ¿ 0;
div(|∇w0|p−2∇w0) + u30 v30 w30 ¿ 0:
Remark 3.2. Clearly; condition (viii) seems too strong. If p=q=m=2; 2 =3; 2 =3; 2 =3; 1 +
1 = 2 + 2 (in this case; (1.1) reduces to two equations); from Lemma 3.2 in [17]; we know that
k2u(x; t))2=)16 v(x; t)6 k1u(x; t))2=)1 . If p 	=2; q 	=2 or 1 +1 	= 2 +2; we do not know whether or
not condition (viii) holds. We hope this condition can be substantially improved in the future. This
is an open problem.
Remark 3.3. From the de3nitions of )1; )2 and )3; we see that the conditions i + i + i ¿max
{p− 1; q− 1; m− 1} with i; i; i¿ 0; i = 1; 2; 3 and
min{qa1 + mb1; (p2 + (p− 2)q)a1 + (p3 + (p− 2)m)b1}¿max{p;p(1 − 1)}c1;
min{pa2 + mb2; (q1 + (q− 2)p)a2 + (q3 + (q− 2)m)b2}¿max{q; q(2 − 1)}c2;
min{qa3 + pb3; (m2 + (m− 2)q)a3 + (m1 + p(m− 2))b3}¿max{m;m(3 − 1)}c3
or
max{qa1 + mb1; (p2 + (p− 2)q)a1 + (p3 + (p− 2)m)b1}¡min{p;p(1 − 1)}c1;
max{pa2 + mb2; (q1 + (q− 2)p)a2 + (q3 + (q− 2)m)b2}¡min{q; q(2 − 1)}c2;
max{qa3 + pb3; (m2 + (m− 2)q)a3 + (m1 + p(m− 2))b3}¡min{m;m(3 − 1)}c3);
where a1 = 1(3 − m+ 1)− 13; b1 = 1(2 − q+ 1)− 21; c1 = (3 − m+ 1)(2 − q+ 1)− 23;
a2 = 2(3 − m + 1) − 32; b2 = 2(1 − p + 1) − 12; c2 = (1 − p + 1)(3 − m + 1) − 13;
a3 = 3(1 − p + 1) − 13; b3 = 3(2 − q + 1) − 23; c3 = (2 − q + 1)(1 − p + 1) − 12; are
natural for the discussion of the blow-up rate estimate.
Lemma 3.2. Assume that condition (vii) in Theorem 3.1 holds. Then
min()1; )2; )3)¿ 0:
Proof. In fact )1 = (qa1 + mb1 − pc1)=[a1(p2 + q(p − 2)) + b1(p3 + (p − 2)m) − p(1 − 1)c1];
if min{qa1 + mb1; (p2 + (p− 2)q)a1 + (p3 + (p− 2)m)b1}¿max{p;p(1 − 1)}c1; then )1¿ 0.
The others are similar to prove.
Proof of Theorem 3.1. De3ne the functions *(t); +(t); )(t) for t ∈ (0; T ) as follows:
*(t) = u(0; t)1=,1 ; +(t) = v(0; t)1=,2 ; )(t) = w(0; t)1=,3 ;
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where
,1 =
pc1 − qa1 − mb1
(3 − m+ 1)c3 − 2a3 − 1b3 ;
,2 =
qc2 − pa2 − mb2
(1 − p+ 1)c1 − 3b1 − 2a1
and
,3 =
mc3 − qa3 − pb3
(3 − q+ 1)c2 − 3b2 − 1a2 :
By putting
h1(r; t) =
u(r=.(t); t)
.(t),1
; h2(r; t) =
v(r=.(t); t)
.(t),2
; h3(r; t) =
w(r=.(t); t)
.(t),3
r = |x|;
.(t) = *(t) + +(t) + )(t):
Since u(·; t); v(·; t) and w(·; t) achieve their maximum at r = 0 by assumption (iv); it is clear that
06 h1(r; t)6
u(0; t)
.(t),1
6 1; (3.5)
06 h2(r; t)6
v(0; t)
.(t),2
6 1; (3.6)
06 h3(r; t)6
w(0; t)
.(t),3
6 1: (3.7)
Since
1,1 + 1,2 + 1,3 = p+ (p− 1),1; 2,1 + 2,2 + 2,3 = q+ (q− 1),2;
3,1 + 3,2 + 3,3 = m+ (m− 1),3
and taking into account assumptions (i) and (iv); it follows that
06 div(|∇h1(r; t)|p−2∇h1(r; t)) + h11 h12 h13 (r; t)
6
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
; (3.8)
06 div(|∇h2(r; t)|q−2∇h2(r; t)) + h21 h22 h23 (r; t)
6
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
; (3.9)
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06 div(|∇h3(r; t)|p−2∇h3(r; t)) + h31 h32 h33 (r; t)
6
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
(3.10)
for any t ∈ (0; T ) and r ∈ [0; R.(t)).
Using the symmetry assumption (i), we can rewrite inequalities (3.8)–(3.10) in radial coordinates
and get
06 (p(h′1))
′ +
N − 1
r
p(h′1) + h
1
1 h
1
2 h
1
3
6
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
; (3.11)
06 (q(h′2))
′ +
N − 1
r
q(h′2) + h
2
1 h
2
2 h
2
3
6
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
; (3.12)
06 (m(h′3))
′ +
N − 1
r
m(h′3) + h
3
1 h
3
2 h
3
3
6
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
: (3.13)
Multiplying (3.11) by h1; r , we get
(p(h1; r))rh1; r +
N − 1
r
|h1; r|p + h11 h12 h13 h1; r6 0;
d
dr
((p− 1)=p|h1; r|p) + h11 h12 h13 h1; r6 0: (3.14)
Integrating (3.14) on (0; r), we obtain
p− 1
p
|h1; r|p + 11 + 1 h
1+1
1 (r; t)h
1
2 (r; t)h
1
3 (r; t)
− 1
1 + 1
h1+11 (0; t)h
1
2 (0; t)h
1
3 (0; t)− 1=(1 + 1)
∫ r
0
h1+1h1−12 h
′
2; rh
1
3 dr
− 1=(1 + 1)
∫ r
0
h1+11 h
1
2 h
1−1
3 h
′
3; r dr6 0: (3.15)
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From (3.15), and h2; r(r; t); h3; r(r; t)6 0, it follows that
|h1; r|6
(
2p
(p− 1)(1 + 1)
)1=p
(3.16)
for and t ∈ (0; T ); r ∈ [0; R.(t)). Similarly, we get
|h2; r|6
(
2q
(q− 1)(2 + 1)
)1=q
; |h3; r|6
(
2m
(m− 1)(3 + 1)
)1=m
(3.17)
for any t ∈ (0; T ); r ∈ [0; R.(t)).
Now, we proceed by contradiction as in [2]. If
lim inf
t→T
(
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
)
= 0; (3.18)
then there exists a sequence {tm} ⊆ (0; T ) with tm → T such that
lim inf
tm→T
(
ut(0; tm)
.(tm)p+(p−1),1
+
vt(0; tm)
.(tm)q+(q−1),2
+
wt(0; tm)
.(tm)m+(m−1),3
)
= 0:
Since inequalities (3.5)–(3.7) and (3.16)–(3.17), {h1(·; tm)}, {h2(·; tm)} and {h3(·; tm)} are equi-
bounded and Lipschitz continuous with the Lipschitz constant less than or equal to (2p=(p− 1))1=p,
(2q=(q − 1))1=q and (2m=(m − 1))1=m, it follows from the Ascoli–Arzela theorem that there exists a
subsequence (still denoted by {tm}) such that
h1(·; tm)→ Sh1(·) as m→ +∞; (3.19)
h2(·; tm)→ Sh2(·) as m→ +∞; (3.20)
h3(·; tm)→ Sh3(·) as m→ +∞ (3.21)
uniformly on compact subsets of [0;+∞). Moreover, Sh1; Sh2; Sh3 ∈C([0;+∞);R+); Sh1(0) = Sh2(0) =
Sh3(0) = 1, and Sh1; Sh2; Sh3 are decreasing on [0;+∞). Further, taking into account that Sh1; Sh2; Sh3 are
Lipschitz continuous, we conclude that they are absolutely continuous on [0;+∞). Considering that
Sh1; Sh2; Sh3 as distributions, it also follows that (3.16) and (3.17) holds in the sense of distributions,
and hence, in the distributional sense we have
h1; r(·; tm)→ Sh1; r(·); (p(h1; r)(·; tm))r → (p( Sh1; r(·)))r as m→ +∞; (3.22)
h2; r(·; tm)→ Sh2; r(·); (q(h2; r)(·; tm))r → (q( Sh2; r(·)))r as m→ +∞; (3.23)
h3; r(·; tm)→ Sh3; r(·); (m(h3; r)(·; tm))r → (m( Sh3; r(·)))r as m→ +∞: (3.24)
Now, (3.22)–(3.24) imply that
(p( Sh
′
1))
′ +
N − 1
r
p( Sh
′
1) + Sh
1
1
Sh
1
2
Sh
1
3 = 0; (3.25)
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(q( Sh
′
2))
′ +
N − 1
r
q( Sh
′
2) + Sh
2
1
Sh
2
2
Sh
2
3 = 0; (3.26)
(m( Sh
′
3))
′ +
N − 1
r
m( Sh
′
3) + Sh
3
1
Sh
3
2
Sh
3
3 = 0 (3.27)
on (0;+∞) in the sense of distributions. From Eqs. (3.25)–(3.27), it also follows that Sh1; Sh2; Sh3 are
C1(0;+∞) and, by local existence and uniqueness of the initial value problem for Eqs. (3.25)–
(3.27), we conclude that Sh1; Sh2; Sh3¿ 0 on (0;+∞) with Sh′1(0) = Sh′2(0) = Sh′3(0) = 0.
If N = 2; p¿ 2, we proceed as follows: from Eqs. (3.25)–(3.27), it is inferred that rp( Sh
′
1),
rq( Sh
′
2) and rm( Sh
′
3) are decreasing, and that there exist M ¡ 0 and r0¿ 0 such that
rp( Sh
′
1)¡M for r ∈ (r0;+∞):
The last inequality implies that
Sh1(s)¿ Sh1(s)− Sh1(t)
= (−M)1=(p−1)
∫ t
s
r−1=(p−1) dr = (−M)1=(p−1)(t(p−2)=(p−1) − s(p−2)=(p−1)) (3.28)
for r06 s6 t. Letting t → +∞ in (3.28), we obtain a contradiction.
If N = 2; p= 2 similar with the above method implies that
Sh1(s)¿ Sh1(s)− Sh1(t)¿ (−M)[ln(t)− ln(s)]
for r06 s6 t. Letting t → +∞ in the last inequality, we obtain a contradiction.
Finally, if N ¿max{p; q}¿ 2 holds, we know from Theorem 2.1 or 2.2 that system (3.25)–
(3.27) has no positive solutions. We conclude that Eq. (3.18) cannot hold: hence
lim inf
t→T
(
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
)
= c¿ 0: (3.29)
It follows from Eq. (3.29) that there exists t1 ∈ (0; T ) such that for any t ∈ (t1; T ) we have
c6
ut(0; t)
.(t)p+(p−1),1
+
vt(0; t)
.(t)q+(q−1),2
+
wt(0; t)
.(t)m+(m−1),3
;
6
ut(0; t)
u(0; t)(1+)1)=)1
+
vt(0; t)
v(0; t)(1+)2)=)2
+
wt(0; t)
w(0; t)(1+)3)=)3
: (3.30)
Integrating inequality (3.30) on (t; s) ⊆ (t1; T ) and then letting s→ T , we obtain
c(T − t)6 )1u(0; t)−1=)1 + )2v(0; t)−1=)2 + )3w(0; t)−1=)3 : (3.31)
By using condition (viii) in (3.31) we have
c(T − t)6 )1u(0; t)−1=)1 + )2k−1=)2u(0; t)−1=)1 + )3k−1=)33 u(0; t)−1=)1
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and hence
u(x; t)6 u(0; t)6 c1(T − t)−)1
for any (x; t)∈B(0; R)× (0; T ).
We have in the same way the blow-up estimate for v; w:
v(x; t)6 v(0; t)6 c2(T − t)−)2 ;
w(x; t)6w(0; t)6 c3(T − t)−)3 :
The proof is completed.
Remark 3.4. For the special parabolic system
ut =Gu+ up1vq1 ;
vt =Gv+ up2vq2
with pi + qi ¿ 1; pi; qi¿ 0; Zheng [17] obtained the blow-up estimates
u(x; t)6 u(x; 0)6 c1(T − t)−; (3.32)
v(x; t)6 v(x; 0)6 c2(T − t)−; (3.33)
where
=
1 + q1 − q2
p2q1 − (p1 − 1)(q2 − 1) ;
 =
1 + p2 − p1
p2q1 − (p1 − 1)(q2 − 1) :
Besides; for the special variational parabolic system
ut =Gu+ v*;
vt =Gv+ u)
with *; )¿ 1; Caristi and Mitidieri [2] obtained the blow-up estimates
u(x; t)6 u(x; 0)6 c(T − t)−(*+1)=(*)−1); (3.34)
v(x; t)6 v(x; 0)6 c(T − t)−()+1)=(*)−1): (3.35)
The single equation case was treated by Weissler [18] with
u(x; t)6 u(x; 0)6 c(T − t)−1=(*−1): (3.36)
Clearly; inequalities (3.32)–(3.36) agree with Theorem 3.1 if one takes p= q=m=2; 1 =p1; 1 =
q1; 2 = p2; 2 = q2; 1 = 2 = 3 = 0; 2 = 3; 2 = 3 or p = q = m= 2; 1 = 2 = 0; 1 = *; 2 = ) ,
Z. Yang, Q. Lu / Journal of Computational and Applied Mathematics 150 (2003) 37–56 55
1=2=3=0; 2=3; 2=3 or p=q=m=2; 2=1=0; 1=2=*; 1=2=3=0; 2=3; 2=3;
respectively. Therefore; this paper extends their results essentially.
Remark 3.5. For the special variational parabolic system
ut = div(|∇u|p−2∇u) + v*;
vt = div(|∇v|q−2∇v) + u+
with *¿p− 1; +¿q− 1; we [19] obtained the blow-up estimates
u(x; t)6 u(0; t)6 c1(T − t)−)1 ; v(x; t)6 v(0; t)6 c2(T − t)−)2 (3.37)
for (x; t)∈B(0; R)× (0; T ); where
)1 =
*q+ (q− 1)p
*(p++ q(p− 2))− p(q− 1) ; )2 =
+p+ (p− 1)q
+(q* + p(q− 2))− q(p− 1)
and T ∈ (0;∞) is the blow-up time.
The single Eq. (1.1) was treated in [20] with (3.36). Clearly, inequalities (3.37) and (3.36) agree
with Theorem 3.1 if one takes p; q=m¿ 1; 1 =2 =0; 2 =+; 1 =*; 1 = 2 = 3 =0; 2 =3; 2 =3
or p; q=m¿ 1; 1 = 1 = 2 = 2 = 3 = 3 = 0; 1 = 2 = 3 = *, respectively. Therefore, this paper
is also an extension of the above results.
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