Introduction {#sec1}
============

The coupling of Rydberg and valence states provides efficient relaxation pathways for photoexcited molecular systems and has been the subject of many experimental and theoretical studies.^[@ref1]−[@ref6]^ Acetone, being a prototype ketone molecule, is characterized by a series of parallel Rydberg state potentials converging to the ionic ground state, as indicated in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}. These Rydberg states interact strongly with valence states,^[@ref4]−[@ref6]^ resulting in very efficient relaxation pathways for nonradiative de-excitation through internal conversion (IC).

![Schematic representation of the pump--probe experiment. Three-photon pump excitation (3.14 eV photon energy) is followed by time-delayed single-photon probe ionization (also 3.14 eV photon energy). If IC from the photoexcited S~*n*~ (6p, 6d, 7s) Rydberg states to lower Rydberg states occurs, the corresponding PE kinetic energy is reduced (red arrows). Population is transferred to these lower states with a time constant τ~1~ and then further decays to lower states with a state dependent time constant τ~2~.](jp-2017-050122_0001){#fig1}

The relaxation and fragmentation dynamics in acetone, being among the most comprehensively studied photochemical processes,^[@ref7]^ have been thoroughly investigated by femtosecond time-resolved experiments. Most studies concentrate on the dynamics triggered by photoexcitation of the first excited state (S~1~, corresponding to n → π\* excitation, see for example refs ([@ref8]) and ([@ref9])), or the lowest Rydberg state (S~2~, n → 3s, see for example refs ([@ref10]) and ([@ref11])), for both of which relaxations do not proceed via Rydberg--valence interactions. Dynamics initiated by photoexcitation of the 3p and 3d Rydberg states, by contrast, show that nonradiative deactivation and corresponding fragmentation pathways are governed by Rydberg--valence coupling.^[@ref12]−[@ref14],[@ref5]^ The interplay of Rydberg and valence states becomes even more important for excitation to higher Rydberg states above 3d, for which fewer experimental results are available.^[@ref13],[@ref15],[@ref16]^

The unequivocal interpretation of the photoelectron (PE) and photoion transients turns out to be difficult or even impossible in this energy region because many parallel relaxation pathways can be active. Recently, the application of photoelectron--photoion coincidence (PEPICO) detection for time-resolved photoionization experiments^[@ref12],[@ref15],[@ref17],[@ref18]^ has proven to provide crucial experimental information, which allows one to disentangle parallel relaxation pathways and follow their temporal evolvement and fragmentation behavior. In a recent time-resolved PEPICO study with photoexcitation to the 5d to 6d Rydberg states, we were able to identify an IC relaxation pathway that transfers population to the 3p states.^[@ref15]^ However, no information could be obtained about the role of states between 3p and 5d. Other experiments targeting these higher Rydberg states also observe population decay through IC, but the reported time scales vary from 50 to 400 fs, resulting in different interpretations concerning the relaxation pathways.^[@ref12]−[@ref14],[@ref5]^ Since these experiments differed in terms of their excitation conditions, the inconsistent results suggest that the relaxation dynamics depend sensitively on excitation parameters such as the exact photon energy or one- vs two-photon excitation. Therefore, a conclusive picture describing the exact relaxation pathways and the corresponding temporal behavior could not be obtained for excitation to states above 3p so far.

Most studies applied a two-photon excitation scheme to populate these high-lying Rydberg states, by combining ∼4.5 eV pump and ∼3.0 eV probe photon energies. With this combination two additional problems arise: (1) The simultaneous presence of the pump and probe photons activates an additional ionization channel, that overshadows all other transient signals and thereby covers the most interesting time interval of about 0--300 fs, where the majority of the population transfer occurs. (2) The pump photon energy enables two excitation pathways, one via two photon excitation directly to Rydberg states and one via resonant S~1~ excitation in combination with fast geometry relaxation^[@ref19]^ and subsequent absorption of a second photon to different states. This leads to an unclear initial population distribution influencing the interpretation of relaxation dynamics. Only one study implemented the combination of single photon excitation using extreme ultraviolet pulses obtained from high-order harmonic generation with PEPICO detection.^[@ref12]^ The significant technical effort provides better control of the excitation and detection processes.

With a recent resonance-enhanced multi photon ionization (REMPI) study with single femtosecond laser pulses in the range of 3 eV photon energy,^[@ref17]^ we were able to resolve and assign PE bands to individual s, p, and d states of the Rydberg manifold ranging from 3p to 8s.

Here we present a time- and state-resolved investigation of the Rydberg state population in the range of 3p to 7s by applying pump and probe pulses with the same photon energy of 3.14 eV. We are able to observe the flow of population downward of the Rydberg manifold within the most interesting temporal region of 0--1.5 ps, without concealments due to parallel excitation pathways or overwhelmingly strong pump--probe cross correlation signals. In the following, we first describe the experimental methods and the sequential fitting model, before we present the PEPCIO transients and a discussion of their interpretation.

Methods {#sec2}
=======

The setup has been described in more detail previously.^[@ref15]^ In brief, a commercial Ti:sapphire laser system (Coherent Vitara oscillator and Legend Elite Duo amplifier) was used delivering pulses with 800 nm center wavelength, 25 fs pulse duration, and 4 mJ pulse energy, at a 3 kHz repetition rate. The laser output was split into a pump and a probe pulse with a variable pump--probe time delay. The pump and probe pulses were frequency doubled in two separate BBO crystals to obtain 3.14 eV photon energies (395 nm center wavelength) with a spectral bandwidth of ∼40 meV. Pump and probe pulses were focused with a 500 mm lens into the vacuum chamber, where they overlapped in the extraction region of the PEPICO spectrometer. The pulse duration and chirp were checked by frequency resolved optical gating,^[@ref20]^ and the temporal resolution of the setup was determined from the pump--probe cross correlation signals (see below) to be (84 ± 1) fs full width at half-maximum.

Acetone (purity: \>99.9%) was introduced into the vacuum chamber (\<5 × 10^--10^ mbar base pressure) at a partial pressure of typically 5 × 10^--6^ mbar. Coincidence detection of ions and electrons was achieved by a single 0.5 m time-of-flight spectrometer with a pulsed extraction field. For electrons a magnetic bottle configuration in combination with a small extraction voltage (−3 V) was used, with an estimated energy resolution of Δ*E*/*E* = 4%.^[@ref21]^ The ions were extracted by applying a high voltage pulse (+2 kV) to the repeller electrode about 100 ns after the laser pulse. Signal pulses were decoupled from the anode of a microchannel plate detector, digitized by a high-speed analog-to-digital converter card (Gage Cobra, Dynamic Signals LLC), and analyzed by a coincidence algorithm.

The intensities of the pump and probe pulses and the acetone particle density were chosen in order to keep false coincidences at a low rate. The three photon excitation results in an unavoidable high pump-only background which spectrally overlaps with the pump--probe signal.^[@ref17]^ Since simple subtraction of these two almost equally strong signals would result in a poor signal-to-noise ratio, the true pump--probe signal was calculated with Bayesian probability theory,^[@ref22]^ enhancing the signal-to-noise ratio significantly, especially at long pump--probe delays where the signal from the excited states is low.

We consider a sequential decay model where a fraction *N*~0~ of the ground state population is photoexcited to an excited state \|1⟩ by a pump pulse, which has a Gaussian temporal shape , with the standard deviation σ. Population *N*~1~ decays from state \|1⟩ into state \|2⟩ with the time constant τ~1~, and population *N*~2~ decays to lower states with the time constant τ~2~. The dynamics can be described by two coupled differential equations:The solutions arewithwhere erf(*x*) is the error function, which is shifted in time by . For σ ≪ τ [eq [3](#eq3){ref-type="disp-formula"}](#eq3){ref-type="disp-formula"} becomes , where *H*(*t*) is the Heaviside step function, a model that has been frequently used for nonadiabatic decay dynamics.^[@ref23]^ Note that this fit model also applies if several lower states are filled simultaneously, where the population of all lower states increases with τ~1~ and the different coupling efficiencies to state \|1⟩ are represented by corresponding amplitudes.

The equal pump and probe photon energies additionally cause a pump--probe cross correlation signal that is accounted for by superimposing a Gaussian peak with the same standard deviation σ as the excitation pulse above. The maximum of the cross correlation signal defines time zero. The populations *N*~1~(*t*) and *N*~2~(*t*) together with the cross correlation signal are fitted to the parent and fragment PEPICO transients.

Results and Discussion {#sec3}
======================

The highest occupied molecular orbital (HOMO) of acetone can primarily be described as lone pair at the oxygen atom with nonbonding character.^[@ref24]^ Photoexcitation to Rydberg states and photoionization of the HOMO electron does therefore not change the molecular geometry, resulting in a series of parallel potential energy surfaces (PES), as depicted in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}.^[@ref4]^

Couplings to valence states provide very fast and efficient relaxation pathways for population transfer to lower states^[@ref4]−[@ref6]^ with a time constant τ~1~. In a simultaneous process, population decays from different Rydberg states with individual decay times τ~2~.

Photoexcitation with three 3.14 eV photons transfers population from the ground state to a group of Rydberg states S~*n*~ (6p, 6d, 7s) which lie within the laser bandwidth (see [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}). PEPICO spectra obtained by ionization with a time-delayed probe pulse (also 3.14 eV photon energy) are shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} for three characteristic delay times. The PEPICO technique allows one to separately display the PE spectrum detected in coincidence with the acetone parent ion ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}a) and in coincidence with the acetyl fragment ion ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}b). From these spectra an allocation of PE bands to a series of Rydberg states within the whole temporal range from 0 to 1.5 ps pump--probe delay is possible. This assignment is crucial to obtain the presented interpretation and was not possible in our previous study,^[@ref15]^ which we attribute to the choice of photon energies (3.1 eV instead of previously 4.6 eV) and the application of Bayesian probability theory for background subtraction. Because of PEPICO detection we obtain direct information about the relaxation dynamics, as well as the fragmentation behavior. The spectral signatures of [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} are in line with our previous interpretation of single-pulse REMPI experiments.^[@ref17]^ The individual PE peaks can be assigned to the *n*s, *n*p, and *n*d Rydberg series ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}b), based on comparison with accurate synchrotron experiments,^[@ref25],[@ref26]^ as explained in more detail in our previous work.^[@ref17]^ In addition to the previous assignment we note that for the 3p band the CO stretch vibrational progression can be observed as lower energy side peaks separated by 0.18 eV.^[@ref6],[@ref13]^ The PE peaks below the excited S~*n*~ states prove that ultrafast relaxation transfers population to lower states. Ionization from higher Rydberg states (above ∼2 eV, corresponding to the 4p state) leads predominantly to parent ions, while ionization from lower states yields fragmentation. The fragmentation process takes place after ionization in the ionic ground state as proven by the assignment of fragment PEPICO peaks to Rydberg states of unfragmented acetone. Energy conversion from electronic to vibrational energy during the relaxation process is responsible for fragmentation, for which the activation energy threshold was determined to be (0.79 ± 0.04) eV.^[@ref17]^

![Photoelectron kinetic energy spectra in coincidence with parent ions (a) and with acetyl fragment ions (b) for different pump--probe time delays Δ*t*. PE bands of the fragment PEPCIO spectrum can be assigned to a series of acetone Rydberg states,^[@ref17]^ as indicated. The parent and fragment spectra are separately normalized.](jp-2017-050122_0002){#fig2}

PEPICO spectra for three selected delays of 50, 300, and 700 fs are shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}. While a complete picture of the relaxation dynamics is revealed below by analysis of a full time-delay scan, a discussion of these selected spectra is instructive as it provides a first insight into the population transfer. During temporal overlap of pump and probe pulses (50 fs delay) a very strong parent PEPICO signal ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}a, blue curve) is observed. This rapidly decreasing signal represents the pump--probe cross correlation due to equal photon energies of pump and probe pulses. A slower decaying component, which is indeed observed in the parent PEPICO transient (see below), is weakly indicated by the 300 fs spectrum (green). Concerning the fragment spectra, two important aspects are to be mentioned: (1) The spectrum at 50 fs pump--probe delay ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}b, blue curve) shows strong PE bands that can be assigned to a series of Rydberg states down to the 3p state. This indicates that significant population transfer to these states occurs within the first 50 fs and that the corresponding filling time constant is the same for all lower states populated by IC. (2) The 50 fs (blue) and 300 fs (green) spectra are all in all very similar and the signal has not significantly dropped, in particular for the 3p and 3d states. This shows that population transfer from S~*n*~ to these states remains active after about 300 fs and that population decay from these states proceeds with time constants on the order of a few hundred femtoseconds. Furthermore, there is a trend of stronger signal decrease of higher states (4p, 4d~*yz*~) and weaker decrease of lower states (3p, 3d), suggesting that the decay from higher states proceeds faster compared to lower states. At 700 fs the PE signal has significantly decreased. Finally, we note that the fragment PEPICO signal assigned to the S~*n*~ states at 2.4--3.1 eV is caused by ionization to the ionic ground state in combination with fragmentation due to subsequent excitation of the ion, as demonstrated by previous laser intensity scans.^[@ref17]^ The PE bands below 0.5 eV cannot be assigned and might be related to valence states.^[@ref17]^

To obtain deeper insight into the population transfer dynamics we recorded the full time-resolved PE spectra associated with the parent ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}a) and fragment ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}b) ions. The parent PEPICO signal is confined to the small energetic region of the photoexcited S~*n*~ band, and its fast decay reflects the pump--probe cross correlation. The overall width and rich structure of the fragment PEPICO signal reaching from 0 to 3 eV, in contrast, represents population in the corresponding Rydberg states, as assigned in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}b. Also, the longer lasting ion signal from these states is evident, in particular at about 1 eV, which is visible for about 500 fs.

![Time-resolved parent (a) and fragment (b) PEPICO spectra, plotted with an energy resolution of 50 meV. Energy ranges that are integrated for state-resolved transient signals ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}) are marked with colors and labeled at the top (3p, 0.65--1.1 eV (green); 3d~*yz*~/3d~*x*^2^--*y*^2^~, 1.1--1.6 eV (red); 3d~*xy*~/4s, 1.6--1.8 eV (cyan); 4p, 1.8--2.1 eV (magenta); 4d~*yz*~, 2.1--2.4 eV (yellow); S~*n*~, 2.4--3.1 eV (black)).](jp-2017-050122_0003){#fig3}

To model the population transfer between the Rydberg states as a function of time we integrate the signal within energy regions assigned to individual states, as indicated by vertical color bars in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}. The obtained state-resolved parent and fragment PEPICO transients are shown in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}, plotted with the same color assignment. These transients contain two contributions: (1) the important temporal change representing the population transfer between the Rydberg states and (2) the Gaussian peak due to the pump--probe cross correlation. The parent PEPICO transient ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}a) shows a single exponential decay, caused by the decay of population from the photoexcited S~*n*~ states. The fragment PEPICO transients ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}b), by contrast, reveal a fundamentally different temporal behavior, representing the sequential decay model. They increase to a maximum at about 250 fs and then decay to zero. The rising and falling character is caused by the initial population increase due to filling from S~*n*~ and simultaneous population decay, respectively. These results confirm the initial interpretation of the fragment PEPICO spectra ([Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}) above.

![Parent (a) and fragment (b) PEPICO transients, assigned to different Rydberg states, as given in the legend. The signals are obtained by integrating the time-resolved PEPICO signals within the corresponding energy regions, which are indicated by the same colors as in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}. Solid lines represent the fit results of [eqs [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"}--[3](#eq3){ref-type="disp-formula"} with the obtained parameters as listed in [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}. For visibility, the curves are vertically offset.](jp-2017-050122_0004){#fig4}

We fit the decay model introduced in [eqs [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"}--[3](#eq3){ref-type="disp-formula"} to the transient PEPICO spectra in order to develop a quantitative interpretation. We globally optimize the laser pulse duration, σ, and the decay time constant of state \|1⟩, τ~1~, under the assumption that the time constant for population increase of all lower Rydberg states (3p to 4d~*yz*~) is the same as that for population decrease of the photoexcited S~*n*~ state. In other words, population is assumed to be transferred directly from S~*n*~ to the lower states, without intermediate states being populated. Hence, both the decaying parent signal and the increasing fragment signals of all observed lower states are considered for the determination of τ~1.~ With the global least-squares approximation using a Levenberg--Marquardt algorithm we obtain σ = (35.6 ± 0.3) fs and τ~1~ = (319 ± 23) fs.

The decay time constant τ~2~ is assumed to be state dependent and is therefore determined separately for each energy range of the fragment PEPCIO signal (cf. [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}). The τ~1~ and τ~2~ decay times are listed in [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}, and corresponding fit curves are drawn as solid lines in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}. The good agreement between the transient signals and our simple model demonstrates that the majority of the photoexcited population follows a sequential decay. In general, however, it could be expected that relaxation pathways with a different, nonsequential behavior are active, which deviate, for example, from the assumed simultaneous decrease of the photoexcited states and increase of the lower states. The contribution of such channels is not recognized in our transients ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}). We also note that a very fast decay of the S~*n*~ states with a time constant below ∼100 fs would probably be hidden by the pump--probe cross correlation peak ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}a). However, a fast population increase in the lower states ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}b) should be present, which is not the case, as the signal increases to a maximum at 250 fs.

###### Decay Time Constants τ for Different Rydberg States, as Obtained by This Work via the Sequential Fit Model, [Eqs [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"}--[3](#eq3){ref-type="disp-formula"}, and by Previous Experiments[a](#tbl1-fn1){ref-type="table-fn"}

                                                             τ/fs                                                                                                               
  ---------------------- ----------------- ----------------- ----------------- -------------------------------------------- ------ -------------------------- ---------- ------ ----------
  3p~*x*~                A~1~              7.34              τ~2~ = 128 ± 13   (141 ± 14)[b](#t1fn1){ref-type="table-fn"}   250    (280 ± 40) to (710 ± 40)   330 ± 30           
  3p~*y*~                A~2~              7.41                                                                                                                                 
  3p~*z*~                B~2~              7.45                                                                                                                                 
                                                                                                                                                                                 
  3d~*yz*~               A~1~              7.72              τ~2~ = 96 ± 17                                                        (50 ± 5) to (90 ± 5)       \<50       \<60   330 ± 40
  3d~*x*^2^--*y*^2^~     B~2~              8.09                                                                                                                                 
                                                                                                                                                                                 
  3d~*xy*~               B~1~              8.17              τ~2~ = 87 ± 33                                                                                                      
  4s                     B~2~              8.22                                                                                                                                 
                                                                                                                                                                                 
  4p                     A~1~              8.58              τ~2~ = 73 ± 23                                                                                                      
                                                                                                                                                                                 
  4d~*yz*~               A~1~              8.70              τ~2~ = 81 ± 29                                                 250                                                  
                                                                                                                                                                                 
  S~*n*~ (6p, 6d, 7s)                      9.30              τ~1~ = 319 ± 23   154 ± 44                                                                                          
                                                                                                                                                                                 
  excitation energy/eV   3 × 3.14 = 9.42   2 × 4.61 = 9.22   2 × 4.4 = 8.80    2 × (3.88 to 4.19) = (7.76 to 8.38)          8.00   2 × 4.04 = 8.08            8.00              

On the left the states are listed, including their symmetry (sym)^[@ref24]^ and energy *E*.^[@ref25]^ The states are grouped according to the energy ranges used for the fitting routine (see [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}), as indicated by blank rows in the table. In the last line the excitation energy of each experiment is listed.

The 3p decay time constant is obtained by averaging the parent and fragment PEPICO signals.

It is also important to note that, due to PEPICO detection, we can exclude fragmentation in the neutral because all the observed bands in the spectra can be assigned to the unfragmented parent molecule.

In the following we discuss the obtained state-dependent decay time constants, which are summarized in [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}, and compare them to the results of previous experiments. For the states of the Rydberg manifold that are populated by IC (3p to 4d~*yz*~) the decay times are all around 100 fs and a trend of slower decay from energetically lower states is observed. The decay time constant τ~2~ is state dependent with a monotonic decrease by almost 50 fs for increasing state energy, from τ~2,3p~ = (128 ± 13) fs to τ~2,4dyz~ = (81 ± 29) fs. This relation is shown in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} as a function of the PE kinetic energy. It is surprising that the time constants of these states are similar because, first, the Rydberg--valence interaction would be expected to depend on the symmetry of the Rydberg state, as the lowest-energy valence state interacting with the Rydberg manifold, the ππ\* state, has A~1~ symmetry^[@ref4],[@ref6]^ and the observed Rydberg states are of A~1~, B~1~, and B~2~ symmetry ([Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}). Second, conical intersections (CI)^[@ref27]^ are generally involved in IC processes and the relaxation pathways of the wave packets at CIs are found to depend on various parameters such as its energetic location, its geometry, or how it is approached by the wave packet. The influence of CIs on different reaction channels is demonstrated, for example, in molecular photofragmentation, as observed by photofragment translational spectroscopy.^[@ref28],[@ref29]^ The yields of reaction products and their kinetic energies were found to depend, for example, on the nature of the photoexcited state,^[@ref3],[@ref30],[@ref31]^ the vibrational excitation,^[@ref32]−[@ref35]^ or dynamic resonances.^[@ref36],[@ref37]^

![Decay time constant τ~2~ as a function of the state energy *E* for Rydberg states populated by internal conversion.](jp-2017-050122_0005){#fig5}

In this context, the similarity of the decay time constants τ~2~ for different Rydberg states ([Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"} and [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}) indicates that similar dynamics are active during the relaxation of population from these Rydberg states. The monotonic increase of τ~2~ for lower states implies that an increasing energy barrier is present along the IC reaction coordinate for decreasing state energy. This is supported by calculated excited-state PESs along the CO stretching coordinate^[@ref4]^ which show that the intersection point of valence and Rydberg states shifts relative to the PES minimum within the Rydberg manifold. While it is close to the PES minimum for states above 3d, it lies a few hundred millielectronvolts above the PES minimum for the 3p states.^[@ref4]^

Our reported 3p decay time of τ~3p~ = (128 ± 13) fs is in line with previous results under the assumption that the decay time of a state depends on the energy difference between the photoexcited state and the decaying state. If the wave packet has gained more energy on its way to a certain lower state, it will be able to overcome a potential barrier more quickly. Couch et al.^[@ref12]^ observe a time constant of (330 ± 30) fs for the 3p decay upon a one-photon excitation with 8.0 eV photon energy (see [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}). Hüter et al.^[@ref13]^ obtain a range between (710 ± 40) and (280 ± 40) fs for excitation energy between 7.76 and 8.38 eV. Considering that our excitation energy is 1.4 eV higher compared to these results, we conclude that our value supports the trend of shorter lifetimes for higher excitation energies.

Previously observed population decay from the 3d~*yz*~ state is somewhat more contradicting: Farmanara el al.^[@ref14]^ report a 330 fs decay, while Hüter et al.,^[@ref13]^ Couch et al.,^[@ref12]^ and Solling et al.^[@ref5]^ obtain much shorter time constants of (50 ± 5) to (90 ± 5) fs, \<50 fs, and \<60 fs, respectively. Our observed decay time constant lies with τ~3dyz~ = (96 ± 17) fs within the same range.

The time constant in connection with the decay of the photoexcited S~*n*~ states, τ~1~ = (319 ± 23) fs, is significantly longer than any of the lower state time constants (3p to 4d~*yz*~). This observation is in agreement with the proposed trend of slower decay for less excess energy because photoexcited S~*n*~ population has not experienced conversion of electronic to kinetic energy through nonadiabatic relaxation. The value of (319 ± 23) fs is, however, in disagreement with our previous result of (154 ± 44) fs,^[@ref15]^ which was measured with two-photon excitation instead of the three-photon excitation of the present experiment. Due to the laser bandwidth several electronic states (6p~*x*~, 6p~*y*~, 6p~*z*~, 6d~*xy*~, 6d~*yz*~, 6d~*xz*~, 6d~*x*^2^--*y*^2^~, 6d~*z*^2^~, 7s) can be populated in this excitation region. These Rydberg states presumably provide different relaxation pathways with different decay time constants. As argued above, the activation of these pathways and, consequently, also the observed decay time are assumed to depend sensitively on the excitation conditions.^[@ref3],[@ref30]−[@ref37]^

Summary and Conclusion {#sec4}
======================

We have measured the electronic relaxation dynamics in acetone molecules triggered by excitation to high-lying Rydberg states (7s, 6p, 6d). The population flow downward of the Rydberg manifold to the 3p states can be followed by observing the increase and decrease of PE bands corresponding to various different Rydberg levels. Despite the general complexity in relaxation dynamics caused by the involvement of CIs, we find that a simple sequential decay model describes the observed transient signals satisfactorily. Within this model, population undergoes IC from the photoexcited states to lower Rydberg states with a time constant of τ~1~ = (319 ± 23) fs. For further decay the time constants are state dependent ranging from τ~2,3p~ = (128 ± 13) fs to τ~2,4dyz~ = (81 ± 29) fs, with a nearly monotonic decrease. The decay time difference between the photoexcited state and the lower Rydberg states that are populated by relaxation indicates that the dynamics of the IC processes are different. The dynamics during decay from the lower states (4d~*yz*~ to 3p), in contrast, seem to be similar. Furthermore, an increasing barrier along the IC path for lower states would explain the observed monotonic decrease of the decay time.

While our simple model seems to well describe the relaxation behavior of the majority of the photoexcited population in the case of acetone, the actual relaxation dynamics within the Rydberg manifold mediated by valence states must be much more diverse and complex. A comprehensive description will only be possible with time-resolved simulations such as trajectory surface hopping,^[@ref38]^ for which our results can serve as reference.
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