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1 ジョブで最大 1,024 ノードを占有する並列処
理が可能である。なお OS は UNIX System V に準
拠した SUPER-UX である。スカラ型並列コンピ
ュータ LX 406Re-2 は 68 のノードから構成され
る。1つのノードは 460GFLOPS の Intel Xeon プ
ロセッサ 2 基と 128GB の主記憶容量を有してい
る。なお OS は Linux である。ストレージシステ
ムは lustre で構成される 1 次ストレージ 1PB
と ScaTeFS(NEC Scalable Technology File 
System)で構成される2次ストレージ3PBの合計
4PB の容量を有している。1次ストレージは並列
コンピュータとの高速な I/O を、2 次ストレー
ジは利用者のホーム領域として並列コンピュー
タおよびスーパーコンピュータとの高速な I/O 
［大学 ICT 推進協議会 2015 年度年次大会論文集より転載］
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3  付帯設備について 
 SX-ACE を設置している本センター2 号館の内




難であったため、2014 年 11 月に竣工した 2 階
建の計算機棟である。スーパーコンピュータ
SX-ACE は 2 号館の 1 階に設置しており、2015
















 SX-ACE ではさらに冷却の効率を高めるため 
図 2 2 号館内部構成 
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Fortran 90/95 ISO/IEC 1539-1:1997 
自動並列、OpenMP 
Fortran 2003 ISO/IEC 1539-1:2004 
自動並列、OpenMP 





































形態の詳細を表 2に示す。   
通常利用はジョブ投入用コマンド qsub のオ
プションとして、-q で sx を –b でノード数を指
定することで利用可能であり、利用ノード数に
よって実行時間制限の規定値が異なっている。











表 2 共有利用での利用形態 
 
5 運用状況 
 SX-ACEの今年度 4月から 9月までのノード時
間とジョブ件数の推移を図 5 に示す。4 月、5
月と比較して 6 月から 8 月にかけてはジョブ件
数が大きく増加しているが、7月、8月について
のノード時間は 4 月と同程度にとどまっている。













図 5 ノード時間とジョブ件数の推移 
 












ョブが大部分を占めていた。4 月から 8 月は並
利用形態 利用ノード数 実行時間制限




デバッグ 1～16 2 時間 
17～32 24 時間 
無料 1 1 時間 
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列数の上限が512ノードであったが、すでに512
ノードを利用したジョブを実行している利用者
もいた。9 月以降は 1,024 ノードでの並列実行
も可能となっており、より大規模なジョブが実
行できる環境を整えている。 
図 6 ノード数に対する経過時間分布図 
 
6  高速化支援活動 
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1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
センター独自共同研究 拠点共同研究(JHPCN) HPCI 民間企業利用
 
図 7 共同研究数の推移 
 
表 3 高速化支援活動実績 
年度 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007
件数 2 9 8 9 10 7 18 20 8 29 10 
単体性能向上比 1.9 46.7 4.5 2.5 1.6 2.2 6.7 2.9 1.5 3.1 33.0
並列性能向上比 11.1 18.4 31.7 8.6 4.9 2.8 18.6 4.5 4.1 8.0 1.9 
年度 2008 2009 2010 2011 2012 2013 2014
件数 15 8 8 13 6 11 9 
単体性能向上比 9.3 47.0 47.2 16.2 19.7 16.7 10.3
並列性能向上比 5.1 3.6 48.5 17.2 15.3 12.9 8.0 
 
7 おわりに 
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