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Abstract
In this thesis we study the advantages of quantum correlation and entanglement in two
topics of quantum technologies. In Part I, we study quantum metrology and sensing using
atom-interferometers. We show squeezed light can be used to improve the sensitivity of
atom-interferometers. In Part II, we design an autonomous quantum heat engine based on
the oscillation of a single electron shuttle. We show that the controller has an energetic cost
to the engine. At the end we develop an idea of a quantum ratchet battery which can store
work output of the heat engine.
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Preface
In the article “Quantum technology: the second quantum revolution” [Phil. Trans. Soc.
Lond. A (2003)], J.P. Dowling and G.J. Milburn disscuss the second quantum revolution
which is happening. In the abstract of the paper they name some of the important topics in
quantum technology:
“We discuss a number of examples of research programs that could deliver quan-
tum technologies in coming decades including: quantum information technol-
ogy, quantum electromechanical systems, coherent quantum electronics, quan-
tum optics and coherent matter technology.”
Since the time of this paper (2003), we have seen many advancements in experimental
and theoretical research on these topics. Following this research, in this thesis, we investigate
two of the topics: “Coherent matter technology” and “quantum electromechanical systems”.
Specifically, this thesis is divided into two parts. Part I is about “Coherent matter tech-
nology” where we focus on atom-interferometers which have been shown to have advantages
in precision measurements. We show that quantum correlations and entanglement between
non-classical squeezed light and atoms can push the sensitivity of the atom-interferometers
further, toward the fundamental limits. Part II of this thesis is about “quantum electrome-
chanical systems”. Quantum electromechanical systems have been studied by using voltage
bias. Our approach is to design a heat engine based on the oscillation of a single electron
shuttle by using temperature bias. Our proposed engine can be a testbed to investigate
thermodynamics in the quantum world.
Each part of the thesis is self-contained and has its own background chapter where we
explained the required knowledge and mathematical techniques for the rest of the part.
1
2 List of Figures
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Enhancing Atom Interferometry with
Squeezed Light
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1
Background
In this chapter we gather the tools that we need for part-I of this thesis. We first introduce
optical and atomic interferometers in section 1.1. We show that interferometers with ‘un-
correlated’ particles have a limit to their sensitivity known as the ‘shot noise limit ’ (SNL).
In optical interferometers, SNL can be surpassed by using non-classical sources of light, like
squeezed light. The aim of part-I of this thesis is to surpass the SNL in atom-interferometers
by mapping the state of squeezed light on to the atomic clouds. This mapping is known
as ‘quantum state transfer ’ (QST). The mathematical technique that we need to simulate
QST, is the ‘truncated Wigner phase-space simulation’ or for short ‘truncated Wigner (TW)
method. We review TW with an example in section 1.2.
1.1 Interferometry
Measurement is the action that estimates the value of a physical quantity. It has a fundamen-
tal role in science and technology. Ultimately, the precision of measurement is determined
not only by the technical constraints of the measurement device, but also the fundamental
limits of physics. Interferometers are devices that use the interference of waves to make high
precision measurements. To do this, the incident wave must be split into two components,
which travel around different paths and get a different phase due to the physical process of
interest. One can measure the phase difference between paths by interfering the two compo-
nents, which converts phase information into population information which can be directly
measured. A typical example of interferometry is a Mach-Zehnder interferometer (MZI). In
the following we review both optical and atomic MZI.
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aˆin
bˆin
aˆout
bˆout
bˆ0
aˆ0
 
BS1
BS2
M1
M2
Sˆ = Nˆa   Nˆb
Figure 1.1: Schematic of an optical Mach-Zehnder interferometer. Two optical beams at mode
aˆin and bˆin are mixed by a 50/50 beamsplitter (BS1). Then a phase shift φ is applied due to a
physical process of interest. The beams are redirected toward each other via mirrors M1 and M2.
Then, they will be recombined by a second beamsplitter (BS2) before detection.
1.1.1 Optical Mach-Zehnder Interferometer
The diagram of an optical MZI is shown in figure 1.1. In an optical MZI, two input beams
aˆin and bˆin are combined with a 50/50 beamsplitter (BS1), where aˆin and bˆin are annihilation
operator for bosonic modes corresponding to the two input beams. The beams after the first
beamsplitter (BS1) are
aˆ′ =
1√
2
(
aˆin + bˆin
)
, (1.1a)
bˆ′ =
1√
2
(
aˆin − bˆin
)
. (1.1b)
Then a phase shift, φ, is applied via a physical process of interest. In figure 1.1 the phase
shift φ is applied to the beam aˆ′ (demonstrated by a box). Mathematically we multiply
aˆ′ with a phase factor such that aˆ′ → eiφaˆ′. After the phase shift, beams are redirected
into each other by mirrors M1 and M2. Then they will be recombined by another 50/50
beamsplitter (BS2). The output beams after BS2 are
aˆout =
1√
2
(
eiφaˆ′ + bˆ′
)
, (1.2a)
bˆout =
1√
2
(
eiφaˆ′ − bˆ′
)
. (1.2b)
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We write them in terms of the input beam operators aˆin and bˆin as
aˆout =
1
2
((
eiφ + 1
)
aˆin +
(
eiφ − 1) bˆin) , (1.3a)
bˆout =
1
2
((
eiφ − 1) aˆin + (eiφ + 1) bˆin) . (1.3b)
The second beamsplitter converts the phase shift φ into a photon number difference between
the two beams. The population difference at the output can be measured, allowing for an
accurate estimation of the phase shift. We write the output signal in terms of the two input
beams
Sˆ = aˆ†outaˆout − bˆ†outbˆout (1.4a)
=
(
aˆ†inaˆin − bˆ†inbˆin
)
cosφ+
(
aˆ†inbˆin + bˆ
†
inaˆin
)
sinφ. (1.4b)
The uncertainty in inferring the relative phase difference between the arms of the MZI is
∆φ =
∆S
|∂〈S〉/∂φ| , (1.5)
where (∆S)2 = 〈S2〉−〈S〉2 is the variance of the signal. It is common to use an uncorrelated
source of light at each input of MZI. In this case the population difference, i.e. output signal
S, follows Poissonian statistics with standard deviation ∆S =
√〈N〉, where 〈N〉 is the mean
number of detected particles. One can show that ∆φ ≥ ∆N/〈N〉 = 1/√〈N〉. This limit is
referred as the ‘shot noise limit ’ (SNL).
As an example, assume that the state of the light at input aˆin is a coherent state |α〉
and at input bˆin is a vacuum state |0〉. Using these initial states, the expectation value and
variance of the output signal are
〈S〉 = Na cosφ (1.6a)
(∆S)2 = 〈S2〉 − 〈S〉2 = Na, (1.6b)
where Na = |α|2. We calculate the phase error using equation (1.5)
∆φ =
√
Na
Na cosφ
(1.7)
which has minimum value of SNL at φ = pi/2:
∆φ
∣∣∣
min
=
1√
Na
. (1.8)
Figure 1.2a shows the output signal of a MZI with a coherent state and a vacuum state as
inputs. The solid line is the expectation value of the signal, 〈Sˆ〉, and the shaded area is the
standard deviation, ∆S. Also the minimum of ∆φ at φ = pi/2 is marked.
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Figure 1.2: shows the expectation value of the output signal 〈S〉 as a function of φ. The shaded
area is the standard deviation of the signal. One input of the MZI is chosen to be a coherent state
and the other one is chosen to be a) a vacuum state or b) a squeezed vacuum state. Minimum of
∆φ occurs at φ = pi/2. Using a vacuum state in one port results to the SNL (a) while using a
squeezed vacuum state lets us to surpass the SNL (b)
Squeezed State Interferometer
The SNL is not a fundamental bound. When non-classical states are used, sub-Poissonian
statistics allows sub-SNL sensitivities. Caves [1] showed that if coherent light and squeezed
optical vacuum are combined on the first beamsplitter of a MZI, one can surpass the SNL.
Squeezed states are states where the quantum noise in an observable is decreased at the cost
of an increase in the noise in the conjugate observable. In light these observables can be the
electric and magnetic fields [2, 3].
To show sub-SNL sensitivity, assume bˆin is in a squeezed vacuum state, |0, ξ〉 with ξ =
r exp(iθ), where r is the squeezing strength and θ is the squeezing angle. In this case the
expectation value and the variance of the signal are [2]
〈S〉 = (Na + sinh2 r) cosφ, (1.9a)
(∆S)2 = Na
(
cosh 2r − cos(θ − 2φ))+ sinh2 r. (1.9b)
The minimum of the phase error occurs at φ = θ/2 = pi/2 which is smaller than SNL:
∆φ =
e−r√
Na
≤ SNL. (1.10)
Figure 1.2b shows the expectation value of the signal (solid line) and its variance (shaded
area) using a squeezed vacuum at port bˆin. From this figure, it is obvious that surpassing
the SNL at φ = pi/2 has the cost of increasing ∆φ at some other values (e.g. at φ = pi).
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1.1.2 Atom Interferometry
Wave-particle duality, which is imposed by quantum mechanics, allows us to perform interfer-
ometry with atoms [4]. Atom interferometry is a leading precision measurement technology,
which has been shown to achieve very precise measurements of accelerations and rotations
[5–10], gravity gradients [11, 12], magnetic fields [13], the fine structure constant (α) [14],
and Newton’s gravitational constant (G)[15–18].
Suitable Atomic Source
In optics lasers are ideal for interferometry since they have large coherence length and have
a high photon flux. In comparison, suitable atomic source for atom interferometry should
have large coherence length and highly single mode occupation. The main choice of an
atomic source is cold atoms. Cold atoms, either in low temperature thermal states or Bose-
Einstein Condensate (BEC), have a narrow momentum distribution and a large coherence
length. That latter, BEC, is much colder with extremely narrow momentum distribution
which gives an order of magnitude larger coherence length. Bose-Einstein experimentally
achieved in 1995 [19] by trapping atoms in a three dimensional harmonic trap cooling them
down below critical temperature Tc where almost all atoms are in ground state of the trap.
Experimental achievement of BEC showed a macroscopic de Broglie atomic wave which is
suitable for atom-interferometry.
In addition to access to an atomic source with high coherence length, one needs to be
able to build equivalent of mirrors and beam splitters for the atomic wave. Internal structure
of atoms allows us to implement such optical elements, i.e. mirrors and beamsplitters, via
atom light interactions such as Raman transition [20]. We will discuses these in the next
chapter in more details.
Atomic MZI
A standard atomic MZI is shown in figure 1.3. It operates similar to the optical MZI. First
two clouds of atoms in modes ψˆ1 and ψˆ2 are mixed by a 50/50 beamsplitter, and then
letting a phase difference between the two modes accumulate due to the physical process of
interest (e.g. linear acceleration) which is demonstrated by a triangle in figure 1.3. The two
modes are redirected together via an atomic mirror, and subsequently mixed with a second
50/50 beamsplitter. This converts the phase shift φ into a population difference between
the two modes, Nˆ1 − Nˆ2, where Nˆi = ψˆ†i ψˆi. The population difference at the output can
be measured, allowing for an accurate estimation of the phase shift and hence the relevant
physical quantity of interest. Similar to the optical MZI, we write the output signal in terms
of the two input modes
Sˆ = Nˆ1(tf )− Nˆ2(tf )
= cosφ
(
Nˆ2(t1)− Nˆ1(t1)
)
+ sinφ
(
ψˆ†1(t1)ψˆ2(t1) + ψˆ
†
2(t1)ψˆ1(t1)
)
, (1.11)
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Figure 1.3: Schematic of an atomic Mach-Zehnder interferometer. Two atomic clouds are
mixed via a first Raman pulse which acts as a 50/50 beamsplitter and redirected toward each other
via a second pulse which acts as a mirror. Then, they will be recombined by a second beamsplitter
before detection. Between the beamsplitters a phase shift, due to a physical process of interest, is
applied.
where t1 and tf are the times immediately before the first beamsplitter and immediately
after the second beamsplitter, respectively. The phase sensitivity of the interferometer is the
same as optical MZI equation (1.5) [2].
If one input is either a traditionally prepared Bose-condensed source (modelled as a
coherent state or Fock state) or a laser-cooled thermal source (modelled as a non-interacting
thermal source), and the other input is vacuum, then the standard MZI can achieve a
sensitivity no better than the SNL: ∆φ = 1/
√
Nt, where Nt is the total number of the atoms
measured at the output, (similar to optical MZI).
For an atomic MZI, sub-SNL sensitivities require atomic spin-squeezed states [21], which
possess reduced quantum fluctuations in the number difference. Atomic squeezed states can
be generated by nonlinear atomic interactions like one-axis twisting [22] and spin-exchange
collisions [23, 24] . However, atomic interactions cause phase diffusion and complicated
multimode dynamics in high-flux sources which is incompatible with atom interferometry
[25]. In contrast atomic squeezed states with high flux and negligible interatomic interactions
can be generated using atom-light interactions. For example, Behbood et al. [26] created
atomic squeezed states using Faraday rotation probing. Another approach is to transfer the
quantum state of squeezed light, which is routinely generated in quantum optics laboratories,
to the atoms. Quantum state transfer (QST) between atoms and light is comprehensively
reviewed in [27]. However, its particular focus was the application of atom-light QST to
quantum memories. In the next chapters we explain the details of the QST for the purpose
of surpassing SNL in atomic interferometer.
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1.2 Truncated Wigner Method
Exact simulation of atom interferometers which have high dimensions in Hilbert space are
beyond capabilities of even modern computers. For example atom interferometry with N
bosons in M modes scales like MN , which rapidly becomes intractable for even modest
numbers of particles and modes.
Phase-space methods are powerful methods where instead of the time evolution of the
density operator, the time evolution of a quasi-probability distribution is mapped to a set of
stochastic differential equations which can be efficiently simulated.
In this section we give a brief overview of one of these methods called the truncated
Wigner method [28–32]. In the following chapters we use the truncated Wigner method to
simulate quantum state transfer.
1.2.1 Phase-Space Distributions
We closely follow the description in ‘Quantum Optics’ book by Scully and Zubairy [2]. We
start with a recap of the phase space representation of the density operator. We know
coherent states are eigenstates of the annihilation operator
aˆ |α〉 = α |α〉 , (1.12)
where α, the eigenvalue of aˆ, is a complex number. We also know that the coherent states
are over complete:
1
pi
∫
d2α |α〉 〈α| = 1, (1.13)
where d2α = d(Re[α])d(Im[α]). As a mathematical consequence, X ≡ Re[α] and Y ≡ Im[α]
form a phase space and we can represent a quantum state ρ with a distribution function in
this phase space. There are three common phase-space distributions associated with three
different orderings of aˆ and aˆ†:
Normal ordering: It means, all the creation operators are on the left and all the annihi-
lation operators are on the right. Examples are aˆ†aˆ and aˆ†aˆ†aˆaˆ
Anti-normal ordering: As its name suggests, it is the opposite of normal ordering. It
means all the annihilation operators are on the left and all the creation operators are on the
right. Examples are aˆaˆ† and aˆaˆaˆ†aˆ†.
Symmetric ordering, also called Wigner ordering, is the average of all the possible con-
figurations of aˆ and aˆ†. We use the convention notation {..}sym to show symmetric ordering.
Examples of symmetric ordering are
{aˆ†aˆ}sym = 1
2
(
aˆ†aˆ+ aˆaˆ†
)
, (1.14a)
{aˆ†aˆ†aˆ}sym = 1
3
(
aˆ†aˆ†aˆ+ aˆ†aˆaˆ† + aˆaˆ†aˆ†
)
. (1.14b)
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Each ordering is associated with a characteristic function as
χN(λ) = Tr
[
ρeiλ
∗aˆ†eiλaˆ
]
←→ (Normally ordered), (1.15a)
χA(λ) = Tr
[
ρeiλaˆeiλ
∗aˆ†
]
←→ (Anti-normally ordered), (1.15b)
χS(λ) = Tr
[
ρeiλ
∗aˆ†+iλaˆ
]
←→ (Symmetric ordered). (1.15c)
The Fourier transform of the characteristic functions are the phase space distributions
P (α, α∗) =
1
pi2
∫
χN(λ)e
−iλ∗α∗e−iλα, (1.16a)
Q(α, α∗) =
1
pi2
∫
χA(λ)e
−iλ∗α∗e−iλα, (1.16b)
W (α, α∗) =
1
pi2
∫
χS(λ)e
−iλ∗α∗e−iλα. (1.16c)
Each of these distributions functions has its own properties, advantageous and disadvan-
tageous. To get a better insight, we explain each of them here.
P-function
The P-function is also called Glauber-Surdarshan P-representation [33, 34]. It is the expan-
sion of the density matrix in coherent state bases
ρ =
∫
P (α, α∗) |α〉 〈α| d2α. (1.17)
The P-function can be positive or negative. The negativity is associated with non-classical
states so it is a useful function to identify non-classicality. But the P-function is not usually
a well behaved function. As an example the P-representation of coherent state |α0〉 is a
Dirac delta function:
P (α) = δ(α− α0). (1.18)
To study dynamics of a system, one needs to simulate dynamics of the phase space distri-
bution and the Dirac delta function is not easy to deal with in numerical analysis.
However, the P-function is useful for calculating the expectation value of normally ordered
operators
〈(aˆ†)naˆm〉 =
∫
d2αP (α, α∗)(α∗)nαm. (1.19)
Q-function
Although we are not using the Q-function in this thesis, we briefly introduce it here for
pedagogical reasons. The Q-function is also called Husimi Q-representation. It has a simple
form of
Q(α, α∗) =
1
pi
〈α| ρ |α〉 , (1.20)
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which is easy to calculate and is always positive. As a consequence of its positivity it can not
distinguish non-classical states. The advantage of the Q-function is that it is a well behaved
function. As an example, the coherent state |α0〉 in Q-representation is a Gaussian function:
Q(α) =
1
pi
e−|α−α0|
2
(1.21)
Similar to P- the Q-function is useful for calculating the expectation value of anti-
normally ordered operators
〈aˆn(aˆ†)m〉 =
∫
d2αQ(α, α∗)αn(α∗)m. (1.22)
W-function
The W-function is usually called the Wigner function. It was the first quasi-probability
distribution that has been introduced into quantum mechanics [35]. The Wigner function is
a well behaved function. As an example Wigner function of coherent state |α0〉 is a Gaussian
function
W (α) =
2
α
e−2|α−α0|
2
. (1.23)
Also the Wigner function can be negative and the negativity is due to non-classicality of the
state; but there are non-classical states which have positive Wigner function (e.g. squeezed
states). The Wigner function does not have a simple formula to relate it to the density opera-
tor. One should calculate it using equation (1.16c) which can be challenging for complicated
states.
Another useful property of the Wigner function is that its marginals return the correct
probability distribution of quadratures X = Re[α] and Y = Im[α],∫
dYW (α) = 〈X| ρ |X〉 = P (X) (1.24a)∫
dXW (α) = 〈Y | ρ |Y 〉 = P (Y ). (1.24b)
The Wigner function is the only quasi-distribution function which has this property, therefore
it is the closest function to the probability distribution function.
Also, as one would expect, the Wigner function can be used to calculate the expectation
value of symmetric ordered operators
〈(aˆ†)naˆmsym〉 =
∫
d2αW (α, α∗)(α∗)nαm. (1.25)
The Wigner function is the phase space distribution that we use in the next chapters.
Since we are interested in dynamics of a quantum state, we need to map dynamics of the
density operator to the Wigner function.
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1.2.2 Dynamics of the Wigner Function
The dynamics of a density operator is given by the von Neumann equation
d
dt
ρ = −i[H, ρ], (1.26)
where H is the Hamiltonian. In quantum optics and atom optics, the Hamiltonian usually
is a combination of annihilation and creation operators. To map dynamics of the density
operator to the Wigner function we use the following correspondences between the operators
acting on ρ and the Wigner function [36]
ρaˆ† −→
(
α∗ +
1
2
∂
∂α
)
W (α, α∗), (1.27a)
aˆ†ρ −→
(
α∗ − 1
2
∂
∂α
)
W (α, α∗), (1.27b)
ρaˆ −→
(
α− 1
2
∂
∂α∗
)
W (α, α∗), (1.27c)
aˆρ −→
(
α +
1
2
∂
∂α∗
)
W (α, α∗). (1.27d)
These mappings may be applied successively
aˆ†aˆρ −→
(
α∗ − 1
2
∂
∂α
)(
α +
1
2
∂
∂α∗
)
W (α, α∗). (1.28)
We continue by applying this map to a physical example. Consider an anharmonic
oscillator with Hamiltonian
H = ωaˆ†aˆ+
g
2
aˆ†aˆ†aˆaˆ. (1.29)
The evolution of the density operator according to the von Neumann equation is
dρ
dt
= −i[H, ρ]
= −iω (aˆ†aˆρ− ρaˆ†aˆ)− ig
2
(
aˆ†aˆ†aˆaˆρ− ρaˆ†aˆ†aˆaˆ) . (1.30)
We use (1.27) to map this dynamics to the evolution of Wigner function and we find
∂W
∂t
= i
[
∂
∂α
(
ωαW + g(|α|2 − 1))− g
4
∂3
∂2α∂α∗(αW )
]
+ c.c., (1.31)
where c.c. means complex conjugate. This equation is as difficult to solve as the von Neumann
equation using the Hamiltonian (1.29), so we have not achieved any computational advan-
tage. We can simplify this equation by neglecting the third order derivation and achieve a
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Focker-Plank equation (FPE)
∂W
∂t
≈ i ∂
∂α
(
ωαW + g(|α|2 − 1))+ c.c.. (1.32)
This approximation is known as Truncated Wigner approximation. Although the FPE de-
rived from a TW is always positive, it captures the most important part of dynamics that
we need. To solve the FPE, one can map it to an ODE for α,
i
dα
dt
= ωα + g(|α|2 − 1)α, (1.33)
where the initial value of α is sampled from the initial Wigner function. A collection of
solutions (trajectories) from different initial samples represents the dynamics of the Wigner
function. Note that the trajectories are always positive and they do not show the negativity
of the Wigner function therefore they are not true evolutions of the Wigner function. But
we can calculate the expectation values of physical quantities. We know the averages over
any combinations of α and α∗ gives the expectation value of symmetric ordered operators.
We use the fact that aˆ and aˆ† obey the canonical bosonic commutation relation, [aˆ, aˆ†] = 1,
and find the relation between the required expectation value and average over the samples.
As an example expectation value and variance of the number operator are
〈Nˆ〉 = 〈aˆ†aˆ〉 = |α|2 − 1
2
(1.34a)
〈Nˆ2〉 = |α|4 − |α|2, (1.34b)
where the overline means average over the samples (trajectories). Figure 1.4a shows the
simulation of equation (1.33) using a coherent state as the initial state of the anharmonic
oscillator. Blue dots are initial samples from initial Wigner function at time ti. Since the
Wigner function of a coherent state is a Gaussian function, the distribution of the initial
samples look Gaussian. The orange dots are final values of α after evolving for some time
T = tf − ti according to equation (1.33). The distribution of the orange dots represents the
shape of the Wigner function at time tf .
The model of anharmonic oscillator is simple enough that we solve the von Neumann
equation (1.30) directly. We compare the result of the TW with von Neumann solution in
Figure 1.4b which shows perfect agreement. Direct solution to the von Neumann equation
needs truncation in Hilbert space of the oscillator and solving differential equations of the
matrix elements of the density operator. In this case we kept 100 modes of the oscillator and
solved a differential equation for a matrix with 104 elements. Therefore direct solution of the
von Neumann equation is computationally harder and slower than TW. Also to construct the
Wigner distribution from the density matrix, we need to use equations (1.15c) and (1.16c)
which is hard to compute for a 100× 100 density matrix.
The truncated Wigner method is the most suitable approach to simulate quantum state
transfer between squeezed light and atoms. We use this method in the next chapters to
surpass SNL in atomic Mach-Zehnder interferometers and obviously it scales badly with
number of modes. For instance the three mode problem is extremely harder and anything
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Figure 1.4: Shows the result of the TW simulation of anharmonic oscillator. a) shows the
initial samples (blue dots) and final results (orange dots). The distribution of dots represent the
shape of the Wigner function. b) compares the expectation value and variance of the quadratures
calculated using TW method (solid lines) and von Neumann equation (circles).
substantially multimode is impossible to do by direct integration.
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Atomic Beamsplitting and QST with
Two-Photon Raman Transitions
As we disscussed in chapter 1, uncorrelated sources in atom interferometers operate no
better than the standard quantum limit (SQL) - i.e. the sensitivity scales as 1/
√
N where N
is the number of detected atoms. Unfortunately, current atomic sources have low fluxes (in
comparison with photon sources), and there exist considerable technical barriers to increasing
this flux [1]. Hence, developing atom interferometers that operate below the SQL are of great
interest.
Sub-SQL atom interferometers necessarily exploit entanglement, and a number of pro-
posals exist for generating the required entanglement between the atomic degrees of freedom.
These proposals are based on diverse phenomena such as molecular dissociation [2], spin-
exchange collisions [3–5], atomic four-wave mixing [6–9], and atomic Kerr squeezing [10–16].
However, all these schemes require large inter-atomic interactions, small atom number, and
give little control over the motional atomic state. These are the opposite conditions required
for precision atom interferometry.
Alternatively, squeezed atomic states can be generated by mapping the quantum state of
squeezed light to an atomic field [17–22]. In Chapter 1, we reviewed the work by Caves [23]
that squeezed light surpasses SQL sensitivities in optical interferometers. Transferring the
entanglement in squeezed light to atomic degrees of freedom should similarly allow sub-SQL
in atom interferometers. Importantly, since the squeezing is generated independently of the
atomic source, in principle this technique gives high flux (relative to state-of-the-art atomic
sources), weakly-interacting squeezed atomic states which is ideal for atom interferometry.
Here in this chapter we derive a simplified quantum model of atom-light coupling, based
on two-photon Raman transitions, and show how this atom-light coupling can be used as
atomic mirror and beam splitter as well as quantum state transfer (QST) between the optical
and the atomic modes. Both atomic beamsplitter and mirrors, and quantum state transfer
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(probe) (control)
|ei
!e
Figure 2.1: Energy level scheme for a three-level Raman transition comprising two non-
degenerate hyperfine ground states, |1〉 and |2〉. The BEC is initially formed in the state |1〉,
and population is transferred to |2〉 via the absorption of a photon from E1 (the probe beam) and
the emission of a photon into E2 (the control beam). The probe and control beams are detuned
from the excited state |e〉 by an amount ∆p = ωe − ωp and ∆c = ωe − ω2 − ωc, respectively.
form integral components for the quantum-enhanced atom interferometry scheme presented
in Chapter 3
2.1 Model
We construct a Mach-Zehnder atom-interferometer from a trapped Bose-Einstein condensate
(BEC). Typically, the arms of the interferometer are two internal states available to the
atoms, such as hyperfine sub-levels of the electronic ground state, or motional states. Our
system has been previously described in [19–21] and a diagram of this system is shown in
figure 2.1. We begin with a BEC consisting of atoms with two hyperfine states |1〉 and |2〉,
separated in energy by an amount ~ω2. These two levels are coupled with a Raman transition
via two optical fields, Eˆ1 (probe beam, wavevector k1) and Eˆ2 (control beam, wavevector
k2), which are both detuned from an excited state |e〉. We assume that the control field Eˆ2
is much more intense than the probe field Eˆ1, allowing us to ignore depletion and quantum
fluctuations. Therefore we approximate the control field as a classical plane wave
Eˆ2(r, t) ≈ E2 exp[i(k2 · r− ωct)]. (2.1)
Furthermore, we design ∆p ≡ ωe − ωp and ∆c ≡ ωe − ω2 − ωc to be large compared with
the Rabi frequencies of the |1〉 → |e〉 and |2〉 → |e〉 transitions. Therefore, the excited state
can be adiabatically eliminated [24–26], giving an effective coupling between atomic states
|1〉 and |2〉. Finally, we assume a dilute atomic sample, since it is generally optimal for atom
interferometry to operate in a regime where the inter-atomic interactions are negligible [27–
29]. Under these approximations and the rotating-wave approximation [30], the Hamiltonian
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for the system becomes
Hˆ =
∑
j=1,2
∫
dr ψˆ†j(r)Hj(r)ψˆj(r)
+ ~g
∫
dr
(
ψˆ1(r)ψˆ
†
2(r)Eˆ1(r)e
−i(k2·r−ωct) + h.c.
)
+ Hˆlight , (2.2)
where Hˆlight is the Hamiltonian for the free photon field. Here, H1(r) = H(r) and H2(r) =
H(r) + ~ω2, where H(r) is the single-atom Hamiltonian common to both hyperfine states.
ψˆ1(r) and ψˆ2(r) are the usual bosonic field operators for atoms in hyperfine states |1〉 and
|2〉, respectively, satisfying the commutation relation [ψˆi(r), ψˆ†j(r′)] = δijδ(r− r′). Similarly,
Eˆ1(r) is the annihilation operator for the probe field satisfying [Eˆ1(r), Eˆ
†
1(r
′)] = δ(r − r′).
We assume that the probe field Eˆ1(r) has a small spread of frequencies around ωp = c|k1|,
in which case the effective coupling strength is given by
g = d12
√
ωp
2~0
Ω
∆p
, (2.3)
where d12 is the dipole moment of the |1〉 → |e〉 transition, Ω is the Rabi frequency for the
|2〉 → |e〉 transition, effected by the classical control field, and 0 is the permittivity of free
space.
As is typical in atom interferometry, we assume that all atoms are initially in a single
motional mode u0(r) of state |1〉. Also we assume that our probe field is vacuum, except for
occupation in a pulse characterized by a wave packet propagating in the z-direction:
up(r, t)e
ik1·r = utrans(x, y)uprop(z − ct)eik1·r, (2.4)
satisfying L|k1|  1, where L is the characteristic length scale of uprop(z).
The timescale for population transfer is fast compared with the timescale for atomic
motion. Therefore we simplify the Hamiltonian (2.2) by expanding the field operators in the
appropriate mode basis, and keeping only those modes that are highly occupied. Formally,
we approximate
ψˆ1(r) ≈ u0(r)aˆ1, (2.5a)
ψˆ2(r) ≈ u0(r)ei(k1−k2)·raˆ2, (2.5b)
Eˆ1(r) ≈ up(r, t)eik1·rbˆ. (2.5c)
Using these approximations, the simplified Hamiltonian is
Hˆ ≈ Hˆ0 + Hˆ′int, (2.6)
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where
Hˆ0 =
(
~ω2 +
~2
2m
|k1 − k2|2
)
aˆ†2aˆ2 + ~ωpbˆ†bˆ, (2.7a)
Hˆ′int = ~gf(t)
(
aˆ1aˆ
†
2bˆ e
iωct + h.c.
)
, (2.7b)
and
f(t) =
∫
dr |u0(r)|2up(r, t). (2.8)
Note that we have neglected the single-atom energy contribution due to Hj(r), since it
is approximately a constant energy offset on the timescale of the population transfer. Also
note that the time dependence in Hˆ is due to the propagation of the probe wave packet
up(r, t).
In order to determine the dynamics of the system due to the atom-light interaction, we
first move to the interaction frame by
Hˆint = Uˆ †Hˆ′intUˆ , (2.9)
where Uˆ = exp(iHˆ0t/~). We then derive the following Heisenberg equations of motion:
d
dt
aˆ1(t) = −igf(t)aˆ2bˆ†eiδt, (2.10a)
d
dt
aˆ2(t) = −igf(t)aˆ1bˆe−iδt, (2.10b)
d
dt
bˆ(t) = −igf(t)aˆ2aˆ†1eiδt, (2.10c)
where δ = ωp−ωc−ω2−~|k1−k2|2/(2m) is the two-photon detuning, which is an experimental
parameter freely adjustable by tuning the frequency offset between E1 and E2. We only
consider the optimal case δ = 0, when the system is on-resonance such that the energy
transferred by the two-photon transition perfectly matches the change in electronic and
kinetic energies of the atom. In this case the equations (2.10) simplify to
d
dt
aˆ1(t) = −igf(t)aˆ2bˆ†, (2.11a)
d
dt
aˆ2(t) = −igf(t)aˆ1bˆ, (2.11b)
d
dt
bˆ(t) = −igf(t)aˆ2aˆ†1. (2.11c)
Equations (2.11) are the main equations that we use in this chapter as well as the next
chapter. They allow us to describe the conventional coherent atomic beamsplitters and
atomic mirrors as well as the process of quantum state transfer (QST) of the light state to
the atomic state. In the following we explain each of these processes.
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2.2 Atomic Beamsplitters and Mirrors
The coherent beamsplitting and reflection of two atomic modes via two-photon Raman tran-
sitions is a mature experimental technique that has been used with much success in atom
interferometry [31]. In these experiments, both light pulses have a mean photon number much
larger than the number of atoms in modes aˆ1 and aˆ2, and are therefore well-approximated
as undepletable coherent states. In this regime, the atom-light coupling is a conventional
Raman transition, in the sense that the coupling coherently transfers population between
the two atomic modes without significantly affecting the state of the optical modes. This
can be formally seen by making the replacement bˆ → √Nb, for mean photon number Nb,
and subsequently solving Eqs (2.10a) and (2.10b), yielding
aˆ1(t) = aˆ1(t0) cos(θBS/2)− iaˆ2(t0) sin(θBS/2), (2.12a)
aˆ2(t) = aˆ2(t0) cos(θBS/2)− iaˆ1(t0) sin(θBS/2), (2.12b)
with θBS(t) ≡ 2g
√
Nb
∫ t
0
dt′ f(t′). When θBS = pi/2 we have a 50/50 atomic beamsplitter
which put the atomic modes in symmetric superposition as
aˆ1(t) =
1√
2
(aˆ1(t0)− iaˆ2(t0)) , (2.13a)
aˆ2(t) =
1√
2
(aˆ2(t0)− iaˆ1(t0)) . (2.13b)
Figure 2.2 demonstrates the analogy between an atomic beam splitter using a two-photon
Raman transition and an optical beamsplitter. On the other hand when θBS = pi we get
aˆ1(t) = −iaˆ2(t0), (2.14)
aˆ2(t) = −iaˆ1(t0), (2.15)
so that we have an atomic mirror. It is worth noting that equations (2.12) apply to other
coherent beamsplitting techniques, such as Bragg pulses [32, 33] and Bloch oscillations [34].
2.3 Quantum State Transfer (QST)
The goal of this process is to take a pulse of light, described by annihilation operator bˆ,
and coherently map its quantum state onto the atomic mode aˆ2. Thus, if bˆ was initially in
some interesting quantum state, such as a squeezed state, or was entangled with another
mode, after QST, aˆ2 will also be in this state and/or be entangled with this other mode.
To achieve perfect QST, the number of photons in mode bˆ must be much less than the
initial number of condensate atoms in mode aˆ1. Then, for a sufficiently short atom-light
coupling time, a small number of atoms can be transferred to mode aˆ2, which now have the
initial quantum state of the light in mode bˆ, while leaving the number of atoms in mode aˆ1
approximatly unchanged. This is known as undepleted reservoir approximation. Formally
we change aˆ1 →
√
Na1 , where Na1 is the mean number of atoms in mode aˆ1. Under this
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Analogous optical 
process
(bright coherent state)
(bright coherent state)
Figure 2.2: Here we show the analogy between a conventional two-photon Raman transition
(left and middle panel) and a beamsplitter (right panel). An atom in mode aˆ1 can absorb a photon
from mode bˆ, and emit it into E2 via stimulated emission, producing one atom in mode aˆ2. An
atom can be transferred from aˆ2 to aˆ1 via the reverse process. In the regime where the number of
photons in both bˆ and E2 is much greater than the number of photons in mode aˆ1, we can treat
the optical modes as undepletable reservoirs, and the process behaves as an atomic beamsplitter.
approximation, the dynamics of QST are described wholly by equations (4.1b) and (4.1c),
which can be solved exactly:
aˆ2(t) = aˆ2(t0) cos(θQST/2)− ibˆ(t0) sin(θQST/2) (2.16a)
bˆ(t) = bˆ(t0) cos(θQST/2)− iaˆ2(t0) sin(θQST/2), (2.16b)
where θQST(t) ≡ 2g
√
Na1
∫ t
0
dt′ f(t′). As was shown in Jing et al. [17], when θQST = pi we
have complete-QST, such that the quantum state of bˆ(t0) is perfectly mapped to the quantum
state of aˆ2(t1), up to a phase factor:
aˆ2(t) = −ibˆ(t0), (2.17a)
bˆ(t) = −iaˆ2(t0). (2.17b)
In practice, achieving the required coupling strength for complete-QST is challenging.
Thus incomplete-QST, with 0 < θQST < pi, is the likely experimental regime. Incomplete-
QST also occurs when the undepleted reservoir approximation breaks down, which occurs
when the initial number of photons in bˆ becomes comparable to the number of atoms in aˆ1.
In this regime the solution (2.16) is invalid, and we require a numeric solution to equations
(2.11). Moreover, as θQST is no longer well-defined, the QST process must be described by
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Analogous optical 
process
(weak pulse)
(bright coherent state)
Figure 2.3: Similarly here we show the analogy between atom-light QST process (left and
middle panel) and a beamsplitter (right panel). A photon from mode bˆ can either implement a
Raman transition, resulting in an atom being outcoupled into mode aˆ2, or the photon can be
transmitted, remaining in mode bˆ. In the regime where the number of photons in mode bˆ is much
less than the number of atoms in the condensate aˆ1, we can treat aˆ1 as an undepletable reservoir.
an alternative metric. The natural choice is the QST-efficiency :
Q(t) ≡ 〈aˆ
†
2(t)aˆ2(t)〉
〈bˆ†(t0)bˆ(t0)〉
, (2.18)
which is a measure of the fraction of atoms out-coupled compared with the total number of
input photons. Although this is a somewhat cruder metric than the fidelity, it is operationally
more convenient, and certainly more than adequate for our purposes. When aˆ1 is treated as
an undepleted reservoir, and equations (2.16) apply, then
Q = sin2(θQST/2). (2.19)
We then are able to write equations (2.16) using QST-efficiency as
aˆ2(t) =
√
1−Q(t) aˆ2(t0)− i
√
Q(t) bˆ(t0), (2.20a)
bˆ(t) =
√
1−Q(t) bˆ(t0)− i
√
Q(t) aˆ2(t0) . (2.20b)
It is instructive to conceptualize the process of QST as an atom-light beamsplitter. That
is, a type of beamsplitter that distributes an initial quantum state of light bˆ(t0) amongst an
atomic mode aˆ2(t1) and an outgoing mode of light bˆ(t1), in much the same way as a conven-
tional beamsplitter distributes a quantum state of light amongst two outgoing modes of light.
This helpful analogy is illustrated diagrammatically in figure 2.3. As a concrete example,
note that when θQST = pi/2, we have a 50/50 atom-light beamsplitter, corresponding to a
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QST efficiency of 50%. We invoke the atom-light beamsplitter analogy throughout the next
chapters, as it allows quite complicated atom-interferometric schemes to be conceptualized
as simple linear-optical setups.
Summary
In this chapter we showed two different uses of the two-photon Raman transition. The first
one, atomic mirror and beam splitter, allows us to construct Mach-Zehneder interferometer
as we discussed in chapter 1. The second usage of the Raman transition is QST between
light and atoms. Both atomic beamsplitters and QST between atoms and light are necessary
components for the quantum-enhanced atom interferometry schemes considered in the next
chapter
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3
Enhancing Atom Interferometry with Squeezed
Light
3.1 Single-Mode Squeezed Light
We consider using a single-mode squeezed optical vacuum to enhance the sensitivity of atom
interferometry. Although generating the single-mode squeezed vacuum state considered here
is feasible, it is likely to be a technically challenging procedure. Ultimately, the difficulty
stems from the frequencies of the light field where squeezing can be observed. Conceptually,
it is impossible to squeeze only a single frequency of light; naturally squeezing occurs across
a range of frequencies. More precisely, an optically squeezed state has quantum correlations
between sidebands symmetrically distributed around a central carrier frequency, ωp = c|k2|
(see figure 3.1). Below some critical frequency ωcrit, technical considerations usually ensure
that these correlations are masked by uncorrelated classical noise (the red frequencies in
figure 3.1). Hence, in order for the optical mode taking part in the QST process to display
quantum correlations, we require ∆ω  2ωcrit, where ∆ω is the characteristic width of F (ω),
the Fourier transform of f(t). Although this is technically challenging, there has recently
been demonstrations of significant squeezing at frequencies below 100 Hz [1].
To begin, suppose that the squeezed light is generated via an optical parametric oscillator
(OPO) [2]. Without loss of generality, we assume that k1 points in the z-direction, i.e.
Eˆ(r, t) ≈ utrans(x, y)Eˆ(z, t). Then, in the momentum basis, the photon fields that form the
inputs and outputs of the OPO, at times ti and t0 respectively, are related by
φˆ(q, t0) = φˆ(q, ti) cosh r − ieiθsqφˆ†(−q, ti) sinh r , (3.1)
where q = k−k1, and r and θsq are the squeezing parameter and angle, respectively. Strictly,
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Figure 3.1: Single-mode outcoupling scheme. If
2ωcrit > ∆ω, then only the uncorrelated part of
the spectrum of Eˆ1 takes part in the outcoupling
process. No enhancement to the sensitivity is pos-
sible in this case.
Correlated sidebands
Correlated
sidebands
Frequency
(a)
Correlated sidebands
Correlated
sidebands
Frequency
(b)
φˆ(q, t) and φˆ†(q, t) are defined in terms of the position-space photon field Eˆ(z, t):
φˆ(q, t) =
1√
2pi
∫
dz e−i(q+k1)zEˆ(z, t) (3.2a)
φˆ†(q, t) =
1√
2pi
∫
dz ei(q+k1)zEˆ†(z, t). (3.2b)
Only the portion of the photon field under the pulse envelope up(r, t) interacts with the atoms
at a given time t. Furthermore, the physics of the atom-light interaction is determined by
the temporal area of the probe pulse. Consequently, the relevant mode of the photon field is
bˆ(t) ≡
∫
dru∗p(r, t)e
−ik1·rEˆ(r, t)
=
∫
dq eiqctU∗prop(q)φˆ(q, t)
≈
∫
dq U∗prop(q)φˆ(q, t), (3.3)
where
Uprop(q) =
1√
2pi
∫
dz e−iqzuprop(z). (3.4)
The second line of Eq. (3.3) follows from Eq. (3.2a) and
∫
dx dy |utrans(x, y)|2 = 1. The
dominant contribution to the integral occurs close to the carrier frequency k1 (i.e. q = 0),
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Two-Photon Raman Transition Mach-Zehnder Atom Interferometry
Figure 3.2: Scheme of enhanced atom interferometer with a single-mode squeezed optical
vacuum. The squeezed light is used to outcouple a small number of atoms from a BEC via two-
photon Raman transition. These out-coupled atoms and the remaining condensate atoms form the
two inputs to a MZ atom interferometer.
thereby justifying the approximate expression in the third line1. It then follows from Eq. (3.1)
that
bˆ(t0) =
[∫
dq U∗prop(q)φˆ(q, ti)
]
cosh r − ieiθsq
[∫
dq U∗prop(q)φˆ
†(−q, ti)
]
sinh r. (3.5)
The first term in square brackets is clearly bˆ(ti). The second term in square brackets equals
[bˆ(ti)]
† = bˆ†(ti) provided Uprop(k) is real and symmetric, which in practice is easy to satisfy.
Consequently, the photon mode output from the OPO is simply
bˆ(t0) = bˆ(ti) cosh r − ieiθsq bˆ†(ti) sinh r, (3.6)
which for initial vacuum input is a single-mode squeezed state. Equations (3.5) and (3.6)
illustrate the relationship between the squeezing spectra, which is typically measured in
optical squeezing experiments, and the temporal modes relevant for quantum state transfer.
3.2 Model
Our scheme is summarized in figure 3.2. An initial squeezed vacuum state bˆ(t0) is used to
transfer a small number of atoms from mode aˆ1 to aˆ2 via the QST process (2.16), thereby
transferring some or all of the quantum state from bˆ(t0) to aˆ2(t1). The modes aˆ1(t1) and
aˆ2(t1) then form the two input modes for a MZ atom interferometer (i.e. are coherently split,
1Actually, this phase factor exp(iqct) is an artefact of writing the pulse shape up(r, t) exp(ik1 · r) as a
single frequency pulse with a slowly-varying envelope. Strictly, this pulse contains a range of frequencies
about k1 which exactly cancel exp(iqct) in the above integral.
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Figure 3.3: Optical-like diagram of
the single mode squeezed enhance-
ment of an atom interferometer.
Shaded circles demonstrate the BEC
in mode 1 (blue) and mode 2 (green).
The thin arrow means we use the
same BEC mode 2 for the atomic
beam splitter.
Squeezer
reflected and recombined via atomic mirrors and beamsplitters), yielding the two outputs
aˆ1(tf ) and aˆ2(tf ), used to construct the signal Sˆa. The optical-like diagram in figure 3.3
demonstrates the same setup where an atom-light beamsplitter (see chapter 2) mixes the
squeezed light bˆ(t0) with vacuum atomic field aˆ2(t0) and then a MZ atom interferometer is
constructed using atomic mirrors and atomic beam splitters.
As we discussed in chapter 1, in a MZI, the phase information is being transferred to the
population difference. Therefore we choose the output signal to be
Sˆa = Nˆa1(tf )− Nˆa2(tf )
= aˆ†1(tf )aˆ1(tf )− aˆ†2(tf )aˆ2(tf ). (3.7)
We then calculate the expectation values with respect to the initial state |Ψ(0)〉, defined
such that
φˆ(q, ti)|Ψ(0)〉 = aˆ2(t0)|Ψ(0)〉 = 0 (3.8a)
aˆ1(t1)|Ψ(0)〉 =
√
Na1(t1)|Ψ(0)〉 , (3.8b)
where conservation of total atom number Nt implies that Na1(t1) = Nt−〈Nˆa2(t1)〉. In writing
equations (3.8b) we have assumed that the condensate is initially in a coherent state, and
remains in a coherent state during the QST process. As shown below, this assumption is
only valid when the number of outcoupled atoms 〈Nˆa2(t1)〉 is much less than Nt.
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3.3 Complete-QST
We first consider the optimal regime of complete QST where θQST = pi (i.e. Q = 1). In this
case after QST, the out-coupled atoms are in squeezed state
aˆ2(t1) = −ibˆ(t0). (3.9)
We use this relation and calculate the expectation value of the signal Sˆa as
〈Sˆa〉 =
(
Nt − 2 sinh2 r
)
cosφ . (3.10)
As introduced in Chapter 1, the sensitivity of the phase measurement is given by
∆φ =
∆S
|∂〈S〉/∂φ| , (3.11)
where (∆S)2 = 〈S2〉− 〈S〉2 is the variance of the signal. In order to achieve minimum phase
sensitivity, the variance in the signal must attain a minimum when the slope of the output
signal is a maximum. This occurs at phase φ = pi/2 and squeezing angle θsq = pi/2 (see
chapter 1). For these optimal values, the variance is simply
(∆Sa)
2 = Nte
−2r + 2e−r sinh3 r. (3.12)
The minimum phase sensitivity, as a function of r and Nt, is therefore
∆φmin =
√
Nte−2r + 2e−r sinh
3 r
Nt − 2 sinh2 r
(3.13)
≈ e
−r
√
Nt
,
where the approximate expression in the second line is only true in the limit 〈Nˆb(t0)〉 =
sinh2 r  Nt, where Nˆb = bˆ†bˆ. Figure 3.4 shows the signal and phase sensitivity as a
function of φ for θsq = pi/2. For r = 3.8, we achieve an enhancement in sensitivity of
approximately 30 times better than the SNL.
Figure 3.5a shows the minimum interferometer sensitivity, equation (3.13), as a function
of the squeezing parameter r, which determines the average number of input photons via
〈Nˆb(t0)〉 = sinh2 r, for a range of initial BEC atom numbers. When Nt  1, our analytic
model predicts that an optimal squeezing parameter of ropt ≈ ln(4Nt)/4 yields a minimum
sensitivity of ∆φmin ≈ 1/N3/4t . This is significantly less than the SNL, and furthermore is
the best sensitivity possible in this undepleted regime provided sinh2 r  Nt [3, 4]. For a
total number of atoms2 Nt = 10
6, this gives an enhancement in sensitivity of approximately
32 compared with the SNL, which is equivalent to increasing the total number of atoms by
a factor of 103 at the SNL. For this value of Nt, the number of atoms outcoupled at r = ropt
is sinh2 ropt ≈ 500, suggesting that the undepleted reservoir model is still reasonably valid
2This is on the order of the largest BEC used in precision atom interferometry [5]
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Figure 3.4: (Top). The expectation
value (black, solid line) and quantum
uncertainty (light blue, shading) for
the signal Sˆ normalized by total num-
ber of atoms (Nt = 10
6) for θsq =
pi/2, and r = ropt ≈ 3.8. The inset
shows that the variance is less than
the SNL near φ = pi/2. (Bottom) The
phase sensitivity for complete QST
(blue, solid line), compared to the
SNL.
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in this regime.
To include the effects of depletion from the condensate, we need to treat mode aˆ1 quan-
tum mechanically, and simulate the full quantum dynamics of the QST process, which are
governed by equations (2.11). This can be done via the truncated Wigner (TW) phase
space method that we introduced in chapter 1. Following standard methods [2, 6], we write
the partial differential equation (PDE) for the Wigner quasi-probability distribution func-
tion. Once third and higher-order derivatives are truncated, this PDE takes the form of a
Fokker-Planck equation, which can be efficiently simulated by a set of stochastic differential
equations (SDEs) for complex numbers αj(t). In our case, the set of SDE corresponding to
equations (2.11) is
d
dt
α1 = −igf(t)α2β∗, (3.14a)
d
dt
α2 = −igf(t)α1β, (3.14b)
d
dt
β = −igf(t)α2α∗1, (3.14c)
where we have made the correspondences aˆi(t) → αi(t) and bˆ(t) → β(t). The initial condi-
tions for these SDEs are randomly sampled from the Wigner distribution corresponding to
the initial quantum state [7]. Specifically, just before the QST process, aˆ1 is in a coherent
state of mean number Nt, aˆ2 is in a vacuum state, and bˆ is in a single-mode squeezed vacuum
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a) b)
Figure 3.5: (a - Top) Minimum phase sensitivity as a function of squeezing parameter r for
initial atom numbers Nt = 10
4 (blue, top), Nt = 10
5 (green, middle) and Nt = 10
6 (magenta,
bottom). The solid curves are the analytic solution (eq. (3.13)), while the points correspond to
a TW numerical solution. The standard error in the TW solutions is no larger than the point
width. There is good agreement between the analytics and numerics when 〈Nˆb(t0)〉  Nt, where
the initial condensate is not significantly depleted. (a - Bottom) The maximum QST efficiency
Qmax = maxtQ(t) as a function of r. Theoretically, complete QST (Q = 1) is achievable provided
less than ∼ 10% of the total condensate number is outcoupled. The analytics predict Q = 1 always,
so any deviation from this is due to depletion from the condensate mode aˆ1. Note, however, that
there exist regimes where mode aˆ1 must be treated quantum mechanically even though Qmax = 1.
(b - Top) TW simulations for the variance of atomic quadratures Xˆθc = exp(iθ)cˆ + exp(−iθ)cˆ†,
where cˆ is an arbitrary mode, for an initial condensate number of Nt = 10
6. The quadratures
for the initial squeezed optical input bˆ0 are analytic, and can easily be computed from Eq. (3.6).
According to the undepleted reservoir analytics, which assumes aˆ1 is always coherent, the variance
of any quadrature Xˆθa1(t1) is unity, and Xˆ
0
a2(t1)
= Xˆ
pi/2
b(t0)
and Xˆ
pi/2
a2(t1)
= Xˆ0b(t0) when QST is complete.
However, even though Q = 1 for all values of r shown here, TW simulations show that Xˆ0a1(t1) and
Xˆ0a2(t1) diverge from the undepleted reservoir solution once r & 3.11. (b - Bottom) Plot showing
that the quantum noise (i.e. variance) on the signal Sˆa also diverges from the undepleted reservoir
model for r & 3.11.
state. The initial conditions corresponding to these initial states are
α1(t0) =
√
Nt + ηα1 , (3.15a)
α2(t0) = ηα2 , (3.15b)
β(t0) = ηβ cosh r − ieiθsqη∗β sinh r. (3.15c)
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The ηi are complex, independent Gaussian noises satisfying ηi = 0 and η∗i ηj = δij. The
expectation value of some arbitrary operator function h is then computed by averaging over
solutions to equations (3.14) with initial conditions (3.15):
〈{h(aˆ†1, aˆ†2, bˆ†, aˆ1, aˆ2, bˆ)}sym〉 = h (α∗1, α∗2, β∗, α1, α2, β) , (3.16)
where “sym” denotes symmetric ordering [2], and the overline denotes the average of simu-
lated trajectories.
Since beamsplitting and mirror operations are implemented by strong coherent optical
fields, we can approximate them as linear, and the complex amplitudes α1(tf ) and α2(tf )
can be directly evolved from α1(t1) and α2(t1) by repeated application of equations (2.12).
The mean 〈Sˆa〉 and variance (∆Sa)2 can then be computed using the relations
〈Nˆi〉 = |αi|2 − 1/2, (3.17a)
〈Nˆ2i 〉 = |αi|4 − |αi|2, (3.17b)
〈Nˆ1Nˆ2〉 = (|α1|2 − 1/2) (|α2|2 − 1/2). (3.17c)
The effects of depletion on the minimum interferometer sensitivity, as numerically mod-
elled by TW simulations, is shown in figure 3.5a. Since the efficiency of the QST process
does not uniquely depend upon the dynamics of the QST process (i.e. Q is not uniquely
defined by the choice of f(t)), for simplicity simulations were performed with a uniform f(t).
For small r we find good agreement between the undepleted reservoir approximation and
the full quantum dynamics.
As r increases, the full quantum simulations actually predict a better sensitivity than the
undepleted reservoir model, reaching a minimum at r = rTW > ropt. We can understand
this feature by looking at the quadratures of the modes. Consider the quadrature
Xˆθa1 = exp(iθ)aˆ1 + exp(−iθ)aˆ†1. (3.18)
As is shown in figure 3.5b, the discrepancy is due to changes in aˆ1 under depletion, evidenced
by Var(Xˆ0a1(t1)) and Var(Xˆ
0
a2(t1)
) deviating from the analytic solution. Although the state of
aˆ1 is coherent under the undepleted reservoir approximation, quantum depletion creates a
state with decreased variance in spin operator
Jˆx =
aˆ1(t1)aˆ
†
2(t1) + aˆ2(t1)aˆ
†
1(t1)
2
(3.19)
and increased variance in Xˆ0a1(t1) and Xˆ
0
a2(t1)
. This gives a reduction in the sensitivity at
φ = pi/2, since the noise in the signal is directly proportional to Jˆx.
We also observe that by increasing r further, the effects of depletion become significant,
and complete QST (i.e. Q = 1) is no longer possible. The maximum possible QST efficiency,
as a function of r, is shown in figure 3.5a. Unsurprisingly, this is contrary to the undepleted
reservoir model, where Q = 1 always for θQST = pi.
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Figure 3.6: An atom interferometer enhanced by both single-mode squeezed light and infor-
mation recycling. The transmitted component of bˆ(t1) is interfered with a bright local oscillator,
thereby allowing a homodyne measurement. The information from this measurement is then com-
bined with the atomic signal. Information recycling gives an improvement to the sensitivity when
the QST efficiency Q is less than unity.
3.4 Incomplete-QST and Information Recycling
In practice, it is difficult to achieve the required coupling strength g for complete QST. This
leads to θQST < pi (i.e. 0 < Q < 1) which we refer to it as incomplete-QST. Using optimal
values φ = pi/2 and θsq = pi/2, the undepleted reservoir model predicts a signal slope and
variance of
d〈Sˆa〉
dφ
= − (Nt − 2 sin2 (θQST/2) sinh2 r) , (3.20)
and
V (Sa) = Nte
−r (cosh r + cos θQST sinh r) + 2e−r sin4 (θQST/2) sinh
3 r. (3.21)
This gives a minimum phase sensitivity of
∆φmin =
√
Nte−2r
Q + (Q− e−2r) sinh2 r
Nt − 2Q . (3.22)
The blue curve in Fig. 3.8 shows ∆φmin vs. Q at optimum squeezing parameter (r = ropt
when the undepleted reservoir approximation holds) for an initial condensate of N = 106
atoms. Although sub-SNL sensitivities are still possible for incomplete-QST, the enhance-
ment sharply reduces from the optimal 1/N
3/4
t scaling as Q decreases from unity. For in-
stance, at Q = 0.5, corresponding to θQST = pi/2 in the undepleted reservoir regime, the
enhancement to the sensitivity beyond the SNL has dropped by a factor of 20 to ∼ √2.
Fortunately, this degradation to the sensitivity due to incomplete QST can be improved
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Figure 3.7: Optical-like diagram
of information recycling scheme.
Similarly Shaded circles demon-
strate the BEC in mode 1 (blue)
and mode 2 (green). The thin
arrow means we use the same
BEC mode 2 for the atomic beam
splitter
Squeezer
with the technique of information recycling [8]. Specifically, after the atom-light beamsplit-
ter, a quadrature of the transmitted field bˆ(t1) can be measured via homodyne detection. To
do that we mix the field bˆ(t1) with a bright local oscillator bˆLO(t1), which is assumed to be a
large amplitude coherent state (see figure 3.6). In order to pick out the mode corresponding
to bˆ, the local oscillator would need to be temporally shaped such that it is mode-matched
to up(r, t). The noise on this homodyne signal is correlated with the noise on the atomic
signal Sˆa, and hence can be combined with the atomic signal to reduce the overall noise of
the phase measurement. As shown in figure 3.6 we construct the signal
Sˆ = Sˆa − GSˆb, (3.23)
where Sˆb is the population difference from the homodyne detection
Sˆb = NˆbLO(tf )− Nˆb(tf ),
= bˆLO(tf )
†bˆLO(tf )− bˆ(tf )†bˆ(tf ) (3.24)
with
bˆ(tf ) =
1√
2
(
bˆ(t1)− ibˆLO(t1)
)
, (3.25a)
bˆLO(tf ) =
1√
2
(
bˆLO(t1)− ibˆ(t1)
)
. (3.25b)
And the effect of the homodyne signal Sˆb can be adjusted by the gain parameter G.
In order to see more clearly how information recycling improves the phase sensitivity,
it is instructive to first consider the optical analogy of the incomplete-QST process.The
optical-like diagram of information recycling scheme is shown in figure 3.7.
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Figure 3.8: Plots showing the QST efficiency dependence of the minimum phase sensitivity
∆φmin for an atom interferometer enhanced by single-mode squeezing, and initial atom number
Nt = 10
6. For r = ropt ≈ 3.8, the sensitivity of the purely atomic signal Sˆa sharply degrades
with decreasing Q, and the TW simulations (blue diamonds) agree with the analytic undepleted
reservoir prediction (solid blue line) except near Q = 1. In contrast, the information-recycled signal
Sˆ = Sˆa − GSˆb displays considerably better sensitivities and a slower degradation as Q decreases.
For r = ropt, the TW simulations (red circles) predict a slightly better sensitivity for Q & 0.4
than the analytic undepleted reservoir prediction (red dashed line). For comparison, the upper and
lower horizontal black dotted lines show the SNL and the theoretical limit reached by perfect QST
(i.e. ∆φ = 1/N
3/4
t ), respectively. Interestingly, the TW simulations (red crosses) demonstrate that
better sensitivities can be achieved for r = rTW ≈ 4.8 > ropt; for Sˆa this is only true near Q = 1
(blue squares).
From the quantum optics literature we know that a single-mode squeezed state bˆsq inci-
dent on a 50/50 beamsplitter leads to entanglement between the two output fields. Specifi-
cally, the two beamsplitter outputs are aˆ = (ϑˆ− ibˆsq)/
√
2 and bˆ = (bˆsq − iϑˆ)/
√
2, where ϑˆ is
a vacuum input. The entanglement leads to a variance Var
(
(Xˆ0a − Xˆpi/2b )/
√
2
)
= exp(−2r),
which is less than for the variance of uncorrelated coherent inputs. Here we have defined the
generalized quadrature of each output as Xˆθa(b) = aˆ(bˆ) exp(iθ) + aˆ
†(bˆ†) exp(−iθ). More gen-
erally, for an asymmetric beamsplitter with beamsplitting ratio (i.e. reflection coefficient)
sin2(θQST/2), the quantity
Var
(
sin(θQST/2)Xˆ
0
a − cos(θQST/2)Xˆpi/2b
)
= e−2r (3.26)
is less than for two uncorrelated states. Essentially the same argument can be used to
show that the information-recycled signal (3.23) has a smaller variance, and therefore gives
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a smaller phase sensitivity, than the signal Sˆa. Since bˆLO(t1) is a bright coherent state of
complex amplitude
√
NLO exp(iθLO), NLO  〈Nˆb(t1)〉 and therefore
Sˆb ≈
√
NLOXˆ
θLO
b(t1)
. (3.27)
Similarly, Na1(t1) 〈Nˆa2(t1)〉, and so at the most sensitive point of the atom interferometer,
φ = pi/2,
Sˆa ≈
√
Na1(t1)Xˆ
0
a2(t1)
. (3.28)
Thus, choosing θLO = pi/2 (i.e. we measure the phase quadrature of the transmitted pho-
tons), and
G =
√
Na1(t1)
NLO
(
1−Q
Q
)
=
√
Na1(t1)
NLO
cot(
θQST
2
), (3.29)
yields the combined (information-recycled) signal
Sˆ ≈
√
Na1(t1)
sin
(
θQST
2
) [sin(θQST
2
)
Xˆ0a2(t1) − cos
(
θQST
2
)
Xˆ
pi/2
b(t1)
]
, (3.30)
which can have smaller variance than Sˆa.
Figure 3.8 plots the minimum phase sensitivity ∆φmin as a function of QST efficiency Q
corresponding to both the purely atomic signal Sˆa (solid, blue curve) and the information-
recycled signal Sˆ = Sˆa − GSˆb (dashed, red curve). Although both instances suffer a degra-
dation of sensitivity with poorer QST, this degradation is significantly arrested for the
information-recycled signal. As a specific comparison, when Q = 0.5, the analytic model
predicts that information recycling gives ∆φmin ≈ 0.035/
√
Nt, compared with ∆φmin ≈
0.71/
√
Nt in the absence of information recycling. Even at 10% QST efficiency, information
recycling gives a sensitivity more than a factor of ten better than the SNL, whereas there
is a negligible enhancement in the absence of information recycling. For very low levels of
QST (< 0.05% for r = ropt), the information recycling scheme gives sensitivities above the
SNL. This is because ∆S is very sensitive to slight imperfections in the estimates of the
quadratures when QST is very low. Such imperfections arise due to the finite size of the
condensate initially populating mode aˆ1. For although the approximation (3.28) is exact
in the limit of an infinitely large condensate, we are typically only working with 104 − 106
atoms. Hence the deviation of Sˆa from a perfect quadrature measurement is considerable,
which is the cause of the discrepancy at low values of Q.
Figure 3.8 also compares the sensitivities predicted by the analytic undepleted reservoir
solutions to TW simulations using SDE (3.14). Without information recycling, the agree-
ment is excellent except near Q = 1. In contrast, TW simulations predict better sensitivities
from the information-recycled signal Sˆ (by a factor between four and five), occurring at a
squeezing parameter rTW larger than the analytic optimum ropt. As discussed in Sec. 3.3,
this improvement is due to aˆ1 deviating from a coherent state, leading to a reduced variance
in Jˆx at the output.
3.5 Effect of Losses 45
Figure 3.9: An illustration of the effects of losses (η = 0.95) on the phase sensitivity within the
undepleted reservoir model for Nt = 10
6 and r = 3. Although losses clearly degrade the sensitivity,
in most cases information recycling ameliorates this degradation.
3.5 Effect of Losses
Quantifying the effects of losses on the sensitivity is an important experimental consideration.
In this section, we briefly talk about the effect of losses in our enhanced atom interferometer.
The simplest method of accounting for losses is by introducing virtual beamsplitters
with a transmission coefficient of η that input vacuum noise ϑˆ at various points within the
interferometry scheme. Formally, we map some mode cˆ to
√
ηcˆ +
√
1− ηϑˆ, where cˆ is the
mode that loss occurs in. Using this approach, we considered four types of losses:
1. Losses in the generation and transmission of the squeezed optical state before the QST
process. In this case the loss occurs at mode cˆ = bˆ(t0).
2. Losses in the mode aˆ2 after the QST process, due to imperfections in the QST process
such as spontaneous emission - i.e. cˆ = aˆ2(t1).
3. Losses in the transmitted optical state, including detection inefficiency - i.e. cˆ = bˆ(t1).
4. Symmetric losses within the atom interferometer, which also accounts for inefficient
atom detection - i.e. cˆ = [aˆ1(t1)− iaˆ2(t1)]/
√
2 and cˆ = [aˆ2(t1)− iaˆ1(t1)]/
√
2.
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Figure 3.9 illustrates the various effects of these losses on the sensitivity for an inefficiency
of η = 0.95. Unsurprisingly, losses degrade the phase sensitivity, both with and without
the inclusion of information recycling. Nevertheless, it is interesting that any type of loss is
never worse than losses affecting the initial squeezed optical state. Furthermore, information
recycling still delivers sensitivities below the SNL, and for values of Q > 5− 10% these are
much better than what is possible without information recycling.
Note that losses degrade the effects of squeezing, as they do in any optical squeezing
experiment, and that if losses are not too great then information recycling can somewhat
ameliorate the effects of this degradation.
Summary
In this chapter we have shown how squeezed light can be used to enhance the sensitivity of
atom interferometers. We have specifically considered the case of complete-QST in section
(3.3) and incomplete-QST in section (3.4) where we showed that sub-SNL sensitivity is
achievable by information recycling. Furthermore, we have demonstrated that information
recycling provides a further enhancement to the sensitivity when QST between the atoms
and light is incomplete, we will discuss this matter in the next chapter with more details.
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4
Heisenberg-limited Atom Interferometery
In the previous chapter we showed that squeezed light is a promising controllable resource
for generating squeezed atomic states - and therefore enabling sub-SQL atom interferometry
- via a quantum state transfer (QST) process that maps the state of the squeezed light to
the atomic field. We also showed that information recycling, as it is described in figure 3.6,
enhances the phase sensitivity in the case of incomplete-QST.
Our work in the last chapter was mostly focused on the assumption that the QST process
behaved as an atom-light beamsplitter. This description is only valid when the mean number
of photons in the input optical state is much smaller than the total number of atoms. In
contrast, when the number of photons and atoms are comparable, the QST process is more
appropriately described as a three-mode mixing process (with one photon mode and two
atomic modes corresponding to the mode initially occupied and the mode into which atoms
are out-coupled during QST), as it is described by equations (2.11) which we rewrite here
for convenience
d
dt
aˆ1(t) = −igf(t)aˆ2bˆ†, (4.1a)
d
dt
aˆ2(t) = −igf(t)aˆ1bˆ, (4.1b)
d
dt
bˆ(t) = −igf(t)aˆ2aˆ†1. (4.1c)
We also investigated the three-mode mixing process in the regime of moderate squeezing,
where there is a quantitative but not qualitative difference to a beamsplitter QST process.
The quantitative difference (see figure 3.8) motivates us to investigate the three-mode mixing
regime in more detail. We do this in this chapter by considering the large squeezing regime
where the number of squeezed photons is comparable to the number of atoms. As we
show below, the large squeezing regime results in dynamics and sensitivities that are both
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quantitatively and qualitatively different to the beamsplitter model of QST.
4.1 Beamsplitter QST process
Before analysing the full three-mode mixing QST dynamics, let us study the QST process as
a beamsplitter in more detail. We start with equation (3.22) where we calculated the phase
sensitivity of the information-recycled signal Sˆ analytically 1:
∆φBS(r,Q) =
√
Nte−2r
Q + (Q− e−2r) sinh2 r
Nt − 2Q. sinh2 r
. (4.2)
This equation and the beamsplitter QST model is valid only in the regime where sinh2 r 
Nt. As we showed in chapter 3, in this regime
∆φBS ≈ e
−r
√QNt
, (4.3)
which surpasses the SQL provided Q > exp(−2r). For a large squeezing factor r the un-
depleted approximation - and consequently beamsplitter QST - is not valid, but still using
equation (4.2) provides some basic intuition and develops a baseline to compare with the
more counterintuitive results of the three-mode mixing.
To proceed we consider an intermediate regime where the squeezing factor, r, is large
enough that Q  exp(−2r) so that the second term under the square root in equation (4.2)
must be kept. At the same time we consider Nt  2Q sinh2 r. In this regime the sensitivity
given by the information-recycled signal is
∆φBS(r,Q) ≈
√
Nte−2r
Q +Q sinh2 r
Nt
. (4.4)
We find that equation (4.4) attains a minimum of
∆φminBS (Q) ≈
√
Nt − Q2
√
Nt +
Q2
8
N
5/4
t
≈ 1
N
3/4
t
, (4.5)
at an optimal squeezing parameter of
roptBS (Q) ≈ ln(4Nt/Q2)/4. (4.6)
Note that optimal squeezing factor depends on QST-efficiency Q while in the last chapter
we used only the optimum squeezing factor at Q = 1. This suggests that roptBS (Q = 1) is a
critical squeezing factor. Therefore we identify two qualitatively different regimes, delineated
1Note that the only particles go under the phase shift are atoms, therefore we only include total atom
number, Nt, and not photon numbers.
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Figure 4.1: The QST-dependence of phase sensitivity Eq. (4.2), which assumes a beamsplitter
QST process, for different squeezing factors r and an initial condensate of Nt = 10
4 atoms. The
minimum phase sensitivity of ∆φminBS = N
−3/4
t is only attained if r ≥ rcrit and Q ≈ 2 exp(−2r)
√
Nt.
by
rcrit ≡ roptBS (Q = 1) =
1
4
ln(4Nt). (4.7)
In the regime where r < rcrit, the minimum sensitivity only occurs at Q = 1, and is
bounded by
N
−3/4
t < ∆φ
min
BS ≤ exp(−r)/
√
Nt. (4.8)
This is what we showed in chapter 3 and generally this upper bound is a good approximation
to ∆φminBS . On the other hand, in the regime when r > rcrit a minimum phase sensitivity of
∆φminBS ≈ N−3/4t is always possible, however this occurs at a QST-efficiency less than unity.
This is a counter-intuitive concept by itself where the minimum phase sensitivity requires
a reduction in QST-efficiency. Figure 4.1 shows phase sensitivity as a function of Q for
different value of squeezing factor r. Minimum of sensitivity occurs at optimal efficiency
Qopt ≈ 2 exp(−2r)
√
Nt. (4.9)
Note that Qopt → 0 as r gets large. It is a curious feature of our hybrid atomic-photonic in-
terferometer (i.e. “squeezed light enhanced atom-interferometer with information recycling”
which we discussed in the previous chapter).
However, for a beamsplitter QST process an imperfect QST efficiency does not give an
improved sensitivity over the sensitivity at Q = 1 and r = rcrit. Consequently, there is
no inherent advantage in operating in a small Q, large r regime for a beamsplitter QST
process. This is in contrast to a three-mode mixing QST process, which, as we show below,
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can achieve a near-optimal Heisenberg-limited phase sensitivity (i.e. ∆φ scales with 1/Nt)
in the small-Q regime.
4.2 Three-mode mixing QST process
4.2.1 Analytical solution in small-QST regime
Although the dynamics of the three-mode mixing QST process cannot be analytically solved
in general, an approximate solution does exist for times t1  g−1 (this is equivalent to
Q  1). We first define τ ≡ gt1  1, and then apply the improved Euler (i.e. Heun’s)
method [1] to equations (4.1) and obtain solutions valid to second order in τ :
aˆ1(τ) = aˆ1 − iτ bˆ†aˆ2 + τ22 aˆ1(Nˆa2 − Nˆb) +O(τ 3), (4.10a)
aˆ2(τ) = aˆ2 − iτ bˆaˆ1 − τ22 aˆ2(Nˆa1+ Nˆb + 1) +O(τ 3), (4.10b)
bˆ(τ) = bˆ− iτ aˆ†1aˆ2 + τ
2
2
bˆ(Nˆa2 − Nˆa1) +O(τ 3). (4.10c)
For notational compactness, we have written aˆ1 ≡ aˆ1(0), etc., Nˆai ≡ aˆ†i aˆi, and Nˆb ≡ bˆ†bˆ.
Note that an expansion to second order in τ is required in order to accommodate a non-zero
QST efficiency, since Q = Ntτ 2 +O(τ 3).
To calculate the phase sensitivity, we calculate the following quantities using equations
(4.10):
• The average number of particles in mode aˆ1 at time τ :
Na1(τ) = Nt
(
1− τ 2
[
1− τ
2
8
(3 cosh(2r) + 1)
]
sinh2 r
)
. (4.11)
• The slope of the information-recycled signal Sˆ respect to the phase φ at the optimal
operating point φ = θsq = pi/2,
∂
∂φ
〈Sˆ〉 =
√
Ntτ
(
Na1(τ)−Ntτ 2 sinh2 r
)
. (4.12)
• And the variance of the signal which unfortunately does not have a simple formula:
(∆Sˆ)2 = e−2r(1−Ntτ2)Na1(τ)
[
1 +Ntτ
2
(
e2r + τ
2
4 (Nt − 1)− 1
)]
−Ntτ2e−r sinh r
√
Nt(1−Ntτ2)Na1(τ)
×
{
4− τ22
(
4Nt + 3e
−2r − 1)+ τ416 [4Nt (e2r + 3e−2r − 2)+ 6e3r cosh r + 9e−2r − 7]}
+N2t τ
2
{
1− 2Ntτ2e−r sinh r + τ44
[
1 +N2t +Nt
(
3 + 2
(
1− 6e−2r) sinh2 r)+ 32 sinh2(2r)]
− τ64 sinh2 r
[
2 +N2t +
Nt
4 e
−r (3e−r (3− 5e−2r)+ er (3e2r + 11))+ 6 cosh(2r)]
+ τ
8
64 sinh
2 r
[
2N2t (3 cosh(2r) + 1) +Nt (15 [2 cosh(2r) + cosh(4r)] + 11) +
3
2 cosh
2 r (35 cosh(4r) + 13)
] }
.
(4.13)
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Using these quantities and performing a power series expansion around τ = 0, gives the
following expression for the phase sensitivity, which is valid at small times τ and equivalently
small Q:
∆φQ1(r, τ) =
e−r
Ntτ
{
1 +
3
2
τ2 sinh2 r +
τ4
8
[
Nt
(
Nt + 3− 2e−2r
)
+ 2 (5 cosh(2r)− 6) sinh2 r
]}
+O(τ5).
(4.14)
In the r & 1 regime, the first, second and third terms in equation (4.14) scale as e−r/τ ,
τer and (τer)3, respectively. Therefore ∆φ will approach infinity as τ → 0 unless we choose
optimal
r = roptQ1 ≡ ln(C/τ), (4.15)
for some constant C. The minimum sensitivity using roptQ1 is
∆φminQ1(Q) ≈
5
32
C3 + 3
8
C + 1+Q2/8C
Nt
+O(Q5/2), (4.16)
where we have used τ =
√Q/Nt, assumed the large Nt limit, and ignored terms of order
O(1/N2t ). Note that equation (4.16) is a monotonically increasing function of Q, and that
this scaling is weak (strictly, O(Q2) to lowest order). We finally minimize equation (4.16)
with respect to C and find
C =
√
2(
√
129− 3)/15. (4.17)
Therefore for sufficiently small Q, the phase sensitivity is
∆φQ1min ≈
49 + 3
√
129
(3 +
√
129)3/2
1
Nt
≈ 1.53
Nt
. (4.18)
Surprisingly, our small-QST analytics predict that near-Heisenberg-limited sensitivities are
achievable as Q approaches zero, with the fact that r must be very large. This is a key
qualitative difference between the beamsplitter and three-mode mixing QST processes.
4.2.2 Numerical Solution
Truncated Wigner
We complement our small-QST analytic solution with numerical phase-space simulations
of the three-mode mixing QST process. Numerical analysis also allow us to quantitatively
investigate the full Q parameter space. Similar to chapter 3 we solve stochastic differential
equations (SDE) derived from the truncated Wigner method (see chapter 1). Specifically,
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we again solve SDE (3.14) which we rewrite them here
iα˙1 = gα2β
∗, (4.19a)
iα˙2 = gα1β, (4.19b)
iβ˙ = gα2α
∗
1, (4.19c)
with the same initial conditions as in equations (3.15):
α1(t0) =
√
Nt + ηα1 , (4.20a)
α2(t0) = ηα2 , (4.20b)
β(t0) = ηβ cosh r + η
∗
β sinh r. (4.20c)
In contrast to chapter 3, we simulate our system with different value for the squeezing factor
including r > rcrit. And we calculate sensitivity at different times corresponding to different
QST-efficiencies. The results of our TW simulations are plotted in figure 4.2. First, consider
the three ∆φ vs Q curves for fixed values of r. Clearly for r < rcrit we see that the minimum
phase sensitivity is always smaller than the minimum ∆φ achievable with a beamsplitter
QST process. In the previous chapter we noted the quantitative difference between the
beamsplitter and three-mode mixing QST processes although we did not explore this in any
detail. Here, our more comprehensive suite of results show also that for fixed r > rcrit, the
minimum phase sensitivity occurs at a Q < 1 - a feature also observed for the beamsplitter
QST results in Fig. 4.1. However, in contrast to the beamsplitter QST process, the minimum
phase sensitivity decreases as r increases (and QST efficiency correspondingly decreases), and
in fact is close to the absolute minimum ≈ 1.53/Nt once the optimal Q . 5%. This is shown
very clearly by the blue circles in figure 4.2, which are TW simulations of the minimum
phase sensitivity possible for a fixed Q (i.e. for the choice r = ropt(Q) - see bottom panel of
figure 4.2).
Positiv P (P+)
The truncated Wigner method that we used, makes an uncontrolled approximation. Al-
though it usually gives correct results, sometimes the results are unphysical. Given the
counterintuitive nature of our result in previous section, we thought it appropriate to check
the TW simulations against “exact”2 positive-P (P+) simulations specially in the regime
where our low-QST analytics do not apply. This is not always possible, and positive P sim-
ulations are generally more computationally intensive (their sampling error is considerably
greater, so you need orders of magnitude more paths than TW).
The P+ phase-space method expresses the evolution of the quantum state in terms of
2It is commonly claimed in the literature that P+ simulations are exact. The use of ‘exact’ here is perhaps
misleading; provided there are no boundary terms the derivation of the FPE for the P+ function is exact.
However, in general boundary terms appear after some finite time, and the use of P+ simulations in this
regime is invalid. Furthermore, the SDEs associated with P+ simulations in general contain multiplicative
noise, which leads to a sampling error that grows rapidly in time. Fortunately, P+ simulations typically
diverge spectacularly in regimes where its application is invalid.
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Figure 4.2: Top panel: Phase sensitivity as a function of QST efficiency for a three-mode
mixing QST process and an initial condensate of Nt = 10
4 atoms. Points joined by dotted lines
(simply to guide the eye) are TW simulations, whereas the disconnected red diamonds are P+
simulations. More specifically, the three sets of square points (teal, orange, and green) show TW
simulations of the phase sensitivity for fixed values of r, and the blue circles show the minimum
possible phase sensitivity [i.e. for optimum r = ropt(Q)] at particular values of Q. The error bars
on the P+ simulations indicate twice the standard error, whereas the standard error in the TW
simulations is less than the point width. The solid magenta curve is the small-QST analytic solution
Eq. (4.16), and the horizontal dashed line and dot-dashed line show the Heisenberg limit 1/Nt and
minimum possible phase sensitivity for a beamsplitter QST process ∆φminBS = N
−3/4
t , respectively.
Bottom panel: Optimal choice of r for a fixed Q as predicted by a beamsplitter QST process
[roptBS (Q) = ln(4Nt/Q2)/4] (black dot-dashed curve), TW simulations (blue circles), and small-QST
analytics for a three-mode mixing QST process [roptQ1(Q) = ln(C
√
Nt/Q)] (solid magenta line).
the Glauber-Sudarshan P representation (see chapter 1 and [2–4]). Unlike the Wigner rep-
resentation, the evolution is guaranteed to be a FPE provided certain boundary terms are
negligible (a condition that is valid for sufficiently short times). However, a positive-definite
diffusion matrix is only ensured by doubling the phase-space, which is effected by treating
the complex amplitudes β˜ and β˜+ ≡ β˜∗, for example, as independent variables. A set of P+
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SDEs corresponding to equations (4.1) is
˙˜α1 = −igα˜2β˜+ +
√
−igα˜2w1(t), (4.21a)
˙˜α2 = −igα˜1β˜, (4.21b)
˙˜β = −igα˜2α˜+1 +
√
−igw∗1(t), (4.21c)
˙˜α+1 = igα˜
+
2 β˜ +
√
igα˜+2 w2(t), (4.21d)
˙˜α+2 = igα˜
+
1 β˜
+, (4.21e)
˙˜β+ = igα˜+2 α˜1 +
√
igw∗2(t), (4.21f)
where we have made the correspondences aˆi(t) → α˜i(t), aˆ†i (t) → α˜+i (t), bˆ(t) → β˜(t), and
bˆ†(t) → β˜+(t), and wi(t) are independent complex Wiener noises satisfying wi(t) = 0
and w∗i (t)wj(t′) = δijδ(t − t′). Note that Eqs. (4.21) can be interpreted as either Ito or
Stratonovich SDEs, since the Stratonovich correction is zero. Our initial quantum state
corresponds to the initial conditions [5]
α˜1(t0) = α˜
+
1 (t0) =
√
Nt, (4.22a)
α˜2(t0) = α˜
+
2 (t0) = 0, (4.22b)
β˜(t0) = iν−(r)n1 − ν+(r)n2 + η, (4.22c)
β˜+(t0) = −iν−(r)n1 − ν+(r)n2 − η∗, (4.22d)
where ν±(r) =
√
exp(±r) cosh(r)/2, η = (n3 + in4)/
√
2, and ni are real Gaussian random
variables satisfying ni = 0 and ninj = δij.
Finally, normally-ordered operator (see chapter 1) expectations correspond to averages
over the solutions to Eqs. (4.21) with initial conditions Eqs. (4.22); for example
〈:f(aˆ†1, aˆ†2, bˆ†, aˆ1, aˆ2, bˆ):〉 = f(α˜+1 , α˜+2 , β˜+, α˜1, α˜2, β˜), (4.23)
where “: :” denotes normal ordering.
The results of P+ are shown with red diamonds in figure 4.2. They match perfectly with
the TW simulations. With the excellent agreement between the TW and P+ simulations in
the large-QST regime, and between the TW simulations and the analytics of Sec. 4.2.1 in
the low-QST regime, we are confident that our counterintuitive result is valid.
4.3 Optimality with quantum Fisher information
We now ask the question: is the information-recycled signal Sˆ the optimal procedure for es-
timating the phase shift φ? We answer this question using the quantum Fisher information
F , which places an absolute lower bound on the phase sensitivity ∆φ ≥ ∆φQCRB = 1/
√F ,
called the quantum Crame´r-Rao bound (QCRB) [6, 7]. Crucially, the QCRB applies irre-
spective of the choice of measurement and phase estimation procedure; it depends only on
the input quantum state.
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In [7, 8], it is shown that when a pure state at time t1 forms the input to a lossless MZ
interferometer, then the quantum Fisher information for estimating the relative phase shift
between the two arms is
F = 4Var
[
i
2
(
aˆ†2(t1)aˆ1(t1)− aˆ†1(t1)aˆ2(t1)
)]
(4.24)
As discussed in [9], since the initial state at time t0 is pure, the three-mode mixing QST
process is unitary, and we are permitting measurements on the photons transmitted after
the QST process, then the state remains pure, and the quantum Fisher information for our
hybrid atomic-photonic interferometer is the previously defined F . Note that this would
not be true if we only allowed measurements on the two atomic modes; then we would have
traced over the photon mode, the state would be mixed, and this simple expression for the
quantum Fisher information no longer applies.
Using equations (4.10), we obtained an analytic solution for the quantum Fisher infor-
mation, valid in the small-τ (and therefore the small-QST) regime:
FQ1(r,Q) = A1(r, τ)Nt +A2(r, τ)N2t +A3(r, τ)N3t +O(τ 10), (4.25)
where
A1(r, τ) = 1 + τ416 [3 cosh(4r) + 1]− τ
6
2
[3 cosh(2r) + 1] sinh2 r + 3
512
τ 8 [35 cosh(4r) + 13] sinh2(2r),
(4.26a)
A2(r, τ) = τ 2
(
e2r − 1)− τ4
4
[
1 + 24 cosh r sinh3 r − 7 cosh(2r) + 3 cosh(4r)]
+ τ
6
8
er sinh2 r
[
sinh r − 10 cosh r + 9 sinh(3r) + 6 cosh(3r)]
+ τ
8
256
[
8− 23 cosh(2r) + 15 cosh(6r)], (4.26b)
A3(r, τ) = τ
4
4
(
1− τ 2 sinh2 r)+ τ 8
32
[3 cosh(2r) + 1] sinh2 r. (4.26c)
In addition we numerically computed the quantum Fisher information from our TW sim-
ulations. The results are shown in figure 4.3a where the phase sensitivity of the information-
recycled signal is compared to the QCRB for three fixed values of r. For Q less than
some critical value (approximately equal to optimal Q), the phase sensitivity saturates the
QCRB. By increasing Q and passing its optimal value (minimum phase sensitivity), the
phase sensitivity starts increasing, whereas the QCRB is non-increasing. However, as shown
in figure 4.3b, the minimum phase sensitivity is never more than a factor of ∼ 1.5 larger
than the QCRB. Furthermore, as r increases, the minimum QCRB decreases to a minimum
of
√
2/Nt, which is only ∼ 7% lower than the minimum possible sensitivity achievable with
the information-recycled signal equation (3.23).
Nevertheless, in the large r regime the optimal phase estimation scheme requires a mea-
surement of both the atoms at the interferometer output and the transmitted photons. Since
Nb = sinh
2 r > Nt, by definition it is impossible to achieve complete QST. If only the atoms
are measured, then the quantum Fisher information depends on the reduced density ma-
trix of the atoms alone. Here the quantum Fisher information is not simple to compute (it
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Figure 4.3: a) Comparison of the QCRB and the phase sensitivity of the information-recycled
signal for a three-mode mixing QST process and an initial condensate of Nt = 10
4 atoms. Points
indicate the results of TW simulations; squares are ∆φ calculated using Sˆ equation (3.30) (same as
figure 4.2 but without joining dashed lines to avoid confusion), and triangles (joined by a dashed
line to guide the eye) indicate the QCRB. The solid magenta and blue curves indicate the small-
QST analytic curves equation (4.14) and 1/
√FQ1 [see equation. (4.25)], respectively, for r = 6.31.
b) Truncated Wigner simulations of the minimum phase sensitivity ∆φmin(r) ≡ minQ∆φ(r,Q) and
minimum QCRB for a three-mode mixing QST process and initial condensate of Nt = 10
4 atoms.
requires the diagonalization of the symmetric logarithmic derivative), although it is guaran-
teed to be less than or equal to Fisher information equation (4.24) [7]. Furthermore, since
imperfect QST acts, to a first approximation, as a linear loss mechanism, Heisenberg scaling
rapidly reverts to 1/
√
Nt for even slight departures from Q = 1 [10]. This is consistent
with the results in the previous chapter, which showed that without information recycling
imperfect QST severely reduces the enhancement due to the squeezed light. Consequently,
although information recycling is not strictly optimal, the optimal phase estimation pro-
cedure must incorporate information from both atomic and photonic measurements - as
information recycling does - in regimes where only Q < 1 is possible.
Summary
In this chapter, we showed that if a hybrid atomic-photonic interferometer is enhanced
by single-mode squeezed optical vacuum and information recycling (see figure 3.6), and
the information-recycled signal equation (3.23) is constructed, then for moderate to large
levels of squeezing the best phase sensitivity requires an incomplete-QST efficiency. In most
quantum technological applications that incorporate QST between two quantum systems, a
larger QST efficiency is seen as more desirable. We have provided a clear counter-example
to this intuition.
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5
Background
In this chapter we gather tools that we need in part II of this thesis. Firstly we talk about
dynamics of open quantum systems and derive a master equation in the Born-Markov ap-
proximation. Then we use the master equation treatment to review two mesoscopic devices:
“single electron transistor” and “electron shuttle”. The latter is the device that we will
modify to a quantum heat engine in chapter 7.
5.1 Open Quantum System in Born-Markov Approxi-
mation
5.1.1 Dynamics of Closed Quantum Systems
Let us start with a short review of closed quantum systems. The dynamics of a closed system
for a pure quantum state |ψ〉 is given by Schro¨dinger equation
i
d
dt
|ψ(t)〉 = H(t)|ψ(t)〉, (5.1)
where H is the Hamiltonian of the system which can be time-dependent. (We used units
where ~ = 1, a convention we use in most places in this thesis). This equation has a formal
solution of the form
|ψ(t)〉 = U(t, t0)|ψ(t0)〉, (5.2)
where U(t, t0) is a unitary time evolution operator given by
U(t, t0) = T←− exp
[
−i
∫ t
t0
dsH(s)
]
, (5.3)
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and T←− is a time ordering operator. Pure states are appropriate only if we know everything
about the system. But this is not always true, for example consider a scenario where system
A is interacting with system B, and we are interested only in (or have access only to) the
dynamics of system A. In this case, system A can be in different pure states (we do not know
which one) with different probabilities. Since we only know the probabilities, we describe
the system by a density operator
ρ =
∑
k
pk|ψk〉〈ψk|, (5.4)
where pk is the probability of the system being in the state |ψk〉. Note that, states |ψk〉 can
be non-orthogonal. Within this formalism we are able to write dynamics for pure and mixed
states. Dynamics of the density state is given by von Neumann equation
d
dt
ρ(t) = −i[H, ρ(t)] (5.5)
with formal solution
ρ(t) = U(t, t0)ρ(t0)U
†(t, t0). (5.6)
In the analysis of many physical systems, it is convenient to partition the Hamiltonian
into two parts
H = H0 +HI , (5.7)
where H0 is a simple part that we can solve easily while HI is a difficult part to which we
often need to apply approximations. The latter part, HI , is usually due to the interaction of
the system with another system and the so called interaction Hamiltonian. We are usually
interested in the dynamics due to the interaction Hamiltonian. To be able to focus on the
interaction part, we move to a new frame, so called interaction frame, as we explain in the
following.
Let us assume that H0 is time-independent. This is a fair assumption since in most cases
a time-dependent Hamiltonian is due to an interaction with another system and will be left
for HI . The density matrix in the interaction frame ρ˜(t) is related to Schro¨dinger frame ρ(t)
via
ρ˜(t) = exp [iH0(t)] ρ(t) exp [−iH0(t)] , (5.8)
and operators evolve in time according to the free Hamiltonian H0 as
O˜(t) = exp [iH0(t)] Oˆ exp [−iH0(t)] . (5.9)
We write dynamics of the density operator ρ˜(t) using von Neumann equation in the interac-
tion frame
ρ˜(t) = −i
[
H˜I(t), ρ˜(t)
]
, (5.10)
where the interaction Hamiltonian in the interaction frame is
H˜I(t) = exp [iH0(t)]HI exp [−iH0(t)] . (5.11)
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Note that interaction Hamiltonian in the interaction frame is time-dependent even if HI is
time-independent.
5.1.2 Open Quantum Systems
An open quantum system is a quantum system S which is coupled to another quantum
system B which is usually called ‘bath’ or ‘environment’. The Hamiltonian of the whole
system and environment is
H = HS ⊗ IB + IS ⊗HB +HI , (5.12)
where HS is the free Hamiltonian of the system, HB is the free Hamiltonian of the bath,
IS(IB) is the identity in Hilbert space of the system(bath) and HI is the interaction Hamil-
tonian between system (S) and bath (B).
We move to an interaction frame where H0 = HS ⊗ IB + IS ⊗ HB. We then write the
von Neumann equation for total system and bath as
d
dt
ρ(t) = −i[HI(t), ρ(t)]. (5.13)
For simplicity in notation we dropped the tilde over operators, but we remember that we
work in the interaction frame. Equation (5.13) in integral form is
ρ(t) = ρ(0)− i
∫ t
0
ds[HI(s), ρ(s)]. (5.14)
We write an integro-differential equation by substituting equation (5.14) back into (5.13)
and find
d
dt
ρ(t) = −i[HI(t), ρ(0)]−
∫ t
0
ds [HI(t), [HI(s), ρ(s)]] . (5.15)
Equation (5.15) is still exact and as difficult as von Neumann equation to solve. Since we
are interested in the dynamics of the system (S) only, we trace the bath out and define the
reduced density state of the system as ρS(t) = TrB[ρ(t)]. By tracing equation (5.15) over
the bath, we obtain the following master equation for the system:
d
dt
ρS(t) = −iTrB[HI(t), ρ(0)]−
∫ t
0
dsTrB [HI(t), [HI(s), ρ(s)]] . (5.16)
Furthermore, we assume that the interaction between the system and the bath is turned
on at t = 0. Therefore the states of the system and the bath are separable at t = 0 and
we write ρ(0) = ρS(0)⊗ ρB(0). This allows us to set the first term in master equal to zero,
TrB[HI(t), ρ(0)] = 0. So the master equation reads as
d
dt
ρS(t) = −
∫ t
0
dsTrB [HI(t), [HI(s), ρ(s)]] . (5.17)
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Born-Markov approximation
Now we introduce two approximations known as the Born and Markov approximations.
Born approximation: The density operator factorises at all times. This assumption
relies on weak interaction between the system and the environment and also the fact that the
environment is large compared to the system. Therefore the environment density operator
is assumed to be time-independent, ρB = ρB(0) and
ρ(t) = ρS(t)⊗ ρB. (5.18)
The master equation using Born approximation is
d
dt
ρS(t) = −
∫ t
0
dsTrB [HI(t), [HI(s), ρS(s)⊗ ρB]] . (5.19)
Markov Approximation: This is actually two approximations in the master equation
which make it Markovian (time-local and independent of the history or memory kernel).
The first approximation relies on the assumption that the correlation timescale in the bath
(sometimes called memory time or relaxation time) is extremely shorter than the timescale
of the system dynamics, it let us to replace ρ(s) with ρ(t) on the right hand side of the
master equation
d
dt
ρS(t) = −
∫ t
0
dsTrB [HI(t), [HI(s), ρS(t)⊗ ρB]] . (5.20)
Equation (5.20) is called Redfield equation [1]. Although Redfield equation is local in time,
it is not yet a Markovian master equation since it depends on a particular starting time
t = 0. To achieve a fully Markovian master equation we first substitute s by t− s and then
let the upper limit of the integral go to infinity.
d
dt
ρS(t) = −
∫ ∞
0
dsTrB [HI(t), [HI(t− s), ρS(t)⊗ ρB]] . (5.21)
This second approximation is again justified if the correlation time of the bath is extremely
shorter than dynamics of the system. Equation (5.21) is a Markovian master equation.
Environment correlation functions
To proceed, let us decompose the interaction Hamiltonian in to the system and bath opera-
tors. In the Schro¨dinger frame we write
HI =
∑
α
Aα ⊗Bα, (5.22)
where Aα are system operators and Bα environment operators. In the interaction frame
HI(t) =
∑
α
Aα(t)⊗Bα(t), (5.23)
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where
Aα(t) = e
iHStAαe
−iHSt, (5.24a)
Bα(t) = e
iHEtBαe
−iHEt. (5.24b)
We define environment correlation functions as
Cαβ(t, s) = 〈Bα(t)Bβ(s)〉B = TrB[Bα(t)Bβ(s)ρB]. (5.25)
If the bath density operator is time-independent, as we assumed in Born approximation, we
define
Cαβ(t− s) ≡ Cαβ(t, s) = TrB[Bα(t− s)BβρB]. (5.26)
Using the decomposition in interaction Hamiltonian and bath correlation function, we
rewrite the Markovian master equation in the Schro¨dinger frame as
d
dt
ρS(t) = −i[HS, ρS(t)]
−
∑
α,β
∫ ∞
0
ds
(
[Aα, Aβ(−s)ρS(t)]Cαβ(s) + [ρS(t)Aβ(−s), Aα]Cαβ(−s)
)
. (5.27)
This Markovian master equation can be the starting point to simulate many physical systems
which are interacting weakly with an environment. The only condition is to be able to
decompose the interaction Hamiltonian in the form of equation (5.23).
Interaction of a two-level system with a bosonic bath
As an example consider the interaction between a two-level system with a bosonic bath. A
physical example of such a model is the damping (relaxation) of a two-level atom due to
interaction with a quantised electromagnetic field. The Hamiltonian of the two level system
is
HS =

2
(|e〉〈e| − |g〉〈g|) = 
2
σz, (5.28)
where  is the energy difference between the ground state |g〉 and the excited state |e〉. The
zero point of the energy is chosen in the middle of the ground and excited states. The bosonic
bath is described by the Hamiltonian
HB =
∑
k
ωkb
†
kbk, (5.29)
which is a collection of harmonic oscillators of frequencies ωk, with annihilation operators
bk. These annihilation operators follow the bosonic commutation relation [bk, b
†
k′ ] = δkk′ .
The interaction Hamiltonian between the two level system and the bath in rotating-wave
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approximation is
HI =
∑
k
gkσ+ ⊗ bk + g∗kσ− ⊗ b†k, (5.30)
where σ+ = |e〉〈g|, σ− = |g〉〈e| and gk are coupling constants between the system and mode
k of the bath. The interaction Hamiltonian in the interaction frame is then
H˜I(t) =
∑
k
gkσ+e
it ⊗ bke−iωkt + g∗kσ−e−it ⊗ b†keiωkt. (5.31)
We define system and bath operators as follow
A1 ≡ σ+eit, (5.32a)
A2 ≡ σ−e−it, (5.32b)
B1 ≡
∑
k
gkbke
−iωkt, (5.32c)
B2 ≡
∑
k
g∗kb
†
ke
+iωkt. (5.32d)
Using these operators we write the interaction Hamiltonian in the form of equation (5.23)
HI(t) =
∑
α=1,2
Aα(t)⊗Bα(t). (5.33)
Furthermore we consider that the bath is in thermal equilibrium at temperature T such that
ρB =
exp
(
− HB
kBT
)
Tr
[
exp
(
− HB
kBT
)] , (5.34)
where kB is the Boltzman constant. To be able to calculate the correlation functions we first
find the following averages over the bosonic operators:
〈bkbk′〉B = Tr[bkbk′ρB] = 0, (5.35a)
〈b†kb†k′〉B = Tr[b†kb†k′ρB] = 0, (5.35b)
〈b†kbk′〉B = Tr[b†kbk′ρB] = δkk′n(ωk), (5.35c)
〈bkb†k′〉B = Tr[bkb†k′ρB] = δkk′(1 + n(ωk)), (5.35d)
5.1 Open Quantum System in Born-Markov Approximation 69
where n(ω) = 1
eω/kBT−1 is the Bose-Einstein occupation number. Now we calculate bath
correlation functions:
C11(t− s) = 〈B1(t− s)B1〉B = 0, (5.36a)
C22(t− s) = 〈B2(t− s)B2〉B = 0, (5.36b)
C12(t− s) = 〈B1(t− s)B2〉B
=
∑
kk′
gkgk′〈bkb†k′〉B e−iωk(t−s)
=
∑
k
g2k(1 + n(ωk))e
−iωk(t−s)
=
∫ ∞
0
dωJ(ω)(1 + n(ω))e−iω(t−s), (5.36c)
C21(t− s) = 〈B2`(t− t′)B1`(0)〉E
=
∑
kk′
gkgk′〈b†kbk′〉Eeiωk(t−s)
=
∑
k
g2kn(ωk)e
iωk(t−s)
=
∫ ∞
0
dωJ(ω)n(ω)eiω(t−s), (5.36d)
where we have defined the spectral density J(ω) ≡ ∑k |gk|2δ(ω − ωk). We then substitute
the correlation functions in the master equation (5.27)
d
dt
ρS(t) = −i 
2
[σz, ρS(t)]−
∫ ∞
0
ds
(
[σ+, σ−ρS(t)]eisC12(s) + [ρS(t)σ−, σ+]eisC21(−s)
+ [σ−, σ+ρS(t)]e−isC21(s) + [ρS(t)σ+, σ−]e−isC21(−s)
)
.
(5.37)
In this equation the commutators are independent of the integral variable s. Also the
results of time the integrals are functions of . Explicitly we used the following relation to
calculate the time integrals: ∫ ∞
0
dte±it = piδ()± iP

, (5.38)
where P denotes the Cauchy principal value. We only use the real part of the integral since
the imaginary part can be absorbed into H0 which shifts the energy levels (Lamb shift and
Stark shift). After time integration over bath, the final result is a Lindblad master equation
[2] of form
d
dt
ρS = −i 
2
[σz, ρS] + γ() (n() + 1)D[σ−]ρS + γ()n()D[σ+]ρS, (5.39)
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where γ() = 2piJ() and D[O]ρ = OρO†− 1
2
[O†Oρ+ ρO†O] is the Lindblad super-operator.
5.1.3 Quantum Jumps
As we have discussed, a master equation describes dynamics of a reduced density state of
an open quantum system. The density operator tells us the maximum quantum-statistical
information about the system. If no measurement is being done, the system evolves into
a mixed state. That is true even if the initial state was a pure state. Any mixed state is
a decomposition of many pure states (see equation (5.4)), therefore one can think of the
solution to a master equation as dynamics of an ensemble of pure states.
Looking at the dynamics of these pure states individually is known as unravelling of a mas-
ter equation. Each of these pure states evolves stochastically under a stochastic Schro¨dinger
equation (SSE). A solution to a SSE is called a quantum trajectory. The SSE is equivalent
to the master equation such that if we average the SSE over the ensemble (mathematically
it is averaging over the stochastic term in the SSE) we obtain the corresponding master
equation.
The SSE and its solutions, quantum trajectories, are not only mathematical tools. Its
physical interpretation relies on the advancement in quantum technologies which allow us
to observe and manipulate single quantum systems embedded in dissipative environments.
And after analysing the experimental data, it is possible to write down a time-dependent
state for the system. Naturally, the dynamics of the state is stochastic due to the mea-
surement process. The stochastic time-dependent state is a particular quantum trajectory.
Physically, a quantum trajectory is the evolution of a single quantum state under continuous
measurement, conditioned on the stochastic measurement record.
Different unravellings and their connections to different experimental setups are described
in [3]. In the following, we focus on a specific unravelling known as quantum jumps which
is associated with direct measurement on occupation number. As an example if our system
is photons in a cavity, a quantum jump can be due to the photon detection.
Consider a general Lindblad master equation of the form
d
dt
ρ = −i[H0, ρ]−
∑
µ
D[Cµ]ρ(t). (5.40)
Usually the operators Cµ are called collapse operator. The equivalent stochastic Schrodinger
equation in the jump-unravelling is [3]
d|ψ(t)〉 =
∑
µ
dNµ(t)
 Cµ√
〈C†µCµ〉(t)
− 1
+ [1− dNµ(t)]dt(〈C†µCµ〉(t)
2
− C
†
µCµ
2
− iH0
) ,
(5.41)
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where the stochastic increments dNµ(t) are either 0 or 1 and obey
E[dNµ] = 〈ψ(t)|C†µCµ|ψ(t)〉, (5.42a)
dNµ(t)dNν(t) = dNµ(t)δµν . (5.42b)
The SSE (5.41) describes the dynamics of an open quantum system using two comple-
mentary cases. When dN = 0 the state evolves according to a non-unitary evolution and
when dN = 1 a quantum jump happens.
To simulate the SSE (5.41) we do the following steps:
First we define an effective Hamiltonian
Heff = H0 − i
2
∑
µ
C†µCµ. (5.43)
The state |ψ(t)〉 evolves from t to t+ δt using this effective Hamiltonian, where δt is chosen
much shorter than the system time-scale. The pre-measurement state |ψpm(t + δt)〉 is not
normalised due to non-Hermitian Heff . We calculate the probability that if the result of the
measurement is positive (i.e. measurement device has detected something)
δp = 1− 〈ψpm(t+ δt)|ψpm(t+ δt)〉. (5.44)
Then we generate a pseudorandom number  in the range 0 to 1. If δp < , we conclude that
the measurement result was negative and therefore no jumps occurred. We then re-normalise
the wavefunction by
|ψ(t+ δt)〉 = 1√
1− δp |ψpm(t+ δt)〉. (5.45)
If δp >  we conclude that the measurement result was positive and a quantum jump
occurred. If there is only one collapse operator then
|ψ(t+ δt)〉 =
√
δt
δp
c|ψ(t)〉, (5.46)
If there is more than one collapse operator we need to decide which collapse operator occurs
according to the respective probabilities, pµ and the post measurement state will be
|ψ(t+ δt)〉 =
√
δt
δpµ
cµ|ψ(t)〉. (5.47)
We proceed with the same algorithm for the next step in time, (i.e. t+ δt→ t+ 2δt), with
initial state |ψ(t+ δt)〉.
It is possible to generalise the SSE to a stochastic master equation where there are other
dissipative dynamics (other baths) than the measurement apparatuses. In this situation an
stochastic master equation (conditional master equation) in jump unravelling has the form
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of
dρ(t) = dt
∑
ν
D[Bν ]ρ(t) +
∑
µ
[
dNµ(t)G[Cµ]− dtH[iH0 + 1
2
C†µCµ]
]
ρ(t), (5.48)
where
G[O]ρ = OρO
†
Tr[OρO†]
− ρ, (5.49a)
H[O]ρ = Oρ+ ρO† − Tr[Oρ+ ρO†]ρ. (5.49b)
The solution to the master equation (5.48) is conditioned on the measurement records asso-
ciate with collapse operators with index Cµ but also dissipated due to other baths associated
with the operators with index Bν .
Worked example: Two-Level Atom Driven by a Laser Field
As an example we consider a two level atom driven by a laser. The master equations for the
two level system in Born-Markov approximation is
d
dt
ρ(t) = −i[H0, ρ] + γD[σ−]ρ. (5.50)
The free Hamiltonian of two level system interacting with an external field is
H0 = δω |e〉〈e|+ Ω
2
(σ+ + σ−) (5.51)
where Ω is the Rabi frequency and δω is detuning. The derivation of this master equation
is similar to equation (5.39) with n = 0. This leaves us with only one collapse operator σ−.
The only Lindblad term in the master equation is corresponding to the spontaneous emission
of the atom. In an experimental setup, if we monitor the spontaneous emission, then the
dynamics of the atom will be stochastic conditioned on the photon-detection result. The
equivalent stochastic Schro¨dinger equation is
d|ψ(t)〉 = dN(t)
(
σ−√〈σ+σ−〉(t) − 1
)
+ [1− dN(t)]dt
(〈σ+σ−〉(t)
2
− σ+σ−
2
− iH0
)
. (5.52)
Simulation result for the expectation value of population difference 〈σe− σg〉 is shown in
Fig. 5.1. The blue solid line is the solution for the unconditional master equation (5.51). It
shows the state of the atom converges to a 50-50 mixed state. A solution to the conditional
stochastic master equation (5.52) is a quantum trajectory. The faded lines in the figures
show three different trajectories. Each of shows Rabi oscillation with stochastic jump to the
ground state which corresponds to a photon detection. The red and the green line is average
over 10 and 100 trajectories respectively which converge to the unconditional solution.
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Figure 5.1: Expectation value of the population difference in the two level atom. Blue line
shows the unconditional solution while the fade lines show three different quantum trajectories.
Red and Green show the average over 10 and 100 trajectories.
5.2 Mesoscopic physcis
“Meso” means “in the middle”. Mesoscopic physics is the study of systems whose size is “in
the middle” between macroscopic world of bulk materials and microscopic world of atoms
and molecules. One of the questions that mesoscopic physics is interested in is: “How will
electrons behave if only a few of them are around?”. This is the question that leads to the
engineering of single electron quantum dots that we explain in this section. In the following,
we talk about Coulomb blockade in a quantum dot which lets us to explain the design of
single electron transistors and electron shuttles. The latter, the electron shuttle, is the main
ingredient for our proposed quantum heat engine that we will describe in the next chapters.
5.2.1 Quantum Dot, Coulomb Blockade and Single Electron Tran-
sistor
Consider a small metallic dot connected weakly to two leads (electrodes). Figure 5.2 shows
a diagram of a quantum dot between two leads. The ‘weak’ connection means that there
are energy barriers between the leads and the dot, so that the electrons need to tunnel
through these barrier to hop on and off the quantum dot. Therefore we approximate that
the electronic state on the dot is separate from the leads and it is acceptable to ask how
many electrons are on the dot. The quantum dot with discrete energy levels is usually called
an ‘island’ since it is surrounded by insulating regions. We connect the leads to a voltage
difference so that one lead will be a source of electrons and the other will be a sink.
The tunnelling rate of an electron through a barrier is Γ = V/(eRT ) where RT is the
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resistance at tunnelling. This relation is only valid in the low temperature limit when
charging effects can be ignored. If the resistance at tunnelling junction, RT is large compare
to resistance quantum RQ = h/e
2 only one electron can pass at each time. To achieve this
one has to ensure that the charging energy e2/(2C) kT , where T is the temperature and
C is the capacitance.
Let us focus on a source-island junction with a voltage bias Vs. An electron will gain an
energy equal to eVs as it crosses the barrier. At the same time, the junction has a capacitance
Cs. Once the electron has tunnelled, the potential difference across the barrier is reduced
by e/(2Cs). No current can flow as long as the bias voltage is less than the potential
e/(2C) associated with the loss of charging energy as the electron crosses the capacitor.
This phenomena is known as Coulomb blockade [4].
We approximate the electron energy distribution on the leads as a Fermi distribution
and consider them as electron reservoir. Figure 5.3 shows this energy distribution at zero
temperature with an electric potential difference between them. We also assume the reser-
voirs remain in Ohmic conducting state. The electronic energy of the dot can be controlled
by a gate. If the electronic energy is higher than source chemical potential there will be no
current and if it is between the source and drain a current will flow. This device know as
single electron transistor (SET) and its Hamiltonian is
H0 = ωIc
†c, (5.53a)
HB =
∑
k
ωskb
†
skbsk +
∑
k
ωdkb
†
dkbdk, (5.53b)
HI =
∑
k
(
gskcb
†
sk + g
∗
skbskc
†
)
+
∑
k
(
gdkcb
†
dk + g
∗
dkbdkc
†
)
. (5.53c)
Equation (5.53a) is the single electron energy where ωI is the electronic energy level of
the island and c is a fermionic annihilation operator which obeys fermionic anticommutation
relation {c, c†} = 1. Due to Coulomb blockade, the dot can have either zero or one electron.
The Hamiltonian of the leads is given in (5.53b), where bs(d),k is fermionic annihilation
operator for the source(drain) at mode k with energy ωs(d)k. Equation (5.53c) describes
electron tunnelling between the leads and the dot with tunnelling constant gs(d),k between
the dot and mode k of the source(drain). Since we work in a regime where the resistance of
the tunnel junction, R, is large compared with the quantum of resistance, RQ, a perturbative
master-equation is valid. In the next section, we derive a master equation for a single electron
Figure 5.2: Diagram of a quantum dot (island) between two leads. If there exists a potential
difference between the leads, one of them will be a source for the electrons and the other a sink.
The gap between the island and the leads are filled with an insulator. Electrons need to jump from
the source to the island and from the island to the sink. This is shown by arrows.
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Figure 5.3: Shows Fermi distribution of the source and the drain leads with chemical potential
µs > µd and temperatures Ts = Td = 0. The island energy level, ωI , is between the chemical
potentials, µs > ωI > µd. In this bias configuration, an electron can tunnel from the source, to the
island, to the drain.
transistor.
5.2.2 Master Equation approach to the Single Electron Transistor
In this section we derive a master equation in Born-Markov approximation for a SET using
the Hamiltonian (5.53). We first write the interaction Hamiltonian (5.53c) in the interaction
frame as
HI(t) = e
iH0t/~HIe
−iH0t/~ (5.54)
=
∑
k
gsk ce
−iωI t b†ske
iωkt +
∑
k
gsk c
†eiωI t bske−iωkt (5.55)
+
∑
k
gdk ce
−iωI t b†dke
iωkt +
∑
k
gdk c
†eiωI t bdke−iωkt. (5.56)
Since two baths (the source and the drain) are interacting with the dot, we split the inter-
action Hamiltonian HI into sum of the related terms for the source and the drain such that
HI(t) = H
s
I (t) + H
d
I . We then decompose them into tensor products of system and bath
operators as follow
HsI (t) = ce
−iωI t ⊗
∑
k
gskb
†
ske
iωkt + c†eiωI t ⊗
∑
k
g∗skbske
−iωkt
= Cs1(t)⊗Bs1(t) + Cs2(t)⊗Bs2(t), (5.57a)
HdI (t) = ce
−iωI t ⊗
∑
k
gdkb
†
dke
iωkt + c†eiωI t ⊗
∑
k
g∗dkbdke
−iωkt
= Cd1 (t)⊗Bd1(t) + Cd2 (t)⊗Bd2(t). (5.57b)
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Then we write the Markovian master equation (5.27) using these bath operators as
ρ˙(t) = −
∑
`=s,d
∑
i,j
∫ ∞
0
dτ
(
[Ci`(t), Cj`(t− τ)ρ(t)]B`ij(τ) + [ρ(t)Cj`(t− τ), Ci`(t)]B`ji(−τ)
)
,
(5.58)
where B`ij(t − t′) = 〈Bi`(t)Bj`(t′)〉E are bath correlations and to calculate them we use the
following averages
〈b`kb`k′〉E = Tr[b`kb`k′ρE] = 0, (5.59a)
〈b†`kb†`k′〉E = Tr[b†`kb†`k′ρE] = 0, (5.59b)
〈b†`kb`k′〉E = Tr[b†`kb`k′ρE] = δkk′f`(ωk), (5.59c)
〈b`kb†`k′〉E = Tr[b`kb†`k′ρE] = δkk′(1− f`(ωk)), (5.59d)
where f`(ωI) = 1/(e
(ωI−µ`)/T` + 1) is the Fermi distribution of lead ` with chemical potential
µ`. The bath correlation functions using these averages read as
B`11(t− t′) = 〈B1`(t)B1`(t′)〉E = 〈B1`(t− t′)B1`(0)〉E = 0, (5.60a)
B`22(t− t′) = 〈B2`(t)B2`(t′)〉E = 〈B2`(t− t′)B2`(0)〉E = 0, (5.60b)
B`12(t− t′) = 〈B1`(t)B2`(t′)〉E = 〈B1`(t− t′)B2`(0)〉E
=
∑
kk′
g`kglk′〈bˆ`kbˆ†lk′〉Ee−iωk(t−t
′)
=
∑
k
g2`k(1− f`(ωk))e−iωk(t−t
′)
=
∫ ∞
0
dJ`()(1− f`())e−i(t−t′), (5.60c)
B`21(t− t′) = 〈B2l(t)B1`(t′)〉E = 〈B2`(t− t′)B1`(0)〉E
=
∑
kk′
g`kglk′〈bˆ†`kbˆlk′〉Eeiωk(t−t
′)
=
∑
k
g2`kf`(ωk)e
iωk(t−t′)
=
∫ ∞
0
dJ`()f`()e
i(t−t′), (5.60d)
where we have defined the spectral density J`() ≡
∑
k |τ`k|2δ(−ωk). Using these correlation
functions, we write the master equation as a sum of integrals,
ρ˙(t) = −
∑
`=s,d
4∑
i=1
I`i , (5.61)
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where I`i s are integrals for lead ` as follows
I`1 =
∫ ∞
0
dτ [C1`(t), C2`(t− τ)ρ(t)]B`12(τ)
=
∫ ∞
0
dτ
[
c†eiωI t, ce−iωI(t−τ)ρ(t)
] ∫ ∞
0
dJ`()(1− f`())e−iτ
= [c†, cρ(t)]
∫ ∞
0
dτ
∫ ∞
0
dJ()(1− f`())ei(ωI−)τ
= [c†, cρ(t)]
Γ`(ωI)
2
(1− f`(ωI)), (5.62)
I`2 =
∫ ∞
0
dτ [ρ(t)C2`(t− τ), C1`(t)]B`21(−τ)
=
∫ ∞
0
dτ
[
ρ(t)ce−iωI(t−τ), c†eiωI t
] ∫ ∞
0
dJ`()f`()e
−iτ
= [ρ(t)c, c†]
∫ ∞
0
dτ
∫ ∞
0
dJ`()f`()e
i(ωI−)τ
= [ρ(t)c, c†]
Γ`(ωI)
2
f`(ωI), (5.63)
I`3 =
∫ ∞
0
dτ [C2`(t), C1`(t− τ)ρ(t)]B`21(τ)
=
∫ ∞
0
dτ
[
ce−iωI t, c†eiωI(t−τ)ρ(t)
] ∫ ∞
0
dJ`()f`()e
iτ
= [c, c†ρ(t)]
∫ ∞
0
dτ
∫ ∞
0
dJ`()f`()e
−i(ωI−)τ
= [c, c†ρ(t)]
Γ`(ωI)
2
f`(ωI), (5.64)
I`4 =
∫ ∞
0
dτ [ρ(t)C1`(t− τ), C2`(t)]B`12(−τ)
=
∫ ∞
0
dτ
[
ρ(t)c†eiωI(t−τ), ce−iωI t
] ∫ ∞
0
dJ`()(1− f`())eiτ
= [ρ(t)c†, c]
∫ ∞
0
dτ
∫ ∞
0
dJ`()(1− f`())e−i(ωI−)τ
= [ρ(t)c†, c]
Γ`(ωI)
2
(1− f`(ωI)). (5.65)
We again used the following relation to calculate the time integral∫ ∞
0
dte±it = piδ()± iP

, (5.66)
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Figure 5.4: Electron occupation in a SET. Blue line shows the unconditional solution and the
purple line shows a typical quantum trajectory with electrons jumping on and off the island.
where P denotes the Cauchy principal value. And again we only used the real part of the
integral since the imaginary part can be absorbed into H0. Also we define zero temperature
rates Γ`() = 2piJ`(). We then add the calculated integrals and write the master equation
in Schrodinger frame as
ρ˙(t) = −i[H0, ρ] + Γs(1− fs(ωI))D[c]ρ+ Γsfs(ωI)D[c†]ρ
+ Γd(1− fd(ωI))D[c]ρ+ Γdfd(ωI)D[c†]ρ, (5.67)
where D[O]ρ is the Lindblad super-operator. It is worth to mention that the average tun-
nelling rate, ΓT as it defined in previous section, is
ΓT =
(
1
Γs
+
1
Γd
)−1
(5.68)
If the temperature of the leads satisfy kT  ~ωI , we can approximate their temperature
to zero, and if the electronic energy of the island is between the chemical potentials of the
leads, i.e. µs > ωI > µd, the master equation simplifies to
ρ˙(t) = −i[H0, ρ] + ΓsD[c†]ρ+ ΓdD[c]ρ. (5.69)
The first term in (5.69), the commutator term, describes dynamics of the dot due to
its own free Hamiltonian. The second term, describes the tunnelling from the source to
the dot while the last term is tunnelling from the dot to the drain. Since the leads are at
zero temperature, charge flow is in one direction: from the source to the drain. Figure 5.4
shows the expectation value of electron occupation on the dot, 〈c†c〉. The blue line is the
unconditional solution to the master equation (5.69). It shows that unconditional solution
arrives to a steady state in short time. A single quantum trajectory is shown with purple
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line to demonstrate how the electron jumps on and off the island.
5.2.3 Quantum Electromechanical Shuttle
The quantum electromechanical system (QEMS), the charged shuttle, which firstly proposed
by Gorelik [5], is a SET which can oscillate mechanically between the leads. Since the dot
oscillates and carries a charge, it is usually called a shuttle (rather than an island). The
mechanical movement causes a time-dependent change in the distance of the shuttle to the
leads. Therefore the electron tunnelling rates between the shuttle and the leads are functions
of the shuttle position. A review of experimental and theoretical achievements in shuttle
transport can be found in [6]. Utami et al. [7] studied the vibration and electron transport
of a QEMS using a quantum master equation. In this section we review their work.
Now consider a shuttle oscillates in a harmonic potential between two leads and subject
to damping. If there exist an electric bias between the leads, there will be an electric field
between the leads so that the charged shuttle will feel an electric force. The Hamiltonian of
the shuttle and its environments is
Hˆ = ~ωI cˆ†cˆ (5.70a)
+
∑
k
~ωskbˆ†skbˆsk + ~ωdkbˆ
†
dkbˆdk (5.70b)
+
∑
k
[
τskFs(xˆ)bˆskcˆ
† + H.c.
]
(5.70c)
+
∑
k
[
τdkFd(xˆ)bˆdkcˆ
† + H.c.
]
(5.70d)
+ ~ωaˆ†aˆ (5.70e)
− eExˆcˆ†cˆ (5.70f)
+
∑
p
g(aˆ†dˆp + aˆdˆ†p) +
∑
p
~ωpdˆ†pdˆp. (5.70g)
The electronic terms in the Hamiltonian, terms (5.70a) to (5.70d), are similar to the Hamil-
tonian of the SET. Again it is assumed that there can be only one electron on the shuttle due
to Coulomb blockade. The tunnelling terms (5.70c) and (5.70d) depend on the position xˆ of
the oscillator via tunnelling functions Fs/d(xˆ). Term (5.70e) is the free Hamiltonian of the
oscillator where a is a bosonic annihilation operator obeying the usual bosonic commutator
relation [a, a†] = 1. The coupling between the electric field and the shuttle is described
by the term (5.70f) where e is the charge of a single electron and E is the strength of the
electric field. The last line in the Hamiltonian describes the cold bosonic bath which damps
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Figure 5.5: a) shows unconditional evolution of position 〈xˆ〉, momentum 〈pˆ〉, electron number
〈c†c〉 and phonon number 〈a†a〉 b) shows limitcycle behaviour of the shuttle
the oscillator. The master equation for the shuttle in the Born-Markov approximation is
ρ˙ =− i [ωaˆ†aˆ, ρ]+ ieE [(aˆ+ aˆ†)cˆ†cˆ, ρ] (5.71)
+ κ (np + 1)D[aˆ]ρ+ κnpD[aˆ†]ρ
+ Γs
{
fs(ωI)D[cˆ†Fs(xˆ)]ρ+ (1−fs(ωI))D[cˆFs(xˆ)]ρ
}
+ Γd
{
fd(ωI)D[cˆ†Fd(xˆ)]ρ+ (1−fd(ωI))D[cˆFd(xˆ)]ρ
}
.
The derivation of this master equation is similar to the derivation of the master equation for
the SET, equation (5.67), and it has also been derived in [8]. Note that the density matrix
ρ in equation (5.71) describes both the electric and the mechanical state of the shuttle.
To disscuss the phenomenology of this system we consider a simple case where we assume
the temperature of the leads and the bosonic bath are very low and we approximate fs = 1,
fd = 0 and np = 0. The master equation at “zero temperature” is
ρ˙ =− i [ωaˆ†aˆ, ρ]+ ieE [(aˆ+ aˆ†)cˆ†cˆ, ρ]
+ ΓsD[cˆ†e−ηxˆ]ρ+ ΓdD[cˆeηxˆ]ρ+ κD[aˆ]ρ. (5.72)
The first commutator term describes dynamics of the harmonic oscillator due to its free
Hamiltonian. The second commutator term is a coherent driving due to the electric field
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Figure 5.6: a) shows a single quantum trajectory of position 〈xˆ〉, momentum 〈pˆ〉, electron num-
ber 〈c†c〉 and phonon number 〈a†a〉 b) shows stochastic limit-cycle behaviour in a single quantum
trajectory of the shuttle
E which couples electron number nˆe = cˆ
†cˆ to position xˆ = aˆ + aˆ†. The dissipative terms
(second line) include electron tunnelling terms (from the source and to the drain), where the
tunnelling functions are chosen to be exponential with tunnelling length 1/η. The last term
describes damping of the oscillator.
The expectation values of position 〈xˆ〉, momentum 〈pˆ〉, electron number 〈c†c〉 and phonon
number 〈a†a〉 are shown in Fig. 5.5a using an unconditional solution to the master equation
(5.72). It shows when the shuttle is close to the source lead, electron occupation increases
and when the shuttle is close to the drain the electron number decreases. The charged
oscillator feels a force due to the electric field, as shown by the increase in phonon number
〈a†a〉. Figure 5.5b combines 〈xˆ〉, 〈pˆ〉 and 〈c†c〉 to show a limit-cycle behaviour in the shuttle.
Note that, due to phase-diffusion, the solution will eventually decay to the steady state at
the centre of the cycles.
We also look at a dynamics of a single quantum trajectory which is plotted in Fig 5.6.
It shows an electron jump on the shuttle while the shuttle position is near to the source and
the charged shuttle will be discharged while it is close to the drain. Since the mechanical
oscillation of the shuttle is driven by the electric bias between the leads, we describe this
device as a quantum electric motor.
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Summary
In this section, we gathered the tools that we need for part-II of this thesis. We will use
the quantum shuttle to design a heat engine in chapter 7. We will write a master equation
in Born-Markov approximation for the heat engine. Then we will use the quantum jump
unravelling to investigate the dynamics of the heat engine.
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6
Johnson Noise as a Heat Source
The main goal of part II of this thesis is to develop a model of a quantum heat engine based
on the oscillation of a single electron shuttle. This is the subject of the next chapter. Before
that, in this chapter, we show how thermal fluctuation of electric potential (Johnson noise)
can be used as a heat source. Specifically we introduce the effect of Johnson noise on a
charged oscillator and show that Johnson noise can be rectified to a net force by using a
non-linear potential.
6.1 Johnson Noise and the Master Equation
Consider an oscillator carrying a fixed number of ne electrons and oscillating in an arbitrary
potential between two grounded leads (i.e. a zero electric bias). We set one of the leads to
be at finite temperature while keeping the other at zero temperature. At finite temperature,
the electric potential of the hot lead fluctuates, an effect known as Johnson noise [1, 2].
Consequently there is a fluctuating electric field between the leads. We assume that the
stochastic field, which we denote by ξ(τ), is white noise and has the following average
statistics
〈ξ(τ)〉noise = 0, (6.1a)
〈ξ(τ)ξ(τ ′)〉noise = E2rmsδ(τ − τ ′), (6.1b)
where Erms is the root mean square of the electric field noise. We also assume that the
distance between the leads, d, is small enough that Erms does not change with position. We
then write
E2rms =
(
Vrms
d
)2
=
4kBTR
d2
, (6.2)
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where kB is Boltzmann’s constant, T is the temperature of the hot lead and R is the resistance
that connects the hot lead to the ground.
We write the Hamiltonian of the charged oscillator interacting with Johnson noise as
Hˆ = H0 + neeξ(τ)xˆ, (6.3)
where H0 is the oscillator Hamiltonian and e is the charge of an electron. The master
equation of the oscillator after making the Born and Markov approximations [3] in the
interaction frame is
d
dt
ρ = −(nee)2
∫ ∞
0
dτ ′ξ(τ)ξ(τ ′) [xˆ(τ), [xˆ(τ ′), ρ(τ ′)]] . (6.4)
We should remember that we are in an interaction frame, although because of compactness
in notation, we have not used any subscripts to indicate that.
To continue we distinguish two different time scales of the system. One is the time scale
of Johnson noise which we denote by τ and the other is the time scale of the oscillator
dynamics due to H0 and we label that by t. We consider that the time scale of the noise is
extremely shorter than the dynamics of the oscillator, i.e. dτ  dt. Since we are interested
in the dynamics of the oscillator, we average over the noise time scale,
ρ˙ = −
〈
e2
∫ ∞
0
dτ ′ξ(τ)ξ(τ ′) [nexˆ(τ), [nexˆI(τ ′), ρ(τ ′)]]
〉
noise
= −e2
∫ ∞
0
dτ ′〈ξ(τ)ξ(τ ′)〉noise [nexˆ(τ), [nexˆ(τ ′), ρ(τ ′)]]
= −γ
∫ ∞
0
dτ ′δ(τ − τ ′) [nexˆ(τ), [nexˆ(τ ′), ρ(τ ′)]]
= −1
2
γ [nexˆ(τ), [nexˆ(τ), ρ(τ)]] (6.5)
where
γ =
(exc
~
)2
E2rms =
(
2exc
~d
)2
kBRT. (6.6)
After expanding the double commutator we find
[nexˆ, [nexˆ, ρ]] = −2D[nexˆ]ρ, (6.7)
where D[O]ρ = OρO†− 1
2
(O†Oρ+ρO†O) is the Lindblad superoperator [4]. Using this result,
the master equation in the Schrodinger picture is
ρ˙ = −i[H0, ρ] + γD[nexˆ]ρ. (6.8)
This result shows that Johnson noise is described mathematically as a dissipative term in a
master equation. Similar results have been derived in [5] in which a quantum dot has been
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subjected to stochastic noise of the laser pulses.
Now if we include electron tunnelling terms to the Hamiltonian (6.3), we need to sub-
stitute ne with the electron number operator, c
†c. Using a similar derivation and averaging
over the noise we find
ρ˙ = −i[H1, ρ] + γD[c†cxˆ]ρ, (6.9)
where H1 includes the tunnelling dynamics as well as all other terms in the Hamiltonian.
6.2 Rectification of Johnson Noise
Johnson noise is approximated as white noise with zero mean (see equation (6.1a)), therefore
for a symmetric potential, e.g. a harmonic potential, the time averaged force is zero. To
rectify the noise electric field into a net force, we impose a nonlinear potential. For the
purpose of the theoretical model in this thesis and specifically next chapter, we use a half-
harmonic potential which is easy to analyse and provides the required nonlinearity. In the
following we first review the quantum mechanics of the half-harmonic potential then we show
how this potential rectifies the Johnson noise.
6.2.1 Quantum Mechanics of the Half-Harmonic Potential
Consider a particle with mass M in a half-harmonic potential which is defined as
V (x) =
{
1
2
Mω2x2 x ≥ 0
∞ x < 0. (6.10)
The solution to the time-independent Schro¨dinger equation in position space is similar
to the full-harmonic oscillator. The boundary condition at x = 0 enforce the wavefunction
to be zero for x ≤ 0, so only the odd solutions are allowed. Therefore the wavefunctions and
the energy eigenvalues are
ψn(x) =
√
2
(
1
pi
) 1
4 1√
2nn!
Hn (x) e
− x2
2 , (6.11)
En = (n+
1
2
)ω for n = 1, 3, 5, ... and x ≥ 0, (6.12)
where Hn(x) are Hermite polynomials and position x is in units of xc =
√
~
Mω
. An extra
factor of
√
2 in the wavefunction, in comparison to the full-harmonic oscillator, is due to
normalising the wavefunction only in x > 0. The energy spectrum of the half-harmonic
potential is demonstrated in figure 6.1. Note that the energy gap between the levels is 2ω
since only odd n are admissible.
Let us define |m〉 with m = 0, 1, 2, 3, ... as excitations of the half-harmonic potential and
write the Hamiltonian eigenequation
Hˆ|m〉 = Em|m〉, (6.13)
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Figure 6.1: The dashed line represents the half-harmonic potential. The solid lines demonstrate
eigen-wavefunction in position space. Compared to the full-harmonic potential, only odd n are
accepted, therefore the energy gap between the energy levels is 2ω.
where Em is the eigenenergy of the eigenstate |m〉. We write the odd integers of the half-
harmonic, n, in terms of excitations m as
n = 2m+ 1. (6.14)
Equipped with this notation we write the wavefunctions and the energy eigenvalues as
ψm(x) =
(
1
pi
) 1
4 1√
22m · (2m+ 1)!H2m+1 (x) e
− x2
2 (6.15)
Em = (m+
3
4
)(2ω) for m = 0, 1, 2, 3, ... and x ≥ 0. (6.16)
Note that equation (6.16) shows explicitly the gap of 2ω between the energy levels. Fur-
thermore, we define the annihilation, aˆ, and creation, aˆ†, operators of the half-harmonic
oscillator as follow
aˆ =
∑
m
√
m+ 1|m〉〈m+ 1|, (6.17)
aˆ† =
∑
m
√
m+ 1|m+ 1〉〈m|. (6.18)
Note that these operators obey the usual bosonic commutation relation [aˆ, aˆ†] = 1. Using
these operators and equations (6.13) and (6.16), we write the Hamiltonian in terms of the
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creation and annihilation operators,
Hˆ =
(
aˆ†aˆ+
3
4
)
(2ω). (6.19)
Hamiltonian (6.19) is similar to the Hamiltonian of a full-harmonic oscillator with frequency
2ω and the ground state energy, E0 =
3
2
ω. But there are differences between half-harmonic
and full-harmonic oscillators. Specifically, the position and the momentum operators in the
half-Harmonic oscillator are not defined in terms of aˆ and aˆ†. Instead, we find the matrix
elements of these operators by expanding in energy bases:
xˆ =
∑
m,m′
|m〉〈m|xˆ|m′〉〈m′|
=
∑
m,m′
〈m|xˆ|m′〉|m〉〈m′|
=
∑
m,m′
Xmm′|m〉〈m′|,
pˆ =
∑
m,m′
|m〉〈m|pˆ|m′〉〈m′|
=
∑
m,m′
〈m|pˆ|m′〉|m〉〈m′|
=
∑
m,m′
Pmm′ |m〉〈m′|,
where Xmm′ = 〈m|xˆ|m′〉 and Pmm′ = 〈m|pˆ|m′〉 are matrix elements of position and momen-
tum operators respectively. We calculate the matrix elements, using the wavefunctions as
follow
Xmm′ = 〈m|xˆ|m′〉 = 〈m|
∫ ∞
0
dx|x〉〈x|xˆ|m′〉
= 〈m|
∫ ∞
0
dx|x〉x〈x|m′〉
=
∫ ∞
0
dx〈m|x〉x〈x|m′〉
=
∫ ∞
0
xψ∗m(x)ψm′(x)dx,
Pmm′ = 〈m|pˆ|m′〉 = 〈m|
∫ ∞
0
dx|x〉〈x|pˆ|m′〉
= −i〈m|
∫ ∞
0
dx|x〉 ∂
∂x
〈x|m′〉
= −i
∫ ∞
0
dx〈m|x〉 ∂
∂x
〈x|m′〉
= −i
∫ ∞
0
ψ∗m(x)
∂
∂x
ψm′(x)dx.
Figure 6.2a,b show matrix elements of the position and the momentum operators in the
eigen-energy bases. The diagonal elements of the position operator, Figure 6.2c, are not zero
which is opposite to the case of full-harmonic potential. This feature is the main reason that
the half-harmonic potential rectifies Johnson noise.
Note that these operators obey the canonical commutation relation [xˆ, pˆ] = i, as they
must since they are conjugate variables. Another interesting property is the commutation
relation of the number operator, aˆ†aˆ, with position operator [xˆ, aˆ†aˆ] = i
2
pˆ (this commutator in
full-harmonic potential is [xˆ, aˆ†aˆ] = ipˆ). On the other hand there is no similar commutation
relation between aˆ†aˆ and the momentum operator (but in the full-harmonic potential such a
relation does exist). The lack of simple commutation relations in the half-harmonic potential,
adds technical difficulty to our calculations.
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Figure 6.2: shows the matrix elements of the position (a) and momentum (b) operators in the
energy eigenbasis. (c) shows the diagonal elements of Xnm which are not zero in contrast to the full
harmonic potential. (d) shows the main and the first upper and lower diagonal elements of Pnm
6.2.2 Rectifiction of Johnson Noise with the Half-Harmonic Po-
tential
In this section we show how a half-harmonic potential rectifies Johnson noise. Consider a
charged oscillator with fixed ne electron number, inside a half-harmonic potential under the
effect of Johnson noise and also subject to damping with Hamiltonian
Hˆ = 2~ωaˆ†aˆ− eneξ(t)xˆ
+
∑
p
~ωpdˆ†pdˆp +
∑
p
g(aˆ†dˆp + aˆdˆ†p).
(6.20)
The first term in equation (6.20) is the Hamiltonian of the half-harmonic oscillator, the
second term is due to Johnson noise while the second line shows the Hamiltonian of the cold
bosonic bath to which the oscillator is coupled via the last term.
The master equation of the oscillator in the Born-Markov approximation and averaging
over the noise is
d
dt
ρ = −i(2ω) [aˆ†aˆ, ρ]+ γn2eD[xˆ]ρ+ κD[a]ρ, (6.21)
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Figure 6.3: a) Numerical (blue circles) and analytical (green line) of expectation value of
phonon numbers at steady state vs γ. b) Numerical calculation of expectation value of position at
steady state for differnet γ.
where we chose the bosonic bath to be at zero temperature. The first term in equation (6.21)
describes the oscillation in the half-harmonic potential. The second term is the dissipative
term due to Johnson noise (see equation (6.8)) and the last term describes damping to the
zero temperature bosonic bath with rate κ.
To continue, we investigate the steady state of the system. We first write the equation of
motion for the expectation value of phonon number N = 〈aˆ†aˆ〉, which its steady state can
be calculated analytically, as
dN
dt
= Tr
[
aˆ†aˆ
dρ
dt
]
=
n2eγ
4
− κN. (6.22)
We then find the steady state of the phonon number, Nss, by equating the equation (6.22)
to zero
Nss =
n2eγ
4κ
. (6.23)
Equation (6.23) shows that the expectation value of phonon number at steady state is
greater when γ (Johnson noise) is larger and κ (damping rate) is smaller. This shows that
Johnson noise act as an energy source (hot bath) and the bosonic reservoir acts as an energy
sink (cold bath). We will discuss this in more details in the next section. Also note that the
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Figure 6.4: Unconditional solutions to the master equation near steady state for different values
of γ. Each solution eventually damps to the related steady state shown with dashed lines
average number of phonons is zero when there is no charge on the oscillator, i.e. ne = 0. This
means that an uncharged oscillator looses all mechanical energy to the cold bath. Figure
6.3a shows Nss as a function of γ for a fixed κ. Numerical calculations of steady states for
phonon numbers (blue circles) matches with the analytical result of equation (6.23) (green
line).
The increase in the phonon number due to Johnson noise also happens in the full-
harmonic potential but ther it does not show the rectification of Johnson noise. To show
rectification in the half-harmonic potential, we need to show that Johnson noise affects the
steady state of the position. In the full-harmonic potential, the steady state of the aver-
age position is zero even after being heated by Johnson noise. Due to the complication in
the position operator of the half-harmonic potential (see figure 6.2), writing an equation of
motion for the expectation value of the position is impossible. Alternatively, we derive the
steady state of the master equation numerically and then calculate the expectation value of
the position operator. The numerical results is shown in figure 6.3b. At γ = 0, the steady
state position is as it is for the ground state while larger γ causes an increase in 〈x〉ss. This
result shows that Johnson noise applies, on average, a net force on the charged oscillator
and we conclude that the non-linear half-harmonic potential rectifies the Johnson noise.
In addition we show that the steady states are stable points (i.e. attractors). To see
this, we solve the master equation (6.21) with an initial state close to the steady states.
Specifically, we choose the steady state and displace it by a small amount and use it as an
initial state for the master equation (6.21). We find that with this choice of initial state the
oscillator damps to the steady state. Figure 6.3 shows the unconditional solutions to the
master equation (6.21) with different initial conditions (blue), each near to a steady state
(dashed black line). All the solutions damp to their related steady states showing that the
steady states are stable points.
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Figure 6.5: The Blue curve shows the behaviour of a charged oscillator, i.e. ne = 1 initialised
at the steady state of ne = 0 (ground state). The Orange curve shows the behaviour of an oscillator
with no charge, ne = 0, initialised at the steady state of a charged oscillator ne = 1.
6.2.3 Hot and Cold Baths
In this section we identify hot and cold baths for the charged oscillator. To do this we look
at the rate of change of the mechanical energy in the oscillator,
dE
dt
= Tr[2ωaˆ†aˆ
dρ
dt
]
=
ωn2eγ
2
− 2ωκN (6.24a)
≡ Q˙H − Q˙C. (6.24b)
In equation (6.24b) we have defined the heat flux from the hot bath (i.e. Johnson noise)
Q˙H = ωn2eγ2 , and the energy flux to the cold bath Q˙C = 2ωκN . When ne = 1, the oscillator
couples to Johnson noise which causes a steady increase in the mechanical energy of the
system and when ne = 0 the oscillator is only in contact with the bosonic cold bath. We
show this by solving unconditional dynamics of the master equation (6.21) twice. One with
ne = 1 and initialized at the ground state, and another solution with ne = 0 and initialized
at the steady state of one electron on the shuttle. The result is shown in figure 6.5 which
confirms our prediction. In this figure we also showed the expectation value of the position.
It shows the oscillator moves from on steady state to the other.
We interpret equation (6.24b) as a thermodynamic identity of the charged oscillator and
indentify Johnson noise as the hot bath and the bosonic bath as the cold bath.
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Summary
In this chapter we showed that the effect of Johnson noise to a master equation is a dissipative
term and we interpreted this term as heat flux to the system. Also we showed a half-harmonic
potential rectifies Johnson noise to a net force. In the next chapter, we will combine the
results of this chapter with the electron shuttle, described in chapter 5, to design a quantum
heat engine.
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7
Thermally Driven Shuttle as an Autonomous
Quantum Heat Engine
In this chapter, we design an autonomous quantum heat engine based on the oscillation of a
single electron shuttle. We first discuss ‘why’ we need an autonomous engine and ‘how’ we
can achieve it in a quantum system. Then we describe the model of our engine. Following
that, we discuss and numerically solve the dynamics of the engine. At the end we calculate
the power of the engine using semiclassical and quantum approaches and show that quantum
correlations play an important role in the engine power.
7.1 Autonomous Thermodynamic Cycles
With the advancement in experimental techniques, we are able to build and control de-
vices with truly quantum degrees of freedom. In these quantum devices, the energetics and
thermodynamics of the control field become important. Thermodynamics of such quantum
devices have been studied in the context of quantum heat engines and fridges [1–3], driven
nano-systems [4], effects of energy transfer on quantum coherence [5, 6] and many other
topics. Experimentally a quantum heat engine has been built using a single ion [7]. The
majority of these studies use an external time-dependent classical control field to switch the
interaction between the working system and the heat baths. The energetic cost of these
control fields is often ignored.
Formally, the external classical control field is described by a time-dependent control
parameter ni ∈ [0, 1] in the interaction Hamiltonian between the engine and thermal baths,
Hint = n1(t)H
hot
int ⊗ 1cold + n2(t)1hot ⊗Hcoldint , (7.1)
where 1hot is the identity in Hilbert space of the hot bath and Hhotint is the interaction between
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Figure 7.1: shows the thermodynamic
cycle of the state of the engine ρ plus the
controller |n〉〈n| between two thermal
baths, hot and cold. The state of the en-
gine changes due to thermal operations:
ρ(t1) → ρ(t2) and ρ(t3) → ρ(t4) while
it is in contact with hot and cold bath
respectively. When the state of the con-
troller changes, |n1〉〈n1| → |n2〉〈n2|(or
reverse), engine’s interaction switches
from hot to cold (or cold to hot). This
switching changes the state of the en-
gine ρ(t2)→ ρ(t3) (or ρ(t4)→ ρ(t5)).
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the working system and the hot bath, similar for Hcoldint .
To account for the energetic cost of the control field we develop a model of an autonomous
heat engine with a time-independent Hamiltonian, in which the controller is included in
the system dynamics. Autonomous heat engines have received recent attention. Frenzel
et al. [8] studied a quasi-autonomous engine based on an internal quantum clock which is
stabilised by external measurement. Although the interaction Hamiltonian used in [8] is time
independent, the external measurement result is used in a feedback loop to intermittently
reset the clock. This induces a back action on the engine, so it is not a fully autonomous
system. Recently an optomechanical autonomous rotor engine was proposed [9, 10] inspired
by a classical rotor engine where the state of the rotor, determines the interactions and is
considered as the internal clock. They model the effect of the controller as a back action
noise in a set of classical stochastic differential equations and compare that with the results
of an unconditional quantum master equation.
To fully account for the energetic cost of the controller, we develop a model of an au-
tonomous engine by replacing external control field, with an internal dynamical quantum
controller that switches the interactions between the engine and the baths [11]. Formally we
replace the control parameters in the interaction Hamiltonian with the orthonormal eigen-
states of the internal dynamical controller |ni〉 and write
Hint=|n1〉〈n1| ⊗Hhotint ⊗ 1cold + |n2〉〈n2| ⊗ 1hot ⊗Hcoldint . (7.2)
Figure 7.1 shows a schematic of a thermodynamic cycle using a dynamical controller. When
the controller is in the state |n1〉 the engine interacts with the hot bath and when it is in
the state |n2〉 the engine interacts with the cold bath.
A heat engine absorbs heat from a hot bath to increase the energy of the working system.
In quantum thermodynamics, this process happens in a thermal operation [12–15]. One
condition on the thermal operation is that the pure state of any ancilla (catalyst or in our
case the controller) attached to the system must be the same at the beginning and the end
of the thermal operation. On the other hand, in an autonomous heat engine, the controller
has its own dynamics, and stochastic fluctuations during each cycle make it difficult to
unambiguously define discrete phases of thermal operations.
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Figure 7.2: shows the diagram of the single electron shuttle heat engine. A single electron
shuttle (red circle) is confined in a half-harmonic potential (dashed line), between two leads (source
and drain). The leads have the same chemical potential but different temperatures, indicated by
the Fermi distributions shown above them. Johnson noise from the thermal lead stochastically
drives the charged island and the anharmonic potential rectifies it into a net force. The mechanical
mode is coupled dissipatively to a cold bath.
In the following, we introduce a fully autonomous quantum heat engine based on the
oscillation of a single-electron shuttle (see chapter 6 and [16, 17]), in which the charge state
of the shuttle acts as the control system coupling the engine to the hot bath.
7.2 Model: Electron shuttle based heat engine
Our proposed engine is a modified version of the electromechanical shuttle studied in [17]
and we described it in chapter 5. Figure 7.2 illustrates the engine, consisting of a single
electron shuttle that mechanically oscillates in a potential between two leads, shuttling an
electron from the source to the drain over each cycle. In [17] the voltage bias between
the leads generates an electric field that drives the charged shuttle, creating a microscopic
electric motor (see section 5.2.3). In contrast, we drive the shuttle with a thermal bias (at
zero voltage bias), corresponding to a microscopic thermal engine. We set the leads to the
same chemical potential while allowing them to be at finite temperatures. As we showed
in the last chapter, Johnson noise from the finite temperature leads provides a stochastic
driving force.
Johnson noise is approximated as white noise with zero mean, so the time averaged force
is zero. To rectify this noise into a net force, we use a half-harmonic potential (shown with
dashed line in figure 7.2). Asymmetry in the half-harmonic potential provides larger 〈xˆ〉 for
higher energy. Therefore, when Johnson noise adds energy, the oscillator feels a rectified
force to the right (For details see Chapter 6).
Finally, the oscillator is coupled to a cold bosonic environment, which provides a cold
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bath and a sink for the work output of the engine.
In our model we assume the total Hamiltonian of the shuttle, the leads, Johnson noise
and the bosonic environment is
Hˆ = ~ωI cˆ†cˆ (7.3a)
+
∑
k
~ωskbˆ†skbˆsk + ~ωdkbˆ
†
dkbˆdk (7.3b)
+
∑
k
[
τskFs(xˆ)bˆskcˆ
† + H.c.
]
(7.3c)
+
∑
k
[
τdkFd(xˆ)bˆdkcˆ
† + H.c.
]
(7.3d)
+ 2~ωaˆ†aˆ (7.3e)
− eξ(t)xˆcˆ†cˆ (7.3f)
+
∑
p
gp(aˆ
†dˆp + aˆdˆ†p) +
∑
p
~ωpdˆ†pdˆp. (7.3g)
Terms (7.3a) to (7.3d) describe dynamics of the controller. Term (7.3a) is the single electron
energy where ωI is the electronic energy level of the shuttle. We assume the island charging
energy is large so that we retain only a single electronic mode with fermionic annihilation
operator cˆ which satisfies {cˆ, cˆ†}=1 (see Coulomb blockade in chapter 5). The Hilbert space
of the electrical degree of freedom is then {|0〉, |1〉}, where |ne〉 is the state of ne electron on
the shuttle.
The Hamiltonian of the leads is given in (7.3b), where bˆs(d),k is fermionic annihilation
operator for the source(drain) at mode k with energy ~ωs(d)k. Terms (7.3c) and (7.3d) are
electron tunneling terms between the leads and the shuttle. The tunneling functions Fs(d)
indicate the position dependency of the tunneling terms, and τs(d),k is the tunnelling constant
between the shuttle and mode k of the source(drain).
Expressions (7.3e) to (7.3g) describe the mechanical degree of freedom. Expression (7.3e)
is the Hamiltonian of the oscillator in the half-harmonic potential while (7.3f) is the coupling
between thermal (Johnson) noise ξ and the shuttle position xˆ. This term can be written as
−eξxˆ|1〉〈1|, which is in the form of equation (7.2). The shuttle couples to the thermal noise
(hot bath) when an electron is on board (i.e. the electronic state is |1〉), and is uncoupled
when it is unoccupied (i.e. the electronic state is |0〉).
The last line in the Hamiltonian, (7.3g), describes the interaction of the oscillator with
the bosonic environment where dˆp is the bosonic annihilation operator of mode p with energy
~ωp, while g is a coupling constant.
We obtain a master equation for the shuttle by tracing out the leads and bosonic reservoir
and averaging over the noise. We define the reduced density operator for the shuttle, follow-
ing averaging over Johnson noise as ρ ≡ 〈TrL,B{ρT}〉noise, where ρT is the density operator
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of the total system. In the Born-Markov approximation [18] the master equation is
ρ˙ =− i [2ωaˆ†aˆ, ρ]+ γD[cˆ†cˆxˆ]ρ
+ κ (np + 1)D[aˆ]ρ+ κnpD[aˆ†]ρ
+ Γs
{
fs(ωI)D[cˆ†Fs(xˆ)]ρ+ (1−fs(ωI))D[cˆFs(xˆ)]ρ
}
+ Γd
{
fd(ωI)D[cˆ†Fd(xˆ)]ρ+ (1−fd(ωI))D[cˆFd(xˆ)]ρ
}
, (7.4)
where D[O]ρ = OρO† − 1
2
[O†Oρ+ ρO†O] is the Lindblad super-operator [19].
The first two lines of equation (7.4) describe the dynamics of the engine. The first term
gives the evolution in the half-harmonic potential while the second term is an incoherent
driving term due to Johnson noise with rate
γ =
(exc
~
)2
E2rms =
(
2exc
~d
)2
kBRTH . (7.5)
Here we have assumed that Johnson noise is fast compared to the oscillator dynamics. As
a result, the stochastic driving field appears as a dissipative term (See chapter 6 and [20]).
Note that, in the voltage driven shuttle in [17], a time-independent electric field acts on the
shuttle, thus the driving term is coherent and appears as i[cˆ†cˆxˆ, ρ] (see equation (5.71)). This
is in contrast to the dissipative term, D[cˆ†cˆxˆ]ρ, in the master equation (7.4).
The second line of the master equation is the damping due to the cold bath with the
mean phonon number np = 1/(e
ω/T − 1) and damping rate κ. The last two lines of equation
(7.4) describe the electron tunnelling between the leads and the shuttle which controls the
engine–bath coupling. The rate of tunnelling depends on the Fermi distribution, fs(d)(ωI) =
1/(e(ωI−µ)/Ts(d) + 1) where Ts(d) is temperature of the source(drain) and µ is the common
chemical potential.
We choose ωI slightly greater than the chemical potential of the leads. Thus at zero
temperature electrons are energetically excluded from the shuttle if we neglect cotunnelling
processes. At finite temperature, electrons can jump on and off the shuttle. We set the drain
temperature to be small so that we can approximate fd(ωI) ≈ 0. This ensures electrons do
not tunnel from the drain to the shuttle and therefore the shuttle carries an electron in each
cycle from the source to the drain.
The leads are positioned so that the separation is comparable to the oscillator ampli-
tude, therefore the tunnelling amplitude depends on the shuttle position. We model this by
defining Fs(xˆ) = αse
−ηxˆ and Fd(xˆ) = αdeηxˆ, where η is the inverse of the tunnelling length
and αs=Ae
ηx0 and αd=Ae
−ηx0 , where x0 is the midpoint between the source and the drain,
as shown in figure 7.2b.
We study the dynamics of the shuttle assuming the temperature of the cold bosonic bath
is low and np is near zero (For more general thermodynamic analysis, such as calculating
efficiency, this assumption can be lifted, this will be the subject of future work.) The master
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equation then becomes
ρ˙ =− i [2ωaˆ†aˆ, ρ]+ γD[cˆ†cˆxˆ]ρ+ κD[aˆ]ρ
+ Γs
{
fs(ωI)α
2
sD[cˆ†e−ηxˆ]ρ+ (1− fs(ωI))α2sD[cˆe−ηxˆ]ρ
}
+ Γdα
2
dD[cˆeηxˆ]ρ. (7.6)
Since the engine is the mechanical degree of freedom of the shuttle, the energy of the
working system is the energy of the oscillator E=〈Hosc〉=2ω〈aˆ†aˆ〉. The rate of the change of
the mechanical energy of the oscillator is
dE
dt
= Tr[Hoscρ˙]. (7.7)
7.3 Energy Flux in the Autonomous Heat Engine
In chapter 6 we showed that the energy rate of a charged oscillator subject to damping is
(see equations (6.24) )
dE
dt
=
ωn2eγ
2
− 2ωκN (7.8a)
≡ Q˙H − Q˙C, (7.8b)
and we identified Q˙H as heat flux from the hot bath (Johnson noise) and Q˙C energy flux to
the cold bath (bosonic bath).
Equation (7.8a) and its thermodynamic interpretation equation (7.8b) consider only the
energy flow from and to the thermal baths. They do not include power attributed to the
dynamical controller (i.e. tunnelling). To account for this, we calculate the energy rate,
equation (7.7), from the full dynamical system, including the controller i.e. equation (7.6).
We find
dE
dt
=
ωγ〈c†c〉2
2
− 2ωκN
+
1
2
ωΓsα
2
sη
2
[
fs(1− 〈c†c〉) + (1− fs)〈c†c〉
] 〈e−2ηxˆ〉
+
1
2
ωΓdα
2
dη
2〈c†c〉〈e2ηxˆ〉 (7.9)
≡ Q˙H − Q˙C + E˙control. (7.10)
In this equation we assumed that there is no correlation between electron number and posi-
tion in tunnelling terms i.e. 〈c†ce2ηxˆ〉 = 〈c†c〉〈e2ηxˆ〉. The last term in equation (7.10), E˙control,
is the contribution of the controller to the energy of the engine which can be positive or neg-
ative, meaning that the controller can add or take energy from the oscillator. Thus the
thermodynamic identity for the whole system must include the control power as well as the
thermal operation.
To describe the stochastic evolution of the system, we unravel the master equation into a
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stochastic master equation (SME), using a jump process for the charge state of the shuttle.
In this unravelling the controller charge state fluctuates stochastically between |0〉 and |1〉. In
an experimental setup, the SME has an interpretation as a model of continuous measurement,
in which one monitors the electron jumps and thus the evolution of the controller [21]. The
SME for the conditional state of the engine is
dρc =− i
[
2ωaˆ†aˆ, ρc
]
dt+ γL[cˆ†cˆxˆ]ρcdt+ κL[aˆ]ρcdt (7.11a)
− 1
2
dt
{
Γsfs(ωI)α
2
sH[cˆcˆ†e−2ηxˆ]ρc + Γs(1− fs(ωI))α2sH[cˆ†cˆe−2ηxˆ]ρc
}
− 1
2
dt Γdα
2
dH[cˆ†cˆe2ηxˆ]ρc (7.11b)
+ dN s+G[cˆ†e−ηxˆ]ρc + dN s−G[cˆe−ηxˆ]ρc + dNd−G[cˆeηxˆ]ρc, (7.11c)
where G and H are nonlinear superoperators defined by
G[O]ρ = OρO
†
Tr[OρO†]
− ρ, (7.12)
H[O]ρ = Oρ+ ρO† − Tr[Oρ+ ρO†]ρ. (7.13)
Terms in (7.11a) are the same as the first line of the equation (7.6) while (7.11c) describes
electron jumps on and off the shuttle with stochastic increments dN s± and dN
d
− which are
either 0 or 1. The probabilities of these stochastic terms depend on the state of the shuttle
and have the following mean values:
〈dN s+〉 = Γsfs(ωI)α2sTr[cˆcˆ†e−2ηxˆρc]dt (7.14a)
〈dN s−〉 = Γs(1− fs(ωI))α2sTr[cˆ†cˆe−2ηxˆρc]dt (7.14b)
〈dNd−〉 = Γdα2dTr[cˆ†cˆe2ηxˆρc]dt. (7.14c)
In the SME (7.11), the controller has two energetic effects: 1) back action of continuous
current measurement, 2) electron jumps which switch the bath interactions. To show this
we write the change in the mechanical energy of the oscillator as
dEc = Tr[Hoscdρc]
= (Q˙H − Q˙C + E˙M)dt+ dEJ (7.15)
where Q˙H and Q˙C are as before while E˙Mdt = Tr[Hosc×{expression 7.11b}] describes the en-
ergy transfer due to continuous current measurement; and dEJ = Tr[Hosc×{expression 7.11c}]
is a stochastic term due to the electron jumps on and off the shuttle.
7.4 Dynamical Simulations
In this section we analyze the behaviour of the engine and the effect of the controller by
solving the unconditional master equation (7.6) and SME (7.11).
We use a truncated oscillator basis and find the time evolution of the matrix elements
104 Thermally Driven Shuttle as an Autonomous Quantum Heat Engine
0 π 2π 3π 4π 5π
0.1
0.2
0.3
0.4
0.5
0 π 2π 3π 4π 5π
0.
0.5
1.
0 π 2π 3π 4π 5π
3
5
7
9
0 π 2 π 3 π 4 π 5 π
0.
0.2
0.4
●●●●●●●●
●●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●●
●●●
●●●
●●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●●
●●●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●●
●●●●●●●●
●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●
●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●
●●●
●●●
●●
●
●●●
●●●
●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●●
●●●
●●●
●●●●
●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●
●●●●●●
●●
●●●
●●● ●●●●●●
●●●
●●●
●●●
●●●
●●
●●●
●●●
●●
●
●●●
●●●●
●●●
●●●
●●●
●●●
●●●
●●
●
●●●
●●●
●●●●
●●●●●●●●●●
●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●●
●●●
●●●●
●●●●●●●
●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●●
●●●●●
●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●● ●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●
●
●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●●
●●●●
●●●●●
●●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●●
●●●●●
●●●●●
●●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●●
●●●●
●●●●●
●●●●●●
●●●●●●●●●
● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●●
●●●●●
●●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●
●
●
●
●
●
●
●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●●
●●●●
●●●●●
●●●●●●●
●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●
●●●●
●●●
●●●
●●
●
●●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●●
●●●●
●●●●●
●●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●●
●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●●
●●●●
●●●●●
●●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●
●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●
●●●●
●●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●●
●●●●
●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●●
●●●●●
●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●
●●●●●●
●●
●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●●
●●●●
●●●●
●●●●●
●●●●●●
●●●●●●●●●
●●●●●●●●●● ●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●●
●●
●●●●
●●●
●●
●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●●●
●●●●●●●
●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●●
●●●●●
●●●●
●●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●●
●●
●●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●●●
●●●
●●●
●●●●
●
●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●●
●●●●●
●●●●
●●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●●
●●●●
●●●●●
●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●
●●●●●●●●●●
●●
●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●
●●●
●●
●●●
●●●
●●●
●●
●●●
●●●
●●●●
●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●
●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●
●●●●
●●●●●●●●●●●●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●
●●●●●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●
●●
●●●
●●●
●●●
●●●●
●●●●●●
●●●●●●●●●●●● ●●
●●● ●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●
●●●
●●●
●
●●
●●●
●●●
●●●
●●●●●●●●●● ●●●●●●●
●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●
●●●
●●
●●
●●
●●
●
●●●
●●●
●●
●●
●●
●●
●●
●●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●
●●
●●●
●●●●●
●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●
●●●
●●
●●
●●
●●
●●●
●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●●● ●●●●●●●● ●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●
●●●
●●●
●●●
●●
●
●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●●●
●●●
●●●
●●●●
●●●●●
●●●●●●●
●●●●●●●● ●●●●●●●●● ●●●●●●●●●●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●●
●●●●●
●●●●
●●●●
●●●●
●●
●●●
●●
●●
●●
●●
●
●
●●
●●
●●
●●
●●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●●
●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●
●●●●●●
●●●●
●●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●●
●●●●●●
●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●●●●●●●
●●●●
●●●●
●●●●●
●
●●●●
●●●●●●●●●●●●●●●●●
●●
●●●●●●●●●
●●●
●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●
●●●●
●●●●
●●
●●●
●●●
●
●●●
●●●
●●●
●●●
●●●
●●●
●
●●●●●●
● ●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
● ●
●●●●●● ●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●
●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●
●●●
●
●●●
●●●
●
●●
●●
●●
●●
●●●
●●
●
●●●
●●●
●●●
●●
●●
●
●●●
●●●
●●●●
●
● ●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●
●●●●
●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●
●●●●
●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●
●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●
●●●●●●
●●●●
●●●
●●
●●
●●
●●
●●
●●●
●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●●
●●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●
●●●
●●●
●●●
●●
●●
●●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●
●●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●●
●●●
●●●
●●●
●●●
●
●●
●●
●●●
●●●
●●●
●●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●
●●●
●
● ●●
●●●●●●●●●●●●●
●●●●●●●●●●●●
●●●●●●●●●●
●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●
●●●●●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●
● ●●●●●●●●●●●●●
●●●
●
●●●
●●●
●●●
●●
●
●●
●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●
●
●
●●●
●●
●
●●●
●
●●●
●●●
●●
●●
●●
●
●
●●
●●
●●●
●●●
●●
●●●
●●
●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●
●●●●
●●
●●●
●●●
●●●
●●●
●●
●
●●●●●
●●●●●
●●●
●●
●● ● ● ●●●●●●●
●
●●
●●●●
●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●●●●●●●●●●●●●●●●
●●●
●●●
●●●
●●
●●●
●
●●●
●●●
●●●
●
●
●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●
●●
●●●
●●
●●
●●●
●●●
●●
●●●●●●
●●●●●●●●●●● ●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●
●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●
●●●●●
●●●●
●●●
●●●
●●●
●●
●●
●
●●
●
●●
●●
●●
●
●●
●●
●●
●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●●●●
●
●●
●
●●●●●●
●●●●●●●●
●●●●●
●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●
●●●
●●
●●
●●
●●
●●●
●●●
●●
●●
●●●●●●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●
●●●
●●●
●●
●●
●●
●●
●
●●●
●●
●●
●●●
●●
●●●●●
●●●●●●●●● ●●●●● ●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●
●●●●
●●●●●●●●●●●●●
●●●●
●●●
●●●
●●●
●●
●●
●
●●
●●●
●●●
●●
●●
●●
●●
●●●
●●●
●●
●●●
●●●
●●●●
●●●●●
●●●●●●●●●●●●● ●●●● ● ●●
●●●●●●●●●●●
●●●●●●●●●●●●●●●
●●
●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●
●●●
●●●
●●
●●
●●
●●
●●●
●●
●
●●
●●●
●●●
●
●●●●●
●●●●●●●●●●●●●●●●●●● ●●●●●●●●●●●●●●
● ●●●●●
●●●●
●●●●●●●●●●●
●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●
●●●●●●●●●●
●●●●●●●●●●●●
●●●●●
●●●●
●
●●
●●
●
●●
●●●
●●●
●●●
●●●
●●●
●●●
●●●
●●
●●
●●
●●
●●●
●●●
●●●●
●●●●●●●
●●●●●●●●●●●●●●●●●●●●
●●● ●●●●●●●●●●●●●●●●●
●●●●●●●●●●
●●●●●●
●●●●●
●
●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●●●
●●
●●
●
●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
●
●●●●●●●●●●●●●●●●●●●●
●
●●●●●●
●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●
●●●●●
●●●
●●●
●
●●
●●●
●●●
●●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●●
●●●
●●●
●●
●●
●●
●
●
●●●●●
●
●●●
0.10 0.15 0.20 0.25 0.30 0.35 0.40
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
a)
b)
c)
d)
e)
Figure 7.3: Left shows the time evolution of the expectation value of (a) position 〈xˆ〉, (b)
electron number 〈c†c〉 and, (c) phonon number 〈a†a〉. The solid blue lines show the unconditional
solution to the master equation (7.6). Light purple lines are 500 trajectories of conditional dy-
namics, equation (7.11), indicating the typical spread, and the black dashed line highlights a single
trajectory. (d) shows the energy flux through the oscillator (blue solid line), flux due to thermody-
namic reservoirs (red dotted line), and flux due to the dynamical controller E˙control (shaded green).
Right (e) shows the phase space diagram of the oscillator coordinates v = 〈pˆ〉/m and 〈xˆ〉. Solid
blue line shows the unconditional coordinates up to t = 30pi (i.e. 30 cycles), which is substantially
longer than 1/κ = 20 representing the damping time scale for the unconditional dynamics. Red
dots show 50 cycles of a typical stochastic trajectory from t = 450pi to t = 500pi, i.e. in the long
time limit. This illustrates the fact that typical trajectories do not dwell near the unconditional
steady state (green point).
of ρ in the eigenbasis of the oscillator and the electrons. Then we calculate the expectation
values of the position 〈xˆ〉, the phonon number 〈aˆ†aˆ〉 and the electron number 〈cˆ†cˆ〉. The
solid blue curves in figures 7.3a–c show these quantities as functions of time. Figures 7.3a
and 7.3b show the shuttling behaviour of the engine: when the shuttle is near the source
lead (xsource = 0), the average number of electrons, 〈cˆ†cˆ〉, increases, and when 〈xˆ〉 is near the
drain (xdrain = 0.6) the electron number decreases. Figure 7.3c shows 〈aˆ†aˆ〉 and consequently
mechanical energy of the engine E = 2ω〈aˆ†aˆ〉 increases.
Figure 7.3d shows the rate of change in mechanical energy of the engine. Peaks in E˙
match with the peaks in 〈cˆ†cˆ〉 and it confirms that the presence of an electron acts as the
controller: when the shuttle is charged the heat flux to the engine is the largest. The net
heat flux Q˙H − Q˙C to the engine is plotted as a dotted red line while the green shaded
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area shows the energetic cost of the control power. The magnitude of the energy cost of the
controller increases while electron number increases (and the shuttle is near to the source).
This is consistent with equation (7.9) where electron number, 〈c†c〉, has an important role
in E˙control.
A solution to the SME (7.11) is a quantum trajectory. The light purple lines in fig-
ures 7.3a-c show 500 trajectories; one is highlighted in black dashed line. The spread of
trajectories indicates the stochastic variation of xˆ, cˆ†cˆ and aˆ†aˆ in figure 7.3a-c.
We plot the oscillator phase space coordinates v = 〈pˆ〉/M and 〈xˆ〉, where M is the mass
of the oscillator. The solid blue line in figure 7.3 shows the unconditional coordinates over
50 cycles. Phase fluctuations in the cycles cause the oscillator to damp to an unconditional
steady state.
In contrast, a typical trajectory in the stochastic solution to the SME does not converge
to a well defined fixed point. Instead it continues to fluctuate around the unconditional fixed
point, rarely dwelling near it. A representative trajectory is shown as red points in Figure
7.3e, where we have plotted the last 50 cycles to show that the unconditional steady state
is not representative of the long time stochastic dynamics; that is, stochastic fluctuations
remain large in the long time dynamics.
We expect that the swept phase space area grows as the driving strength increases. This
is demonstrated in Figure 7.4, which shows a series of stochastic solutions to the SME (7.11)
as the strength of the coupling to the Johnson noise increases. Clearly, the phase space
region explored by the shuttle grows as the coupling (and heat flux) increases.
7.4.1 Stochastic Resonance
Nonlinear systems subject to noise exhibit various phenomenon including stochastic limit
cycle [22] and stochastic resonance [23]. Stochastic resonance (SR) in a nonlinear system
occurs when a time-dependent, periodic force is amplified by noise, and arises from the
emergence of stochastic limit cycle, in which two stable attractors become coupled by the
noise. Since the discovery of SR, Gang et al. [24] and others [25] showed that nonlinear, time-
independent systems with fixed points subject to noise can exhibit autonomous stochastic
resonance (ASR) i.e. without an externally applied periodic force.
Our proposed engine falls into this category: the quantum shuttle has two fixed points
associated to each of the charge states of the shuttle, i.e. for ne = 〈cˆ†cˆ〉 = 0 and ne = 1.
The position of these fixed points is shown in Figure 7.4, as a hollow square for ne = 0
and a filled square for ne = 1. Further, the shuttle is driven by both Johnson noise and
the stochastic fluctuations in 〈c†c〉, so the conditions exist for an autonomous stochastic
resonance to appear.
Gang et al. [24] characterise ASR phenomena by the emergence, and subsequent growth,
of a peak in the power spectrum of the system dynamics as noise power increases. Following
this approach, we numerically calculate the power spectrum Sx(ω˜) = |x(ω˜)|2 and Sv(ω˜) =
|v(ω˜)|2 of the phase space coordinates, where x(ω˜) and v(ω˜) are the Fourier transform of
〈xˆ(t)〉 and 〈vˆ(t)〉 respectively.
Figure 7.5 shows power spectra for different values of γ. At γ = 0, the system has only
one fixed point, so it fluctuates within the zero point motion. A large value of γ is associated
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Figure 7.4: shows phase diagrams
of typical trajectories of the oscilla-
tor for different values of γ and fixed
damping rate κ = 0.05. The uncon-
ditional steady states are shown by
green points. The hollow and the
filled squares are fixed points for un-
charged, ne = 0, and charged, ne = 1,
oscillator respectively. For γ = 0
a typical trajectory fluctuates ran-
domly around the steady state within
the size of the zero point motion
1/
√
Mω. As γ increases the the
stochastic cycles sweep a larger area.
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Figure 7.5: Shows power spectrum of the oscillator position for different values of γ. The
spectrum has a peak at ωSR ≈ 2.0ω. The amplitude of the peak grows by increasing the Johnson
noise, γ indicating that there is a stochastic resonance in the system. Inset plots show the power
spectrums Sx(ω˜) and Sv(ω˜) in logarithmic scale.
with longer distance between the fixed points and consequently larger oscillation. The power
spectrum exhibits a clear peak around ω˜ = 2ω, which grows with increasing strength of the
Johnson noise, γ, and is consistent with the characterisation of ASR phenomena. We also
find that the power spectrum of velocity has pi/2 phase lag relative to the position, indicating
a cyclic orbit in phase space.
Furthermore, in figure 7.4.1 we show phase space histograms for different trajectories
over 400 cycles. The ‘crater-like’ depression in the centre of many phase space histograms is
further evidence for existence of stochastic resonance.
7.5 Work and Power
In classical thermodynamics, the energy output of a heat engine is split into a useful part
(work) and an entropic part (heat), which depend on the process (or path). In quantum
machines with large fluctuations in internal energy, such a classification of work and heat
is not obvious. A common approach is based on the change of the total energy dE =
Tr[Hdρ + ρdH], where the first term on the right hand side is heat and the second term is
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Figure 7.6: These histograms show distribution of the phase space coordinates over approxi-
mately 400 cycles. Similar to the previous table of histograms, the value of γ increases from top to
bottom and each histogram at each row represents a different trajectory for the same parameters.
The ‘crater-like’ depression in the centre of these histograms suggests the existence of a stochastic
resonance.
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work [1, 2]. This approach is not suitable for an autonomous engine with a time-independent
Hamiltonian. Further, as discussed in [26] this definition of work does not have an operational
meaning.
Here we define work based on its classical counterpart. The classical definition of infinites-
imal mechanical work is dW = Fdx, where F is the force on the work sink. Equivalently
instantaneous power is P = Fv where v is the velocity. In quantum mechanics, force and
velocity can be correlated i.e. 〈Fˆvˆ〉 6= 〈Fˆ〉〈vˆ〉. In the following we define work and power
using two different approaches: semiclassical and fully quantum.
In the semiclassical approach, we ignore quantum correlations between force and position
(or velocity). The semiclassical work output during the interval τ = tf − ti is
WSC(τ) =
∫ tf
ti
〈Fˆ(t)〉d〈xˆ(t)〉 =
∫ tf
ti
〈Fˆ(t)〉〈vˆ(t)〉dt, (7.16)
and the equivalent instantaneous power is
PSC(t) = 〈Fˆ(t)〉〈vˆ(t)〉, (7.17)
where vˆ(t) = 〈pˆ〉/M is the velocity of the oscillator.
For the fully quantum approach we include the correlations between Fˆ and vˆ. Since
these operators do not commute we choose the symmetrised operator, 1
2
(Fˆvˆ + vˆFˆ). But this
choice has a nonzero value for the ground state. To avoid a zero-point power, we subtract
P0 = 12〈0|Fˆvˆ + vˆFˆ|0〉 from symmetric expectation value where |0〉 is the ground state of the
half-harmonic oscillator. We then define quantum power as
PQ(t) = 1
2
〈Fˆvˆ + vˆFˆ〉 − P0. (7.18)
We comment briefly on the ad-hoc subtraction of the ‘offset power’ P0 imposed above,
which we include to ensure that the power output vanishes when the Johnson-Nyquist ther-
mal driving vanishes, γ = 0. Typically, a bath will displace the oscillator along the coupling
coordinate, as shown by numerous polaronic analyses [27, 28], so that the bare ground state
of the oscillator is not in fact the ground state of the coupled system. Rather the bare
ground state is a slightly excited state of the coupled system. It is therefore not the correct
equilibrium state, but rather can dissipate energy giving rise to the offset P0 at γ = 0. In our
calculation we have ignored this polaronic displacement, leading to an apparent unphysical
power output at γ = 0.
In either approach to computing the work output of the engine, we need to calculate
the force on the work sink. We first write Heisenberg equations of motion for phase space
coordinates
dpˆ
dt
= −Mω2xˆ− κD†[a]pˆ,
dxˆ
dt
=
pˆ
M
− κD†[a]xˆ, (7.19)
where D†[O]A = O†AO − 1
2
(O†OA + AO†O) is the adjoint Lindblad super-operator. These
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Figure 7.7: Semiclassical work calculated during the interval τ for different values of γ. The
interaction rate to the cold reservoir is chosen as κ = 0.05 and initial time, ti is chosen well after
transient to dynamical stationary state. Thin lines are single trajectories while thick lines are
averaged over many trajectories. The inset figure shows plot of 〈F 〉 vs. 〈xˆ〉 for the last 10 cycles
of the trajectory with γ = 4Mω. The semiclassical work for each cycle is the area enclosed in the
force-position diagram.
equations are in the rotating wave approximation and the dissipative terms are in both
equations of motion of momentum and position. [29]. We then compute the force from
Newton’s law as follows:
M
d2xˆ
dt2
=
dpˆ
dt
− κMD†[a]
(
dx
dt
)
= −Mω2xˆ− 2κD†[a]pˆ + κ2MD†[a]D†[a]xˆ
= Fˆosc + FˆBosonic Reservoir. (7.20)
Considering that the phase coordinates pˆ/M and xˆ are in dimensionless units and of the
same order of magnitude (see Figure 7.4), the term κ2MD†[a]D†[a]xˆ in (7.20) is negligible
when κ  ω and κ < 1. The first term is the oscillation force due to the half-harmonic
potential, Fˆosc = −Mω2xˆ. The second term is the viscous force due to interaction with the
cold reservoir. We then write the working force as the negative of the bath force,
FˆWork = −FˆBosonic Reservoir = +2κD†[a]pˆ. (7.21)
We use equations (7.16) and (7.21) to calculate the semiclassical work for different quan-
tum trajectories of the engine. Figure 7.7 shows WSC for different value of γ. We have
chosen ti well after all transitions to the dynamical steady state (i.e. system dynamics is
independent from the initial state). Thin lines are WSC for single trajectories while thick
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Figure 7.8: Shows time and trajectory averaged of PSC (red circles), PQ (orange squares) and
Q˙C (blue diamonds) for different value of γ with fixed κ = 0.05. Dashed lines connecting the
points are guides to the eye. All the quantities increase by increasing γ. Quantum power is about
5 times larger than semiclassical which indicates the importance of the force velocity correlation.
Also quantum power is close to the heat flux to the cold bath. Inset plot shows PSC, PQ and Q˙C
for γ = 4Mω as functions of time.
lines are averaged over the trajectories. The inset plot shows the force-position diagram for
the last 10 cycles of a single trajectory with γ = 4Mω. The semiclassical work per cycle
is the cumulative area enclosed by each cycle of this plot. The work done on the bosonic
bath increases linearly (on average) which indicates a constant average power. Red circles
in Figure 7.8 show the averaged semiclassical power. As we expect this power increases with
larger γ ∝ THot.
We also calculate power using equation (7.18), which includes quantum correlations.
Orange squares in Figure 7.8 shows PQ (averaged over time and over trajectories) for different
values of γ. We see that PQ (orange squares) are about 5 times larger than PSC (red circles).
The discrepancy between the calculated semiclassical power output, and the fully correlated
power output indicates that quantum correlations in the shuttle are significant
Since the cold bosonic reservoir is at zero temperature, we suspect that all the transferred
energy into it, is attributable as “work”. To investigate this, we compare PSC and PQ to Q˙C
(blue diamonds in Figure 7.8) and find that PQ is close to Q˙C. The small difference between
PQ and Q˙C is approximately constant. This is shown in the inset plot in Figure 7.8 which
compares time dependent PSC(t), PQ(t) and Q˙C(t) for γ = 4Mω. This small difference is a
computational error due to truncation in the oscillator energy basis which is more significant
in the momentum operator of half-harmonic oscillator that is used to calculate FWork.
The power is affected by the controller implicitly. It can be understood by considering
that PQ ' Q˙C and Q˙C is proportional to phonon number. Since phonon number is affected
by the controller, PQ is affected too.
Our definitions of power were based on the damping of a classical oscillator and we
adopted a zero temperature bosonic reservoir as both the cold bath and the work sink.
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Discriminating heat from work may be done by coupling the engine to a model of a quantum
battery that stores the work output as internal energy. In the next chapter we develop a
phenomenological model of a “quantum ratchet battery” which can absorb and store work
output of the engine.
Summary
In this chapter we developed an autonomous heat engine based on the oscillation of a single
electron shuttle. In this system the mechanical degree of freedom is the engine and the
electric degree of freedom is the controller. We showed that the controller has an energetic
cost to the engine power. We also showed that the shuttle exhibits a stochastic resonance.
Furthermore we defined both semiclassical and quantum power, and showed that quantum
correlation between force and velocity is significant.
The electronic shuttle heat engine proposed here may be realised in nanomechanical
devices coupled to charge transport experiments such as [30–32], driven by thermal gradients.
A signature of the onset of heat-engine would include the observation of an autonomous
stochastic resonance. Such platforms may provide a testbed for resource theories of quantum
thermodynamics [12–14].
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8
Quantum Ratchet Battery
In the previous chapter we calculated work and power of the quantum heat engine based on
the interaction between the engine and the cold bosonic bath. This bosonic bath acted as
a sink for both heat and work output of the engine. Discriminating heat from work can be
achieved by letting work be done on a ‘work sink ’ which is separate from the cold bath. The
work sink can be a battery which stores the work output of the engine.
In this chapter we introduce and develop a quantum ratchet battery. We first introduce
the model of the battery, and then we focus on the dynamics of the battery. Specifically we
connect the battery to a mechanical oscillator which is initialised at some high energy.
This chapter is a prelude to coupling the battery to an engine. This will be left for future
works where we intend to use the battery as the work sink for the quantum heat engine.
8.1 Model
Ratchet mechanisms have been studied in the context of classical thermodynamics and a
famous analysis has been appeared in Richard Feynman’s lectures [1]. Also quantum ratchets
have been considered in the context of bio-inspired exciton transport by Higgins et al. [2]
and Myers et al. [3]. Here, we propose and study a ratchet battery and its coupling to
a mechanical harmonic oscillator. The choice of the harmonic oscillator lets us study the
battery without dealing with the complexity of the engine with a non-linear potential. Our
proposed battery has a phenomenological Hamiltonian
Hbat =
∑
j≥k
(ωmj − δk) |j, k〉 〈j, k| , (8.1)
where ωm  δ. The spectrum of Hbat is shown in figure 8.1. The energy spectrum of the
battery consists of a sequence of ‘ladders’ indexed by k with the lowest allowed energy in
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Figure 8.1: Shows the level structure of the ratchet-battery. The battery absorbs phonons from
the mechanical motion of an oscillator, a, so that j → j + 1 (blue arrow). The battery rapidly
emits a boson b†q into a zero-temperature bath, making a transition k → k + 1 (green arrow). The
reverse is forbidden at Tbath = 0 (red arrow).
the ladder k being ωmk and each indexed by energy levels j. We show an eigenstate of the
battery by two quantum numbers as |j, k〉. We then introduce lowering operators of the
battery as
J ≡
∑
j≥k
√
j + 1 |j, k〉 〈j + 1, k| , (8.2a)
K ≡
∑
j≥k
√
k + 1 |j, k〉 〈j, k + 1| . (8.2b)
As a result of the condition j ≥ k, the operators are not the usual bosonic operators, so
that we cannot write the Hamiltonian (8.1) in terms of these operators. In the next section,
we will introduce a new notation which helps us to write the Hamiltonian (8.1) in terms of
bosonic operators.
Furthermore, we are interested in charging the battery by connecting to a mechanical
oscillator with Hamiltonian
Hosc = ωma
†a, (8.3)
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where a is the bosonic annihilation operator of the mechanical oscillator. The energy tran-
sition between j levels matches the mechanical oscillator frequency ωm. We assume that the
battery is coupled to the harmonic oscillator by a ‘dipole-like’ coupling with Hamiltonian
Hcoupling = Ω(J
†a+ a†J). (8.4)
The coupling Hamiltonian (8.4) causes transitions in the battery state such that the
quantum number k is fixed while j changes, i.e. energy level of the battery goes up and
down on the k-ladder. To ensure the battery stores energy indefinitely, we introduce the
ratchet mechanism by letting the battery relax to a zero temperature bosonic bath which
couples inter-ladder transitions, k → k + 1, via Hamiltonian
Hbat-bath = κqb
†
qK
† + κ∗qbqK (8.5)
where bq is the annihilation operator of the bosonic bath, with Hamiltonian
Hbath =
∑
q
ωqb
†
qbq. (8.6)
The dynamics of the battery are as follow:
1. The battery in state |j, k = j〉 absorbs a quantum of energy from the mechanical os-
cillator, raising up the ladder, i.e. |j, j〉 → |j + 1, j〉 (blue arrows).
2. The battery emits a bath boson, bq, and relaxes to the state |j + 1, j + 1〉 (green arrow).
3. The final state, |j + 1, j + 1〉, is a stable state since the bath occupation is zero, and
the reverse transition is forbidden (red arrows).
The last step (i.e. 3) can be met in practice by maintaining the ordering kBTbath  δ  ωm,
where Tbath is the temperature of the bath and kB is the Boltzmann constant. We note that
the dynamics of the battery can be more complicated. For instance, the battery may absorb
more than one quanta of energy from the oscillator before relaxing to a stable state with
k = j. Also due to dipole coupling (8.4) the battery and the oscillator may be entangled. In
either case, the battery will be relaxed in a stable state eventually.
To calculate the dynamics of the coupled oscillator and battery, we derive a master
equation by tracing over the cold bath and applying the usual Born-Markov approximation
(see chapter 5), and we find
dρ
dt
= −i[H0, ρ] + ΓD[K†]ρ, (8.7)
where H0 = Hosc +Hbat +Hcoupling. The last term in the master equation (8.7) is a dissipative
term associated with transition |j, k〉 → |j, k + 1〉 and loosing a small amount of energy and
creating a phonon, b†q in the cold bosonic bath.
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Figure 8.2: Shows the energy level of the battery
with two different labelling systems. Above each
energy level, the states are shown in black with
|j, k〉 labelling. We use this labelling to explain
the physics during this chapter. Below each en-
ergy level, the state is shown in blue with |l, p〉.
We use this labelling for calculation purpose only.
The relation between these labelings are shown in
equation (8.8).
Re-Labeling the Energy Levels
Since the battery has two quantum numbers, we would like to write the Hilbert space of
the system as tensor product of two separate Hilbert space each of which with one quantum
number. But the condition of j ≥ k prevents us to do that. To be able to do that we
introduce new labels, |l, p〉lp for the energy levels such that
|j, k〉 ≡ |j − k, k〉lp (8.8a)
or
|l, p〉lp ≡ |l + p, p〉 . (8.8b)
In these equations the subscript lp means the ket is written in new labelling and the symbol
≡ mean ‘equivalent’. As an example, |1, 1〉 (which is in jk notation) is equivalent to |0, 1〉lp.
Figure 8.2 compares the new (i.e. |l, p〉lp) and old (i.e. |j, k〉) labelling on the energy spectrum
of the battery.
Note that, labels l and p both starts from zero, therefore all ladders starts with l = 0
which allows us to define numerical bases |l〉 and |p〉 as
|l〉 =

1
0
0
0
...
 and |p〉 =

1
0
0
0
...
 . (8.9)
and consequently we write an eigenstate of the battery Hamiltonian as the tensor product
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of |l〉 and |p〉 as
|l, p〉lp = |l〉l ⊗ |p〉p . (8.10)
We also introduce annihilation operators in |l〉 and|p〉 Hilbert space as
L =
∑
l
√
l + 1 |l〉l 〈l + 1|l , (8.11a)
P =
∑
p
√
p+ 1 |p〉p 〈p+ 1|p , (8.11b)
where they obey the usual bosonic commutation relations: [L,L†] = [P, P †] = 1. We then
use the new indexing system and write the battery lowering operators in terms of L and P
operators as
J =
∑
l,p
√
l + 1 |l, p〉lp 〈l + 1, p|lp = L⊗ 1p, (8.12a)
K =
∑
l,p
√
(p+ 1)(l + 1) |l + 1, p〉lp 〈l, p+ 1|lp = L† ⊗ P, (8.12b)
where 1p is identity in |p〉p basis. Further we then write the battery Hamiltonian (8.1),
coupling Hamiltonian (8.4), and the master equation (8.7) in terms of L and P operators
Hbat = ωm(L
†L+ P †P )− δP †P, (8.13)
Hcoupling = Ω(a
†L+ aL†), (8.14)
dρ
dt
= −i[H0, ρ] + ΓD[LP †]ρ. (8.15)
The new indexing system helps us to write all the Hamiltonians and the master equation in
terms of bosonic annihilation operators. In the next section we use this labelling to analyse
the dynamics of the charging process.
8.2 Dynamics of the Battery
In this section we analyse the dynamics of charging the battery. We first look at the semi-
classical dynamics of the system and then compare it with the unconditional solution to the
master equation (8.7). At the end we analyse quantum trajectories of charging the battery. In
all of the analysis we neglect the term δP †P from the Hamiltonian (8.13) (remember δ  ωq),
this will let us understand the dynamics of the battery more easily. This assumption will
need to be relaxed in future work when connecting the battery to the engine.
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8.2.1 Semi-Classical equations of motion
We write the equations of motion for the expectation value of ‘number-like’ operators as
d〈a†a〉
dt
= −Ω〈i(a†L− aL†)〉, (8.16a)
d〈P †P 〉
dt
= Γ(1 + 〈P †P 〉)〈L†L〉, (8.16b)
d〈L†L〉
dt
= Ω〈i(a†L− aL†)〉 − Γ(1 + 〈P †P 〉)〈L†L〉, (8.16c)
d〈i(a†L− aL†)〉
dt
= +2Ω
(〈a†a〉 − 〈L†L〉) ,−Γ
2
〈i(a†L− aL†)〉〈P †P 〉. (8.16d)
In these equations, we assume 〈L†LP †P 〉 = 〈L†L〉〈P †P 〉. By adding the first three equations
(i.e. (8.16)a-c) we find
d
dt
(〈a†a〉+ 〈P †P 〉+ 〈L†L〉) = 0, (8.17)
which shows N ≡ 〈a†a〉+ 〈P †P 〉+ 〈L†L〉 is a constant of motion. Now consider we connect
the battery to an oscillator which has 〈a†a〉 > 0, we expect that the battery is being charged
by absorbing the energy from the oscillator and reach a steady state. We find the steady
state of the semiclassical equations as
〈i(a†L− aL†)〉ss = 0, (8.18a)
〈a†a〉ss − 〈L†L〉ss = 0, (8.18b)
(1 + 〈P †P 〉ss)〈L†L〉ss = 0, (8.18c)
From equation (8.18)c we find that 〈L†L〉ss = 0 since 〈P †P 〉 cannot be negative. We under-
stand this by the fact that 〈L†L〉ss > 0 is associated with a state which has l > 0. Such a
state is not stable, and will eventually relax to a state with l = 0 (i.e. 〈L†L〉 = 0). As a
consequence of 〈L†L〉 = 0 from we find 〈a†a〉 = 0. It means that the oscillator has lost all
its energy. Furthermore, using the conservation equation (8.17), we find
〈a†a〉+ 〈P †P 〉+ 〈L†L〉 = const. = 〈a†a〉t=0,
〈P †P 〉 = 〈a†a〉t=0 −
(〈a†a〉+ 〈L†L〉) ,
〈P †P 〉ss = 〈a†a〉t=0. (8.19)
which means that all phonons from the oscillator (at time t = 0) have been transferred to
the battery.
Now we solve the semiclassical equations numerically. We initialise the oscillator with
〈a†a〉t=0 = 4 and the battery at |0, 0〉 i.e. 〈L†L〉 = 〈P †P 〉 = i(a†L− aL†) = 0. Dashed lines
in figure 8.3 show the solution to the semiclassical equations. Qualitatively, the solutions
show the transferring of the energy from the oscillator to the battery (inset plot), but they
have some non-physical behaviour such as negative expectation value of phonon number in
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Figure 8.3: Top shows the energy transfer from the oscillator to the battery. The main plot
shows decrease in phonon number, 〈a†a〉 in time, while the inset plot shows the increase in energy
level of the battery. Different colours are for different coupling constant Ω which their values
are shown in the plot legend. Solid lines are the results from the unconditional solution to the
master equation while dashed lines are from semiclassical equations of motion. Bottom shows the
covariance 〈L†LP †P 〉− 〈L†L〉〈P †P 〉, in time from the unconditional solutions. In the semiclassical
case, it is assumed that L†L and P †P are uncorrelated.
the oscillator. The reason is due to the assumption 〈L†LP †P 〉 ≈ 〈L†L〉〈P †P 〉 which is valid
for a short time and near steady state where 〈L†LP †P 〉 ≈ 0.
We use the semiclassical solutions to estimate the charging rate of the battery. We define
‘the charging time’, T 1
2
, as the time it takes for half of the phonons to be transferred to the
battery. Typically, the assumption 〈L†LP †P 〉 ≈ 〈L†L〉〈P †P 〉 holds during the charging time
and we can use the semi-classical equations of motion. From equations (8.16a) and (8.16a)
we find
d2〈a†a〉
dt2
= −2Ω2〈a†a〉+ 2Ω2〈L†L〉+ ΓΩ
2
〈i(a†L− aL†)〉〈P †P 〉, (8.20a)
d2〈a†a〉
dt2
≈ −2Ω2〈a†a〉 t ≤ T 1
2
, (8.20b)
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where in the second line we approximated the dynamics of the phonon number as a second
order ODE for t ≤ T 1
2
. The solution to the equation (8.20b) is
〈a†a〉t = 〈a†a〉t=0 cos
(√
2tΩ
)
. (8.21)
Using this solution we find charging time as
T 1
2
=
pi
3
√
2Ω
. (8.22)
We also find T 1
2
numerically from the solutions to the semiclassical equations of motion.
In Figure 8.4 we compare the these numerical solutions (blue circles) to the equation (8.22)
(black solid line). They both show that higher value for coupling constant results to a fast
energy transfer between the oscillator and the battery. We will compare these results to the
fully quantum case in the next section.
8.2.2 Unconditional Solution
We solve the master equation (8.7) in the truncated Hilbert space of the battery and the
oscillator. We initialise the battery in the state |0, 0〉 and the oscillator in a coherent state
|α〉 where α is the amplitude. We start with α = 2, which corresponds to the average phonon
number 〈a†a〉 = |α|2 = 4. We expect the battery eventually absorbs all the phonons and in
average relaxes to a state with 〈P †P 〉 = 4 and 〈L†L〉 = 0.
Solid lines in figure 8.3 shows the expectation value of phonon numbers as a function
of time, calculated from the unconditional solution to the master equation (8.7). In the
inset plot, we draw j = 〈L†L + P †P 〉 vs k = 〈P †P 〉 which demonstrates the charging of
the battery. As we expect, in all the solutions, the average phonon number of the oscillator
decreases from 〈a†a〉 = 4 to 0, while the battery level increases from 〈L†L + P †P 〉 = 0
to 4. We compare the results of the unconditional solutions (solid lines) to semiclassical
solutions (dashed lines). For very short time, the results agree with each other. As soon as
the assumption 〈L†LP †P 〉 = 〈L†L〉〈P †P 〉 fails, (bottom panel), the results diverge.
In addition we calculate T 1
2
from the numerical solutions to the master equation. The
results are shown with red diamonds in figure 8.4. Both semiclassical and quantum result
shows linear relation between ΓT 1
2
and Γ
Ω
.
8.2.3 Quantum Trajectory
To continue we look at quantum trajectories of the charging process. Note that the master
equation (8.7) has only one collapse operator which is associated with the jump |j, k〉 →
|j, k + 1〉. The purple line in figure 8.5a are conditional solutions (quantum trajectories) of
charging process and the black dashed line is one of them. Energy transfer from the oscillator
to the battery is seen on each trajectory. The blue line is from the unconditional solution
for comparison.
We initialised the oscillator with a coherent state with 〈a†a〉 = 4 phonons. On average
the battery charges up to 〈L†L + P †P 〉 = 4 (blue line) but each trajectory may achieve a
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Figure 8.4: The figure shows the half-charge time T 1
2
vs the ration ΓΩ . The solid line is the result
from semiclassical while the dots are results from unconditional solution to the master equation.
higher or lower value for 〈L†L+ P †P 〉. In figure 8.5b we compare the distribution of initial
phonons 〈a†a〉(t = 0) with the distribution of 〈L†L+ P †P 〉 at t = 5pi using 200 trajectories.
The distributions are matched to each other within the error-bars. This demonstrates that
the initial state of the oscillator is transferred to the final state of the battery.
We also observe that at each jump, in addition to the change in 〈P †P 〉 = k → k+ 1, the
value of j = 〈L†L+P †P 〉 changes too. This is due to the effect of the ratchet mechanism on
a superposition state. At each time, the state of the battery (even in a quantum trajectory)
can be a coherent superposition of different levels on the same k-ladder (due to Hcoupling).
As an example, consider the state of the battery, just before a jump, to be 1√
2
(|0, 0〉+ |1, 0〉).
When the jump happens, k changes to k + 1. Since level |0, 1〉 does not exist, the first ket
vanishes, (i.e. K† |0, 0〉 = 0). Therefore the transition (after re-normalising) will be
1√
2
(|0, 0〉+ |1, 0〉)→ |1, 1〉 = |0, 1〉lp , (8.23)
which results to change in 〈L†L+ P †P 〉 = 1
2
→ 1.
Furthermore we look at the case where the initial state of the oscillator is a Fock state
with 〈a†a〉 = 4. The results are shown in figure 8.6. Since at t = 0, the distribution of
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Figure 8.5: a) Purple lines show quantum trajectories of charging the battery with an oscilla-
tor. The black dashed line is an example of a single trajectory. The blue line is the unconditional
solution. The oscillator is initialised in a coherent state with 4 phonons (i.e. |α = 2〉) resulting in
the absorption of 4 phonons on average by the battery. b) Comparing the initial distribution of
phonons in the oscillator (blue dots) with the final distribution of j (yellow bars). Error bars are
for the final distribution.
phonon number is a delta function, all the trajectories of the battery will end on state |4, 4〉.
It again shows that the initial state of the oscillator is transferred to the final state of the
battery.
We have designed and tested a ratchet battery model. The next step is to substitute
the harmonic oscillator with the quantum heat engine that we proposed in chapter 7. The
engine will charge up the battery. We then will be able to define work output of the engine
operationally by storing the energy output of the heat engine into the battery. This is the
subject of our future work.
Summary
In this chapter we developed a model of a ratchet battery and numerically showed that it
can be charged up by absorbing energy from an oscillator. We showed the final state of the
battery represents the initial state of the oscillator. We aim to use this battery model as a
work sink for the quantum heat engine that we developed in chapter 7.
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Conclusion
In this thesis we investigated two topics from the area of quantum technologies: “quantum
metrology” in part I and “quantum heat engines” in part II, and we showed the advantages
of quantum correlation in each of them.
In Part I, we showed the sensitivity of the atom-interferometers can be improved by
mapping the quantum state of non-classical light, such as squeezed light, to atomic clouds, a
process which we refer to as quantum state transfer (QST). We showed information recycling
can be used to improve the sensitivity in case of incomplete-QST. We also showed a counter
intuitive result of achieving near optimum sensitivity by using small QST. This counter
intuitive result is due to the entanglement between the squeezed light and the atomic cloud.
In our theoretical model we assumed that each atomic cloud is in a single spacial mode.
We intend relax this assumption in our future work and analyse our scheme in multimode
regime.
In Part II, we developed a quantum heat engine. We showed that in contrast to classical
heat engines, the controller in quantum heat engines has an important effect on the energy
of the system. Also we showed the quantum correlation between the force and position is
crucial in the definition of the work output. Furthermore we developed an idea of a quantum
ratchet battery which we intend to use as a work-sink for the engine in our future works.
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