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Abstract. Monitoring of a signal plays an essential role in the runtime
verification of cyber-physical systems. Qualitative timed pattern match-
ing is one of the mathematical formulations of monitoring, which gives
a Boolean verdict for each sub-signal according to the satisfaction of the
given specification. There are two orthogonal directions of extension of
the qualitative timed pattern matching. One direction on the result is
quantitative: what engineers want is often not a qualitative verdict but
the quantitative measurement of the satisfaction of the specification. The
other direction on the algorithm is online checking: the monitor returns
some verdicts before obtaining the entire signal, which enables to mon-
itor a running system. It is desired from application viewpoints. In this
paper, we conduct these two extensions, taking an automata-based ap-
proach. This is the first quantitative and online timed pattern matching
algorithm to the best of our knowledge. More specifically, we employ
what we call timed symbolic weighted automata to specify quantitative
specifications to be monitored, and we obtain an online algorithm us-
ing the shortest distance of a weighted variant of the zone graph and
dynamic programming. Moreover, our problem setting is semiring-based
and therefore, general. Our experimental results confirm the scalability
of our algorithm for specifications with a time-bound.
Keywords: quantitative monitoring, timed automata, weighted au-
tomata, signals, zones, dynamic programming, semirings, timed pattern
matching, runtime verification
1 Introduction
Background Monitoring a system behavior plays an essential role in the runtime
verification or falsification of cyber-physical systems (CPSs), where various for-
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Table 1: Comparison of the problem settings with related studies
Quantitative? Online? Dense time? Result of which part?
[BFN+18] No Yes Yes All sub-signals (pattern matching)
[BFMU17] Yes No Yes All sub-signals (pattern matching)
[JBGN18] Yes Yes No The whole signal
[DDG+15] Yes Yes Yes The whole signal
This Paper Yes Yes Yes All sub-signals (pattern matching)
malisms such as temporal logic formulas or automata are used for specification.
Usually, a CPS is a real-time system, and real-time constraints must be included
in the specification. An example of such a specification is that the velocity of
a self-driving car should be more than 70 km/h within 3 s after the car enters
an empty highway. Timed automata [AD94] is a formalism that captures real-
time constraints. They are equipped with clock variables and timing constraints
on the transitions. Applications of monitoring of real-time properties include
data classification [BVP+16] and Web services [RSE08] as well as CPSs (e.g.,
automotive systems [KCDK15] and medical systems [CSWL16]).
The behavior of a CPS is usually described as a real-valued signal that is
mathematically a function σ mapping a time t to the condition σ(t) ∈ Rn of
the system at time t. Usual automata notions (e.g., NFA and timed automata)
handle only finite alphabets, and in order to monitor signals over Rn, automata
must be extended to handle infinite alphabets. Symbolic automata [VHL+12]
handle large or even infinite alphabets, including real vectors. In a symbolic
automaton over a real vector space Rn, each location (or transition) is labeled
with a constraint over Rn instead of one vector v ∈ Rn; therefore, one location
(or transition) corresponds to infinitely many vectors.
Monitoring can be formulated in various ways. They are classified according
to the following criteria. Table 1 shows a comparison of various formulations of
monitoring problems.
Qualitative vs. quantitative semantics When an alphabet admits subtrac-
tion and comparisons, in addition to the qualitative semantics (i. e., true
or false), one can define a quantitative semantics (e. g., robustness) of a
signal with respect to the specification [FP09,DM10,AH15,BFMU17]. Ro-
bust semantics shows how robustly a signal satisfies (or violates) the given
specification. For instance, the specification v > 70 is satisfied more ro-
bustly by v = 170 than by v = 70.0001. In the context of CPSs, robust
semantics for signal temporal logic is used in robustness-guided falsifica-
tion [Don10,ALFS11]. Weighted automata [Sch61,DKV09] are employed for
expressing such a quantitative semantics [JBG+18,JBGN18].
Offline vs. online Consider monitoring of a signal σ = σ1 ·σ2 over a specifica-
tion W. In offline monitoring, the monitor returns the resultM(σ,W) after
obtaining the entire signal σ. In contrast, in online monitoring, the monitor
starts returning the result before obtaining the entire signal σ. For example,
the monitor may return a partial resultM(σ1,W) for the first part σ1 before
obtaining the second part σ2.
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Fig. 1: Piecewise-constant signal σ (left) and an illustration of the quantitative
matching function (M(σ,W))(t, t′) for [t, t′) ⊆ [0, 30.5) (right). In the right
figure, the score in the white areas is −∞. The specification W is outlined in
Example 1. In the right figure, the value at (3, 15) is 5. It shows that the score(M(σ,W))(3, 15), for the restriction σ([3, 15)) of σ to the interval [3, 15), is 5.
Discrete vs. dense time In a discrete time setting, timestamps are natural
numbers while, in a dense time setting, timestamps are positive (or non-
negative) real numbers.
Result of which part? Given a signal σ, we may be interested in the prop-
erties of different sets of sub-signals of σ. The simplest setting is where
we are interested only in the whole signal σ (e. g.,[DDG+15,JBGN18]). An-
other more comprehensive setting is where we are interested in the property
of each sub-signal of σ; problems in this setting are called timed pattern
matching [UFAM14,WAH16,BFMU17].
Our problem Among the various problem settings of monitoring, we focus on an
online algorithm for quantitative timed pattern matching [BFMU17] in a dense
time setting. See Table 1. Given a piecewise-constant signal σ and a specification
W expressed by what we call a timed symbolic weighted automaton, our algorithm
returns the quantitative matching function M(σ,W) that maps each interval
[t, t′) ⊆ [0, |σ|) to the (quantitative) semantics (M(σ,W))(t, t′), with respect
to W, for the restriction σ([t, t′)) of σ to the interval [t, t′), where |σ| is the
duration of the signal. An illustration of M(σ,W) is in Fig. 1. In [BFMU17],
quantitative timed pattern matching was solved by an offline algorithm using
a syntax tree of signal regular expressions. In this paper, we propose an online
algorithm for quantitative timed pattern matching with automata. To the best
of our knowledge, this is the first online algorithm for quantitative timed pattern
matching. Moreover, our (quantitative) semantics is parameterized by a semiring
and what we call a cost function. This algebraic formulation makes our problem
setting general.
Example 1. Let σ be the piecewise-constant signal in the left of Fig. 1 and W
be the specification meaning the following.
• At first, the value of x stays less than 15, and then the value of x becomes
and remains greater than 5 within 5 s.
• We are only interested in the behavior within 10 s after the value of x
becomes greater than 5.
• We want the score showing how robustly the above conditions are satisfied.
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l0, x < 15 l1, x > 5 l2,>
c < 5 /c := 0 c < 10
κr
(
u, (a1a2 . . . am)
)
= inf
i∈{1,2,...,n}
κr(u, (ai))
κr
( n∧
i=1
(xi ./i di), (a)
)
= inf
i∈{1,2,...,n}
κr(xi ./i di, (a)) where ./i∈ {>,≥,≤, <}
κr(x  d, (a)) = a(x)− d where ∈ {≥, >}
κr(x ≺ d, (a)) = d− a(x) where ≺∈ {≤, <}
Fig. 2: Example of a TSWAW = (A, κr) which is the pair of the TSA A (upper)
and the cost function κr (lower). See Definition 5 for the precise definition.
The right of Fig. 1 illustrates the result of quantitative timed pattern matching.
Quantitative timed pattern matching computes the semantics
(M(σ,W))(t, t′),
with respect toW, for each sub-signal σ([t, t′)) of σ. The current semantics shows
how robustly the conditions are satisfied. The semantics
(M(σ,W))(3, 15) for
the sub-signal σ
(
[3, 15)
)
is 5, which is the value at (3, 15) in the right of Fig. 1.
This is because the distance between the first constraint x < 15 and the first
valuation x = 10 of the sub-signal σ
(
[3, 15)
)
is 5, and the distance between the
second constraint x > 5 and the valuations x = 10, x = 40, and x = 60 of the
sub-signal σ
(
[3, 15)
)
is not smaller than 5. The semantics
(M(σ,W))(10, 15) for
the sub-signal σ
(
[10, 15)
)
is −25, which is the value at (10, 15) in the right of
Fig. 1. Thus, the sub-signal σ
(
[3, 15)
)
satisfies the condition specified inW more
robustly than the sub-signal σ
(
[10, 15)
)
.
Our algorithm is online and it starts returning the result before obtaining
the entire signal σ. For example, after obtaining the sub-signal σ
(
[0, 7.5)
)
of
the initial 7.5 s, our algorithm returns that for any [t, t′) ⊆ [0, 7.5), the score(M(σ,W))(t, t′) is 5.
Our solution We formulate quantitative timed pattern matching using the short-
est distance [Moh09] of semiring-valued (potentially infinite) weighted graphs.
We reduce it to the shortest distance of finite weighed graphs. This is in con-
trast with the qualitative setting: the semantics is defined by the reachability
in a (potentially infinite) graph and it is reduced to the reachability in a finite
graph. The following is an overview.
Problem formulation We introduce timed symbolic weighted automata
(TSWAs) and define the (quantitative) semantics α(σ,W) of a signal σ
with respect to a TSWA W. Moreover, we define quantitative timed pat-
tern matching for a signal and a TSWA. A TSWA W is a pair (A, κ) of a
timed symbolic automaton (TSA) A — that we also introduce in this paper
— and a cost function κ. The cost function κ returns a semiring value at
each transition of A, and the semiring operations specify how to accumulate
such values over time. This algebraic definition makes our problem general.
Fig. 2 shows an example of a TSWA.
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Fig. 3: Illustration of our online algorithm for quantitative timed pattern match-
ing of a signal σ = aτ11 a
τ2
2 · · · aτnn meaning “the signal value is a1 for τ1, the signal
value is a2 for the next τ2, . . .” and a TSWA W. The intermediate data weight i
for the weight computation is represented by zones. The precise definition of the
weight i is introduced later in Definition 16.
Algorithm by zones We give an algorithm for computing our semantics
α(σ,W) of a signal σ by the shortest distance of a finite weighted graph.
The constructed weighted graph is much like the zone graph [BY03] for
reachability analysis of timed automata. Our algorithm is general and works
for any semantics defined on an idempotent and complete semiring. (See
Example 4 later for examples of such semirings.)
Incremental and online algorithms We present an incremental algorithm
for computing the semantics α(σ,W) of a signal σ with respect to the TSWA
W. Based on this incremental algorithm for computing α(σ,W), we present
an online algorithm for quantitative timed pattern matching. To the best of
our knowledge, this is the first online algorithm for quantitative timed pat-
tern matching. Our online algorithm for quantitative timed pattern match-
ing works incrementally, much like in dynamic programming. Fig. 3 shows
an illustration.
Contribution We summarize our contributions as follows.
• We formulate the semantics of a signal with respect to a TSWA by a shortest
distance of a potentially infinite weighted graph.
• We reduce the above graph to a finite weighted graph.
• We give an online algorithm for quantitative timed pattern matching.
Related work Table 1 shows a comparison of the present study
with some related studies. Since the formulation of qualitative
timed pattern matching [UFAM14], many algorithms have been pre-
sented [UFAM14,UFAM16,WAH16,WHS17,BFN+18], including the online
algorithms [WHS17,BFN+18] using timed automata. In the consequence, two
tools have been presented [Ulu17,WHS18]. Quantitative timed pattern matching
was formulated and solved by an offline algorithm in [BFMU17]. This offline
algorithm is based on the syntax trees of signal regular expressions, and it
is difficult to extend for online monitoring. Weighted automata are used for
quantitative monitoring in [CHO16,JBG+18,JBGN18], but the time model was
discrete.
The online quantitative monitoring for signal temporal logic [DDG+15] is
one of the closest work. Since we use the clock variables of TSAs to represent
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the intervals of timed pattern matching, it seems hard to use the algorithm
in [DDG+15] for quantitative timed pattern matching.
Parametric timed pattern matching [AHW18,WA19] is another orthogonal
extension of timed pattern matching, where timing constraints are parameter-
ized. Symbolic monitoring [WAH] is a further generalization to handle infinite
domain data i. e., real values and string labels. These problems answer feasible
parameter valuations and different from our problem.
Organization of the paper Section 2 introduces preliminaries on signals and
semirings. Section 3 defines timed symbolic weighted automata (TSWAs), and
our quantitative semantics of signals over a TSWA. Section 4 defines the quan-
titative timed pattern matching problem. Section 5 and Section 6 describe our
algorithms for computing the quantitative semantics and the quantitative timed
pattern matching problem, respectively. Section 7 presents our experimental re-
sults for the sup-inf and tropical semirings, which confirm the scalability of our
algorithm under some reasonable assumptions. Section 8 presents conclusions
and some future perspectives.
2 Preliminary
For a set X, its powerset is denoted by P(X). We use ε to represent the empty
sequence. All the signals in this paper are piecewise-constant, which is one of
the most common interpolation methods of sampled signals.
Definition 2 (signal). Let X be a finite set of variables defined over a data
domain D. A (piecewise-constant) signal σ is a sequence σ = aτ11 a
τ2
2 · · · aτnn ,
where for each i ∈ {1, 2, . . . , n}, ai ∈ DX and τi ∈ R>0. The set of signals over
DX is denoted by T (DX). The duration ∑ni=1 τi of a signal σ is denoted by |σ|.
The sequence a1 ◦a2 ◦ · · · ◦an of the values of a signal σ is denoted by Values(σ),
where a ◦ a′ is the absorbing concatenation
a ◦ a′ =
{
aa′ if a 6= a′
a if a = a′
.
We denote the set {a1 ◦ a2 ◦ . . . ◦ an | n ∈ Z≥0, a1, a2, . . . , an ∈ DX}
by (DX)~. For t ∈ [0, |σ|), we define σ(t) = ak, where k is such that∑k−1
i=1 τi ≤ t <
∑k
i=1 τi. For an interval [t, t
′) ⊆ [0, |σ|), we define σ([t, t′)) =
a
∑k
i=1 τi−t
k a
τk+1
k+1 . . . a
τl−1
l−1 . . . a
t′−∑l−1i=1 τi
l , where k and l are such that
∑k−1
i=1 τi ≤
t <
∑k
i=1 τi and
∑l−1
i=1 τi < t
′ ≤∑li=1 τi.
Definition 3 (semiring). A system S = (S,⊕,⊗, e⊕, e⊗) is a semiring if we
have the following.
• (S,⊕, e⊕) is a commutative monoid with identity element e⊕.
• (S,⊗, e⊗) is a monoid with identity element e⊗.
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• For any s, s′, s′′ ∈ S, we have (s ⊕ s′) ⊗ s′′ = (s ⊗ s′′) ⊕ (s′ ⊗ s′′) and
s⊗ (s′ ⊕ s′′) = (s⊗ s′)⊕ (s⊗ s′′).
• For any s ∈ S, we have e⊕ ⊗ s = s⊗ e⊕ = e⊕.
A semiring (S,⊕,⊗, e⊕, e⊗) is complete if for any S′ ⊆ S,
⊕
s∈S′ s is an
element of S satisfying the following.⊕
s∈S′
s = e⊕ if S′ = ∅
⊕
s∈S′
s = s if S′ = {s}⊕
s∈S′
s =
⊕
i∈I
(⊕
s∈S′i
s
)
for any partition S′ =
∐
i∈I
S′i
s⊗ (⊕
s′∈S′
s′
)
=
⊕
s′∈S′
(s⊗ s′) and (⊕
s∈S′
s
)⊗ s′ = ⊕
s∈S′
(s⊗ s′) for any s ∈ S
A semiring S = (S,⊕,⊗, e⊕, e⊗) is idempotent if for any s ∈ S, s⊕ s = s holds.
For a semiring (S,⊕,⊗, e⊕, e⊗) and s1, s2, . . . , sn ∈ S, we denote
⊕n
i=1 si =
s1 ⊕ s2 ⊕ · · · ⊕ sn and
⊗n
i=1 si = s1 ⊗ s2 ⊗ · · · ⊗ sn.
Example 4. The Boolean semiring ({>,⊥},∨,∧,⊥,>), the sup-inf semiring (Rq
{±∞}, sup, inf,−∞,+∞), and the tropical semiring (R q {+∞}, inf,+,+∞, 0)
are complete and idempotent.
Let S = (S,⊕,⊗, e⊕, e⊗) be a semiring and G = (V,E,W ) be a weighted
graph over S, i. e., V is the finite set of vertices, E ⊆ V × V is the finite
set of edges, and W : V × V → S is the weight function. For Vfrom, Vto ⊆
V , the shortest distance from Vfrom to Vto is Dist(Vfrom, Vto, V, E,W ) =⊕
v∈Vfrom,v′∈Vto
⊕
v=v1v2...vn=v′∈Paths(G)
⊗n−1
i=1 W (vi, vi+1), where Paths(G) is
the set of the paths in the directed graph G, i. e., Paths(G) = {v1v2 . . . vn |
∀i ∈ {1, 2, . . . , n − 1}. , (vi, vi+1) ∈ E}. For any complete semiring, the short-
est distance problem can be solved by a generalization of the Floyd-Warshall
algorithm [Moh09]. Under some conditions, the shortest distance problem
can be solved more efficiently by a generalization of the Bellman-Ford algo-
rithm [Moh09].
3 Timed symbolic weighted automata
We propose timed symbolic automata (TSAs), timed symbolic weighted au-
tomata (TSWAs), and the (quantitative) semantics of TSWAs. TSAs are an
adaptation of timed automata [AD94] for handling signals over D rather than
signals over a finite alphabet. In the remainder of this paper, we assume that
the data domain D is equipped with a partial order ≤. A typical example of the
data domain D is the reals R with the usual order. We note that TSAs are much
like the state-based variant of timed automata [ACM97,BFN+18] rather than
the original, event-based definition [AD94].
For a finite set X of variables and a poset (D,≤), we denote by Φ(X,D) the
set of constraints defined by a finite conjunction of inequalities x ./ d, where
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x ∈ X, d ∈ D, and ./ ∈ {>,≥, <,≤}. We denote ∧ ∅ ∈ Φ(X,D) by >. For a
finite set C of clock variables, a clock valuation is a function ν ∈ (R≥0)C . For
a clock valuation ν ∈ (R≥0)C over C and C ′ ⊆ C, we let ν↓C′ ∈ (R≥0)C′ be
the clock valuation over C ′ satisfying ν↓C′(c) = ν(c) for any c ∈ C ′. For a finite
set C of clock variables, let 0C be the clock valuation 0C ∈ (R≥0)C satisfying
0C(c) = 0 for any c ∈ C. For a clock valuation ν over C and τ ∈ R≥0, we denote
by ν+ τ the valuation satisfying (ν+ τ)(c) = ν(c) + τ for any c ∈ C. For a clock
valuation ν ∈ (R≥0)C and ρ ⊆ C, we denote by ν[ρ := 0] the valuation such that
(ν[ρ := 0])(x) = 0 for c ∈ ρ and (ν[ρ := 0](c) = ν(c) for c 6∈ ρ.
The definitions of TSAs and TSWAs are as follows. As shown in Fig. 2, TSAs
are similar to the timed automata in [ACM97,BFN+18], but the locations are
labeled with a constraint on the signal values DX instead of a character in a
finite alphabet.
Definition 5 (timed symbolic, timed symbolic weighted automata).
For a poset (D,≤), a timed symbolic automaton (TSA) over D is a 7-tuple
A = (X,L,L0, LF , C,∆,Λ), where:
• X is a finite set of variables over D;
• L is the finite set of locations;
• L0 ⊆ L is the set of initial locations;
• LF ⊆ L is the set of accepting locations;
• C is the finite set of clock variables;
• ∆ ⊆ L× Φ(C,Z≥0)× P(C)× L is the set of transitions; and
• Λ is the labeling function Λ : L→ Φ(X,D).
For a poset (D,≤) and a complete semiring S = (S,⊕,⊗, e⊕, e⊗), a timed
symbolic weighted automaton (TSWA) over D and S is a pair W = (A, κ) of a
TSA A over D and a cost function κ : Φ(X,D)× (DX)~ → S over S.
The semantics of a TSWA W = (A, κ) on a signal σ is defined by the trace
value α(S) of the weighted timed transition systems (WTTS) S of σ and W.
The trace value α(S) depends on the cost function κ and implicitly on its range
semiring S as well as the signal σ and the TSA A. As shown below, the state
space of a WTTS S is Q = L × (R≥0)C × [0, |σ|] × (DX)~. Intuitively, a state
(l, ν, t, a) ∈ Q of S consists of: the current location l; the current clock valuation
ν; the current absolute time t; and the observed signal value a after the latest
transition. The transition → of S is for a transition of A or time elapse.
Definition 6 (weighted timed transition systems). For a signal σ ∈
T (DX) and a TSWA W = (A, κ) over the data domain D and semiring S,
the weighted timed transition system (WTTS) S = (Q,Q0, QF ,→,W ) is as fol-
lows, where A = (X,L,L0, LF , C,∆,Λ) is a TSA over D and κ is a cost function
over S.
• Q = L× (R≥0)C × [0, |σ|]× (DX)~
• Q0 = {(l0,0C , 0, ε) | l0 ∈ L0}
• QF = {(lF , ν, |σ|, ε) | lF ∈ LF , ν ∈ (R≥0)C}
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• → ⊆ Q×Q is the relation such that ((l, ν, t, a), (l′, ν′, t′, a′)) ∈ → if and only
if either of the following holds.
(transition of A) ∃(l, g, ρ, l′) ∈ ∆ satisfying ν |= g, ν′ = ν[ρ := 0], t′ = t,
a′ = ε, and a 6= ε
(time elapse) ∃τ ∈ R>0 satisfying l = l′, ν′ = ν + τ , t′ = t + τ , and
a′ = a ◦Values(σ([t, t+ τ)))
• W ((l, ν, t, a), (l′, ν′, t′, a′)) is κ(Λ(l), a) if a′ = ε; and e⊗ if a′ 6= ε
Definition 7 (trace value). For a WTTS S = (Q,Q0, QF ,→,W ), the trace
value α(S) is the shortest distance Dist(Q0, QF , Q,→,W ) from Q0 to QF .
For a signal σ and a TSWA W, by α(σ,W), we denote the trace value α(S)
of the WTTS S of σ and W.
Example 8. By changing the semiring S and the cost function κ, various seman-
tics can be defined by the trace value. Let D = R. For the Boolean semiring
({>,⊥},∨,∧,⊥,>) in Example 4, the following function κb is a prototypical
example of a cost function, where u ∈ Φ(X,D) and (a1a2 . . . am) ∈ (DX)~.
κb
(
u, (a1a2 . . . am)
)
=
m∧
i=1
κb(u, (ai))
κb
( n∧
i=1
(xi ./i di), (a)
)
=
n∧
i=1
κb
(
xi ./i di, (a)
)
where ./i∈ {>,≥,≤, <}
κb(x ./ d, (a)) =
{
> if a |= x ./ d
⊥ if a 6|= x ./ d
For the sup-inf semiring (R q {±∞}, sup, inf,−∞,+∞) in Example 4, the
trace value defined by the cost function κr in Fig. 2 captures the essence
of the so-called space robustness [FP09,BFMU17]. For the tropical semiring
(R q {+∞}, inf,+,+∞, 0) in Example 4, an example cost function κt is as fol-
lows.
κt
(
u, (a1a2 . . . am)
)
=
n∑
i=1
κr(u, (ai))
κt
( n∧
i=1
(xi ./i di), (a)
)
=
n∑
i=1
κt(xi ./i di, (a)) where ./i∈ {>,≥,≤, <}
κt(x  d, (a)) = a(x)− d where ∈ {≥, >}
κt(x ≺ d, (a)) = d− a(x) where ≺∈ {≤, <}
Example 9. Let W = (A, κ) be a TSWA over R and S, where A is the TSA
over R in Fig. 2, σ be the signal σ = {x = 10}2.5{x = 40}1.0{x = 60}3.0. When
S = (Rq {±∞}, sup, inf,−∞,+∞) and κ is the cost function κr in Example 8,
we have α(σ,W) = 5. When S = (R q {+∞}, inf,+,+∞, 0) and κ is the cost
function κt in Example 8, we have α(σ,W) = 35.
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4 Quantitative timed pattern matching
Using TSWAs, we formulate quantitative timed pattern matching as follows.
Definition 10 (quantitative timed pattern matching). For a TSWA W
over the data domain D and complete semiring S, and a signal σ ∈ T (DX), the
quantitative matching function M(σ,W) : dom(σ) → S is (M(σ,W))(t, t′) =
α
(
σ
(
[t, t)
)
,W), where dom(σ) = {(t, t′) | 0 ≤ t < t′ ≤ |σ|} and S is the underly-
ing set of S. Given a signal σ ∈ T (DX) and a TSWA W over the data domain
D and complete semiring S, the quantitative timed pattern matching problem
asks for the quantitative matching function M(σ,W).
Example 11. Let W be the TSWA shown in Fig. 2, which is defined over the
reals R and the sup-inf semiring (R q {±∞}, sup, inf,−∞,+∞), and σ be the
signal σ = {x = 10}7.5{x = 40}10.0{x = 60}13.0. The quantitative matching
function M(σ,W) is as follows. Fig. 1 shows an illustration.
(M(σ,W))(t, t′) =

5 when
t ∈ [0, 7.5), t′ ∈ (0, 17.5], t′ − t < 10 or
t ∈ [0, 7.5), t′ ∈ (10, 17.5], t′ − t ∈ [10, 15)
−25 when t ∈ [7.5, 17.5), t
′ ∈ (7.5, 27.5], t′ − t < 10 or
t ∈ [2.5, 17.5), t′ ∈ (17.5, 27.5], t′ − t ∈ [10, 15)
−45 when t ∈ [17.5, 30.5), t
′ ∈ (17.5, 30.5], t′ − t < 10 or
t ∈ [12.5, 30.5), t′ ∈ (27.5, 30.5], t′ − t ∈ [10, 15)
Although the domain {(t, t′) | 0 ≤ t < t′ ≤ |σ|)} of the quantitative matching
function M(σ,W) is an infinite set, M(σ,W) is a piecewise-constant function
with finitely many pieces. Moreover, each piece of M(σ,W) can be represented
by a special form of convex polyhedra called zones [Dil89].
Definition 12 (zone). For a finite set of clock variables C, a zone is a |C|-
dimensional convex polyhedron defined by a finite conjunction of the constraints
of the form c ./ d or c − c′ ./ d, where c, c′ ∈ C, ./ ∈ {>,≥,≤, <}, and d ∈ R.
The set of zones over C is denoted by Z(C). By a zone Z ∈ Z(C), we also
represent the set {ν | ν |= Z} ⊆ (R≥0)C of clock valuations.
Theorem 13. For any TSWA W over D and S and for any signal σ ∈ T (DX),
there is a finite set {(Z1, s1), (Z2, s2), . . . , (Zn, sn)} ⊆ Z({cbegin, cend})× S such
that Z1, Z2, . . . , Zn is a partition of the domain {(t, t′) | 0 ≤ t < t′ ≤ |σ|}, and
for any [t, t′) ⊆ R≥0 satisfying 0 ≤ t < t′ ≤ |σ|, there exists i ∈ {1, 2, . . . , n} and
ν ∈ Zi satisfying ν(cbegin) = t, ν(cend) = t′, and (M(σ,W))(t, t′) = si. uunionsq
5 Trace value computation by shortest distance
We present an algorithm to compute the trace values α(S). Since a WTTS
possibly has infinitely many states and transitions (see Definition 6), we need a
finite abstraction of it. We use zone-based abstraction for what we call weighted
symbolic timed transition systems (WSTTSs). In addition to the clock variables
in the TSA, we introduce a fresh clock variable T to represent the absolute time.
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l0
c = T = 0, ε
l0
0 < c = T < 3, 5
a1
l1
0 = c < T < 3.5
ε
l1
0 = c < T = 3.5
ε
l1
0 < c < T = 3.5
a1
l1
0 < c < T < 3.5
a1
l1
0 = c < T ∈ (3.5, 5)
ε
l1
0 < c < T ∈ (3.5, 7)
a2
l1
0 < c < T = 7.0
a2
l0
0 < c = T = 3.5
a1
l0
3.5 < c = T < 7.0
a1a2
l1
0 < c < T ∈ (3.5, 7)
a1a2
l1
0 < c < T = 7.0
a1a2
l2
0 < c < T = 7, ε
+∞ (= e⊗)
+∞ (= e⊗)
+∞ (= e⊗)
+∞
(= e⊗)
+∞ (= e⊗)
+∞ (= e⊗)
+∞
(= e⊗)
+∞ (= e⊗)
+∞
(= e⊗)
+∞ (= e⊗)
8
(= κ(u0, a1))
8
(= κ(u0, a1))
3
(= κ(u0, a1a2))
2 (= κ(u1, a1a2))
7
(= κ(u1, a2))
Fig. 4: WSTTS Ssym of the TSWA W in Fig. 2 and the signal σ = a3.51 a3.52 ,
where u0 = x < 15, u1 = x > 5, a1 = {x = 7}, and a2 = {x = 12}. The
states unreachable from the initial state or unreachable to the accepting state
are omitted. The transition for time elapse which can be represented by the
composition of other transitions are also omitted. A dashed transition is for the
time elapse and a solid transition is for a transition of A.
Definition 14 (weighted symbolic timed transition system). For a
TSWA W = (A, κ) over the data domain D and complete semiring S, and
a signal σ = aτ11 a
τ2
2 · · · aτnn ∈ T (DX), where A = (X,L,L0, LF , C,∆,Λ), the
weighted symbolic timed transition system (WSTTS) is the 5-tuple Ssym =
(Qsym, Qsym0 , Q
sym
F ,→sym,W sym) defined as follows.
• Qsym = {(l, Z, a) ∈ L×Z(Cq{T})×(DX)~ | Z 6= ∅,∀ν ∈ Z. ν(T ) ≤ |σ|, a =
ε or a ◦ σ(ν(T )) = a}
• Qsym0 = {(l0, {0Cq{T}}, ε) | l0 ∈ L0}
• QsymF = {(lF , Z, ε) | lF ∈ LF ,∃ν ∈ Z. ν(T ) = |σ|}
• →sym ⊆ Qsym ×Qsym is the relation such that ((l, Z, a), (l′, Z ′, a′)) ∈ →sym
if and only if one of the following holds.
(transition of A) there exists (l, g, ρ, l′) ∈ ∆, satisfying Z ′ = {ν[ρ := 0] |
ν ∈ Z, ν |= g}, a 6= ε, and a′ = ε.
(punctual time elapse) l = l′, a′ = a◦Values(σ([ν˜(T ), ν˜′(T )))), and there
is i ∈ {1, 2, . . . , n} satisfying Z ′ = {ν+τ | ν ∈ Z, τ ∈ R>0}∩Mi,=, where
ν˜ ∈ Z, ν˜′ ∈ Z ′1, Mi,= = {ν | ν(T ) =
∑i
j=0 τj}.
(non-punctual time elapse) l = l′, a′ = a◦Values(σ([ν˜(T ), ν˜′(T )))), and
there is i ∈ {1, 2, . . . , n} satisfying Z ′ = {ν + τ | ν ∈ Z, τ ∈ R>0} ∩Mi,
where ν˜ ∈ Z, ν˜′ ∈ Z ′, and Mi = {ν |
∑i−1
j=0 τj < ν(T ) <
∑i
j=0 τj}.
• W sym((l, Z, a), (l′, Z ′, a′)) is κ(Λ(l), a) if a′ = ε; and e⊗ if a′ 6= ε
Although the state space Qsym of the WSTTS Ssym may be infinite, there are
only finitely many states reachable from Qsym0 and therefore, we can construct
the reachable part of Ssym. See Appendix A.1 for the proof. An example of a
WSTTS is shown in Fig. 4. For a WSTTS Ssym, we define the symbolic trace
value αsym(Ssym) as the shortest distance Dist(Qsym0 , QsymF , Qsym,→sym,W sym)
from Qsym0 to Q
sym
F .
1 The choice of ν˜ and ν˜′ does not change σ(ν˜(T )) and σ(ν˜′(T )) due to the definition
of Qsym.
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Algorithm 1 Incremental algorithm for trace value computation
Require: A WSTTS Ssym = (Qsym, Qsym0 , QsymF ,→sym,W sym) of σ = aτ11 aτ22 · · · aτnn and W
Ensure: R is the symbolic trace value αsym(Ssym)
1: weight ← {(l0, {0Cq{T}}, ε, e⊗) | l0 ∈ L0};R← e⊕ . initialize
2: for i ∈ {1, 2, . . . , n} do
3: weight ← incr(ai, Ti), where Ti = ∑ik=1 τk . We have weight = weight i.
4: for (l, Z, a, s) ∈ weight do
5: if (l, Z, a) ∈ QsymF then
6: R← R⊕ s
Theorem 15. LetW be a TSWA over D and S, and σ ∈ T (DX) be a signal. Let
S and Ssym be the WTTS (in Definition 6) and WSTTS ofW and σ, respectively.
If S is idempotent, we have α(S) = αsym(Ssym). uunionsq
Because of Theorem 15, we can compute the trace value α(S) by
1. constructing the reachable part of Ssym; and
2. computing the symbolic trace value αsym(Ssym) using an algorithm for the
shortest distance problem.
For example, the symbolic trace value of the WSTTS in Fig. 4 is αsym(Ssym) =
max{min{8, 2},min{8, 7},min{3, 7}} = 7. However, this method requires the
whole signal to compute the trace value, and it does not suit for the use in online
quantitative timed pattern matching. Instead, we define the intermediate weight
weight i and give an incremental algorithm to compute the trace value α(S).
Intuitively, for each state (l, Z, a) ∈ Qsym of the WSTTS Ssym, the intermediate
weight weight i assign the shortest distance to reach (l, Z, a) by reading the sub-
signal aτ11 a
τ2
2 · · · aτii of σ = aτ11 aτ22 · · · aτnn .
Definition 16 (incr , weight i). For a TSWA W = (A, κ) over the data domain
D and complete semiring S, a ∈ DX , and t ∈ R>0, the increment function
incr(a, t) : P(L×Z(C q {T})× (DX)~ × S)→ P(L×Z(C q {T})× (DX)~ × S)
is as follows, where A = (X,L,L0, LF , C,∆,Λ) and
(Qsyma,t , Q
sym
a,t,0, Q
sym
a,t,F ,→syma,t ,W syma,t ) is the WSTTS of at and W.
incr(a, t)(w) = {(l′, Z ′, a′, s′) ∈ L×Z(C q {T})× (DX)~ × S | ∀ν′ ∈ Z ′. ν′(T ) = t,
s′ =
⊕
(l,Z,a,s)∈w
s⊗Dist({(l, Z, a)}, {(l′, Z ′, a′)}, Qsyma,t ,→syma,t ,W syma,t )}
For a TSWA W over D and S, a signal σ = aτ11 aτ22 · · · aτnn , and i ∈ {1, 2, . . . , n},
the intermediate weight weight i is defined as follows, where Tj =
∑j
k=1 τk.
weight i =
(
incr
(
ai, Ti
) ◦ · · · ◦ incr(a1, T1))({(l0, {0Cq{T}}, ε, e⊗) | l0 ∈ L0})
Because of the following theorem, we can incrementally compute the sym-
bolic trace value αsym(Ssym), which is equal to the trace value α(σ,W), by
Algorithm 1.
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linit,> l0, x < 15 l1, x > 5 l2,>
>/T ′ := 0, c := 0 c < 5/c := 0 c < 10
Fig. 5: Matching automaton Amatch for the TSA A shown in Fig. 2. The fresh
initial location linit and the transition to the original initial location l0 are added.
Algorithm 2 Online algorithm for quantitative timed pattern matching
Require: A signal σ = aτ11 a
τ2
2 · · · aτnn and a TSWA W = (A, κ)
Ensure: M is the quantitative matching function M(σ,W).
1: Amatch ← the matching automaton of A
2: weight ← {(l0, {0Cq{T,T ′}}, ε, e⊗) | l0 ∈ L0}; for each [t, t′) ⊆ [0, |σ|), M(t, t′)← e⊕
3: for i ∈ {1, 2, . . . , n} do
4: weight ← (incr<(ai, Ti))(weight), where Ti = ∑ik=1 τk
5: for (l, Z, ε, s) ∈ weight , ν ∈ Z do
6: if l ∈ LF then
7: M(ν(T ′)− ν(T ), ν(T ′))←M(ν(T ′)− ν(T ), ν(T ′))⊕ s.
8: weight ← (incr(ai, Ti))(weight), where Ti = ∑ik=1 τk
Theorem 17. For any WSTTS Ssym of a signal σ = aτ11 aτ22 · · · aτnn and a TSWA
W over D and S, we have the following, where QsymF is the accepting states of
Ssym.
αsym(Ssym) =
⊕
(l,Z,a)∈QsymF
⊕
(l,Z,a,s)∈weightn
s
uunionsq
6 Online algorithm for quantitative timed pattern
matching
In quantitative timed pattern matching, we compute the trace value
α(σ([t, t′)),W) for each sub-signal σ([t, t′)). In order to try matching for each
sub-signal σ([t, t′)), we construct the matching automaton [BFN+18] Amatch
from the TSA A. The matching automaton Amatch is constructed by adding
a new clock variable T ′ and a new initial state linit to the TSA A. The new
clock variable T ′ represents the duration from the beginning t of the sub-signal
σ([t, t′)). The new state linit is used to start the sub-signal in the middle of the
signal. We add transitions from linit to each initial state l0 of A, resetting all
of the clock variables. Fig. 5 shows an example of Amatch. We also define the
auxiliary incr< for our online algorithm for quantitative timed pattern matching.
Definition 18 (matching automaton [BFN+18] Amatch). For a TSA A =
(X,L,L0, LF , C,∆,Λ) over D, the matching automaton is the TSA Amatch =
(X,Lq{linit}, {linit}, LF , C q{T ′}, ∆′, Λ′) over D, where the transition is ∆′ =
∆q {(linit ,>, C q {T ′}, l0) | l0 ∈ L0}, the labeling function is Λ′(linit) = >, and
Λ′(l) = Λ(l) for l ∈ L.
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Definition 19 (incr<). For a TSWA W = (A, κ) over the data domain D and
complete semiring S, a ∈ DX , and t ∈ R>0, the partial increment function
incr<(a, t) : P(L×Z(C q {T})× (DX)~ × S)→ P(L×Z(C q {T})× (DX)~ × S)
is as follows, where A = (X,L,L0, LF , C,∆,Λ) and
(Qsyma,t , Q
sym
a,t,0, Q
sym
a,t,F ,→syma,t ,W syma,t ) is the WSTTS of the TSWA W and
the constant signal at.
incr<(a, t)(w) = {(l′, Z′, a′, s′) ∈ L×Z(C q {T})× (DX)~ × S | ∀ν′ ∈ Z′. ν′(T ) < t,
s′ =
⊕
(l,Z,a,s)∈w
s⊗Dist({(l, Z, a)}, {(l′, Z′, a′)}, Qsyma,t ,→syma,t ,W syma,t )}
Algorithm 2 shows our online algorithm for quantitative timed pattern
matching. We construct the matching automaton Amatch from the TSA A
(line 1), and we try matching by reading each constant sub-signal aτii of the
signal σ = aτ11 a
τ2
2 · · · aτnn much like the illustration in Fig. 3. For each i, first, we
consume a prefix a
τ ′i
i of a
τi
i = a
τ ′i
i a
τ ′′i
i and update the intermediate weight weight
(line 4). Then, we update the result M for each weight (l, Z, ε, s) ∈ weight la-
belled with an accepting location (line 7). Finally, we consume the remaining
part a
τ ′′i
i and update the intermediate weight weight (line 8).
Complexity discussion In general, the time and space complexities of Algorithm 2
are polynomial to the length n of the signal σ = aτ11 a
τ2
2 · · · aτnn due to the bound of
the size of the reachability part of the WSTTS. On the other hand, if the TSWA
has a time-bound and the sampling frequency of the signal is also bounded (such
as in Figs. 6 and 7), time and space complexities are linear and constant to the
length n of the signal, respectively.
7 Experiments
We implemented our online algorithm for quantitative timed pattern matching
in C++ and conducted experiments to answer the following research questions.
We suppose that the input piecewise-constant signals are interpolations of the
actual signals by sampling.
RQ1 Is the practical performance of Algorithm 2 realistic?
RQ2 Is Algorithm 2 online capable, i. e., does it perform in linear time and
constant space, with respect to the number of the entries in the signal?
RQ3 Can Algorithm 2 handle denser logs, i. e., what is the performance with
respect to the sampling frequency of the signal?
Our implementation is in https://github.com/MasWag/qtpm. We conducted
the experiments on an Amazon EC2 c4.large instance (2 vCPUs and 3.75 GiB
RAM) running Ubuntu 18.04 LTS (64 bit). We compiled the implementation by
GCC-4.9.3. For the measurement of the execution time and memory usage, we
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used GNU time and took an average of 20 executions. We could not compare
with [BFMU17] because their implementation is not publicly available.
As the complete semiring S, we used the sup-inf semiring (R q
{±∞}, sup, inf,−∞,+∞) and the tropical semiring (Rq{+∞}, inf,+,+∞, 0) in
Example 4. We used the cost functions κr in Example 8 for the sup-inf semiring,
and κt in Example 8 for the tropical semiring.
Benchmarks We used the automotive benchmark problems shown in Figs. 6
to 8. A summary of quantitative timed pattern matching is on the right of each
figure. The specified behaviors in the TSWAs are taken from ST-Lib [KJD+16]
and known to be useful for automotive control applications. See Appendix B for
a performance comparison among the benchmarks.
RQ1: Practical Performance Figs. 9 and 10 show the execution time and memory
usage of our quantitative timed pattern matching for the TSWAsW and signals
σ. Here, we fixed the sampling frequency to be 0.1 Hz and changed the duration
|σ| of the signal from 60,000 s to 600,000 s in Overshoot and Ringing, and
from 1,000 s to 10,000 s in Overshoot (Unbounded).
In Fig. 9, we observe that Algorithm 2 handles the log with 60,000 entries
in less than 20 s with less than 7.1 MiB of memory usage for Overshoot, and
in about 1 or 2 minutes with less than 7.8 MiB of memory usage for Ringing.
In Fig. 10, we observe that Algorithm 2 handles the log with 10,000 entries
in less than 120 s with less than 250 MiB of memory usage for Overshoot
(Unbounded). Although the quantitative timed pattern matching problem is
complex, we conclude that its practical performance is realistic.
RQ2: Change in Speed and Memory Usage with Signal Size Figs. 9 and 10
show the execution time and memory usage of our quantitative timed pattern
matching. See RQ1 for the detail of our experimental setting.
In Fig. 9, for the TSAs with time-bound, we observe that the execution time
is linear with respect to the duration |σ| of the input signals and the memory
usage is more or less constant with respect to the duration |σ| of the input signals.
This performance is essential for a monitor to keep monitoring a running system.
In Fig. 10, for the TSA without any time-bound, we observe that the execu-
tion time is cubic and the memory usage is quadratic with respect to the number
of the entries in |σ|. The memory usage increases quadratically with the number
of the entries because the intermediate weight weightj has an entry for each ini-
tial interval [τi, τi+1) of the trimming and for each interval [τk, τk+1) where the
transition occurred. The execution time increases cubically with respect to the
number of the entries because the shortest distance is computed for each entry
of weightj . However, we note that our quantitative timed pattern matching still
works when the number of the entries is relatively small.
RQ3: Change in Speed and Memory Usage with Sampling Frequency Fig. 11
shows the execution time and memory usage of our quantitative timed pattern
matching for each TSWAW and signal σ of Overshoot and Ringing. Here, we
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Fig. 6: Overshoot: The set of input signals is generated by the cruise control
model [cru]. The TSA is for the settling when the reference value of the velocity
is changed from vref < 35 to vref > 35. The left and right maps are for the
sup-inf and tropical semirings, respectively.
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Fig. 7: Ringing: The set of input signals is generated by the same model [cru]
as that in Overshoot. The TSA is for the frequent rise and fall of the signal
in 80 s. The constraints rise and fall are rise = v(t) − v(t − 10) > 10 and fall =
v(t)− v(t− 10) < −10. The left and right maps are for the sup-inf and tropical
semirings, respectively.
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Fig. 8: Overshoot (Unbounded): The set of input signals is generated by the
same model [cru] as that in Overshoot. The TSA is almost the same as that
in Overshoot, but the time-bound (c < 150) is removed. The left and right
maps are for the sup-inf and tropical semirings, respectively.
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Fig. 9: Change in execution time (left) and memory usage (right) for Overshoot
and Ringing with the number of the entries of the signals
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Fig. 10: Change in execution time (left) and memory usage (right) for Over-
shoot (Unbounded) with the number of the entries of the signals
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Fig. 11: Change in execution time (left) and memory usage (right) for Over-
shoot and Ringing with the sampling frequency
fixed the number of the entries to be 6,000 and changed the sampling frequency
from 0.1 Hz to 1.0 Hz.
In Fig. 11, we observe that the execution time is cubic, and the memory
usage is more or less quadratic with respect to the sampling frequency of the
signals. This is because the number of the entries in a certain duration is linear
to the sampling frequency, which increases the number of the reachability states
of the WSTTSs quadratically. Despite the steep curve of the execution time, we
also observe that the execution time is smaller than the duration of the signal.
Therefore, our algorithm is online capable at least for these sampling frequencies.
8 Conclusions and future work
Using an automata-based approach, we proposed an online algorithm for quan-
titative timed pattern matching. The key idea of this approach is the reduction
to the shortest distance of a weighted graph using zones.
Comparison of the expressiveness of TSWAs with other formalisms e. g., sig-
nal temporal logic [MN04] or signal regular expressions [BFMU17] is future work.
Another future work is the comparison with the quantitative semantics based
on the distance between traces presented in [JBGN18].
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A Omitted Proof
Definition 20 (path value). For a WTTS S = (Q,Q0, QF ,→,W ), a sequence
q0, q1, . . . , qn of Q is a path of S if we have q0 → q1 → . . .→ qn. For a WTTS
S = (Q,Q0, QF ,→,W ) and a path pi = q0, q1, . . . , qn of S, the path value is
µ(pi) =
⊗n
i=1W (qi−1, qi).
For any WTTS S = (Q,Q0, QF ,→,W ), we have α(S) =
⊕
pi∈ARuns(S) µ(pi),
where ARuns(S) is the set of paths of q0, q1, . . . , qn of S satisfying q0 ∈ Q0 and
qn ∈ QF .
A.1 Finiteness of the reachable part of WSTTSs
For a WSTTS Ssym = (Qsym, Qsym0 , QsymF ,→sym,W sym), we denote the
reachable set by Reach(Ssym) = Qsym0 ∪ {qsym ∈ Qsym | ∃qsym0 ∈
Qsym0 , q
sym
1 , q
sym
2 , . . . , q
sym
m ∈ Qsym. qsym0 , qsym1 , . . . , qsymm , qsym is a path of Ssym}.
Lemma 21. Let Ssym = (Qsym, Qsym0 , QsymF ,→sym,W sym) be a WSTTS of a
signal σ = aτ11 a
τ2
2 · · · aτnn and a TSWA W. For any (l, Z, a) ∈ Reach(Ssym),
ν ∈ Z, and c ∈ C, we have 0 ≤ ν(c) ≤ |σ|.
Proof. Since for any (l, Z, a) ∈ Qsym and ν ∈ Z, we have ν(T ) ≤ |σ|, it suffice to
prove ν(c) ≤ ν(T ) for any c ∈ C. Let (l, Z, a) ∈ Reach(Ssym). If (l, Z, a) ∈ Qsym0 ,
we have Z = 0Cq{T} and for any ν ∈ Z and for any c ∈ C, we have ν(c) =
ν(T ) = 0.
Assume (l, Z, a) 6∈ Qsym0 and let (l′, Z ′, a′) ∈ Reach(Ssym) satisfying(
(l′, Z ′, a′), (l, Z, a)
) ∈ →sym. If a = ε, there exists (l, g, ρ, l′) ∈ ∆ satisfying
Z = {ν′[ρ := 0] | ν′ ∈ Z ′, ν′ |= g}. Since T 6∈ ρ, ∀ν′ ∈ Z ′, c ∈ C. ν′(c) ≤ ν′(T )
implies ∀ν ∈ Z, c ∈ C. ν(c) ≤ ν(T ).
If a 6= ε, for any ν ∈ Z, there are ν′ ∈ Z ′ and τ ∈ R>0 satisfying ν = ν′ + τ .
Therefore, ∀ν′ ∈ Z ′, c ∈ C. ν′(c) ≤ ν′(T ) implies ∀ν ∈ Z, c ∈ C. ν(c) ≤ ν(T ). uunionsq
For a nonempty zone Z ∈ Z(C q {T}) and c, c′ ∈ C q {T, 0}, we define
≺Z,c,c′ ∈ {<,≤} and dZ,c,c′ ∈ R q {∞} be the smallest elements satisfying the
following, where we define < is smaller than ≤ and we denote ν(0) = 0.
Z =
{
ν
∣∣∣ ∧
c,c′∈Cq{T,0}
(ν(c)− ν(c′)) ≺Z,c,c′ dZ,c,c′
}
Lemma 22. Let Ssym = (Qsym, Qsym0 , QsymF ,→sym,W sym) be a WSTTS of a
signal σ = aτ11 a
τ2
2 · · · aτnn and a TSWA W. For any (l, Z, a) ∈ Reach(Ssym) and
c, c′ ∈ Cq{T, 0}, we have dZ,c,c′ =∞ or there is ki ∈ Z for each i ∈ {0, 1, . . . , n}
satisfying dZ,c,c′ = k0 +
∑n
i=1(ki(
∑i
j=1 τj)).
Proof. If (l, Z, a) ∈ Qsym0 , we have Z = 0Cq{T} and we have dZ,c,c′ = 0 for each
c, c′ ∈ C q {T, 0}.
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Assume (l, Z, a) 6∈ Qsym0 and let (l′, Z ′, a′) ∈ Reach(Ssym) satisfying(
(l′, Z ′, a′), (l, Z, a)
) ∈ →sym. If a = ε, there exists (l, g, ρ, l′) ∈ ∆ satisfying
Z = {ν′[ρ := 0] | ν′ ∈ Z ′, ν′ |= g}. For each c ∈ ρ, we have dZ,c,0 = dZ,0,c = 0. For
each c, c′ ∈ Cq{T, 0}, dZ,c,c′ is the shortest distance in the graph interpretation
of Z ′, where for each c ∈ ρ, dZ′,c,0 and dZ,0,c are replaced with 0. (See e.g., [BY03]
for the graph interpretation of a zone.) Therefore, for each c, c′ ∈ C q {T, 0},
there are kc′′,c′′′ ∈ Z satisfying dZ,c,c′ =
∑
c′′,c′′′∈Cq{T,0} kc′′,c′′′dZ′,c′′,c′′′ . By in-
duction hypothesis, For any c, c′ ∈ C q {T, 0}, we have dZ,c,c′ = ∞ or there is
ki ∈ Z for each i ∈ {0, 1, . . . , n} satisfying dZ,c,c′ = k0 +
∑n
i=1(ki(
∑i
j=1 τj)).
If a 6= ε, dZ,c,c′ are computed by the following procedure.
1. For each c ∈ C, we replace (dZ′,c,0,≺Z′,c,0) with (∞, <).
2. We replace (dZ′,T,0,≺Z′,c,0) and (dZ′,0,T ,≺Z′,0,c) with
(∑i
j=0 τj , <
)
and(∑i−1
j=0 τj , <
)
, or
(∑i
j=0 τj ,≤
)
and
(∑i
j=0 τj ,≤
)
, respectively.
3. We take the shortest distance in the graph interpretation of Z ′, where some
weights are replaced by the above.
Therefore, for each c, c′ ∈ C q {T, 0} and for each i ∈ {0, 1, . . . , n}, there are
kc′′,c′′′ ∈ Z and ki ∈ Z satisfying the following.
dZ,c,c′ =
∑
c′′,c′′′∈Cq{T,0}
kc′′,c′′′dZ′,c′′,c′′′ +
n∑
i=1
(ki(
i∑
j=1
τj))
By induction hypothesis, For any c, c′ ∈ Cq{T, 0}, we have dZ,c,c′ =∞ or there
is ki ∈ Z for each i ∈ {0, 1, . . . , n} satisfying dZ,c,c′ = k0 +
∑n
i=1(ki(
∑i
j=1 τj)).
uunionsq
Lemma 23. For any WSTTS Ssym = (Qsym, Qsym0 , QsymF ,→sym,W sym) and for
any (l, Z, a) ∈ Reach(Ssym), either a = ε holds or there is t ∈ R≥0 such that for
any ν ∈ Z, a = Values(σ([t, ν(T )))) holds.
Proof. Let (l, Z, a) ∈ Reach(Ssym). If (l, Z, a) ∈ Qsym0 , we have a = ε.
If (l, Z, a) 6∈ Qsym0 , there is (l′, Z ′, a′) ∈ Reach(Ssym) such that(
(l′, Z ′, a′), (l, Z, a)
) ∈ →sym. If a 6= ε, we have a = a′ ◦Values(σ([ν(T ), ν′(T )))).
By induction hypothesis, there is ν′ ∈ Z ′ such that for any ν ∈ Z, we have
a = Values(σ([ν′(T ), ν(T )))) or there is t ∈ R≥0 such that for any ν ∈ Z,
a = Values(σ([t, ν(T )))) holds. uunionsq
Theorem 24 (finiteness). For any WSTTS Ssym, there are only finitely many
states reachable from Qsym0 .
Proof. The locations L is a finite set. By Lemma 21 and Lemma 22, the number
of zones appearing in Reach(Ssym) is finitely many. By Lemma 23, the subse-
quences a appearing in Reach(Ssym) is finitely many. Therefore, Reach(Ssym) is
a finite set. uunionsq
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A.2 Proof of Theorem 15
First, we define symbolic path value.
Definition 25 (symbolic path value). For a WSTTS Ssym =
(Qsym, Qsym0 , Q
sym
F ,→sym,W sym), a sequence qsym0 , qsym1 , . . . , qsymn of Qsym is
a path of Ssym if for any i ∈ {1, . . . , n}, we have (qsymi−1 , qsymi ) ∈ →sym.
For a WSTTS Ssym = (Qsym, Qsym0 , QsymF ,→sym,W sym) and a path
pisym = qsym0 , q
sym
1 , . . . q
sym
n of Ssym, the symbolic path value is
µsym(pisym) =
⊗n
i=1W
sym(qsymi−1 , q
sym
i ).
Similarly to the trace value α(S), for any WSTTS
Ssym = (Qsym, Qsym0 , QsymF ,→sym,W sym), we have αsym(Ssym) =⊕
pisym∈ARuns(Ssym) µ
sym(pisym), where ARuns(Ssym) is the set of paths of
qsym0 , q
sym
1 , . . . , q
sym
n of Ssym satisfying qsym0 ∈ Qsym0 and qsymn ∈ QsymF .
For a semiring S = (S,⊕,⊗, e⊕, e⊗), we denote the canonical order by  ⊆
S × S, where s  s′ ⇐⇒ s ⊕ s′ = s′. When S is idempotent, s = s′ if and
only of s  s′ and s′  s because: if s = s′, we have s ⊕ s′ = s′ ⊕ s′ = s′ and
s′ ⊕ s = s⊕ s = s; and if s  s′ and s′  s, we have s = s⊕ s′ = s′ ⊕ s = s′.
For simplicity, we assume that for any signal σ = aτ11 a
τ2
2 . . . a
τn
n ∈ T (DX) and
for any i ∈ {1, 2, . . . , n− 1}, we have ai 6= ai+1.
Lemma 26. Let σ = aτ11 a
τ2
2 · · · aτnn ∈ T (DX) be a signal, let W be a TSWA,
and let Ssym = (Qsym, Qsym0 , QsymF ,→sym,W sym) be a WSTTS of σ and W. For
any (l, Z1, a), (l
′, Z ′1, a′) ∈ Qsym if
(
(l, Z1, a), (l
′, Z ′1, a′)
) ∈ →sym holds, for any
(l, Z2, a) ∈ Qsym satisfying Z1 ⊆ Z2, there exists (l′, Z ′2, a′) ∈ Qsym satisfying
Z ′1 ⊆ Z ′2 and
(
(l, Z2, a), (l
′, Z ′2, a′)
) ∈ →sym.
Proof. If a′ = ε, there exists (l, g, ρ, l′) ∈ ∆ satisfying Z ′1 = {ν[ρ := 0] | ν ∈
Z1, ν |= g}. Since Z1 ⊆ Z2, Z ′2 = {ν[ρ := 0] | ν ∈ Z2, ν |= g} is nonempty and
we have
(
(l, Z2, a), (l
′, Z ′2, a′)
) ∈ →sym. We also have Z ′1 ⊆ Z ′2.
If a′ 6= ε, let M be either Mi,= = {ν | ν(T ) =
∑i
j=0 τj} or Mi = {ν |∑i−1
j=0 τj < ν(T ) <
∑i
j=0 τj} satisfying Z ′1 = {ν + τ | ν + Z1, τ ∈ R>0} ∩M ,
where i ∈ {1, 2, . . . , n}. Let Z ′2 = {ν + τ | ν ∈ Z2, τ ∈ R>0} ∩M . Then, we have(
(l, Z2, a), (l
′, Z ′2, a′)
) ∈ →sym and since Z1 ⊆ Z2, we have Z ′1 ⊆ Z ′2. uunionsq
Lemma 27. Let σ = aτ11 a
τ2
2 · · · aτnn ∈ T (DX) be a signal and let W = (A, κ) be
a TSWA, where A = (X,L,L0, LF , C,∆,Λ). Let S and Ssym be the WTTS and
WSTTS of σ and W, respectively. For any (l, ν, t, a) → (l′, ν′, t′, a′), there is a
zone Z ′ ∈ Z(C q {T}) satisfying the following.
• ((l, {νZ}, a), (l′, Z ′, a′)) ∈ →sym, where νZ ∈ (R≥0)Cq{T} is for any c ∈ C,
νZ(c) = ν(c) and νZ(T ) = t.
• There exists ν′Z ∈ Z ′ such that for any c ∈ C ν′Z(c) = ν′(c) and ν′Z(T ) = t′.
• W (((l, ν, t, a), (l′, ν′, t′, a′))) = W sym(((l, {νZ}, a), (l′, Z ′, a′)))
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Proof. If a′ = ε, there is (l, g, ρ, l′) ∈ ∆ satisfying ν |= g, ν′ = ν[ρ := 0],
t′ = t, a 6= ε, and a′ = ε. Let Z ′ be Z ′ = {νZ [ρ := 0]}. Since νZ |= g, a 6= ε,
and a′ = ε, we have
(
(l, {νZ}, a), (l′, Z ′, a′)
)
. Since ν′ = ν[ρ := 0], for any
c ∈ C, we have (νZ [ρ := 0])(c) = ν′(c). Since t = t′ and T 6∈ ρ, we have
(νZ [ρ := 0])(T ) = νZ(T ) = t = t
′. We also have W
(
((l, ν, t, a), (l′, ν′, t′, a′))
)
=
κ(Λ(l), a) = W sym
(
((l, {νZ}, a), (l′, Z ′, a′))
)
.
If a′ 6= ε, l = l′ and there is τ ∈ R>0 satisfying ν′ = ν + τ , t′ = t + τ ,
and a′ = a ◦ σ([t, t + τ)). Let M be either Mi,= = {ν | ν(T ) =
∑i
j=0 τj} or
Mi = {ν |
∑i−1
j=0 τj < ν(T ) <
∑i
j=0 τj} satisfying t′ ∈M , where i ∈ {1, 2, . . . , n}.
Let Z ′ = {ν+τ | ν ∈ Z, τ ∈ R>0}∩M . We have
(
(l, {νZ}, a), (l′, Z ′, a′)
) ∈ →sym.
Since ν′ = ν + τ and t′ ∈ M , there exists ν′Z ∈ Z ′ such that for any c ∈ C
ν′Z(c) = ν
′(c) and ν′Z(T ) = t
′. We also have W
(
((l, ν, t, a), (l′, ν′, t′, a′))
)
= e⊗ =
W sym
(
((l, {νZ}, a), (l′, Z ′, a′))
)
. uunionsq
Lemma 28. Let σ ∈ T (DX) be a signal and let W = (A, κ) be a TSWA, where
A = (X,L,L0, LF , C,∆,Λ). Let S and Ssym be the WTTS and WSTTS of σ and
W, respectively. For any path pi = (l0, ν0, t0, a0), (l1, ν1, t1, a1), . . . , (ln, νn, tn, an)
of S, there is a path pisym = (l0, Z0, a0), (l1, Z1, a1), . . . , (ln, Zn, an) of S, such
that Z0 = {νZ,0 | ∀c ∈ C. νZ,0(c) = ν0(c), νZ,0(T ) = t0} and for any
i ∈ {1, 2, . . . , n}, there exists νZ,i ∈ Zi satisfying νZ,i(c) = νi(c) for any c ∈ C
and νZ,i(T ) = ti.
Proof. We prove the lemma by induction on n.
When n = 1, by Lemma 27, for Z0 = {νZ,0 ∈ (R≥0)Cq{T} | ∀c ∈ C. νZ,0(c) =
ν0(c), νZ,0(T ) = t0} there is a zone Z1 ∈ Z(C q {T}) satisfying:
• ((l0, Z0, a0), (l1, Z1, a1)) ∈ →sym; and
• there exists νZ,1 ∈ Z1 satisfying νZ,1(c) = ν1(c) for any c ∈ C and νZ,1(T ) =
t1.
When n > 1, by Lemma 27, for Z ′n−1 = {νZ,n−1 ∈ (R≥0)Cq{T} | ∀c ∈
C. νZ,n−1(c) = νn−1(c), νZ,n−1(T ) = tn−1} there is a zone Z ′n ∈ Z(C q {T})
satisfying:
• ((ln−1, Z ′n−1, an−1), (ln, Z ′n, an)) ∈ →sym; and
• there exists νZ,n ∈ Z ′n satisfying νZ,n(c) = νn(c) for any c ∈ C and νZ,n(T ) =
tn.
By induction hypothesis, there is a path
(l0, Z0, a0), (l1, Z1, a1), . . . , (ln−1, Zn−1, an−1) of Ssym, such that Z0 = {νZ,0 |
∀c ∈ C. νZ,0(c) = ν0(c), νZ,0(T ) = t0} and for any i ∈ {1, 2, . . . , n− 1}, there ex-
ists νZ,i ∈ Zi satisfying νZ,i(c) = νi(c) for any c ∈ C and νZ,i(T ) = ti.
Since Z ′n−1 ⊆ Zn−1 and Lemma 26, there exists Zn ∈ Z(C q {T})
satisfying Z ′n ⊆ Zn and
(
(ln−1, Zn−1, an−1), (ln, Zn, an)
) ∈ →sym. There-
fore, (l0, Z0, a0), (l1, Z1, a1), . . . , (ln, Zn, an) is a path of Ssym, such that
Z0 = {νZ,0 | ∀c ∈ C. νZ,0(c) = ν0(c), νZ,0(T ) = t0} and for any i ∈ {1, 2, . . . , n},
there exists νZ,i ∈ Zi satisfying νZ,i(c) = νi(c) for any c ∈ C and νZ,i(T ) = ti.
uunionsq
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Lemma 29. Let σ ∈ T (DX) be a signal and let W = (A, κ) be a TSWA,
where A = (X,L,L0, LF , C,∆,Λ). Let S and Ssym be the WTTS and WSTTS
of σ and W, respectively. For any path pi of S, there is a path pisym of Ssym
satisfying µ(pi) = µsym(pisym). Moreover, for any pi ∈ ARuns(S), there is
pisym ∈ ARuns(Ssym) satisfying µ(pi) = µsym(pisym).
Proof. By Lemma 28, for any path pi =
(l0, ν0, t0, a0), (l1, ν1, t1, a1), . . . , (ln, νn, tn, an) of S, there is a path
pisym = (l0, Z0, a0), (l1, Z1, a1), . . . , (ln, Zn, an) of S. For any i ∈ {1, 2, . . . , n},
we have
W
(
(li−1, νi−1, ti−1, ai−1), (li, νi, ti, ai)
)
=
{
κ(Λ(li−1, ai−1)) if ai = ε
e⊗ if ai 6= ε
=W sym
(
(li−1, Zi−1, ai−1), (li, Zi, ai)
)
Therefore, we have µ(pi) = µsym(pisym).
When pi ∈ ARuns(S), we have l0 ∈ L0, ν0 = 0C , t0 = 0, a0 = ε, ln ∈ LF ,
tn = |σ|, and an = ε. By Lemma 28, we have Z0 = {0Cq{T}} and there is
νZ,n ∈ Zn satisfying νZ,n(T ) = tn. Therefore pisym ∈ ARuns(Ssym) also holds.
uunionsq
Theorem 30. Let σ ∈ T (DX) be a signal and letW = (A, κ) be a TSWA, where
A = (X,L,L0, LF , C,∆,Λ). Let S and Ssym be the WTTS and WSTTS of σ and
W, respectively. If the semiring S is idempotent, we have α(S)  αsym(Ssym).
Proof. By Lemma 29, there is a mapping f : ARuns(S) → ARuns(Ssym) satis-
fying W sym(f(pi)) = W (pi). We have
α(S)⊕ αsym(Ssym)
=
( ⊕
pi∈ARuns(S)
µ(pi)
)⊕ ( ⊕
pisym∈ARuns(Ssym)
µsym(pisym)
)
=
( ⊕
pisym∈f(ARuns(S))
µsym(pisym)
)⊕ ( ⊕
pisym∈ARuns(Ssym)
µsym(pisym)
)
=
( ⊕
pisym∈ARuns(Ssym)
µsym(pisym)
)
= αsym(Ssym)
Therefore, we have α(S)  αsym(Ssym). uunionsq
Lemma 31. Let σ ∈ T (DX) be a signal and let W = (A, κ) be a TSWA, where
A = (X,L,L0, LF , C,∆,Λ). Let S and Ssym be the WTTS and WSTTS of σ
and W, respectively. For any ((l, Z, a), (l′, Z ′, a′)) ∈ →sym, and ν′Z ∈ Z ′, there
is a clock valuation νZ ∈ Z satisfying the following.
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• (l, νZ↓C , νZ(T ), a) → (l′, ν′Z↓C , ν′Z(T ), a′), where νZ↓C , ν′Z↓C ∈ (R≥0)C are
for any c ∈ C, νZ↓C(c) = νZ(c) and ν′Z↓C(c) = ν′Z(c).• W (((l, νZ↓C , νZ(T ), a), (l′, ν′Z↓C , ν′Z(T ), a′))) = W sym(((l, Z, a), (l′, Z ′, a′)))
Proof. If a′ = ε, we have a 6= ε and there is (l, g, ρ, l′) ∈ ∆ satisfying Z ′ =
{ν[ρ := 0] | ν ∈ Z, ν |= g}, which is nonempty. Because of Z ′ = {ν[ρ := 0] | ν ∈
Z, ν |= g}, there exists νZ ∈ Z such that ν′Z = νZ [ρ := 0]. Since νZ↓C |= g, we
have (l, νZ↓C , νZ(T ), a)→ (l′, ν′Z↓C , ν′Z(T ), a′). We also have the following.
W
(
((l, νZ↓C , νZ(T ), a), (l′, ν′Z↓C , ν′Z(T ), a′))
)
= κ(Λ(l), a) = W sym
(
((l, Z, a), (l′, Z ′, a′))
)
If a′ 6= ε, we have l = l′, a′ = a ◦ σ([νZ(T ), ν′Z(T ))), and for any ν′ ∈ Z ′,
there exists ν ∈ Z and τ ∈ R>0 satisfying ν′ = ν+ τ , where νZ ∈ Z. Let νZ ∈ Z
and τ ∈ R>0 be such that ν′Z = νZ + τ . Because of
• l = l′,
• ν′Z↓C = νZ↓C + τ ,• ν′Z(T ) = νZ(T ) + τ , and• a′ = a ◦ σ([νZ(T ), ν′Z(T ))),
we have (l, νZ↓C , νZ(T ), a)→ (l′, ν′Z↓C , ν′Z(T ), a′). Thus we also have
W
(
((l, νZ↓C , νZ(T ), a), (l′, ν′Z↓C , ν′Z(T ), a′))
)
= e⊗ = W sym
(
((l, Z, a), (l′, Z ′, a′))
)
.
uunionsq
Lemma 32. Let σ ∈ T (DX) be a signal and let W = (A, κ) be
a TSWA, where A = (X,L,L0, LF , C,∆,Λ). Let S and Ssym be the
WTTS and WSTTS of σ and W, respectively. For any path pisym =
(l0, Z0, a0), (l1, Z1, a1), . . . , (ln, Zn, an) of S and for any νZ,n ∈ Zn, there is a
path pi = (l0, ν0, t0, a0), (l1, ν1, t1, a1), . . . , (ln, νn, tn, an) of S such that we have
(νZ,n)↓C = νn and νZ,n(T ) = tn, and for any i ∈ {0, 1, . . . , n − 1}, there exists
νZ,i ∈ Zi satisfying (νZ,i)↓C = νi and νZ,i(T ) = ti.
Proof. We prove the lemma by induction on n. When n = 1, by Lemma 31,
for any νZ,1 ∈ Z1, there is νZ,0 ∈ Z0 satisfying (l, (νZ,0)↓C , νZ,0(T ), a) →
(l′, (νZ,1)↓C , νZ,1(T ), a′).
When n > 1, by induction hypothesis, for any νZ,n ∈ Zn, there is a
path (l1, ν1, t1, a1), (l2, ν2, t2, a2), . . . , (ln, νn, tn, an) of S, such that we have
(νZ,n)↓C = νn and νZ,n(T ) = tn, and for any i ∈ {1, 2, . . . , n − 1}, there exists
νZ,i ∈ Zi satisfying (νZ,i)↓C = νi and νZ,i(T ) = ti. By Lemma 31, there is a clock
valuation νZ,0 ∈ Z0 satisfying (l, (νZ,0)↓C , νZ,0(T ), a)→ (l′, ν1, t1, a′). Therefore,
(l0, νZ,0, νZ,0(T ), a0), (l1, ν1, t1, a1), . . . , (ln, νn, tn, an) is a path of S, such that we
have (νZ,n)↓C = νn and νZ,n(T ) = tn, and for any i ∈ {1, 2, . . . , n − 1}, there
exists νZ,i ∈ Zi satisfying (νZ,i)↓C = νi and νZ,i(T ) = ti. uunionsq
Lemma 33. Let σ ∈ T (DX) be a signal and let W = (A, κ) be a TSWA, where
A = (X,L,L0, LF , C,∆,Λ). Let S and Ssym be the WTTS and WSTTS of σ
and W, respectively. For any path pisym of Ssym, there is a path pi of S sat-
isfying µ(pi) = µsym(pisym). Moreover, for any pisym ∈ ARuns(Ssym), there is
pi ∈ ARuns(S) satisfying µ(pi) = µsym(pisym).
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Proof. By Lemma 32, for any path
pisym = (l0, Z0, a0), (l1, Z1, a1), . . . , (ln, Zn, an)
of Ssym. there is a path
pi = (l0, ν0, t0, a0), (l1, ν1, t1, a1), . . . , (ln, νn, tn, an)
of S. For any i ∈ {1, 2, . . . , n}, we have
W
(
(li−1, νi−1, ti−1, ai−1), (li, νi, ti, ai)
)
=
{
κ(Λ(li−1, ai−1)) if ai = ε
e⊗ if ai 6= ε
=W sym
(
(li−1, Zi−1, ai−1), (li, Zi, ai)
)
Therefore, we have µ(pi) = µsym(pisym).
When pisym ∈ ARuns(Ssym), we have l0 ∈ L0, Z0 = 0Cq{T}, a0 = ε, ln ∈ LF ,
∃νZ,n ∈ Zn. νZ,n = |σ|, and an = ε. By Lemma 32, for νZ,n ∈ Zn satisfying
νZ,n = |σ|, there is a path pi = (l0, ν0, t0, a0), (l1, ν1, t1, a1), . . . , (ln, νn, tn, an) of
S such that we have (νZ,n)↓C = νn, νZ,n(T ) = tn ν0 = 0C , t0 = 0, and for
any i ∈ {1, 2, . . . , n − 1}, there exists νZ,i ∈ Zi satisfying (νZ,i)↓C = νi and
νZ,i(T ) = ti. Therefore pi ∈ ARuns(S) also holds. uunionsq
Theorem 34. Let σ ∈ T (DX) be a signal and letW = (A, κ) be a TSWA, where
A = (X,L,L0, LF , C,∆,Λ). Let S and Ssym be the WTTS and WSTTS of σ and
W, respectively. If the semiring S is idempotent, we have αsym(Ssym)  α(S).
Proof. By Lemma 33, there is a mapping f : ARuns(Ssym) → ARuns(S) satis-
fying W (f(pisym)) = W sym(pisym). We have
αsym(Ssym)⊕ α(S)
=
( ⊕
pisym∈ARuns(Ssym)
µsym(pisym)
)⊕ ( ⊕
pi∈ARuns(S)
µ(pi)
)
=
( ⊕
pi∈f(ARuns(Ssym))
µ(pi)
)⊕ ( ⊕
pi∈ARuns(S)
µ(pi)
)
=
( ⊕
pi∈ARuns(S)
µ(pi)
)
= α(S)
Therefore, we have αsym(Ssym)  α(S). uunionsq
Proof (Theorem 15). By Theorem 30 and Theorem 34, we have α(S) 
αsym(Ssym). and αsym(Ssym)  α(S). Therefore, we have the following.
αsym(Ssym) = α(S)⊕ αsym(Ssym) = αsym(Ssym)⊕ α(S) = α(S)
uunionsq
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A.3 Proof of Theorem 17
For locations l, l′ of A = (X,L,L0, LF , C,∆,Λ), Z,Z ′ ∈ Z(C q {T}), a, a′ ∈
(DX)~, and the WSTTS Ssym of a signal σ and W = (A, κ), We denote the set
of paths from (l, Z, a) to (l′, Z ′, a′) of Ssym as follows.
Paths(Ssym, l, Z, a, l′, Z ′, a′)
={pisym | (l, Z, a), qsym1 , qsym2 , . . . , qsymn , (l′, Z ′, a′) is a path of Ssym }
By symbolic path value µsym(pisym), we can rewrite the increment function
incr(a, t) as follows.
incr(a, t)(w) = {(l′, Z ′, a′, s′) |l′ ∈ L,Z ′ ∈ Z(C q {T}),∀ν′ ∈ Z ′. ν′(T ) = t,
a′ ∈ (DX)~, s′ =
⊕
(l,Z,a,s)∈w
pisym∈Paths(Ssyma,t ,l,Z,a,l′,Z′,a′)
s⊗ µsym(pisym)}
Lemma 35. Let Ssym be the WSTTS of a signal σ = aτ11 aτ22 · · · aτnn and a TSWA
W = (A, κ), where A = (X,L,L0, LF , C,∆,Λ). For any i ∈ {1, 2, . . . , n} and
for any path
pisym = (l0, {0Cq{T}}, a0), (l1, Z1, a1), . . . , (lm, Zm, am)
of Ssym, if for any νm ∈ Zm, νm(T ) =
∑i
k=1 τk holds, for any j ∈
{1, 2, . . . , i − 1}, there exist l′ ∈ L, Z ′ ∈ Z(C q {T}), and a′ ∈
(DX)~ such that for any ν′ ∈ Z ′, we have ν′(T ) = ∑jk=1 τk, and
there are paths pisym′ ∈ Paths(Ssym, l0, {0Cq{T}}, a0, l′, Z ′, a′) and pisym′′ ∈
Paths(Ssym, l′, Z ′, a′, lm, Zm, am) satisfying µsym(pisym) = µsym(pisym′) ⊗
µsym(pisym′′).
Proof. If there exists h ∈ {1, 2, . . . ,m} such that for any νh ∈ Zh, we have
νh(T ) =
∑j
k=1 τk, we have the following.
pisym′ =(l0, {0Cq{T}}, a0), (l1, Z1, a1), . . . , (lh, Zh, ah)
∈Paths(Ssym, l0, {0Cq{T}}, a0, l′, Z ′, a′)
pisym′′ =(lh, Zh, ah), (lh+1, Zh+1, ah+1), . . . , (lm, Zm, am)
∈Paths(Ssym, l′, Z ′, a′, lm, Zm, am)
µsym(pisym) =µsym(pisym′)⊗ µsym(pisym′′)
Assume for any h ∈ {1, 2, . . . ,m}, there is νh ∈ Zh satisfying νh(T ) 6=∑j
k=1 τk. Let h ∈ {1, 2, . . . ,m − 1} such that for any νh ∈ Zh, we have
νh(T ) <
∑j
k=1 τk and for any νh+1 ∈ Zh+1, we have νh+1(T ) >
∑j
k=1 τk.
Since
(
(lh, Zh, ah), (lh+1, Zh+1, ah+1)
) ∈ →sym, there is g ∈ {1, 2, . . . , n}, sat-
isfying lh = lh+1, ah+1 = ah ◦Values(σ([νh(T ), νh+1(T )))), and Zh+1 = {ν + τ |
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ν ∈ Z, τ ∈ R>0} ∩Mg, where νh ∈ Zh, νh+1 ∈ Zh+1 and Mg = {ν |
∑g−1
k=0 τk <
ν(T ) <
∑g
k=0 τk}. Let Z ′ = {ν+τ | ν ∈ Z, τ ∈ R>0}∩{ν |
∑j
k=0 τk = ν(T )} and
a′ = ah ◦ Values(σ([νh(T ),
∑j
k=0 τk))). Since
(
(lh, Zh, ah), (lh, Z
′, a′)
) ∈ →sym
and
(
(lh+1, Z
′, a′), (lh+1, Zh+1, ah+1)
) ∈ →sym hold, we have the following.
pisym′ =(l0, {0Cq{T}}, a0), (l1, Z1, a1), . . . , (lh, Zh, ah), (lh, Z ′, a′)
∈Paths(Ssym, l0, {0Cq{T}}, a0, lh′ , Z ′, a′)∗
pisym′′ =(lh+1, Z ′, a′), (lh+1, Zh+1, ah+1), . . . , (lm, Zm, am)
∈Paths(Ssym, lh+1, Z ′, a′, lm, Zm, am)
µsym(pisym) =µsym(pisym′)⊗ µsym(pisym′′)
uunionsq
Lemma 36. For a TSWA W, a signal σ = aτ11 aτ22 · · · aτnn , and i ∈ {1, 2, . . . , n},
we have the following.
weight i =
{
(li, Zi, ai, si)
∣∣ li ∈ L,Zi ∈ Z(C q {T}), ai ∈ (DX)~,
si =
⊕
l0∈L0
pisym∈Paths(Ssym,l0,0CCq{T},ε,li,Zi,ai)
µsym(pisym)
∀ν′ ∈ Z ′. ν′(T ) =
i∑
j=1
τj
}
Proof. We prove by induction on i. If i = 1, we have the following.
weight1 =incr
(
a1, τ1
)
({(l0,0Cq{T}, ε, e⊗) | l0 ∈ L0})
={(l′, Z ′, a′, s′) | l′ ∈ L,Z ′ ∈ Z(C q {T}), a′ ∈ (DX)~,
s′ =
⊕
l0∈L0
pisym∈Paths(Ssyma1,τ1 ,l0,0Cq{T},ε,l
′,Z′,a′)
e⊗ ⊗ µsym(pisym),
∀ν′ ∈ Z ′. ν′(T ) = τ1}
={(l′, Z ′, a′, s′) | l′ ∈ L,Z ′ ∈ Z(C q {T}), a′ ∈ (DX)~,
s′ =
⊕
l0∈L0
pisym∈Paths(Ssym,l0,0Cq{T},ε,l′,Z′,a′)
e⊗ ⊗ µsym(pisym),
∀ν′ ∈ Z ′. ν′(T ) = τ1}
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If i > 1, by induction hypothesis, we have the following.
weight i =incr(ai, τi)(weight i−1)
=
{
(l′, Z ′, a′, s′) | l′ ∈ L,Z ′ ∈ Z(C q {T}), a′ ∈ (DX)~,
s′ =
⊕
(l,Z,a,s)∈weighti−1
pisym∈Paths(Ssymai,τi ,l,Z,a,l
′,Z′,a′)
s⊗ µsym(pisym),
∀ν′ ∈ Z ′. ν′(T ) =
i∑
j=1
τj
}
=
{
(l′, Z ′, a′, s′) | l′ ∈ L,Z ′ ∈ Z(C q {T}), a′ ∈ (DX)~,
s′ =
⊕
l0∈L0,l∈L,Z∈Z(Cq{T}),a∈(DX)~,
pisym∈Paths(Ssymai,τi ,l,Z,a,l
′,Z′,a′)
pisym′∈Paths(Ssym,l0,0Cq{T},ε,l,Z,a)
∀ν∈Z. ν(T )=∑i−1j=1 τj
µsym(pisym′)⊗ µsym(pisym),
∀ν′ ∈ Z ′. ν′(T ) =
i∑
j=1
τj
}
={(l′, Z ′, a′, s′) | l′ ∈ L,Z ′ ∈ Z(C q {T}), a′ ∈ (DX)~,
s′ =
⊕
l0∈L0
pisym∈Paths(Ssym,l0,0Cq{T},ε,l′,Z′,a′)
µsym(pisym),
∀ν′ ∈ Z ′. ν′(T ) =
i∑
j=1
τj}
uunionsq
Proof (Theorem 17). By Lemma 36, we have the following.⊕
(l,Z,a)∈QsymF
(l,Z,a,s)∈weightn
s
=
⊕
(l,Z,a)∈Qsym0
(l′,Z′,a′)∈QsymF
pisym∈Paths(Ssym,l,Z,a,l′,Z′,a′)
µsym(pisym)
=
⊕
pisym∈ARuns(Ssym)
µsym(pisym)
=αsym(Ssym)
uunionsq
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Table 2: Execution time and memory usage under long signals for Overshoot
and Ringing for sup-inf semiring
|σ| Execution Time [s]
(Overshoot)
Memory Usage [KiB]
(Overshoot)
Execution Time [s]
(Ringing)
Memory Usage [KiB]
(Ringing)
60,000 1.59 7,196.20 13.06 7,949.20
120,000 3.19 7,143.60 26.17 7,924.00
180,000 4.85 7,197.80 39.03 7,960.00
240,000 6.44 7,160.60 52.06 7,977.60
300,000 8.07 7,165.60 65.19 7,912.20
360,000 9.71 7,147.20 78.13 7,953.60
420,000 11.40 7,197.80 91.37 7,961.20
480,000 13.01 7,195.60 104.12 7,933.20
540,000 14.60 7,160.00 117.49 7,966.40
600,000 16.28 7,202.80 131.00 7,972.40
Table 3: Execution time and memory usage under long signals for Overshoot
(Unbounded) for sup-inf semiring
|σ| Execution Time [s] Memory Usage [KiB]
1,000 0.14 9,050.60
2,000 0.92 14,633.80
3,000 2.97 23,667.80
4,000 6.79 36,452.00
5,000 13.46 52,806.80
6,000 23.22 72,639.40
7,000 36.86 96,220.80
8,000 55.63 123,263.00
9,000 79.23 153,900.00
10,000 112.15 188,054.00
B Performance comparison between the benchmarks
In Fig. 9, we observe that the execution time and memory usage of Ringing
are higher than those of Overshoot. This is because the TSA of Ringing of is
more complex than that of Overshoot: it has more states and clock variables,
and it contains a loop. We also observe that for Ringing, the execution time for
the tropical semiring is shorter. This is because staying at the locations with >
minimizes the weight for tropical semiring, and we need less exploration.
C Detailed experimental results
The detailed experimental results are summarized in Tables 2 to 7.
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Table 4: Execution time and memory usage under high frequency for Over-
shoot and Ringing for sup-inf semiring
Sampling Freq. [Hz]
Execution Time [s]
(Overshoot)
Memory Usage [KiB]
(Overshoot)
Execution Time [s]
(Ringing)
Memory Usage [KiB]
(Ringing)
0.1 1.60 · 100 7,169.4 1.30 · 101 7,943
0.2 4.85 · 100 7,518 4.56 · 101 9,906.2
0.3 9.93 · 100 8,234.8 1.10 · 102 14,688.8
0.4 1.64 · 101 9,277 2.22 · 102 18,209
0.5 2.53 · 101 10,723 3.78 · 102 25,469.2
0.6 3.79 · 101 13,019.6 6.35 · 102 36,310.2
0.7 5.35 · 101 16,250.6 9.41 · 102 50,715.4
0.8 7.10 · 101 20,134.8 1.42 · 103 56,401.8
0.9 9.66 · 101 25,429 1.98 · 103 80,871
1.0 1.22 · 102 31,358.6 2.57 · 103 91,547.2
Table 5: Execution time and memory usage under long signals for Overshoot
and Ringing for tropical semiring
|σ| Execution Time [s]
(Overshoot)
Memory Usage [KiB]
(Overshoot)
Execution Time [s]
(Ringing)
Memory Usage [KiB]
(Ringing)
60,000 1.92 7,292.80 6.67 7,678.80
120,000 3.86 7,273.00 13.17 7,680.00
180,000 5.83 7,278.00 19.79 7,710.80
240,000 7.76 7,315.40 26.30 7,704.00
300,000 9.75 7,304.80 32.88 7,703.20
360,000 11.69 7,287.80 39.35 7,709.40
420,000 13.67 7,288.00 46.11 7,712.00
480,000 15.64 7,281.80 52.73 7,737.20
540,000 17.57 7,283.40 59.20 7,728.00
600,000 19.48 7,266.00 65.67 7,737.60
Table 6: Execution time and memory usage under long signals for Overshoot
(Unbounded) for tropical semiring
|σ| Execution Time [s] Memory Usage [KiB]
1,000 0.18 9,799.40
2,000 1.16 16,840.40
3,000 3.59 28,256.20
4,000 8.22 44,139.40
5,000 15.75 64,509.40
6,000 27.34 89,218.40
7,000 43.33 118,498.00
8,000 64.29 152,075.00
9,000 90.74 190,065.00
10,000 122.87 232,474.00
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Table 7: Execution time and memory usage under high frequency for Over-
shoot and Ringing for tropical semiring
Sampling Freq. [Hz]
Execution Time [s]
(Overshoot)
Memory Usage [KiB]
(Overshoot)
Execution Time [s]
(Ringing)
Memory Usage [KiB]
(Ringing)
0.1 1.91 · 100 7,274.2 6.66 · 100 7,646.4
0.2 6.94 · 100 7,704.8 1.17 · 101 7,910.2
0.3 1.46 · 101 8,547.2 1.66 · 101 8,302.6
0.4 2.44 · 101 9,836.8 2.17 · 101 8,666.2
0.5 3.80 · 101 11,905.8 2.88 · 101 8,855.8
0.6 5.75 · 101 14,764.2 3.29 · 101 9,730.8
0.7 8.17 · 101 18,501.6 4.14 · 101 9,831.8
0.8 1.10 · 102 23,484 5.23 · 101 10,307
0.9 1.50 · 102 29,905.4 6.36 · 101 11,291.2
1.0 1.97 · 102 37,465.2 6.70 · 101 11,443.8
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