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Abstract
In this paper, we propose a novel approach towards human action recognition using spectral domain feature extraction. Action
representations can be considered as image templates, which can be useful for understanding various actions or gestures as well
as for recognition and analysis. An action recognition scheme is developed based on extracting spectral features from the frames
of a video sequence using the two-dimensional discrete Fourier transform (2D-DFT). The proposed spectral feature selection
algorithm oﬀers the advantage of very low feature dimensionality and thus lower computational cost. We show that using frequency
domain features enhances the distinguishability of diﬀerent actions, resulting in high within-class compactness and between-class
separability of the extracted features, while certain undesirable phenomena, such as camera movement and change in camera
distance, are less severe in the frequency domain. Principal component analysis is performed to further reduce the dimensionality
of the feature space. Experimental results on a benchmark action recognition database conﬁrm that our proposed method oﬀers not
only computational savings but also a high degree of accuracy.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
A human action can be deﬁned as a human body motion that can be described in a non-ambiguous way by one or
several verbs. Classiﬁcation of human actions is a very challenging problem. In order to improve machine capabilities
in real-time, e.g., surveillance, human interaction with machines and for helping disabled people, medicine, sports
analysis, ﬁlm, games, augmented reality, etc., it is desirable to represent motion1. However, due to various limitations
and constraints, no single approach is suﬃcient for various applications in action understanding and recognition2.
Present action recognitionmethods can be classiﬁed into view/appearance-based,model-based, space-time volume-
based, and direct motion-based methods3. Most approaches deﬁne an action as a set of local features given by spatio-
temporal events or a set of speciﬁc human-body poses. Spatio-temporal interest points have been widely successful4.
A video sequence is represented by a bag of spatio-temporal features called video-words by quantising the extracted
3D interest points (cuboids) from videos, adding a quantised vocabulary of spin-images4. Applying scalespace the-
ory,5 used spatio-temporal interest points that are scale-invariant (both spatially and temporally) and densely cover
 015 The Authors. Published by Elsevi r B.V. This is an open access article under the CC BY-NC-ND license 
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the video content. On the other hand, features based on shape representations have also been extensively investi-
gated, the most notable being shape contexts6, motion history images (MHIs)3, 7 and space-time shapes8. Features
based on video volume tensors have also been utilised9. Optical ﬂow-based action detection methods are also well-
known10,11,12,13. For example,14 recognises human actions at a distance in low-resolution by introducing a motion
descriptor based on optical ﬂow measurements. However, this approach cannot deal with large motion such as rapid
move across frames. Usually, optical ﬂow is used with other features, because it is noisy and inconsistent between
frames15,16. Recently, some frequency domain approaches17 and wavelet-based approaches18,19 have been shown to
oﬀer good recognition accuracy. For example, in18 wavelets are used for proposing local descriptors utilising the
capability in compacting and discriminating data, whereas in19 wavelet processing techniques are applied to solve the
problem of real time processing as well as to ﬁlter the original signal in order to achieve better classiﬁcation.
Unlike methods that use spectral domain features as a means for action recognition, in this paper we propose to
extract distinguishable features among diﬀerent actions to select features from the spectral domain. In our proposed
action recognition scheme, a feature extraction algorithm using the two-dimensional discrete Fourier transform (2D-
DFT) is developed, which operates within the frames of video sequences to extract features. We show that the
discriminating capabilities of the proposed features extracted from the video sequence frames are enhanced because of
the spectral-domain feature extraction. Apart from considering only the signiﬁcant spectral features, further reduction
of the feature dimensionality is obtained by employing principal component analysis. Finally, recognition is carried
out using a distance based classiﬁer.
2. Proposed method
For any type of recognition, feature extraction is a crucial task which directly dictates the recognition accuracy. For
non-stationary and complex backgrounds, it is often diﬃcult to infer the foreground features and the complex dynam-
ics that are related to an action. Moreover, motion blur, occlusions and low resolution present additional challenges
that cause the extracted features to be largely noisy. Thus, obtaining an appropriate feature space considering these
phenomena for human action recognition is crucial.
2.1. Spectral Feature Selection
In case of frequency domain feature extraction, pixel-by-pixel comparison between action images in the spatial
domain is not necessary. Phenomena such as rotation, scale and illumination are more severe in the spatial domain than
in the frequency domain. Hence, we intend to develop an eﬃcient feature extraction scheme using 2D-DFT, which
oﬀers an ease of implementation in practical applications. For a function f (x, y) with two-dimensional variation, the
2D Fourier transform is given by20
F (ωx, ωy) =
∫ ∞
−∞
∫ ∞
−∞
f (x, y)e− j2π(ωx x+ωyy)dxdy, (1)
where ωx and ωy represent frequencies in the two-dimensional space.
Our proposedmethod has two stages: training and classiﬁcation. The training stage selects features from themotion
images resulting from the employment of 2D-DFT, while the classiﬁcation stage compares an unknown action feature
against the set of trained action features. The main concept taken into account by the proposed feature extraction stage
is that high amplitude DFT coeﬃcients do concentrate more energy than others. Also, one can notice that it is not true
that these high amplitude coeﬃcients are always located in the lower part of the spectrum.
In the training phase, for a given action, f frames are extracted from each one of the q sample video sequences
and converted to frequency domain by 2D-DFT. Let us assume that W = N × M is the number of DFT coeﬃcients
from each frame or action image of dimension N × M, and xi, j is the i-th coeﬃcient value of the j-th action image,
where i = 1, 2, 3, ...,W and j = 1, 2, 3, ..., f . The DFT coeﬃcients obtained from a particular action image are sorted
in descending order depending on their amplitudes and the top θ coeﬃcients are selected as distinguishable features
for that action image. This step is repeated for all f frames for the particular action. Juxtaposing all the features from
all these action images then forms the feature vector for the sample video sequence of the particular action. Therefore,
the dimensionality of the feature vector is 1 × f θ. As there are q training sample video sequences, the ﬁnal feature
matrix of a particular action is of dimensionality q × f θ.
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Fig. 1. (a) and (b) Action images of the same action performed by two diﬀerent persons; (c) Feature values obtained by the proposed algorithm for
the two video sequences.
In Figs. 1(a) and (b), a boxing action is depicted for two diﬀerent cases. Frames were captured from the corre-
sponding video sequences and feature vectors were formed following the above procedure. It should be noted that
the camera placement is diﬀerent for these two action images and hence, the scale is also slightly diﬀerent. Fig. 1(c)
shows the corresponding feature vector amplitudes. As we can see, the feature values do not diﬀer signiﬁcantly,
which is desirable for ensuring a good within-class-compactness. Similar observations can be made for other action
sequences.
For successful action classiﬁcation, both enhancement of similarity between instances of the same action and the
distinguishability between diﬀerent actions are desired. To illustrate that our proposed features actually enhance the
distinguishability of diﬀerent actions, Figs. 2(a) and (b) show action images of boxing and handwaving respectively,
while the extracted features for all sample video sequences for both actions are computed and shown in Fig. 2(c) with
a zoomed in part displayed in Fig. 2(d). We can clearly observe that the between-class-separation of these two actions
is good, which is also true for the within-class compactness.
2.2. Feature Dimensionality Reduction
For cases where the action images are of high resolution, even after selection of signiﬁcant features from the action
images, the feature vector length may still be very high. Therefore, further dimensionality reduction may be employed
to reduce the computational cost.
Principal component analysis (PCA) is a very well-known and eﬃcient orthogonal linear transformation21 that
is commonly employed to reduce the dimensionality of a feature space and correlation between feature vectors by
projecting the original feature space onto a smaller subspace. PCA transforms the original p-dimensional feature
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Fig. 2. (a) and (b) Sample action images of boxing and handwaving; (c) Feature values of the sample video sequences of the two actions; (d)
Enlarged version of a portion of (c)
vector into the L-dimensional linear subspace that is spanned by the leading eigenvectors of the covariance matrix
derived from the feature data. For a data matrix XT with zero empirical mean, where each row represents a diﬀerent
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repetition of the experiment, and each column gives the results from a particular probe, the PCA transformation is
given by
YT = XTW = VΣT (2)
where Σ is an m × n diagonal matrix with non-negative real numbers on the diagonal and WΣVT is the singular value
decomposition of X. If q sample video sequences of each action are considered and a total of M signiﬁcant DFT
coeﬃcients are selected per video, the feature space per action would have a dimensionality of q × M. Application
of PCA on the derived feature space is hence used to reduce the feature dimensionality without sacriﬁcing important
information.
2.3. Action Classiﬁcation
For recognition using the extracted features, we utilise a simple distance-based similarity measure and a support
vector machine (SVM)-based22 approach.
Given the m-dimensional feature vector for the k-th sample action image of the j-th action {γ jk(1), γ jk(2), ..., γ jk(m)}
and the f -th test sample action image with feature vector {v f (1), v f (2), ..., v f (m)}, a similarity measure between the
test action image f of an unknown action and the sample images of the j-th action is deﬁned as
D
f
j
=
q∑
k=1
m∑
i=1
|γ jk(i) − v f (i)|
2, (3)
where a particular class represents an action with q number of sample action images. Therefore, given the f -th test
action image, the unknown action is classiﬁed as the action j among the p number of classes when
D
f
j
≤ D
f
g , ∀ j  g and ∀g{1, 2, ..., p}. (4)
SVMs can also be used for action classiﬁcation using the proposed features. After the reduction of the feature
space as stated above, an SVM is used to train the system with some randomly picked action images and we can then
test the system using the rest of the images. In our experiments, we used a polynomial kernel function of order 3 and
parameter optimisation.
3. Experimental Results
Extensive simulations are carried out in order to demonstrate the eﬀectiveness of the proposed method for human
action recognition using the proposed feature vectors. For this, we investigate the performance of our proposedmethod
on a well-known benchmark dataset in terms of recognition accuracy and compare it with some recent state-of-the-art
methods23,24,10,25,26,27.
The Weizmann database28 consists of 90 low-resolution (180 × 144) videos; 10 types of human actions (Walk,
Run, Jump, Gallop sideways, Bend, One-hand wave, Two-hands wave, Jump in place, Jumping Jack, Skip) performed
several times by 9 subjects. The dataset uses a ﬁxed camera setting and a simple background.
In our proposed method, features are extracted from the action images of all sample video sequences of a particular
action and are used to form the feature space of that action. Feature dimensionality reduction is performed using PCA.
The recognition task is carried out using a simple Euclidean distance based classiﬁer as described in Section 2.3. The
experiments were performed following the leave-one-out cross validation rule. Furthermore, classiﬁcation has also
been performed with a more sophisticated SVM-based classiﬁer.
The number of most signiﬁcant coeﬃcients can be varied, however, we used 6 coeﬃcients for best results. The
recognition accuracies obtained by our method for all action categories of the Weizmann databset are listed in Table 1.
As can be seen from there, our approach is able to achieve perfect recognition on the dataset for both the simple
distance-based decision mechanism and the SVM classiﬁer.
For the purpose of comparison, recognition accuracy obtained using the methods reported in23,24,27 are given in
Table 2. It is evident, that the recognition accuracy of our method is comparatively higher than those obtained by
other techniques.
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Table 1. Recognition rates obtained on Weizmann database.
action Jm JJ Sk GS Wk Rn Bn PJ Wv1 Wv2
ED 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
SVM 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
Table 2. Comparison of recognition accuracies on Weizmann database.
algorithm accuracy
23 94.75%
24 97.5%
27 95.33%
proposed 100.00%
Next, we demonstrate the eﬀect of selecting diﬀerent numbers of signiﬁcant 2D-DFT coeﬃcients from an action
image upon the recognition accuracy obtained by the proposed method. In Fig. 3, the recognition accuracies obtained
for diﬀerent numbers of signiﬁcant 2D-DFT coeﬃcients are shown. We can observe from there that even for a
very low number of signiﬁcant coeﬃcients, the recognition accuracy is very high. In particular, for the employed
dataset, the recognition performance reaches 100% when selecting only 6 coeﬃcients which justiﬁes this setting in
our experimental evaluation.
Last not least, in Fig. 4, the eﬀect of dimensionality reduction on the recognition accuracy is shown. In particular,
we plot the resulting recognition accuracy obtained retaining only a limited number of principal components. As is
apparent, even for a very low feature dimensionality, the recognition accuracies are very high. In particular, we can see
that perfect recognition is reached with only 10 features, thus leading to very compact yet eﬀective action recognition
descriptors.
4. Conclusions
In this paper, we have proposed a spectral domain action recognition scheme, where signiﬁcant spectral features
are extracted separately from each of the action images corresponding to video sequences of a particular action. We
have shown that the use of spectral domain feature extraction leads to very good discriminating capabilities. The
eﬀect of variation of number of signiﬁcant 2D-DFT coeﬃcients selected has been investigated and we found that a
very high recognition rate can be achieved even for an extremely small number of selected coeﬃcients. Furthermore,
we have studied the eﬀect of feature dimensionality reduction using principal component analysis.
The proposed feature extraction scheme is shown to oﬀer two distinct advantages. First, it extracts such features
from the spectral domain that play an important role in discriminating diﬀerent actions. Second, it utilises a very
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Fig. 3. Number of signiﬁcant 2D-DFT coeﬃcients selected vs. recognition accuracy.
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Fig. 4. Variation of recognition accuracy with reduced feature dimension for the Weizmann database
low-dimensional feature space for the recognition task, which ensures a lower computational burden. For the task
of classiﬁcation, an Euclidean distance-based classiﬁer has been employed and it is found that, due the quality of
the extracted features, such a simple classiﬁer can provide a very satisfactory recognition performance comparable to
a more sophisticated support vector classiﬁer. Overall, our proposed method provides excellent recognition perfor-
mance, outperforming some of recent state-of-the-art methods for action recognition.
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