Abstract
the same group communication protocols that work well over LANs could be run over the MBone. However, the reliable multicast, ordering and membership algorithms of existing LAN-based protocols are not scalable, and the MBone and IP Multicast do not provide basic group communication services. IP Multicast is a UDP-based best-effort service which means that, when a message is sent, it has some probability of being delivered to all of the group members. There is no service provided that determines who received the message or even who the group members are.
Reliable multicast protocols can be classified [11, 16] as sender-initiated, receiver-initiated with NACK-avoidance and tree-based protocols. Sender-initiated protocols place the responsibility for retransmission on the sender alone. For multicasting, sender-initiated protocols suffer from the ACK implosion problem; thus, focus has shifted to the other classes of protocols.
Receiver-initiated protocols with NACK-avoidance (RINA) have been shown [16] to improve performance over the basic receiver-initiated protocols, which suffer from the NACK implosion problem. SRM [9] and LBRM [10] are two examples of RINA protocols. Because they do not use ACKs, these protocols still suffer from the need for the application (SRM) or a hierarchy of log servers (LBRM) to keep the entire global state.
Tree-based protocols, such as AT&T's RMTP [15] , are characterized by dividing the set of receivers into groups and distributing retransmission responsibility over an acknowledgment tree (ACK tree). It has been shown [11] that tree-based protocols do not suffer from the problems encountered in the other classes of protocols, but currently they require manual setup of the retransmission tree.
The goals of the InterGroup protocols described in this paper are twofold: (1) to extend the flexibility of the receiver-driven approach to the logical conclusion where each receiver picks its own level of service, and (2) to support a scalable form of group ordering and virtual synchrony [7, 13] . The overall goal is a protocol suite that is appropriate for the environment of the Internet (long latencies, high message loss rates, relatively frequent network partitioning) with scalability to both large numbers of nodes and large distances.
The InterGroup protocols employ a combination of sender-initiated and receiver-initiated reliable multicasts. To limit the scalability problems imposed by senderreliable multicasts, InterGroup uses a self-organizing hierarchy of nodes for ACKing. Receiver-driven reliable multicasts are implemented on top of this tree structure.
Group Membership
The main hindrances to scalability of existing group communication systems are the message delivery guarantees provided to the application and their effect on the maintenance of the membership. Existing group communication systems require a strict view of the membership, in which every process in the group must be accounted for explicitly. This results in membership repair algorithms that are expensive in terms of time and messages required. There appears to be no way around those membership repair algorithms, whose message cost is On 2 , where n is the number of processes in the group. Moreover, the duration of the interval between membership changes is inversely proportional to n; thus, if the value of n is large, too much time may be spent in the membership algorithm itself. To ensure virtual synchrony, some group communication systems stop delivering messages while membership changes are taking place and, thus, for large values of n, they may deliver no messages at all. However, to obtain a consistent view of the membership and to ensure the message delivery guarantees, those expensive membership repair algorithms must be run.
The question thus remains: ''How can we make a group communication protocol more scalable?'' The InterGroup protocols approach this problem from various directions, all with the goal of reducing the effects that a membership repair algorithm has on the delivery of messages. The solution includes changing the delivery guarantees in a manner that reduces the strictness of group membership, allowing voluntary group joins and leaves that avoid the expensive membership repair algorithm, and adding a receiver-oriented selection of service that permits heterogeneity of the receiver set. These novel mechanisms and their effects on the group communication service are discussed below.
Basic Terminology
Before explaining the InterGroup approach to group communication, we define the following terms:
A node is a single processor or a set of processors represented by a unique identifier within the context of an InterGroup session and the underlying network.
A process is a logical entity represented by the identifier of the node to which it belongs and a unique identifier for that process on the node.
A multicast group is a set of nodes that can communicate over the network and that are executing the InterGroup protocols.
A process group is a set of processes that belong to nodes that are members of the multicast group.
A sender group is a subset of a process group containing all of the processes in the group that have been multicasting messages at a rate r, that is larger than a given threshold thresh, during the immediately previous time interval of length t.
A receiver group is a subset of a process group containing all of the processes that do not belong to the sender group of that process group.
A strict membership view of a group G by a process P requires that P has explicit knowledge of the membership of G.
A virtual synchrony membership view of a group G by a process P requires that P has a strict membership view of G, and that the view is updated according to the rules of a virtual synchrony service [7, 13] .
A weak membership view of a group G by a process P provides implicit knowledge of the membership of G, and is similar to the view offered to P by IP Multicast group membership. It does not guarantee knowledge of the exact membership of G by P but, if the information held by all of the reachable/non-failed processes in G were pooled together and reported to P, the explicit membership of G would be known by P. That is, P is capable of extrapolating the strict membership view of G through communication with some subset of the members of G.
Every process P in a process group G has a virtual synchrony view of the sender group of G, a weak membership view of the receiver group of G and, thus, a weak membership view of G as a whole.
Voluntary Joins and Leaves
Voluntary join and leave mechanisms are provided in InterGroup to facilitate changes to the group membership and to increase the scalability of the protocol. Most group communication protocols handle voluntary joins and leaves in the same way as merges and failures, respectively. The algorithms required for merging and for fault detection and repair increase in cost, as the size of the group grows. Because the algorithms for voluntary joins and leaves are simpler and faster on average, the InterGroup protocols make a distinction between such changes and those caused by outside forces (faults).
Message delivery guarantees allow easier development of a distributed application because they define the behavior that the application can expect of the underlying protocol. They must be stated in a clear and precise manner, and must be useful to the application programmer; otherwise, the application programmer will have to spend development time worrying about the underlying network, reliability, etc.
As an example of message delivery guarantees in existing group communication systems, we now consider those defined by the Totem system [1, 14] . Totem provides two message delivery guarantees: agreed delivery and safe delivery. Agreed delivery guarantees that the message is in a total order with respect to messages from the current processes that comprise the application. Safe delivery guarantees that the message has been received by all of the relevant current members. Safe delivery provides more knowledge to the application processes than agreed delivery, and safe messages have a longer latency to delivery than agreed messages.
In Totem, the sender of a message chooses, on a per message basis, whether the message is to be delivered agreed or safe. The receivers are not involved in that selection, and a safe message delays the delivery of agreed messages that follow it in the total order. Because of these two effects, the delay occurs at all of the current processes that comprise the application. Moreover, the application programmer may be mislead to think that safe delivery includes the knowledge that the message will be processed by all of the current members of the group. Such a guarantee would require common knowledge, which is impossible to achieve in an asynchronous distributed system. All that safe delivery guarantees is that each of the current members will process the message, if it does not fail before doing so.
The above understanding has led to a definition of message delivery guarantees for the InterGroup suite of protocols that are different from those of other group communication systems. Although the delivery guarantees are different, they are hopefully useful and scalable and, thus, appropriate for applications that run over the Internet.
Timestamped Delivery
In the InterGroup system, a message is said to be timestamp delivered when it is delivered in timestamp order with respect to messages from the current membership of the sender group. We refer to the membership of the sender group at the timestamp of the message being delivered as the timestamped delivery membership. This membership is used by the protocol to achieve reliable totally ordered message delivery and to ensure virtual synchrony at the protocol level; it is not delivered to the application. At the protocol level, both senders and receivers are aware of the membership of the sender group, and have no exact knowledge of the current membership of the entire group.
Timestamped delivery of messages provides a total order on messages within a process group, which we call group ordered delivery. To satisfy the timestamped delivery guarantee, a process does not need to know the current membership of the receiver group (i.e., it is a weak membership), because messages are born ordered (i.e., their delivery order is determined when they are originated). Global synchronization is not required when the membership of the receiver group changes, because the receivers do not generate messages directly for the group and, thus, they do not contribute to the group order. Consequently, the guarantees of timestamped delivery in InterGroup are the same as those of agreed delivery in Totem (provided that process group and system are interchanged).
Certified Delivery
In InterGroup, a certified membership group is a subset of a process group containing all of the non-failed/nonterminated processes that joined the process group with a request for certified delivery. A strict membership model is imposed on this group. The certified membership group may include both senders and receivers; however, not all senders and receivers need to be members of this group. Figure 1 shows the relationship between the certified membership group and the other groups defined in InterGroup.
A certified message, when it is delivered, provides a guarantee that the message has been received at the protocol level by all processes that are members of the current certified membership group (i.e., the certified membership group with the highest timestamp less than the timestamp of the message being delivered). Thus, certified delivery is similar to safe delivery in Totem with the following differences. First, certified delivery is not on a per message basis determined by the sender. The selection of this service is purely receiver-oriented and is valid for all messages delivered to the application by the process during its lifetime in the certified membership group. Second, certified delivery affects the message delivery latency only for members of the certified membership group. All other processes in the process group deliver messages according to their own chosen message delivery guarantees; they are not affected by the stronger guarantees required by the processes in the certified membership group. Certified delivery is, therefore, more powerful than safe delivery. The application programmer is given a choice of guarantees, and that choice does not affect any process with weaker delivery guarantees.
Timestamped delivery and certified delivery are the strongest message delivery guarantees provided by the InterGroup protocols. The weaker ones are not mentioned here because they do not fall into the traditional guarantees provided by group communication protocols. They are discussed in [5] .
The Logical Hierarchies of InterGroup
The InterGroup system employs two orthogonal logical hierarchies to achieve scalability.
The first is a self-organizing two-level hierarchy of nodes, adapted from that of SRM [17] , whose structure depends on the nodes in the physical network. In Section 4.1 we describe the logical structure of this hierarchy, and how it affects buffer management and reliable message delivery.
The second is a dynamic two-set hierarchy whose structure depends on the activity of the processes. In Section 4.2 we describe the logical structure of this hierarchy, and the fault-tolerance mechanisms associated with it.
To simplify the explanations, we assume that all of the processes request timestamped delivery on startup. A more general description involving the other cases and heterogeneity of the message delivery guarantees is presented in [5] .
The Node Hierarchy
The logical structure of this hierarchy considers the location of, and the latencies between, nodes in order to reduce the global control traffic of the protocols and allow scalable buffer management and reliable message delivery. The nodes are organized in a multicast group as a tree, with the root nodes called the coordinators, and the leaf nodes called the children, as shown in Figure 2 . Each child node is associated with a coordinator. The local group of a coordinator is composed of the child nodes associated with that coordinator (including the coordinator itself). The coordinator group of the hierarchy consists of all coordinators in the hierarchy. The coordinator group membership supports a form of virtual synchrony in order to perform buffer management correctly (for more details see [6] ). Every node limits its communication of control information (distances, loss rates, etc) to its local group, except for the coordinators, which also communicate with the other members of the coordinator group.
Buffer Management
We now present the buffer management strategy for InterGroup, limited to a single process group for simplicity of presentation.
A child node in a local group forms a set containing the highest timestamps of messages delivered to each process associated with it. The node creates an ACK message containing the lowest timestamp in this set and multicasts that message to the members of its local group.
A coordinator receives ACKs from all nodes in its local group. It forms a set containing the highest timestamps of all messages that it has delivered to every process associated with it, and also the highest timestamps contained in ACK messages that it has received from all nodes in its local group. The coordinator creates an ACK message that contains the lowest timestamp in this set and multicasts that message to the coordinator group.
A coordinator also receives ACKs from all nodes in the coordinator group. It forms a set containing the highest timestamps contained in ACK messages that it has received from all nodes in the coordinator group (including itself). The lowest timestamp in this set represents a message that every process in the process group has received. It also signifies that every process in the process group has received all messages with lower timestamps. The coordinator then multicasts this timestamp to its local group, thus allowing every process in its local group to remove those messages from its message buffers.
Further details about the timestamp acknowledgment mechanisms can be found in [4] .
Sender Group
Receiver Group S1 S2 S3
Process for which S1 is the sponsor Process for which S2 is the sponsor Process for which S3 is the sponsor Figure 3 : The process group hierarchy.
Reliable Message Delivery
The InterGroup protocols use an SRM-based approach to negative acknowledgments, adapting the algorithms in [9] . Due to space constraints, we present here only an outline of the reliable delivery protocols. More details can be found in [3] . Upon recognition of a missing message, a process R sets a randomized request timer based on its estimate of the one-way distance from the node associated with the sender process S of the missing message, and the node associated with R. If R receives a retransmission request for the same message before the request timer expires, R performs a random exponential backoff, and resets the request timer to the new value. When the request timer expires, R multicasts a retransmission request to the process group.
When a process P receives a retransmission request from R for a message that P is capable of retransmitting, P sets a randomized repair timer based on an estimate of the one-way distance between the node associated with R and the node associated with P. If P receives a retransmission of the missing message before the repair timer expires, then P cancels the repair timer. When the repair timer expires, P multicasts the retransmission of the missing message.
Overall, the mechanisms used to achieve reliable message delivery using the self-organizing hierarchy of nodes eliminate ACK and NACK implosion (so long as the number of children of each node is limited), independent of the number of group members.
The Process Group Hierarchy
At any time each process can be a member of one or more process groups. In each process group, a process can be a member of either the sender group or the receiver The estimate of the one-way distance to a node is obtained from control information exchanged through the hierarchy of nodes.
group, as shown in Figure 3 . The membership of the sender group is explicitly known to each process that is a member of the process group. The membership view of the receiver group is a weak membership view and, thus, is not explicitly known. Nevertheless, fault detection and membership changes in the process group as a whole must be handled correctly.
To become a member of a process group, a process subscribes to a class D Internet address reserved for the process group. It then proceeds to become a member of the receiver group by finding a member of the sender group, to act as its sponsor, as shown in Figure 3 . If a process decides to join the sender group, it sends a Request message to its sponsor, and is admitted to the sender group at the timestamp of the Sponsor message multicast by its sponsor. When a member of the sender group decides to retreat to becoming a receiver, it sends a Leave message indicating that it is leaving the sender group, and is removed from the sender group at the timestamp of the Leave message. During its lifetime in the process group, a process may dynamically switch between the sender group and the receiver group many times.
The process group hierarchy is used to improve the scalability of the process group membership algorithm. To achieve virtual synchrony, every member of the process group (senders and receivers alike) must deliver a membership change at the same logical time with respect to the ordering of messages. In particular, two processes that proceed from one membership view to the same next membership view must deliver the same messages in the first membership view.
The process group hierarchy allows the sender group membership to be determined by the members of the sender group alone, while also determining the logical time at which this change occurs relative to the ordering of messages. It allows the membership algorithm to run without needing the details of the hierarchy of nodes and reliable message delivery, and without halting the ordering of messages during the membership change.
The fault detection mechanisms, outlined below, have been designed to support scalability and to make use of the membership and hierarchy mechanisms described previously.
The receiver group membership view is a weak membership view and, thus, faults of processes in the receiver group do not need to be reported to the process group because they do not affect the progress of that group. Thus, fault detection and removal of faulty members of the receiver group are unnecessary.
In contrast, the sender group membership view is a virtual synchrony membership view, and invocation of the membership repair algorithm cannot be avoided when faults of processes in the sender group occur. Each member of the sender group is responsible for detecting faults of all other members of the sender group. This is done using timers and Keep Alive messages that each sender transmits when it has no data messages to send.
The membership repair algorithm and sender fault detection are described in more detail in [6] .
Conclusion
The motivation for the InterGroup protocols is the lack of a group communication system that is scalable and runs effectively over the Internet. In this paper we have given an overview of the InterGroup suite of group communication protocols. We have identified problems with existing group communication protocols in dealing with such an environment, and have described the InterGroup approach to solving those problems. We are currently implementing the InterGroup protocols in Java, and will begin real-world testing soon.
