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Abstract. In online machine learning, the ability to adapt to new concept quick-
ly is highly desired. In this paper, we propose a novel concept drift detection 
method, which is called Anomaly Analysis Drift Detection (AADD), to im-
prove the performance of machine learning algorithms under non-stationary en-
vironment. The proposed AADD method is based on an anomaly analysis of 
learner’s accuracy associate with the similarity between learners’ training do-
main and test data. This method first identifies whether there are conflicts be-
tween current concept and new coming data. Then the learner will incremental-
ly learn the non-conflict data, which will not decrease the accuracy of the learn-
er on previous trained data, for concept extension. Otherwise, a new learner will 
be created based on the new data. Experiments illustrate that this AADD meth-
od can detect new concept quickly and learn extensional drift incrementally. 
Keywords: Adaptive Intelligent Systems, Online Machine Learning, Incremen-
tal Learning, Concept Drift 
1 Introduction 
In the real world, there are a growing number of applications generating data continu-
ously and requiring efficient machine learning algorithms to cope with this data. For 
example, personal assistance applications dealing with information filtering, macroe-
conomic forecasting, bankruptcy prediction or individual credit scoring [1]. Moreo-
ver, the fast pace of preference changing of the target customers (concept drift) is also 
a challenge to existing learning algorithms. As a result, conventional machine learn-
ing algorithms, which hold a stationary distribution assumption, will be replaced by 
more efficient online learning algorithms, which have the ability to adapt to new envi-
ronment quickly, sooner or later. 
The issue of concept drift refers to the change of the distribution underlying the da-
ta at different time steps [2], in which the term concept refers to the distribution of a 
problem at a certain time step. Concept drift will lead to the predictions of well-
trained classifiers become less accurate as time passes. More formally, lets denote the 
feature vector as x and the class label as y, then an infinite sequence of (x, y) presents 
the data stream, pt(x, y) is the distribution of data chuck at time step t, the term con-
cept drift means that pt(x, y) ≠ pt+1(x, y) [3]. Recall the Bayesian Probability Theory, 
p(x, y) can be decompose as p(x, y) = p(x) × p(y | x). In Kelly, et al. [4] publication, 
they concluded that concept drift can be caused by the drifting of p(x) over time t (it 
can also be written as p(x | t)), or the drifting of p(y | x), which is the conditional 
probability of feature x, or both. Virtual concept drift is neither the change of p(x | t) 
nor p(y | x). It is caused by the sampling shift of current p(x | t) or p(y | x), or both. 
Concept drift can be categorized into different types based on different criteria as 
shown in the literatures. Minku, et al. [4] proposed that concept drift could be catego-
rized into 14 types based on the drifting speed, severity, predictability, frequency and 
recurrence. In the real-world applications, the types of concept drift can be varied and 
mixed. In addition, in some special cases, virtual drift may have the same effect on 
learning model as concept change. For example, pt+1(x | t) is the sampling shift of pt(x 
| t) and they are not equal, they might be treated as two different concepts and as-
signed to two learners separately. If the data chuck at t+2 with distribution of mixed 
pt+1(x | t) and pt(x | t), neither classifiert nor classifiert+1 would achieve a high accura-
cy. These issues have made concept drift even difficult to be solved. Current ensem-
ble drift detection and handling approaches treats virtual concept drift and real con-
cept drift as the same problem. These approaches detect drifts based on the outputs of 
learner at each time step without considering whether the drift is a sampling shift or a 
new one. As a result, their performances are limited. 
Motivated by these issues, we propose a novel drift detection method for online 
learning algorithms, which runs anomaly analysis on the accuracy associate with the 
similarity between training domain and test data. In the anomaly analysis, we focus on 
the data that was correctly classified by existing learners. We compare the similarity 
of the distribution between the old correctly classified data and the new data. Under 
normal circumstances, including virtual concept drift, the similarity and the accuracy 
should stay at a stable ratio. Otherwise, it can be either a concept change or noise. Our 
approach is capable to high light the data with unknown distribution and identifies the 
conflicts instances. Therefore, both virtual drift and real concept drift could be han-
dled well. 
The organization of this paper is as follow: In the next section, we survey the state 
of art drift detection methods based on learners’ outputs. Section 3 explains and pre-
sents the details of our new proposed AADD method. Section 4 presents the prelimi-
nary and the evaluation results of the proposed AADD method. Section 5 concludes 
this paper and discusses some future works. 
2 Related work 
This section formally presents the problem of concept drift, and analyzes the ad-
vantages and drawbacks of established literature with regard to concept dirt detection 
based on learners’ outputs. 
2.1 Problem Description: Concept Drift 
We reference the definition from a most recent concept drift review which was given 
by Zliobaite [1], to present concept drift. In classification problems, at every time step 
t we have historical data (labelled) available x
H
 = (x1, … , xt). For each time increas-
ing t+1, a new instance xt+1 arrive. The task is to predict a label ci, where ci, c2, … , ck 
is the set of class labels, for every new coming instance xt+1. The optimal classifier to 
classify x → ci is completely determined by a prior probabilities for the classes p(ci) 
and the class-conditional probability density functions (pdf) p(x|ci), i = 1, …, k. They 
define a set of prior probabilities of the classes and class-conditional pdfs as concept 
or data source, denote it S: 
 S = (p(c1), p(x|c1)), (p(c2), p(x|c2)), … ,(p(ck), p(x|ck)) (1) 
Every instance xt is generated by a source St. If all the data is sampled from the 
same source, i.e. S1= S2 = … = St+1 = S we say that the concept is stable. If for any 
two time points i and j exists Si ≠ Sj, we say that there is a concept drift.  
However, for some special situation Snew, Si ≠ Sj and Si   Sj = Snew, if we treat them 
as three different concepts, we will have to train three different learners. Moreover, 
Snew would not be able to take the advantages of previous concept or data source Si 
and Sj. Therefore, we suggest learning this type of drift incrementally. 
2.2 Drift Detection Methods by Outputs of Learners 
To the best of our knowledge, explicit drift detection can be categorized into three 
groups, detecting drift by data distribution [5], learner outputs [6, 7] and competence 
model [3]. A more comprehensive literature review can be found in [3]. Comparing 
with other types of drift detection methods, drift detection by learners’ outputs is the 
most intuitive and has a relative low computational cost. On the other hand, this type 
of drift detection method can only take reactions after drift. In this section, we will 
give a literature review on the drift detection by learners’ outputs. 
Drift Detection Method (DDM), which proposed by Gama et al. [7], detects con-
cept drift by tracing the online error rate of the learning algorithm. It treats the error of 
a set of examples as a Bernoulli trail random variable. The number of errors in a sam-
ple set should follow Binomial distribution. The changes in the errors of the algorithm 
indicate the changes of the class distribution. Since DDM assesses a learner through 
its overall performance, it is more suitable for identifying concept change and rebuild-
ing models rather than updating an existing learner, which means that it cannot handle 
slowly gradual drift [6]. Hence, Baena-García et al. [6] proposed a upgraded version 
of DDM, Early Drift Detection Method (EDDM), to improve the detection in the 
presence of gradual concept drift. The difference is that EDDM considers the distance 
between two consecutive erroneous classiﬁcations instead of the overall error rate. 
They assume that the change of the distance reflects the changes of the current con-
cept. Moreover, they applied a warning system to reduce the error detections caused 
by noise. In spite of that, EDDM is still very sensitive to noisy examples [8]. 
3 Anomaly Analysis Drift Detection Methods 
This section presents the AADD method. In Section 3.1, we give an intuitive explana-
tion of the proposed method. In Section 3.2, a detailed description of the AADD 
method is explained. 
3.1 The Idea of AADD 
The main reason why concept drift would lead to well-trained learner becoming inac-
curate is either the test data distribution is not learned sufficiently or the class labels 
changed with the same distribution. If the environment is not noise free, it can also 
cause the same problem. Therefore, from this point of view, we believe that if we 
could monitor the performance of a learner on its confident data distribution on which 
the learner always have a high accuracy, we would be able to quickly identify what 
caused the drop of accuracy. For example, if a batch of data chuck is from a new dis-
tribution and has no conflict with current learner, the similarity would be low and the 
accuracy would be low as well. We use a table to illustrate the differences. 
Table 1. Concept drift similarity & accuracy analysis 
Drift or Noise Similarity Change Accuracy Change 
Noise No change Fluctuating 
Concept extension 
(Distribution extended) 
Decreasing Decreasing 
Concept change 
(Conflicts under the same distribution) 
No change Decreasing 
The core idea of AADD method is that monitoring the similarity and accuracy of 
the new available sample data at each time step. By taking the similarity into consid-
eration, AADD would be able to identify whether the incorrect predictions is caused 
by the conflicts between current learning model and new concept or they are caused 
by unlearned distribution or noise. In addition, with similarity functions, data can be 
only trained and analyzed once in an online manner. 
3.2 The Method Description 
At each time step of the data stream, we assume that there are 2 batches of data, 
Dtrain(t), Dtest(t). The Dtrain(t) can be a subset of Dtest(t) with known labels or they share 
similar distributions. After utilizing Dtrain(t) to create and update a learner L (step 3, 8 
and 11), we change the label of an instance in Dtrain(t) to TRUE if it be classified cor-
rectly by L, else to FALSE to form a new dataset D`train(t). And then we use D`train(t) 
to create or update learner L’s similarity function (step 4, 9 and 12). For each new 
coming train data chuck, we run anomaly analysis to verify the ratio of the similarity 
and the accuracy, incremental learning it if no conflict with current learner, otherwise, 
build new learner base on it, Step 6. The AADD method is described as follows: 
 Anomaly Analysis Drift Detection: 
Input:  
Noise sensitive parameter θ 
Updateable learning algorithm 
For each time step Dtrain, Dtest 
Output: 
Predictions of Dtest 
1. For t = 0: numBatch 
2.     If t = 0 
3.         buildNewLearner(Dtrain(t)) 
4.         buildSimilarityFunctions(D`train (t)) 
5.     Else  
6.         conflictDetection(D train (t)) 
7.         If no conflict 
8.             incrementalLearning(currentLearner, Dtrain (t)) 
9.             incrementalLearning(similarityFunction, D`train (t)) 
10.         Else 
11.             buildNewLearner(Dtrain (t)) 
12.             buildSimilarityFunctions(D`train (t)) 
13.         End  
14.     End  
15. End  
16. classification(currentLearner, Dtest(t)) 
The conflict between active learner and new coming data is identified by the follow-
ing function, which indicates the abnormal data batch: 
 accDtrain × similarityDtrain < acclearner × similarityDtrain - θ× (1- similarityDtrain) (2) 
where accDtrain is the accuracy of the training data, similarityDtrain is the similarity of 
the training data, acclearner is the stable accuracy of current learner, θ is a parameter to 
control the sensitive to noise, the smaller value the θ is, the more sensitive to noise. 
4 Experiments and Result Analysis 
In this section, we present our experiment results of AADD method. First, in Section 
4.1, we give the configuration details of the experiments. Secondly, in Section 4.2, we 
show the accuracy change caused by concept drift and plot the anomaly points at each 
time step on a graph. 
4.1 Experiment Setup 
In order to test AADD method, we applied it on the SEA Concepts [9], which has 
been used by many researchers as a standard to test algorithms for concept drift. This 
dataset have two class values and three features, with only two features being relevant 
and the third one being noise. Class values are assigned based on the sum of the two 
relevant features. If the sum of these two features of one instance is lower than a giv-
en threshold, this instance will be assigned to class 1. Otherwise, it will be assigned to 
class 2. The threshold will be updated after a predefined time step to simulate an ab-
rupt shift in the class boundary. The values of the three features are uniformly distrib-
uted between 0 and 10, and the threshold is changed three times throughout the exper-
iment with increasing severity 8→9→7.5→9.5. For example: 
Table 2. SEA Concepts 
attribute 1(0 - 10) attribute 2 (0 - 10) attribute 3 (noise) (0 - 10) Class {1, 2} 
Threshold = 8 (if attribute1 + attribute2 < 8 then class 1, otherwise class2) 
8.498129 1.243221 5.675182 class 2 
… … … … 
Threshold = 9.5 (if attribute1 + attribute2 < 9.5 then class 1, otherwise class2) 
1.406376 0.738125 2.598439 class 1 
… … … … 
Our testing procedure is identical to that described in [9]: 50000 instances training 
data, 250 instances each time step. In our experiment, we used the weka naive bayes 
updateable classifier as the base learner and the similarity functions. We run the test 
10 times and calculate the average accuracy as the final result. The θ we used here is 
0.05.  Meanwhile, we also run a test with the same classifier but manually discard old 
learners and create new one at each drift time step. At last, we put our implementation 
of NSE++ [10] to demonstrate how a concept drift may affect the performance of 
learning model. The parameters of NSE are same as it was suggested in their paper, a 
= 10, b = 0.5 data size = 250, base learner is weka naive bayes updateable classifier. 
4.2 Experiment Results 
 
Fig. 1. Compare AADD method with NB and NSE++ 
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Fig 1 is the performance of three concept drift algorithms on SEA concept. As shown 
above, NB with known drift point was forced to drop old learner and create new one 
at each drift time step. Therefore, it is barely affected by the change of concept. The 
difference of accuracy between each concept period is caused by the concept itself 
(some concepts are easier to be predicted correctly). By contrast, NSE++ with same 
base classifier, which does not have active drift detection method, have a significant 
accuracy drop at each drift time step. After that, it recovers from drift gradually. Re-
garding to AADD, there is no significant accuracy drop at drift time step. However, 
indeed, there is a recovery period for AADD to get back to normal accuracy by in-
cremental learning. This is because of that the AADD method can identify the conflict 
learners once there is a drift and abandon them before they could cause any negative 
effect on new concept predictions. 
 
Fig. 2. Anomaly analysis of the accuracy associate with similarity 
Fig 2 shows the distribution of the accuracy of the current learner on new coming 
data and the similarity returned by its similarity function. We put all the 10 runs into 
one figure so that we could have enough drift points to present the differences be-
tween stable points and drifting points. As described in section 4.1, time step 50 is the 
time when threshold change from 8→9 (presented with diamond), time step 100 is 
9→7.5 (presented with square) and time step 150 is 7.5→9.5 (presented with trian-
gle). The points at time step 150 are easy to be understood. As it has the biggest con-
cept change absolute(7.5 – 9.5) = 2, the accuracy is much lower than the others with 
the same similarity. Regarding to time step 50 and 100, both of them have an accura-
cy drop compare to the normal data points. However, as time 50 has a relatively small 
change absolute(8 – 9) = 1, the shifts of similarity of these points are relatively stable. 
By contrast, time step 100 has a larger change absolute (9 – 7.5) = 1.5, so it would 
spread into a larger region. From fig 2, we can also see that after quick reaction to 
adapt to new concept, which is creating new classifier at time step 50, 100 and 150, 
the rest time step of these new concepts have go back to normal position. There is no 
other anomaly point after concept change. In other words, time step 51…99, 101 … 
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159 and 151… 200 are under stable concept. Regarding to those drifting points that 
are mixed with normal points, it is because of that the random data at that time does 
not have a clear drift distribution and the later time step was recognized as drift point. 
From the results above, it is manifest that anomaly analysis of the accuracy and the 
similarity would be helpful to identifying concept drift. 
5 Conclusion and Further Study 
This paper introduces a novel drift detection method, called AADD, based on the 
anomaly analysis of the learner’s accuracy corresponding to the similarity between its 
training domain and test data. It has the ability to distinguish between unknown dis-
tribution and conflict distribution and to solve them separately. The AADD method is 
capable to detect concept extension and change efficiently and highlights the conflict 
instances at the same time. It offers a great convince to drift handling. 
Our next attempt will aim to combine some drift handling approaches with AADD 
to research how to take the advantages of AADD for improving the performance of 
learning under non-stationary environment. 
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