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Some results are given concerning positive solutions of equations of the form 
x’“) + P(t) G(x) = Q(t, x). 
Let class I (II) consist of all n-times differentiable functions x(t), such that 
x(t) > 0 and x(“-l)(t) > 0 (X “+l’(t) Q 0) for all large t. Two theorems are 
given guaranteeing the nonexistence of solutions in class I and II, respectively, 
and three theorems ensure the convergence to zero of positive solutions. A 
recent result of Hammett concerning the second-order case is extended to the 
general case. 
1. INTRODUCTION 
The objective of this paper is to give some results concerning the asymp- 
totic behavior of positive solutions of the equation 
x(“) + P(t) G(x) = Q(t, 4 for 71 even, (*> 
where, P, G, and Q are real valued and continuous on [0, co), (-W, a), 
and [0, 00) x (-co, co), respectively. In [3] we gave a first classification of 
the positive solutions of (*) in the case where P(t) is not assumed to be positive 
for all large t. Namely, we defined four classes of positive functions, and we 
examined the existence or nonexistence of solutions of (*) in those classes. 
The present paper can be considered a continuation of [3]. It is to be under- 
stood that corresponding results hold for the negative solutions of (*) if we 
slightly modify the hypotheses of the results of this paper. 
In Section 2 we give some preliminary facts and a lemma which extends 
to the general case of Lemma 2.1 in [7]. In Section 3 we define (as in [3]) two 
classes of functions (I and II) and we give two theorems (Theorems 1 and 2) 
which guarantee the nonexistence of solutions of (*) in class I and II, 
respectively. In Section 4 we present conditions under which certain, or all, 
positive solutions of (*) converge to zero as t -+ co. Some examples and indica- 
tions of possible extensions are given at the end of the paper. 
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2. PRELIMINARIES 
Throughout the sequel, all functions considered will be assumed continu- 
ous on their domains, and the existence of solutions of (*), which are valid 
for all large t will be assumed without further mention. 
A solution of (*) is a function x E P([t, , co), R), which satisfies (*) on 
[tz , co). Here t, depends on the particular solution x and R = (-00, co). 
Denote by U the family of all such solutions of (*). A function x E U is said 
to be “oscillatory” if there exists a sequence {t,J, n = 1, 2,..., such that 
tn 3 t, , lim,,, t, = + GO, and x(t,J = 0. 
LEMMA 1. Assume that for a function L: [t,, , 00) --+ R (t, > 0) we hawe 
I 
t 
sIEL(s) ds 3 0 for every t 2 t, , 
to 
where k is a nonnegative integer. Then 
I 
t 
s”L(s) ds > 0 
to 
for every nonnegative integer m < k - 1. 
Proof. Let m (0 < m < k - 1) be an integer. Then we have 
0 < stt, skL(s) ds = j-1 s’+* [fl: vmL(v) dv] ’ ds 
I 
t 
= tk-m s”‘L(s) ds - 
to 
(k - m) j$I sk-+-l II. a”L(v) dv ds. 
Define 
(1) 
P*(t) = 1 t sk--1 1’ omL(o) dw ds. 
to to 
Then (1) yields 
tP*‘(t) - (k - m) P*(t) 3 0, tat09 (2) 
which in turn implies 
$(qg)>O, tat,. (3) 




smL(s) ds >, 0, t > t, . (4) 
to 
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3. CLASSES I AND II 
Let us consider the following two classes. 
CLASS I. All n-times differentiable functions x(t) such that x(t) > 0 and 
x(“-l)(t) > 0 for all large t. 
CLASS II. All n-times differentiable functions x(t) such that x(t) > 0 and 
x(+l)(t) < 0 for all large t. 
THEOREM 1. Assume that k is a nonnegative integer and 
(i) P: [0, co) + R and sr tBP(t) dt = +co; 
(ii) G: R -+ R, G(x) > 0 for x > 0, increasing on (0, co), and 
s 
m [G(s)]-l ds < $-co for some E > 0; 
E 
(iii) Q: [0, co) x R -+ R and sr t”Qo(t) dt < +q where 
I Q(t, u)lG(u)/ < Q,,(t) for evev (t, 4 E P, ~0) x (0, 00). 
Then there is no x E U which belongs to class I. 
Proof. Assume that x E U is such that x(t) > 0 and &-l)(t) > 0 for all 
t E [tl , co), t, 3 t, . Then it can be easily proved that x’(t) > 0, t E [tl , co) 
(cf., e.g., [3]-[6]). Th us, by multiplication of (*) by t*/G(x(t)) and then 
integration from t, to t > t, , we obtain, for k > 1, 
tP,l(t) - kPO(t) < t,P,,‘(t,) - it: s”P(s) ds 
+st 




P,(t) = j-1 [s”-lx’“-“‘(s)/G(x(s))] ds. (6) 
Since the second (Riemann-Stieltjes) integral in the right-hand side of (5) 
is nonpositive [l/G(x(t)) is decreasing] and the last integral converges, it 
follows that lim t+m P,,(t) = +CO, which implies 
I t; [t”-2x’“-“(t)/G(x(t))] dt = +co, (7) 
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and the proof follows as in Theorem 2 in [4], by working with Riemann- 
Stieltjes integrals. 
The case K = 0 is actually Theorem 2.1 in [3]. In [3] it has been assumed 
that G’(x) >, 0; this assumption is avoided here by use of Riemann-Stieltjes 
integrals. 
THEOREM 2. Assume that 
(i) P: [0, co) + R and 
(ii) G: R + R and there exists a solution x E U such that, for some non- 
negative integer k, 
s 
m s*[P(s) G(x(s)) - Q(s, x(s))] ds = +co. 
0 
Then x(t) cannot belong to class II. 
Proof. Assume that x(t) > 0 and x(+l)(t) < 0 for every t > t, , t, 2. t, . 
Then it is easy to show (see, for example, Bhatia [l] and Travis [7]) that there 
exists t, >, t, with the property 
s 
t s’“F(s, x(s)) ds > 0 for every t > t, , (8) 
t2 
where F = PG - Q. If k = 0, then the theorem follows by integration of (*) 
and then taking the limit as t + co. Suppose that k > 1. Differentiation of the 
function tkx@-l)(t) and then integration from t, to t > t, yields 
s 
t 
t”x’“-l)(t) - k sk--lX(“-l)(s) ds = t,“x’“-l’(t,) - s’“F(s, x(s)) ds < 0. (9) 
tz 
Thus, (d/dt) [P*(t)/@] < 0, where 
P*(t) = j t s+c(n--1)(s) ds. 
tz 
Since P*(t,)/t,” = 0 (we can assume that t, > 0), it follows that P*(t) < 0 
for all t E [tz , co). This combined with (9) gives lim,,, Px(“-l)(t) = --co. 
Consequently, x(+l)(t) < 0 for every t > t, > t, . Now, it is obvious that we 
can find a number t4 > t3 such that (8) holds with t, replaced by t4. By 
Lemma 1, 
s 
t F(s, x(s)) ds > 0 for every t > t, , 
t4 
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and an integration of (*) gives 
.(-l)(t) = dn--l)(t,J - j-:F(s, x(s)) ds < x’“-~)(&) < 0, (10) 
which implies lim,,, x(t) = -co, a contradiction. 
4. THE CONVERGENCE TO ZERO OF POSITIVE SOLUTIONS OF (*) 
THEOREM 3. Assume that P satti$es (i) of Theorem 1 with an integer 
k > 0 not necessarily bounded above by n - 1. Assume that G is as in (ii) of 
Theorem 1 without (necessarily) the integrability condition. Let Q = 0. Then 
every bounded solution of(*) that belongs to ckzss II, must satisfy lim,,, x(t) = 0. 
Proof. Suppose that x E U is such that x(t) > 0 and @-l)(t) < 0 for 
all large t. Then if x(t) is bounded, x’(t) < 0 for all large t. In fact, this 
follows from the fact that n - 1 is odd and that all the derivatives of x(t), 
up to the order n - 1, are eventually of constant sign. Now, let x(t) > 0, 
@-l)(t) < 0, and x’(t) < 0 for all t E [tl , co), t, > ts. Let k > 1, and let 
t2 be such that t, > t, and 
s t skP(s) ds > 0, t E [tz , a>* h 
Then from (5) we obtain 
tP,‘(t) - W,,(t) < tzP,,‘(tz> - j-1 skW ds, (11) 
where P,,(t) denotes now the function Jis [~~-W+~)(s)/G(x(s))] ds. From (1 l), 
by taking the limit as t + co, we obtain x+l)(t) < 0 for all t > (some) 
t3 > tz * 
By Lemma 1, there exists t4 > ts such that 
s t P(s) ds > 0 for all t E[t4 , co). t4 (12) 
Thus, we have 
xc”-l)(t)/G(x(t)) < @--l)(t4)/G(x(t4)) - j-1 P(s) ds 
< x(“-l)(tp)/G(x(t4)) < 0. 
(13) 
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This is easily obtained from (*) by dividing by G(x(t)) and then integrating 
from t4 to t > t4 . Now assume that lim,,, x(t) = r > 0. Then from (13) we 
obtain 
x(*-l)(t) < [x’“-“(t4)/G(x(t4))] G(Y) < 0 (14) 
for every t > t4 . Since (14) implies lim,,, x(t) = ---co, which is a contra- 
diction, our assertion is true in the case k > 1. The case k = 0 can be treated 
similarly by using (13) instead of (11). 
More satisfactory results can be obtained if P can be written as a sum 
of two functions PI and Pz , where PI is “large” and positive and P2G is 
“small.” 
THEOREM 4. Suppose that (i) P = PI + Pz where PI: [0, CD) + (0, co), 
Pz: [0, co) ---f R and 
I 
m 
@PI(t) dt = +cq 
I 
m tn-l / PJt)I G(x(t)) dt < +a, 
h t1 
where x E U is such thut x(t) > 0 for all t > t, >, t,: (ii) G: R + R is increasing 
on R, G(x) > 0 for x > 0, and 
(ii’) 
I m [G(s)]-l ds < +CO for some c > 0; E 
(iii) I Q(t, x(t))1 d Q&J, whm Q1: 10, ~0) -+ 10, ~0) and 
s m t”-lQl(t) dt < $-co. h 
Then lim t+m x(t) = 0. 
Proof. Consider the function 
s(t) = [l/(n - l)!] jtW (t - s)n-l [P,(s) G(x(s)) - Q(s, X(S))] ds (15) 
for every t > t, . S is well defined because 
I s(t)1 G J-a (t - t, + 1Y [I P,(s)1 GW)) +Q&)l ds -=T +a. (16) t 
S(t) is continuously differentiable on [tl , co) and 
S’“‘(t) = - P&) G(x(t)) + Qk x(t)). 
It follows from Theorem 3 in [5] that lim,,, x(t) = 0. 
409/47/I -5 
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In the proof of the next theorem, which extends the main result of Hammett 
[8], we make use of the following. 
LEMMA 2. Suppose that conditions (i) and (iii) of Theorem 4 are sati$ied 
with n - 1 replaced by k, where k is an integer with 0 ,< k < n - 2. Moreover, 
assume that (ii) of the same theorem is satisJied (except maybe (ii’)), and let 
$_mm inf G(u)/u > 0. 
Then 
s 
m t”Pl(t) G(x(t)) dt < fco. 
h 
Proof. Let k = 0. Then, integrating (*) from t, to t > t, , we obtain 
x(n-lyt) = X("-lytl) - 
j t Pl(4 G(4)) ds 4 jt: T,(s) ds, (17) 
t1 
where T,(t) 3 [Q - P&l (t). S ince the last integral in (17) converges and 
the integrand in the first one is positive, it follows that lim,,, x(+l)(t) = A1 
(finite or -co). If A, = --co, then x(t) --t --co as t -+ co, which is contra- 
diction. Thus, A, is finite and our assertion follows for k = 0. From (17) 
we actually obtain A1 = 0. 
In fact, assume first that A, < 0. Then, since x(+l)(t) is eventually 
bounded above by a negative constant, it follows that limt+, x(t) = --CO, 
which is a contradiction. Now suppose that A, > 0. Then xcne2)(t) 2 h,t 
for some positive A, < 1, and finally, x(t) 3 h,tn-l for all large t (0 < A, < 1). 
Let K > 0 and L > 0 be such that G(x)/x 3 K for x > L. Moreover, 
choose t, so large that L < h&-l. 
Then, since G(x(t)) > G(h,t”-l) > Kh,t+l for all t 3 t, , it follows 
from (17) that 
x(%-l)(t) < x(+lJ(tl) - KA, j” s”-lPl(s) ds + j” T,(s) ds; (18) 
t1 t1 
that is 
‘t;iI x(+1)(t) = -co, 
which is a contradiction. Thus, 
f’il X+1)(t) = 0, 
which combined with (17) gives 
x-)(t) = jtm P,(s) G(x(s)) ds - jtm T,(s) ds, t > tl. (19) 
SOLUTIONS OF NONLINEAR DIFFERENTIAL EQUATIONS 65 
Now integrate (19) to obtain 
x-)(t) = ~(~-~)(t,) + s,:l,” I’&) G@(u)) du ds - jt%” T,(u) du ds (20) 
for every t > t, , and let k >, 1. Then we have 
S1lmF(u) du ds = 1” H’(s) ds = H(t) - H(t,), 
h s h 
(21) 
where 
F(u) = p&> GMuN and H(s) = j=‘= (s - u)F(u) du. s 
H(t) is bounded by assumption. A corresponding identity holds with respect 
to T,(U). Thus, from (20) we obtain 
x(-(t) = ~(n-~)(t,) + 
s 
tm (t - s) Pi(s) G@(s)) ds 
+ Itrn (t - 4 T,(s) ds + W,>, 
(22) 
where Z(tr) equals minus the sum of the above integrals evaluated at t, . Now 
it is easy to see that lim,,, x (n-2)(t) cannot be different from zero because, 
if this limit is negative, then lim,,, x(t) = -co and, if it is positive, then 
x(t) 3 ptnp2 (for some p with 0 < p < 1) for all t > (a suitably chosen) t, , 
which implies a contradiction as above. Consequently, taking the limit of 
(22) as t + co, we obtain I = -Z(tr) and, since this holds if t, is 
replaced by any t > t, , 
~(‘+~)(t) = jtm (t - s) Pi(s) G@(s)) ds + Jim (t - s) T,(t) ds. (23) 
Similarly, by induction, we obtain 
.--l)(t) = (I/h!) [sm (t - s)~ P,(s) G&(s)) ds - Jtw (t - s)~ T,(s) ds] , (24) 
t 
where both integrals converge. This completes the proof. 
Now we are ready for the following. 
THEOREM 5. In Lemma 2, assume further that PI(t) > M/tk (M > 0) for 
all large t. Then lim,,, x(t) = 0. 
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Proof. Obviously, lim,,, inf x(t) = 0; otherwise, x(t) 3 N > 0 for all 
large t implies 
jm sk P,(s) G(x(s)) ds > j-u sk PI(s) G(N) ds = fco. (25) 
Now let t be large enough so that P(t) > M/t” and (24) hold for all t > i. 
Assume that lim,,, sup x(t) = Ni > 0. Then, following Hammett [8], 
there exists a sequence {tn} for t, 3 t and n > 0, such that 
(a) lim,,, t, = +a, 
(b) x(t,,) > N1 for each n, and 
(c) for each n > 1 there exists t,’ such that tnpl < t,’ < t, and 
x(tn’) < N,/2. 
It follows that there exists a sequence [uan , b,] such that b, - a, > Ns > 0 
(Ns is a positive constant) for every n > 1 and G(x(t)) > G(N,/2) > 0 on 
Pan 3 bnl. 
Now 
s 
m tkPI(t) G(x(t)) dt < +oc) (26) 
and 
r 
1”” tkPI(t) G(x(t)) dt > 5 jb’ tkPI(t) G(x(t)) dt > MG(NJ2) N,m + +co, 
a1 j-1 aj (27) 
as m + co, which contradicts (26). 
A simple consequence of the above theorem is the following. 
COROLLARY 1. If in the d@rential equation 
xJ”) + P(t) G(x) = Q(t), where n is even, (28) 
(i) P(t) > M/t”, for all large t, k a nonnegative integer, 0 < k < n - 2; 
(ii) Jr t” I Q(t)1 dt < +03; 
(iii) G as in Lemma 2. 
Then every eventually positive x E U satisfies lim,,, x(t) = 0. 
5. POSSIBLE EXTENSIONS. EXA~~~PLES 
The fact that n is even did not play an important role in the proofs of the 
theorems, so analogous results are expected to hold for n odd. The results of 
this paper can be naturally extended to equations of the from 
xfn) + P(t, x) = Q(t, x), 
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where PI(t) G,(X) < P(t, X) < Pa(t) G,(x) under assumptions on Pi and Gi 
similar to those on P and G. There is no essential difficulty in transferring 
these results to equations with deviating arguments of the form 
x(“) + PO, x(t), 4&N) = Qk ~(t>, 4&N), 
where the function g is of the type considered (for example) by Ladas in [6]. 
As Hammett notes in [8], it would be interesting to know whether the 
condition P(t) > M/tk in Theorem 5 can be replaced by 
s 02 tkP(t) dt = +co. 0 
It is easy to find examples of equations satisfying the hypotheses of Theo- 
rems 1, 3, or 4. In Theorem 2 no solution belongs to class II if P = PI + Pz , 





skPl(s) ds = Sco, s”P,(s) ds < +a, 
0 0 
L, < G(x) <L, for all x > 0 (L, and L, are positive constants), and 
1 Q(t, x)1 < Qo(t) for all (t, X) with x > 0 and 
s om s”Q(s) ds < Sm. 
Now we present some examples which illustrate the variety of situations 
that can arise under the assumptions of Theorem 5. 
EXAMPLE 1. The following equation satisfies all the assumptions of 
Corollary 1 and possesses unbounded nonoscillatory solutions: 
X(n) + t-n(t-a-1 - a(a - 1) (a - 2) *.. (a - (n - 1)) x = t-(n+l), 
where 7t - 2 < a < n - 1. Solution: x(t) = ta. 
EXAMPLE 2. An equation satisfying the hypotheses of Corollary 1 and 
having bounded eventually positive solutions is 
Xcn) + (sin t + t-‘) t--n+lxm = (t-1)‘“) + (t-l)“+%+1 (sin t + t-c), 
where t > 1, m = an odd integer > 3,0 < E < 1. Here we have the solution 
x(t) = t-l, t > 1. 
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EXAMPLE 3. Equations satisfying the assumptions of Corollary 1 can 
have bounded oscillatory solutions; for example, 
39) + (sin t + 4) VX3 = [(sin t + +) t-r](n) + (sin t + $)” t-3T-n, 
where r is a positive constant > n + 1. Here we have the solution 
x(t) = (sin t + *) tF. 
EXAMPLE 4. There are equations which satisfy the assumptions of 
Theorem 5 and have eventually positive solutions (which have to satisfy 
lim tss x(t) = 0): 
x(“) + (r/t”) x5 = (t-y’ + (r/t”) t-5, 
where Y is a positive constant and 0 < k < n - 2. Solution: x(t) = t-l. 
It is obvious that the study of positive solutions of (*) is intimately related 
to the study of the existence of oscillatory solutions. It is hoped that the results 
of this paper can be used in this direction. For some recent oscillation 
results concerning the case of a noneventually positive P, and Q = 0, the 
reader is referred to [l-3, 6, 71. 
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