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ABSTRACT
Metallic foams, or nanoporous (NP) metals as it is widely referred to in literature, with
ligament sizes up to a few tens of nm show exceptional mechanical properties such as high
strength and stiffness per weight ratio under different loading scenarios due to their high
surface area to solid volume ratio. Therefore, they can be utilized in a wide range of
applications making them of great interest to researchers. While their elasticity and yield
strength have been the subject of several studies, very limited attention was given to the effect
of size, strain rate, and temperature on the material plastic response. Moreover, despite the
significant attention in the literature that is directed towards the development of scaling laws
that relate the properties of nanoporous metals to bulk materials, the literature still lacks a
specific model that predicts the material mechanical properties based on a combination of
parameters capturing the effect of surface area, ligament size, relative density, strain rate, and
temperature. Therefore, the effect of ligament size, strain rate, and temperature are investigated
using large-scale atomistic simulations to probe the elastic response, plastic response, and
deformation mechanisms of nanoporous gold under uniaxial compression and tension and up
to strains in excess of 60 percent for strain rates in the range of 106 𝑠 −1 and 109 𝑠 −1 at
temperatures between 300K and 700K. This work explores the full range of the material
response, focusing on the modifications to strain hardening and densification under
compression and on the ductility and failing mechanisms under tension. Additionally, by
utilizing the literature reported results, scaling laws that account for the effect of surface area
to solid volume ratio, ligament size, relative density, strain rate, and temperature to predict the
elastic modulus, yield stress, and ultimate stress are proposed. Finally, a size, relative density,
strain rate, and temperature dependent dislocation based constitutive model that describes the
plastic flow in NP-Au is proposed. The results reported in this work will eventually help
enhancing the design of novel metallic foams with tailored mechanical response.
viii

CHAPTER 1. INTRODUCTION
Metallic foams are cellular solids that are made of a network of “interconnected” ligaments
in a random configuration with pores in-between [1]. Those materials are of great interest to
researchers at different material scales due to their excellent stiffness to weight ratio, and high
surface to volume ratio [2]. On the structural scale, they are used in lightweight structures and
mechanical dampers under extreme loadings [2 - 3]. On smaller scales such as the nano-scale,
they are used as catalysts [6–8], in electrodes, in sensors and super capacitors [9–13], in
actuators [12], in nano-porous based composites [13], and in optical sensing applications [16 17]. Furthermore, there are clear indications that metallic nano-foams such as nanoporous gold
(NP-Au) can be a radiation tolerant material [16], and that its mechanical properties can even
improve after being subjected to radiation damage [17,18]. Many of the aforementioned
applications require materials that can withstand mechanical solicitations working in extreme
conditions subjected to various loading rates [19–22] and temperatures, and therefore, a
thorough understanding of the mechanical properties is mandatory for scientific and industrial
applications. For that purpose, this work will investigate the effect of size, strain rate, and
temperature on the elastic response, plastic response, and deformation mechanism of one of
the most studied FCC metallic nano-foam (NP-Au) under uniaxial tension and compression
using molecular dynamics (MD). This work is aimed to help enhancing the design of FCC
metallic nano-foams with tailored properties when subjected to different loading conditions.

Portions of this chapter were previously published as
M.H. Saffarini, G.Z. Voyiadjis, C.J. Ruestes, M. Yaghoobi, Ligament size dependency of strain hardening
and ductility in nanoporous gold, Comput. Mater. Sci. 186 (2021) 109920. Reprinted by permission of Elsevier.
M.H. Saffarini, G.Z. Voyiadjis, C.J. Ruestes, Scaling laws for nanoporous metals under uniaxial loading, J.
Mater. Res. (2021) 1–13. Reproduced with permission from Springer Nature.
G.Z. Voyiadjis, M.H. Saffarini, C.J. Ruestes, Characterization of the Strain Rate Effect under Uniaxial
Loading for Nanoporous Gold, Comput. Mater. Sci. (2021). Reprinted by permission of Elsevier.
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1.1. Why Nanoporous Gold?
NP-Au is a “corrosion-derived” metallic foam with three-dimensional bi-continuous
ligament-channel structure and nanometer length scales [4 - 5]. It is one of the most studied
metallic nano-foams in the literature. In fact, a quick Google Scholar search using the keyword
“Nanoporous Gold” will display a rich literature covering studies in a wide range of
applications. In addition to the wide range of applications that the material can be utilized for
as stated in the previous section, NP-Au preparation is simple compared to other metallic nanofoams. NP-Au samples of can be produced by using cost effective techniques such as “benchtop corrosion techniques” [24]. Such approach allows great number of researchers to have
access to the material, and in turn, produce a rich literature covering wide range of the material
behavior. In addition to its availability, the material structure is flexible in the sense that
samples with various ligament sizes and porosity are produced without hindering the bicontinuous nature of its structure [24]. Also, due to its chemical flexibility, the materials can
be “chemically modified” with different types of “entities” for electrochemical applications
[24], a property that is utilized in a very smart way to study the material surface energy and its
effect on the deformation behavior [25,26].

1.2. Why Molecular Dynamics?

The modelling of crystalline materials with full atomistic details by using molecular
dynamics (MD) to investigate size effect [27–37], strain rate effect [29,38–43], and temperature
effect [42,44–48] to help bridging the scale between MD simulation results and experimental
results is a common and practical approach both for bulk and nanoporous metals. In several
works, atomistic simulations successfully addressed the material response under several
loading scenarios.
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Adding to that is its ability to predict materials behavior in the absence of experiments. An
example is its ability to have predicted the tension-compression asymmetry in NP-Au when it
was first reported by Farkas et al. MD simulation [49], and later confirmed experimentally by
Lührs et al. [50].

Finally, while experiments can provide insightful perspectives about the material behavior
on the microscopic level, that perspective is difficult and challenging to obtain on the atomistic
level. Therefore, computer simulations such MD are utilized to provide the benefit of
simulating several loading scenarios such as very high strain rates and high temperatures for
samples with different ligament sizes.

1.3. Why Uniaxial Tension and Compression?

The evaluation of the mechanical response can be different depending on the loading mode
because they provide different information about the material. On one hand, nanoindentation
and nanoscratch using MD simulations provide accurate data about surface properties,
localized plasticity, friction, hardness, and wear [36,51–55]. On the other hand, uniaxial
loadings provide information about bulk properties and bulk plasticity [56]. This work is
interested in investigating the bulk elastic and plastic properties in addition to the deformation
mechanism that is controlling the materials response. For that purpose, the material will be
subjected to uniaxial tension and compression loadings under different loading conditions to
provide a systematic study that investigate the plasticity of metallic FCC nano-foams by
utilizing nanoporous gold.

1.4. Research Objectives

Although size, strain rate, and temperature effects have been of a major interest in the
literature for bulk materials, the literature lacks systematic studies that explore their influence
3

on the response of metallic nano-foams in general and on NP-Au in specific; especially when
they are tested up to large compressive and tensile strains while fixing the material porosity,
network connectivity, and pore distribution. This highlights the main objective of this work in
which the full range of the elastic and plastic response are explored under uniaxial compression
and tension for a wide range of ligament sizes, strain rates, and temperatures using molecular
dynamics as a computational tool. Along the way, the results of those simulations in addition
to a comprehensive collection of existing data that are available in the literature will be utilized
to propose a series of scaling laws that account for the effect of surface stress, ligament size,
relative density, strain rate, and temperature. These scaling laws are the literature only attempt
to capture the influence of those parameters on the response of NP-Au. Furthermore, the
combination of high strains, ligament sizes, strain rates, and temperatures that are achieved in
this work were not studied previously by any atomistic simulation. The work presents a
comprehensive investigation of the material deformation behavior and response with a focus
on the influence on strain hardening under compression as well as tensile ductility and failure
under tension.

1.5. Chapters Content

The current dissertation consists of six chapters (excluding the introduction and conclusion
chapters). The first of those six chapters addresses the computational aspect and modeling of
the samples used to perform the atomistic virtual tests. The following three chapters address
the results of those simulations and discuss the physical phenomena controlling those results.
Afterwards, the results of those three chapters along with the literature reported data are used
to develop scaling laws that predict the material major mechanical properties. The last of those
six chapters addresses the proposed dislocation based empirical constitutive model that is based
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solely on the results of the simulations performed in this work. Next, the author addresses each
chapter content in more details.

CHAPTER 2 addresses the details of the methodology that is used to generate the samples
and perform the virtual tension and compression tests. The chapter includes details about the
samples generation techniques using spinodal decomposition by utilizing the phase field
method to produce bi-continuous NP-Au microstructures. Furthermore, the details of exploring
and quantifying the generated samples morphology along with their dimensions are presented.
Also, the relaxation technique used to ensure that the samples are in equilibrium state prior to
performing any atomistic simulation is presented. After that, the samples defect analysis and
surface stress analysis prior to any loading are presented. Finally, the effect of temperature on
the atomic displacement of atoms is discussed showing that the samples experience significant
displacement especially for the surface atoms when temperature is increased. Finally, the
details of the virtual tension and compression tests on the three utilized samples under different
strain rates and temperatures are discussed.

CHAPTER 3 presents and discusses the simulation results that are performed on three
samples with three different average ligament sizes in order to probe the effect of ligament size
on the elastic response, plastic response, and deformation mechanisms of NP-Au under uniaxial
compression and tension when subjected to strains in excess of 60 percent. This chapter
explores the full range of the material response under uniaxial loading, focusing on the
modifications to strain hardening under compression and ductility and delayed failure under
tension. It was found that the elastic modulus experiences a compression-tension asymmetry
that decreases with ligament size increase. Under compression, strain hardening is found to be
ligament size dependent. This size dependency can be explained by the coupling effect of the
change in surface area to solid volume ratio evolution and defects accumulation. Under tension,
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the material shows higher ductility with ligament size increase causing a delay in failure. This
is attributed to differences in dislocation density.

CHAPTER 4 presents and discusses the simulation results that are performed on one of the
samples when subjected to five different strain rates in order to investigate the effect of strain
rate on NP-Au under uniaxial loading up to large compressive and tensile strains (60% strain)
for strain rates in the range of 106 𝑎𝑛𝑑 109 𝑠 −1 . The simulation results show that the elastic
modulus is strain rate independent similar to that of bulk materials. Additionally, the yield
stress and its compression-tension asymmetry are strain rate dependent. Under compression,
strain hardening is found to be strain rate dependent, and it is controlled by the amount of
dislocation density for strain rates below 108 𝑠 −1; whereas, it is controlled by the coupling
effect of dislocation density and dislocation mobility for higher strain rates. Under tension, the
material shows higher ductility and softening with increasing strain rate. Also, the material
deformation and failing mechanisms change at strain rates exceeding 108 𝑠 −1 due to the
transition in dislocation activity within the ligaments.

CHAPTER 5 presents and discusses the simulation results that are performed on one of the
samples when tested at five different temperatures between 300K and 700K. The simulation
results show that while the elastic modulus and yield stress are temperature dependent, their
tension-compression asymmetries are not. Under both compression and tension, material
strength is controlled by surface stresses and dislocation mobility. However, the amount of
dislocation density required to plastically deform the material is found to be completely
temperature independent under tension, and becomes temperature dependent under
compression once there are sufficient amount of ligaments merging and collapse.

CHAPTER 6 presents and proposes a series of scaling laws by utilizing the results of this
work simulations in addition to the data collected from literature. The proposed scaling laws
6

are proposed to account for the effect of surface area to solid volume ratio, ligament size,
relative density, strain rate, and temperature in order to capture the elastic modulus, yield stress,
and ultimate stress under uniaxial loading. Moreover, a comparison between the proposed
model and existing scaling laws in the literature is presented.

CHAPTER 7 proposes a size, relative density, strain rate, and temperature dependent
dislocation based constitutive model that describes the plastic flow in NP-Au. The chapter
presents the proposed model utilizing the results and the data reported by the simulations
performed in the current work and as addressed in the previous chapters. The results of the
model and their accuracy compared to the simulation results are presented.
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CHAPTER 2. COMPUTATIONAL MODELING
2.1. Samples Generation and Morphology

The microstructures of nanoporous gold resemble structures associated with spinodal
decomposition [57], a process adequately described by means of phase-field methods [58,59],
methods based on Cahn’s equation [60,61], and even fully molecular dynamics methods based
on AgAu demixing [62]. In this work, the phase field method was used to produce a
bicontinuous structure of two phases, α and β, using a fourth order polynomial double well free
energy and an initial condition of a randomly perturbed concentration within the spinodal
region of the phase diagram. Time evolution of the system was performed according to the
Cahn-Hilliard equation using the MOOSE finite element simulation framework [63] until
spinodal decomposition had proceeded to the desired length scale. The finite element solution
was used as a template to be scaled and sampled over Au single crystal (FCC – Lattice spacing
(4.08 Å)) of different sizes so that all atoms located in phase α were removed to create pores,
with the nanoscale porous structure resulting from the remaining phase β atoms.

Three Au single crystals were generated through the aforementioned methodology. The
first one, is labeled as SS (Small Sample), with dimensions 100 x 100 x 100 lattice spacing (𝑎𝑜
= 4.08 Å) and {100}-oriented edges. The second one, is labeled as MS (Medium Sample), with
dimensions 200 x 200 x 200 lattice spacing and {100}-oriented edges. The third one, is labeled
as LS (Large Sample), with dimensions 400 x 400 x 400 lattice spacing and {100}-oriented
edges. The phase field template was applied ‘as-is’ to the first sample, while it was scaled by a
factor of 2 (on each direction) to the second sample and by a scale of 4 to the third sample. This
guarantees that all samples are self-similar, and they all have the same porosity and network

This chapter was previously published as M.H. Saffarini, G.Z. Voyiadjis, C.J. Ruestes, M. Yaghoobi,
Ligament size dependency of strain hardening and ductility in nanoporous gold, Comput. Mater. Sci. 186 (2021)
109920. doi:10.1016/j.commatsci.2020.109920. Reprinted by permission of Elsevier

8

connectivity as well. At the end of this process, sample SS contained ~2 million atoms, sample
MS contained ~16 million atoms, and sample LS contained ~120 million atoms.

After generation, the morphologies of the samples were characterized by means of
AQUAMI [64] in order to determine the ligament size distributions. AQUAMI is an open
source software that employs segmentation techniques to analyze scanning electron
microscopy (SEM) images of nanoporous metals [65]. It allows to automatically extract
features such as the mean feature dimensions, size distribution, and phase area fraction with
minimum user input. Therefore, the software is utilized to analyze the micrographs rendered
for the samples in hand. To that purpose, 10 different slices of thickness of 4 nm for SS, 8 nm
for MS and 16 nm for LS were taken, producing virtual micrographs that were analyzed using
AQUAMI. The results show that sample SS had an average ligament size of 6.4 nm, sample
MS had an average ligament size of 13.1 nm, and sample LS had an average ligament size of
25.6 nm. The simulation box in this work can be considered to be a representative volume
element (RVE) of a single crystalline foam and a volume whose dimensions are, on average,
10 x 10 x 10 ligament diameters. All samples have 50% porosity that is a relative density of
𝜑 = 0.5. Although most of the literature deals with NP-Au of lesser solid fractions, the election
of this specific relative density was based on the fact that there is evidence that the behavior of
NP-Au at such solid fraction is more likely to comply with Gibson-Ashby (G-A) scaling laws
and less likely to display anomalous compliance behavior [66,67], simplifying the analysis.

Figure 1.a shows a snapshot of the morphology of all the virtual self-similar NP-Au samples
that have been generated for the simulation with their surface reconstruction using the construct
surface mesh modifier in OVITO [68,69]. It can be seen that, despite differences in scale, the
samples look roughly the same on any scale, which complies with a simplified definition of
self-similarity [70]. In a quantitative way, self-similarity can be verified if the surface area to
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solid volume ratio (S/V) follows a linear behavior when plotted against the inverse of the
ligament diameter (1/d) [71]. In other words, S/V is related to 1/d through a linear relationship
such that 𝑆/𝑉 = 𝐶 ∗ (1/𝑑) where C is a proportionality constant. Figure 1.b shows the
relationship between surface area to solid volume ratio (S/V) and the ligament diameter (d).
The figure shows that the relation can be represented by 𝑆/𝑉 = 2.81/𝑑 which confirms that
the samples are self-similar as expected after using the same phase-field template on all
samples. The slope C=2.81 reported in this work is not general to nanoporous gold and it
depends on the sample preparation process (e.g. Farkas et al. [49] report on a value of 1.6 while
Beets et al. [71] report on a value of 2.56). For a detailed discussion on self-similarity in
nanoporous metals and its implications, the reader is referred to the works of Lilleodden and
co-workers [72–74].

Figure 1. a) Comparison between all simulated self-similar NP-Au samples morphologies, b)
Relationship between surface area to solid volume ratio (S/V) and Ligament Diameter (d)
2.2. Relaxation

The molecular dynamics simulations were performed using LAMMPS open source code
[75] with an EAM potential for gold [76]. Prior to simulating the mechanical tests, each sample
was energetically minimized by the conjugate gradient method with a condition of zero final
stress in each direction. Each sample was then thermally relaxed at 300K for 0.5ns at zero
10

pressure in an NPT ensemble. As a result, the relaxed samples at 300K had very small number
of stacking faults and twin boundaries where the total atom counts is 17,170 atoms in SS which
is 0.9% of the total number of atoms, 8,203 atoms in MS which is 0.1% of the total number of
atoms, and only 4 atoms in LS which can be considered as almost no existing faults. A
dislocation density of 1.063 ∗ 1015 /𝑚2 was found in SS, 1.515 ∗ 1013 /𝑚2 in MS, and zero
in LS. Those generated defects despite the absence of loading are observed experimentally
under TEM [66] and were reported in previous MD studies [49,66]. Figure 2 shows the planar
faults and dislocation densities in both small and medium samples after relaxation. It can be
seen that the planar faults and dislocation densities are present in lower amounts as the sample
size increases until they completely disappear for the large sample.

Figure 2. NP-Au after relaxation showing the planar faults (in red) and dislocation lines (in
green). Yellow designates the material surfaces and white is for the pores in (a) small
sample (SS) and (b) medium sample (MS).
For the other temperatures simulated in this work, the small sample temperature was
ramped from 300K to each of the temperatures considered over a time of 0.2ns. Finally, the
sample was thermally held for 2ns at each of those temperatures. The choice of the testing
temperatures was restricted to the range of 300K to 700K to minimize coarsening effects and
to avoid localized melting at the ligament surfaces. The melting temperature for the utilized
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EAM potential is approximately 1100K, and it has been shown that in the presence of free
surfaces, the melting temperature can experience a decrease [77]. Additionally, ligament
coarsening is the result of surface diffusion, a process that is difficult to capture by standard
MD simulations due to the difference in timescales, and the process is better captured by other
techniques, such as kinetic Monte Carlo simulations (KMC) [78] or modern extensions of MD
framework incorporating a kinetic diffusion law [79]. In fact, surface diffusion requires
performing simulations well above hundreds of nanoseconds to be able to capture such
phenomena; whereas, classical MD simulations timescale is in the span of few nanoseconds.
The 700K limit was found to maintain morphology and dimensional stability after relaxation,
as indicated by the automated ligament measurements using AQUAMI [64].

As a result of the relaxation process, few planar and linear defects were found (stacking
faults and dislocations) at each temperature. Table 1 shows the amount of defects that are
present in the sample at different temperatures prior to loading. The table shows the combined
atomic count in stacking fault (SF) and twin boundary (TB) planes as well as the total
dislocation density (TDD) that is generated in the sample.

Table 1. The amount of defects that is present in the sample at each temperature after
relaxation
Atom Count in

Percentage of the Atom Count in SF

TDD

SF and TB

and TB to the Total Number of Atoms

(*10¹⁴ m⁻²)

300

17,170

0.86

10.63

400

17,452

0.87

9.80

500

17,147

0.86

10.57

600

15,994

0.80

10.26

700

15,672

0.79

6.67

Temperature (K)
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2.3. Atomic Displacement

The temperature increase from 300K to each of the other temperatures activates atomic
displacement; and therefore, an assessment of that is required. As it will be seen later in this
work, the analysis performed in this section is found to affect the surface stress state which is
a major factor in controlling the material mechanical response and deformation mechanism.

To perform such analysis, first, the atoms are categorized according to the crystal structure
type they are part of (such as FCC or Surface) using the Common Neighbor Analysis (CNA)
and Construct Surface Mesh (CSM) algorithms in OVITO PRO [68]. Accordingly, the
displacement magnitude is calculated at every temperature by taking the relaxed sample at
300K as “the reference” configuration and the samples at each one of the remaining
temperatures as “the deformed” configurations. For each case, a histogram of the distribution
of the atomic count and their corresponding displacement magnitudes is extracted. After that,
the atomic counts in those histograms are converted to Fraction Percentage (FP) representing
the percentage of the atom count to the total number of the atoms in the corresponding category.
For example, for atoms in an FCC crystal structure at 400K, the FP is calculated such that 𝐹𝑃 =
𝐴𝑡𝑜𝑚 𝐶𝑜𝑢𝑛𝑡 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 𝑎𝑡 400𝐾
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝐶𝐶 𝑎𝑡𝑜𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚

. Table 2 shows the atom counts present in each crystal

structure type at each temperature before the start of the analysis. In agreement with Table 1,
Table 2 shows a decrease of the HCP atoms count, a signature of a lower amount of stacking
faults. It must be pointed out that the surface atoms (SA) are divided into two categories as
shown in Table 2. The first category represents the atoms on the ligaments outermost surface
as found by the Construct Surface Mesh algorithm. The algorithm identifies those surface
atoms that are needed to mesh the surface and establish the outer surface of the ligaments. This
prevents the algorithm from considering those atoms that correspond to the surface but they
are not exactly at the surface (inner SA) as shown by Figure 3.a.
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Table 2. Atomic Count for each category as identified by the CNA and CSM algorithms.
Temperature Total FCC Total HCP Outermost Inner SA
(K)
Atoms Count Atoms Count SA Count
Count
1,753,248
17,170
160,426
65,132
300

400
500
600
700

Total SA Count
(Outermost + Inner)
225,558

1,741,276

17,452

161,437

75,699

237,136

1,704,184

17,147

162,726

111,502

274,228

1,626,207

15,994

165,328

187,393

352,721

1,485,399

15,672

168,980

323,867

492,847

a

Figure 3. a) Different Surface Atoms (SA) categories as categorized by the CSM
algorithm. Histograms of the displacement magnitude distribution against the Fraction
Percentage (FP) for b) All Surface Atoms (SA) and c) Internal Atoms (IA).
Figure 3.b and Figure 3.c show the final resulting histograms produced by the
aforementioned analysis for the atoms present on the surface (SA) and the atoms inside the
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bulk of the ligaments (IA) at each of the temperatures simulated in this work. The analysis
presented in these figures clearly shows the activation of atomic displacement due to
temperature increase. It is observed that the peak of the curves shifts toward a higher
displacement magnitude with temperature increase indicating that the amount of atoms
experiencing high displacement magnitudes (almost more than 1.25 Å) increases with
temperature increase.

2.4. Surface Stresses

The surface stress state is defined as the stress state of each surface atom, whereas the
internal stress state is defined as the stress state of each atom in the ligament bulk. The analysis
of the stress state of the surface atoms and the internal bulk atoms to properly estimate the
competition between the two states is of extreme importance in understanding the deformation
behavior of NP-Au [49]. It is well established in the literature that the competition between the
two states; especially prior to any loading, is in one way or another related to several physical
phenomena observed in the material response [49,67,80]. Also, the stress state of the surface
atoms is a major controlling factor in making free surfaces as a major source for dislocations
nucleation [81,82]. As it will be seen throughout this work, the analysis presented in this section
will be used to explain several deformation mechanisms.

The analysis starts with calculating the per-atom stress tensor by using the virial theorem
[83]. Since LAMMPS reports pressure*volume for each atom, the atomic volume of the atoms
need to be calculated to be used to convert the reported results to per-atom stresses. For bulk,
non-porous crystals, the atomic volumes are often assumed equal, and are calculated by
considering the whole sample volume, dividing by the total number of atoms. Given the
presence of free surfaces, this assumption of equal volumes might be incorrect. To improve
this calculation, Voronoi tessellation was used by utilizing the Voro++ algorithm [84,85]
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implemented in Ovito, to calculate the atomic volumes. The atomic volumes calculated with
the Voronoi tessellation for non-surface atoms are within 1% of the theoretical atomic volume
obtained by dividing the volume of a gold unit cell by 4, giving an average volume per atom
of 17.1 𝑥10−3 𝑛𝑚3. The atomic volume corresponding to surface atoms proved to be larger,
with an average volume per atom of 22 𝑥10−3 𝑛𝑚3. Following that, the hydrostatic per-atom
1

𝑎𝑡𝑜𝑚 𝑖
𝑎𝑡𝑜𝑚 𝑖
𝑎𝑡𝑜𝑚 𝑖
𝑎𝑡𝑜𝑚 𝑖
stress (𝜎ℎ𝑦𝑑𝑟𝑜
= 3 (𝜎𝑥𝑥
+ 𝜎𝑦𝑦
+ 𝜎𝑧𝑧
)) was calculated.

2.4.1. Size Effect

The fact that the Small Sample (SS) displays a larger amount of dislocations and stacking
faults can be rationalized based on the stresses on the surface of the ligaments. The resulting
stress distributions are shown in Figure 4, which shows a histogram of internal and surface
atoms hydrostatic stresses. The results show that as the sample ligament size increases, also the
ratio of stress (R) increases.

Figure 4. Distribution of local atomic hydrostatic stress along the deformation axis. The
curves show histograms of stress distributions in the samples. R indicates the ratio of the
difference in atomic fraction for internal atoms versus surface atoms. Arrows indicate the
maximum atomic fraction which appears to correspond to hydrostatic stresses in the range of
0 to 0.5 GPa.
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For the relaxed samples, this analysis shows a tensile state of the atoms in the outermost
surface layer at around 4 GPa on the average. One notes that the peak tensile stress of the
surface atoms appears to be independent of the ligament diameter. On the other hand, the atoms
inside the ligaments show a more even, bell-shape distribution, with its center in the range of
0 – 0.5 GPa (maximum fraction indicated with arrows in Figure 4) with slightly longer tail on
compressive stresses (negative values). As it will be shown throughout this work, the
tension/compression asymmetry of the NP-Au samples gets reduced as the surface/volume
ratio decreases, mitigating the effect of the tensile state in the outermost surface by means of a
significant increase in the count of internal atoms that counterbalance the surface stresses. As
it will be seen throughout the text, the small sample shows the largest tension/compression
asymmetry, a characteristic that is linked to a larger fraction of atoms under tensile stress (red
curve), with internal atoms under slightly higher compressive stresses (blue curve). This
competition between surface stresses and internal stress, which is more marked for the SS, is
responsible for the nucleation of more dislocations in the SS compared to the two other
samples. This effect is ligament size dependent, since for even smaller ligament sizes (approx.
below 2 nm), it has been shown that surface stresses can induce mechanical instability
[58,59,86]. The relaxed structures of Figure 2.a are in agreement with previous studies [66].

2.4.2. Temperature Effect

Changing the temperature requires analyzing the surface stresses in a similar manner to
what is done to investigate the size effect. Figure 5.a shows the stress state distribution of the
internal atoms (IA) at different temperatures, and Figure 5.b shows the stress state distribution
of the surface atoms (SA) at different temperatures. For a better presentation, Figure 5.c shows
a comparison between the stress state distribution of SA and IA for the case of 300K. The
figures suggest three important observations, and they are:
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SA are mostly experiencing a tensile state with all peaks in the curves occurring at ~3.5
GPa. In fact, Table 3 shows the total atom count that are experiencing compressive and
tensile states for both SA and IA. It can be seen that most of SA experience tensile stress
state.



Distribution of IA show an almost even distribution of compressive states and tensile states
with all curves peaks occurring at stress in the range of 0 – 0.5 GPa. In fact, almost half of
IA are experiencing compressive state and the other half are experiencing tensile state as
shown in Table 3.



Despite the stress value corresponding to the peaks of the curves for both IA and SA
distributions being almost independent of temperature, the overall distribution is
temperature dependent.

Table 3. IA and SA counts experiencing compressive state and tensile state

Temperature (K)

Atom Count in Compressive State

Atom Count in Tensile State

(% of total number of atoms type)

(% of total number of atoms type)

IA

SA

IA

SA

300

949,463 (52%)

10,594 (7%)

885,971 (48%)

150,051 (93%)

400

903,177 (50%)

15,573 (10%)

931,326 (50%)

146,003 (90%)

500

864,150 (46%)

19,091 (12%)

1,007,172 (54%)

143,537 (88%)

600

858,960 (47%)

23,817 (14%)

971,837 (53%)

141,465 (86%)

700

829,892 (45%)

26,246 (16%)

997,534 (55%)

142,407 (84%)
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Figure 5. Histograms of local atomic hydrostatic stress distributions for a) Internal atoms
(IA) at all temperatures, b) Surface atoms (SA) at all temperatures, and c) Both internal atoms
(IA) and surface atoms (SA) at 300K.
The previous analysis shows that the stress state of the bulk atoms and surface atoms are
significantly affected by temperature change. In addition to that, it is important to quantify the
stress competition between the surface atoms and bulk atoms. In fact, this competition, mainly
between the tensile state of the surface atoms and the compressive state of the bulk atoms, is
the main objective that was highlighted at the beginning of this section. As it will be seen in
later sections, this competition is a major factor in controlling significant portion of the
observed physical phenomena. Figure 6.a shows a cross section across a typical ligament with
two distinctive colored bars displaying the distribution of the tensile stresses (yellow atoms) in
SA and compressive stresses (non-white atoms) in IA. It can be noticed that inside the ligament,
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most of the atoms that experience the compressive state are distributed in regions close to the
surface. This creates regions of high stress competition that affects dislocation nucleation
especially since those surfaces are major source for such activity.

To quantify this competition, two ratios will be calculated. The first is the ratio of the atomic
count of SA experiencing tensile stress state to the atomic count of IA experiencing
compressive state. For easy reference, this ratio is labeled as the TSCI Ratio and it is calculated
as 𝑇𝑆𝐶𝐼 𝑅𝑎𝑡𝑖𝑜 =

𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑆𝐴 𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑖𝑛𝑔 𝑡𝑒𝑛𝑠𝑖𝑙𝑒 𝑠𝑡𝑎𝑡𝑒
𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝐼𝐴 𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑖𝑛𝑔 𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑣𝑒 𝑠𝑡𝑎𝑡𝑒

. A ratio of 1.0 indicates that there is

an equivalent number of SA and IA that are experiencing equivalent but opposite stress states.
A ratio of zero indicates that there are no surface atoms experiencing that stress. The second is
the ratio of the atomic count of SA experiencing to the atomic count of IA at each stress state
of equivalent magnitude and direction. For easy reference, this ratio is labeled as the STI Ratio
and it is calculated as 𝑆𝑇𝐼 𝑅𝑎𝑡𝑖𝑜 =

𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝑆𝐴 𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑖𝑛𝑔 𝑋 𝑠𝑡𝑎𝑡𝑒

. A ratio of 1.0 at any

𝐶𝑜𝑢𝑛𝑡 𝑜𝑓 𝐼𝐴 𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑖𝑛𝑔 𝑠𝑎𝑚𝑒 𝑠𝑡𝑎𝑡𝑒 𝑎𝑠 𝑆𝐴

stress indicates that there is an equivalent number of SA and IA that are experiencing that
stress. A ratio of zero at any stress indicates that there are no surface atoms experiencing that
stress.

Figure 6.b and Figure 6.c show the distribution of both ratios against each stress magnitude.
It can be seen that both ratios are decreasing with temperature increase. The ratios decrease
means that the relative amount of SA that are competing with IA with opposite or similar stress
states is decreasing with temperature increase. This means that as temperature increases, the
stress competition decreases highlighting an observation that will be extremely important in
section 5.3.

20

Figure 6. a) Representation of the local atomic hydrostatic stress distributions internal atoms
(IA) and surface atoms (SA) at 300K, b) TSCI ratio at all temperatures showing the ratio of
tensile SA to compressive IA (x-axis is the absolute value of stress with each value
representing positive stress for SA and negative stress for IA), and c) STI ratio at all
temperatures showing the ratio of SA to IA with same stress state (tensile and compressive).
2.5. Virtual Tests

For each test simulated, a uniaxial strain was applied by scaling a simulation box in the
[001] direction at each time step, while maintaining 3D periodicity and zero stress in the two
other perpendicular directions in an NPT ensemble and having periodic boundary conditions
in all three directions.
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To study the size effect, the simulations were carried out on the three samples with different
average ligament sizes under a strain rate of 108 𝑠 −1 at 300K. The two smaller NP-Au samples
(SS and MS) were simulated up to 70% strain under compression, while the largest sample
(LS) was simulated up to 60% strain only due to limitations in the computational resources.
The high computational cost associated with the largest sample prevented its simulation up to
70% compressive strain. On the other hand, all samples were simulated up to 60% strain under
tension.

To study the strain rate effect, the Small Sample (SS) was simulated under uniaxial
compression and tension at five different strain rates of 106 𝑠 −1, 107 𝑠 −1, 108 𝑠 −1,
5 ∗ 108 𝑠 −1 , and 109 𝑠 −1 at room temperature (300K). The deformation of the simulation box
is displacement controlled such that different strain rates will achieve the same strain point at
different times. Therefore, 𝑆𝑣 ratio and relative density evolution versus strain are strain rate
independent as shown in Figure 7.b and Figure 7.c for the compression case. In other words, if
30% strain needs to be reached, the ligaments irrespective of the strain rate will merge such
that the same 𝑆𝑣 ratio and relative density are achieved at that point. This note will be important
later in this work when the deformation mechanism under compression and tension are
investigated.

To study the temperature effect, the Small Sample (SS) was simulated under uniaxial
compression and tension with loading rate of 108 𝑠 −1 and at temperatures of 300K, 400K,
500K, 600K, 700K up to 60% strain.

Simulated stress strain curves were obtained after computing stresses of the entire system
of atoms, including temperature effects and the virial theorem, as implemented in LAMMPS
[83], producing a global stress tensor. The components of the global stress tensor were used to
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compute a global von Mises stress (𝐽2 ) using Eq. (1), which was used to produce the stress
strain plots.

2

2

2 + 𝜎2 + 𝜎2 )
(𝜎𝑥𝑥 − 𝜎𝑦𝑦 ) + (𝜎𝑦𝑦 − 𝜎𝑧𝑧 ) + (𝜎𝑧𝑧 − 𝜎𝑥𝑥 )2 + 6(𝜎𝑥𝑦
𝑥𝑧
𝑦𝑧
√
𝐽2 =
2

(1)

Finally, the visualization and post-processing was performed using the OVITO software
and Crystal Analysis Tool [68,69,87–89].

Figure 7. Evolution of a) 𝑆𝑣 ratio, and b) relative density (φ) with strain under
compression.
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CHAPTER 3. SIZE EFFECT
3.1. Introduction

The mechanical properties of np-Au have been explored using a variety of techniques and
approaches, including pure experimental work [90–96], pure computer simulations [49,97–
100], a combination of both [50,101–103], or theoretical based modeling [104,105]. Moreover,
different material characteristics such as ligament size and relative density were investigated
in those studies to evaluate their effect on the material response. Leaving the relative density
aside, the ligament diameter is probably the most studied characteristic feature for this material.
Experimentally, it was shown that a relation between “the effective elastic modulus” and
ligament size exists [92,96]. Also, the fracture behavior in NP-Au is shown to be controlled by
the ligament size where it is found that hardness and yield strength change with changing
ligament size [90,91,93,106]. Computer simulations have also addressed the effect of size on
NP-Au response. Beets et al. [98] reported that yield stress and dislocation densities are
dependent on the ligament size. Additionally, Sun et al. and Biener et al. [97,101] pointed out
that the yield strength and the ultimate strength are dependent on the ligament size.

Although size effect has been of a major interest in the literature, the studies that isolate the
ligament size effect as the sole variable by testing self-similar samples with equivalent
porosities are very limited [98,102]. Actually, despite the work presented in the literature that
investigates the effect of size, to the best of the author knowledge, the literature lacks
systematic studies that explore the influence of ligament size on the response of nanoporous
gold up to large compressive and tensile strains while fixing the material’s porosity, network
connectivity, and pore distribution. Accordingly, this highlights the purpose of this chapter in

This chapter was previously published as M.H. Saffarini, G.Z. Voyiadjis, C.J. Ruestes, M. Yaghoobi,
Ligament size dependency of strain hardening and ductility in nanoporous gold, Comput. Mater. Sci. 186
(2021) 109920. Reprinted by permission of Elsevier.
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which the aim is to cover the full range of the elastic and plastic response under uniaxial
compression and tension for a wide range of ligament sizes. The chapter will present the results
of large scale atomistic simulations using molecular dynamics to explore a combination of high
strains and ligament sizes that were not studied previously by any atomistic simulation.
Nanoporous gold self-similar samples having the same porosity, network connectivity, pore
distribution but varying ligament size are modeled and tested to strains in excess of 60 percent
as shown in CHAPTER 2. This chapter presents a comprehensive investigation of the ligament
size effect on the elastic response, plastic response, and deformation mechanisms with a focus
on the influence on strain hardening under compression as well as tensile ductility and delayed
failure under tension.

3.2. Mechanical Response

Figure 8 shows the stress-strain curves for the compressive and tensile tests for the three
samples with the three different sizes. In general, they consist of an elastic regime and a plastic
regime. The physical phenomena presented by those curves are discussed in detail in the
following sections.

3.2.1. Elasticity

Figure 8.c shows a closer look at the linear part of the stress-strain curves under
compression and tension. In there, it is visually observed that the linear portion of each sample
ends at different strain points in the range of 2.5% strain to 4.5% strain. For consistency, the
elastic moduli were obtained from data up to 2% strain for all samples, and the values obtained
are shown in Figure 9.

The values reported in Figure 9 are in good agreement with the results obtained from
experiments and computer simulations in previous studies for ligament sizes and solid fractions
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close to the ones tested in this work. Experimentally, Volkert et al. [106] obtained a value of 7
GPa for ligament diameter of ~15 nm and porosity of 64% under compression. MD simulations
by Beets et al. [98] revealed a modulus of ~6.5 GPa under compression and ~8 GPa under
tension for samples with ligament diameter between 5.5 nm to 14.4 nm and porosity of 60%.

Figure 8. Stress-Strain Curve a) Under Compression loading, b) Under Tension loading,
and c) for combined loading up to a 10% strain
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Figure 9. Elastic Modulus for NP-Au Samples for both compression and tension loading
It is evident from Figure 9 that the elastic response is size dependent and the modulus
increases with size increase under both compression and tension. Similar behavior was found
in previous MD studies; the results reported by Sun et al. [97] revealed an increase in elastic
modulus from 3.41 GPa to 3.64 GPa for an increase in ligament size from 2.45nm to 4.08nm
at a porosity of 70% under tension only. The results reported by Beets et al. [98] on self-similar
samples with equivalent porosity and various ligament sizes between 5nm and 14nm apparently
display an increase in modulus for the sizes larger than 10nm under both compression and
tension.

On the other hand, there are experimental studies that revealed variation of elastic modulus
with ligament size [92,94–96,103]. Briot et al. [94] and Bürckert et al. [95] reported results of
elastic modulus under tension and compression, respectively. They have tested samples with
sizes in the range of 32.2nm – 65.3nm and porosity of 67% under tension [94], and they tested
ligament sizes in the range of 55.3nm – 197.6nm and porosity of 65% under compression [95].
Those studies did not produce results that conform to a specific trend between ligament size
and elastic modulus. In other words, there is no consistent increase or decrease in elastic
modulus with ligament size change. Badwe et al. [103] reported an increase in elastic modulus

27

from 3.1 GPa to 11.71 GPa under tension with the corresponding increase in ligament size for
ligaments in the range of 45nm – 762 nm and for various porosities in the range of 43% to
70%.

The calculated values in Figure 9 can be compared to predictions using G-A scaling relation
for the effective elastic modulus of open cell foams shown by Eq. 2 [1]:
𝜌 2
𝐸𝑒𝑓𝑓 = 𝐸𝑙𝑖𝑔 ( )
𝜌𝑠

(2)

where 𝐸𝑙𝑖𝑔 is the elastic modulus of individual ligaments and were obtained from the results
of MD simulations under tension for nanowires with the same average ligament diameter of
the NP-Au samples tested in this work following the same simulation protocols that were
utilized for the NP-Au samples. The results are condensed in Table 4.

Table 4. Elastic modulus comparison with G-A scaling law predictions
Sample ID
SS
MS
LS

Compression
𝑐𝑜𝑚𝑝
𝐸𝑒𝑓𝑓
(GPa)
6.25
6.90
7.70

Tension
(GPa)
8.25
8.80
9.20

𝑡𝑒𝑛
𝐸𝑒𝑓𝑓

𝒂𝒗𝒈

𝑬𝒍𝒊𝒈 (GPa)

G-A (GPa)

𝑬𝒆𝒇𝒇 /𝑬𝒍𝒊𝒈

26.6
27.5
28.3

6.67
6.89
7.08

0.273
0.284
0.299

Nanoporous gold compliance is known to vary anomalously with a solid fraction. However,
at a solid fraction like the one probed here, the data is compatible with G-A scaling law. This
is verified in the calculations presented in this work as compared to a summary of experimental
𝜌

data together with G-A predictions as shown by Jin et al. [67] in Figure 2.a and 2.b. For 𝜌 ≤
𝑠

0.3, NP-Au displays anomalously low compliance, or in other words, G-A scaling law
overestimates the effective elastic modulus compared to experiments and MD simulations
[66,67,107–109].
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The results obtained in this work reveal a variation of the elastic modulus with ligament
size, as expected [96], with a clear tension-compression asymmetry of the elastic modulus.
Such behavior is believed to be attributed to the superposition of three effects. Not only each
sample has different stress state due to the balance between internal stresses and surface
stresses as previously shown in Figure 4, but also has a different surface to solid volume ratio
as shown in Figure 1.b. Different specific surface area could influence the elastic modulus. In
addition to this, the samples have different ligament curvatures, which could also influence the
elastic behavior. For a detailed discussion on topological and morphological aspects of
nanoporous gold, the reader is referred to the review by Lilleodden and Voorhees [74] and the
references therein.

3.2.2. Onset of Plasticity

Table 5 reports the yield stress values for NP-Au samples and Nano-wires obtained using
the 0.2% offset method. Experimentally, yield stress of 100 MPa for ligament size of 15nm
and porosities in the range of 70% to 75% under compression is reported [106]. It is worth
mentioning that the different porosity and strain rate simulated in this work play big role in the
difference between the results of the experiments and the results reported either in here or in
any MD simulation in general. Reassuringly, MD simulations results reported by Beets et al.
[98,110] agree well with the results obtained in this work. They reported values in the range of
200 – 270 MPa under tension and 100 – 150 MPa under compression for ligament diameters
in the range of 5.5 nm – 14.4 nm for 60% porosity [98]. They also report a yield stress of 255
MPa under tension for a sample with 50% porosity and an average ligament size of 5.5 nm
[110]. Table 5 also shows the predictions of the G-A model obtained using Eq. 3 [3].
𝜌 𝑛
𝜎 = 𝐶1 𝜎𝑠 ( )
𝜌𝑠

(3)
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𝜌

where 𝐶1 is a constant equal to 0.3, 𝜌 is the relative density, n is an exponent equal to 1.5, and
𝑠

𝜎𝑠 is the yield strength of Au Nanowire with the same diameter as the average ligament size,
and tested under the same simulation protocol of the NP-Au samples.

Table 5. Yield stress results for all samples
Sample
ID (Avg
lig. Dia.
in nm)
SS (6.4)
MS (13.1)
LS (25.6)

Compression

Tension

Stress (MPa)

Stress (MPa)

Average
(MPa)

Asymmetry
(MPa)

Wire YS
(MPa)

G-A
(MPa)

190
200
215

390
340
310

290
270
262

200
140
95

2250
2300
2400

238
243
254

Data shown in Table 5 allows for discussion. Previous work by Hodge et al. [22] has shown
the necessity to modify the standard G-A equations (where 𝜎𝑠 would correspond to that of bulk
Au) to consider nanoscale effects. In this work, that was accomplished by obtaining 𝜎𝑠 after
simulating Au nanowires of the same diameters as the average ligament sizes of the NP-Au.
Provided that the yield strength 𝜎𝑠 of the nanowires is considered in predicting the G-A yield
strength using Eq. 3, the difference between the G-A predicted value and the average over
tension and compression is decreasing with ligament size increase. The difference is found to
be 62 MPa for SS, 27 MPa for MS, and 6 MPa for LS. Also, Table 5 shows that the yield stress
under compression increases with ligament size increase while the opposite is true for tension.
This is caused by the tension/compression asymmetry, which is decreasing with increasing
ligament size as shown in Table 5. Tension-compression asymmetry has been reported in MD
studies of nanowires [111]. Also, it was reported by Farkas and co-workers in MD studies of
NP-Au [29,30] and later verified experimentally by Weissmüller and co-workers [35, 54]. The
explanation provided by Farkas and co-workers point to the surface-induced stress as the
driving force for this asymmetry. Figure 4 shows the distribution and variation in the ratio of
internal to surface stress for the three samples. Local stresses in the outermost surface layer are
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tensile in general whereas the interior of the ligaments experience compressive stresses in
compensation. The surface-induced compressive stresses are larger for the sample with the
smallest ligament size. These compressive stresses are then superimposed over the stresses due
to the applied loading. Therefore, the stress state of the un-deformed foam favors yielding in
compression rather than yielding in tension. As the ligament size increases, the competition
between surface tensile stresses and internal compressive stresses decay as suggested in Figure
4 and so does the asymmetry shown in Table 5.

A different explanation for the tension-compression asymmetry has been provided by
Mameka et al. [59] based on surface tension, an energy excess per area of surface. Even though
Figure 4 points to surface stresses as the reason for the asymmetry, it cannot be discarded that
surface tension (in other words surface energy) [67] might also be the reason for the observed
behavior.

3.2.3. Plasticity under Compression

The plastic response of conventional open-cell metal foams typically exhibits a long
plateau, associated with localized failure events, followed by a densification regime where
stress rises steeply as most of the pores collapse [1]. For nanoporous metals, however, that is
often not the case [67,112]. The plastic plateau observed in conventional metal foams may in
turn be replaced by a strain hardening regime, while the onset of densification is hard to
determine as the material undergoes different degrees of densification right after yielding.

Previous works had relied on the evolution of the surface area per solid volume ratio to
characterize the response of NP-Au after yielding [26,66]. The determination of the surface
area and solid volume is straightforward by using OVITO [68] and its built-in construct surface
mesh algorithm [68,69,89]. In short, the algorithm makes use of the concept of a virtual probe
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sphere of finite size (4 nm in this study), that is used to define the accessible spatial volume
(i.e. empty space, pores), the inaccessible volume (the solid phase, the ligament network) and
the separating surface between the two. Figure 11.a presents the evolution of surface area per
solid volume ratio for the three samples under compression. The data partly confirms previous
findings that compression entails a certain degree of densification [66], as there is a continuous
decrease of surface area during compression. Also, the obtained data reveal that the evolution
of this ratio depends on the ligament size, as the small sample undergoes a steeper decrease of
its volume-specific surface area compared to the large sample, with medium sample displaying
an intermediate behavior.

For the sake of simplicity in discussing the results, the plastic response under compression
will be divided into two regimes: a regime dominated by plastic yielding (plastic yielding
dominated regime abbreviated by PYDR) and a regime dominated by the effects of
densification (densification dominated regime abbreviated by DDR) as shown in Figure 10.
The plastic yielding regime initiates at yield point and extends until stresses start to increase
steeply in a monotonic way at which response becomes dominated by densification. The
transition point between these two regimes was selected based on the computation of the
evolution of the surface area to solid volume ratio shown in Figure 11.a and the corresponding
rate of change shown in Figure 11.b. The transition was considered to occur at a strain in the
range where the slope of the rate of change of S/V starts getting steeper compared to earlier
stages of plasticity. As a result, the strain for the transition between these two regimes
corresponds to 0.22 ≤ 𝜀𝑇 ≤ 0.27 for the small sample, 0.27 ≤ 𝜀𝑇 ≤ 0.32 for the medium
sample, 0.32 ≤ 𝜀𝑇 ≤ 0.37 for the large sample. Such strain ranges are consistent with the
exponential increase of stress in the stress-strain plots shown in Figure 10.
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It should be noted that these regimes are not equivalent to the regimes observed and
reported on the continuum scale in the behavior of porous materials under compression as
addressed by Gibson and Ashby [1]. In other words, the PYDR regime is not equivalent to the
plateau regime and the DDR is not equivalent to the densification regime. Accordingly and
because the densification of nanoporous metals starts immediately after yielding, 𝜀𝑇 should not
be considered as the onset of densification. Instead, it should be considered as an indicative
strain at which the cumulative effect of densification at earlier times has built up to an extent
that dominates the plastic response of the material.

Figure 10. Plastic response regimes in the stress–strain curves for a) Small Sample (SS), b)
Medium Sample (MS), and c) Large Sample (LS). Plastic yielding dominated regime
abbreviated by PYDR and densification dominated regime abbreviated by DDR
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Figure 11. a) Surface Area / Solid Volume Ratio (S/V) evolution, and b) its rate of
change under compression loading for Small Sample (SS), Medium Sample (MS), and Large
Sample (LS). c) Relative density evolution with strain throughout the plastic deformation
process for the three samples under compression. d) Stress - Relative Density plot under
compression loading for the three samples.
It can be concluded from Figure 8.a that throughout the plastic response including both
regimes (PYDR and DDR), smaller samples require higher stress values than larger samples to
achieve the same strain. Moreover, Figure 11.c reveals that at any strain point, smaller samples
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achieve higher relative density than larger samples implying that smaller sample ligaments
collapse and merge earlier than larger sample ligaments leading to earlier densification and a
faster reduction in S/V ratio for smaller samples. In other words, if 50% of the original length
needs to be reached under compression, the smaller samples will require higher stresses to be
applied and the ligaments will merge faster achieving higher relative density. This explains
why smaller samples when compared to larger samples show increased strain hardening
response with earlier transition between PYDR and DDR. This behavior will be referred to as
the “early densification effect” from now onwards throughout the text.

Additionally, Figure 11.d, which shows the stress-relative density relation for the three
samples, confirms the previous observations. It can be concluded from the figure that the
smaller samples require higher stress values to achieve the same relative density when
compared to larger samples. This means that achieving a specific relative density in smaller
samples require higher stress values. However, the figure shows that at relative density of 0.75
which corresponds to the strain point of ~55%, the MS sample shows higher strength reversing
the response discussed earlier. Although LS was not modeled beyond relative density of 0.75,
the trend in LS stress-strain curve can be seen to potentially follow the same response. It is
believed that at this point, the material transforms from being a bicontinuous open-cell foam to
behaving as a closed-cell foam (bulk material with some voids). This is due to the fact that a
significant amount of the ligaments collapsed and merged turning the sample into a closed cell
foam rather than an open cell foam. All in all, the samples remain nanoporous up to a very
large compressive strain because they still contain many voids within but the bicontinuous
structure is lost at that point. In this regard, Figure 12 shows the ligaments network (in gold)
and the void network (in white) status inside the three samples at intervals of 10% strains
starting from original unloaded state until the end of the modeled plastic deformation. It can be
seen that most of the sample ligaments collapsed and merged but still contain voids even at the
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end of the loading process. Also, it can be noticed that the void network vanishes as the loading

LS

MS

SS

continues leading to the disruption in its geometrical continuity at 55% strain.

Figure 12. Small sample (SS), medium sample (MS), and large sample (LS) ligaments
network (in gold) and void network (in white) under compression at ~10% strain intervals
starting from unloaded state to the end of the deformation process.
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3.2.4. Plasticity under Tension

The tensile plastic response shown earlier in Figure 8.b breaks down into three regimes as
shown in Figure 13.a and Figure 13.b. First is the plastic yielding regime (PYR), which starts
at yield point and ends at the point of steep drop which will be labeled from now onwards as
the “onset of ligaments decay”. The point of ligaments decay marks the instance when a “Major
Necking” in a group of ligaments occurs for the first time in the sample and is proposed to be
the point that defines this steep drop in the stress-strain curve. However, the material still
maintains most of its ultimate strength for a while until it initiates the second regime.

Second regime is the ligaments decay regime (LDR), which starts with the onset of
ligaments decay and ends at the “onset of total failure.” This regime represents the phase in
which ligaments experience necking and fracture. The “onset of total failure” marks the
instance when enough number of ligaments breaks leading to a complete rupture of the sample.

Third regime is the total material failure regime (TMFR), which starts at the onset of total
material failure and is captured by a plastic plateau in the stress-strain curve. During this
regime, the material response represents a complete rupture in the majority or all of the
ligaments. Quantitatively speaking, the plastic response regimes stress and strain limits are
shown in Table 6.

Table 6. Stresses and Strains at Onset of Ligaments Decay and Onset of Total Failure
Sample ID
SS
MS
LS

Onset of Ligaments Decay
Stress (MPa)
Strain
310
0.21
200
0.37
Not Applicable
Not Applicable

Onset of Total Failure
Stress (MPa)
Strain
40
0.41
60
0.52
Not Applicable
Not Applicable

Interestingly, LS plastic response was different because it only initiated the first regime
while the remaining regimes did not initiate for the loading range modeled as explicitly shown
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in Figure 8.c and Figure 13.c. In other words, LS did not experience a major break or necking
in its ligaments and consequently did not have the steep drop in its stress-strain curve or the
subsequent regime of complete failure as shown in the figures. Figure 13.c shows LS state at
the end of the loading range simulated in this work compared to SS and MS at their
corresponding regimes initiation points. The figure shows that LS integrity is maintained where
no major breaks or necking in the ligaments occurred even at 60% strain value. However, the
state of the sample at 60% strain implies that the sample is very close to initiate the second
regime. Compared to that, the figure shows SS and MS at the onset of ligaments decay and at
the onset of total failure. Compared to the state at yield point, the ligaments rupture and necking
can be easily identified. Additionally, the complete rupture of almost all the ligament can be
seen at the onset of total failure for both SS and MS. Generally, throughout the tensile plastic
response, the material shows a failing and rupturing response with no sign of hardening at any
point. The delayed ligaments decay in LS and consequently the sample failure can be better
explained through the relatively much lower dislocation density observed in LS compared to
the densities observed in SS and MS. This is discussed in more details later in this section.

Apparently and in light of the fact that the material integrity is heavily compromised in the
second and third regimes, material utilization in real life applications shall avoid such
conditions. Therefore, it is reasonable to ignore evaluating the material response in those
regimes and focus all the attention toward the first regime. Therefore, in this context, it is
reasonable to only compare the first regime of the three samples especially that LS did not
initiate the second and third regimes.
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Figure 13. Plastic Response Regimes for a) Small Sample (SS) and b) Medium Sample
(MS) stress-strain curves under tension, and c) the Relative Density – Stress curves for all
samples under tension with 3D view screenshots at the onset of each regime (White is the
surface of ligaments and Gold is the inner part of the ligaments)
Considering the first regime, it can be safe to say that the larger samples are more ductile
under tension. As an example, it can be seen that the ultimate stress is higher for smaller
ligaments. This can be also noted by realizing that as suggested by Figure 13.c, to achieve a
specific relative density, the smaller samples require higher stress values making it more
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difficult to deform. It is noted that as the ligament size increases, ductility increases whereas
the strength decreases. This, in turn, influences toughness. The size effect on ductility, strength,
and toughness can be explained through the interaction of dislocations as discussed later in this
section.

3.3. Deformation Mechanism
3.3.1. Compression

Strain hardening in NP-Au is not only due to early densification effects, but also due to
dislocation accumulation. Experimentally, dislocation accumulation in NP-Au had been
observed by transmission electron microscopy by Dou and Derby [113,114], while electron
back-scatter diffraction (EBSD) images by Jin et al. suggest the same [112]. Computationally,
dislocation accumulation had been reported by previous MD studies [66,115] and it was also
indirectly evidenced in finite element studies [109].

Compression produces a continuous increase of dislocation density as dislocations
accumulate continuously, with Shockley partials being the predominant type of dislocations.
Similar trends are observed for the planar defects count presented in Figure 14.a and Figure
14.b, showing the atom counts that are present in stacking faults planes (SF) and twin planes
as a percentage of the total number of atoms in each sample. The behavior of SF count is not
unexpected, as they are left behind as leading Shockley partials slip through the ligaments.
Similar observation corresponds to twinning, that is a monotonous increase in twin fraction,
albeit at a lower rate compared to the SF count and towards a saturation fraction of around 5%.

Figure 14.c and Figure 14.d shows the evolution of dislocation density during compression
with respect to strain. In general, one would expect that a dislocation nucleates at a surface and
then travels within the ligament until it escapes again at another surface, leaving behind a
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stacking fault, and therefore, the first assumption is to expect a dislocation starvation scenario
[116]. However, that is not the case. As revealed by Figure 10.c and Figure 14.d, dislocation
density increases monotonically, pointing to a dislocation accumulation scenario as expected
after previous experimental [109,112] and atomistic studies [66,115]. During the plastic
yielding-dominated regime, dislocation density rises steeply, while volume-specific surface
area decreases moderately for the small sample and marginally for the large sample. After the
strain of transition and during the densification-dominated regime, dislocation density keeps
increasing almost linearly (Figure 14.c and Figure 14.d), whereas the volume-specific surface
area decreases steeply (Figure 11.a). Figure 14.e shows Stress-Dislocation Density Relation for
total dislocations and Shockley Partials. These, together with Figure 11.a. show that the smaller
samples experience a steeper decrease of the surface area to volume ratio at the expense of a
higher rate of dislocation nucleation, propagation, and multiplication. Upon densification, the
response starts to reverse making larger samples achieve higher stress values for a specific
dislocation density. This explains that samples eventually reverse response in the stress strain
curve in the late stages of densification during which the smaller is stronger effect starts to
vanish.

All in all, the ligament size has a decisive role in the post-yielding behavior of NP-Au, not
only by influencing the degree of strain hardening, but also dictating the strain at which the
plastic response switches from a plastic yielding-dominated regime to a densificationdominated regime. This can, in turn, be interpreted from a deformation mechanism point of
view, highlighting the coupling effect between densification and defect accumulation and
interaction as the effect responsible for the size effect seen on strain hardening and the plastic
response of the NP-Au samples.
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Figure 14. Percentage of number of atoms as a fraction of the total number of atoms
present in each sample in a) Stacking Faults (SF) planes and b) Twin planes. Dislocation
density evolution under compression for c) Total Dislocations and d) Shockley Partials
Dislocations. e) Stress-Dislocation Density Relation for Total Dislocations under
compression
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First three rows of Error! Reference source not found. show the dislocation density inside
the ligaments at 20%, 40%, and 60% strains respectively for the three NP-Au samples. Fourth
row of Error! Reference source not found. shows a zoomed in view for the dislocation
density inside typical ligaments in each of the three NP-Au samples. The figure supports the
observations discussed earlier and clearly shows that density is lower for larger sample. It also
shows the accumulation of dislocations within the ligaments during the deformation process.

Small
Sample
(SS)

Medium
Sample
(MS)

Figure 15. Dislocation evolution within small sample (SS - first row), medium sample (MS
- second row), and large sample (LS - third row) at intervals of 20% strain. Fourth row
shows zoomed in view inside a typical ligament in SS, MS, and LS at 60% strains
respectively. The legend is:
Shockley Partials
Perfect
Frank Partials Hirth
Partials Stair Rod Other.
(fig. cont’d.)
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Large
Sample
(LS)

Inside a
typical
ligament
at 60%

3.3.2. Tension

Similar to the compression scenario, the same types of dislocations are observed with
Shockley partials being the dominant type. Figure 16.c and Figure 16.d show the total
dislocation density and the Shockley Partials density in all samples. The data show that the
density is maximum at the end of the first regime of the plastic response at which the ligaments
decay is initiated. At that point, Shockley Partials make ~80% of the total dislocations density,
Stair Rods make less than 5% whereas Hirth Partials, Perfect Dislocations, and Frank Partials
make ~2%. The remaining 7% is for dislocations that do not belong to any type. Looking at
Figure 16.c and Figure 16.d, a similar behavior to the SF is observed where smaller samples
show higher dislocation density. In addition, the rate of increase of dislocations is high during
the first regime followed by a steady state of density decrease but at a very low rate until failure
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is initiated. The process starts once plasticity is initiated at which dislocations start to nucleate
and move at a high rate leaving behind SF and Twin faults at the same rate until a major break
takes place. Once the ligaments decay is initiated, dislocation motion is restricted to the
available ones without nucleating new ones. In all cases, LS sample has much less density
when compared to the other two samples. This explains why LS did not experience the failure
that SS and MS experienced. It is the fact that the sample did not have high enough dislocation
density that can trigger the failure of the material. Under the same load application rate, LS
actually experienced, relatively, significantly low dislocation density. This also explains the
increased ductility with increase ligament size. On the other hand, Figure 16.e shows StressDislocation Density Relation for total dislocations and Shockley Partials. It is noted that at
specific dislocation density, smaller samples require higher stress values. This means that
smaller ligaments that have the same dislocation density as the larger ligaments can achieve
this at higher stress values. This means that the smaller ligaments are stronger and require
higher stress to nucleate dislocations within themselves explaining why smaller samples are
stronger as noted earlier in this section.

Similar to the compression scenario, SF are the dominant planar defect throughout the
plastic deformation. Figure 16.a and Figure 16.b show the atom counts that are present in all
types of stacking faults planes (SF) and twin planes as a percentage of the total number of
atoms in each sample under tension.

It can be seen from Figure 16.a and Figure 16.b that smaller samples have higher fraction
percentage of SF in agreement with dislocation density computation. In each sample, the SF
percentage increases at a high rate up until the onset of ligaments decay after which the rate
slows down until the fraction becomes steady. However, this does not apply to LS for which
the SF and Twin faults keep increasing at the same rate explaining why the sample did not
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reach the onset of ligaments decay; and thus, did not experience failure as the case with SS and
MS. As defined earlier, the point of ligaments decay marks the instance at which a major failure
in a group of ligaments occur. This means that after this point, the material starts to exhibit a
failure mode which leads to the material degradation and ligaments rupture at random rate
within the system. Therefore, the increase rate in the faults percentage slows down once this
point is reached. Once the total failure is initiated, the ligaments are completely ruptured and
therefore, there is no additional SF or Twins that are formed. A similar observation can be
noted when investigating the dislocation results in Figure 16.c and Figure 16.d, where
dislocation density stabilizes in a rather constant value after ligament rupture. Overall, the twin
faults show similar behavior to that observed for the SF. Moreover, unlike the compression
scenario before 15% strain point, the percentage of atoms present in SF is relatively much
higher than the percentage of atoms that are present in Twin faults. That means, under tension,
the formation of Twin faults is not favorable in the beginning of the plastic deformation as the
case with the compression scenario.

Figure 17 shows the faults evolution within the ligament for the medium sample (MS) and
the large sample (LS). The figure shows the underlying reason for increased ductility as
ligament size increases. For the sample with small ligament size and medium ligament size,
the summation of subsequent slip events is enough to produce the necessary concentration of
localized strain to produce necking and failure. As the structure is further deformed, the
aforementioned necked ligaments quickly start to fail, leading to stress concentration in their
neighboring ligaments, thus promoting their necking and failure too, in agreement with the
literature [97]. Fractured samples display similarities with the ones presented by Guillote et al.
[62]. In contrast, although the large sample also experiences a significant amount of plasticity,
slip events were not sufficient to produce the necessary localized strain to produce such an
amount of ligament failure that could lead to fracture.
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While ductile behavior under tension has also been reported on MD studies of NP-Au for
ligament sizes in the range of ~2nm to ~4nm and up to 30% strain, experimental tensile tests
at the macroscale show that NP-Au displays brittle behavior [94]. These findings, contradictory
at first glance, can be reconciled by means of transmission electron microscopy of in situ tensile
experiments [117]. Such investigations confirm that at the nanoscale, NP-Au ligaments fail in
a ductile manner, with significant plastic elongation, as in the simulated tests conducted in this
work.
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Figure 16. Percentage of number of atoms as a fraction of the total number of atoms
present in each sample in a) Stacking Faults (SF) planes and b) Twin planes. Dislocation
density evolution under tension for c) Total Dislocations and d) Shockley Partials
Dislocations. e) Stress-Dislocation Density Relationship under tension for Total
Dislocations
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Medium
Sample (MS)

Figure 17. Faults State for MS and LS at intervals of 10% strain from
unloaded state to 60% strain under Tension.
FCC

HCP (Stacking Faults and Twin Boundaries)
Atoms)

Other (Mainly Surface

(fig. cont’d.)
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CHAPTER 4. STRAIN RATE EFFECT
4.1. Introduction

Despite its importance, the experimental studies that investigate the effect of high or
extreme loading rates on Metallic nano-foams are very limited due to the extremely challenging
task to achieve such loading rates. Therefore, computer simulations are used because they
provide the benefit of simulating very high strain rates through the use of molecular dynamics
(MD) simulations. However, the strain rates investigated in several MD studies in the literature
are very high and in the range of 108 𝑠 −1 to 109 𝑠 −1 due to the limitations on the computational
resources that are needed to achieve lower strain rates. Even with the couple of available studies
that achieve strain rate of 107 𝑠 −1 , they are done for very small samples with several thousands
of atoms [118]. This increases the gap between experiments and MD simulations. Accordingly,
this work investigates strain rates that are as low as 106 𝑠 −1 and as high as those usually
simulated in similar MD studies (109 𝑠 −1 ) for a sample with several million atoms in order to
present a comprehensive assessment of the strain rate effect on the material’s response under
uniaxial loading.

As for nanoporous metals such as nanoporous gold (NP-Au), Ruestes et al. [36] reported a
comprehensive assessment of the loading rate effect under nanoindentation using MD
simulations by investigating the mechanical response and deformation mechanism when the
material is subjected to various penetration speeds. They report penetration speeds as low as 1
m/s and as high as 100 m/s with a comprehensive and detailed assessment of the mechanical
response and defects interaction. On the other hand, uniaxial loadings using MD simulations
provide information about stiffness, yield strength, ultimate strength, bulk plasticity, failing

This chapter was previously published as G.Z. Voyiadjis, M.H. Saffarini, C.J. Ruestes, Characterization of
the Strain Rate Effect under Uniaxial Loading for Nanoporous Gold, Comput. Mater. Sci. (2021). Reprinted by
permission of Elsevier.
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mechanisms, and ductility [80,115]. To the best of the author knowledge, Yildiz et al. [43] is
the only study that investigates the effect of strain rate on NP-Au under uniaxial loading. They
report the results of a molecular dynamics simulation for both single crystalline and
polycrystalline with less than a million atoms, for very high strain rates (between
5 ∗ 108 and 4 ∗ 109 𝑠 −1 ), and focusing on the evaluation of the mechanical response of the
material with little light shed on the deformation mechanism. Accordingly, this chapter
presents and discusses the results of the simulations discussed in CHAPTER 2. The aim is to
cover the strain rate effect on the elastic and plastic response of NP-Au under uniaxial
compression and tension by using molecular dynamics (MD). The simulations explore a
combination of high compressive and tensile strains and various strain rates that were not
studied previously by any atomistic simulation. To achieve that, the small NP-Au sample that
has an average ligament size of 6.4nm and 50% relative density is tested under strain rates of
106 𝑠 −1, 107 𝑠 −1, 108 𝑠 −1, 5 ∗ 108 𝑠 −1 , and 109 𝑠 −1 . The chapter presents a comprehensive
investigation of the strain rate effect on the response of NP-Au.

4.2. Mechanical Response
Figure 18 shows the stress-strain curves at various strain rates (𝜀̇) simulated for both
compression and tension. The following sections discuss the phenomena behind those curves.

4.2.1. Elasticity

For consistency, the elastic modulus (𝐸𝑛𝑝 ) was obtained from data up to the proportionality
limit (PL), which is defined as the limit of the linear range in the stress-strain curve. The results
for the PL strains and stresses as well as 𝐸𝑛𝑝 are shown in Table 7. Experimentally under quasistatic loading (Strain rate in the range of 10−6 𝑠 −1 – 10−2 𝑠 −1), Volkert et al. [106] obtained a
value of 7 GPa under compression for a sample with L=15 nm and 𝜑 = 0.33. Also, Xia et al.
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[119] reported a modulus of 12.5 GPa under tension for a sample with L=10 nm and 𝜑 = 0.3.
MD simulations utilizing high rate deformation of 3 ∗ 108 𝑠 −1 , Beets et al. [98] reported a
modulus of ~6.5 GPa under compression and tension for a sample with L=6.9 nm and 𝜑 = 0.4.
Recently, Yildiz et al. [43] reported elastic modulus for single crystalline NP-Au as well as
polycrystalline NP-Au under tension and compression for samples with 𝜑 = 0.44 and under
strain rates between 5 ∗ 108 and 4 ∗ 109 𝑠 −1 . Unfortunately, they do not report the average
ligament size of their sample; and for simplicity, it is assumed to be of a size equivalent to the
size of the grains they reported for their polycrystalline NP-Au. Accordingly, the average
ligament size is in the range of 10 nm to 15 nm. Under tension, they reported an elastic modulus
between 9.9 GPa and 10.7 GPa for the single crystalline NP-Au; whereas, values between 7
GPa and 9.3 GPa were reported for the polycrystalline NP-Au samples. Under compression,
they report an elastic modulus between 8 GPa and 10.5 GPa for the single crystalline NP-Au;
whereas, values between 7 GPa and 10.5 GPa for the polycrystalline NP-Au were reported.
The results in this work agree well with the literature values when keeping in mind the
difference in ligament size and relative density plays a big role in the observed differences.

Figure 18. Stress-Strain curves at different strain rates under a) Compression and b)
Tension
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The data in Table 7 show that the change in modulus fluctuates around ~8.35±0.15 GPa
under tension (~±2.0%); whereas, it fluctuates around ~6.25±0.05 GPa under compression
(~±1.0%). Therefore, it is reasonable to say that the elastic modulus does not experience strain
rate dependency under both compression and tension. This strain rate independency is
understood when observing the variation of the PL strains and stresses. The material
experiences an increase in the PL limits with increasing the strain rate under both compression
and tension keeping the elastic modulus at very close values despite the significant increase in
strain rate from 106 𝑡𝑜 109 𝑠 −1. Quantitatively speaking, the material experiences an increase
of ~30% and ~50% in the PL stresses under compression and tension; respectively.

Table 7. Strains and stresses at proportionality limit (PL) and the elastic modulus (𝐸𝑛𝑝 )
under compression and tension for the different strain rates simulated.

Tension

Compression

Strain Rate (𝑠 −1 )

𝟏𝟎𝟔

𝟏𝟎𝟕

𝟏𝟎𝟖

𝟓 ∗ 𝟏𝟎𝟖

𝟏𝟎𝟗

Proportionality

Strain (%)

2.60

2.90

3.05

3.15

3.20

Limit

Stress (MPa)

165

175

190

205

210

6.35

6.20

6.25

6.30

6.20

𝐶𝑜𝑚𝑝

𝐸𝑛𝑝

(GPa)

Proportionality

Strain (%)

3.67

4.20

4.66

5.10

5.20

Limit

Stress (MPa)

300

335

370

420

440

8.25

8.20

8.25

8.40

8.55

𝑇𝑒𝑛
𝐸𝑛𝑝
(GPa)

4.2.2. Onset of Plasticity
Table 5 reports the yield stress of the NP-Au sample (𝜎𝑛𝑝 ) under different strain rates using
the 0.2% offset method under both compression and tension. Experimentally, under Strain rate
in the range of 10−6 − 10−2 𝑠 −1, yield stress of 100 MPa for L=15 nm under compression and
60 MPa for L=10 nm under tension with 𝜑 in the range of 0.3 to 0.33 were reported [106,119].
MD simulations by Yildiz et al. [43] on the same samples mentioned in section 4.2.1 report
yield strength values between 154 and 207 MPa for single crystalline NP-Au and values
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between 67 MPa and 230 MPa under compression. Under tension, they report values 350 MPa
and 420 MPa for the single crystalline NP-Au and values between 190 MPa and 360 MPa for
the polycrystalline NP-Au. Accordingly, the results in this work agree well with the literature
values when keeping in mind the difference in ligament size, relative density, and strain rate
which play an important role in the observed differences.

Tension

Compression

Table 8. Yield point results for all samples
Strain Rate (𝑠 −1 )

𝟏𝟎𝟔

𝟏𝟎𝟕

𝟏𝟎𝟖

𝟓 ∗ 𝟏𝟎𝟖

𝟏𝟎𝟗

Strain (%)

2.85

3.1

3.35

3.65

4.05

𝐶𝑜𝑚𝑝
𝜎𝑛𝑝
(MPa)

165

180

200

220

240

Strain (%)

3.91

4.42

4.75

5.20

5.55

𝑇𝑒𝑛
𝜎𝑛𝑝
(MPa)

315

345

380

420

455

135

165

180

200

210

𝐶𝑜𝑚𝑝
𝑇𝑒𝑛
Asymmetry (𝜎𝑛𝑝
− 𝜎𝑛𝑝
) (MPa)

Unlike the elastic modulus, the increase in strain rate affects the yield strength by Table 5
similar to what is observed in bulk materials. The yield strength increased by ~40% and ~50%
when the strain rate increased from 106 𝑠 −1 to 109 𝑠 −1 under compression and tension;
respectively. Basically, the material shows higher strength when subjected to increased rate of
load application. Additionally, the variation in the yield point strain shows that the onset of
plasticity is strain rate dependent. This means that the material shows higher elastic limit when
the rate of load application is increased. Finally, the asymmetry, which is the difference
between the yield strength values under compression and tension, increases by 60% when the
strain rate increased from 106 𝑠 −1 to 109 𝑠 −1 . In other words, it can be that at very low strain
rate, the asymmetry becomes very low. However, there are no reported experimental values in
the literature for the asymmetry in NP-Au at low strain rates to compare with the reported
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results in here. A thorough review of tension compression asymmetry is out of the scope of this
work and the reader is referred to the work of Farkas and coworkers and Mameka and
coworkers [25,26,49,71,120] for a comprehensive understanding of the phenomena. It must be
emphasized that the tension compression asymmetry appears to be strain rate dependent (See
Table 2).

4.2.3. Plasticity under Compression

It was shown in section 3.2.3 that the plastic response under compression can be divided
into two regimes: plastic yielding dominated regime (PYDR) and densification dominated
regime (DDR). In this work, it can be seen that the stress-strain curves are still following the
same trend. Also, they proposed that the point of transition (𝜀𝑇 ) between these two regimes
can be defined through the rate of change in Sv with strain. Because of the “displacement
controlled” protocol discussed in section 2.5, the change in Sv ratio with strain is the same for
all strain rates. Accordingly, all strain rates have the same transition point which is equivalent
to the one reported in section 3.2.3 (0.22 ≤ 𝜀𝑇 ≤ 0.27).
Figure 19 and Figure 11 show that throughout the plastic response, the sample at higher
strain rates requires higher stress values to achieve the same strain and the same relative
density. However, for the case of the lowest two strain rates, the material response shows
almost no strain rate dependency until a later stage. Specifically, the strength dependency on
strain rate starts to appear at a strain point of ~45%, which corresponds to 𝜑 of 0.65. This
behavior is attributed to the dislocation interaction and the controlling deformation mechanism
which are discussed in details in section 4.3.1.
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Figure 19. Stress - Relative Density plot under compression
4.2.4. Plasticity under Tension

It was shown in section 3.2.4 that the tensile plastic response can be divided into three
regimes which are the plastic yielding regime (PYR), the ligaments decay regime (LDR), and
the total material failure regime (TMFR). Utilizing this division of the plastic response, they
showed that the material response during the second and third regimes should be ignored since
the majority of the ligaments experience necking and rupture. Accordingly, the plastic response
during the first regime will be considered to investigate the strain rate effect. According to their
definition, the first regime ends with the onset of LDR which can be determined by the steep
drop (or change in slope) in the stress-strain curve as shown in Figure 13.a. This point defines
how much tensile ductility the sample experiences before major necking or failure takes place.
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Figure 20. a) Onset of LDR determination and b) Relative Density – Stress curves
In this work, the stress-strain curves show that the curves are following the same trend
irrespective of the strain rate applied. Also, as suggested by Figure 18 and Figure 13.b, the
material shows higher strength with increasing strain rate. An observation confirmed by the
increase in ultimate stress with increasing strain rate and the fact that to achieve a specific
relative density, higher rates require higher stress values.

Table 6 shows the results for the ultimate stress and corresponding strains. Experimentally,
for the case of a quasi-static loading, it was reported that the ultimate stress of 90 MPa was
obtained for L=10 nm with

𝜌∗⁄
𝜌 = 0.3 [119]. MD simulations by Sun et al. [97] reported an

ultimate stress between 155 MPa and 365 MPa for L between 2.45 nm and 4.08 nm with 𝜑
between 0.24 and 0.36 under a strain rate of 109 𝑠 −1 . Yildiz et al. [43] MD simulations
mentioned in section 4.2.1 reported ultimate strength values between 440 and 540 MPa for
single crystalline NP-Au samples and values between 300 MPa and 450 MPa for the
polycrystalline NP-Au. The results in this work agree well with the literature values when
keeping in mind the difference in ligament size, relative density, and strain rate. In other words,
they fall within the same range.
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Table 6 shows that the ultimate stress increases with increasing strain rate. However, the
ultimate strength to yield strength (Us/Ys) ratio is almost the same for all strain rates except
for the case of 106 𝑠 −1. The data for Us/Ys ratio show that the ultimate stress is within +10%
of the yield strength for all strain rates except for the case of strain rate of 106 𝑠 −1 which is
having an ultimate strength that is within +20% of the yield point. Additionally, the strain point
at which the ultimate stress is achieved is almost the same for all strain rates, and that is
~6.0±0.1% strain except for the case of strain rate 109 𝑠 −1 which has it at a strain point of
6.50%. Additionally, as labeled in Figure 13.a, a drop in the strength is experienced after
reaching the ultimate point in the stress strain curve at a strain rate of 109 𝑠 −1 . The amount of
this drop decreases with strain rate decrease until it almost disappears for the lowest strain rate.

Moreover, the onset of LDR strain, which is a measure of the tensile ductility, is strain rate
independent for the lowest three strain rates. A change in the onset of LDR strain point appears
at strain rates of 5 ∗ 108 𝑠 −1 and 109 𝑠 −1 . As it will be seen in section 4.3.2, deformation and
failing mechanism transition from one state to another for strain rates higher than 108 𝑠 −1. This
observed behavior is attributed to the dislocation interaction and the controlling deformation
mechanism which are discussed in details in section 4.3.2. This explains the observed strain
rate dependency for the highest strain rates. This shows that the amount of elongation, which
the ligaments can experience before enough number of ligaments suffer significant necking or
failure such that a steep drop in the strength appears in the stress-strain curve, is strain rate
independent for the deformation mechanism state observed in strain rates lower than 108 𝑠 −1.
However, it is strain rate dependent for the deformation mechanism state observed in strain
rates higher than 108 𝑠 −1. Ductile behavior under tension have been reported previously by
MD studies of NP-Au with ligament sizes in the range of ~2nm to ~4nm [97]. Also,
transmission electron microscopy of in situ tensile experiments showed that NP-Au ligaments
fail in a ductile manner with significant plastic elongation [117].
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Table 9. Ultimate point and onset of LDR for corresponding strain and stresses
Strain
Rate (s-1)
𝟏𝟎𝟔
𝟏𝟎𝟕
𝟏𝟎𝟖
𝟓 ∗ 𝟏𝟎𝟖
𝟏𝟎𝟗

Ultimate Strength
Strain
Stress
(%)
(MPa)
6.10
5.90
6.05
5.85
6.50

Us/Ys
Ratio
1.18
1.06
1.03
1.05
1.08

360
365
390
440
485

Onset of LDR
Strain
Stress
(%)
(MPa)
31.0
31.0
31.0
28.0
36.0

225
256
265
271
310

4.3. Deformation Mechanism

Strain rate dependency of plasticity in NP-Au can be explained by dislocation
accumulation. It was shown in section 3.3 that the dislocation accumulation is the controlling
phenomena in the sample simulated in this work under both compression and tension for the
case of strain rate of 108 𝑠 −1. The reader is referred to the discussion presented in that work
for more details. In this work, the discussion is extended to investigate the strain rate effect.

Under both compression and tension, different types of dislocations are observed with
Shockley Partial being the dominant type. Other dislocations observed are Frank Partials, Hirth
Partials, and Stair Rods. Under compression, the data show that throughout the deformation
process, dislocation density is distributed such that Shockley Partials make ~80% of the total
dislocations density, Stair Rods make less than 5%, Hirth Partials and Perfect dislocations make
less than 3%, and Frank Partials make less than 0.5%. The remaining 8.5% are for dislocations
that do not belong to any of the previous types. Under tension, the data show that the density
is maximum at the onset of LDR at which Shockley Partials make ~80% of the total
dislocations density, Stair Rods make less than 10% whereas, Hirth Partials and Perfect
Dislocations make less than ~2%, and Frank Partials make less than 0.5%. The remaining 5.5%
are for dislocations that do not belong to any of the previous types.
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4.3.1. Compression

Figure 21.a shows the evolution of total dislocation density with strain under compression.
The Shockley partials are the dominant type of dislocations comprising between 80% and 95%
of the total dislocation density throughout the deformation process. Figure 21.a shows that
dislocation density does not experience strain rate dependency for the lowest strain rates
(106 𝑠 −1 and 107 𝑠 −1) before 40% strain, and for the highest two strain rates (5 ∗ 108 𝑠 −1 and
109 𝑠 −1 ) before 50% strain. The case of 108 𝑠 −1 can be thought of as a transition region. It is
closer to the lowest two strain rates up to 15% strain after which the dislocation density starts
to increase such that it becomes closer to the case of the highest two strain rates. Figure 21.b
shows the relation between total dislocation density and stress under compression. It can be
seen that to achieve a specific dislocation density, higher stresses are required for higher strain
rates.

Figure 18.a, Figure 21.a, and Figure 21.b show that for the case of the three lowest strain
rates (106 𝑠 −1, 107 𝑠 −1 , and 108 𝑠 −1), strength and dislocation density are directly related to
each other. In other words, the figures obviously suggest that material strength is controlled by
how much dislocation density is present in the sample. In simple words, equivalent dislocation
density requires equivalent amount of stress and eventually displays equivalent strength in the
stress-strain curves. On the other hand, higher dislocation density requires higher amount of
stress and eventually displays higher strength in the stress-strain curves. The less obvious but
more interesting observation occurs when the strain rate exceeds 108 𝑠 −1. The highest two
strain rates show equivalent dislocation density up to 50% strain, but unlike the case of the
lowest two strain rates, they do not show equivalent strength either in Figure 18.a or in Figure
21.b. In both figures, the higher strain rate requires higher stress to achieve a specific strain or
dislocation density. Therefore, material strength is not only controlled by how much dislocation
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density is present in the system. There are three aspects that need to be reviewed first in order
to understand this behavior. First, as discussed in section 3.3, dislocations nucleate at the
surface and travel within the ligament to escape at the other end. Second, the ligaments under
compression are merging and the porosity is vanishing. This decreases the dislocation escape
rate significantly and facilitates the mobility of dislocations. Also, as discussed by in section
3.2.3 that at ~50% strain, the material transforms from being bicontinuous open-cell foam to
non-bicontinuous close-cell foam. Third, the rate of dislocation evolution with time as the
material deforms plays a crucial role in understanding this transition in behavior. Figure 21.c
shows the time required to achieve any dislocation density for the highest two strain rates. The
figures suggest that achieving a specific dislocation density (as well as specific strain as
discussed in section 2.5) requires lesser time as strain rate increases. For example, the 60%
strain is achieved in 883 ns under strain rate of 106 𝑠 −1; whereas, 0.6 ns are needed under strain
rate of 109 𝑠 −1 . Additionally, Figure 21.d shows the increase in total dislocation length with
time (ns) throughout the deformation process for strain rates of 5 ∗ 108 𝑠 −1 and 109 𝑠 −1 . The
data in the figure suggest that the rate of increase of total dislocation length at strain rate of
109 𝑠 −1 is twice the rate at strain rate of 5 ∗ 108 𝑠 −1 . Quantitatively speaking, the data obtained
from the simulation show that the rate of increase in total dislocation length is 10 m/s, 200 m/s,
3000 m/s, 10,000 m/s, and 20,000 m/s for strain rates of 106 𝑠 −1, 107 𝑠 −1, 108 𝑠 −1,
5 ∗ 108 𝑠 −1 , and 109 𝑠 −1 ; respectively. Table 10 compares the total dislocation length increase
rate (TDLIR) ratio for every two consecutive strain rates to the corresponding strain rate (SR)
ratio. The first row shows that despite the equivalent SR ratio for all the three cases, the TDLIR
ratio decreases significantly. The second row shows that eventually, the TDLIR ratio increases
by the same order of magnitude as the SR ratio for strain rates exceeding 108 𝑠 −1.
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Table 10. Total dislocation length increase rate (TDLIR) ratio and the corresponding strain
rate (SR) ratio
Comparison Aspect

Fixed SR Ratio

Varying SR Ratio

Strain Rates

SR Ratio

TDLIR Ratio

107 𝑠 −1 : 106 𝑠 −1

10:1

20:1

108 𝑠 −1 : 107 𝑠 −1

10:1

15:1

109 𝑠 −1 : 108 𝑠 −1

10:1

6.67:1

5 ∗ 108 𝑠 −1 : 108 𝑠 −1

5:1

3.33:1

109 𝑠 −1 : 5 ∗ 108 𝑠 −1

2:1

2:1

Figure 21. a) Total dislocation density evolution with strain, b) Stress and Total dislocation
density relation, c) Time and Dislocation Density relation for strain rates of 5 ∗ 108 𝑠 −1
and 109 𝑠 −1 , and d) Total Dislocation Length and Time relation for strain rates of
5 ∗ 108 𝑠 −1 and 109 𝑠 −1 .
To summarize the previous discussion, the material strength at strain rates exceeding
108 𝑠 −1 is controlled by the superposition of two factors which are dislocation density and the
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dislocation evolution rate. It requires higher strength to supply the material with dislocations
that have higher mobility at an equivalent dislocation density. Figure 22 shows a visualization
of the previous discussion for a system of ligament-node-ligament showing how ligaments’

Strain Rate = 𝟏𝟎𝟗 𝒔−𝟏

Strain Rate = 𝟓 ∗ 𝟏𝟎𝟖 𝒔−𝟏

merging facilitates dislocation mobility.

Figure 22. Dislocation and planar faults evolution inside a Ligament-Node-Ligament
system within the sample at strain rates of 5 ∗ 108 𝑠 −1 and 109 𝑠 −1 . The legend is:
Shockley Partials
Perfect
Frank Partials Hirth Partials Stair Rod Other
4.3.2. Tension

Figure 41.a shows the evolution of total dislocation density with strain under tension.
Similar to the compression scenario, the Shockley partials are the dominant type of dislocations
comprising between 80% and 95% of the total dislocation density throughout the deformation
64

process. Figure 41.a shows that up to the onset of LDR, sample under higher strain rates shows
higher total dislocation density. At the onset of LDR, a saturation value is reached and no more
dislocations are nucleated due to a major material failure. Confirming the results obtained
earlier and reported in section 4.2.4 for the onset of LDR, it can be seen that the dislocation
density saturation is almost achieved at the same strain points reported earlier. Figure 41.b
shows the relation between total dislocation density and stress under tension. It can be seen that
to achieve a specific dislocation density, higher stresses are required for higher strain rates.
Figure 41.c shows the displacement magnitude distribution at 60% strain across a slice of the
sample at different strain rates under tension. It can be seen that the failing region is different
for different strain rates, where it shifts toward the sample bottom as the strain rate increases.

All the observations that are presented by Figure 41 and addressed earlier can be captured
by a closer look at a typical ligament in the failing regions as shown in Figure 24 and Figure
25. First, it can be seen that the rupture of the ligaments happens in a shearing mode for the
strain rates less than or equal to 108 𝑠 −1; whereas, the ligaments fail by necking for the
remaining two strain rates. This identifies that there is a transition in the failing mechanism
when the strain rate reaches values beyond 108 𝑠 −1. This transition, in return, reflects a
different dislocation activity at different strain rates. As discussed in section 4.3.1, increasing
the strain rate increases the dislocation nucleation rate, dislocation mobility, and dislocation
annihilation rate. Unlike the compression scenario, ligaments under tension do not collapse and
merge but rather they elongate and shrink. The elongation makes the ligaments thinner with
time making it easier for dislocations to escape, and requires even more stress to nucleate new
ones to ensure continuous plastic flow. Additionally, failing in slipping across specific planes
reflects localized deformation, while, failing in necking reflects more uniform deformation
distribution [121,122]. In order to assess the aforementioned statement, Figure 24 shows the
distribution of local atomic volumetric strain across a typical ligament under the lowest and
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highest strain rates simulated in this work. It can be seen that the deformation is localized for
the case of the lowest strain rate; whereas, the deformation is uniform across the ligament for
the case of the highest strain rate. This transition in deformation mechanism with more uniform
distribution of plastic deformation across the failing ligaments explains the softening behavior
(or the drop) observed in the stress-strain curve for the two cases of strain rates of 5 ∗ 108 𝑠 −1
and 109 𝑠 −1 . Actually, softening or smooth decay under tension is a known consequence of
necking in metals. All of this explains why higher strain rate dictates higher strength and leads
the sample to fail in different regions.

Finally, this transition in deformation mechanism explains why the onset of LDR starts to
experience strain rate dependency at strain rate of 5 ∗ 108 𝑠 −1 . It can be seen that amount of
elongation, which is defined by the onset of LDR, for the highest two strain rates is controlled
by how much atomic strain taking place in the ligament. This is unlike the case for the lowest
strain rates for which the amount of elongation is controlled by the localized deformation
presented by the observed shear bands.

Such transition in deformation mechanism has been observed using molecular dynamics in
polycrystalline nanoglass nanopillars when grain size decreases [121]. For NP-Au, both
deformation mechanisms have been observed experimentally as reported by Liu et al. [123],
Beets et al. [124], and Stuckner and Murayama [117]. Ligaments experiencing failure by
developing shear bands, whereas, other ligaments failing by necking are captured by the
reported TEM images. The reader is referred to Movies 1 and 2 reported by Liu et al. [123],
Figures 2 and 3 reported by Stuckner and Murayama [117], and video 1 and 2 of supplementary
materials reported by Beets et al. [124].
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Figure 23. a) Total dislocation density evolution with strain, b) Stress – Total dislocation
density relation, and c) Displacement magnitude distribution for all cases at 60% strain. All
under tension.
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Localized Shear Deformation
(𝟏𝟎𝟔 𝒔−𝟏 )
Uniform Deformation Distribution (𝟏𝟎𝟗 𝒔−𝟏 )
Figure 24. The distribution of local atomic strain in a typical ligament under strain rates of
106 𝑠 −1 and 109 𝑠 −1 showing two different failing mechanisms.
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Localized Shear Deformation
(𝟏𝟎𝟔 𝒔−𝟏 )
Uniform Deformation Distribution (𝟏𝟎𝟗 𝒔−𝟏 )
Figure 25. The failing mechanism under different strain rates showing a shearing failure mode for
8
8
strain rates ≤ 10 𝑠−1 , and a necking mechanism for strain rates > 10 𝑠−1 . The legend is:
Shockley Partials
Perfect
Frank Partials Hirth Partials Stair Rod Other
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CHAPTER 5. TEMPERATURE EFFECT
5.1. Introduction

The NP-Au literature contains several notable studies that investigate processes involving
temperature such as thermal coarsening through experimental annealing [96,103,120,125–
136], thermal coarsening through computer simulation by utilizing Kinetic Monte Carlo
(KMC) method [137], and heat treatment using Molecular Dynamics (MD) [86,138] . In
general, those studies were designed to utilize thermal activated processes that target a specific
microstructural change in topology, morphology, ligament size, or surface energy in order to
assess how those microstructural characteristics contribute towards the material response.
Mainly, those microstructural changes are induced by increasing the temperature which
activates the desired thermal processes and achieves the required changes. Subsequent to that,
the material is cooled down to low temperatures (usually room temperature) to explore the
effect of the induced changes on material response. This means that the involvement of
temperature variation is to impose some specific desired characteristics rather than studying
the material response at those temperatures. Therefore, the current work investigates the
mechanical response and deformation mechanism of NP-Au under various temperatures.

Despite its importance, the literature available works that study NP-Au at different
temperatures are very limited. Experimentally, Leitner and coworkers [54,55] reported the
results of nano-indentation tests on NP-Au with 100nm ligament size (L) and 50% relative
density (𝜑) at temperatures up to 300 ᵒC (~575K). They studied the mechanical response by
utilizing Berkovich and spherical nano-indentation tests to assess hardness, elastic modulus,
yield strength, strain-rate sensitivity, and activation volume. Also, they reported that the
dislocation nucleation processes are controlling the deformation behavior because the presence
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of free surfaces allows the escape of dislocations making the deformation mechanism more
“nucleation-controlled” rather than “dislocation mobility controlled”. Li et al. [139] studied the
evolution of pores and defect sizes and densities in NP-Au with irradiation temperature. They
investigated irradiation temperatures up to 400 ᵒC (~675K). Lastly, Lakshmanan et al. [140]
explored the characterization of surface area changes at different temperatures close to room
temperature in the range of 298K to 363K. As for the available computer simulations for NPAu, the literature lacks such investigations. In fact, despite the importance of experimentally
studying the microscopic behavior of the materials response, it is challenging to obtain
information about dislocations in such setups. To overcome this barrier, atomistic simulations
such as Molecular Dynamics (MD) are utilized. However, the literature lacks systematic
computational studies dealing with NP-Au response under uniaxial loadings at different
temperatures as shown earlier. Therefore, the current chapter presents and discusses the results
of the simulations addressed in CHAPTER 2 for the case of the testing the small sample under
different temperatures in order to comprehensively assess the temperature effect on NP-Au
response under compression and tension. To achieve that, the NP-Au small sample with
L=6.4nm and 𝜑 = 50% is subjected to high compressive and tensile strains at 300K, 400K,
500K, 600K, and 700K.

5.2. Mechanical Response

The obtained stress-strain curves are shown in Figure 18 for the various simulated
temperatures under compression and tension. In the next sections, the curves data are discussed
in details.
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Figure 26. Stress-Strain curves under a) Compression and b) Tension at different
temperatures
5.2.1. Elasticity
The elastic modulus (𝑬𝒏𝒑 ) was calculated using the data up to the proportionality limit
(PL). The results for the PL and 𝑬𝒏𝒑 are shown in Table 7. The literature does not report values
of NP-Au elastic modulus at temperatures other than the room temperature for a size close to
the one utilized in this work. On the other hand, 𝑬𝒏𝒑 of 7 GPa was obtained experimentally
under compression at 300K by Volkert et al. [106] for L=15 nm and 𝜑 = 0.33. Under tension,
𝑬𝒏𝒑 of 12.5 GPa was experimentally obtained by Xia et al. [119] for L=10 nm and 𝜑 = 0.3.
Beets et al. [98] MD simulations at 300K yielded 𝑬𝒏𝒑 of ~6.5 GPa under compression and
tension for L=6.9 nm and 𝜑 = 0.4. For larger sizes, a tendency of decrease of the elastic
modulus with temperature was reported by Leitner et al. [54,55] after experimental
nanoindentation tests in a similar temperature range but for NP-Au with ligament size of 100
nm.
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The data in Table 7 show a clear and significant temperature dependency of elastic modulus
which decreases with temperature increase. This dependency is reasonable since the change of
the PL strains between the lowest and the highest two temperatures is only ~8% while the
corresponding change in the PL stresses is ~40%. Lastly, the tension-compression asymmetry
does not experience any temperature dependency, and it takes the value of 1.72 ± 0.08 GPa.
Unfortunately, the literature lacks reported experimental values of the elastic modulus
asymmetry at various temperatures limiting the comparison with the reported data in this work.
This temperature independency of the asymmetry is attributed to the fact that the PL stresses
are decreasing with temperature increase but the PL strains are temperature independent under
both compression and tension.

Table 11. Proportionality limit (PL) and Elastic modulus (𝐸𝑛𝑝 ) at different temperatures.

Tension

Compression

Temperature (K)

300

400

500

600

700

Proportionality

Strain (%)

2.50

2.50

2.20

2.30

2.25

Limit

Stress (MPa)

170

155

130

120

100

6.80

6.10

5.60

5.00

4.40

𝑪𝒐𝒎𝒑

𝑬𝒏𝒑

(GPa)

Proportionality

Strain (%)

4.25

4.20

4.25

4.10

4.10

Limit

Stress (MPa)

350

330

300

265

240

8.50

7.90

7.25

6.70

6.20

1.70

1.80

1.65

1.70

1.80

𝑬𝑻𝒆𝒏
𝒏𝒑 (GPa)
𝑪𝒐𝒎𝒑

Asymmetry (𝑬𝑻𝒆𝒏
𝒏𝒑 − 𝑬𝒏𝒑

) (GPa)

In general, it is well established that the elastic modulus dependency on temperature is
controlled by thermal dilation which is caused by the increase of the amplitude of vibration of
the atoms with temperature increase. The thermal dilation changes the atoms equilibrium
positions and interatomic forces leading to the change in material stiffness during the elastic
loading as temperature changes [141].
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5.2.2. Onset of Plasticity

Table 5 reports the yield stress values obtained using the 0.2% offset method. As in the
case of the elastic modulus, the literature does not report values of NP-Au yield stress at
temperatures other than the room temperature for sizes close to the one utilized in this work.
Experimentally at 300K and for 𝜑 in the range of 0.3 to 0.33, yield stress of 100 MPa and 60
MPa were reported under compression for ligament sizes of 15 nm and under tension for
ligament sizes of 10 nm [106,119]. On the other hand, a yield stress of ~120 MPa under
compression and 240 MPa under tension were reported by Beets et al. [98] for L=6.9 nm and
𝜑 = 0.4.

Table 12. Yield point results at different temperatures under compression and tension.
Compression

Temperature
(K)

Strain (%)

300
400
500
600
700

3.10
3.00
2.80
2.80
2.80

𝑪𝒐𝒎𝒑

𝝈𝒏𝒑

Tension
(MPa)

Strain (%)

𝝈𝑻𝒆𝒏
𝒏𝒑 (MPa)

4.40
4.42
4.45
4.45
4.45

360 ± 5.0
335 ± 5.0
310 ± 5.0
285 ± 5.0
260 ± 5.0

195 ± 5.0
170 ± 5.0
150 ± 5.0
125 ± 5.0
105 ± 5.0

Asymmetry
𝑪𝒐𝒎𝒑
(𝝈𝑻𝒆𝒏
)
𝒏𝒑 − 𝝈𝒏𝒑
(MPa)
170 ± 5.0
165 ± 5.0
160 ± 5.0
160 ± 5.0
155 ± 5.0

Several observations can be concluded from Table 5. First, it shows a significant
dependency of yield stress on temperature. Quantitatively speaking, the yield strength was
decreased by ~35±5% with temperature increase from 300K to 700K. As a reference, Leitner
et al. [54,55] reported a decrease in hardness at 300 ˚C compared to room temperature
nanoindentation measurements. Second, the yield point strain change is insignificant meaning
that the elastic limit or the onset of plasticity is temperature independent. Third, the tensioncompression asymmetry is temperature independent. Unfortunately, the literature lacks
reported experimental values of the asymmetry at various temperatures limiting the comparison
with the reported data in this work. However, several studies have discussed the asymmetry
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observed in NP-Au yield strength. On one hand, Farkas and coworkers [49,98] argue that the
asymmetry is attributed to surface stress which is defined by the balance in the state of stress
between surface and internal atoms prior to loading. On the other hand, Mameka and coworkers
[25,26,120] argue that the asymmetry is attributed to surface energy (or surface tension), which
is the excess of energy produced by changing the surface area due to deformation. The analysis
presented in section 2.4.2 shows that the surface stress state and its competition with the bulk
is not equivalent for the different temperatures considered in this work. This concludes that the
samples display equivalent tension-compression asymmetry for the yield strength despite the
unequal surface-bulk stress competition among different temperatures. On the other hand, the
data in this work is not enough to assess the effect of surface energy change on the asymmetry.

5.2.3. Plasticity under Compression
Figure 11.a shows the change in 𝑆𝑣 ratio with strain, and Figure 11.b shows its rate of
change for all temperatures. The plastic response under compression can be divided into two
regimes: “Plastic Yielding Dominated Regime (PYDR)” and “Densification Dominated
Regime (DDR)” as shown in section 3.2.3. They define the transition point (𝜀𝑇 ) between the
two regimes by the drop in the 𝑆𝑣 rate of change curve when plotted against strain as shown by
Figure 11.b. It can be seen from the figure that 𝜀𝑇 is temperature independent, and that the
sample experiences a point of transition (𝜀𝑇 ) of 0.20 ± 0.02 for the different temperatures
simulated in this work. The fact that the sample maintains the same point of transition (𝜀𝑇 ) for
different temperatures is in line with the observed indifference in the strain points for the PL
limit and yield point reported earlier. This shows that the temperature change has no effect
when a limit is reached (i.e. the strain point), but rather it only affects the stress required to
achieve those limits. The mechanism that is controlling the change in strength is controlled by
the surface stress, and it will be discussed in details in section 4.3.1.
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Point of
Transition
(𝜺𝑻 )

Figure 27. a) 𝑆𝑣 ratio at different temperatures under compression, and corresponding b) 𝑆𝑣
ratio rate of change.
5.2.4. Plasticity under Tension

Table 6 presents the ultimate strength and onset of LDR results under tension at different
temperatures. Experimentally, an ultimate strength of 90 MPa was obtained for L=10 nm with
φ = 0.3 at 300K [119]. MD simulations reported an ultimate strength of 365 MPa for L=4.08
nm with 𝜑=0.36 at 300K [97].

Despite the decrease in the ultimate stress with increasing temperature, the ultimate strength
to yield strength (Us/Ys) ratio is temperature independent, and it is within +5% of the yield
strength. In addition, the material ductility can be defined by the onset of LDR as discussed by
Safffarini et al. [80]. Table 6 shows that the onset of LDR is almost temperature independent
with a slight increase for the case of 700K that can be ignored. In other words, the maximum
ligaments elongation experienced before failure is temperature independent. In fact, the
controlling mechanism for this behavior is discussed in details in section 4.3.2.
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In general, it should be highlighted that ductile failure under tension was reported by MD
simulations [97], and experimentally observed by TEM which showed significant plastic
elongation of ligaments before failure [117].

Table 13. Ultimate strength and onset of LDR at different temperatures under tension
Temperature (K) Ultimate Stress (MPa) Us/Ys Ratio
300
400
500
600
700

390
360
325
305
270

1.08
1.06
1.05
1.05
1.04

Onset of LDR
Strain (%) Stress (MPa)
28.5
29.0
29.0
30.0
32.0

281
257
237
231
218

5.3. Deformation Mechanism

In the following section, the deformation mechanism driven by temperature change is
explored by studying the dislocation activity and its relation to the material strength.

For the types of dislocations observed during the deformation process, the data show that
under both compression and tension and for all the simulated temperatures in this work, the
dominant type is the Shockley Partials making 80% to 95% of the total dislocation density.
Other observed types are Frank Partials, Hirth Partials, and Stair Rods.

As for the controlling mechanism of dislocation activity, this leads the discussion towards
the importance of the stress competition between surface atoms and bulk atoms addressed
earlier in section 2.4.2, and the dislocation kinetics within the samples at different temperatures.
Before addressing their roles in controlling the strength of the material under both compression
and tension, there are four points that need to be recalled and addressed first.

First, several studies showed that for nanoporous gold and gold nanowires, dislocations
nucleate and annihilate at the surface [58,59,80–82,142]. The data in this work confirm the
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same highlighting the importance of the surface stress state and its competition with the bulk
of the ligament. This leads the discussion to the next point.

Second, it is important to recall the discussion presented in section 2.4.2 in which the stress
competition between surface atoms and bulk atoms is shown to decrease with temperature
increase. As stated earlier, free surfaces are the major source for dislocation nucleation in
nanoporous metals; and therefore, the stress competition between surface atoms and their bulk
counterparts play crucial role in controlling the dislocation nucleation as this competition,
which is more marked for the lower temperatures, is responsible for defining the required
mechanical stress to nucleate dislocations. In fact, Li et al. [81] studied the energy barriers in
nanowires to show the significant contribution of surface stresses on dislocation nucleation.
They concluded that the strength dependence is controlled by the coupling effect of surface
stresses and applied stress for different nanowire sizes. Moreover, it was shown in section 2.4.1
that the stress competition between surface atoms and bulk counterparts decreases with size
increase contributing towards the observed decrease in dislocation density with size increase,
and in turn, decreased strength. Additionally, Beets et al. [98] showed that the stress
competition between surface atoms and bulk atoms near the surface are controlling the
dislocation nucleation. They analyzed the stress distribution before and after nucleation of
dislocation in the areas where the nucleation occurred (Figure 11 in the referred manuscript).
They found that the per-atom stress at and near the surface influence dislocation nucleation
where dislocations nucleate within the regions with high compressive stress state in the
ligament bulk “adjacent” to the surface atoms that are in tensile state. The said regions are
similar to those circled in red in Figure 4.a. The effect of the stress competition remains active
as long as the free surfaces are present throughout the deformation process. However, once
dislocations are nucleated, their movement is not controlled by this stress competition but
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rather by other factors such as their velocity, mobility, and the interaction between glissile and
sessile dislocations. This leads the discussion to the next point.

Third, it is important to address the dislocation kinetics as dislocation mobility is proved to
change with temperature [141,143]. As it will be seen in the following two subsections 4.3.1
and 4.3.2, the dislocation interaction is clearly different at the different temperatures simulated
in this work. This interaction is not solely controlled by the way dislocations are nucleated; but
also, it is controlled by how dislocations move, multiply, interact with each other, and how
thermal energy is aiding in the mobility and multiplication. In general, for bulk FCC metals,
forest dislocations are the main barriers to dislocations motion, and the supply of thermal
energy in addition to the applied stress helps the material to overcome such barriers. However,
in nanoporous materials with ligaments in the size of few nanometers, dislocations simply
nucleate at the surface and annihilate at the surface that is several atoms away. This means that,
the plastic flow requires continuous nucleation of dislocations to compensate the annihilation
of previous ones. Also, this does not preclude the fact that dislocations are accumulated and
can interact with each other. Therefore, since the applied strain is the same for all samples in
this work, the thermal energy is the major difference between the samples in aiding the motion
of dislocation whether to overcome the barriers of crossing other dislocations or to annihilate
at a surface.

Fourth, on one hand, the ligaments are merging under compression leading the sample to
eventually transforms from being bi-continuous open-cell foam to a closed-cell foam [80]. This
means that the free surface area is decreasing; and in turn, its effect is decreasing. In fact, as
the 𝑆𝑣 ratio decreases, it mitigates the stress competition by significantly increase the number
of internal atoms which then increase the counterbalance of surface stresses. Figure 11.a
revealed that at any strain point under compression, the sample 𝑆𝑣 ratio at high temperatures is
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lower than its counterpart at a lower temperature. On the other hand, the material under tension
is experiencing an increase in the surface area as the ligaments are elongated instead of
merging. This means that the effect of the stress competition between surface atoms and bulk
atoms either remains the same or increases as the material deforms. As stated earlier, the plastic
flow requires continuous nucleation of dislocations to compensate the continuous dislocation
annihilation. Therefore, the increase or decrease in surface area is important to explain the
material response.

In the following two subsections, the previous discussion along with the dislocation
analysis results are used to explain the deformation mechanism driving the mechanical
response presented earlier under both compression and tension.

5.3.1. Compression

As shown throughout section 5.2.3, strength under compression decreases with temperature
increase; whereas, the strain limits are temperature independent. Those observations highlight
that while the material strength decreases with temperature increase, the amount of deformation
(accumulated elastic and plastic strain) required to achieve those strengths is not affected by
temperature. This behavior can be explained by combining the analysis presented in section
2.4.2 with the defects analysis that will be addressed next in light of the discussion presented
prior to this subsection.

Figure 21.a shows the total dislocation density (TDD) evolution under compression. The
figure shows that TDD temperature independent up to ~20% strain for all five cases. After that,
the temperature dependency starts to occur and it increases as the deformation proceeds with
the notion that it is lesser for the cases of 400K and 500K. The 20% strain threshold is the point
of transition between the PYDR and DDR reported earlier in section 5.2.3, and it was found to

80

be temperature independent. This observation is important for the discussion that will be
addressed later in this section.

Moreover, Figure 21.b shows the relation between TDD and stress under compression. It
can be seen that at lower temperatures, higher stresses are required to achieve any TDD.
Accordingly, while Figure 21.a shows equivalent dislocation densities at several instances,
Figure 18.a and Figure 21.b do not show equivalent strengths at those instances. Moreover,
Figure 22, which displays the interaction of dislocations and faults in a typical ligament
immediately after plasticity initiation and up to 15% strain, shows clearly that the interaction
of defects is different at different temperatures despite the equivalent amount of dislocation
densities during this period of the deformation process as addressed earlier. Accordingly, the
material strength is not only controlled by the amount of the total dislocation density that is
present in the system. This leads to the integration of the four important points presented just
before this subsection.

As temperature increases, the surface stress state of the ligaments and its competition with
bulk atoms decreases; and in turn, this requires lower stress to nucleate dislocations. However,
achieving the deformation still requires the same amount of dislocations especially towards up
to 20% strain for all temperatures where the material still maintains its bicontinuous open-cell
microstructure (it is in the PYDR region). This explains why the sample at higher temperatures
shows lower strength but equivalent dislocation densities up to 20% strain. After 20% strain,
the sample starts to gradually experience significant reduction in 𝑆𝑣 ratio as the ligaments
merge and collapse. The sample is gradually transforming into closed-cell foam and mitigates
the effect of the stress competition giving the rise to dislocations kinetics to control the material
response; and for that, unequal total dislocation density starts to appear. At such point,
dislocations mobility is higher for higher temperatures since there is higher supply of thermal
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energy to overcome barriers especially with the ligaments merging which facilitates the motion
of dislocation as well. Therefore, at this stage, the samples strength is controlled by the amount
of dislocation density present in the system. Figure 30 shows that for the cases of 300K and
500K, dislocation interaction and motion is different at intervals of 0.5% strain from 20% strain
to 24% strain. The higher mobility of dislocations for higher temperatures driven by higher
supply of thermal energy and the same applied stress explain why after 20% strain, the
dislocation density and strength are lower for higher temperatures.

In brief, towards the beginning and before the material starts to experience the effect of
ligaments merging and collapsing, the surface stress state of the ligaments defines how much
stress is required to nucleate the dislocation but it does not control how much dislocation is
required to achieve a certain amount of deformation. This is why the samples show equivalent
dislocation density but different strength at several instances. After enough amount of
dislocations is nucleated and accumulated in the ligaments along with ligaments merging, the
mobility of dislocation driven by the supply of thermal energy control the material strength and
achieve the required amount of deformation with less amount of dislocations for higher
temperatures.

Figure 28. a) Total dislocation density (TDD), and b) relation between TDD and stress; both
under compression.
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300K
400K
500K
600K
700K
Figure 29. Defects (Dislocations, Stacking Faults, and Twin Boundaries) interaction within a
Ligament-Node system at different temperatures.
Shockley Partials
Perfect
Frank
Partials Hirth Partials Stair Rod Other
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300K
500K
Figure 30. Defects (Dislocations, Stacking Faults, and Twin Boundaries) interaction within a
Ligament after 20% strain (Point of Transition 𝜀𝑇 ) for the cases of 300K and 500K.
Shockley Partials
Perfect
Frank Partials Hirth Partials Stair Rod Other
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5.3.2. Tension

The case under tension is almost similar to the case under compression except for few
exceptions. As shown throughout section 5.2.4, the material tensile strength is temperature
dependent; whereas, the amount of deformation required to achieve the elastic limit, the strain
at the onset of plasticity, the ultimate strength, and the onset of LDR are temperature
independent. Similar to the compression scenario, this behavior can be explained by combining
the analysis presented in section 2.4.2 with the analysis of defects that will be addressed next
along with the discussion presented before section 4.3.1.

Figure 31.a shows total dislocation density (TDD) evolution under tension and up to the
onset of LDR. Figure 31.b shows the relation between stress and TDD under tension. The
figures show an almost equivalent total dislocation density for all temperatures throughout the
deformation process, and that higher stresses are required to achieve any TDD at lower
temperatures. Also, the figures show that the ligaments still require the same amount of
dislocation to achieve any strain point irrespective of the temperature. This means that the
samples require equivalent dislocation densities to achieve the same deformation but at the cost
of different amounts of stresses for different temperatures. For example, at 20% strain, the
samples at 300K and 700K have equivalent dislocation densities but they require different
levels of stresses. This is similar to the trend found under compression except that in the case
of the compression loading, the material after 20% strain started to show unequal amount of
dislocation density. This is because ligaments under compression are merging and the material
experiences reduction in the surface area. This is not the case for the tension loading under
which ligaments are not merging but rather elongating (thinning) and their surface area is
increasing. The increased surface area and thinning of ligaments facilitate the continuous
nucleation and continuous annihilation of dislocation. Continuous annihilation and continuous
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nucleation of dislocations assisted by surface stresses is not the only factor controlling the
strength, and that the dislocation interaction and motion in a similar way to what is explained
for the compression scenario is also contributing. The mobility of dislocation will define the
rate of dislocation annihilation; and in turn, the rate of dislocations nucleation to ensure plastic
flow until failure occurs.
Figure 31.c shows the relative density evolution with strain, Figure 31.d shows the stress –
relative density relation, and Figure 31.e shows the TDD – relative density relation. It is noticed
that Figure 31.c shows that at any strain point, higher temperatures have higher relative
densities achieved. Also, Figure 31.d shows that achieving any relative density requires lower
amounts of stress at higher temperatures. Moreover, Figure 31.e shows that achieving any
relative density requires higher amount of total dislocation densities at higher temperatures.
Specifically, it can be noticed that for the case of 700K, the sample shows relatively much
higher dislocation density with evolving relative density. To better draw the picture obtained
so far, one first recalls and considers the example stated earlier. To achieve 20% strain, the
samples at 300K and 700K require achieving equivalent dislocation densities under different
amounts of required stress, but they will achieve different relative densities. In other words,
equivalent amounts of total dislocation densities will achieve same amounts of deformation
(strain) but different amounts of relative density. In fact, it can be seen that at the onset of LDR,
different samples would have achieved different relative densities. This is explained by the fact
that dislocation nucleation and annihilation rate is higher for higher temperatures confirming
the previous explanation that the dislocation interaction and mobility is increased for higher
temperatures.

In general, simple visual inspection of the defects interaction and evolution inside the
ligaments confirm that despite the equivalent dislocation density, the defects interaction and
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evolution is temperature dependent. Figure 24 shows the evolution of defects (SF, TB, and
Dislocations) inside the ligaments around the failing regions of the sample at 15% strain and
at 30%, which is the closest strain point to the onset of LDR for all temperatures. It can be
noticed that irrespective of the dislocations density equivalency, the sample shows different
dislocations activity. Such observation can be noticed by tracking the circled region in the first
atomistic image.
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Figure 31. a) TDD evolution, and b) Stress – TDD relation. c) Relative density evolution, d)
Relative Density – Stress curves, and e) Relative Density – TDD curves. All subjected to
tension.
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300K
400K
500K
Figure 32. Defects (Dislocations, Stacking Faults, and Twin Boundaries) interaction and
evolution within the ligaments under tension in the failing region of the sample at each temperature.
Shockley Partials
Perfect
Frank Partials Hirth Partials Stair Rod Other.
(fig. cont’d.)
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700K

600K

CHAPTER 6. SCALING LAWS
6.1. Introduction

Several models have been proposed to predict nanoporous (NP) metal properties such as
elastic

modulus,

yield

stress,

and

ultimate

stress

[1,36,49,66,71,72,91,94–

96,106,108,109,112,113,115,118,144–149]. Gibson-Ashby (G-A) model [1], which was
originally developed for porous materials on the continuum scale, was the starting point in
those efforts. The G-A scaling relations for the effective elastic modulus and yield stress of
open cell foams are shown by Eqs. (4) and (5):
𝐸𝑒𝑓𝑓 = 𝐸𝑏 (𝜑)𝑛

(4)

𝜎𝑦 = 𝐶1 𝜎𝑏 (𝜑)𝑚

(5)

where 𝐶1 is a constant equal to 0.3, 𝜑 is the relative density, n are exponents of value 2 and
1.5; respectively, 𝐸𝑏 is the elastic modulus of bulk material, and 𝜎𝑏 is the yield strength of bulk
material. Despite the fact that the G-A model is significantly successful in capturing the
behavior on the macroscale, research showed that the model is not capable of predicting the
behavior on the nanoscale. Evidently, the G-A model failed to predict experimental values of
hardness [145], yield strength [72,108,112,120,150,151], elastic modulus [72,94,103,108],
stiffness [66,120], and strain hardening response under compression [80,99]. Although the GA model is not designed for NP metals, it remains “indispensable” as a starting point [120].
That is because of the noticeable agreement with experimental values when network
connectivity [72,146], ligament size effect [72,97,101,106,146], and “effective” relative
density [72,108] are incorporated in the model. For that purpose, several modifications to the

This chapter was previously published as M.H. Saffarini, G.Z. Voyiadjis, C.J. Ruestes, Scaling laws for
nanoporous metals under uniaxial loading, J. Mater. Res. (2021) 1–13. Reproduced with permission from
Springer Nature.
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G-A model have been introduced by researchers to account for the observed difference on the
nanoscale. Hodge et al. [91] were the first to propose modifying the G-A model by introducing
a Hall–Petch like term that captures the size effect as shown in Eq. (6):
𝜎𝑛𝑝 = 𝐶𝑠 [𝜎𝐵 + 𝑘𝐴𝑢 𝐿−0.5 ](𝜑)1.5

(6)

where 𝜎𝑛𝑝 (MPa) is the NP metal yield strength, 𝐶𝑠 is a dimensionless fitting coefficient, 𝜎𝐵
(MPa) is the bulk material yield strength, 𝑘𝐴𝑢 (MPa nm1/2) is the Hall-Petch type coefficient
for the theoretical yield strength in the regime of 10 nm to 1 µm, L (nm) is the ligament size,
and 𝜑 is the relative density.

In turn, Sun et al. [97] employed molecular dynamics simulations to probe the mechanical
behavior of NP-Au and modified the G-A relations to describe the effective Young’s modulus,
yield stress, and ultimate stress under tension as shown by Eqs. (7), (8), and (9):
𝐸𝑛𝑝
= 𝐶1 [(𝜑)2 + 𝐶2 (𝜑)]
𝐸𝐵

(7)

𝜎𝑛𝑝
= 𝐶3 (𝜑)
𝜎𝐵

(8)

𝜎𝑢𝑛𝑝
= 𝐶4 (𝜑)
𝜎𝐵

(9)

where 𝐸𝑛𝑝 (GPa) is the NP metal Young’s modulus, 𝐸𝐵 (GPa) is the bulk material Young’s
modulus, 𝜎𝑢𝑛𝑝 (MPa) is the NP metal ultimate strength, and 𝐶1 , 𝐶2 , 𝐶3 , and 𝐶4 are
dimensionless constants that capture the effects of ligament size, albeit not explicitly.
Additionally, Briot and Balk [151] performed small scale testing and nano-indentation
experiments on NP-Au and proposed a G-A model modification to account for the size effect
as shown in Eq. (10):
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𝜎𝑛𝑝 = 𝐶𝑘𝐿−𝑚 (𝜑)𝑛

(10)

where 𝐶 is a dimensionless fitting coefficient, 𝑘 (MPa nmm) is the size effect coefficient, m is
the size effect exponent, and n is the scaling effect exponent. Moreover, Liu and co-workers
[108,146] proposed modifying the G-A model by introducing the concept of “effective relative
density” which ignores the ligaments that do not contribute to the strength and stiffness of the
material. Accordingly, they modified the model as shown by Eqs. (11) and (12):
𝐸𝑛𝑝 = 𝛼 2 [𝐸𝑙𝑖𝑔 𝜑 2 ]

(11)

𝜎𝑛𝑝 = 𝛼 3/2 [0.3 𝜎𝑙𝑖𝑔 𝜑 3/2 ]

(12)

where 𝜑𝑒𝑓𝑓 is the effective relative density, and 𝛼 is a fraction of the load-bearing ligaments
and is equal to

𝜑𝑒𝑓𝑓
𝜑

.

A number of models not relying on existing G-A models were also proposed. For example,
Farkas and co-workers [49,71] proposed a model in which the tension-compression asymmetry
in the yield strength of NP-Au is captured by a surface stress term as presented by Eq. (13) or
equivalently by Eq. (14):
𝛼
𝐿1/2

, 𝐹𝑜𝑟 𝑑 > 20𝑛𝑚

𝜎𝑛𝑝 = { 𝛼
+{
, 𝐹𝑜𝑟 𝑑 < 20𝑛𝑚
201/2

−

𝛽𝛾
,
𝐿
𝛽𝛾
,
𝐿

𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛
(13)
𝑇𝑒𝑛𝑠𝑖𝑜𝑛

𝛼

𝜎𝑛𝑝

2
,
𝐹𝑜𝑟
𝑑
>
20𝑛𝑚
−
𝑆𝑣 𝛾,
1/2
= { 𝐿𝛼
+{ 3
2
, 𝐹𝑜𝑟 𝑑 < 20𝑛𝑚
𝑆 𝛾,
201/2
3 𝑣

𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛
(14)
𝑇𝑒𝑛𝑠𝑖𝑜𝑛

The terms 𝛼 (MPa nm1/2) and 𝛽 (dimensionless) are constants fitting parameters, 𝛾 (J/m2)
is the surface tension, and 𝑆𝑣 (1/nm) is the surface area to solid volume ratio.
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A summary of all the models that were described earlier is presented in Table 14. The table
shows each model relation to the G-A model, each model parameters, the mechanical properties
that each model is designed to predict, and the physical basis of each model.

The available literature data for nanoporous gold (NP-Au) form great database to explore
the scaling relations of NP metals if reviewed in a systematic approach. Therefore, a physically
justified phenomenological model inspired by the efforts of existing models and tuned by the
valuable database that researchers have presented over the past 15 years will be presented
in this work. Accordingly, the simulation results of this work along with the literature data are
utilized to propose series of scaling relations that predict the material major elastic and plastic
mechanical properties under uniaxial loading. Also, the model predictions will be compared to
the predictions of the models listed in Table 14.

Table 14: Summary of the models (Chronological Order)
Model Reference

Relation to G-A Model

Hodge et al. [91]

Modified G-A

Sun et al. [97]

Farkas et al. [49]

Briot & Balk [151]

Liu & Jin [108]

Model Parameters

Model Forecast

Model Basis



Yield Stress

Experimental



Elastic Modulus



Yield Stress



Ultimate Stress



Yield Stress

MD Simulations



Yield Stress

Experimental

Connectivity



Elastic Modulus



Ligament Size



Yield Stress



Relative Density



Ligament Size



Relative Density



Ligament Size



Relative Density

Modified G-A



Surface Stress



Ligament Size



Ligament Size



Relative Density



Network

New

Modified G-A

Modified G-A
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MD Simulations

Experimental

In this chapter, a series of scaling laws that describe the major mechanical properties of
NP-Au as a function of the bulk material mechanical properties in addition to the surface area,
ligament size, relative density, strain rate, and temperature will be developed and proposed. In
the first step, the literature data will be used to develop the scaling laws without considering
the effect of strain rate and temperature because, as shown previously, the literature lacks any
systematic studies which include those two parameters. This will be addressed thoroughly in
section 6.2. In the second step, this work simulation results will be utilized to include the strain
rate and temperature effect in the MD part of the model. As for the experimental part of the
model, designated systematic experimental studies that investigate the strain rate and
temperature effects in such setups will be required to extend the model and include their effect.
This will be addressed thoroughly in section 6.3.

6.2. Proposed Model
6.2.1. The Inclusion of 𝑺𝒗 Ratio and the Model Format
NP metals can be considered as a group of interconnected wires (ligaments) in a porous
medium. These materials are often characterized based on two main parameters, relative
density (𝝋), and average ligament size (𝐿). However, recent studies had shown that surface
effects play a decisive role in the material mechanical properties such as elastic modulus and
yield stress [26,49,71,80,120,152]. In an attempt to capture the influence of surface effects into
a new scaling law, we propose a set of equations that, in addition to the relative density and
ligament size, depend on the surface area to solid volume ratio as the parameter that explicitly
accounts as a surface term. The contribution of surface stresses on the tension-compression
asymmetry has been under investigation for some time [49,71,80,152]. For that reason,
following Farkas and coworkers model shown in Eqs. (13) and (14), the 𝑆𝑣 ratio is an important
parameter that needs to be included in the proposed scaling laws.
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Despite the 𝑆𝑣 ratio being a parameter that can easily be obtained from MD simulations
[69], it is difficult to determine experimentally, and it is rarely reported; see Mameka et al.
[25,26,120] for a notable exception. As a consequence, to build a database of mechanical
properties based on the 𝑆𝑣 ratio, it is forced upon this work to rely on some kind of conversion
rule, so to infer the 𝑆𝑣 ratio out of other parameters. For such purpose, the work of Huber et al.
[109], who considered NP-Au as a periodic diamond-like structure with cylindrical ligaments
connected by spherical nodes, will be utilized. Under such assumption, a conversion rule
between ligaments size (𝐿), relative density (𝝋), and surface area to solid volume ratio (𝑆𝑣 )
can be derived in the form shown by Eq. (15):

𝑆𝑣 =

1.63 (1.25 − 𝜑)(1.89 + 𝜑 (0.505 + 𝜑))
𝐿

(15)

This relation is found to give a very good estimation of the surface area to solid volume as
function of the relative density and ligament size, as reported by Ngô et al. [66] after the work
of Huber et al. [109]. Most studies report the ligament size and the relative density of the
material while, rarely, they report the 𝑆𝑣 ratio. This relation will be utilized in this work to
perform the conversion whenever it is needed.

Generally, the dependence of the mechanical properties on a simple power law involving
ligament size and relative density has been shown by the existing models that are listed in Table
14. As for the 𝑺𝒗 ratio, Eq. (15) shows that it is directly related to relative density and ligament
size. Therefore, it is reasonable to assume a power law dependence as well for the 𝑺𝒗 ratio.
Additionally, Figure 33 shows plots of the 𝑆𝑣 ratio versus elastic modulus and yield stress from
both experimental and simulation setups under tension and compression with a simple power
law fit of the form 𝑃𝑛𝑝 = 𝐶 ∗ 𝑆𝑣𝑎 where 𝑷𝒏𝒑 is the NP-Au mechanical property (Yield stress or
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Elastic modulus), and (C & a) are random fitting parameters. This means that 𝑃𝑛𝑝 is directly
related to 𝑆𝑣 in a simple power law such that 𝑃𝑛𝑝 ∝ 𝑆𝑣𝑎 .
Accordingly, since 𝑷𝒏𝒑 is shown to be directly proportional through a simple power law to
𝑺𝒗 ratio, ligament size (L), and relative density (𝜑) such that 𝑃𝑛𝑝 ∝ 𝑆𝑣𝑎 , 𝑃𝑛𝑝 ∝ 𝐿𝑏 , and 𝑃𝑛𝑝 ∝
𝜑 𝑑 ; it is reasonable to relate all those parameters to bulk material properties in a form similar
to what is shown in Eq. (16). This way, by including all those contributing material parameters,
the proposed model is intended to capture the physical phenomena addressed by the work of
Gibson and Ashby (Eqs. (4) and (5)), Briot and Balk (Eq. (10)), and Farkas and coworkers
(Eqs. (13) and (14)) in the form of the simple power law shown by Eq. (16):
𝑃𝑛𝑝 = 𝐶𝑃𝐵 𝑆𝑣 𝑎 𝐿𝑏 𝜑 𝑑

(16)

where 𝑷𝒏𝒑 is the mechanical property, 𝑪 is a dimensionless constant (following the G-A
relation), 𝑷𝑩 is mechanical property of the bulk (Non-porous) material (following the G-A
relation), 𝑺𝒗 is the surface area to solid volume ratio (following Farkas and coworkers model),
𝑳 is the ligament size (following Briot and Balk model), 𝝋 is the relative density (following
the G-A relation), and (𝒂, 𝒃, 𝒂𝒏𝒅 𝒅) are corresponding exponents.

The aforementioned reasons for the election of a power law-type dependence on Sv ratio
do not preclude the possibility of other functional forms or the addition of extra terms
dependent on 𝑺𝒗 (akin to Eq. (14)). A possible alternative would be an expression of the form
of the tension-compression asymmetry model [49,71] (Eqs. (13) and (14)). However, the lack
of a relative density dependency in Eqs. (13) and (14), together with the lack of a scaling law
for the elastic modulus, proved to be limiting factors for the implementation of that model
format in the current study.
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Figure 33. Power law fit (green solid line) of the literature extracted data for 𝑺𝒗 ratio
versus a) Experimental results of elastic modulus (Tension in Black and (fig. cont’d.)
Compression in Red); b) MD results of elastic modulus (Tension in Black and
Compression in Red); c) Experimental results of yield stress under tension; d)
Experimental results of yield stress under compression; e) MD results of yield stress under
tension); f) MD results of yield stress under compression.
6.2.2. Reconciling Experiments with MD Simulations

Molecular Dynamic (MD) simulations are dependent on the type of potential which is used
to define the interaction between atoms. This means that different potentials can produce
different results [153]. Also, the range of strain rates simulated in an MD setup are very high
compared to the ones achieved in any experimental setup. Mechanical properties have been
shown to be strain rate dependent especially when the variation in strain rate is significant
(10−6 𝑠 −1 to 109 𝑠 −1 ) [29,38–40,154–156]. Moreover, for the literature data that are utilized
in this work, the ligaments in an experimental setup are made of a polycrystalline material
while in the case of MD they are modeled as a single-crystalline material. These three main
issues impose the restriction that the proposed model needs to have different parameter values
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for each of the two setups (Experimental versus MD). As shown by Table 15, each of the
proposed model constants and exponents has an “Experimental Setup Value” and an “MD
Setup Value”.

6.2.3. Introducing the Elastic Yield Strain (𝜺𝒏𝒑𝒆 )

All studies report yield stress using the 0.2% offset method which is described by Figure
34.a. Such approach requires the identification of two variables out of the three variables

[Elastic yield strain (𝜀𝑛𝑝𝑒 ), Elastic modulus (𝐸𝑛𝑝 ), and Yield stress (𝜎𝑛𝑝 )] only to be able to
determine all variables. That is because the third variable will be either the ratio or the product
of the already identified two variables.

Figure 34.b and Figure 34.c show the elastic yield strain obtained from literature for uniaxial

loading from experiment and MD simulations; respectively. It can be seen that in an
experimental setup, the elastic yield strain value ranges from 0.3% to 1%; whereas in an MD
setup, it ranges mostly from 1.5% to 5%. It is important to assess the results separately for
experiments and MD simulations as per the discussion presented earlier in section 6.2.2.
Keeping that in mind while looking at the results in the figure will let the reader realize that the
value of the elastic yield strain is within a confined range despite the significant variation in
the ligament sizes, relative densities, and 𝑆𝑣 ratios utilized in those studies. This is because the
elastic yield strain in its simplest definition is the ratio of the yield stress to the elastic modulus,
and a change in elastic modulus due to change in relative density, ligaments size, 𝑆𝑣 ratio, or
sample morphology is accompanied by a very close (sometimes relatively equivalent) change
in yield stress and vice versa.

Since the elastic yield strain is shown to be confined within a small range of values instead
of being scattered over a large range of values, the fitting of Eq. (16) will be easier and
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smoother. Having the elastic yield strain data fitted will in turn require the need for fitting the
data for the elastic modulus only. This is because, as it will be seen in section 6.2.4, the yield
stress is just the product of the elastic yield strain and the elastic modulus. Eq. (17) shows the
proposed model for the elastic yield strain (𝜀𝑛𝑝𝑒 ):
𝜀𝑛𝑝𝑒 = 𝐶1 𝜀𝐵𝑒 𝑆𝑣𝑟 𝐿𝑚 𝜑 𝑛

(17)

where 𝐶1 (𝑛𝑚1−𝑚 ) is a constant fitting parameter and 𝜀𝐵𝑒 is the elastic yield strain of bulk
𝜎

material and is calculated by 𝜀𝐵𝑒 = 𝐸𝐵 .
𝐵

Figure 34. a) Elastic yield strain in a typical stress-strain curve. Literature data for the
elastic yield strain under tension (Black) and compression (Red) from studies with b)
Experiments [94,95,106,119] and c) MD simulations [49,71,97,115].
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6.2.4. Elastic Modulus, Yield Stress, and Ultimate Stress Model

Eq. (18) is the proposed model to predict the elastic modulus of NP-Au (𝐸𝑛𝑝 ) as a function
of constant fitting parameter 𝐶2 (𝑛𝑚k−𝑝 ), bulk material elastic modulus 𝐸𝐵 , 𝑆𝑣 ratio, ligament
size 𝐿, and relative density 𝜑:
𝐸𝑛𝑝 = 𝐶2 𝐸𝐵 𝑆𝑣 𝑘 𝐿𝑝 𝜑 𝑞

(18)

Eq. (19) shows the proposed model to predict the yield stress of NP-Au (𝜎𝑛𝑝 ) utilizing the
concept of 0.2% offset method discussed in section 6.2.3:

𝜎𝑛𝑝 = 𝜀𝑛𝑝𝑒 ∗ 𝐸𝑛𝑝

(19)

Substituting Eq. (17) and Eq. (18) into Eq. (19) yields the reduced relation shown in Eq.
(20):
𝜎𝑛𝑝 = 𝐶3 𝜎𝐵 𝑆𝑣 𝑥 𝐿𝑦 𝜑 𝑧

(20)

Finally, the reported data for the ultimate stress (𝜎𝑢𝑛𝑝 ) under tension in the literature is very
limited. Experimentally, there is the work of Xia et al. [119] for ligament size of 10nm and
relative density of 30%. As for the case of MD simulations, there is the work of Sun et al. [97]
and the results of this work in which the ultimate stress for various sizes and relative densities
is reported. However, the available data shows that the ultimate stress reported by the
aforementioned studies is close to the corresponding yield stresses as shown in Figure 35.
Accordingly, it is proposed that the ultimate stress can be related to the yield stress and a factor
dependent on the Sv ratio as shown in Eq. (21):
𝜎𝑢𝑛𝑝 = 𝐶5 𝑆𝑣 𝑤 𝜎𝑛𝑝

(21)
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Figure 35. Literature reported data for ultimate stress (Black) and corresponding yield
stress (Red) [80,97,119].
6.2.5. The Proposed Model Parameters
The term “Scaling Relations” suggests that the main objective is to scale the mechanical
properties of the bulk material to the mechanical properties of the NP materials. For that, it is
important to define the bulk material mechanical properties that will be used in the proposed
model. In this work, the bulk material mechanical properties that are required are the bulk
material elastic modulus (𝐸𝐵 ) and the bulk material yield stress (𝜎𝐵 ). In the literature, some
researchers define those properties in reference to nanowires of the same ligament diameter
[36,80,115], while others relate them to nanowires with the same 𝑆𝑣 ratio [49,71]. It is beyond
the scope of this work to address the different aspects that affect bulk material properties.
Therefore, the author elect to choose the values of those two mechanical properties such that
they are within ±10% of all the values reported in the studies that are utilized in this work
[49,71,94,95,97,106,115,119]. For example, the studies report yield stress values for bulk
polycrystalline gold in the range of 190 MPa to 220 MPa. The value chosen in this work to
represent the yield stress of bulk polycrystalline gold is 200 MPa, which falls within ±10% of
the upper and lower bounds used in literature (190 MPa and 220 MPa). Thus, Eqs. (22) and
(23) are proposed as follows:
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𝜎𝐵 = {

200 𝑀𝑃𝑎,
2500 𝑀𝑃𝑎,

𝐸𝐵 = {

80 𝐺𝑃𝑎,
30 𝐺𝑃𝑎,

𝑃𝑜𝑙𝑦𝑐𝑟𝑦𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑒
𝑆𝑖𝑛𝑔𝑙𝑒 𝐶𝑟𝑦𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑒

(22)

𝑃𝑜𝑙𝑦𝑐𝑟𝑦𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑒
𝑆𝑖𝑛𝑔𝑙𝑒 𝐶𝑟𝑦𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑒 (𝑂𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡)

(23)

Finally, due to the asymmetry observed in the elastic modulus and yield stress as discussed
in section 6.2.1 and shown by several studies before [26,49,71,80,152], it is reasonable to
assume that this asymmetry will appear in the behavior of the elastic yield strain as well.
Therefore, the parameters in Table 15 are proposed to account for this asymmetry by having
different values depending on the loading type being tension or compression.

Table 15. Eq. (17) to Eq. (21) constants and exponents values
Mechanical
Property

Tension
Parameter

Compression

Experimental

MD

Experimental

MD

Setup

Simulation

Setup

Simulation

𝑪𝟏

6250

0.25

0.042

0.42

Elastic Yield

𝒓

1.00

1.00

1.00

1.00

Strain

𝒎

0.60

0.85

0.75

0.95

𝒏

7

0.20

-4

1.65

𝑪𝟐

0.00007

1.05

165

0.70

Elastic

𝒌

-3.50

-0.80

0.90

-0.85

Modulus

𝒑

-3.60

-0.70

0.50

-0.75

𝒒

-10.10

1.05

6.95

0.625

Ultimate

𝑪𝟓

1.70

1.225

Stress

𝒘

0.10

0.10

(𝑷𝒏𝒑 )

NOT APPLICABLE

It is important to reassure the discussion presented in sections 6.2.1 and 6.2.2 when
investigating the variation in the parameters values. It is vital to realize that there are two sets
of data; experimental and simulation. The experimental data were obtained from tensile and
compressive tests under strain rates in the range of 10−6 𝑠 −1 to 10−3 𝑠 −1 and for ligament sizes
103

mainly in the range of 30nm to 60nm. The second set of data were obtained from MD studies
under strain rates in the range of 108 𝑠 −1 to 109 𝑠 −1 and for ligament sizes mainly in the range
of 2nm to 15nm. This along with the effect of tension – compression asymmetry and other
factors that will be discussed later in section 6.2.8 explain this significant variation in the
parameters values.

6.2.6. The Proposed Model Results

The model predictions compared to literature reported values from experiments and MD
simulations are shown in Figure 36 through Figure 39 for elastic yield strain, elastic modulus,
yield stress, and ultimate stress; respectively. Panel (a) in each figure shows the comparison to
experiments; whereas, panel (b) shows the comparison to MD simulations. The green error
bars in each figure represents an error of ±10% of the actual value. The model prediction being
within that range of error is already a good approximation. In general, these errors are mainly
due to two reasons:


The values reported in the literature already have embedded errors which are in the range
of ±5% to ±10%.



The model does not account for the sample morphology and the strain rate effects which
are variables that can affect the mechanical response of the material. Unfortunately, the
data available in the literature for those two variables are very limited and they cannot be
utilized to include their effects in the model. Future work will address such modifications.
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Figure 36. Elastic yield strain proposed model predictions compared to the literature
reported values under tension (Black) and compression (Red) for studies with a)
Experiments and b) MD simulations.

Figure 37. Elastic modulus proposed model predictions compared to the literature reported
values under tension (Black) and compression (Red) for studies with a) Experiments
[94,95,106,119] and b) MD simulations [49,71,80,97,115].
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Figure 38. Yield stress proposed model predictions compared to the literature reported
values under tension (Black) and compression (Red) for studies with a) Experiments
[94,95,106,119] and b) MD simulations [49,71,80,97,115].

Figure 39. Ultimate stress model predictions compared to the literature reported values
[80,97,119].
6.2.7. Comparison with Existing Models

Figure 40 compares the proposed model predictions for elastic modulus (Figure 40.a and
Figure 40.b) and yield stress (Figure 40.c and Figure 40.d) to the models listed in Table 14.
The comparison is shown as a ratio 𝑅 =

𝑀𝑜𝑑𝑒𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
𝐴𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒

. Therefore, the ratio R of 1.0 (blue line

in the figure) implies that the model prediction is equal to the actual value reported by the
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corresponding study. Accordingly, the closest this ratio is to 1.0, the more accurate is the
prediction. It should be noted that some of the literature models predictions exceeds R value of
2. This means that the error in that model exceeds 100%; and therefore, these predictions are
not included in the figures. Therefore, there can be some difference between the number of
data points for the proposed model and the number of data points for the literature models in
the figure.

It can be seen that for 𝑆𝑣 ratio less than 0.1, which is a value achieved in an experimental
setup, the models compare to a good extent with the proposed model. On the other hand, for
larger 𝑆𝑣 values, which are typical values for an MD setup, the models start to deviate
significantly despite the fact that a model like Sun et al. [97] was originally developed from
the results of an MD simulation. Nevertheless, the proposed model predictions remain mostly
(more than 93% of the data) within the ±10% of the actual value for the whole range of the 𝑆𝑣
ratio.

Hodge et al. model [91] was developed based on a limited study utilizing nano-indentation.
Based on that premise, the model predictions may be less accurate among all the models.
Actually, Figure 40.c and Figure 40.d show that the model predictions exceed 200% error for
more than 90% of the data points. Since the figures do not show beyond such error, it can be
seen that only few points for the Hodge et al. model exists in there. On the other hand, Briot
and Balk model [151] has the closest predictions to the proposed model. The proposed model
follows the same format as the the Briot and Balk model. This adds more validity to the
approach followed in this work. However, Briot and Balk model does not consider the effect
of tension-compression asymmetry and the difference between experiment and MD
simulations discussed earlier in section 6.2.2.
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Figure 40. Elastic modulus proposed model predictions compared to other models for a)
Experimental setup and b) MD setup. Yield Stress proposed model predictions compared to
other models for c) Experimental setup and d) MD setup
6.2.8. The Proposed Model Efficacy

The physical justification of the relation between the mechanical properties of NP-Au and
relative density (𝜑) is well established by Gibson and Ashby [1] through their exhaustive
derivation using beam theory. The inclusion of the ligament size (L) effect was later carried
out by several notable studies [91,151] in which the work of Gibson and Ashby is extended to
derive such relations. In this work, those relations are extended to include the effect of free
surfaces, the effect due to significant strain rate difference between experiments and computer
simulations, and the effect of tension – compression asymmetry. Those effects are included by
introducing a surface effect term to the Briot & Balk and G-A models as shown in section 6.2.1,
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and by modifying the constants and exponents values. The model parameters as listed in Table
15 are intended to capture those physical phenomena discussed throughout this work. It can be
clearly noticed that the values of those parameters are significantly different from what was
proposed in previous models. In addition to the reasons discussed at the end of section 6.2.5,
this significant variation is attributed to other factors such as the limited available literature
data that can be used to execute the fitting protocol especially those from experimental setups
under quasi-static loadings. Also, the range of relative densities, ligament sizes, and
morphological and topological construction are scattered for the samples whose data were
utilized in this work making it challenging to capture the pattern. To prove that, the existing
models failed to capture the pattern of those scattered data with significant error. This means
that the values of the existing models parameters are not tuned enough to capture all those
affecting physical phenomena. As will be discussed in the next section 6.2.9), there are several
material characteristics and aspects that control the material response. Despite the 𝑆𝑣 ratio,
ligament size, and relative density being major contributors, those other characteristics are of
extreme importance. Including their effects is a very challenging task due to the reasons that
will be discussed in section 6.2.9. However, their contribution can be phenomenologically
included in the model parameters listed in Table 15. Therefore, preserving the physically
justified form of Eq. (16) as discussed earlier at the expense of this significant variation in the
parameter values is a necessary physical requirement. Accordingly, it was necessary to free the
proposed model parameters in order to handle those missing information such as morphology,
topology, deformation mechanisms (such as bending or compression of ligaments), and
effective relative density.
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6.2.9. The Proposed Model Limitations and Future Work

Several studies that were based on experiments and computer simulations provided
valuable suggestions and insights on some aspects which, if incorporated, will further enhance
the scaling laws predictions. For example, in addition to the dependency on relative density,
ligament size, and surface effects, constitutive models should consider pore distribution (which
is related to network connectivity), strain rate [118], structural disorder [96,144], and longrange crystal lattice coherency [112]. Also, Liu and co-workers [108,146] proposed modifying
the G-A model by introducing the concept of “effective relative density” which ignores the
ligaments that do not contribute to the strength and stiffness of the material as discussed in the
introduction section and shown by Eqs. (11) and (12). Additionally, Huber et al. [109] proposed
scaling laws that predict the solid fraction evolution in NP materials, Young’s modulus, and
yield strength as a function of the ligament diameter, nodal spacing, and nodal radius. Mameka
and co-workers [25,120] in addition proposed that the size effect on the bending stiffness of
ligaments is controlled by the surface excess elasticity. Accordingly, they proposed a model in
which the apparent local stiffness can be described as a function of the apparent excess
thickness of the ligament.

In addition, the conversion rule between ligament size (𝐿), relative density (𝝋), and surface
area to solid volume ratio (𝑆𝑣 ) used in this work and shown by Eq. (15) can change if previous
contributing factors are considered. Despite the physical soundness behind the derivation of
Eq. (15), it was tested by limited experimental data points that are corresponding to limited
range of relative densities and ligament sizes. It is not clear if Eq. (15) will provide a good
estimation of the 𝑆𝑣 ratio for the range of densities, ligament sizes and network topologies
considered in the current work. This would, in turn, modify the database used for fitting the
parameters of the proposed model in this work. In consequence, the constants and exponents
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values might change, but the model will keep the virtue of an explicit dependence on the surface
area to solid volume ratio, ligament size, and relative density.

All of the above, if incorporated, can further enhance the model. However, the available
experimental techniques, simulation techniques, and literature data lack the ability to provide
enough information to incorporate these factors altogether. For example, it is very difficult to
represent the effective relative density by a quantitative factor or an abstract number which can
be incorporated in a scaling relation. Not only that, measuring the effective relative density is
an extremely challenging task especially in an experimental setup. The literature still lacks the
technique or the protocol that can provide an insight on the assessment of effective relative
density. That is not an issue related to the effective relative density, but to other important
factors that can affect the predictions of scaling laws.

Finally, the proposed model predicts material properties under uniaxial loading such that
the model does not allow for a straightforward determination of the material hardness.
Therefore, to utilize the model, a systematic conversion scheme needs to be established to relate
hardness to the yield strength or the tensile strength of the material first. Such systematic
conversion scheme needs to account for several factors that may affect the conversion such as
the indenter shape and size, elastic and plastic Poisson’s ratio, the methodology, and the strain
hardening mechanism [50,55,102,157,158].

6.3. Modifications to Scaling Laws

It was addressed at the end of section 6.1 that the second step will target including the strain
rate and temperature effect in the MD part of the model using the simulation data of this work
only. This is because the literature lacks any systematic experimental study or data that
investigate and describe the effect of strain rate and temperature on NP-Au. Therefore, the
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accurate description and inclusion of the strain rate and temperature effects will be left to future
work in which a designated systematic experimental study is designed and performed to extend
the model and include those two effects.

As shown in previous chapters, the effect of strain rate and temperature is clear on the
mechanical properties of metallic foams. Therefore, after setting up the scaling laws as shown
in previous sections of this chapter, the MD part will be modified to include the temperature
and strain rate effect. The MD setup scaling laws that will be modified are shown by Eqs. (24)
through (27):

𝐸𝑛𝑝 = {

1.07 𝐸𝐵 𝑆𝑣−0.85 𝐿−0.7 𝜑1.05 ,
0.7 𝐸𝐵 𝑆𝑣−0.85 𝐿−0.75 𝜑 0.625 ,

0.27 𝜀𝐵 𝑆𝑣 𝐿0.85 𝜑 0.2 ,
𝜀𝑛𝑝 = {
0.42 𝜀𝐵 𝑆𝑣 𝐿0.95 𝜑1.65 ,

𝑇𝑒𝑛𝑠𝑖𝑜𝑛
𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛

(24)

𝑇𝑒𝑛𝑠𝑖𝑜𝑛
𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛

(25)

∗
∗
∗
𝜎𝑛𝑝
= 𝜀𝑛𝑝
𝐸𝑛𝑝

(26)

𝑇𝑒𝑛𝑠𝑖𝑜𝑛
𝜎𝑢𝑛𝑝 = 1.225 𝑆𝑣0.1 𝜎𝑛𝑝

(27)

where 𝑆𝑣 is the surface area to solid volume ratio, 𝐿 is the average ligament size, 𝜑 is the
relative density, 𝐸𝑛𝑝 is the NP-Au elastic modulus, 𝜀𝑛𝑝 is the NP-Au elastic yield strain, 𝜎𝑛𝑝 is
the NP-Au yield stress, 𝜎𝑢𝑛𝑝 is the NP-Au ultimate stress, 𝐸𝐵 is the elastic modulus of bulk
single crystal material (30 GPa), 𝜎𝐵 is the yield stress of bulk single crystal material (2500
𝜎

MPa), and 𝜀𝐵 is the bulk material elastic yield strain and is equal to 𝜀𝐵 = 𝐸𝐵 .
𝐵

It was shown that the elastic modulus is strain rate independent under both tension and
compression for the range of strain rates simulated in this work. Despite this being an important
outcome because it “allows” the comparison between MD simulation results and experimental
results to some extent, it is not guaranteed that the material shows exact trend or even
equivalent elastic modulus in an experimental setup. In other words, the difference between
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experiment and MD simulations does not lie only in the difference in the strain rates utilized
in both setups, but also to other factors such as the fact that MD simulations are potential
dependent and the significant difference between both setups with respect to the range of sizes,
relative densities, and morphological construction of the samples as discussed in details in
sections 6.2.2 and 6.2.8. Therefore, despite the strain rate independency reported for the elastic
modulus, the scaling relations proposed earlier remain to hold true by differentiating between
both setups but suggest that there is no need to include any strain rate dependent term in any
of the setups.

That is being said, the only required modification is the addition of a temperature dependent
term to account for the effect of temperature explored earlier in section 5.2.1. According to the
discussion presented in that section, the data suggests that the scaling laws can be modified
such that they are multiplied by a factor 𝐶𝑇 taking similar form to the Arrhenius equation as
shown by Eq. (28):

𝐶𝑇 =

−𝐸
𝑘
𝐴𝑒 𝐵 𝑇

(28)

where 𝑘𝐵 is the Boltzmann constant (1.381*10-23 J/K), T is the temperature in concern in
Kelvin, (𝐴) is a fitting constant related to the loading type taking the value of 0.51 under
compression and 0.62 under tension, and (𝐸) is the activation energy and is taking the value of
-2.85*10-21 J under compression and -1.95*10-21 J under tension. Since the PL strain limit is
independent of temperature (as shown in section 5.2.1), the energy to achieve it is independent
of temperature as well.

Table 16 shows the predictions of the proposed modified model, and it can be seen that the
modifications capture the temperature effect on the elastic modulus with accuracy of ±5%.
Such good model estimations produced by the model is due to the fact that it accounts for most
113

of the major physical phenomena that have been explored in the literature such as the effects
of free surfaces, tension – compression asymmetry, size, relative density, temperature, and the
significant difference between experimental and MD simulations setups by utilizing several
independent terms.

Table 16. Proposed model modifications predictions of Elastic Modulus

Temperature (K)
300
400
500
600
700

Compression
𝑪𝒐𝒎𝒑
𝑬𝑷𝒓𝒐𝒑𝒐𝒔𝒆𝒅 𝑴𝒐𝒅𝒆𝒍 (GPa)
(GPa)
6.80
6.90
6.10
5.80
5.60
5.25
5.00
4.90
4.40
4.65

𝑪𝒐𝒎𝒑
𝑬𝒏𝒑

𝑬𝑻𝒆𝒏
𝒏𝒑

(GPa)

8.50
7.90
7.25
6.70
6.20

Tension
𝑬𝑻𝒆𝒏
𝑷𝒓𝒐𝒑𝒐𝒔𝒆𝒅 𝑴𝒐𝒅𝒆𝒍 (GPa)
8.45
7.50
7.00
6.67
6.45

As for the elastic yield strain, it was shown in section 4.2.2 that the yield point strain is
strain rate dependent. Therefore, the data reported in that section can be used to modify the
MD related part to account for the strain rate effect. The data suggest that Eqs. (25) can be
modified such that they are multiplied by a factor 𝐶𝑆𝑅 taking the form shown by Eqs. (29):
𝐶SR = 𝐶1 𝑙𝑛(𝜀̇) + 𝐶2

(29)

where 𝐶1 is a dimensionless constant fitting parameter that is independent of the loading type
and is taking the value of 0.055, 𝜀̇ is the strain rate in concern, and 𝐶2 is a rate fitting parameter
that is independent of the loading type and is taking the value of 0.05.

On the other hand, it was shown in section 5.2.2 that yield point strain is temperature
independent. This means that Eq. (25) does not require any temperature dependent term. The
model in its current format predicts an elastic yield strain (𝜀𝑛𝑝 ) of 0.0285 (2.85%) that is a total
yield strain of 0.0305 (3.05%) under compression, and an elastic yield strain (𝜀𝑛𝑝 ) of 0.0418
(4.18%) that is a total yield strain of 0.044 (4.4%) under tension. It is important to emphasize
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on the difference between the elastic yield strain and total yield strain as defined in section
6.2.3.

Moreover, the yield stress equation does not require any temperature or strain rate based
modifications due to the fact that it is a simple multiplication of the elastic modulus and elastic
yield strain values as shown by Eq. (26). Any temperature or strain rate dependency are already
included by the modifications already proposed for the elastic modulus and elastic yield strain.
Table 17 shows the predictions of the yield stress model. Similar to the case of the elastic
modulus, the model provides good estimations with accuracy up to ±10%.

Finally, similar to the case of the yield stress, the current format of the ultimate stress model
shown in Eq. (27) does not require any temperature or strain rate dependent terms because the
ultimate stress is a function of the yield stress. The second part of Table 17 shows the model
predictions for the ultimate stress. The model provides good estimations considering all the
accumulated errors carried out from Eqs. (24), (25), and (26).

Table 17. Model predictions of Yield and Ultimate Stress
Temperature (K)

300

400

500

600

700

190

170

150

125

105

𝝈𝑷𝒓𝒐𝒑𝒐𝒔𝒆𝒅 𝑴𝒐𝒅𝒆𝒍 (MPa)

197

166

150

140

130

𝝈𝑻𝒆𝒏
𝒏𝒑 (MPa)

360

335

310

285

260

𝝈𝑻𝒆𝒏
𝑷𝒓𝒐𝒑𝒐𝒔𝒆𝒅 𝑴𝒐𝒅𝒆𝒍 (MPa)

353

315

295

280

270

390

360

325

305

270

400

355

333

315

305

Yield Stress

Ten

Comp

𝑪𝒐𝒎𝒑

𝝈𝒏𝒑

(MPa)

𝑪𝒐𝒎𝒑

Ultimate Stress
𝝈𝑺𝒊𝒎𝒖𝒍𝒂𝒕𝒊𝒐𝒏
(MPa)
𝒖𝒏𝒑
𝑷𝒓𝒐𝒑𝒐𝒔𝒆𝒅 𝑴𝒐𝒅𝒆𝒍

𝝈𝒖𝒏𝒑

(MPa)
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CHAPTER 7. CONSTITUTIVE MODELING
7.1. Introduction

Developing a model that can describe the plastic flow in materials as a function of the total
dislocation density can be considered as the ultimate goal in materials science. The literature
is rich with models that predicts and describe the plastic flow in bulk metals. However, foams
with significant amount of porosity do not conform to those models due to the presence of high
surface area and the small ligament sizes. To the best of the author knowledge, the literature
falls short in exploring this area of research for metallic foams and completely lacks any
constitutive model that describe the plastic flow of metallic foams. In fact, the closest it came
to was when Lührs et al. [102] reported that Finite Element (FE) simulations based on the
Deshpande–Fleck constitutive law [159] were able to capture the experimental results for work
hardening and transverse flow of NP-Au. This suggests that the deformation of NP-Au can be
modeled using a fully homogenized constitutive law [102].

Voyiadjis and co-workers [160–163] showed that by incorporating length scale parameter,
constitutive models can predict material instabilities as a function of the material dimensions,
strain rate, temperature, and dislocation density. As will be shown in CHAPTER 7this chapter,
a dislocation based empirical constitutive model which incorporates the effect of size, strain
rate, and temperature is proposed to capture the plastic flow of nanoporous gold.

Portions of this chapter was previously published as
M.H. Saffarini, G.Z. Voyiadjis, C.J. Ruestes, M. Yaghoobi, Ligament size dependency of strain hardening
and ductility in nanoporous gold, Comput. Mater. Sci. 186 (2021) 109920. Reprinted by permission of Elsevier
G.Z. Voyiadjis, M.H. Saffarini, C.J. Ruestes, Characterization of the Strain Rate Effect under Uniaxial
Loading for Nanoporous Gold, Comput. Mater. Sci. (2021). Reprinted by permission of Elsevier
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7.2. Proposed Dislocation Model

Figure 41 through Figure 43 show the evolution of total dislocation density (TDD) with
relative density under compression and tension for the three different sizes, the five different
strain rates, and five different temperatures modeled and tested in this work along with an
exponential fit of the form shown in Eq. 30:
𝜌∗
m( )
𝑒 𝜌

𝜌𝑑 = 𝐴 + 𝐵

(30)

where 𝜌 is TDD, A (m⁻²) and B (m⁻²) are size, strain rate, and temperature dependent
dislocation densities parameters, and m (m²) is a size dependent decay factor. Table 18 shows
the values of the parameters for the different sizes, strain rates, and temperatures simulated in
this work. It must be highlighted that under tension, model predications are up to the onset of
LDR. As discussed earlier, the material integrity after the onset of LDR is compromised due to
the significant necking and rupture of the ligaments; and hence, the dislocation density reaches
its peak value.

Table 18. Eq. (30) Parameters
Avg. ligament

6.4

diameter (nm)
Strain Rate (𝒔−𝟏 )

𝟏𝟎𝟔

Temperature (K)

Comp

𝟏𝟎𝟕

300

𝟏𝟎𝟖

𝟓 ∗ 𝟏𝟎𝟖

300

400

500

600

700

𝟏𝟎𝟗

25.6
𝟏𝟎𝟖

300

A (*1017)

-27.5

-33

-42

-38.5

-35

-31.5

-23.5

-45

-22.62

-16.56

B (*1017)

4

4.7

5.9

5.4

5

4.5

3.5

6.4

8.6

8.2

-2

-1.42

-4

m
A (*108)
Ten

13.1

17

B (*10 )
m

-4.5
0.95

-4.6
1.0

1.02

1.03
40
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1.05

1.20

-4.7

-6.75

-8.5

-11

1.06

1.47

0.65

0.68

37.35

32.5

Note that as the relative density tends to one, limit case for full densification under
compression, the dislocation density tends to values that represent the maximum dislocation
density that the foams could store. Moreover, the model captures the size effect on the
dislocation density which increases with size decrease for any given relative density. In
addition, the values presented in Table 18 reflect the strain rate independency observed for the
two lowest strain rates under tension and for the two highest strain rates under compression. It
should be noted that the model predicts the dislocation density up to the onset of LDR under
tension. At the onset of LDR, the dislocation density reaches its peak value after which
dislocations start to escape at much higher rate than the nucleation of new ones due to the
necking and rupture of the majority of the ligaments as discussed in section 4.3.2.

Figure 41. Dislocation density evolution in terms of relative density, together with
predictions based on the exponential law of Eq. 30 for the three different sizes simulated in
this work under compression.
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Figure 42. Dislocation density evolution in terms of relative density, together with
predictions based on the exponential law of Eq. 30 under compression (a and b) and tension
(c, d, and e) for the different strain rates simulated in this work. The plots of different strain
rates under the same loading type are separated into different panels to clarify the
presentation of the results.
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Figure 43. Dislocation density evolution in terms of relative density, together with
predictions based on the exponential law of Eq. 30 under compression (a, b, and c) and
tension (d, and e) for the different temperatures simulated in this work. The plots of different
temperatures under the same loading type are separated into different panels to clarify the
presentation of the results.
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7.3. Proposed Plastic Flow Model

The plastic flow under compression and under tension (up to onset of LDR) can be
described by Eq. (31):
σ𝐶𝑜𝑚𝑝 = 𝐶𝜎𝑦 + 𝐷𝑒 n𝜌

σ𝑇𝑒𝑛

𝐶𝜎𝑦 − 𝐷𝑒 n𝜌 ,
={
𝐶𝜎𝑦 − 𝐷ln(n𝜌),

(31)

ε̇ < 5 ∗ 108
ε̇ ≥ 5 ∗ 108

where 𝜎𝑦 is the yield stress calculated using proposed scaling laws addressed in CHAPTER 6;
C is a size dependent dimensionless fitting constant; D is a stress parameter dependent on size,
temperature, type of loading, and deformation mechanism; n (𝑚𝑚2 ) is an exponent that is
dependent on size, type of loading, deformation mechanism, and strain rate; ρ (𝑚𝑚−2) is the
total dislocation density which can be computed using Eq. (30). It is worth noting that Eq. (30)
produces density in units of 𝑚−2; whereas, Eq. (31) requires ρ to have the units of 𝑚𝑚−2. The
values of Eq. (31) parameters are shown in Table 19 and the model results are shown in Figure
44 and Figure 45.

In its simplest definition, the plastic flow description shown by Eq. (31) is decomposed into
two parts; a constant stress part and a dislocation controlled stress part. The first part is related
to the yield stress that is achieved due to material elasticity. The second part is related to the
stress that control the material plasticity which is also controlling the dislocation accumulation
phenomena as discussed in the previous chapters.

It was shown in section 4.3.2 that the material deformation mechanism under tension
changes for strain rates higher than 108 𝑠 −1; and therefore, the plastic flow description also
changes from being exponential to logarithmic as shown by Eq. (31). The logarithmic
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description allows the capture of the softening (the drop shown in Figure 13.a) observed after
the material reaches its ultimate strength for strain rates 5 ∗ 108 𝑠 −1 and 109 𝑠 −1 . Also, this
change in mechanism is what making the (D) parameter strain rate dependent under tension
while it is not strain rate dependent under compression.

Finally, parameter (C) is independent of the loading type in the sense that it does not show
any variation towards tension or compression for any ligament size. That is because the tensioncompression asymmetry in yield stress is already taken care of by the proposed scaling laws in
CHAPTER 6. It can be seen from Figure 44 and Figure 45 that the model predictions are
capturing the plastic flow with significant accuracy.

Table 19. Eq. (31) parameters
Avg. ligament

6.4

diameter (nm)
Strain Rate (𝒔−𝟏 )

𝟏𝟎𝟔

Compression

Temperature (K)

𝟏𝟎𝟕

300

𝟏𝟎𝟖
300

400

11

D (MPa)

(mm2)

9..5

12

8.2

Tension

700

13

17.5

23

16
25

25.5

15

14
26
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13

12

𝟏𝟎𝟗

25.6
𝟏𝟎𝟖

300
1.05

0.95

11

5.5

1.0

7.0

10.5

23.5

1.05

0.95

110

50

45

40

18.5

150

1.10

D (MPa)

(mm2)

600

7.5

C

n (*10-12)

500

𝟓 ∗ 𝟏𝟎𝟖

1.10

C

n (*10-12)

13.1

Figure 44. Predictions of Eq. (31) compared to the simulation results for different strain
rates under a) compression and b) tension, and for different ligament sizes under c)
compression, and d) tension using the results reported by Saffarini et al. [80].

Figure 45. Simulation results for plastic flow compare to the model (Eq. (31)) predictions
at different temperatures under a) compression and b) tension.
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CHAPTER 8. CONCLUSIONS
8.1. Summary and Remarks

This work presented novel large-scale atomistic simulations utilizing various ligament
sizes, strain rates, and temperatures under uniaxial loading and for large compressive and
tensile strains. The main objective was to present a comprehensive systematic assessment of
the elastic and plastic deformation behavior of one of the most studied FCC metallic nanofoams. In addition, the results of the simulation along with the rich database that is available in
the literature are utilized to develop scaling laws that predict the material major mechanical
properties as a function of the its surface area, ligament size, relative density, strain rate, and
temperature. Finally, a dislocation based constitutive model is proposed to describe the plastic
flow in NP-Au capturing the effect of size, relative density, strain rate, and temperature.

In CHAPTER 3, the size effect simulations performed on three different size of 6.4nm,
13.1nm, and 25.6nm found that the elastic modulus displays a tension-compression asymmetry
and size dependency. Additionally, and in agreement with the literature, a tension compression
asymmetry in yield stress is obtained and is discussed both in terms of surface stress and surface
energy. Under compression, the strain hardening is found to be size dependent with different
degrees of densification. Also, it is verified that deformation proceeds by a dislocation
accumulation scenario, with increased dislocation densities and accumulation rates in smaller
ligaments. The coupling between early densification effect and defect accumulation and
interaction was found to be responsible for the size dependency in strain hardening. Under
tension, the plastic response is found to discretize into three regimes, and that these regimes
with their initiation points are size dependent. This suggests that the response of NP-Au under
tension can be significantly modified by electing adequate ligament sizes, in a balance between
strength, ductility, and toughness.
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In CHAPTER 4, the strain rate effect simulations performed on the small sample of size
6.4nm subjected to various strain rates in the range of 106 𝑠 −1 to 109 𝑠 −1 found that the elastic
modulus for NP-Au does not experience any strain rate dependency in a similar manner to bulk
metals. This helps one to allow for the comparison between MD simulation results and
experimental results despite the huge difference in strain rates. Additionally, the yield stress is
found to be strain rate dependent and the asymmetry is decreasing with strain rate decrease.
Under compression, the strain hardening is found to be strain rate dependent and is controlled
by how much total dislocation density is present in the sample for strain rates less than 108 𝑠 −1.
For strain rates exceeding this value, the material strength is controlled by the combined effect
of dislocation density and dislocation mobility. Under tension, the material strength is found to
be strain rate dependent with ductility being strain rate independent for strain rates less than
108 𝑠 −1 only. Additionally, the material deformation and failing mechanism change from
being localized shear controlled (shear bands) to necking controlled at strain rates exceeding
108 𝑠 −1 leading to transforming the ductility from being strain rate independent to strain rate
dependent. Generally, it was found that strain rate of 108 𝑠 −1 is a threshold value after which
deformation mechanism and dislocation interaction change significantly under both
compression and tension.

In CHAPTER 5, the temperature effect simulations performed on the small sample of size
6.4nm subjected to a strain rate of 108 𝑠 −1 at various temperatures in the range of 300K to
700K found that there is no temperature effect on tension-compression asymmetry of the elastic
modulus and yield stress despite them being temperature dependent. The strength is found to
be controlled by both the surface stresses and dislocation mobility with temperature change
under both compression and tension. However, the amount of deformation is independent of
the dislocation density in the system as the material experiences equivalent dislocation
densities with strain for the whole deformation process under tension, and only up to 20%
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under compression. The dislocation density starts to experience temperature dependency under
compression only when sufficient number of ligaments merge reducing the effect of free
surfaces.

In CHAPTER 6, the author utilized the literature data and this work simulation results for
elastic modulus, yield stress, and ultimate stress under uniaxial loading to develop scaling laws
that account for the coupling effect of ligament size, relative density, surface area to solid
volume ratio, strain rate, and temperature. The proposed model accounts for the
tension/compression asymmetry reported by experiments [50] and computer simulations
[49,71,80]. Moreover, the model is designed such that it addresses the difference between the
nature of the experimental setup and the computer simulation setup. The model is found to
perform significantly better than several available models found in the literature. Due to the
importance of scaling laws in the design of metallic foams, this work is intended to be a
comprehensive study of this topic while proposing a practical solution to the problem in hand.

In CHAPTER 7, the simulation results are utilized to propose a dislocation based
constitutive model to describe the plastic flow in FCC metallic nano-foams through the
utilization of the results of one of the most studied FCC metallic nano-foams. The model was
found to capture the material response with significant accuracy using few empirical
parameters. Also, the model captures the physical phenomena displayed by the change of size,
strain rate, and temperature with significant accuracy.

8.2. Future Research

Nanoporous metals are ideal candidates for a variety of applications where size, strain rate,
and temperature can experience important variations, such is an aerospace applications or in
the nuclear industry. The results of the current work are important for the design of NP metals
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especially at wide range of those parameters, and point to the need for improved constitutive
models incorporating their effects. In addition, with the continuous improvement of dealloying
techniques, a unique opportunity is present to prepare nanoporous metals with ligament sizes
below the 10 – 20 nm range [164] and structural hierarchy on different scales [165]. The results
presented here are a valuable contribution to the design of new nanoporous metals with
enhanced properties such as tailored strain hardening and improved ductility. For that purpose,
it is important to evaluate the mechanical response of such materials and understand the
underlying deformation mechanism in details in order to advance the literature understanding
towards further enhancement of the material characteristic and advance its design to target
tailored mechanisms and properties. Accordingly, the following recommendations can be of
valuable help to build on the current work and the available work in the literature:

1- An experimental systematic study similar to the simulations performed in this work is
required to fill the gap between experiment and MD. While size effect was explored
experimentally before by several studies, they do not explore the plastic response of the
material or the modeling of its plastic flow. On the other hand, strain rate and temperature
effects are completely overlooked by both experiments and computer simulations. This
work covers the computer simulation part, and for that, the experimental part is required.
2- In addition to filling the gap between experiment and MD, the plastic response of metallic
nano-foams needs to be explored more extensively than what is currently available in the
literature. Most of the work available in the literature is focused on the elastic and yield
properties of the materials with limited work concerning the plasticity of these materials.
The utilization of the material beyond its elastic limit will definitely help increase the
effectiveness of the materials especially when compression is involved. The presence of
porosity promotes effective densification of the material leading to the beneficial utilization
of its hardening.
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3- An assessment of the tension-compression asymmetry in elastic modulus and yield stress
is required to be carried out in a systematic approach experimentally to probe the effect of
size, strain rate, and temperature. The results of this work try to cover that part with extreme
caution as the details about the contribution of surface effects is still unclear. However,
quantifying the asymmetry along with a detailed assessment of its behavior for different
sizes, strain rates, and temperatures will uncover a lot of important details.
4- The scaling laws are of extreme importance in the design of metallic nano-foams. While
the laws developed in this work are capturing the material properties with significant
accuracy, several modifications can be added in order to further extend the model
applicability and practicality as discussed in details in 6.2.9.
5- Finally, the constitutive modeling of the metallic nano-foams is completely lacking from
the literature. The current work is the temperature only attempt to explore this topic. In
addition, the experimental assessment of plastic flow description is required in order to
further enhance any constitutive model that can be developed in the future.
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