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Abstract
Using certain finite-dimensional stable range of the nonlinear terms, we obtain large families
of exact solutions parameterized by functions for the equation of nonstationary transonic gas
flows discovered by Lin, Reisner and Tsien, and its three-dimensional generalization.
1 Introduction
Lin, Reisner and Tsien [LRT] found the equation
2utx + uxuxx − uyy = 0. (1.1)
for two-dimensional non-steady motion of a slender body in a compressible fluid, which
was later called the “equation of nonstationary transonic gas flows” (cf. [M1]). Mamontov
obtained the Lie point symmetries of the above equation in [M1] and solved the problem
of existence of analytic solutions in [M2]. The three-dimensional generalization:
2utx + uxuxx − uyy − uzz = 0 (1.2)
was studied by Kucharczyk [K] and by Sukhinin [Ss]. Indeed, the Lie point symmetries
of the equation (1.2) were found in their works. Sevost’janov [Sg] found explicit solutions
of the equation (1.1), describing nonstationary transonic flows in plane nozzles.
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In this paper, we present a new approach based on the fact that the nonlinear terms
keep some finite-dimensional polynomial space in x stable. We obtain a family of solutions
of the equation (1.1) blowing up on a moving line y = f(t), which reflect partial phenom-
ena of gust, and a family of smooth solutions parameterized by six smooth functions of
t. Moreover, we find a family of solutions of the equation (1.2) blowing up on a rotating
and translating plane cosα(t) y + sinα(t) z = f(t), which reflect partial phenomena of
turbulence, and a family of solutions polynomial in x parameterized by time-dependent
harmonic functions in y and z, whose special cases are smooth solutions. In particular,
we find all the solutions polynomial in x and y for the equation (1.1) and all the solutions
polynomial in x, y and z for the equation (1.2). Since our solutions contain parameter
functions, it can be used to solve certain boundary-value problems for these equations.
Lie group method is one of most important ways of solving differential equations.
However, the method only enables one to obtain certain special solutions. It is desirable
to find more effective ways of solving differential equations. Indeed, we do find one of
solving the above nonlinear partial differential equations.
On Mamonotov’s list of the Lie point symmetries of the equation (1.1) (e.g. cf. Page
296 in [I]), the most sophisticated ones are those with respect to the following vector
fields:





























where α, β and γ are arbitrary functions of t. Among the known Lie point symmetries












∂x + 3ty∂y + 3tz∂z + (x
2 − 3tu)∂u, (1.6)
X5 = g



























X7 = α∂x + [2σ
′(t)x+ σ′
′
(t)(y2 + z2)∂u, (1.9)
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where g, h, σ and α are arbitrary functions of t. Ryzhov and Shefter [RS] found some
invariant solutions of the equation (1.2), which represent time-dependent flows in a circular
or plane Laval nozzle.
First we find that the group invariant solutions with respect to the vector fields X1-
X7 are polynomial in x with degree ≤ 3. Then we examine the equations (1.1), (1.2)
more closely and observe that this phenomena is essentially caused by the fact that the
nonlinear term uxuxx keep the following polynomial subspace stable:
R + Rx+ Rx2 + Rx3, (1.10)
where R stands for the field of real numbers. This observation suggests us a new ansatze
of solving the equations (1.1) and (1.2). Since the equation (1.2) contains the Laplace
operator ∂2y + ∂
2
z , our approach to (1.2) will involve harmonic analysis and sophisticated
integrations. For simplicity, we will solve the equation (1.1) in Section 1.2 although it can
be viewed as a special case of (1.2). Exact solutions of (1.2) will be found in Section 3.
2 Two-Dimensional Case
In this section, we study solutions polynomial in x for the Lin-Reisner-Tsien equation
(1.1). By comparing the terms of highest degree in x, we find that such a solution must
be of the form:
u = f(t, y) + g(t, y)x+ h(t, y)x2 + ξ(t, y)x3, (2.1)
where f(t, y), g(t, y), h(t, y) and ξ(t, y) are suitably-differentiable functions to be deter-
mined. Note
ux = g + 2hx+ 3ξx
2, uxx = 2h+ 6ξx, (2.2)
utx = gt + 2htx+ 3ξtx





2) + (g+2hx+3ξx2)(2h+6ξx)− fyy − gyyx−hyyx2− ξyyx3 = 0, (2.4)
which is equivalent to the following systems of partial differential equations:
ξyy = 18ξ
2, (2.5)
hyy = 6ξt + 18ξh, (2.6)
gyy = 4ht + 4h
2 + 6ξg, (2.7)
fyy = 2gt + 2gh. (2.8)
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is a solution of the equation (2.5) for any differentiable function β of t. Substituting (2.9)
into (2.6), we get
























3y + β(t))i. (2.12)
Substituting (2.11) and (2.12) into (2.10), we have
∑
i∈Z
3[(i+ 2)(i+ 1)− 6]ai+2(t)(
√



















3y + β(t))3, (2.15)
where α and γ are arbitrary differentiable functions of t.
Note




















3y + β(t))2 + γ′(t)(
√



















3y + β(t)) + 2γ(t)β ′(t)(
√
3y + β(t))2 + γ(t)2(
√
3y + β(t))6. (2.17)




















3y + β) + 20γβ ′(
√
3y + β)2 + 4γ′(
√
3y + β)3 + 4γ2(
√















3y + β)i. (2.20)
Substituting (2.19) and (2.20) into (2.18), we get




, b0 = −2α
′
3

























































3y + β)8, (2.24)
where σ and ρ are arbitrary differentiable functions of t.
Observe that
































3y + β)3 +












































+ (α2γ + β ′ρ)(
√
3y + β) +










3y + β)3 +






















3y + β)11. (2.26)

































3y + β)2 +

















































+ θ + ϑy + αρy2 − 2α










3y + β)− 1] + 3α










3y + β)4 +




































3y + β)13, (2.28)
where θ and ϑ are arbitrary functions of t.
Theorem 2.1. We have the following solution of the equation (1.1) blowing up on
the surface
√



































































+ θ + ϑy + αρy2 − 2α










3y + β)− 1] + 3α










3y + β)4 +




































3y + β)13, (2.29)
where α, β, γ, σ, ρ, θ and ϑ are arbitrary functions of t, whose derivatives appeared in the
above exist in a certain open set of R.






















3y + β)3. (2.30)
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Take the trivial solution ξ = 0 of (2.5), which is the only solution polynomial in y.
Then (2.6) and (2.7) become
hyy = 0, gyy = 4ht + 4h
2. (2.31)
Thus
h = α(t) + β(t)y. (2.32)
Hence
gyy = 4α
2 + 4α′ + 4(β ′ + 2αβ)y + 4β2y2. (2.33)
So
g = γ + σy + 2(α2 + α′)y2 +
2
3




where γ and σ are arbitrary functions of t. Now (2.8) yields
fyy = 2(αγ + γ




20α2β + 12αβ ′ + 20α′β + 4β ′′
3
y3 +







f = τ + ρy + (αγ + γ′)y2 +
1
3
(ασ + βγ + σ′)y3 +
1
6




5α2β + 3αβ ′ + 5α′β + β ′′
15
y5 +






Theorem 2.2. The following is a solution of the equation (1.1):
u = (α + βy)x2 +
[
γ + σy + 2(α2 + α′)y2 +
2
3






+τ + ρy + (αγ + γ′)y2 +
1
3
(ασ + βγ + σ′)y3 +
1
6















where α, β, γ, σ, ρ and τ are arbitrary functions of t, whose derivatives appeared in the
above exist in a certain open set of R. Moreover, any solution polynomial in x and y of
(1.1) must be of the above form. The above solution is smooth (analytic) if all α, β, γ, σ, ρ
and τ are smooth (analytic) functions of t.
Remark 2.3. In addition to the nonzero solution (2.9) of the equation (2.5), the other
nonzero solutions are of the form
ξ = ℘ι(
√
3y + β(t)), (2.38)
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where ℘ι(w) is the Weierstrass’s elliptic function such that
℘′ι(w)
2 = 4(℘ι(w)
3 − ι), (2.39)
and ι is a nonzero constant and β is any function of t. When β is not a constant, the
solutions of (2.6)-(2.8) are extremely complicated. If β is constant, we can take β = 0 by
adjusting ι. Any solution of (2.6)-(2.8) with h 6= 0 is also very complicated. Thus the





By comparing the terms of highest degree, we find that a solution polynomial in x of the
equation (1.2) must be of the form:
u = f(t, y, z) + g(t, y, z)x+ h(t, y, z)x2 + ξ(t, y, z)x3, (3.1)
where f(t, y, z), g(t, y, z), h(t, y, z) and ξ(t, y, z) are suitably-differentiable functions to
be determined. Note
ux = g + 2hx+ 3ξx
2, uxx = 2h+ 6ξx, (3.2)
utx = gt + 2htx+ 3ξtx
2, uyy = fyy + gyyx+ hyyx
2 + ξyyx
3, (3.3)




2(gt + 2htx+ 3ξtx
2) + (g + 2hx+ 3ξx2)(2h+ 6ξx)− (fyy + fzz)
−(gyy + gzz)x− (hyy + hzz)x2 − (ξyy + ξzz)x3 = 0, (3.5)
which is equivalent to the following systems of partial differential equations:
ξyy + ξzz = 18ξ
2, (3.6)
hyy + hzz = 6ξt + 18ξh, (3.7)
gyy + gzz = 4ht + 4h
2 + 6ξg, (3.8)
fyy + fzz = 2hgt + 2gh. (3.9)





3(y cosα(t) + z sinα(t)) + β(t))2
(3.10)
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is a solution of the equation (3.6), where α and β are suitable differentiable functions of
t. With the above ξ, (3.7) becomes
hyy + hzz = −12(
√
3α′(−y sinα+ z cosα) + β ′)
(
√





3(y cosα + z sinα) + β)2
. (3.11)
In order to solve (3.11), we change variables:
ζ =
√
3(cosα y + sinα z) + β, η =
√




3(cosα ∂ζ − sinα ∂η), ∂z =
√




z = 3(cosα ∂ζ − sinα ∂η)2 + 3(sinα ∂ζ + cosα ∂η)2 = 3(∂2ζ + ∂2η). (3.14)
Note
∂t(ζ) = α
′η + β ′, ∂t(η) = α
′(β − ζ). (3.15)
The equation (3.11) can be rewritten as:
hζζ + hηη = −4(α′η + β ′)ζ−3 + 6ζ−2h. (3.16)


















which is equivalent to
a−3ηη + 2a−1 = −4(α′η + β ′) + 6a−1, aiηη + (i+ 2)(i+ 1)ai+2 = 6ai+2 (3.19)





′η + β ′, (i+ 4)(i− 1)ai+2 = −aiηη for − 3 6= i ∈ Z. (3.20)
When i = −4 and i = 1, we get a−4ηη = a1ηη = 0. Moreover, a−2 and a3 can be any
functions.
Take
a3 = σ, a−2 = ρ, a−1 = α
′η + β ′, (3.21)
9
a1 = a−1−2i = a−2−2i = 0 for 0 < i ∈ Z (3.22)
in order to avoid infinite number of negative powers of ζ in (3.17), where σ and ρ are are























(2k + 5)(2k + 3)(2k + 1)!
+
(2k − 1)(2k − 3)∂2kη (ρ)ζ−2
3(2k)!
]ζ2k (3.25)
is a solution of (3.16).
By (3.12) and (3.14), (3.8) is equivalent to






h2 + 2ζ−2g. (3.26)
Note
ht = (α
′′η + β ′
′






15∂2kη (σt + α
′(β − ζ)ση)ζ3
(2k + 5)(2k + 3)(2k + 1)!
+
(2k − 1)(2k − 3)∂2kη (ρt + α′(β − ζ)ρη)ζ−2
3(2k)!
)
+(α′η + β ′)[
15∂2kη (σ)ζ
2
(2k + 5)(2k + 1)!
+
(2k − 1)(2k − 2)(2k − 3)∂2kη (ρ)ζ−3
3(2k)!
]}. (3.27)





























η + β ′
′
+ (α′)2β − α′ρη] + 4
9






















is a solution (3.26). Then
∑
i∈Z










(i+ 3)ici+2 = bi − ciηη, (r + 3)rcr+2 = −crηη, r < −4 ≤ i. (3.35)
By the second equation in (3.35), we take
cr = 0 for r < −4 (3.36)
to avoid infinite number of negative powers of ζ in (3.33). Letting i = −3, 0, we get
b−3 = c−3ηη, b0 = c0ηη. (3.37)
The first equation is naturally satisfied because c−3 = −c−5ηη/10 = 0. Taking i =

























































ηη − 9∂4η(ρ2) + 12∂2η(ρηηρ) = 72(α′)2. (3.42)
It can be proved by considering the terms of highest degree that any solution of (3.42)
polynomial in η must be of the form














3γ′2 − 5γ22dt, (3.45)
where ǫ = ±1. Replace β by −β if necessary, we can take ǫ = 1. Under the assumption
(3.43),


























η + β ′
′
+ (α′)2β − α′ρη] + 8
9


















For any real function F (t, η) analytic at η = η0, we define
















































































√−1τ1) + σ(t, η −


































(2k + 5)(2k + 3)(2k + 1)!














































√−1τ1) + σ(t, η −
√−1τ1)]dτ1 dτ2. (3.53)
According to (3.28) and (3.50), we have




































√−1τ1)− σ(t, η −
√−1τ1)]dτ1 dτ2


































by (3.29) and (3.38). According to (3.35) with i = −3, 0, c−1 and c2 can be arbitrary. For
convenience, we redenote
c−1 = κ(t, η), c2 = ω(t, η). (3.56)



















η + β ′
′
+ (α′)2β − α′ρη]− 4
9
(α′η + β ′)γ2. (3.58)
In addition, (3.35) and (3.56) yield
c2k+3 =
(−1)k+1∂2k+4η (κ)














(2k + 5)(2k + 3)!
∂2(k−i)η (b2i+2) (3.60)
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for 0 ≤ k ∈ Z.
Set
































































√−1τ1) + ω(t, η −
√−1τ1)]dτ1 dτ2. (3.62)
Moreover,
Ψ〈β,ρ,σ〉(t, η, 0) = 0, bi =
∂iζ(Ψ〈β,ρ,σ〉)(t, η, 0)
i!
for 0 < i ∈ Z. (3.63)
Thus























(−1)k−i(i+ 1)∂2(k−i)η ∂2i+1ζ (Ψ〈β,ρ,σ〉)(t, η, 0)







(−1)k−i(2i+ 3)∂2(k−i)η ∂2i+2ζ (Ψ〈β,ρ,σ〉)(t, η, 0)
(2i+ 2)(2k + 5)(2k + 3)!
ζ2k+4, (3.64)
in which the summations are finite if σ(t, η) is polynomial in η. Now

















√−1τ1) + σ(t, η −
√−1τ1)]dτ1 dτ2 dτ3, (3.65)

















η + β ′
′
+ (α′)2β − α′ρη]ζ − 4
9
(α′η + β ′)γ2ζ. (3.66)
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Denote




Then the equation (3.9) becomes














(∂w + ∂w), ∂ζ =
√−1
2




ζ = ∂w∂w. (3.71)
A complex function
G(µ) is called bar-homomorphic if G(µ) = G(µ). (3.72)
For instance, trigonometric functions, polynomials with real coefficients and elliptic func-
tions with bar-invariant periods are bar-homomorphic functions. The extended function







√−1(µ− µ))dµ dµ+ χ(t, η +√−1ζ)
+χ(t, η −√−1ζ) +√−1[ν(t, η +√−1ζ)− ν(t, η −√−1ζ)], (3.73)
where w0 is a fixed complex number and χ(t, µ), ν(t, µ) are complex functions in real
variable t and bar-homomorphic in complex variable µ.
Theorem 3.1. In terms of the notions in (3.12), the function u = ζ−2x3+hx2+gx+f
is a solution of the equation (1.2) blowing up on the hypersurface
√
3(cosαy+sinαz)+β =
0, with h given in (3.65), g given in (3.66) via (3.54) and (3.64), and f given in (3.73)
via (3.67). The involved parametric functions ρ is given in (3.43), α is given in (3.45),
and σ, κ, ω are real functions in real variable t and η.
Next we want to find a more explicit formula when σ = κ = ω = χ = ν = 0. In this
case,























η + β ′
′
+ (α′)2β − α′ρη]ζ − 4
9
(α′η + β ′)γ2ζ. (3.75)
Moreover, (3.15) and (3.43) yield











α′η + β ′
9
(3ρ2η

































(α′η + β ′)(α′
′
η + β ′
′
+ (α′)2β − α′ρη)− 8
9
γ2(α
















η + β ′
′′










By (3.67) and (3.68), we can find f .
Corollary 3.2. In terms of the notions in (3.12), we have the following solution of
the equation (1.2) which blows up on the hypersurface
√
3(cosα y + sinα z) + β = 0:
u = ζ−2x3 +
[





















η + β ′
′
+ (α′)2β − α′ρη]ζ − 4
9





















ζ4(12 ln ζ − 25) + [4
9
α′ρρη +
2(α′η + β ′)
27





η + β ′
′
+ (α′)2β)]ζ(ln ζ − 1)− 2
243
[29α′γ2ρη + (α
′η + β ′)(20γ22 − 3γ′2)


























(α′η + β ′)(α′
′
η + β ′
′
+ (α′)2β − α′ρη)− 8
27
γ2(α


















η + β ′
′′

























where ρ is a third-order differentiable function as in (3.43), α is given in (3.45) and β is
any third-order differentiable function of t.
Finally, ξ = 0 is the only solution of the equation (3.6) polynomial in y and z. Under
this assumption, the equations (3.7) and (3.8) becomes
hyy + hzz = 0, gyy + gzz = 4ht + 4h
2. (3.78)
The first equation is a Laplace equation whose solutions are called harmonic functions.
It can be proved as (3.25) by power series that the general solution of the first equation
is:
h = (σ +
√−1ρ)(t, y +√−1z) + (σ −√−1ρ)(t, y −√−1z), (3.79)
where σ(t, µ) and ρ(t, µ) are complex functions in real variable t and bar-homomorphic
in complex variable µ (cf. (3.72)). Set
w = y +
√−1z, w = y −√−1z. (3.80)
Then the Laplace operator
∂2y + ∂
2
z = 4∂w∂w. (3.81)
The second equation in (3.78) is equivalent to:
∂w∂w(g) = ht + h
2 = (σt +
√−1ρt)(t, w) + (σt −
√−1ρt)(t, w)
+[(σ +
√−1ρ)(t, w) + (σ −√−1ρ)(t, w)]2. (2.82)







√−1ρt)(t, µ1) + (σt −
√−1ρt)(t, µ1)
+[(σ +
√−1ρ)(t, µ1) + (σ −
√−1ρ)(t, µ1)]2}dµ1 dµ1
+(κ+
√−1ω)(t, w) + (κ−√−1ω)(t, w), (3.83)
where κ(t, µ) and ω(t, µ) are complex functions in real variable t and bar-homomorphic

















√−1ρt)(t, µ1)) + (σtt +
√−1ρtt)(t, µ1) + (σtt −
√−1ρtt)(t, µ1)]dµ1 dµ1
+(κt +
√−1ωt)(t, w) + (κt −
√−1ωt)(t, w). (3.85)
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√−1ρ)(t, µ1) + (σ −
√−1ρ)(t, µ1))
×((σt +
√−1ρt)(t, µ1) + (σt −
√−1ρt)(t, µ1)) + (σtt +
√−1ρtt)(t, µ1)
+(σtt −
√−1ρtt)(t, µ1)]dµ1 dµ1 + (κt +
√−1ωt)(t, µ2) + (κt −
√−1ωt)(t, µ2)
+[(σ +









√−1ρt)(t, µ1) + (σt −
√−1ρt)(t, µ1)
+[(σ +
√−1ρ)(t, µ1) + (σ −
√−1ρ)(t, µ1)]2}dµ1 dµ1]}dµ2 dµ2
+(χ+
√−1ν)(t, w) + (χ−√−1ν)(t, w), (3.86)
where χ(t, µ) and ν(t, µ) are complex functions in real variable t and bar-homomorphic
in complex variable µ, and w2 is a complex constant.
Theorem 3.3. In terms of the notions in (3.79), the following is a solution polynomial
in x of the equation (1.2):
u = [(σ +








√−1ρ)(t, µ1) + [(σ +
√−1ρ)(t, µ1) + (σ −
√−1ρ)(t, µ1)]2}dµ1 dµ1
+(κ+
















√−1ρt)(t, µ1)) + (σtt +
√−1ρtt)(t, µ1) + (σtt −
√−1ρtt)(t, µ1)]dµ1 dµ1
+(κt +
√−1ωt)(t, µ2) + (κt −
√−1ωt)(t, µ2) + [(σ +
√−1ρ)(t, µ2)
+(σ −√−1ρ)(t, µ2)][(κ +








√−1ρt)(t, µ1) + (σt −
√−1ρt)(t, µ1)
+[(σ +
√−1ρ)(t, µ1) + (σ −
√−1ρ)(t, µ1)]2}dµ1 dµ1]}dµ2 dµ2
+(χ+
√−1ν)(t, w) + (χ−√−1ν)(t, w), (3.87)
where σ(t, µ), ρ(t, µ), κ(t, µ), ω(t, µ), χ(t, µ) and ν(t, µ) complex functions in real vari-
able t and bar-homomorphic in complex variable µ (cf. (3.72)). Moreover, the above
solution is smooth (analytic) if all σ, ρ, κ, ω, χ and ν are smooth (analytic) functions.
In particular, any solution of the equation (1.2) polynomial in x, y, z must be of the form
(3.87) in which σ, ρ, κ, ω, χ and ν are polynomial in µ.
Remark 3.4. In addition to the solutions in Theorems 3.1 and 3.2, the equation (1.2)
18
has the following simple solution:
u = ℘ι(
√
3(ay + bz)) x3, (3.88)
where ℘ι(w) is the Weierstrass’s elliptic function satisfying (2.39) and a, b are real con-
stants such that a2 + b2 = 1.
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