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Abstract. Symmetry in mathematical programming may lead to a multiplicity of solutions. In nonconvex optimi-
sation, it can negatively affect the performance of the branch-and-bound algorithm. Symmetry may induce large
search trees with multiple equivalent solutions, i.e. with the same optimal value. Dealing with symmetry requires
detecting and classifying it first. This work develops methods for detecting groups of symmetry in the formula-
tion of quadratically constrained quadratic optimisation problems via adjacency matrices. Using graph theory, we
transform these matrices into Binary Layered Graphs (BLG) and enter them into the software package nauty [36].
Nauty generates important symmetric properties of the original problem.
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1 Introduction
Several geometry problems are mathematically formulated as quadratically constrained quadratic programs [23, 20].
The occurrence of symmetry in these problems results in many equivalent feasible and optimal solutions that each can
be technically generated from the other. Identifying and classifying problem symmetries is an important step towards
exploiting tree-based algorithms such as branch-and-cut. This subsequently allows state-of-the-art solver softwares
to omit symmetric solutions. This section studies quadratically constrained quadratic programs and the McCormick
relaxation method applied on the bilinear terms presented in this formulation. We also provide basic preliminaries on
group theory.
A general formulation of a Quadratically Constrained Quadratic Program is given:
Definition 1.
min
x∈Rn
f0(x)
s.t. fk(x)≤ 0 ∀k = 1, . . . ,m
xi ∈ [xLi ,xUi ] ∀ i = 1, . . . ,n
(QCQP)
where
fk(x) =
n
∑
i=1
n
∑
j=1
xiαki jx j+
n
∑
i=1
αki0xi+α
k
00∀k = 0. . . . ,m (1)
with coefficients αki j ∈ R for i ∈ {0, . . . ,n}, j = {0, . . . ,n} and k ∈ {0,1, . . . ,m} for xi ∈ [xLi ,xUi ], i ∈ {1, . . . ,n}.
The property of nonconvexity in mathematical programs imposes more difficulties when we try to solve them.
Nonconvexity causes the existence of multiple local optima when we may be seeking a global solution that gives the
best optimal value. There are several convex relaxation techniques for global optimisation problems [24]. McCormick
[35] achieves a convex relaxation of quadratically constrained quadratic problems of such problems by adding inequal-
ity constraints generated on new auxiliary variables which combine the given ones. More precisely, a Reformulation
Linearisation Technique (RLT) is the McCormick convex and concave relaxation for bilinear terms.
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Fig. 1: McCormick convex and concave relaxation for bilinear terms
This part follows Anstreicher [2] and [43] to derive convex relaxation of the original QCQP. For each bilinear
term set Xi j = xix j, the McCormick hull forms under and overestimator constraints, related to the variable bounds
xLi ≤ xi ≤ xUi , xLj ≤ x j ≤ xUj 
Xi j ≥ xLi x j + xLj xi− xLi xLj
Xi j ≥ xUi x j + xUj xi− xUi xUj
Xi j ≤ xUi x j + xLj xi− xUi xLj
Xi j ≤ xLi x j + xUj xi− xLi xUj
Statement 1. Any quadratic program (QCQP) can be linearised by using the reformulation linearisation technique.
To derive the McCormick [35] convex and concave relaxation for bilinear terms, consider any quadratic equation
of the form fk(x) = xT Qkx+pkT x+ rk ≤ 0∀k = {0, . . . ,m} and define:
X = xxT =

x1
·
·
·
xn
( x1 · · · xn )=

x1x1 x1x2 · · xnxn
x2x1 · · · ·
· · · · ·
· · · · ·
xnx1 · · · xnxn

Rewrite each quadratic expression using the inner product:
xT Qkx =
n
∑
i=1
n
∑
j=1
Qki jxix j = Qk •X =
n
∑
i=1
n
∑
j=1
Qki jXi j
Now use the variable bounds of xi,x j to obtain the constraints of the following linearised optimisation problem
LQP. Note that for i 6= j, Xi j = X ji as the matrices are symmetric above their diagonal, and X = XT . Hence we can
define the linear form of QCQP as
Definition 2.
max Q0 •X+p0T x+ r0
s.t. Qk •X+pkT x+ rk ≤ 0 ∀k = {1, . . . ,m}
X−xLxT −x(xL)T ≥−xL(xL)T
X−xU xT −x(xU )T ≥−xU (xU )T
X−xLxT −x(xU )T ≤−xL(xU )T
X−xU xT −x(xL)T ≤−xU (xL)T
X = XT
x ∈ [xL,xU ]
(LQP)
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where x ∈ Rn, Q0, . . . ,Qm ∈ Rn×n, are n by n matrices and pk ∈ Rn, rk ∈ R.
Group theory studies the algebraic structure of a wide range of objects with or without special properties. An
important class of groups is the one of transformations (symmetries). We use the class of permutation groups, e.g. the
symmetric and the cyclic group, to describe the transformations in geometric objects [3, 7].
A group (W, ·) is a nonempty set W with a binary operation · on W satisfying the following properties: If g, z ∈W,
then g · z is also in W; g · (z · d) = (g · z) · d for all g, z, d ∈ W; Every group W has an identity element I, such that
g · I = I ·g = g, f oreachg ∈W; If g ∈W, ∃ g−1 ∈W such that g ·g−1 = g−1 ·g = I. A subgroup Z of a group W is a
nonempty subset of W that forms a group itself under the operation induced by W. Two groups W, Z are isomorphic
if ∃ a bijective function φ : W → Z that satisfies: φ(I) = I for an identity element I; φ(g−1) = φ(g)−1, ∀g ∈ W;
φ(gz) = φ(g)φ(z), ∀g, z ∈W. A group automorphism is an isomorphism from a group to itself. A permutation of a
set Y = {1, . . . , n} is a bijective function pi : Y−→ Y. A permutation group Π n is a finite group whose elements are
permutations of a given set Y and whose group operation is composition of permutations in the group. For permutations
pi ∈ Π n, σ ∈ Πm, A(pi,σ) is a matrix obtained by permuting the columns of A by pi and the rows of A by σ . The
symmetric group Sn is the group of all permutations of a given set Y. In mathematics, representation theory studies
ways to represent the elements of groups as linear transformations of vector spaces. The symmetry group of an object
is the group of all transformations under which the object is invariant with group operation the composition of such
transformations. A cyclic group is a group that can be generated by a single element e.g. Cn = 〈r|rn = 1,n ∈ Z〉 is the
cyclic group of order n. An object has cyclic symmetries if it is invariant under the transformations in a cyclic group.
A main part of this paper evolves around the symmetry in the original nonconvex QCQP problem and how it
is affected after relaxing the problem which leads to an ordinary linear program LQP. This paper proceeds as fol-
Table 1: Table of Notation.
Symbol Description Symbol Description
xi Variables I Identity element
x Vectors of variables pi,σ Permutations
α Coefficient Π n Set of all permutations
c,b,p Vectors of parameters Sn Symmetric group order n
A,Q Matrices of parameters Y Sets
X Matrix of auxiliary variables f ,h,φ Functions
M, IM,JM,KM Sparse representations of matrices G,H Graphs
F Set of feasible solutions E,V Set of edges, vertices
G , G˜ Symmetry groups e Edges in the graph
W,Z Groups u,v Nodes in the graph
lows: Section 2 surveys the relevant literature and provides a specific geometry problem which motivates the study
of symmetry. Section 3 formally defines symmetry in quadratically constrained quadratic optimisation problems and
identifies the role of integrality and nonconvexity in such cases. Section 4 evolves around the formulation symmetries
in optimisation problems and the graph structures that currently exist in literature for detecting such symmetries. Sec-
tion 5 suggests two different methods on forming a problem as an adjacency matrix and explains how to convert these
matrices into graphs. Section 6 introduces binary layered graphs and describes how to use the proposed matrices and
construct these graphs. Section 7 shows how to automatically detect symmetry using software package nauty. This
work concludes in Section 8 with a discussion on the proposed structures and comparison to other methods.
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2 Symmetry in Mathematical Programming
2.1 Literature Review
Margot [34] defines symmetry in Integer Linear Programming (ILP) of the form
PL =minx∈Zn{cT x |Ax≥ b}where A∈Rm×n and vectors c∈Rn, b∈Rm. Symmetry is the set of variable permutations
under which any feasible solution remains feasible and the objective function value is invariant. Let F be the set of
feasible solutions of any problem PL. The symmetry group is:
G˜ (PL) = {pi ∈Π n | ∀ xˆ ∈F , pi(xˆ) ∈F and cTpi(xˆ) = cT xˆ}
Liberti [26] studies and extends the definition of symmetry to mixed-integer nonlinear optimisation problems.
Symmetric structure in optimisation may be viewed through the lens of group theory for QCQP [5, 17]. In many
situations though, it is difficult to detect the symmetry of the original problem and its polyhedron representation [6].
The formulation group is a subgroup of the symmetry group and reflects the symmetric properties of the variables
and the constraints of an optimisation problem. Symmetry handling approaches present methodologies to associate
optimisation problems with graph representations from which the graph automorphism is generated by using software
tools [42, 4, 34, 27, 5, 21].
Many researchers exploit the above information and the insights of several problems; covering problems [31,
33], scheduling and packing problems [38, 8] and engineering problems as the unit commitment problem and heat
exchanger network synthesis [40, 1, 22]. They identify the presence of symmetry and in some cases propose symmetry
handling approaches for problems with known symmetric structure. The improved performance of the solvers validates
the efficiency of these techniques [41]. However, they are problem specific and cannot be generalised to other problems.
There are several methods to exploit symmetry which are categorised as static and dynamic methods. Static meth-
ods adjoin new constraints to the formulation in order to make some symmetric optima infeasible. Sherali and co-
workers add symmetry breaking constraints or perturb the objective function [47, 16]. Other researchers investigate
the orbitopes of a problem [4, 11, 19]: convex hull of 0-1 matrices that represent possible solutions to packing and par-
titioning constraints. The new constraints yield to a reformulation which is guaranteed to keep at least one symmetric
optimum feasible. Orbitopes have additionally been considered for cutting planes [13, 18]. Liberti [25] automatically
generates symmetry handling inequalities, whereas other works study inequalities which exploit multiple variable or-
bits [28, 10]; the groups of variables that can be sent to each other under some actions (permutations in the group)
which are equivalent with respect to symmetry of the problem.
In the dynamic category are approaches which modify the solution method i.e. the search tree algorithm to recog-
nise and exploit symmetry dynamically as it goes along. For example, constraints can be derived for each node in
the tree to forbid the isomorphic nodes [14, 15, 44]. Another way of exploiting symmetry in B&B is given by iso-
morphism pruning [30, 32, 31] and orbital/constrained orbital branching [37, 39]. By introducing artificial variables,
Fischetti et al. [12] reformulate the problem to a reduced problem which considers only variables of symmetry orbits
instead of all variables, so-called orbital shrinking.
While most of these works consider the symmetry representation as a step enclosed by the scope of handling
symmetry, Liberti [26] is the first who stated the importance of a practical and general representation of symmetry.
He uses expression trees to explicitly capture the structure of an optimisation problem and develops the ROSE [29]
reformulation software engine that produces a file representation of the problem as Directed Acyclic Graphs (DAG).
The work introduced in this thesis concerns with the improvements on symmetry detection, which is the first phase
of symmetry handling techniques. Symmetry representation is an elementary process given to the software package
nauty, on which all the following steps to break symmetry depend. Hence it is very essential to guarantee and
increase its correctness and efficiency.
2.2 Motivation
To isolate this phenomenon we present a prototype circle packing problem. Visually consider a problem of locating
two identical circles (c1,c2) with centre coordinates (x,y), (x′,y′) in a unit square. Figure 2 illustrates this problem.
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Fig. 2: Example that shows four different ways of locating two circles in a unit square which lead to the same optimal
minimum distance between their centre.
The optimisation problem is to make the circles as large as possible without overlapping. There are four ways to locate
these circles and they are related by rotations and reflections. Mathematically speaking, there are four sets of feasible
(approximated) solutions which give the same objective value; distance between their centre coordinates [48].
As shown in Figure 2:
1 = {(0.293,0.293),(0.707,0.707)}
2 = {(0.293,0.707),(0.707,0.293)}
3 = {(0.707,0.707),(0.293,0.293)}
4 = {(0.707,0.293),(0.293,0.707)}
However only one can be considered as unique as all the others can be obtained by permuting the variables of the prob-
lem. Consider solution 1 and permute variables (yy′) to get solution 2 = {(0.293,0.707),(0.707,0.293)}, (xx′) to get
4= {(0.707,0.293),(0.293,0.707)}, apply both permutations (yy′)(xx′) to get solution 3= {(0.707,0.707),(0.293,0.293)}.
Permutations (xy) and/or (x′ y′) take solution 1 to itself [8]. The exchange of the variables of the problem which leaves
the set of feasible solutions and the objective function value unaffected is the symmetry in an optimisation problems.
In a branch-and-bound framework, symmetry is an optimal solution with different configuration leading to the same
objective function value. In worst case, B&B exhaustively enumerates all feasible solutions. Hence, the presence of
symmetry can cause unexpectedly large trees which immediately affects the time that is taken for the algorithm to ter-
minate and the problem to be solved. Hence exploiting symmetry is a challenge. Identifying and classifying problem
symmetries is an important step towards exploiting tree-based algorithms such as branch-and-cut. This subsequently
allows state-of-the-art solver software to omit symmetric solutions.
3 Symmetry Group of Quadratically Constrained Quadratic Programs
After surveying the available sources for detecting symmetry, we contemplate the explanation of symmetry given by
Margot [34] which is also presented by Liberti [26] on different problems. Under a set of permutations of the problem
variables, each feasible solution can be mapped to another solution having the same value and the whole set of feasible
solutionsF can be mapped to itself.
Modifying this definition to the case of quadratic problems we define symmetry in QCQP:
Definition 3. Symmetry group
G˜ (PQ) = {pi ∈Π n | ∀ xˆ ∈F , pi(xˆ) ∈F and f0(pi(xˆ)) = f0(xˆ)}
The symmetry group is based on the feasible set of solutions of an optimisation problem. Deriving this set is
impractical in our work. Hence, the scope of this paper is to efficiently associate data structures with optimisation
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problems which can generate the formulation group: a set of permutations that fix the problem formulation. Liberti
[26] proves that the formulation group is a subset of the symmetry group. Definitions and relevant structures of this
group are provided in the next section.
This work discusses the symmetry in nonlinear QCQPs, as well as the symmetry in linearised cases of LQP, which
arise after applying the RLT to the QCQP formulation.
Relaxing the problem using the RLT technique adds constraints which may alter the symmetric structure of the
problem. We evaluate and state how the integrality and nonlinearities affect the symmetry group of the original prob-
lem. The following examples show that another challenging aspect of detecting symmetry is the fact that symmetry in
the original problem does not imply the same symmetry in the relaxed problem and vice versa.
Example 1.
min x1+ x2
s.t. 2x1+ x2 ≤ 2
x1,x2 ∈ {0,1}
The set of feasible solutions is {(0,0),(1,0),(0,1)}. Hence, the symmetry group is characterised by permutation
pi = (x1,x2) under which any feasible solution remains within the set of feasible solutions and the objective function
value is invariant. On the other hand, if we relax the integrality constraints over a continuous range x,y ∈ [0,1] the
feasible solution (0.5,1) under permutation pi(0.5,1) = (1,0.5) violates the linear constraint. Hence, if the integrality
restrictions in a Mixed-integer QCQP are relaxed and the symmetry group is defined over the feasible set of solu-
tions, then it is not necessarily a subgroup of the symmetry group in the relaxation. The next example shows that the
symmetry group of the relaxation is also not a subgroup of the symmetry group in the original problem.
Example 2.
min x1+ x2
s.t. x1+ x2 ≤ 1
x1 ∈ [0,1]
x2 ∈ {0,1}
Similar to Example 1 permutation pi = (x1,x2) is the symmetry of the relaxed problem, but solution (0.5,1) is not
feasible under this permutation for the original problem.
Another example shows that the original optimisation problem might not inherit any symmetry. But under relax-
ation, e.g. McCormick, symmetries arise.
Example 3.
min − x1− x22
s.t. x2+ x3 ≥ 1
x1 ≥ 2x3−1
x1 ≤ x3
x1,x2,x3 ∈ {0,1}
(QP)
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min − x1− x4
s.t. x2+ x3 ≥ 1
x1 ≥ 2x3−1
x1 ≤ x3
x4 ≥ 2x2−1
x4 ≤ x2
x1,x2,x3,x4 ∈ {0,1}
(LQP)
For the symmetry group the feasible set of solutions:
F (QP) = {(111),(010),(101)} with G˜ (QP) = {I}.
F (LQP) = {(1111),(1010),(0101)} with
G˜ (LQP) = {I,(x1 x3),(x2 x4),(x1 x3)(x2 x4),(x1 x2)(x3 x4),(x1 x4)(x2 x3)} hence, G (LPQ) G (QP).
4 Formulation Symmetry Detection via Directed Acyclic Graphs
The formulation group of a mathematical optimisation problem is defined by Liberti [27] as the set of permutations of
the variable indices for which the objective function and the constraints are the same. Hence, for QCQP:
Definition 4. Formulation group of QCQP
G (PQ) = {pi ∈Π n | f0(pi(x)) = f0(x) and ∃ σ ∈Πm(σ fk(pi(x)) = fk(x))}
4.1 Graph Theory
A graph is a tuple G = (V,E) where V is a (finite non-empty) set of vertices and v ∈ V is called a vertex and E ⊂
V×V is a finite collection of edges and e = {u,v} ∈ E is called an edge. An edge from a vertex to itself e = {u} is
said to be a loop. A weighted graph K is a triplet K = (V,E,w) where w : E(K)→ R. A `-colouring of a labelled
graph G = (V,E,c) is a function c : V (G)→ {0,1, . . . , `− 1} where k is the number of colours. The vertices of one
colour form a colour class and G is defined as a vertex coloured graph. Two simple graphs G = {V(G),E(G)} and
H = {V(H),E(H)}, are isomorphic graphs, denoted G ∼= H, if ∃ a bijective function f : V(G)→ V(H), such that
for each edge {u ,v} ∈ E(G) there is an edge { f (u), f (v)} ∈ E(H). Under this relation, any set of adjacent vertices
E(V) = {{u,v}|u,v ∈ V,u 6= v} remains adjacent. An automorphism is an isomorphism of a graph to itself. Given a
graph G, a permutation pi of V(G) is a graph automorphism of G, if ∀u, v ∈ V(G) there exist an edge {u ,v} ∈ E(G)
then under any permutation pi remains in the set of edges as {pi(u),pi(v)} ∈ E(G). Consider pairs (G,c) where G
is a graph and c : V (G)→ {0, . . . , `− 1} is a `-colouring of G. A colour - preserving isomorphism from (G,c) to
(H,c′) is a bijection pi : V (G)→V (H) such that pi is an isomorphism from G to H and c(v) = c′(pi(v)) ∀v ∈V (G). A
colouring of the vertices is also referred to as a partition, and the colour classes as the cells of the partition. A graph
partitioning of G into ` parts is a collection of nonempty disjoint subsets V0, . . . ,V`−1 for ` ∈ Z whose union is V , i.e.
V = V0∪ . . .∪V`−1 ∀`.
4.2 Expression Trees
To compare two functions, Liberti [27] suggests to compare their expression trees. An expression tree as first intro-
duced by Crawford et al. [9] and explained by [44] for Constrained Programming (CP) is used to represent algebraic
functions, since it can visually present the structural relation of its components. To guarantee that a tree correctly
represents an algebraic expression, it should contains all of the component i.e. operations, constants and variables.
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Therefore, tree nodes are categorised into three types: operator nodes, constant nodes, and variable nodes. All the
actions to modify an expression tree, like removing parentheses and merging similar terms, are in accordance with the
laws of algebra. The rank of a node v is the maximum number of edges taken to reach a node and all the leaf nodes are
of rank zero. The basic rules are:
1. Operators are distinguished in: binary (difference, power) and k-ary (sum and product) for positive integer k.
2. Leaf nodes: labelled with variable symbols and numerical constants.
3. Non-leaf nodes: labelled with operator symbols.
A simple example is provided in Figure 3:
Example 4.
3x1+2x24+2x2x3
+
* **
2
2
23 X
X
X X1 2 3
4
^
Fig. 3: Example of expression tree representation.
An algorithm for the tree comparison starts at the root node by comparing their attributes and values. If the current
nodes are equal, then it descends down to the child nodes and carries on the comparison in the same way. The compar-
ison steps are recursively executed until the test function reports the existence of equivalence or detects that the two
trees violate an equivalence criteria.
Designing equivalence test functions seems reasonable, however, it is not practical. Such tests might require a
large number of numerical comparisons, and so they would be algorithmically intractable. To validate the correctness
of this method, Liberti [27] claims that f1, f2 : Rn→ R, are equivalent if they have the same range of feasible domain,
i.e. dom( f1) = dom( f2) and ∀x ∈ dom( f1) f1(x) = f2(x). Based on which he proves that the formulation group of a
mathematical program is a subset of its symmetry group, i.e. G (P)≤ G˜ (P).
Moreover, in terms of the problem formulation, the role of convex relaxation is highly significant. The definition
must be strictly applied in every nonlinear term otherwise the symmetric properties of the problem can be affected as
in the following example.
Example 5. Consider the original problem:
min − x21− x22
s.t. 0≤ x1 ≤ 1
0≤ x2 ≤ 1
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with G˜ (PQ) = G (PQ) = {I,(x1,x2)}
If we generate RLT constraints only for x21, let x4 = x1x1 then we get (P
LQ) which has no symmetric properties,
G˜ (PLQ) = {I}. Following the definition of convex relaxation,
let x4 = x1x1, x3 = x2x2 then we get PLQ
′
with G = {I,(x1,x2)(x3,x4)}.
4.3 Directed Acyclic Graphs
Liberti [26] reduces the formulation symmetry problem to the graph isomorphism problem. As an extension of the
expression tree structures for single functions, he introduces a coloured DAG for multiple functions appearing in
mathematical programs. Such functions have the same variable (argument) list, so the trees can share the same variable
leaf nodes. Further simplifications for duplicated nodes and algebraic equivalence are applied by Liberti [27].
A major component of these structures is an equivalence relation on the graph vertices which determines the
interchangeability of two vertices. Subsequently, a graph colouring partitions the DAG vertices and identifies the
subsets of nodes which can be permuted.
The vertex set of an expression graph is partitioned according to the following rules:
1. Root nodes that represent the constraints can be permuted iff they have the same RHS.
2. Variable nodes can be permuted, iff they are of the same type and same range.
3. Constant nodes can be permuted, iff they have the same rank level and value.
4. Operator nodes can be permuted, iff they have the same rank level and value.
5. The order of a child node can not be exchanged iff the operator node is non-commutative.
Two important theoretical results support the correctness of DAG constructions. Ramani and Markov [44] prove
that:
Theorem 1. The symmetries of the constraints of the given mathematical problem, correspond one-to-one to the
symmetries of the graph.
Liberti [27] proves how to map the automorphism group of a DAG graph to the formulation group of the original
problem.
Theorem 2. A subgroup of the automorphism group of a DAG that fixes the variable nodes of the graph is equivalent
to the formulation group of the original problem.
5 Symmetry Representation via Matrices
This section proposes and discusses structures to detect the formulation group which captures the symmetric nature of
a given linear and nonlinear programming problem.
5.1 Matrix Structures
This part suggests two different methods of forming a problem as a matrix. The definition of the formulation group
of a problem depends on these matrices. We transform each matrix into a graph for detecting and classifying the
automorphism group which reveals the symmetry of the original problem. The presence of linear and bilinear terms in
quadratic problems though indicates their difficulty. Consider the formulation of QCQP with functions
fk(x) =
n
∑
i=1
n
∑
j=1
xiαki jx j+
n
∑
i=1
αki0xi+α
k
00∀k = 0. . . . ,m
with coefficients αki j ∈ R for i ∈ {0, . . . ,n}, j = {0, . . . ,n} and k ∈ {0,1, . . . ,m} for xi ∈ [xLi ,xUi ], i ∈ {1, . . . ,n}.
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Fig. 4: Matrix illustration of Method 1.
Method 1. Create a tensor AQ ∈ R(n+1)×(n+1)×(m+1) with entries aki j as shown in Figure 4.
Each matrix corresponds to a QCQP equation and the rows and columns to a constant element and the variables of
the QCQP, capturing the relations between the bilinear term. The following example shows this idea.
Example 6.
max 3x1+3x4+2x2x3 (c0)
x2+ x12+1≤ 0 (c1)
x3+ x24+1≤ 0 (c2)
x2+ x3+1≤ 0 (c3)
x1,x2,x3,x4 ∈ [0,1]
(QP1)
AQ1 =
Ac0 =

0 3 0 0 3
3 0 0 0 0
0 0 0 2 0
0 0 2 0 0
3 0 0 0 0
Ac1 =

1 0 1 0 0
0 1 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
Ac2 =

1 0 0 1 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 1
Ac3 =

1 0 1 1 0
0 0 0 0 0
1 0 0 0 0
1 0 0 0 0
0 0 0 0 0

Consider the problem LQP which incorporates the constraints of the original problem and the RLT constraints
formed by McCormick relaxation for each nonlinear term. Let mˆ = (1+m+ (# of non linear terms)× 4) and nˆ =
(1+n+# of non linear terms).
Method 2. Create a 2 dimensional matrix ALQ ∈ Rmˆ×nˆ, with entries the coefficients of LQP ak j as shown in Figure 5.

Constant︷︸︸︷ Variables︷︸︸︷
. . . . . . . . . . . .
. . . . . . . . . . . .

}
Objective FunctionConstraints}
RLT constraints
Fig. 5: Matrix illustration of Method 2.
The number of columns set as nˆ consists of a constant element, each variable and the auxiliary variables introduced
for nonlinear terms. The number of rows say mˆ consists of the objective function and all the constraints of the problem.
Note that the maximum number of nonlinear terms is: n(n+1)2 . Consider the linearised form of QP1 by introducing the
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auxiliary variables, X23 = x2x3, X11 = x21, X44 = x
2
4 and add the McCormick relaxation constraints. Adding the RLT
constraints lead to the following example:
Example 7.
max 3x1+2X23+3x4 (c0)
s.t. X11+ x2+1≤ 0 (c1)
x3+X44+1≤ 0 (c2)
x2+ x3+1≤ 0 (c3)
x2+ x3−X23−1≤ 0 (c4)
X23− x2 ≤ 0 (c5)
X23− x3 ≤ 0 (c6)
2x1−X11−1≤ 0 (c7)
X11− x1 ≤ 0 (c8)
2x4−X44−1≤ 0 (c9)
X44− x4 ≤ 0 (c10)
X23,X11,X44 ≥ 0
x1,x2,x3,x4 ∈ [0,1]
(LQP1)
ALQ1 = 

I x1 x2 x3 x4 X11 X23 X44
0 3 0 0 3 0 2 0 C0
1 0 1 0 0 1 0 0 C1
1 0 0 1 0 0 0 1 C2
1 0 1 1 0 0 0 0 C3
−1 0 1 1 0 0 −1 0 C4
0 0 −1 0 0 0 0 0 C5
0 0 0 0 0 0 1 0 C6
−1 2 0 0 0 −1 0 0 C7
0 −1 0 0 0 1 0 0 C8
−1 0 0 0 2 0 0 −1 C9
0 0 0 0 −1 0 0 1 C10
If we compare these two methods we observe that Method 2 has potentially considerably fewer entries. Consider
the case where a problem has n variables. Method 2 requires 4 new constraint for each nonlinear term. Then in
the worst case scenario there are (1+ n)(1+ n2 )(1+m+ 2n
2 + 2n) entries in contrast to the Method 1 which has
(1+n)(1+n)(1+m). In most cases, Method 1 has fewer entries than Method 2. There exist pathological cases, e.g.
fully dense formulations as m> 3n2+6n+3, where Method 2 has fewer entries. The graph transformation is based on
the number of entries of these matrices. Hence, dealing with smaller graphs reduces their complexity and the procedure
time taken to generate their symmetric properties and to compare them.
Next, we define the formulation group of a matrix; necessary for detecting symmetry.
Definition 5. Formulation group of the matrix ALQ
G (ALQ) = {pi ∈Π nˆ | ∃σ ∈Π mˆ such that A(σ ,pi) = A}
The set of permutations of the columns of ALQ such that there is a corresponding permutation of the rows that when
applied yields the original matrix. For permutations pi ∈ Π n, σ ∈ Πm, A(pi,σ) is a matrix obtained by permuting the
columns of A by pi and the rows of A by σ .
Definition 6. Formulation group of the matrix AQ
G (AQ) = {pi ∈Π n | ∃σ ∈Πm such that A(pi,pi,σ) = A}
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The set of permutations of the columns and rows of each matrix in AQ under which the matrix yields to its original
form. The same permutation pi acts both on rows and columns of the matrix AQ which represent the same number and
type of variables.
Matrix representation shows that exchanging the columns and rows of a matrix which subsequently means chang-
ing the position of the variables and constraints of the problem, leads to an equivalent problem. Margot [30, 32] proves
that the formulation group of similar matrices is a subset of the symmetry group of the original problem, i.e G ≤ G˜ .
The corresponding set of permutations that fixes the problem formulation is called the problem symmetry. Liberti
[25] proposes an automatic way to compute permutations of the formulation group and proves that is a subset of the
symmetries in the solution group of a MILP in the general form. As far as we know, this is the only approach for
automatic symmetry detection that does not reduce the problem to a graph. Computational experiments report that
finding elements of the symmetry automatically is too costly in terms of CPU time.
5.2 Converting Matrices to Edge-Labelled Vertex-Coloured Graphs
The matrix representations proposed in this paper include all the elements of an optimisation problem by construction:
variables, constraints and coefficients. The main idea of this work is to convert such matrices into edge-labelled vertex-
coloured graphs associated with the basic elements of the problem and then map the graph automorphisms to the
original problem symmetries. [34] states that mapping the instance of a problem to a coloured graph is a standard
procedure [44, 46, 45]. Colour preserving automorphisms of such graphs correspond to problem symmetries. A similar
idea on how to convert the matrices in Section 5.1 to edge-labelled vertex-coloured graphs is given here.
Since many of the matrix values A are 0, a sparse matrix representation of Method 1 is used to reduce space in
memory and time accessing all the coefficient of the problem. Consider a tuple A = (M,I,J,K) of vectors M,I,J,K
∈ Rs with maximum size s = (n+1)(n+1)(m+1).
J
I    
K
IM = 
KM =
JM =
M =
Fig. 6: Sparse matrix representation.
– M = (M1, . . . ,Ms) is a vector with all non zero entries of a matrix stored from left to right and from top to bottom.
– J = (J1, . . . ,Js) represent the column indices correspond to non zero entries.
– I = (I1, . . . , Is) represent the row indices correspond to non zero entries.
– K = (K1, . . . ,Ks) represent the matrix (constraint) indices correspond to non zero entries.
Recall Example QP1. For Method 1, since each matrix is symmetric, without loss of generality we consider only
the upper triangular matrices of each case.
– MQP1 = (332111111111)
– IQP1 = (002001004000)
– JQP1 = (143021034023)
– KQP1 = (000111222333)
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Note that this is not the case for Method 2 since the matrix illustration of Example LQP1 is not symmetric.
Using these vectors, we construct edge-labelled vertex-coloured graphs which are variants of constraint/variable
incidence graphs. Consider a graph G = (V,E,c) corresponding to an instance M,I,J,K. The function c : E→ r, for
r ∈ {0, . . . , `−1} is an edge colouring and ` ∈ Z+ is the unique number of different coefficients in M. Each of these
unique elements in vector M is stored in a vector U ∈ Rn. The vertex set is partitioned (coloured) into four subsets
as explained in Section 4.3.2, VF a set containing a node for the objective function, VC nodes for the constraints, VS
a constant node and VR nodes for the variables. Note that the definition of the automorphism with respect to colours
states that each vertex can only be mapped onto a vertex of the same colour.
For Method 2, we construct the following edge coloured graph with edge set initially empty E = /0. For i =
{0, . . . ,s} where s = |I| = |K| = |M| add an edge v(r)Ii to v
(r)
Ki , i.e. from a vertex in the set that represents the constant
element / variables to a vertex in the set of the objective function / constraints, with the relevant colour as shown in
Figure 7.
Cm
•
•
•
C2
C1
C0
Xn
•
•
•
X2
X1
X0
w1
w3
w2
w`
Fig. 7: Weighted graph representation for Method 2.
For Method 1 the graph construction also accounts edges between nodes in the variable set to show the bilinear
relations and loops for quadratic terms. Initially for graph G = (V,E,c) let E = /0. For i = {0, . . . ,s}:
– If Ii = Ji then E = E∪{{(vIi ,vKi)r}∩{(vIi)r}}
– else for Ii 6= Ji then E = E∪{{(vIi ,vKi)r}∩{(vJi ,vKi)r}∩{(vIi ,vJi)r}}
Cm
•
•
•
C2
C1
C0
Xn
•
•
•
X2
X1
X0
w1
w2
w`
Fig. 8: Weighted graph representation for Method 1.
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6 Formulation Symmetry Detection via Binary Layered Graphs
To detect symmetry, we use software nauty [36]. Ideally, each variable could be a vertex in the graph and each
coefficient a label of an edge connecting the vertices involved using edge vertex coloured graphs in Section 5.2.
But nauty [36] accepts only vertex coloured graphs, so we associate edge colours with layers in a graph. McKay
and Piperno [36] state that graphs similar to Section 5.2 and matrix representations in Section 5.1 are isomorphic
to a general vertex coloured layered graph representation. According to this statement we describe how to illustrate
an optimisation problem with binary layered graph (BLG) structures ([36]). In this paper, we convert the adjacency
matrices in Section 5.1 into binary layered graphs (BLG) and generate the automorphism group of such graphs that
projects the symmetry in the original optimisation problems.
McKay and Piperno [36] explain how to convert a graph G = (V,E,c) with colouring c : E→ {0, . . . , `− 1} of
` colours into an ` - layering graph. First, replace each vertex v j ∈ V with a fixed connected graph of ` vertices
v(0)j , . . . ,v
(`−1)
j . If an edge (v j,v j′) has colour r, add an edge from v
(r)
j to v
(r)
j′ . Finally, partition the vertices by the
superscripts, Vr = {v(r)0 , . . . ,v(r)n−1}.
6.1 Binary Layered Graph Representation
We use a binary representation to avoid many layers in G when the number of colours is large.
Definition 7. Binary Layered Graph
Let ` be the number of edge labels of G. A BLG is an edge-labelled vertex-coloured graph B. Each vertex colour is
associated with a binary representation. The number of layers of B is:
L = dlog2 (`+1)e for ` ∈ Z (2)
Assign a unique positive integer µ(z) to each unique element z in vector U. The set {µ(z) |z ∈ U} is a set of edge
labels for B. For each µ(z) compute a binary representation.
z = cL−12L−1+ cL−22L−2+ . . .+ c020, for ct ∈ {0,1} t = {0, . . . ,L−1} (3)
For nonzero ct , the powers of 2 reveals which layers encode that value. If ct = 1, add a new edge from v
(t)
i to v
(t)
j for
every ct ∈ {c1, . . . ,cL−1}. The form of a layered graph is shown in Figure 9.
Fig. 9: General form of a Binary Layered Graph.
In QCQP it is important to consider both nonlinear terms and how to incorporate the different variable coefficients
in the graph representation. BLG structures can handle this situation with loops as described below. This section shows
how to illustrate different mathematical problems as graphs.
Next we describe the different graphic illustrations of problems with a finite number of algebraic expressions.
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6.2 Graph Structures
Section 5.1 presents two methods on how to associate matrices with optimisation problems LQP and QCQP.
For i = {1, . . . ,n}, k = {1, . . . ,m}, ` ∈ Z where n is the number of variables, m is the number of constraints and `
the number of unique coefficients in each problem (P). The following graph representation skeletons are presented for
GP = (VP,EP). The vertex set consists of VF set containing vertices associated with the objective function, VC with the
constraints and VS with a constant and VR the variables. Similar to [26], we define an equivalence relation ∼ on VP as
follows:
∀u,v ∈VP u∼ v =⇒ (u,v ∈VF ∧ `(u) = `(v))
∨ (u,v ∈VC ∧ `(u) = `(v))
∨ (u,v ∈VS∧ `(u) = `(v))
∨ (u,v ∈VR∧ `(u) = `(v))
i.e. vertices on the same vertex set and layer are in the same partition and can be exchanged.
Graph 1. represents linear problems (originally or after applying RLT) and matrix representation in Method 2.
The number of layers L = dlog2 (`+1)e+ 1. The total number of vertices is: |V| = (nˆ+ 1)(L− 1)+ mˆ+ 1. The
vertex set consists of (layer 0) vertices that correspond to the objective function and the constraints of the problem.
On every other layer, there are copies of these nodes as shown by the vertical lines. Then on the top layer there is one
vertex for a constant element and vertices for each QCQP variable. From nodes in (layer 0) and its copies, we add
edges with endpoints the nodes on the top layer, based on which variable is included on each constraint and what is
the coefficient in front of this variable.
objective 
function +  constraints +  relaxation                            constraints
identity  + variables + auxiliary
                                   variables
2
Fig. 10: Illustration of Graph 1.
Graph 2. represents quadratic (nonlinear) QCQP problems and matrix on Method 1.
The graph consists of two different parts with number of layers L= dlog2 (`+1)e+2; the vertices for the objective
function and each constraint and layers of copies of these constraints (connected with vertical edges). In this part the
horizontal edges encode the coefficients of the problem. The total number of vertices is |V|= 2(n+1)+(m+1)(L−2).
On the upper part as shown in Figure 9, there are vertices for a constant element and each variable and a layer of copies
of variables (connected with vertical edges). On this layer the horizontal edges and loops distinguish the relations of
linear and bilinear terms.
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objective 
function +  constraints
identity  +
2
bilinear 
relations
Fig. 11: Illustration of Graph 2.
7 Computational Case
The following example incorporates all the steps and the algorithms proposed in this paper. We construct the binary
labelled graph and then enter it into nauty through dreadnaut command lines which compute the formulation group
of the original problem.
7.1 Numerical Example
In this part we consider the Example QP1 of a QCQP problem from Subsection 5.1 and apply the two different graph
representations as described in Subsection 6.2. Recall Example QP1:
max 3x1+3x4+2x2x3 (c0)
x2+ x12+1≤ 0 (c1)
x3+ x24+1≤ 0 (c2)
x2+ x3+1≤ 0 (c3)
x1,x2,x3,x4 ∈ [0,1]
The sparse matrix representation:
– MQP1 = (332111111111)
– IQP1 = (002001004000)
– JQP1 = (143021034023)
– KQP1 = (000111222333)
with vector of unique elements U = (123). There are three unique elements and L = 2 layers (see Equation 2) to
represent the relation of the variables of this problem. The binary representation of each unique element is computed
using Equation 3, e.g. 3 = 21 + 20 indicates that there is an edge between vertices on layer zero and another edge
between the same vertices on layer 1. Following the Graph 2 description, this graph consists of 4 layers and |V|= 18,
one associated with a constant element and one with the objective function and the rest for the variables and constraints
of the problem. The graph representation of QP1 is shown in Figure 12. Nauty generates the following permutations:
pi = (1 2)(5 6)(9 12)(10 11)(14 17)(15 16); the automorphism group of the graph under which it remains invariant. The
relevant enumeration distinguishes which permutations are applied on the constraints and which on the variables of the
problem. We then reflect these information on the original problem and explain its symmetric properties. Permutations
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(1 2)(5 6), permute the constraints c1,c2 of Problem QP1. Permutations (9 12)(10 11) are associated to the variables
x1,x4 and x2,x3 with (14 17)(15, 16) their copies. Hence, the formulation group of problem QP1 is G = (x1x4)(x2x3).
Problem LPQ1 is the relaxed form of the original Problem QP1 after applying convex relaxation by introducing the
auxiliary variables, X23 = x2x3, X11 = x21, X44 = x
2
4 and adding the McCormick relaxation constraints.
max 3x1+2X23+3x4 (c0)
s.t. X11+ x2+1≤ 0 (c1)
x3+X44+1≤ 0 (c2)
x2+ x3+1≤ 0 (c3)
x2+ x3−X23−1≤ 0 (c4)
X23− x2 ≤ 0 (c5)
X23− x3 ≤ 0 (c6)
2x1−X11−1≤ 0 (c7)
X11− x1 ≤ 0 (c8)
2x4−X44−1≤ 0 (c9)
X44− x4 ≤ 0 (c10)
X23,X11,X44 ≥ 0
x1,x2,x3,x4 ∈ [0,1]
Similar to Problem QP1 apply Method 2 described in Section 6. Observe that this problem also contains negative
coefficients mapped to positive integers via function µ(z) e.g. µ(−1) = 4 with binary representation 4 = 22. The
relevant graph is shown in Figure 13. Nauty generates (1 2)(5 6)(7 9)(8 10)(12 13)(16 17)(18 20)(19 21)(23 24)(27
28)(29 31)(30 32) (34 37)(35 36)(39 40) with specific permutations (34 37)(35 36)(39 40) to reveal the symmetric
relations of variables (x1x4)(x2x3)(X11X44) the formulation group G of LPQ1. The above results validate both Method
2 and Method 1 in Section 6 for representing an optimisation problem as a graph and then generate its symmetric
properties. Figure 14 shows a DAG representation of Problem QP1 as described in Section 4. The leaf nodes represent
the variables and the coefficients, the intermediate nodes the operators and root nodes the plus signs that indicate the
existence of a new constraint in this problem. Colours in the graph explain the vertex partitioning of the nodes that
can be exchanged. The graph size in terms of the number of vertices and edges is smaller to the size of the methods
proposed in this paper for this example and generates the same formulation group.
7.2 Comparison with Current Methods
We evaluate the trade-offs among the graph constructions in this paper and different graph constructions already in the
literature. Regarding the graph transformation and its significant role in dealing with symmetry, Ostrowski et al. [37]
introduce the method "Orbital Branching" for combating symmetry. They illustrate each problem and its subproblems
on each node of the tree as graphs and use nauty to compute the automorphism group and the orbits of the graph.
The presence of many coefficients in a problem expand the difficulty of identifying its symmetric properties. Liberti
[27] uses Directed Acyclic Graphs to represent any mathematical expression of MINLP and automatically generates
the formulation group. A major advance of both methods is that they are easy to implement and DAG can capture the
structure of any class of mathematical programming problem. This work proposes an alternative method that may be
useful when working with problems with many coefficients of different values. Using the function that assigns integer
values to the coefficients of a problem let us work not only with non 0−1 coefficient but with any other value. Also
the use of a logarithmic number of layers may reduce the number of nodes in the graph for problems with a large
number of coefficients. For example, we are able to present 60 different coefficients in a graph with 6 layers. Another
advantage is that we are able to capture the relation of bilinear terms in a way that it is unnecessary to create new nodes
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I X1 X2 X3 X4
C1C0 C2 C3
Fig. 12: Illustration of Problem QP1 using Graph 2 representation.
C1C0 C2 C3 C4 C5 C6 C7 C8 C9 C10
I X1 X2 X3 X4 X23 X11 X44
Fig. 13: Illustration of Problem LQP1 using Graph 1 representation.
+ + + +
* * * ^ ^
23 X XX1 2 3 1X4
Fig. 14: Illustration of Problem 1 using DAG representation.
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for every mathematical operation presented in the problem. Addition is the main operation on which the structure of
the graph is based and multiplication is only presented with edges and loops. Subtraction is treated as a new coefficient
together with the number that follows. The original form of DAG graphs without any simplification, provides important
informations on the exact formulation of the original problem something which is not clear with our methods. BLG
may be associated with problems that have the exact same symmetric structure but different formulation. This work
though focuses on providing an alternative method to detect the symmetric structure of a problem and not solving the
problem itself.
8 Conclusion
This work appraise the presence and significance of symmetry in optimisation problems. Symmetry representation and
detection are the fundamental steps towards exploiting symmetry. We propose graph structures that may capture the
symmetric properties of a problem in a coherent size.
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