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Abstract
The aim of this thesis is to propose new tests for validating mar-
ket risk models for financial losses using realized probability-integral-
transform (PIT) values. We introduce a flexible framework for testing
Value-at-Risk (VaR) exceptions at multiple levels based on a weighted
transformation of the realized PIT values, where the weight function
reflects the risk objectives of the modeller. This framework can be ex-
tended to perform tests using multiple different weight functions. We
show that this extended framework either nests or is closely related to
many of the traditional VaR and realized PIT tests in existing litera-
ture. This approach to model validation is preferable to likelihood-ratio
based testing, which can be shown to be a test that is based on a set of
specific weight functions that may not reflect the modeller’s risk objec-
tives. A further advantage of this framework is that it can be easily be
extended to explicitly tests for serial independence of the realized PIT
values. We do this using the idea of blocking, as well as exploiting the
martingale difference (MD) property. In the empirical studies, we have
also found that tests based on VaR exceptions have great difficulty in
detecting poorly calibrated historical simulation (HS) models. We will
see how tests based on elicitability theory and proper scoring rule com-
plement the tests based on VaR exceptions to detect poorly calibrated
HS models.
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Chapter 1 Introduction
1.1 Aims of the thesis
The aim of this thesis is to propose new tests for validating market risk models
for financial losses using realized probability-integral-transform (PIT) values. Tra-
ditionally, backtests are mostly based on VaR exceptions. Since realized PIT values
contain information of VaR exceptions at any levels, a well-designed test based on
realized PIT values should be more powerful than traditional VaR exception-based
tests.
We introduce a flexible framework for testing VaR exceptions at multiple levels based
on a weighted transformation of the realized PIT values, where the weight function
reflects the risk objectives of the modeller. For example, if we are interested in testing
the 99% Value-at-Risk (VaR) of a forecast model, we can use a symmetric weight
function centered at the 99% level. By doing so, we hope to obtain a more powerful
and stable test at the cost of specificity to the risk objective. This framework can
be extended to perform tests using multiple different weight functions. By doing
so, we test different aspects of the realized PIT values simultaneously, and we show
empirically that this improves the power of the test significantly.
We show that this extended framework either nests or is closely related to many of
the traditional VaR and realized PIT tests in existing literature. This approach to
model validation is preferable to likelihood-ratio based testing, which can be shown
to be a test that is based on a set of specific weight functions that may not reflect
the modeller’s risk objectives. For regulatory purposes, it may be important to use
a one-sided test, since regulators are less concerned with banks holding more capital
than necessary. We will show how to construct a one-sided test using our framework.
The realized PIT values of a good forecast model should be serially independent. A
further advantage of this framework is that it can be easily be extended to explicitly
tests for serial independence of the realized PIT values. We do this using the idea
of blocking, as well as exploiting the martingale difference (MD) property. Rather
than using traditional tests based on auto-correlation function (ACF), the blocking
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approach improves the size of the tests at the cost of power, which can be important
when we are interested in testing the tail of the forecast models using heavily trun-
cated realized PIT values. Both ACF-based tests and MD-based tests have rather
poor size in such cases. For the MD-based tests, we will also show how to perform
size correction. The MD approach is more flexible, as it allows the use of factors
other than the weighted transformation of the realized PIT values to test for serial
independence, which may improve the power of the tests.
Our empirical studies show that by using the absolute realized PIT values as the
factor, we are able to significantly improve the ability of the tests to detect serial
dependence. In the empirical studies, we have also found that tests based on VaR
exceptions have great difficulty in detecting poorly calibrated historical simulation
(HS) models. We will see how tests based on elicitability theory and proper scoring
rule complement the tests based on VaR exceptions, especially for detecting poorly
calibrated HS models.
1.2 Background
Due to lack of complete information, financial events can be viewed as random
events. From a risk management perspective, financial institutions are concerned
with the potential of these financial events leading to financial losses, and the un-
certainty associated with these financial losses, and most importantly, whether the
extent of the financial losses will cause the financial institutions to become insolvent.
To reduce the risk of insolvency to an acceptable level defined by the regulators, fi-
nancial institutions are required to demonstrate that they have sufficient capital to
act as a buffer.
As the size of the portfolios of financial institutions are typical very large, rather
than modeling all possible risk, it is common to focus on the modeling of a smaller
subset of risk factors that the portfolios are most sensitive to. The risk factors
may include, for example, equity prices, exchange rates, interest rates for different
maturities and volatility parameters for valuation models.
We will operate in the probability space (Ω,F ,P ). We denote the realized loss at
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time t by Lt, which we will assume to be random at time t−1, but can be computed
at time t as a function of the risk factor changes in the interval t − 1 to t, where
we assume the composition of the trading book remains fixed in this interval. We
denote by Ft the filtration at time t, which represents the information available
to the modeller at time t, and we denote the conditional loss distribution given
information up to time t− 1 by
Ft(x) = P (Lt 6 x | Ft−1) , (1.1)
which we will assume in the sequel to be a continuous distribution for all t. Once a
suitable risk model is determined, the risk modeling group will then construct the
estimated conditional loss distribution F̂t for financial losses based on information
up to time t− 1. We will refer to F̂t as the forecast distribution.
Risk measures are mappings of the forecast distribution into real numbers repre-
senting the capital amounts required as buffer against insolvency. A risk measure
is said to be law-invariant if it depends only on the probability distribution. One
popular law-invariant risk measure is Value-at-Risk (VaR). When the forecast dis-
tribution is continuous, VaR at level α is the quantile of the forecast distribution at
level α. Another popular risk measure is expected shortfall (ES), also known as tail
value-at-risk (TVaR). Assuming that the forecast distribution is continuous, the ES
at level α is the conditional expected loss given exception of VaR at level α. See
Section 3.1 for the formal definition of VaR and ES.
Ideally, we would hope that the risk model chosen by the financial institutions is
able to capture the main characteristics of the losses that it is designed to model.
However, in practice, it is almost impossible to determine such a risk model. Instead,
we should ask whether the estimated risk measures have served its risk management
objectives. For example, VaR is chosen as the capital buffer to ensure that the banks
are able to survive fairly large unexpected losses. Holding a 99% VaR represents the
objective to survive a one in a hundred days loss event, and holding a 99.95% VaR
represents the objective to survive a once in a 8-year loss event. The banks however
are less interested in extreme losses where they have close to zero probability of
survival. Holding sufficient capital for such an objective will have a large impact on
profitability of the banks. Hence, the validation of risk models calibrated to have
accurate estimates of 99% VaR should focus on the region close to the 99% level.
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A backtest performs a statistical test for the null hypothesis that the risk manage-
ment objectives have been met. See Chapter 2 for more details on the concept of
hypothesis testing. In order to perform a backtest, we first need to determine the
objectives. For a given objective, we can either evaluate a set of risk measure esti-
mates obtained from the forecast distribution, or the forecast distribution itself, by
assigning test input values to the realized losses, observed ex post, based on some
test input function. The choice of the test input function should align with the risk
management objectives. We then perform tests on the test input values.
For the evaluation of forecast distributions, a popular test input function is the
probability-integral-transform (PIT), which is the estimated probability of observing
a loss no more extreme than a particular ex post loss, computed using the forecast
distribution. We will subsequently refer to the test input value based on the PIT
function as the realized PIT values. Rosenblatt (1952) shows that if the forecast
distribution adequately reflects the distribution of the losses, the realized PIT values
should form an independent and identically distributed (iid) sequence of standard
uniform variables. We exploit this property to construct backtests of the realized
PIT values.
Note that there are two separate groups that are interested in validating the market
risk models used by the financial institutions. The first group is the financial institu-
tion themselves, where their objective is to maximize profit subject to undertaking
an acceptable level of risk. The second group is the regulators, where their objective
is to ensure the stability of financial market. They hope to achieve this objective by
ensuring that the financial institutions set aside enough risk capital to minimize the
risk of insolvency to an acceptable level. We refer to the model validation performed
by the first group as internal model validation, and the second group as external
model validation. The main difference between the internal and external model
validation approach is due to the availability of data, since the regulators usually
only have access to the data reported by the financial institutions, which is a much
smaller subset of the data available to the financial institutions themselves.
A different area of model validation is the comparative backtest, where different
forecast models are compared and ranked. Comparative backtest is closely linked to
the concept of elicitability. When a risk measure is elicitable we can use consistent
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scoring functions as the test input function to assign test input values to the risk
measure estimates. Similarly, we can also rank forecast distributions using proper
scoring rules as the test input function, as described in Gneiting & Raftery (2007).
We refer to the test input values computed using the consistent scoring functions
and proper scoring rules as the realized scores.
We can then compare different sets of risk measure estimates and forecast distri-
butions using the realized scores, where those with lower average realized score are
preferred. Note that while the realized scores are useful for model selection, we
cannot perform statistical tests on these scores directly since the distribution of the
realized scores depends on the distribution of the losses, which is not known.
1.3 Literature review
1.3.1 Risk measures and their properties
There is a very large literature on risk measures and their properties, and we will
focus on the key references. Artzner et al. (1999) have proposes a set of desirable
mathematical properties that risk measures should have. Risk measures that satisfy
these properties are known as coherent risk measures. The important properties
are subadditivity, which measures how much can we gain from diversifying a risky
portfolio, and positive homogeneity, which requires the risk measures to scale linearly
with portfolio size. Fo¨llmer (2002) defined the larger class of convex risk measures
and showed that a convex risk measure is subadditive if and only if it is positive
homogeneous. See also Fo¨llmer & Schied (2011).
Emmer et al. (2015) have provided an overview of popular risk measures, and dis-
cussed the advantages and disadvantages of these risk measures. Even though the
VaR is not a coherent risk measure, due to its simplicity, it has been the dominant
risk measure in banking regulation. The main issue with the use of VaR is that it
is insensitive to the tail of the loss distribution. Also, while the concept of VaR is
straightforward, its implementation is not. For example, when the forecast model is
the HS model, there are numerous possible methods to interpolate between two data
points, and different interpolation methods will lead to different VaR estimates. The
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variance caused by the diversity of implementations of the same model is known as
Systems Risk (Marshall & Siegel, 1997). These problems lead to a need for a better
risk measure.
Acerbi & Tasche (2002) and Tasche (2002) have shown that ES is a coherent risk
measure that is sensitive to the tail of the loss distribution. There have been many
debates around the question of whether or not ES is amenable to direct backtesting,
due to the fact that ES lacks the property of elicitability (see Section 1.3.6 for more
references on the concept of elicitability). However, it is possible to backtest ES
given the VaR estimates at the same level, and there are several proposed backtesting
methodologies (see Section 1.3.3 for more references on this topic).
In view of the above arguments, the Basel Committee (Basel Committee on Banking
Supervision, 2013, 2016) have decided to use a 10-day ES at the 97.5% level for
setting trading book capital under Basel III. This decision is in line with the Swiss
Solvency Test (SST), where the risk measure used is the one-year mean ES at the
99% level, while the risk measure used in solvency II remains as the 99.5% VaR.
The Basel Committee have also proposed a traffic-light system to determine capital
multipliers that should be applied to capital charges derived from poor risk models
(see for example, Basel Committee on Banking Supervision, 2016, Appendix B).
Costanzino & Curran (2016) have further extended the idea and proposed a traffic-
light system analogous to the Basel system for ES.
1.3.2 Backtesting of VaR
There is a large amount of literature on traditional backtests for VaR estimates,
mostly based on the binary test input function that takes the value one when a VaR
exception occurs, and zero otherwise. A VaR exception refers to the event when the
realized loss exceeds the VaR estimate. If the VaR at level α is consistently well
estimated, the VaR exceptions should form a sequence of independent, identically
distributed (iid) Bernoulli variables with success probability 1−α. See Section 3.2.1
for more details on the construction of VaR exception test using the above property.
Tests that explicitly examine the serial independence of VaR exceptions are referred
to as tests of conditional coverage, whereas those that do not are referred to as tests
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of unconditional coverage.
Kupiec (1995) has proposed a binomial likelihood ratio test based on VaR excep-
tions. Christoffersen (1998) has proposed a likelihood ratio test of conditional cover-
age, where the alternate hypothesis is that the VaR exceptions exhibit a first-order
Markov serial dependence. This test has been further studied by Davis (2013). Dave´
& Stahl (1998) proposed a test based on the fact that the spacings between VaR
exceptions should be geometrically distributed. See also McNeil et al. (2015) for
more details on the theory. Christoffersen & Pelletier (2004) refined the geometric
test using the fact that a discrete geometric distribution can be approximated by
a continuous exponential distribution. Engle & Manganelli (2004) have proposed a
regression based test which is developed for checking the fit of the CaViaR model for
dynamic quantiles. Dumitrescu et al. (2012) further develop the regression based test
by considering the dynamic binary models of Kauppi & Saikkonen (2008). Berkowitz
et al. (2011) have provided an overview of tests of conditional coverage. Nolde &
Ziegel (2016) used the identification function (Davis, 2016) as an alternative to the
binary test input function for VaR backtesting, where they refer to the tests for
unconditional and conditional coverage as testing whether the VaR estimates are
‘calibrated on average’ and ‘conditionally calibrated’.
1.3.3 Backtesting of ES
The literature on the backtesting of ES is much smaller. In most existing literature,
the joint identification function for VaR and ES (Nolde & Ziegel, 2016) is used as
the test input function. McNeil & Frey (2000) suggest a bootstrap hypothesis test
on the test inputs, which they refer to as the violation residuals. These measure the
discrepancy between the realized losses and the expected shortfall estimates condi-
tional on VaR exception occurring, which should form a sample from a distribution
with mean zero. Acerbi & Szekely (2014) look at similar statistics and suggest con-
structing a test using Monte Carlo methods. Nolde & Ziegel (2016) proposed to test
the violation residuals by constructing a Z-test statistic. Recently Costanzino &
Curran (2015) have proposed a Z-test for a discretized version of expected shortfall.
See Clift et al. (2015) for an empirical comparison of the above backtests.
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1.3.4 Backtesting of realized PIT values
Diebold et al. (1998) have shown how realized PIT values can be used to evaluate
the overall quality of forecast distributions. In Diebold et al. (1999), the authors
extended the evaluation of forecast distributions to the multivariate case. Blum
(2004) proposed a method based on realized PIT values to deal with problems re-
lating to overlapping forecast intervals and multiple forecast horizons. Berkowitz
(2001) proposed a test on the tail of the forecast distribution based on the idea of
truncating realized PIT values above a level α. Other relevant literature include
Kerkhof & Melenberg (2004) who proposed to backtest VaR and ES by applying a
functional delta method to the empirical distribution function of the realized PIT
and Zumbach (2006) who refers to realized PIT values as probtiles.
1.3.5 Empirical results
There is some literature that contains empirical backtesting results of banks. O’Brien
& Szerszen (2014) found that a large number of banks do not pass the conditional
coverage test for VaR estimates. Pe´rignon & Smith (2010) reported that 73% of US
and international banks use the historical simulation (HS) method as their forecast
model. The HS method is a non-parametric method which estimates the conditional
loss distribution by re-sampling historical risk-factor changes. Since the dynamics of
the loss distribution are ignored, this method may lead to dependencies in the series
of VaR exceptions. Some banks reported the use of filtered historical simulation
(FHS), which is the dynamic version of HS that adjusts for volatility. For more
detail on FHS, see for example, Barone-Adesi et al. (1998), Hull & White (1998)
and McNeil et al. (2015). Pritsker (2006) has criticized the use of the HS and
FHS methodology. We will pay particular attention to these methods due to their
popularity in the industry.
1.3.6 Elicitability theory
The concept of elicitability originates from the work by Savage (1971), further de-
veloped by Osband & Reichelstein (1985). The name was coined by Lambert et al.
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(2008) and popularized by Gneiting (2011). Gneiting (2011) showed that ES is not
an elicitable risk measure, whereas VaR is. See also, for example, Gneiting (2011);
Ziegel (2013); Bellini & Bignozzi (2015). However, ES satisfies more general notions
of elicitability, such as conditional elicitability (Emmer et al., 2015) and joint elic-
itability (Fissler & Ziegel, 2015). Acerbi & Sze´kely (2016) have introduced a new
concept of “backtestability”, which is satisfied in particular by expected shortfall.
There is a very large literature on comparative forecasting performance based on
elicitability theory, which include Diebold & Mariano (1995), West (1996) and Gia-
comini & White (2006).
1.4 Structure of the thesis
In this thesis, we will summarize the general concepts of hypothesis testing in Chap-
ter 2. In Chapter 3, we will summarize the existing tests for VaR and realized PIT
values, as well as introducing some new tests. In particular, we develop a framework
for testing weighted transformations of realized PIT values, and show that many
of the existing VaR and realized PIT backtests fit into this framework. We then
perform simulation studies in Chapter 4 to better understand the size and power of
the tests described in Chapter 3. In Chapter 5, we extend the general framework
introduced in Chapter 3 to explicitly tests for serial independence of the realized
PIT values. The tests described in this chapter may be more useful in practice since
many of the banks failed to model the dynamics of the losses appropriately (O’Brien
& Szerszen, 2014). The simulation results for the tests described in Chapter 5 are
shown in Chapter 6. Finally, some existing and new ideas based on elicitability
theory are explored in Chapter 7.
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Chapter 2 A review of hypothesis testing
In this chapter, we summarize some of the general concepts of hypothesis testing
that we will be using frequently. We will follow the treatment given in Casella &
Berger (2001) closely.
Let X1, . . . , Xn, be an iid random sample with probability density function (pdf) or
probability mass function (pmf) f(x|θ). Fow now, we assume θ to be a scalar with
parameter space Θ. We are interested in testing whether
H0 : θ ∈ Θ0 vs. H1 : θ ∈ Θc0 , (2.1)
where Θ0 is some subset of the parameter space and Θ
c
0 is its complement. H0 and
H1 are known as the null and alternative hypothesis.
To determine whether we accept H0 (and thus reject H1), we require a test statistic
W (X) = W (X1, . . . , Xn), which is a function of the sample. We reject H0 when
W (X) ∈ R, where R is known as the rejection region. The performance of a
hypothesis test depends on the choice of test statistic W (X), which we evaluate
based on two types of error:
• Type I error: Probability of rejecting H0 when it is true.
• Type II error: Probability of accepting H0 when it is false.
Type I and type II errors are summarized in the power function, defined by
β(θ) = P (W (X) ∈ R|θ) . (2.2)
We say that a test with power function β(θ) has size κ if supθ∈Θ0 β(θ) = κ, for
0 6 κ 6 1.
Suppose we denote class C to be the class of all size κ test. A test in class C should
be preferred if it has a small Type II error, or large power function for θ ∈ Θc0.
Sometimes it may be useful to report the p-value of the test statistic. Let W (X)
be a test statistic such that we reject large values of W (X). We follow Casella &
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Berger (2001) and define the test p-value for a realized sample x = (x1, . . . , xn) by
p(x) = sup
θ∈Θ0
Pθ
(
W (X) > W (x)
)
, (2.3)
which is the maximum probability of observing a result as extreme as W (x) under
H0.
In many cases, the distribution of the test statistic W (X) is approximated using
asymptotic theory. We denote by β˜(θ) the derived power function using (2.2) by
assuming large n. In such cases, we say that the test has approximately size κ if
supθ∈Θ0 β˜(θ) = κ. Generally, when n is small, supθ∈Θ0 β(θ) 6= κ. We loosely refer to
this discrepancy as the size performance of the test.
2.1 Some useful statistical concepts
In this section, we state some well known statistical concepts that will be useful in
the following sections.
We define the log-likelihood function l(θ|x) = log f(x|θ) and the score function
u(θ|x) = ∂
∂θ
l(θ|x). The log-likelihood for a given realization x = (x1, . . . , xn)T is
Ln(θ|x) = 1n
∑n
t=1 l(θ|xt). We recall the following fundamental results in statistics:
Strong Law of Large Numbers (SLLN) Assuming that E (X) < ∞, the sam-
ple average X¯n =
1
n
∑n
i=1Xi converges almost surely to the expectation E (X).
Central Limit Theorem (CLT) Assuming that var(X) <∞,
√
n
var(X)
(X¯n−E (X))
converges in distribution to a standard normal random variable. A Z-test is a
test whose test statistic is constructed based on the CLT result.
Fisher information Under suitable regularity conditions (we refer to Casella &
Berger (2001) p. 516), we have that E θ(u(θ|X)) = 0 and varθ(u(θ|X)) =
I(θ), where I(θ) is known as the Fisher information. Under these regularity
conditions, it can be shown that
I(θ) = −E θ
(
∂
∂θ
u(θ|X))
)
. (2.4)
We will assume that these regularity conditions apply throughout the rest of
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the thesis. The Fisher information is used in the score test and Wald test,
which will be described shortly.
2.1.1 Score test
We denote by L′n(θ|x) and L′′n(θ|x) the first and second partial derivatives of the
log-likelihood with respect to θ, with L′n(θ|x) = 1n
∑n
t=1 u(θ|xt). Direct application
of the CLT leads to
Zscore =
√
n
I(θ)
L′n(θ|x) , (2.5)
where Zscore is known as the score test statistic, and is asymptotically standard
normal.
2.1.2 Wald test
Using Taylor’s approximation,
L′n(θˆ|x) ≈ L′n(θ|x) + L′′n(θ|x)(θˆ − θ) . (2.6)
Since L′n(θˆ|x) = 0, and L′′n(θ|x) converges to −I(θ) by SLLN due to (2.4), L′n(θ|x) ≈
I(θ)(θˆ − θ) for large n. Plugging in this result into (2.5), and we obtain the Wald
test statistic
ZWald =
√
nI(θ)(θˆ − θ) , (2.7)
which is asymptotically standard normal. Note that there are several definitions for
the Wald test. Here, we define the Wald test to be the test based on application of
the CLT to the maximum likelihood estimator θˆ.
It is quite common to replace the Fisher information I(θ) in (2.7) with the observed
Fisher information, since in many cases it will improve the size performance of
the test. For example, two variants of observed Fisher information are −L′′n(θˆ|x)
and 1
n
∑n
t=1(
∂
∂θ
log f(xt|θˆ))2, where we denote by θˆ the (unconstrained) maximum
likelihood estimator for Ln(θ|x).
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2.1.3 Likelihood ratio test
The likelihood ratio test (LRT) statistic is given by
SLRT = −2
n∑
i=1
(l(θˆ0|x)− l(θˆ|x)) , (2.8)
where θˆ0 = arg maxθ∈Θ0 Ln(θ|x) is the constrained maximum likelihood estimator.
2.2 Two-sided hypothesis
In this section we will describe how to use the score test, Wald test and LRT to
test the two-sided hypothesis H0 : θ = θ0 vs. H1 : θ 6= θ0. We will also give the
generalization to a test of multiple parameters θ = (θ1, . . . , θk)
T with the two-sided
hypothesis H0 : θ = θ0 vs. H1 : θ 6= θ0.
2.2.1 Score test
Under H0, using (2.5) with θ = θ0, we have that for large enough n the score test
statistic
Zscore =
√
n
I(θ0)
L′n(θ0|x) ∼ N(0, 1) . (2.9)
To test for the two-sided hypothesis, we use the fact that Z2score converges to a χ
2
1
distribution for large n, and reject the null hypothesis when Z2score > c. To obtain a
test that has approximately size κ, we set c = F−1
χ21
(1 − κ), where F−1
χ2k
denotes the
inverse of a chi-square distribution with k degree of freedom.
We can easily extend the above result to when θ = (θ1, . . . , θk) is k-dimensional. For
large enough n the two-sided score test statistic
Sscore = n(L
′
n(θ0|x))T I(θ0)−1L′n(θ0|x) ∼ χ2k , (2.10)
and to obtain a test that has approximately size κ, we reject the null hypothesis
when Sscore > F
−1
χ2k
(1− κ).
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2.2.2 Wald test
Under H0, using (2.7) with θ = θ0, we have that for large enough n the Wald test
statistic
ZWald =
√
nI(θ0)(θˆ − θ0) ∼ N (0, 1) . (2.11)
To obtain a test that has approximately size κ, we reject the null hypothesis when
Z2Wald > F
−1
χ21
(1− κ).
When θ is k-dimensional, for large enough n the two-sided Wald test statistic
SWald = n(θˆ − θ0)T I(θ0)(θˆ − θ0) ∼ χ2k . (2.12)
To obtain a test that has approximately size κ, we reject the null hypothesis when
SWald > F
−1
χ2k
(1− κ).
2.2.3 Likelihood ratio test
By applying a Taylor’s approximation to (2.8), we obtain
SLRT ≈ −2n(θˆ0 − θˆ)TL′n(θˆ|x)− n(θˆ0 − θˆ)TL′′n(θˆ|x)(θˆ0 − θˆ) . (2.13)
Under H0, we have that θˆ0 = θ0 and L
′′
n(θˆ|x) converges to −I(θ0) by SLLN and
(2.4). Using the fact that L′n(θˆ|x) = 0, and the two-sided Wald test statistic result
in (2.12), the RHS of (2.8) converges to a χ21 random variable for large n, and to
obtain a test that has approximately size κ, we reject the null hypothesis when
SLRT > F
−1
χ21
(1− κ).
We can easily extend the above result to when θ is k-dimensional, in which case
under H0 for large enough n, the LRT statistic
SLRT = −2
n∑
i=1
(l(θ0|x)− l(θˆ|x)) ∼ χ2k . (2.14)
To obtain a test that has approximately size κ, we reject the null hypothesis when
SLRT > F
−1
χ2k
(1− κ).
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2.3 One-sided hypothesis
In this section we will describe how to construct a one-sided hypothesis H0 : θ 6
θ0 vs. H1 : θ > θ0. Devising a one-sided test is more complicated than the two-
sided case, and we will only consider the Wald test and LRT in the case when θ is
one-dimensional.
2.3.1 Wald test
From (2.7), we know that for large n, θˆ ∼ N
(
θ, 1
nI(θ)
)
. Following the arguments in
Casella & Berger (2001) p. 398, the supremum in (2.3) always occur at θ0. Hence,
we only need to consider the case θ = θ0. Using (2.7) with θ = θ0, we have that for
large enough n the Wald test statistic
ZWald =
√
nI(θ0)(θˆ − θ0) ∼ N (0, 1) , (2.15)
and we reject H0 when ZWald > Φ
−1(1− κ) to obtain a test that has approximately
size κ.
2.3.2 Likelihood ratio test
Testing the one sided hypothesis for LRT is more tricky, and we will only consider
the case when θ is one-dimensional. Suppose we reject SLRT in (2.8) when SLRT > c
for some c. Recall Taylor’s approximation
SLRT ≈ −2n(θˆ0 − θˆ)TL′n(θˆ|x)− n(θˆ0 − θˆ)TL′′n(θˆ|x)(θˆ0 − θˆ) . (2.16)
If θ < θ0, then for large enough n we have that θˆ0 = θˆ, which leads to SLRT = 0. If
θ > θ0, as n tend to infinity, SLRT will tend to infinity as well. To obtain a test with
approximate size κ, we need to find c such that
lim
n→∞ P (SLRT > c|θ) =

0 θ < θ0 ,
κ θ = θ0 ,
1 θ > θ0 .
(2.17)
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To determine c, we only need to consider the case when θ = θ0, i.e. the equation
P (θˆ < θ0)P (SLRT > c|θˆ < θ0, θ = θ0) + P (θˆ > θ0)P (SLRT > c|θˆ > θ0, θ = θ0) = κ .
(2.18)
When θ = θ0, from (2.7), we know that θˆ is symmetrically distributed around θ0,
and hence P (θˆ < θ0) = P (θˆ > θ0) = 0.5. Given θˆ < θ0, we have that θˆ0 = θˆ which
leads to SLRT = 0 and P (SLRT > c|θˆ < θ0, θ = θ0) = 0.
In the case when θˆ > θ0, we will assume that the likelihood in the region Θ0 is
increasing so that θˆ0 = θ0, in which case SLRT is the two-sided LRT statistic, and
using the results from Section 2.2.3, for large enough n, we have that SLRT ∼ χ21 so
that P (SLRT > c|θˆ > θ0, θ = θ0) = 1−Fχ21(c). Hence, we have that c = F−1χ21 (1−2κ).
For more details, we refer to Chen & Shi (2011).
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Chapter 3 Backtesting VaR, ES and realized PIT values
To construct backtests for a set of Value-at-Risk (VaR) or expected shortfall (ES)
estimates, we compare the estimates with the realized losses, observed ex post, and
assign values to the estimates, which we refer to as test inputs values, based on some
function, which we refer to as the test input function. We then perform hypothesis
tests on the test inputs using techniques described in the previous chapter.
Similarly, we can construct backtests for a forecast distribution by assigning test
inputs values to the realized losses computed using the forecast distribution. For
the evaluation of forecast distributions, we will focus on the case when the test input
function is the probability-integral-transform (PIT), in which case we refer to the
test input values as the realized PIT values.
In this chapter, we will focus on static tests, and later in Chapter 5, we will describe
some dynamic tests. We refer to tests which explicitly test for the serial independence
of the test inputs as dynamic tests (or conditional coverage tests), and those which
do not as static tests (or unconditional coverage tests).
3.1 VaR, spectral risk measures and ES
We will summarize the VaR and ES risk measures. We denote by Ft the filtration
at time t, which represents the information available to the modeller at time t, and
we denote the conditional loss distribution given information up to time t− 1 by
Ft(x) = P (Lt 6 x | Ft−1) , (3.1)
which we will assume in the sequel to be a continuous distribution for all t.
The VaR at level α for Ft is defined as the generalized inverse of Ft at α, given by
VaRα,t = F
←
t (α) = inf{x ∈ R : Ft(x) > α} . (3.2)
When Ft is continuous, the VaR is simply the ordinary inverse of Ft.
Spectral risk measures are weighted integrals of VaR at multiple levels, where the
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weight function g is required to satisfy certain constraints. Following Costanzino &
Curran (2015), we say that g is an admissible risk spectrum if
i g is non-negative,
ii g is non-decreasing,
iii
∫ 1
0
g(u)du = 1 .
A spectral risk measure Mg,t with an admissible risk spectrum g is defined as
Mg,t =
∫ 1
0
g(u) VaRu,t du . (3.3)
The ES at level α for Ft, denoted by ESα,t, is given by
ESα,t =
1
1− α
∫ 1
α
VaRu,t du , (3.4)
which is a special case of the spectral risk measure, with g(u) = 1
1−αI{α6u61}.
Spectral risk measures have become a popular area of research as Acerbi (2002) has
shown that spectral risk measures are always coherent. See Artzner et al. (1999) for
more details on the properties of coherent risk measures and why they are desirable.
Another advantage of spectral risk measures is that they can be related to the
concept of risk aversion, due to the use of non-decreasing weight functions. It is
interesting to note that Heyde et al. (2007) have proposed a new risk measure,
which they refer to as the natural risk statistic, which is characterized by a new set
of axioms. The natural risk statistic includes the tail conditional median which is
shown to be more robust than ES. Also, the natural risk statistic includes VaR as a
special case.
3.2 Tests for VaR exceptions
Let Gt ⊂ Ft be the sigma algebra based on finite history used to compute the forecast
distribution F̂t. Ideally, we would prefer to test the null hypothesis
E
(
d
(
V̂aRα,t, F
−1
t (α)
) | Gt−1) = 0 , (3.5)
where d is some distance measure, and V̂aRα,t is the VaR estimate at level α com-
puted using the forecast distribution F̂t. In the tests that we study subsequently,
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we will adopt the same philosophy as Giacomini & White (2006), where we wish to
evaluate the forecasting method, i.e. evaluate in addition to the forecast model, the
estimation procedure and the data used for estimation. In other words, a poorly
chosen information set Gt−1 should be penalized.
If we wish to evaluate the forecast model only, we will need to take into account
model estimation error. Such a correction will be complex, as it needs to take into
account a number of factors, including the ratio of the estimation window to the
forecast horizon, model estimation method and the choice of test input function.
See for example, West (1996). Hence, such a correction is not feasible for external
model validation. For internal model validation, estimation error can be important,
and the modeller may wish to allow for it when constructing backtests.
An important point made in West (1996) is that the size of correction depends on the
ratio of the estimation window to the forecast horizon. For our simulation studies
later, since the forecast horizon is one day, and the forecast models are estimated
using a rolling window procedure, this ratio is small when the estimation window is
large enough, which means that the effect of the parameter estimation error on the
tests is rather small.
We will refer to tests in the case when the distance measure in (3.5) is
d(x, y) = x− y (3.6)
as bias-based tests, since under the null hypothesis V̂aRα,t is an unbiased estimator
of F−1t (α). Such a test is difficult to carry out, as it requires the knowledge of the
true loss distribution Ft, which is usually not known.
Hence, in practice, we will compromise by using a exception-based test, where we
refer to the event {Lt > VaRα,t} as a VaR exception at level α, and we compare α
with I{Lt6V̂aRα,t} to test the null hypothesis
E
(
α− I{Lt6V̂aRα,t} | Gt−1
)
= 0 . (3.7)
In the sequel, for notation simplicity, we will drop the conditioning on Gt−1. When
we construct a test, we approximate the expectation with the observed exception
rate. When the amount of data used to compute the observed exception rate is small,
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the observed exception rate will likely be a poor approximation to the expectation,
hence tests which are based on asymptotic theory, such as the LRT in Section 2.2.3,
will have poor size performance. Size correction techniques can be performed in
such cases to improve size performance. In the case of LRT, we can perform, for
example, Bartlett-type corrections (Bartlett, 1937).
For t ∈ N we define (Iα,t) to be the exception process at level α, where Iα,t =
I{Lt>VaRα,t}. Christoffersen (1998) show that the sequence (Iα,t) should satisfy the
unconditional coverage hypothesis, which states that E (Iα,t) = 1 − α for all t, as
well as the conditional coverage hypothesis, which states that Iα,t is independent of
Iα,s for s 6= t.
We denote by Sα(v, l) the test input function for VaR at level α. We will use the
binary test input function Sα(v, l) = I{l>v}, and for a given sequence of VaR esti-
mates (V̂aRα,t) with corresponding realized losses (Lt), the test input sequence is(
Sα(V̂aRα,t, Lt)
)
. There are other choices of test input functions. For example, Nolde
& Ziegel (2016) have proposed to use the identification function for VaR at level α,
denoted by hα(v, l) = I{l>v} − (1− α), as the test input function. See for example,
Davis (2013) for more details on the construction and theory of identification func-
tions. The test input sequence
(
hα(V̂aRα,t, Lt)
)
is said to satisfy the unconditional
calibration hypothesis if E
(
hα(V̂aRα,t, Lt)
)
= 0 for all t. The test input sequence is
said to satisfy the conditional calibration hypothesis if E
(
hα(V̂aRα,t, Lt) | Ft−1
)
= 0
for all t.
We denote by VaRα,t = (VaRα1,t, . . . ,VaRαN ,t) a series of VaR at ordered levels
α = (α1, . . . , αN). We set α0 = 0 and αN+1 = 1, and we define the exception
indicator at the level αi and at time t by Iαi,t = I{Lt>VaRαi,t}. We can simultaneously
test the VaR estimates at N levels based on the exception process. We define
Ct =
N∑
i=1
Iαi,t , (3.8)
where the sequence (Ct) counts the number of VaR levels that are breached, and
should satisfy the unconditional coverage hypothesis, which states that P (Ct 6 i) =
αi+1, i = 0, . . . , N for all t, and the conditional coverage hypothesis, which states
that Ct is independent of Cs for s 6= t.
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The unconditional coverage property can also be written as
Ct ∼ MN(1, (α1 − α0, . . . , αN+1 − αN)) (3.9)
for all t, where MN(n, (p0, . . . , pN)) denotes the multinomial distribution with n
trials, each of which may result in one of N + 1 outcomes {0, 1, . . . , N} with corre-
sponding probabilities p0, . . . , pN which satisfy
∑N
i=0 pi = 1.
3.2.1 Binomial tests
We first consider the case when N = 1, with α1 = α. Under the unconditional
coverage hypothesis and conditional coverage hypothesis, the series (C1, . . . , Cn) are
iid Bernoulli variables with success probability p0 = 1 − α. We consider two-sided
tests with hypothesis
H0 : p = p0 vs. H1 : p 6= p0 , (3.10)
and one-sided tests with hypothesis
H0 : p 6 p0 vs. H1 : p > p0 . (3.11)
We define the observed exception rate to be pˆ = O1
n
, where O1 =
∑n
t=1 I{Ct=1}. The
binomial score test statistic is given by
Zscore =
√
n(pˆ− p0)√
p0(1− p0)
, (3.12)
which is asymptotically standard normal distributed. Note that for the binomial
test, the Wald test statistic is the same as the score test statistic.
The binomial LRT statistic is given by
SLRT = −2 ln
(
(1− pˆ0)n−O1(pˆ0)O1
(1− pˆ)n−O1 (pˆ)O1
)
. (3.13)
See for example, Kupiec (1995). To construct a test with approximate size κ, in the
two-sided case, we set pˆ0 = p0, and the null is rejected if SLRT > F
−1
χ21
(1 − κ). For
the one-sided case, we set pˆ0 = pˆ if pˆ 6 p0, and pˆ0 = p0 if pˆ > p0, and the null is
rejected if SLRT > F
−1
χ21
(1− 2κ). See Section 2.3.2 for more details on the one-sided
LRT.
29
3.2.2 Multinomial tests
We now consider the case when the number of VaR levels N > 2. For a series
(C1, . . . , Cn), we define the observed cell count to be Oi =
∑n
t=1 I{Ct=i}, for i =
0, 1 . . . , N . Under the unconditional coverage hypothesis and conditional coverage
hypothesis, (O0, . . . , ON) should follow a multinomial distribution
(O0, . . . , ON) ∼ MN(n, (α1 − α0, . . . , αN+1 − αN)) . (3.14)
Suppose we define 0 = θ0 < θ1 < · · · < θN < θN+1 = 1 to be an arbitrary sequence
of parameters, and we consider the model
(O0, . . . , ON) ∼ MN(n, (θ1 − θ0, . . . , θN+1 − θN)) . (3.15)
We then construct the hypotheses
H0 : θi = αi for i = 1, . . . , N ,
H1 : θi 6= αi for at least one i ∈ {1, . . . , N} .
(3.16)
Cai & Krishnamoorthy (2006) studied five different tests to test for the hypothesis
in (3.16) We will consider three of them:
Pearson chi-squared test of (Pearson, 1900). The test statistic is given by
SN =
N∑
i=0
(Oi − n(αi+1 − αi))2
n(αi+1 − αi) , (3.17)
where under the H0 in (3.16), SN is asymptotically χ
2
N distributed. It is well
known that the accuracy of this test increases as the minimum interval size
min
06i6N
n(αi+1−αi) increases, and decreases as the number of levels N increases.
Note that when N = 1, the Pearson chi-squared test statistic is the same as the
two-sided binomial score test statistic Z2score, where Zscore is defined in (3.12).
Nass test. Nass (1959) studied an improved approximation to the distribution of
the statistic SN defined in (3.17), first introduced by Vessereau (1958), who
proposed to find c and v such that the first two moments of c SN matches the
first two moments of the χ2v random variable, i.e.
c SN
d∼
H0
χ2ν , with c =
2 E (SN)
var(SN)
and ν = cE (SN) . (3.18)
30
Pearson (1932) show that
E (SN) = N , and var(SN) = 2N − N
2 + 4N + 1
n
+
1
n
N∑
i=0
1
αi+1 − αi .
(3.19)
We will refer to the size-corrected chi-squared test as the Nass test.
Discrete probitnormal LRT. The multinomial LRT test statistic is given by
S˜N = 2
N∑
i=0
Oi ln
(
θˆi+1 − θˆi
αi+1 − αi
)
. (3.20)
Under the multinomial model
(O0, . . . , ON) ∼ MN (n, (θ1 − θ0, . . . , θN+1 − θN)) , (3.21)
the maximum likelihood estimator of the multinomial probabilities are given
by θˆi+1− θˆi = Oi/n. When cell probabilities are small, we may obtain Oi = 0,
which leads to an undefined test statistic. We propose a different version of
the LRT to the one described in Cai & Krishnamoorthy (2006), which we will
refer to as the discrete probitnormal LRT. We consider the multinomial model
where the parameters are given by
θi = Φ
(
Φ−1(αi)− µ
σ
)
, i = 1, . . . , N , (3.22)
where µ ∈ R, σ > 0 and Φ denotes the standard normal distribution function.
In this case, the parameter estimates are
θˆi+1 − θˆi = Φ
(
Φ−1(αi+1)− µˆ
σˆ
)
− Φ
(
Φ−1(αi)− µˆ
σˆ
)
, (3.23)
where µˆ and σˆ are the MLEs under H1. For this model, the problem of zero
estimated cell probabilities does not arise.
We test the null hypothesis
H0 : µ = 0 and σ = 1 vs. H1 : µ 6= 0 or σ 6= 1 , (3.24)
and the test statistic S˜N is asymptotically χ
2
2 distributed.
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3.3 Test for expected shortfall
In most existing literature, backtests for expected shortfall is based on the joint
identification function for VaR and ES, which we denote as
hα(e, v, l) = I{l>v}
l − v
1− α − (e− v) . (3.25)
For a given sequence of VaR estimates (V̂aRα,t) and ES estimates (ÊSα,t), we define
the corresponding test input sequence to be (st), where st = hα(ÊSα,t, V̂aRα,t, Lt).
McNeil & Frey (2000) refer to (st) as the violation residuals, which measure the
discrepancy between the realized losses and the expected shortfall estimates on days
when VaR exception occurs, and should form a sample from a distribution with
mean zero.
The unconditional calibration hypothesis is
H0 : E (st) = 0 vs. H1 : E (st) 6= 0 , (3.26)
and for t = 1, . . . , n, we compute the Z-test statistic
ZES =
∑n
t=1 st√∑n
t=1 s
2
t
, (3.27)
and reject H0 when Z
2
ES > F
−1
χ21
(1−κ) to obtain a test with approximate size κ. See
for example, Nolde & Ziegel (2016) for more details on the construction of this test.
3.4 Realized PIT values
We define the process (Ut) by Ut = Ft(Lt) using the probability integral transform
(PIT). Under the assumption that Ft is continuous for all t, Rosenblatt (1952) showed
that (Ut) should form a series of iid standard uniform variables.
Realized PIT values are the corresponding variables (Pt) obtained by setting Pt =
F̂t(Lt). They are estimates of the probability of observing a realized loss no more
extreme than Lt using the forecast model F̂t. Assuming that F̂t is well calibrated
and close to Ft for all t, we would expect the realized PIT values to behave like an
iid sample of standard uniform variables.
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Realized PIT values contain information about VaR exceptions at any level α. To
see this, we note that
Pt > α ⇐⇒ Lt > V̂aRα,t . (3.28)
(3.28) always holds for any forecast model F̂t. The weak inequalities can be replaced
by strict inequalities if F̂t is strictly increasing and continuous. In the sequel we will
define the PIT-based VaR exception at level α to be the event {Pt > α}.
Since realized PIT values contains more information than the VaR exception at a
single level α, we would expect well-designed tests based on realized PIT values to
be more powerful in detecting deficiencies in the forecast models F̂t.
3.4.1 A unified framework for tests based on realized PIT values
In the sequel we will focus on tests based on the transformations of realized PIT
values given by
Wv,t =
∫ 1
0
I{Pt>u}dv(u) , (3.29)
where v is a measure defined on the interval [0, 1] whose role is to apply weight to
the PIT-based VaR exception at different levels.
We are interested in testing whether the behavior of (Wv,t) is consistent with the be-
havior that would be expected if (Pt) did indeed form an iid sample from a standard
uniform distribution. We denote by FW the distribution function of (Wv,t) in (3.29)
when Pt is uniform. We are interested in testing the null hypothesis
H0 : (Wv,t) is an iid series with distribution function FW . (3.30)
We consider three possibilities for the weighting scheme in (3.29):
Discrete weighting in which the measure takes the form v =
∑N
i=1 kiδαi forN > 1.
This places positive mass k1, . . . , kN at the ordered values α1 < · · · < αN . In
this case Wv,t in (3.29) becomes
Wv,t =
N∑
i=1
kiI{Pt>αi} . (3.31)
In the case where N = 1 and k1 = 1, we obtain Wv,t = I{Pt>α}, so that (Wv,t)
is a series of iid Bernoulli(1−α) variables under the null hypothesis (3.30). In
33
the general case (Wv,t) is a series of iid ordered multinomial random variables
taking the values q0 < q1 < · · · < qN where q0 = 0 and qk =
∑k
i=1 ki for
k = 1, . . . , N . Under the null hypothesis (3.30) the distribution of (Wv,t)
satisfies
P (Wv,t = qi) = αi+1 − αi, i ∈ {0, 1, . . . , N} , (3.32)
where α0 = 0 and αN+1 = 1.
Continuous weighting in which the measure takes the form dv(u) = g(u) du on
the interval [α1, α2] ⊂ [0, 1], where the function g satisfies
Assumption 3.1. (i) g(u) = 0 for u /∈ [α1, α2], (ii) g is continuous and (iii)
g(u) > 0 for u ∈ (α1, α2).
For notation simplicity, we denote Wv,t in (3.29) under the continuous weight-
ing case by
Wg,t =
∫ α2
α1
g(u)I{Pt>u}du . (3.33)
Writing G(α) =
∫ α
0
g(u)du for the integral of g we can derive the expression
Wg,t = I{Pt>α1}G(min(Pt, α2)) . (3.34)
When g(u) = (α2 − α1)−1 is the uniform weighting function, we obtain
Wg,t = I{Pt>α1}
min(Pt, α2)− α1
α2 − α1 . (3.35)
Combined discrete and continuous weighting. We can also consider a weight-
ing scheme that is given by the sum of a discrete weighting and a continuous
weighting scheme.
3.4.2 Some useful results for continuous weighting of realized p-value
In this section we derive some useful results for the continuous weighting scheme de-
scribed by (3.33) where g satisfy Assumption 3.1 and G is its integral. An alternative
expression to (3.34) is
Wg,t = G(min(α2,max(Pt, α1))) . (3.36)
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Suppose we denote the truncated realized PIT values by
P ∗t = min(α2,max(Pt, α1)) . (3.37)
(3.36) gives the useful insight that Wg,t is a strictly increasing and continuous func-
tion of P ∗t .
The following results will be useful for computing moments and covariances of Wg,t
for different choices of weighting function g, which will be required for constructing
tests later.
Proposition 3.2. Let
Wg,t =
∫ α2
α1
g(u)I{Pt>u}du , (3.38)
where g satisfies Assumption 3.1. We define Wg∗,t = Wgi,tWgj ,t, where g
∗, gi and gj
satisfy Assumption 3.1. We can calculate
g∗(u) = gi(u)Gj(u) + gj(u)Gi(u) . (3.39)
Proof.
Wgi,tWgj ,t =
(∫ α2
α1
gi(u)I{Pt>u}du
)(∫ α2
α1
gj(v)I{Pt>v}dv
)
=
∫ α2
u=α1
∫ α2
v=α1
gi(u)gj(v)I{Pt>u}I{Pt>v}dvdu
=
∫ α2
u=α1
∫ α2
v=α1
gi(u)gj(v)I{Pt>max{u,v}}dvdu
=
∫ α2
u=α1
∫ u
v=α1
gi(u)gj(v)I{Pt>u}dvdu+
∫ α2
u=α1
∫ α2
v=u
gi(u)gj(v)I{Pt>v}dvdu
=
∫ α2
u=α1
gi(u)
(∫ u
v=α1
gj(v)dv
)
I{Pt>u}du+
∫ α2
v=α1
gj(v)
(∫ v
u=α1
gi(u)du
)
I{Pt>v}dv
=
∫ α2
u=α1
gi(u)Gj(u)du+
∫ α2
v=α1
gj(v)Gi(v)dv . (3.40)
Proposition 3.3. Let
W kg,t =
∫ α2
α1
g∗k(u)I{Pt>u} du , (3.41)
where g and g∗k satisfy Assumption 3.1. For k > 1,
g∗k(u) = k g(u)G(u)
k−1 . (3.42)
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Proof. We will prove by induction. The result is true for k = 2 by Proposition 3.2.
Assuming that the result is true for some k,
W k+1g,t =
∫ α2
α1
g∗k+1(u)I{Pt>u} du
= Wg,tW
k
g,t . (3.43)
Using the results in Proposition 3.2,
g∗k+1(u) = g(u)G
∗
k(u) + g
∗
k(u)G(u)
= g(u)G(u)k + k g(u)G(u)k
= (k + 1) g(u)G(u)k . (3.44)
To compute the p-centered moment E((Wg,t−µg)p), where µg = E (Wg,t) calculated
under H0 in (3.30), one way would be use expand the terms and use the results in
Proposition 3.3. A more convenient method would be to use the following lemma:
Lemma 3.4. For a set of weight functions g1, . . . , gk, where gi for i = 1, . . . , k satisfy
Assumption 3.1, then using (3.36) we can calculate
E
(
k∏
i=1
(Wgi,t − µgi)pi
)
= α1
k∏
i=1
(−µgi)pi + (1− α2)
k∏
i=1
(Gi(α2)− µgi)pi +∫ α2
α1
k∏
i=1
(Gi(u)− µgi)pidu , (3.45)
where µgi = E (Wgi,t) calculated under H0 in (3.30).
3.4.3 Spectral test
We denote by µv and σ
2
v the mean and variance of Wv,t calculated under H0 in (3.30),
where Wv,t is defined in (3.29). We can construct a test based on CLT, where the
Z-test statistic is given by
Zv =
√
n
σ2v
(µˆv − µv) , (3.46)
where µˆv =
1
n
∑n
t=1Wv,t. This form of test has been proposed by Costanzino &
Curran (2015), which we will refer to as the spectral test.
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Discrete weighting. In the case where Wv,t is defined by (3.31), under the null
hypothesis (3.30), we can calculate
µv =
N∑
i=1
ki(1− αj) , (3.47)
µv,2 =
N∑
i=1
N∑
j=1
kikj(1−max(αi, αj)) , (3.48)
and the variance is given by σ2v = µv,2 − µ2v.
Continuous weighting. In the case where Wv,t is defined by (3.33), under the null
hypothesis (3.30), we can calculate
µv =
∫ α2
α1
g(u)(1− u) du (3.49)
µv,2 =
∫ α2
α1
2 g(u)G(u)(1− u) du , (3.50)
where the second equation is obtain using the results in Proposition 3.2, and
the variance is given by σ2v = µv,2 − µ2v.
For the simulation studies in the sequel, we will focus on the continuous weighting
case, as the results for the discrete weighting case is similar in terms of size and
power performance. We consider the following choice of weight function for the
spectral test:
Uniform weight. g(u) = I{α16u6α2} as considered in Costanzino & Curran (2015)
and Costanzino & Curran (2016) with G(u) = I{α16u6α2}u and
µv =
[
−1
2
(1− u)2
]α2
u=α1
, (3.51)
µv,2 =
[
(1 + α1)u
2 − 2α1u− 2
3
u3
]α2
u=α1
. (3.52)
Linear weight. g(u) = I{α16u6α2}(u− α1) with G(u) = I{α16u6α2} 12(u− α1)2 and
µv =
[
1
2
u2(1 + α1)− α1u− 1
3
u3
]α2
u=α1
, (3.53)
µv,2 =
[
1
4
(1− α1)(u− α1)4 − 1
5
(u− α1)5
]α2
u=α1
. (3.54)
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Exponential weight. g(u) = I{α16u6α2}e
k(u−α1) with G(u) = I{α16u6α2}
1
k
ek(u−α1)
and
µv =
[
1
k
(
ek(u−α1) − 1)]α2
u=α1
, (3.55)
µv,2 =
[−ek(u−α1)
k3
(
ek(u−α1)
(
k(u− 1)− 1
2
)
+ 2 + k(2− 2u)
)]α2
u=α1
.(3.56)
3.4.4 Bispectral test
In this section we propose a new test that extends the idea of the spectral test.
Consider Wv,t = (Wv1,t,Wv2,t)
T where the Wvi,t is defined in (3.29). The null hy-
pothesis (3.30) needs to be generalized to
H0 : (Wv,t) is an iid series of vectors with df FW , (3.57)
where FW denotes the distribution function of (Wv,t) when Pt is uniform. Under the
null hypothesis (3.57), we can apply the multivariate version of the CLT to construct
the Z-test statistic
Zv =
√
nΣ−1/2v
(
W − µv
)
, (3.58)
where W = 1
n
∑n
t=1Wv,t, and µv = (µv1 , µv2)
T is the mean vector and
Σv =
 σ2v1 σv1,v2
σv1,v2 σ
2
v2
 , (3.59)
is the covariance matrix. We have already discussed the calculation of the mean and
variance of Wvi,t in Section 3.4.3.
Discrete weighting. In the case whereWvi,t is defined by (3.31), with ν1 =
∑N
i=1 aiδαi
and ν2 =
∑N
i=1 biδαi , with corresponding Wv1,t =
∑N
i=1 aiI{Pt>αi} and Wv2,t =∑N
i=1 biI{Pt>αi}, under the null hypothesis (3.57), we can calculate the off-
diagonal element of the matrix Σv with
σv1,v2 =
N∑
i=1
N∑
j=1
aibj
(
1−max(αi, αj)− (1− αi)(1− αj)
)
. (3.60)
Continuous weighting. In the case where Wvi,t is defined by (3.33), with dvi(u) =
gi(u) du, where the weight functions g1 and g2 satisfy Assumption 3.1, under
the null hypothesis (3.57), the off-diagonal element of the matrix Σv is σv1,v2 =
E (Wv1,tWv2,t)− µv1µv2 can be calculated using Proposition 3.2.
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Under the null hypothesis (3.57), we assume that Zv ∼ N2(0, I2), where I2 denotes
the 2× 2 identity matrix. For a two sided test, we assume that the test statistic
Sv = n
(
W − µv
)T
Σ−1v
(
W − µv
) ∼ χ22 . (3.61)
The bispectral test can be extended naturally to a k-spectral test, in which (Wv,t)
is a series of vectors with dimension k.
For the simulation studies in the sequel, we will focus on the continuous weighting
case with dvi(u) = gi(u) du, where we consider the following combinations of weight
functions:
Uniform-Linear weight. g1(u) = I{α16u6α2}, g2(u) = I{α16u6α2}(u− α1), and
E (Wv1,tWv2,t) =
[
1
2
(1− α1)(u− α1)3 − 3
8
(u− α1)4
]α2
u=α1
. (3.62)
Uniform-Exponential weight. g1(u) = I{α16u6α2}, g2(u) = I{α16u6α2}ke
ku, and
E (Wv1,tWv2,t) =
[
ek(u−α1)
k3
(
(u− 1)(α1 − u)k2 + (u− α1)k − 1
)
+
u(u− 2)
2k
]α2
u=α1
.
(3.63)
Linear-Exponential weight. g1(u) = I{α16u6α2}(u−α1), g2(u) = I{α16u6α2}keku,
and
E (Wv1,tWv2,t) =
[
ek(u−α1)
k4
(
1
2
(1− u)(α1 − u)2k3+ 1
2
(α1 − u)2k2 + (α1 − u)k + 1
)
−
u
2k
(
(α1 + 1)u− 2
3
u2 − 2α1
)]α2
u=α1
. (3.64)
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3.4.5 One-sided spectral and bispectral test
For regulatory purposes, it may be important to construct a one-sided test, since
the regulators are more concerned if financial institutions do not set aside enough
capital.
We first focus on the one-sided spectral test. Assuming that the weight measure v
in (3.29) is always positive, when the VaR exception rate at the tail is larger than
expected, which occurs when the forecast distribution underestimates the tail of
the underlying distribution of losses, Wv,t will be large as well. Hence, it would be
sensible to test the hypothesis
H0 : E (Wv,t) 6 µv vs. H1 : E (Wv,t) > µv . (3.65)
To obtain a one-sided Z-test with approximate size κ, we reject H0 in (3.65) when
Zv > Φ
−1 (1− κ), where Zv is the spectral test statistic in (3.46).
Similar arguments hold for the bispectral case, where we propose to use a sequential
rejection approach. Using Cholesky decomposition we can construct the vector Z˜v1
Z˜v2
 =
 √n(W v1−µv1 )σv1√
n(W v2−µv2 )
σv2
√
1−ρ2
− ρ Z˜v1√
1−ρ2
 , (3.66)
which is asymptotically N2(0, I2) distributed, where W vi =
1
n
∑n
t=1Wvi,t, and ρ =
σv1,v2√
σv1σv2
is the correlation between Wv1,t and Wv2,t. To construct a test of approxi-
mately size κ, we first test the hypothesis
H0 : E (Wv1,t) 6 µv1 vs. H1 : E (Wv1,t) > µv1 . (3.67)
We accept H0 in (3.67) if Z˜v1 6 Φ−1
(
1− κ
2
)
. Given that we accept H0, for a given
Z˜v1 , we proceed to test the hypothesis
H0 : E (Wv2,t) 6 µv2 vs. H1 : E (Wv2,t) > µv2 , (3.68)
where we accept H0 in (3.68) if Z˜v2 6 Φ−1
(
1− κ
2
)
. This is the same as applying the
Bonferroni (1936) multiple test procedure to test the global hypothesis
H0 : E (Wv1,t) 6 µv1 and E (Wv2,t) 6 µv2 ,
H1 : E (Wv1,t) > µv1 or E (Wv2,t) > µv2 ,
(3.69)
40
and to obtain a test of approximately size κ, we reject H0 in (3.69) when
min
(
1− Φ(Z˜v1), 1− Φ(Z˜v2)
)
< κ/2 . (3.70)
See Hommel et al. (2011) for a review of several other multiple test procedures. We
have used the Cholesky decomposition to construct the vector in (3.66) to improve
the size performance of the Bonferroni test.
3.5 Truncated probitnormal score test
In this section we introduce the truncated probitnormal score test, which is a special
case of the bispectral test, where the weight measure v1 and v2 is given by the sum of
a discrete weighting with point mass at α1 and α2, and continuous weight functions
g1 and g2 which satisfy Assumption 3.1.
In the probitnormal score test we assume that the underlying distribution of Pt to
be probitnormal, so that Φ−1(Pt) ∼ N(µ, σ2). We denote the parameter vector as
θ = (µ, σ)T , and the distribution function and density of Pt are given by
FP (p | θ) = Φ
(
Φ−1(p)− µ
σ
)
, fP (p | θ) =
φ
(
Φ−1(p)−µ
σ
)
φ(Φ−1(p))σ
, p ∈ [0, 1] . (3.71)
The above construction provides a flexible family in which we can test for a uniform
distribution corresponding to θ = θ0 = (0, 1)
T .
We may be interested in testing the tail of the distribution only. We denote the
truncated realized PIT values by P ∗t = min(α2,max(Pt, α1)), with corresponding
likelihood function
L(θ | P ∗t ) =

FP (α1 | θ) P ∗t = α1 ,
fP (P
∗
t | θ) α1 < P ∗t < α2 ,
1− FP (α2 | θ) P ∗t = α2 .
(3.72)
We denote the observed score vector for P ∗t by
St(θ) =
(
∂
∂µ
logL(θ | P ∗t ),
∂
∂σ
logL(θ | P ∗t )
)T
, (3.73)
and the expected Fisher information matrix by I(θ), which is given by
I(θ)ij = −E
(
∂2
∂θi∂θj
lnL(θ | Pt)
)
. (3.74)
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For the truncated probitnormal distribution the matrix of second derivatives is given
in Appendix A (equations (A.3), (A.4) and (A.5)).
Under the null hypothesis that (Pt) is a series of iid standard uniform variables, We
can construct the score test statistic
Zv =
√
nI(θ0)
−1/2S(θ0) , (3.75)
which is asymptotically N2
(
0, I2
)
distributed, where S(θ0) =
1
n
∑n
t=1 St(θ0) is the
mean of the observed score vectors evaluated under the null, and I(θ0)
−1/2 is the
inverse of the cholesky decomposition of I(θ0), and I2 is the 2 × 2 identity matrix.
For a two-sided test, we assume that
nS(θ0)
T I(θ0)
−1S(θ0) ∼ χ22 . (3.76)
In the following result we show that this is a bispectral test with the structure
in (3.61).
Proposition 3.5. St(θ0) = Wv,t − µv, almost surely, where
Wvi,t = ki,1I{Pt>α1} + ki,2I{Pt>α2} +
∫ α2
α1
gi(u)I{Pt>u}du , (3.77)
and the weight function gi satisfies Assumption 3.1.
Proof. Computing the score statistic and evaluating it at θ0 = (0, 1)
T yields
St(θ0) =

 −φ(Φ−1(α1))/α1
−φ(Φ−1(α1))Φ−1(α1)/α1
 P ∗t = α1 , Φ−1(P ∗t )
Φ−1(P ∗t )
2 − 1
 α1 < P ∗t < α2 , φ(Φ−1(α2))/(1− α2)
φ(Φ−1(α2))Φ−1(α2)/(1− α2)
 P ∗t = α2 .
(3.78)
The jumps at α1 and α2 are given by
k1,1 = Φ
−1(α1) +
φ(Φ−1(α1))
α1
, k1,2 =
φ(Φ−1(α2))
1−α2 − Φ−1(α2) ,
k2,1 = Φ
−1(α1)2 − 1 + φ(Φ−1(α1))Φ−1(α1)α1 , k2,2 =
φ(Φ−1(α2))Φ−1(α2)
1−α2 − Φ−1(α2)2 + 1 .
(3.79)
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The weight measures can be obtained by differentiating St(θ0) with respect to Pt
on [α1, α2], and are given by
v1(u) = I{α1<Pt<α2}g1(u) + δα1k1,1 + δα2k1,2 , (3.80)
v2(u) = I{α1<Pt<α2}g2(u) + δα1k2,1 + δα2k2,2 , (3.81)
where g1(u) =
1
φ(Φ−1(u)) and g2(u) =
2Φ−1(u)
φ(Φ−1(u)) . The mean of Wv,t is given by
µv1 =
∫ α2
α1
g1(u)(1− u) du + (1− α1)k1,1 + (1− α2)k1,2 , (3.82)
µv2 =
∫ α2
α1
g2(u)(1− u) du + (1− α1)k2,1 + (1− α2)k2,2 . (3.83)
Note that since Wv,t = St(θ0) + µv, and Wv,t = 0 when P
∗
t = α1, we must have
µv1 =
φ(Φ−1(α1))
α1
, (3.84)
µv2 =
φ(Φ−1(α1))Φ−1(α1)
α1
. (3.85)
Note that the weighting functions gi(u) approach infinity as u approaches one, so
a very large weight is applied to the largest realized PIT values. The covariance
matrix Σv = cov(Wv,t) = I(θ0) is given in Appendix A (equations (A.6), (A.7)
and (A.8)).
The following lemma will be useful for performing size correction on the martingale
difference test for testing serial independence later.
Lemma 3.6. We denote by St(θ0)u = (S1,t(θ0)u, S2,t(θ0)u)
T the score vector in
(3.78) evaluated at P ∗t = u. For a set of weight measures v1, . . . , vk, where v1 and
v2 are the probitnormal weight measures given by (3.80) and (3.81), and dvi(u) =
gi(u) du with gi satisfying Assumption 3.1 for i = 3, . . . , k, we can calculate
E
(
k∏
i=1
(Wvi,t − µvi)pi
)
= α1
k∏
i=1
(−µvi)pi + (1− α2)
k∏
i=1
fi(α2)
pi +
∫ α2
α1
k∏
i=1
fi(u)
pidu ,
(3.86)
where fi(u) = Si,t(θ0)u for i = 1, 2 and fi(u) = Gi(u) − µvi for i = 3, . . . , k, and
µvi = E (Wvi,t) is calculated under H0 in (3.30).
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3.5.1 Truncated Probitnormal LRT
An alternative to the probitnormal score test is the truncated probitnormal LRT,
where we want to test the hypothesis that µ = 0 and σ = 1 in the context of the
truncated probitnormal model described by the likelihood in (3.72). We test the
null hypothesis that (Wv,t) have the distribution implied by the independence and
uniformity of (Pt) against the alternative that they have the distribution implied by
(Pt) having a probitnormal distribution.
Suppose we consider the continuous weighting case whereWv,t is defined by (3.33). In
the one-sided case where α1 = α and α2 = 1, and g(u) = (1−α)−1, this test is identi-
cal to the test proposed by Berkowitz (2001). In the paper Zt = Φ
−1(P ∗t ) is modeled
by a normal distribution truncated to [Φ−1(α1),∞), where P ∗t = max(Pt, α1) and
P (Zt 6 z) = Φ
(
z − µ
σ
)
, z > Φ−1(α) . (3.87)
Recall from (3.35) that
Wg,t =
P ∗t − α
1− α
=
Φ(Zt)− α
1− α (3.88)
has uniform density (1−α)−1 on (0,1). The Berkowitz model (3.87) is equivalent to
a model where
P (Wg,t 6 w) = Φ
(
Φ−1(α + w(1− α))− µ
σ
)
, w ∈ [0, 1) , (3.89)
and we test for µ = 0 and σ = 1.
Note that the multinomial LRT model (3.22) that we consider, with αi = α+
i−1
N
(1−
α), for i = 1, . . . , N , coincides with the Berkowitz test in the limit as the number of
levels N goes to infinity. To see this, recall that
P (Ct 6 i) = Φ
(
Φ−1(α + i
N
(1− α))− µ
σ
)
, i = 0, . . . , N , (3.90)
which is the natural discrete counterpart of the continuous model in (3.89), where
Ct is defined in (3.8), and we test for µ = 0 and σ = 1.
We make the following notes regarding the role of the weight measure v in the
construction of a likelihood ratio test. The weight measure v will determine which
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distribution should be used to construct a LRT for Wv,t. For example, when the
measure v is standard uniform, FW in (3.30) is standard uniform, so that the ap-
propriate distributions to be used in the contruction of LRT are distributions which
nest the standard uniform distribution, such as the probitnormal distribution and
beta distribution. Similarly, in the continuous case where the weight measure is g1
in Proposition 3.5, FW is standard normal, and hence the appropriate distribution
to be used is the normal distribution. This corresponds to the standard Berkowitz
test.
For a given distribution, the weight measure v serves as the mapping function, and
plays no role in the rejection rate of the LRT. The easiest way to understand this
is to consider the discrete weight measure vi = kiδα, with ki > 0, so that when
Pt is standard uniform, Wvi,t takes the value zero with probability α and ki with
probability 1 − α. Suppose we construct a LRT for Wvi,t, where we model Wvi,t to
take the value zero with probability θ and ki with probability 1− θ. The likelihood
of Wvi,t is then given by I{Wvi,t=0} θ + I{Wvi,t=ki} (1− θ), which is the same for all i,
and does not depend on the choice of ki.
For a chosen weight measure v, the rejection rate of the constructed LRT depends
on the distribution used to model Wv,t. We know from the results in Chapter 2 that
the LRT is derived from the two-sided score test with some additional approxima-
tions. Hence, we would expected the truncated probitnormal LRT to give similar
results to the two-sided truncated probitnormal score test. More generally, suppose
we construct the LRT for Wv,t based on some distribution with a k-dimensional
parameter vector. The results for the LRT will be similar to those of a k-spectral
test, where the weight measures can be obtained by differentiating the score vector
of the distribution with respect to Pt.
45
3.5.2 One-sided probitnormal test
From Proposition 3.5. we know that the probitnormal score test is a special case
of the bispectral test, where the weight measures v1 and v2 is positive in the range
[α1, α2]. We denote by St(θ0) = (S1,t(θ0), S2,t(θ0))
T the score vector for the trun-
cated probitnormal distribution (3.73). For the probitnormal case, the vector (3.66)
can be written as  Z˜v1
Z˜v2
 =
 √nS1(θ0)σv1√
nS2(θ0)
σv2
√
1−ρ2
− ρ Z˜v1√
1−ρ2
 , (3.91)
where we denoted Si(θ0) =
1
n
∑n
t=1 Si,t(θ0), and the variances are given by σ
2
v1
=
I(θ0)1,1 and σ
2
v2
= I(θ0)2,2, and the correlation by ρ =
I(θ0)1,2√
I(θ0)1,1 I(θ0)2,2
. We can
then construct a one-sided test based on Section 3.4.5, which we will refer to as the
one-sided probitnormal score test.
In this section, we propose an alternative one-sided test based on the Wald test statis-
tic, which we will refer to as the one-sided probitnormal Wald test. Table 1 shows
the exception probability at the 99% level E (I{Pt>0.99} | µ, σ) for different parameter
values when we assume the underlying distribution of Pt to be probitnormal, so that
Φ−1(Pt) ∼ N(µ, σ2). We have coloured the cases where E (I{Pt>0.99} | µ, σ) 6 0.01
as green and the cases where E (I{Pt>0.99} | µ, σ) > 0.01 as red.
σ | µ -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5
0.75 0.01 0.01 0.02 0.04 0.06 0.10 0.15 0.23 0.34 0.51 0.74
0.80 0.02 0.03 0.05 0.08 0.12 0.18 0.27 0.39 0.57 0.80 1.12
0.85 0.04 0.07 0.10 0.15 0.22 0.31 0.44 0.62 0.86 1.17 1.58
0.90 0.08 0.12 0.18 0.25 0.35 0.49 0.67 0.91 1.22 1.62 2.12
0.95 0.15 0.20 0.28 0.39 0.53 0.72 0.96 1.26 1.65 2.13 2.73
1.00 0.24 0.32 0.43 0.58 0.76 1.00 1.30 1.67 2.14 2.70 3.39
1.05 0.36 0.47 0.62 0.81 1.04 1.34 1.70 2.14 2.68 3.33 4.10
1.10 0.51 0.66 0.85 1.08 1.37 1.72 2.15 2.66 3.27 4.00 4.84
1.15 0.70 0.89 1.12 1.40 1.74 2.15 2.64 3.22 3.90 4.70 5.61
1.20 0.92 1.15 1.43 1.76 2.16 2.63 3.18 3.82 4.57 5.42 6.40
1.25 1.19 1.46 1.78 2.16 2.61 3.14 3.75 4.45 5.25 6.17 7.20
Table 1: The exception probability at the 99% level E (I{Pt>0.99} | µ, σ) for different pa-
rameter values, where we assumed that Φ−1(Pt) ∼ N(µ, σ2). Results are in percentage.
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The one-sided test for the VaR unconditional coverage hypothesis is
H0 : E (I{Pt>0.99}) 6 0.01 vs. H1 : E (I{Pt>0.99}) > 0.01 . (3.92)
Assuming that Pt is probitnormal distributed, the exceedence rate is given by
E (I{Pt>0.99} | µ, σ) = 1− Φ
(
Φ−1(0.99)− µ
σ
)
. (3.93)
We define the function σ0(µ) which solve the equation E (I{Pt>0.99} | µ, σ0(µ)) = 0.01,
i.e.
σ0(µ) =
Φ−1(0.99)− µ
Φ−1(0.99)
, (3.94)
then the hypothesis (3.92) can instead be written as
H0 : σ 6 σ0(µ) | µ vs. H1 : σ > σ0(µ) | µ , (3.95)
where σ0(µ) is defined in (3.94). Using the results in Section 2.3.1, the one-sided
Wald test statistic is
ZWald | µˆ =
√
n I(θ0)2,2
(
σˆ − σ0(µˆ)
)
, (3.96)
where µˆ and σˆ are the maximum likelihood estimators based on the truncated pro-
bitnormal likelihood (3.72). To obtain a test of approximately size κ, for a given µˆ
we reject H0 in (3.95) when ZWald > Φ
−1(1− κ).
We now explore the size and power of the one-sided probitnormal tests. We simulate
(P1, . . . , Pn) using the equation Pt = Φ(µ + σZt), for varying µ and σ, where (Zt)
are iid standard normal variables. We then apply the one-sided probitnormal score
test and the one-sided probitnormal Wald test with truncation levels α1 = 0.975 and
α2 = 0.9995 to the simulated sequence (Pt). The resulting rejection rate based on
1000 simulations are shown in Table 2, where we set the size parameter κ = 0.05.
We have applied the following colour coding: green indicates good results (6 6% for
the size; > 70% for the power); red indicates poor results (> 9% for the size; 6 30%
for the power); dark red indicates very poor results (> 12% for the size; 6 10% for
the power). For the cases when H0 in (3.95) is satisfied (the top left proportion of
the black border), we apply the size colour coding, and for the cases when H1 in
(3.95) is satisfied (the bottom right proportion of the black border) the power colour
coding.
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We observe that the rejection rate pattern is roughly similar for both test. The
size performance of the tests are poorest when µ is very negative, where the Wald
test outperforms the score test, since it avoids the use of Bonferroni multiple test
procedure. In contrast, the score test outperforms the Wald test in terms of power
performance. Both the size and power improves with increasing sample size n. In
conclusion, if the sample size n is relatively small, we should use the one-sided Wald
test to ensure the size is reliable, otherwise we should use the one-sided score test.
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One-sided probitnormal score test
n 250 500
σ | µ -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5 -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5
0.75 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.3 4.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 2.5
0.80 0.0 0.0 0.0 0.1 0.1 0.2 0.1 0.4 0.8 4.5 15.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 2.6 22.7
0.85 0.1 0.1 0.1 0.1 0.3 0.4 0.8 1.5 4.8 15.4 41.5 0.0 0.0 0.0 0.1 0.1 0.1 0.0 0.4 3.3 22.5 65.3
0.90 0.1 0.1 0.2 0.7 0.9 1.1 2.3 5.4 15.3 39.2 72.0 0.0 0.0 0.1 0.1 0.4 0.2 1.3 4.1 21.2 59.4 92.7
0.95 0.2 0.7 1.2 1.5 1.8 3.3 6.9 15.9 37.5 68.7 89.3 0.1 0.2 0.3 0.4 1.2 1.6 5.1 20.7 56.1 90.4 99.1
1.00 1.3 1.7 2.2 2.9 3.9 8.5 17.7 36.7 64.8 86.4 96.8 0.5 0.8 1.3 1.7 2.3 6.0 21.1 54.0 87.4 98.6 99.9
1.05 2.0 2.7 3.5 5.3 9.7 19.5 36.8 62.1 83.4 95.1 99.3 1.2 2.0 2.8 3.6 8.5 22.1 52.2 85.2 97.9 99.9 100.0
1.10 3.3 4.1 6.6 12.1 20.8 36.9 59.5 81.1 93.9 98.9 99.7 2.8 3.6 5.7 11.3 24.3 51.9 83.0 96.9 99.8 99.9 100.0
1.15 5.6 8.0 13.9 23.3 37.9 57.5 79.6 92.7 98.0 99.5 99.9 5.9 8.2 13.8 26.6 52.7 80.7 96.0 99.3 99.9 100.0 100.0
1.20 10.6 15.9 24.9 38.6 57.0 78.2 91.9 96.9 99.5 99.9 100.0 11.3 17.6 29.2 53.2 80.1 94.8 99.2 99.9 100.0 100.0 100.0
1.25 18.4 26.7 39.0 57.0 76.3 90.5 96.4 99.3 99.7 100.0 100.0 21.6 32.4 54.4 79.2 94.2 98.9 99.9 100.0 100.0 100.0 100.0
One-sided probitnormal Wald test
n 250 500
σ | µ -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5 -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5
0.75 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3
0.80 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 1.7 4.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 1.0 5.0
0.85 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.6 2.7 6.9 15.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 1.5 7.2 25.6
0.90 0.0 0.0 0.0 0.0 0.0 0.4 1.2 3.4 8.6 19.3 33.5 0.0 0.0 0.0 0.0 0.0 0.1 0.6 2.3 10.0 30.3 59.9
0.95 0.0 0.0 0.0 0.1 0.7 1.9 5.1 11.6 22.5 37.7 59.1 0.0 0.0 0.0 0.0 0.2 1.0 3.8 13.5 35.4 64.4 88.0
1.00 0.0 0.1 0.3 1.0 2.8 6.4 13.8 25.5 40.8 60.6 78.8 0.0 0.0 0.0 0.3 1.4 5.9 17.1 40.8 67.3 88.6 97.7
1.05 0.1 0.8 1.6 3.7 8.4 16.2 28.1 43.1 62.6 79.0 92.0 0.0 0.1 0.5 2.3 8.4 20.6 44.4 70.2 89.6 98.0 99.6
1.10 1.0 2.2 4.5 10.3 18.8 30.3 45.8 64.3 80.1 92.0 97.1 0.2 0.9 3.4 9.5 24.6 48.5 73.4 90.2 97.9 99.6 100.0
1.15 3.1 6.2 12.1 20.7 32.5 47.9 65.5 80.0 92.0 96.9 98.8 1.6 4.5 12.8 28.8 52.5 75.7 90.8 98.1 99.7 100.0 100.0
1.20 8.2 14.2 22.9 34.0 50.9 66.6 80.9 92.6 96.8 98.7 99.6 6.1 15.9 33.0 55.9 77.2 91.3 98.2 99.7 99.9 100.0 100.0
1.25 16.2 26.3 36.5 52.9 67.7 81.9 92.3 96.7 98.7 99.5 99.9 18.8 36.5 58.4 79.1 92.0 98.3 99.7 99.9 100.0 100.0 100.0
Table 2: Estimated size and power of one-sided probitnormal score test (top row) and Wald test (bottom row) at varying n. Results are in percentage and
are obtained using 1000 simulations.
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3.6 Moment test as a special case of the bispectral test
Dowd (2008) proposed extending the Berkowitz (2001) test to further test the skew-
ness and kurtosis parameter, where they claim that such a test has more power in
detecting different forms of forecast distribution misspecification.
Similarly, for the spectral test in Section 3.4.3, we can further devise a test for both
the mean and variance of Wv,t, with the hypothesis
H0 : E (Wv,t) = µv and var(Wv,t) = σ
2
v ,
H1 : E (Wv,t) 6= µv or var(Wv,t) 6= σ2v .
(3.97)
We denote Yv,t = (Wv,t − µv)2 and sˆv = 1n
∑n
t=1 Yv,t. The test statistic is given by
S =
(
θˆ − θ
)T
Σ−1
(
θˆ − θ
)
, (3.98)
which is asymptotically χ22 distributed, where
θˆ =
 µˆv − µv
sˆv
 , θ =
 0
σ2v
 , (3.99)
and
Σ =
1
n

σ2v E
(
(Wv,t − µv)3
)
E
(
(Wv,t − µv)3
)
E
(
(Wv,t − µv)4
)− σ4v
 . (3.100)
For the continuous weighting case, E
(
(Wv,t − µv)3
)
and E
(
(Wv,t − µv)4
)
can be
calculated using Lemma 3.4. We can generalize the above test to test for all higher
moments.
Note that since Yv,t = W
2
v,t − 2µvWv,t + µ2v, for the continuous weighting case, we
know that W 2v,t = Wg∗2 ,t where g
∗
2 is given in Proposition 3.3. Hence, the above test
is same as testing linear combinations of Wv,t and Wg∗2 ,t.
3.7 How the Pearson chi-squared test relates to the k-spectral test
For a series (P1, . . . , Pn), we denote Wi,t =
∫ 1
0
I{Pt>u}dνi(u), where νi = δαi − δαi+1 ,
for i = 0, 1, . . . , N , where α0 < α1 < . . . < αN+1 are ordered levels with α0 = 0 and
αN+1 = 1.
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(Wi,1, . . . ,Wi,n) form a series of iid Bernoulli(pi) variables, with pi = αi+1 − αi. We
denote by Zi =
∑n
t=1(Wi,t−pi)√
n pi (1−pi)
the normalized sum of Wi,t. By the central limit theo-
rem, for i = 1, . . . N , the Zi are standard normal variables, so that N˜i =
√
1− pi Zi
are N(0, 1− pi) distributed. It can be shown that cov(N˜i, N˜j) = −√pi pj for i 6= j.
The Pearson chi-squared test is a two-sided test for the vector v = (N˜0, N˜1, . . . , N˜N)
T .
The covariance matrix of v has rank N , i.e. it is not invertible. Pearson (1900) has
shown that by using a new coordinate system with the vector p = (
√
p0,
√
p1, . . . ,
√
pN)
T
as the first basis vector, the new coordinate vector is v˜ = (0, Z˜1, . . . , Z˜N)
T , where
(Z˜1, . . . , Z˜N) are iid standard normal variables. Hence, the chi-squared test statistic
in (3.17) is SN = v˜
T v˜ =
∑N
i=1 Z˜
2
i , which is asymptotically χ
2
N distributed.
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Chapter 4 Simulation studies: Static tests
In this chapter, we will attempt to understand the characteristics of the static tests
described in Chapter 3 via simulations. To facilitate analysis, the following colour
coding is used in most of the tables: green indicates good results (6 6% for the
size; > 70% for the power); red indicates poor results (> 9% for the size; 6 30% for
the power); dark red indicates very poor results (> 12% for the size; 6 10% for the
power).
4.1 In the case when there is no parameter estimation error
In this section, we will attempt to understand the characteristics of the static tests
described in Chapter 3 in the ideal situation when no parameter estimation error is
involved.
4.1.1 Experimental design
In each experiment we generate a total dataset of n values from the true distribution
Ft; we consider the cases when Ft is normal, Student-t distributions with five and
three degrees of freedom, denoted by t5 and t3, which have moderately heavy and
heavy tails respectively, and the skewed Student-t distribution of Fernandez & Steel
(1998) with three degrees of freedom and a skewness parameter γ = 1.2, denoted st3.
We standardized Ft to have zero mean and unit variance. The forecast distribution
F̂t is always the standard normal distribution.
4.1.2 Binomial test results
We first look at the size and power when we apply the one-sided and two-sided
binomial score test and LRT as described in Section 3.2.1 to the exceptions of VaR
estimates at level α = 0.975 and α = 0.99. For the score test, we denote by Wθ0
when the true Fisher information I(θ0) is used, with θ0 = 1 − α, and Wθˆ when
the estimated Fisher information I(θˆ) is used, where θˆ is the maximum likelihood
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estimator for the binomial distribution.
Table 3 shows the values of VaR0.975 and VaR0.99 for the four distributions used in
the simulation study. These distributions have all been standardized to have mean
zero and variance one. ∆ shows the percentage increase in the value of VaR0.99 when
compared with the normal distribution. Table 4 shows the results for one-sided and
two-sided binomial score tests at the 97.5% and 99% levels.
VaR0.975 VaR0.99 ∆
Normal 1.96 2.33 0.00
t5 1.99 2.61 12.04
t3 1.84 2.62 12.69
st3 (γ = 1.2) 2.04 2.99 28.68
Table 3: Values of VaR0.975 and VaR0.99 for four distributions used in simulation study
(normal, Student-t5, Student-t3, skewed Student-t3 with skewness parameter γ = 1.2). ∆
column shows percentage increase in VaR0.99 compared with normal distribution.
97.5% level. The size of the tests is generally reasonable. Wθ0 in particular always
seems to have a good size for all the different sample sizes in both the one-sided and
two-sided tests. For the score test, using I(θˆ) instead of I(θ0) reduces the speed
of convergence of the Z-test statistic, leading to tests that are either undersized or
oversized when sample size n is small. The power of all the tests is very weak, since
the 97.5% VaR values of all the distributions are quite similar.
99% level. At this level the size is usually too large in the smaller samples. The
binomial score test Wθ0 seems to have the best size performance.
At this level, the tests are more powerful because the differences between the quan-
tiles of the four models are larger. One-sided tests are somewhat more powerful than
two-sided tests. The score test and LRT seem to be more powerful than the Wald
test.
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α 0.975 0.990
twosided TRUE FALSE TRUE FALSE
Ft n | test Wθˆ Wθ0 LRT Wθˆ Wθ0 LRT Wθˆ Wθ0 LRT Wθˆ Wθ0 LRT
Normal 250 5.7 3.9 7.5 2.4 5.0 5.0 8.0 4.0 8.9 1.2 4.0 4.0
500 7.8 3.9 5.9 2.6 4.7 4.7 12.5 3.7 7.0 1.3 6.7 3.1
1000 5.0 5.0 4.1 2.8 4.3 4.3 7.5 3.8 5.9 2.7 4.9 4.9
2000 5.9 5.0 4.2 3.9 5.0 5.0 4.9 5.4 4.1 3.5 5.3 5.3
t5 250 4.3 4.1 6.9 3.1 6.4 6.4 5.9 17.7 10.7 8.3 17.7 17.7
500 6.0 5.2 6.5 4.4 7.4 7.4 9.5 22.4 22.8 13.4 33.9 22.3
1000 4.9 6.9 5.2 5.7 8.0 8.0 17.7 33.0 33.1 33.0 42.7 42.7
2000 6.0 7.3 5.8 8.3 10.7 10.7 45.3 59.9 52.7 59.9 66.7 66.7
t3 250 9.6 3.6 10.3 0.8 2.0 2.0 5.6 13.5 9.2 6.0 13.5 13.5
500 15.8 4.8 9.5 0.6 1.3 1.3 7.8 16.2 16.9 9.3 25.4 16.1
1000 14.2 9.9 9.7 0.4 0.6 0.6 11.0 22.3 22.5 22.2 30.5 30.5
2000 25.9 16.6 16.5 0.2 0.3 0.3 27.6 41.4 34.2 41.3 48.8 48.8
st3 250 4.4 5.4 8.0 4.5 8.6 8.6 10.4 31.2 19.2 18.3 31.2 31.2
500 6.0 6.9 7.9 6.3 10.1 10.1 22.4 44.2 44.3 31.9 57.2 44.2
1000 5.5 9.5 6.9 9.0 12.3 12.3 48.6 66.2 66.2 66.2 74.7 74.7
2000 8.4 12.2 9.8 14.6 17.9 17.9 86.6 92.9 90.1 92.9 95.0 95.0
Table 4: Estimated size and power of three different types of binomial test applied to exceptions of the 97.5% and 99% VaR estimates. Both one-sided and
two-sided tests have been carried out. Results are based on 10000 replications
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4.1.3 Theoretical rejection rate of the one-sided Binomial score test
We will attempt to understand the results in Table 4 better. The finite sample
rejection rate of the one-sided binomial score test at level α with approximately size
κ is given by
P (Zscore > Φ
−1(1− κ)) = P
(
n∑
t=1
Ct >
√
nα(1− α)Φ−1(1− κ) + n(1− α)
)
= 1−Bn,1−θα
(√
nα(1− α)Φ−1(1− κ) + n(1− α)
)
(4.1)
with Ct defined in (3.8), Zscore is given in (3.12), and Bn,1−θα is the binomial dis-
tribution function with size parameter n and success probability 1 − θα. We have
assumed that (C1, . . . , Cn) are iid Bernoulli(1− θα) variables, where
θα = Ft
(
F̂−1t (α)
)
, (4.2)
F̂t and Ft are the forecast and true distribution functions as described in Sec-
tion 4.1.1. The exception rate at level α is given by
P (Pt > α) = P (F̂t(F
−1
t (U)) > α) = 1− θα , (4.3)
where U is a standard uniform random variable.
Figure 1 plots the exception rate 1 − θα and the binomial score test rejection rate,
when F̂t is normal, and Ft is normal, Student-t5, Student-t3, skewed Student-t3 with
skewness parameter γ = 1.2, with α in the interval (0.9, 1), and n = 1000.
The result in Figure 1 is consistent to the simulated results in Table 4. Also, notice
that at very high level, the score test becomes increasingly over-sized. To understand
the rate of convergence of Zscore to the standard normal distribution, we use the
Berry-Esseen theorem, where for all x and n,
|F̂αn (x)− Φ(x)| 6
C√
n
α(1− α)(1− 2α(1− α))
(α(1− α))3/2 =
C√
n
Rα, (4.4)
where F̂αn (x) denotes the empirical cdf of Zscore at level α, Φ(x) is the cdf of a
standard normal distribution, and C is some constant. Figure 2 shows the ratio Rα
for α ranging between 0.9 to 1. We see that in order for Zscore at level α = 0.975
to have the same convergence rate with Zscore at level α = 0.9, we need roughly
2.232 = 4.97 times more data. Similarly, for Zscore at level α = 0.99 to have the
same convergence rate with Zscore at level α = 0.9, we need roughly 3.60
2 = 12.96
times more data.
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Figure 1: The exception rate 1 − θα and the binomial score test rejection rate, when F̂t
is normal, and Ft is normal, Student-t5, Student-t3, skewed Student-t3 with skewness
parameter γ = 1.2, with α in the interval (0.9, 1.0), and n = 1000. The dotted vertical
lines represents the levels α = 0.975 and α = 0.99.
Figure 2: The ratio Rα with α in the interval (0.9, 1.0).
56
4.1.4 Multinomial test
From Section 4.1.3, we observed that although the binomial test is more powerful
when the level α gets close to one, the size performance becomes worse at the same
time. By testing VaR exception rate at multiple levels using the multinomial tests,
we hope to achieve some balance between power and size. To determine the exception
rate level values we set N = 2k for k = 0, 1, · · · , 6. In all multinomial experiments
with N > 2 we set α1 = α = 0.975 and further levels are determined by
αj = α +
j − 1
N
(1− α) , j = 1, . . . , N, N ∈ N . (4.5)
The choice α = 0.975 is motivated by the regulatory requirement of testing ES0.975,
and the multinomial test can be seen as an implicit test for the expected shortfall.
See Kratz et al. (2016). We choose sample sizes n = 250, 500, 1000, 2000 and estimate
the rejection probability for the null hypothesis using 10,000 replications.
The results for the multinomial tests described in Section 3.2.2 are shown in Table 5.
As discussed in Section 3.2.2, in the case N = 1, the Pearson test gives identical
results to the two-sided score test Wθ0 in Table 4, and the Nass statistic is very
close to the value of the Pearson statistic (the scaling constant c in (3.18) is slightly
less than one) and also gives much the same results. The LRT with N = 1 is the
two-sided LRT from Table 4.
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test Pearson Nass LRT
Ft n | N 1 2 4 8 16 32 64 1 2 4 8 16 32 64 1 2 4 8 16 32 64
Normal 250 3.9 4.7 5.6 8.5 10.5 14.1 21.5 3.9 3.5 5.0 4.7 5.1 5.0 4.8 7.5 10.0 6.5 6.5 6.5 6.2 6.1
500 3.9 4.4 5.2 6.6 8.6 12.3 16.2 3.9 3.9 4.7 4.7 5.5 5.5 5.3 5.9 5.8 5.5 5.6 5.3 5.3 5.2
1000 5.0 5.2 5.0 5.6 7.2 9.0 12.0 5.0 4.8 4.7 4.9 5.1 5.3 5.1 4.1 5.5 5.5 5.8 5.6 5.6 5.7
2000 5.0 4.5 4.8 5.0 6.3 7.2 8.8 5.0 4.3 4.5 4.5 5.3 5.1 4.9 4.2 4.9 4.7 5.0 5.1 5.1 5.0
t5 250 4.1 10.2 14.1 20.8 22.4 27.0 34.2 4.1 7.7 12.8 14.1 13.4 14.4 13.0 6.9 14.4 15.8 21.6 26.6 30.7 33.7
500 5.2 15.7 22.1 28.4 32.2 36.2 39.8 5.2 14.3 20.5 24.5 26.6 26.0 22.7 6.5 15.5 26.9 36.6 44.7 50.4 54.8
1000 6.9 26.7 40.2 48.2 53.0 54.8 55.8 6.9 25.5 39.5 46.2 48.6 47.7 43.8 5.2 26.1 46.4 61.8 71.4 76.7 80.5
2000 7.3 47.2 70.4 79.3 82.5 82.8 82.0 7.3 47.0 69.6 78.2 80.8 80.2 77.0 5.8 48.0 77.4 89.5 94.4 96.6 97.6
t3 250 3.6 7.3 13.7 21.1 19.4 25.8 28.1 3.6 5.6 12.1 14.8 13.4 13.2 13.6 10.3 24.4 24.4 35.4 43.2 48.0 51.9
500 4.8 16.1 25.2 32.7 35.2 40.1 38.6 4.8 15.5 22.4 28.7 32.3 29.4 26.4 9.5 26.2 44.2 58.6 67.9 73.8 78.0
1000 9.9 37.4 55.6 62.9 65.2 64.8 64.2 9.9 35.2 54.1 60.3 61.4 59.9 54.7 9.7 47.2 75.4 87.7 93.2 95.5 96.8
2000 16.6 73.1 91.0 94.5 94.9 93.9 92.1 16.6 72.7 90.5 94.2 94.3 92.6 89.6 16.5 79.5 96.8 99.4 99.8 99.9 100.0
st3 250 5.4 18.9 28.8 40.0 38.7 46.3 50.5 5.4 15.3 26.3 30.5 30.2 30.5 30.7 8.0 24.6 33.5 46.5 55.1 60.8 65.4
500 6.9 34.9 50.7 60.6 64.6 69.5 70.2 6.9 33.2 47.6 56.2 61.4 60.0 56.8 7.9 35.9 59.3 73.6 81.6 86.2 88.9
1000 9.5 62.3 83.0 89.1 91.3 92.1 92.0 9.5 61.4 82.3 88.1 90.0 90.0 87.9 6.9 62.3 88.1 95.3 97.9 98.9 99.2
2000 12.2 90.7 98.7 99.7 99.8 99.8 99.7 12.2 90.7 98.6 99.7 99.7 99.7 99.5 9.8 91.6 99.3 99.9 100.0 100.0 100.0
Table 5: Estimated size and power of three different types of multinomial test (Pearson, Nass, likelihood-ratio test (LRT)) based on exceptions of N levels.
Results are based on 10000 replications
58
Size of the tests. The results for the size of the three tests are summarized in
the first panel of Table 5 where Ft is normal. We observed that the size of the
Pearson χ2-test is poor for large number of levels (N > 8). As we would expect, the
Nass test, which is the size-corrected version of the Pearson test, has the best size
properties, where the sizes are very stable for all choices of N and all sample sizes.
The LRT tends to be over-sized in smaller sample size (n = 250) but otherwise has
reasonable size performance for all choices of N .
Power of the tests. The results for the power of the three tests are summarized
in the panels 2–4 of Table 5. It can be seen that for all N the LRT is generally the
most powerful test. The Nass test has similar power to the Pearson test (at N 6 4
when the Pearson test has acceptable size). Also, as we would have expect, as the
tail of Ft gets fatter, the tests become more powerful.
It seems clear that, regardless of the test chosen, multinomial tests with N > 2 are
much more powerful than a binomial test. Another advantage of the multinomial
test over the binomial test is that, as we have seen in Figure 1, the results from
binomial tests are much more sensitive to the choice of α. By using a range of levels
the multinomial tests are much less sensitive to the exact choice of these levels,
which makes them a more reliable type of tests.
4.1.5 Spectral and bispectral test with different weight functions
In the previous section, we have seen the benefits of testing VaR exceptions at multi-
ple levels. In this section, we explore the size and power of the spectral and bispectral
tests as described in Section 3.4.3 and Section 3.4.4, which test the weighted integral
of VaR exceptions in the range [α1, α2].
The structure of the experiment is the same as before, where we assume F̂t to be
standard normal, and Ft to be normal, Student-t5, Student-t3, skewed Student-t3
with skewness parameter γ = 1.2, standardized to have zero mean and unit variance,
with n = 250, 500, 1000, 2000. We set α1 = 0.975 and α2 = 0.9995. There are three
reasons which motivates the choice of setting α2 = 0.9995. The first reason is
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that it is very difficult to calibrate the forecast distribution F̂t to model extreme
tails accurately in practice, due to data availability. The second reason is that
in the event that the realized loss exceeds some extreme level, it is very unlikely
that the financial institution will survive the loss anyway. Finally, when empirical
methods such as the historical simulation model is used as the forecast distribution,
we obtain Pt = 1 when the realized loss exceeds the largest value of the data used
for calibration, which may lead to the test statistic of some tests (for example, the
Berkowitz (2001) test) being undefined.
We consider the following tests for the simulation study:
Binomial score test at 99% level, denoted by B99.
Spectral tests at uniform, linear and exponential weight (with k = 200), denoted
by SP.U, SP.L and SP.E.200 respectively. See Section 3.4.3 for more details.
Figure 3 plots the weight functions, rescaled to unit area.
Bispectral tests at uniform-linear, uniform-exponential (with k = 200), and linear-
exponential (with k = 100, 200) weight functions, denoted by SP.UL, SP.UE.200,
SP.LE.100 and SP.LE.200 respectively. See Section 3.4.4 for more details.
truncated probitnormal score test as described in Section 3.5, denoted by PNS.
Berkowitz tests as proposed in Berkowitz (2001), truncated to the range (0.975,0.9995),
denoted by BK.
The size and power of the tests are shown in Table 7. To summarize:
Size of the tests. The results for the size of the tests are summarized in the
first panel of Table 7 where Ft is normal. We observe that all tests have acceptable
size. For small sample size (n = 250), tests that place more weight towards the tail
become increasingly oversized.
Power of the tests. The results for the power of the tests are summarized in the
panels 2–4 of Table 7. We observed that the binomial score test is more powerful
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Figure 3: The above weight functions, rescaled to unit area, for α1 = 0.975 and α2 =
0.9995. We set k = 200 for the exponential weight.
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than the uniform spectral test. However, spectral tests that place more weight
towards the tail become increasingly powerful.
Another observation is that the bispectral tests are a lot more powerful than the
spectral tests. We speculate that this is due to the extra information gained from
the correlation between Wv1,t and Wv2,t, which we denote by ρv1,v2 . This observation
is supported by two points:
• Despite SP.E.200 placing more weight towards the tail on average compared
to SP.UL, SP.UL is more powerful than SP.E.200.
• Despite SP.LE.100 placing more weight towards the tail on average compared
to SP.UL, there are cases when SP.UL is more powerful. This is due to the fact
that the linear function and exponential function at k = 100 are quite similar
(See Figure 3), hence the correlation is close to one, i.e. the information gain
from this combination of weight function is small.
Table 6 shows the correlation ρv1,v2 , and average proportion of weight placed in dif-
ferent regions, for the various combinations of weight functions. w(x,y) represents the
average proportion of weight placed in the range (x,y), obtained using the equation∫ y
x
(
g˜1(u) + g˜2(u)
)
/2 du, and wx represents the average proportion of weight placed
at the point x, obtained using the equation
(
v˜1(x) + v˜2(x)
)
/2, where g˜i and v˜i are
the normalized weight function and weight measure such that
∫ 1
0
v˜i(u) du = 1.
test SP.UL SP.UE.200 SP.LE.100 SP.LE.200 PNS
ρv1,v2 96.8 87.2 99.9 95.7 97.5
w0.975 0.0 0.0 0.0 0.0 40.5
w(0.975,0.99) 49.3 37.6 35.1 25.9 11.7
w(0.99,0.995) 24.8 23.2 28.4 27.5 8.5
w(0.995,0.9995) 25.9 39.2 36.5 46.6 27.7
w0.9995 0.0 0.0 0.0 0.0 11.6
Table 6: The correlation between Wv1,t and Wv2,t, denoted by ρv1,v2, and the average
proportion of weight placed in different regions, for the various combinations of weight
functions, when α1 = 0.975 and α2 = 0.9995. Units in percentage.
Both the PNS and BK have good power performance, with PNS being slightly more
powerful. Their performance is similar, which is to be expected since as we have
explained in Section 3.5.1, BK is derived from the two sided probitnormal score test
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with some additional approximations.
The discrete probitnormal LRT can be viewed as a discretized version of the BK test.
We denote by IDBK and IBK the rejection rate indicators of the discrete probitnormal
LRT and BK, which takes the value one when the test rejects the null hypothesis
for a particular simulated sequence of (Pt). The rejection rate (and hence size and
power) of the discrete probitnormal LRT with levels as defined in Section 4.1.4 is
the same as the BK test truncated to the range (α1,αN). Hence, in the case when
N = 50, the discrete probitnormal LRT has the same size and power as the BK test
truncated to the range (0.975,0.9995), i.e. E (IDBK) = E (IBK). In this case, they
differ in the variance of the rejection rate indicator, with var(IDBK) > var(IBK). In
other words, for a given sequence of (Pt), assuming that the range and levels are set
so that the BK test and discrete probitnormal LRT have equal size and power, the
result of the BK test is more reliable than those of the discrete probitnormal LRT.
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Ft n | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 SP.LE.100 SP.LE.200 PNS BK
Normal 250 4.0 4.4 4.0 4.2 4.9 5.1 5.1 5.3 5.6 6.2
500 3.7 4.6 4.7 4.5 4.9 4.9 4.8 5.0 5.0 5.3
1000 3.8 5.3 5.3 5.1 5.1 4.9 5.2 4.8 5.1 5.7
2000 5.4 4.8 4.8 4.9 5.1 4.8 5.0 5.0 4.7 5.0
t5 250 17.7 16.0 23.6 33.8 30.1 36.9 32.6 38.4 42.6 32.2
500 22.4 21.1 33.3 47.9 45.5 54.2 45.5 55.7 62.1 53.1
1000 33.0 30.2 49.5 69.0 69.6 77.5 66.1 78.6 83.9 79.4
2000 59.9 48.5 73.3 90.2 92.7 96.0 88.2 96.1 98.0 97.3
t3 250 13.5 11.2 20.3 35.2 37.6 46.4 35.3 48.0 54.3 50.8
500 16.2 12.6 27.6 48.7 61.4 69.7 50.1 69.8 78.5 76.7
1000 22.3 15.9 39.7 69.0 88.6 92.6 72.1 92.0 96.7 96.3
2000 41.4 21.3 59.7 89.5 99.5 99.8 92.1 99.7 100.0 100.0
st3 250 31.2 27.3 41.8 57.8 55.7 64.5 56.3 66.2 71.8 63.8
500 44.2 39.8 60.5 77.8 80.1 86.6 77.2 87.1 91.2 88.2
1000 66.2 60.6 83.3 95.2 97.1 98.5 94.5 98.5 99.4 99.1
2000 92.9 85.0 97.5 99.8 100.0 100.0 99.8 100.0 100.0 100.0
Table 7: Estimated size and power of various two-sided tests, based on 10000 Replications, with α1 = 0.975 and α2 = 0.9995.
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4.1.6 One-sided spectral and bispectral tests
In this section we consider the corresponding one-sided versions of the spectral and
bispectral tests which we have analyzed in the previous section. The construction
of these tests is described in Section 3.4.5. We have also included the one-sided
probitnormal Wald test based on Section 3.5.2, which we denote by PN.Wald, and
the one-sided binomial score test for comparison. The size and power of these tests
are shown in Table 8.
Size of the tests. The results for the size of the tests are summarized in the first
panel of Table 8 where Ft is normal. We observe that the size of both one-sided
spectral and bispectral tests are worse compared to their two-sided counterparts
in Table 7. PN.Wald has better size performance compared to PNS, as we would
expect based on the analysis in Section 3.5.2 (the result is similar to those in Table 2
when µ = 0 and σ = 1).
Power of the tests. The results for the power of the tests are summarized in the
panels 2–4 of Table 8. We observe that the one-sided tests are more powerful than
their two-sided counterparts. This is because the forecast model that we consider
(the standard normal distribution) has higher probability of underestimating the
region (the range [0.975, 0.9995]) of the distributions that we are testing. As we
would expect, PNS has better power performance compared to PN.Wald.
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Ft n | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 SP.LE.100 SP.LE.200 PNS PN.Wald
Normal 250 4.0 6.1 6.3 6.6 5.7 6.5 6.5 6.4 7.3 5.4
500 6.7 5.8 6.1 6.7 5.6 6.2 6.4 6.3 6.5 5.8
1000 4.9 5.8 6.0 6.3 5.3 5.7 5.8 5.8 5.8 6.1
2000 5.3 5.3 5.6 5.6 5.2 5.5 5.3 5.3 5.6 5.5
t5 250 17.7 21.6 30.1 40.6 36.4 43.4 37.0 44.3 49.1 44.7
500 33.9 28.3 41.1 55.6 53.2 61.7 50.8 61.8 68.6 60.2
1000 42.7 39.5 58.8 76.0 76.3 82.9 70.5 82.4 88.6 78.6
2000 66.7 58.5 80.4 93.4 95.2 97.4 90.1 97.1 98.9 93.9
t3 250 13.5 14.8 26.3 42.2 46.8 54.3 40.6 54.9 60.5 47.9
500 25.4 17.5 35.0 56.1 70.6 76.9 56.1 76.5 82.1 60.2
1000 30.5 21.7 48.4 75.5 93.1 95.1 77.0 94.8 96.9 76.2
2000 48.8 28.9 68.2 92.9 99.8 99.9 94.4 99.8 99.9 90.5
st3 250 31.2 34.5 49.4 64.1 62.8 70.7 60.4 71.3 76.5 69.6
500 57.2 48.9 68.1 82.8 85.4 90.1 80.2 89.7 93.8 86.0
1000 74.7 68.8 88.1 96.7 98.2 99.1 95.2 98.9 99.7 97.2
2000 95.0 90.1 98.6 99.9 100.0 100.0 99.8 100.0 100.0 99.9
Table 8: Estimated size and power of various one-sided tests, based on 10000 Replications, with α1 = 0.975 and α2 = 0.9995.
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4.1.7 The uniform spectral test in greater detail
In this section, we study in greater detail the spectral test in the simple case when
the weight function is uniform, which we will refer to as the uniform spectral test.
The size of the test depends on the rate of convergence of the distribution of Zv in
(3.46) to the standard normal distribution. We can again appeal to the Berry-Esseen
theorem, where for all x and n,
|F̂Zv ,n(x)− Φ(x)| 6
C√
n
E (|Wv,t − µv|3)
σ3v
=
C√
n
Rv , (4.6)
where F̂Zv ,n(x) denotes the empirical cdf of Zv, Φ(x) is the cdf of a standard normal
distribution, and C is some constant. For the continuous weighting case when the
weight function is uniform, we can show that
E (|Wv,t− µv|3) = 1
4
(µ4v + (α2− α1− µv)4) + α1µ3v + (1− α2)(α2− α1− µv)3 , (4.7)
where µv =
[−1
2
(1− u)2]α2
u=α1
.
Figure 4 plots the Berry-Esseen ratio Rv of the uniform spectral test. The left plot
shows Rv when we fix α2 = 0.975 and vary α1 in the interval (0.95, 0.975), and the
right plot shows Rv when we fix α1 = 0.975 and vary α2 in the interval (0.975, 1). We
see that as we expand the range towards the left, the convergence rate improves, and
conversely, as we expand the range towards the right, the convergence rate worsen.
Next, we look at the rejection rate of the one-sided uniform spectral test. Similar
to Section 4.1.3, we can approximate the rejection rate of the one-sided uniform
spectral test. First, we note that for the continuous weighting case when the weight
function is uniform, we can write
Wv,t =
∫ min(α2,max(Pt,α1))
α1
du (4.8)
= min(α2,max(Pt, α1))− α1 (4.9)
= I{Pt<α1}α1 + I{Pt>α2}α2 + I{α16Pt6α2}Pt − α1 (4.10)
= At − α1, (4.11)
where we denote At = I{Pt<α1}α1 + I{Pt>α2}α2 + I{α16Pt6α2}Pt. Appealing to the
Central Limit Theorem, for large n, 1
n
∑n
t=1At ∼ N(µA, σ2A), with
µA = α1µL + α2µR + µM , (4.12)
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Figure 4: The Berry-Esseen ratio Rv of the uniform spectral test. The left plot shows Rv
when we fix α2 = 0.975 and vary α1 in the interval (0.95, 0.975), and the right plot shows
Rv when we fix α1 = 0.975 and vary α2 in the interval (0.975, 1).
σ2A = α
2
1(µL−µ2L) +α22(µR−µ2R) + (µM,2−µ2M)− 2µM(α1µL +α2µR)− 2α1α2µLµR ,
(4.13)
where
µL = Ft(F̂
−1
t (α1)) , (4.14)
µR = 1− Ft(F̂−1t (α2)) , (4.15)
µM =
∫ Ft(F̂−1t (α2))
Ft(F̂
−1
t (α1))
F̂t(F
−1
t (u))du , (4.16)
µM,2 =
∫ Ft(F̂−1t (α2))
Ft(F̂
−1
t (α1))
F̂t(F
−1
t (u))
2du . (4.17)
We denote W v =
1
n
∑n
t=1Wv,t, and the approximate finite sample rejection rate of
the one-sided uniform spectral test at approximately size κ is given by
P
(√
n(W v − µv)
σv
> Φ−1(1− κ)
)
= P
(
1
n
n∑
t=1
At > Φ
−1(1− κ) σv√
n
+ µv + α1
)
≈ P
(
Z >
√
n
σA
(
Φ−1(1− κ) σv√
n
+ µv + α1 − µA
))
= 1− Φ
(√
n
σA
(
Φ−1(1− κ) σv√
n
+ µv + α1 − µA
))
,
(4.18)
where we have denoted Z to be a standard normal variable.
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Figure 5: The approximate rejection rate of the one-sided uniform spectral test, when F̂t
is normal, and Ft is normal, Student-t5, Student-t3, skewed Student-t3 with skewness
parameter γ = 1.2, with n = 1000. The left plot shows the rejection rate when we fix
α2 = 0.975 and vary α1 in the interval (0.95, 0.975), and the right plot shows the rejection
rate when we fix α1 = 0.975 and vary α2 in the interval (0.975, 1).
We plot the rejection rate when F̂t is normal, and Ft is normal, Student-t5, Student-
t3, skewed Student-t3 with skewness parameter γ = 1.2 in Figure 5, with n = 1000.
The left plot shows the rejection rate when we fix α2 = 0.975 and vary α1 in the
interval (0.95, 0.975), and the right plot shows the rejection rate when we fix α1 =
0.975 and vary α2 in the interval (0.975, 1). Notice that for the forecast distributions
that we have chosen, when the forecast distribution is misspecified, the rejection rate
decreases as we shift α1 towards 0.5, and increases as we shift α2 towards 1.
An easier way to understand the rejection rate would be to look at the left plot
in Figure 1, which plots P (Pt > α) = 1 − θα, with θα as defined in (4.2). Note
that the rejection rate seems to depends on the relative difference of the exception
rate of the forecast model and the exception rate under the unconditional coverage
hypothesis, denoted by Dr =
∫ α2
α1
(1−θu)−(1−u)
1−u du (rather than the absolute difference
in exception rate, denoted by Da =
∫ α2
α1
(1 − θu) − (1 − u) du, based on findings in
Section 4.4.2 later). When Dr > 0, the rejection rate will be greater than κ, and
conversely, when Dr < 0, the rejection rate will be less than κ. Large Dr implies
large rejection rate. For example, in the right plot of Figure 5, the rejection rate
when Ft is Student-t3 and F̂t is standard normal (the green line) crosses the black
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line at the point α 6= 0.975 such that ∫ α
0.975
u−Ft3 (Φ−1(u))
1−u du = 0, where Ft3 is the
(scaled) Student-t3 distribution function.
Summary. The choice of the range determines the trade-off between size and
power performance. Nevertheless, it is possible to find a range such that the one-
sided uniform spectral test outperforms the one-sided binomial score test both in
terms of size and power. For example, in the case when Ft is the (standardized)
st3 distribution and F̂t is standard normal, the binomial score test at level 99%
has Berry-Esseen ratio Rα = 9.85 and rejection rate of 75.7% when n = 1000. By
expanding the range to α1 = 0.985, α2 = 0.995, the one-sided uniform spectral test
Berry-Esseen ratio reduces to Rv = 9.71 and the rejection rate increases to 81.7%
when n = 1000.
4.2 In the case when there is parameter estimation error
The style of backtest we implement here is designed to mimic the procedure used
in practice where the models are continually updated to use the latest market data.
We assumed that the estimated model is updated every 10 steps (which corresponds
to two trading week).
4.2.1 Experimental design
In each experiment we generate a dataset of size n + n2 from the true distribution
Ft. Similar to Section 4.1.1, we consider the cases when Ft is normal, Student-t
distributions with five and three degrees of freedom (denoted by t5 and t3), and
the skewed Student-t distribution with three degrees of freedom and a skewness
parameter γ = 1.2 (denoted st3). We standardized Ft to have zero mean and unit
variance. The modeller uses a rolling window of n2 values to calibrate the forecast
distribution F̂t. We consider 4 possibilities for F̂t:
The oracle who knows the correct distribution and its exact parameter values.
The good modeller who estimates the correct type of distribution.
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The poor modeller who always estimates a normal distribution.
The industry modeller who uses a method known as historical simulation, which
we will describe later in Section 4.4.1.
To make the rolling estimation procedure clear, the modeller first use the losses
L1, . . . , Ln2 to calibrate their forecast model F̂n2+i, and make the realized PIT val-
ues Pn2+i = F̂n2+i(Ln2+i), for i = 1, . . . , 10. The modeller then roll forward 10
steps and use the losses L11, . . . , Ln2+10 to make the realized PIT values Pn2+10+i =
F̂n2+10+i(Ln2+10+i), for i = 1, . . . , 10. Hence, the models are re-estimated n/10 times.
The experiments are repeated 10, 000 times to determine rejection rates. For cases
when computation time are significant, the experiments are repeated 1, 000 times
instead. Although the standard error of the rejection rates will be increased by a
factor of roughly
√
10, the results should still provide a fairly reliable indication of
the performances of the tests. We will divide the analysis to the cases when F̂t is
parametric and when F̂t is non-parametric (the industry modeller).
4.3 When F̂t is parametric
The experimental design here is based on Section 4.2.1. Table 9 shows the rejection
rate of the two-sided tests similar to those described in Section 4.1.5. We have
also included the results for the multinomial tests. Similar to Section 4.1.4, we set
α1 = α = 0.975 and further levels are determined by
αj = α +
j − 1
N
(1− α) , j = 1, . . . , N, N ∈ N . (4.19)
We consider the Pearson and Nass test at N = 4, which we denote by P4 and N4,
and the discrete probitnormal LRT at N = 4 and N = 8, which we denote by L4
and L8.
We use the same colouring scheme as previously but some explanations are now
required concerning the concepts of size and power. The oracle who knows the
correct model should clearly be judged in terms of size. We have decided to judge
the good modeller according to the same standards as the oracle. In doing so,
we are adopting the same philosophy as Giacomini & White (2006), where we are
evaluating the forecasting method, which includes in addition to the forecast model,
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the evaluation of the estimation procedure and the data used for estimation. In other
words, if the number of data to be used for parameter estimation n2 is too small, the
forecast quality would be poor even if the model is correct, and such a forecasting
method should be rejected. The poor modeller should clearly be judged in terms
of power. We want to obtain a high rejection rate for this modeller, regardless of
whether the parameters of the model are well estimated or not. The results are
summarized in Table 9:
Size of the tests. The results for the size of the tests for the oracle and good
modeller are summarized in the rows where F̂t is “Oracle” and “Good”. We observe
that for most of the tests, the results for the oracle and the good modeller are in the
desired green zone. We note that the sample size in Table 9 is The bispectral tests
seem to have a tendency to reject the good modeller with more than 5% probability
when n2 = 250.
Power of the tests. The results for the power of the tests for the poor modeller are
summarized in the rows where F̂t is “Poor”. The increased power of the multinomial
tests over the binomial test becomes apparent. In particular, L8 performs the best
among the multinomial tests. For the spectral and bispectral tests, we observe
similar results as in Table 7, where tests that places more emphasis on the tail are
more powerful, and the bispectral tests are generally more powerful than the spectral
tests. In particular, we almost always obtain good power when using L8, SP.E.200,
and the bispectral tests.
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n2 Ft F̂t | test B99 P4 N4 L4 L8 SP.U SP.L SP.E.200 SP.UL SP.UE.200 SP.LE.200 PNS BK
250 Normal Oracle 4.1 5.8 5.2 5.3 5.3 4.6 4.5 3.9 3.9 4.5 4.9 4.2 5.4
Good 2.7 4.3 4.1 2.8 2.9 2.7 2.9 4.1 4.3 5.2 5.7 4.8 3.3
Poor NA NA NA NA NA NA NA NA NA NA NA NA NA
t5 Oracle 3.5 5.0 4.9 6.1 5.7 3.9 4.2 4.6 3.8 4.4 4.9 4.7 5.5
Good 2.7 4.4 4.0 3.4 3.2 2.0 3.0 4.4 4.9 6.2 6.8 6.7 4.6
Poor 42.6 51.3 50.2 54.4 70.5 39.5 62.4 83.9 80.6 87.0 88.0 91.7 88.2
t3 Oracle 3.4 5.4 4.7 4.4 4.3 4.2 4.2 4.2 4.5 4.4 4.6 4.7 3.8
Good 3.5 5.7 5.4 3.6 2.9 2.4 3.2 4.2 4.6 5.1 6.1 5.9 3.6
Poor 49.3 71.8 71.2 81.6 94.1 42.8 72.3 91.0 96.7 99.0 98.7 100.0 99.6
st3 Oracle 3.5 5.2 5.2 5.6 4.8 5.0 4.6 3.8 4.2 4.7 4.6 4.0 4.9
Good 3.3 4.2 4.2 3.5 3.2 2.8 3.6 5.2 4.1 5.8 6.1 6.5 3.6
Poor 92.1 96.5 96.2 97.1 99.4 91.3 97.6 99.7 99.6 99.9 99.8 99.9 99.9
500 Normal Oracle 2.9 4.8 4.4 4.8 4.5 4.5 4.8 4.3 4.5 4.5 4.8 4.2 4.5
Good 3.0 4.4 4.2 2.9 2.1 2.8 3.1 3.2 2.8 3.3 4.1 3.9 3.0
Poor NA NA NA NA NA NA NA NA NA NA NA NA NA
t5 Oracle 3.6 5.2 5.1 5.9 5.7 5.3 4.7 5.0 5.1 4.6 4.2 5.4 5.1
Good 2.2 4.4 4.2 2.4 3.4 2.0 3.1 3.6 3.8 3.7 4.1 3.5 2.9
Poor 36.5 43.6 42.7 48.7 68.5 35.2 57.2 77.9 74.3 83.4 84.5 89.4 84.1
t3 Oracle 2.8 4.6 4.4 5.0 5.0 4.9 3.9 4.1 5.2 4.4 4.4 4.6 4.1
Good 1.9 4.0 3.9 3.9 3.3 1.7 2.0 2.5 2.9 3.1 3.2 3.4 2.6
Poor 41.9 70.5 69.6 82.9 92.8 35.3 62.4 84.8 94.9 96.7 96.6 98.0 97.9
st3 Oracle 3.4 5.1 4.8 4.6 4.3 4.8 4.1 4.5 4.3 5.6 5.9 5.3 4.5
Good 2.2 4.0 3.7 2.9 2.7 1.9 2.0 2.8 3.3 3.8 4.0 3.8 2.7
Poor 83.7 93.7 93.3 96.0 99.3 80.9 94.3 99.0 99.8 100.0 99.9 100.0 100.0
Table 9: Rejection rates for the various VaR estimation methods using various two-sided tests. Models are refitted after 10 simulated values and backtest
length is 1000. Results are based on 1000 replications, with α1 = 0.975 and α2 = 0.9995.
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4.4 When F̂t is non-parametric
4.4.1 Historical simulation method
We denote the historically simulated losses at time t by St = {Lt,1, . . . , Lt,n2}, where
n2 refers to amount of data to be used for model calibration. Some banks construct
the HS model using the standard empirical distribution function
F̂t(x) =
1
n2
n2∑
j=1
I{Lt,j6x} . (4.20)
It is also common to use a linear interpolation method, which we will refer to as the
HS-Linear method. Let Lt,(1) < · · · < Lt,(n2) denote the order statistics of St. For
j = 1, . . . , n2 − 1, the empirical distribution function is given by
F̂t(x) =
j
n2
Lt,(j+1) − x
Lt,(j+1) − Lt,(j) +
j + 1
n2
x− Lt,(j)
Lt,(j+1) − Lt,(j) , Lt,(j) 6 x 6 Lt,(j+1) . (4.21)
In both cases we have F̂t(x) = 0 for x < Lt,(1) and F̂t(x) = 1 for x > Lt,(n2) so that
it is not possible to assign meaningful probabilities outside the range of the data.
Another disadvantage of the historical simulation method is that, even within the
range of the data, it does not give good estimates of the tail of Ft unless the the win-
dow size n2 is very large. To understand this, we construct the empirical estimator
of the ES at level α at time t using the PIT-based VaR exception, given by
ÊSα,t =
∑n2
j=1 Lt,jI{Pt,j>α}∑n2
j=1 I{Pt,j>α}
, Pt,j = F̂t(Lt,j) . (4.22)
To understand this estimator, recall the relationship (3.28) between VaR exceptions
and realized PIT values. Note that both the HS and HS-Linear method in (4.20)
and (4.21) will give the same empirical expected shortfall estimator in (4.22).
Table 10 shows the bias and mean absolute error (MAE) of the empirical estimator
ÊS0.975,t for different values of n2 and different underlying distribution Ft. We observe
that there is always a negative bias, which decreases with n2 and increases with the
heaviness of the tail of Ft. The MAE also decreases with n2 and increases with the
tail of Ft. The final three columns show the estimated probability (expressed as a
percentage) of underestimating ES0.975 by 10%, 25% or 33%. These probabilities are
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considerable for n2 = 250. The results suggest that companies should be discouraged
from using short windows for historical simulation calibration.
n2 Ft | results Bias MAE By10 By25 By33
250 Normal -3.2 7.1 20.6 0.2 0.0
t5 -4.5 12.8 40.0 5.9 0.7
t3 -5.4 19.5 49.7 19.1 6.7
st3 -6.5 20.9 53.2 22.5 9.2
500 Normal -1.4 4.9 7.0 0.0 0.0
t5 -1.9 9.2 24.6 0.6 0.0
t3 -2.1 14.4 37.9 6.2 0.8
st3 -2.7 15.4 40.3 8.3 1.4
1000 Normal -0.4 3.5 1.3 0.0 0.0
t5 -0.6 6.6 12.0 0.0 0.0
t3 -0.4 10.5 24.1 0.9 0.1
st3 -0.6 11.4 27.9 1.4 0.0
Table 10: Bias and mean absolute error (MAE) (both expressed as percentages) of standard
empirical estimator of 97.5% expected shortfall for different sample sizes and different
distributions. By10, By25 and by33 give percentage of estimates underestimating expected
shortfall by 10%, 25% or 33.3% respectively. Results are based on 10000 replications.
4.4.2 Rejection rate for historical simulation method
The experimental design here is based on Section 4.2.1. Table 11 and Table 12 shows
the rejection rate of the two-sided multinomial, spectral and bispectral tests similar
to those described in Section 4.3, when the forecast distribution is the empirical
distribution in (4.20) and (4.21).
We have added two additional tests:
Two-sided zero mean test for expected shortfall which we denote by M.true,
where we compare the empirical estimator of expected shortfall in (4.22) with
the “true” expected shortfall, denoted by ESα1,t. The Z-test statistic is
Z =
∑n
t=1 dt√∑n
t=1 d
2
t
, dt = ESα1,t−ÊSα1,t . (4.23)
The two-sided hypothesis is
H0 : E (dt) = 0 vs. H1 : E (dt) 6= 0 , (4.24)
75
and we reject H0 when Z
2 > F−1
χ21
(1−κ) to obtain a test of approximately size
κ.
Clearly, this test requires the use of the “true” expected shortfall, which is not
known in practice. This test is only valid from an internal model validation
point of view, where the forecaster has a system to construct forecast models
given arbitrary data sets. The forecaster then feeds simulated data to this
system to estimate ÊSα1,t, when ESα1,t is known, and try to undertand the
ability of the system to produce accurate expected shortfall estimates. See
Jarvis et al. (2016) for an example of this type of model validation technique.
Two-sided test for expected shortfall as described in Section 3.3, which we de-
note by M.est, where we have used the empirical VaR estimate
V̂aRα,t = inf{Lt,j : F̂t(Lt,j) > α} , j = 1, . . . , n2 . (4.25)
The HS method is acceptable provided that enough data is used. However it is less
easy to say what is enough data because that depends on how heavy the tails of the
underlying distribution is. In view of the results in Table 10, and to keep things
simple we have made the arbitrary decision to apply power colouring.
We will refer to the model in (4.20) as the HS model, and (4.21) as the HS-Linear
model. The results are summarized in Table 11 and Table 12. We observed that the
binomial test B99 have no power in rejecting the HS model, and a little power in
rejecting the HS-Linear model when n2 = 250. The same holds true for the discrete
probitnormal LRT, where L8 is more powerful than B99 in rejecting the HS-Linear
model when n2 = 250. Both Pearson (P4) and Nass (N4) test have some power
in rejecting the HS and HS-Linear model when n2 = 250, but not when n2 = 500.
As for the spectral tests, SP.E.200 which places most emphasis in the tail performs
the best, and have decent power in rejecting the HS-Linear model when n2 = 250,
and some power in rejecting the HS model when n2 = 250 and the HS-Linear model
when n2 = 500. For the bispectral tests, PNS performs the best, as it is able to
reject HS and HS-Linear model when n2 = 250 with high power, especially when n
is large (n = 1000, 2000). It have some power in rejecting rejecting the HS-Linear
model when n2 = 500, but is unable to reject the HS model when n2 = 500.
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The M.true test in (4.23) has rather good power in rejecting both HS ands HS-Linear
model for both n2 = 250 and n2 = 500, which is as expected given the results in
Table 10. In contrast, M.est in (3.27) has very poor power in rejecting both HS
ands HS-Linear model for both n2 = 250 and n2 = 500. This is because we are
attempting to compare the mean of the empirical expected shortfall with the mean
of the “realized” empirical expected shortfall. Given that the models are updated
every 10 steps, these values are unlikely to differ by much in the static backtest
setting.
In summary, excluding M.true (as it is not possible to use this test in a regulatory
setting), the PNS test performs the best in detecting poorly calibrated HS and HS-
Linear models. However, all tests, including PNS, have difficulty in rejecting the HS
model when n2 = 500.
From Table 11 and Table 12, we notice that the HS-Linear model in (4.21) is rejected
more strongly than the HS model in (4.20). Also, the rejection rate does not depend
on the data generating distribution Ft. This is because regardless of Ft, the exception
rate of the HS and HS-Linear model at level α, denoted by 1−θα = P (Pt > α), with
θα as defined in (4.2), remains the same, and is shown in Figure 6. For reference, we
have also included the exception rate when F̂t is standard normal, and Ft is (scaled)
Student-t5, which we will simply label as t5.
From the graph, it is obvious that the HS-Linear model will underestimates the tail
more often than the HS model. We also observe that for the HS-Linear model, even
though (1− θu)− (1− u) remains constant in the region u ∈ (α1, α2), spectral test
with increasing emphasis on the tail is more powerful (SP.E.200 is more powerful
than SP.U), which means that the rejection rate of spectral test is likely to depend on
the relative difference in exception rate
∫ α2
α1
(1−θu)−(1−u)
1−u du rather than the absolute
difference in exception rate (
∫ α2
α1
(1 − θu) − (1 − u) du) between the forecast model
and the true model.
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n2 Ft n | test B99 P4 N4 L4 L8 SP.U SP.L SP.E.200 SP.UL SP.UE.200 SP.LE.200 PNS BK M.true M.est
250 Normal 250 5.6 7.4 6.6 4.3 3.9 5.1 6.9 11.4 7.3 10.2 12.1 21.3 12.5 96.6 3.7
500 3.7 6.1 5.8 2.0 1.5 2.7 5.1 9.9 5.0 9.7 13.0 24.6 14.4 93.7 0.3
1000 2.7 10.2 9.7 1.2 1.0 1.8 5.3 16.6 8.2 16.1 21.6 41.2 29.6 93.6 0.6
2000 5.6 25.4 24.2 1.4 0.8 2.7 9.3 33.0 14.5 32.1 42.6 72.8 62.9 94.6 4.9
t5 250 6.2 8.0 7.5 3.9 4.4 5.4 7.1 11.2 8.0 11.5 13.5 22.2 14.3 95.9 7.6
500 2.8 6.2 5.5 1.9 1.9 2.3 4.4 9.0 5.9 10.1 14.3 25.4 15.8 92.7 1.0
1000 2.4 11.4 10.9 1.4 1.3 2.0 4.7 15.6 7.2 16.3 20.8 39.5 29.6 93.9 0.1
2000 4.5 25.8 25.0 1.6 0.6 2.4 9.8 34.2 13.5 32.4 43.5 72.1 62.8 93.3 0.3
t3 250 5.7 6.9 6.3 4.0 4.5 4.9 7.3 12.1 8.0 12.2 14.3 22.7 15.0 95.5 8.2
500 2.4 5.8 5.1 1.1 1.2 2.5 4.9 12.2 6.1 12.6 16.0 27.8 17.5 94.0 1.8
1000 2.6 10.6 10.0 1.6 0.7 2.7 5.9 16.7 6.5 16.5 22.8 41.8 30.8 93.6 0.2
2000 4.6 22.7 21.7 1.0 0.3 2.2 8.5 32.3 12.9 33.2 42.5 72.0 62.7 93.2 0.3
st3 250 6.1 8.6 8.2 4.3 4.5 6.8 8.3 13.6 8.9 13.9 16.5 26.4 17.0 95.0 8.1
500 2.3 6.3 5.4 1.6 1.2 3.1 5.3 11.6 5.6 11.1 15.7 28.0 17.4 93.0 1.7
1000 3.5 11.8 11.1 0.8 0.7 2.7 5.5 17.2 7.1 18.1 22.7 43.4 31.7 93.7 0.1
2000 4.7 26.0 25.4 1.0 0.5 2.6 11.0 36.4 13.9 33.5 43.1 74.0 64.8 92.6 0.0
500 Normal 250 3.7 5.2 5.0 6.3 6.2 6.1 6.6 7.7 5.9 6.9 8.0 11.9 9.1 96.1 9.1
500 1.6 3.7 3.0 2.9 2.8 3.8 4.8 6.3 3.7 5.0 6.3 10.7 6.9 95.6 3.2
1000 0.2 2.3 2.1 1.6 0.2 1.0 1.5 3.6 1.1 2.8 3.4 9.2 5.1 93.5 0.2
2000 0.1 2.4 2.2 1.6 0.0 0.3 0.5 3.1 1.0 3.4 4.9 13.0 8.7 93.4 0.0
t5 250 3.3 5.3 4.8 4.8 5.2 4.6 6.0 8.6 6.0 8.2 8.6 13.0 8.0 96.8 13.2
500 1.8 4.4 4.1 3.6 3.2 4.2 4.7 6.5 4.4 6.3 7.1 11.0 7.6 96.0 5.5
1000 0.2 2.6 2.4 2.0 0.8 0.7 1.1 4.2 1.4 3.6 4.4 10.3 5.9 93.9 0.5
2000 0.1 2.2 2.1 1.7 0.3 0.1 0.5 2.5 0.9 2.5 4.5 13.5 8.2 94.9 0.0
t3 250 2.5 5.8 5.7 5.7 5.6 5.1 5.7 8.2 7.0 9.6 10.4 12.8 10.1 96.8 16.2
500 1.7 2.9 2.6 3.5 2.0 2.8 3.6 6.0 3.9 5.4 6.8 10.1 6.5 96.5 6.4
1000 0.3 1.9 1.7 1.8 0.8 0.8 1.5 3.9 1.4 2.7 3.5 8.3 5.0 95.6 0.8
2000 0.2 2.2 2.1 1.5 0.3 0.0 0.4 2.4 0.8 2.2 4.0 12.3 8.6 93.3 0.1
st3 250 2.8 6.0 5.5 6.2 6.2 4.8 4.9 8.2 5.9 8.5 9.8 12.5 10.1 96.0 17.0
500 2.2 4.5 3.9 3.9 2.1 3.7 4.8 6.3 4.0 5.4 6.6 11.0 7.0 95.3 6.8
1000 0.5 2.1 2.1 1.7 1.2 1.1 2.1 3.7 2.0 3.0 3.6 9.1 5.1 94.9 1.4
2000 0.0 2.4 2.3 1.5 0.3 0.3 0.3 3.0 1.0 2.6 4.5 12.8 8.8 94.9 0.2
Table 11: Rejection rates of the various two-sided tests for the HS method with empirical distribution in (4.20). Models are refitted after 10 simulated
values. Results are based on 1000 replications, with α1 = 0.975 and α2 = 0.9995.
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n2 Ft n | test B99 P4 N4 L4 L8 SP.U SP.L SP.E.200 SP.UL SP.UE.200 SP.LE.200 PNS BK M.true M.est
250 Normal 250 10.7 8.0 7.2 5.7 8.3 9.9 15.4 22.1 14.7 20.6 22.3 31.6 18.9 96.6 3.7
500 7.9 6.8 5.9 4.5 7.0 9.1 15.0 28.4 15.8 25.8 30.8 44.6 29.2 93.7 0.3
1000 10.9 8.9 8.3 6.9 15.4 13.5 27.4 55.5 28.8 49.1 58.3 74.9 62.0 93.6 0.6
2000 34.4 21.1 20.5 20.2 44.5 37.2 69.6 94.2 64.8 88.7 91.7 98.5 96.1 94.6 4.9
t5 250 10.0 6.8 6.2 5.4 7.5 10.1 13.3 20.2 14.6 19.1 21.1 29.6 18.1 95.9 7.6
500 6.8 6.8 5.9 3.9 7.0 8.1 14.0 27.0 14.6 25.7 31.0 42.8 29.3 92.7 1.0
1000 9.9 9.8 9.2 7.2 13.2 12.9 26.9 52.6 27.0 45.4 52.2 73.6 58.5 93.9 0.1
2000 29.1 18.7 17.9 17.3 36.0 34.6 64.6 91.2 61.0 85.6 89.5 98.1 95.2 93.3 0.3
t3 250 9.4 7.0 6.4 5.2 7.9 9.9 14.0 21.6 14.2 20.7 23.3 31.7 19.0 95.5 8.2
500 6.7 6.6 5.4 3.1 6.3 7.8 13.7 28.8 14.8 27.2 30.8 42.3 30.3 94.0 1.8
1000 10.8 8.1 7.8 6.2 11.6 13.6 26.3 52.4 25.2 45.8 52.7 72.4 58.2 93.6 0.2
2000 28.6 16.5 15.7 15.7 33.4 35.1 65.4 90.9 58.9 82.4 86.7 96.9 94.9 93.2 0.3
st3 250 11.0 8.3 7.9 6.4 8.0 10.8 15.1 21.8 15.2 21.8 24.7 34.7 20.8 95.0 8.1
500 7.1 6.0 4.7 3.7 6.0 8.7 14.4 28.2 14.8 25.4 30.6 43.5 31.1 93.0 1.7
1000 10.2 9.2 8.6 7.0 11.6 13.8 26.3 52.6 27.0 44.2 51.3 71.2 58.1 93.7 0.1
2000 31.3 20.1 19.0 17.8 37.2 36.9 66.4 91.2 60.7 83.8 88.4 98.0 95.4 92.6 0.0
500 Normal 250 7.8 6.0 5.6 6.6 6.6 7.9 9.2 11.7 10.3 11.5 12.7 17.2 9.8 96.1 9.1
500 5.1 4.0 3.5 3.3 5.0 6.6 8.7 11.7 7.6 11.3 12.8 18.2 11.2 95.6 3.2
1000 3.4 2.6 2.6 1.4 3.2 3.3 6.3 12.9 5.9 10.9 13.8 22.8 13.0 93.5 0.2
2000 4.5 3.0 2.8 1.4 4.1 2.7 6.8 25.1 8.1 20.4 27.5 41.8 31.2 93.4 0.0
t5 250 6.3 6.5 6.0 5.2 6.8 6.6 9.8 13.9 9.4 13.4 14.7 18.0 11.9 96.8 13.2
500 5.1 5.7 5.0 3.9 4.2 7.1 8.9 13.0 7.1 10.9 12.2 17.1 11.7 96.0 5.5
1000 2.7 2.6 2.5 1.5 2.6 3.0 6.1 14.0 5.4 9.8 13.3 22.1 13.5 93.9 0.5
2000 4.5 3.6 3.2 1.0 2.6 2.4 7.0 22.3 7.1 18.4 23.7 38.5 27.0 94.9 0.0
t3 250 6.7 6.3 6.2 5.4 7.0 7.5 8.7 13.1 10.0 12.9 15.0 17.9 12.0 96.8 16.2
500 4.7 3.7 3.3 3.8 3.7 6.0 8.3 11.5 6.6 10.4 12.3 16.1 10.7 96.5 6.4
1000 3.7 2.7 2.7 1.8 2.1 3.2 6.7 13.6 5.4 10.0 12.8 19.0 11.6 95.6 0.8
2000 5.4 3.3 3.0 1.4 2.7 3.1 8.3 21.4 5.8 17.3 22.0 36.3 25.8 93.3 0.1
st3 250 6.2 5.7 5.1 6.6 6.3 6.4 7.8 12.0 8.8 12.4 13.9 16.2 11.7 96.0 17.0
500 5.9 5.0 4.5 3.8 3.8 6.7 7.3 11.8 8.4 10.9 11.8 17.4 10.3 95.3 6.8
1000 3.8 3.2 2.9 1.8 2.6 3.7 6.4 12.2 5.5 9.4 11.6 20.4 11.2 94.9 1.4
2000 5.2 2.8 2.8 1.9 2.9 2.2 7.0 21.6 7.0 16.0 21.1 38.4 26.6 94.9 0.2
Table 12: Rejection rates of the various two-sided tests for the HS-Linear method with empirical distribution in (4.21). Models are refitted after 10
simulated values. Results are based on 1000 replications, with α1 = 0.975 and α2 = 0.9995.
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Figure 6: The exception rate 1− θα of the HS and HS-Linear model, when n2 = 250 and
n2 = 500. For reference, we have also included the exception rate when F̂t is standard
normal, and Ft is (scaled) Student-t5, which we will simply label as t5. The black line
represents the case when θα = α, and the green vertical lines represents the levels α = 0.975
and α = 0.9995.
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Chapter 5 Explicit testing for serial independence of Wv,t
Recall from Section 3.4 that for a series of losses (Lt) with conditional distribution
given information up to time t− 1
Ft(x) = P (Lt 6 x | Ft−1) , (5.1)
the series of realized PIT values, denoted by (Pt), with Pt = F̂t(Lt) should behave
as iid standard uniform variables when the forecast distribution F̂t = Ft.
When the forecast distribution inadequately models the dynamics of the losses
(Lt), (Pt) and hence (Wv,t) can have structural shifts at unknown dates. Previ-
ously, we have tested for serial independence implicitly using the Z-test, where in
the construction of the Z-test statistic, we have assumed that var(
∑n
t=1Wv,t) =∑n
t=1 var(Wv,t). When the forecast model fails to capture, say the volatility cluster-
ing effect of the losses, cov(Wv,t,Wv,t−k) is likely to be positive for small k, leading
to
∑n
t=1 var(Wv,t) 6 var(
∑n
t=1Wv,t), hence the test statistic will be larger and we
observe a larger rejection rate.
In this chapter, we introduce several methods to test for serial independence of Wv,t
explicitly, as well as summarize some of the more popular existing methods to test
for serial independence.
5.1 Portmanteau tests using autocorrelation function
The simplest way to test for serial independence of (Wv,t) is to test the autocorrela-
tion function (acf) of (Wv,t). We will follow closely the work in Brockwell & Davis
(1991) and Brockwell & Davis (2003).
Let (Xt) be a time series with E (X
2
t ) < ∞. (Xt) is weakly stationary if the mean
E (Xt) = µ is independent of t and the autocovariance function γ(h) = cov(Xt+h, Xt)
is independent of t and h. We denote by ρ(h) = γ(h)
γ(0)
the acf of (Xt).
Let (x1, . . . , xn) be a realization of the time series (Xt). We denote by x¯ =
1
n
∑n
t=1 xt
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the sample mean. The sample autocovariance function is
γˆ(h) =
1
n
n−|h|∑
t=1
(xt+|h| − x¯)(xt − x¯) , (5.2)
and the sample autocorrelation function is
ρˆ(h) =
γˆ(h)
γˆ(0)
, −n < h < n . (5.3)
By the Wold’s decomposition, we can re-write the weakly stationary time series (Xt)
as
Xt − µ =
∞∑
j=−∞
ψjZt−j , (5.4)
where (Zt) is a series of iid random variable with mean zero and variance σ
2,
and
∑∞
j=−∞ |ψj| < ∞. We denoted the acf and sample acf vector by ρ(h) =(
ρ(1), . . . , ρ(h)
)
and ρˆ(h) =
(
ρˆ(1), . . . , ρˆ(h)
)
. Under the condition that
∑∞
j=−∞ ψ
2
j |j| <
∞, ρˆ(h) is asymptotically Nh
(
ρ(h), n−1Σ
)
distributed, where Σ is the covariance
matrix whose (i, j) element is given by Barlett’s formula, with
Σij =
∞∑
k=1
(
ρ(k + i) + ρ(k− i)− 2ρ(i)ρ(k))(ρ(k + j) + ρ(k− j)− 2ρ(j)ρ(k)) . (5.5)
See Brockwell & Davis (1991) Theorem 7.2.2. Under the null hypothesis of se-
rial independence, ρ(l) = 0 for |l| > 0, hence Σ becomes the identity matrix and
ρˆ(1), . . . , ρˆ(h) are asymptotically iid N(0, n−1) distributed.
Using the above results, Box & Pierce (1970) considered the test statistic
SB-P = n
h∑
k=1
ρˆ(k)2 , (5.6)
which is asymptotically χ2h distributed. Ljung & Box (1978) did a refinement to the
Box-Pierce test, with test statistic given by
SL-B = n(n+ 2)
h∑
k=1
ρˆ(k)2
n− k , (5.7)
which is also asymptotically χ2h distributed.
5.2 Tests based on martingale difference property
In this section we consider testing for the serial independence of the weighted realized
PIT values within a regression or conditional framework. Let (Wv,t) denote the
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sequence of weighted realized PIT and let (Ft) denote the filtration generated by
the realized PIT values, i.e. Ft = σ(P1, . . . , Pt). Let (W˜v,t) denote the sequence of
weighted realized PIT values centered at zero under the null hypothesis (3.30), with
W˜v,t = Wv,t − µv.
We test for the martingale difference (MD) property
H0 : E (W˜v,t | Ft−1) = 0 (5.8)
which is necessary for (Wv,t) to be an iid sequence with mean µv.
5.2.1 Conditional spectral test
If (W˜v,t) is an MD sequence then, for any Ft−1-measurable random variable rt−1 we
must have E (rt−1W˜v,t | Ft−1) = 0. We form the (h+ 1)-dimensional lagged vector
rt−1 =
(
1, f(Pt−1), . . . , f(Pt−h)
)T
(5.9)
for some function f and base our test on the vector-valued process Vt = rt−1W˜v,t for
t = h+ 1, . . . , n. Under the null hypothesis (5.8) the process (Vt) is a MD sequence
satisfying
E (Vt | Ft−1) = 0 , t = h+ 1, . . . , n . (5.10)
Let V = (n − h)−1∑nt=h+1 Vt and let ΣˆV denote a consistent estimator of ΣV =
cov(Vt).
which was developed for comparing forecasting methods can be applied in this con-
text. Giacomini & White (2006) show that under very weak assumptions, for large
enough n and fixed h,
S = (n− h) V T Σˆ−1V V ∼ χ2h+1 . (5.11)
Giacomini & White (2006) have used the estimator ΣˆV = (n− h)−1
∑n
t=h+1 Vt V
T
t .
We propose a different estimator for ΣV . Under the null hypothesis (5.8) and the
additional assumption that E (W˜ 2v,t | Ft−1) = σ2v for all t, we can compute that
ΣV = E
(
cov(Vt | Ft−1)
)
= E
(
E (Vt V
T
t | Ft−1)
)
= E
(
rt−1 rTt−1E (W˜
2
v,t | Ft−1)
)
= σ2vE
(
rt−1 rTt−1
)
(5.12)
= σ2v diag(1, σ
2
r , . . . , σ
2
r) , (5.13)
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where σ2r = E
(
f(Pt)
2
)
.
There are a number of possibilities for the choice of f . The simplest choice would
be to set f(Pt) = W˜v,t so that σ
2
r = σ
2
v . In the case where E
(
f(Pt)
2
)
is difficult to
compute, we consider the hybrid approach in which we use the estimator
ΣˆV =
σ2v
n− h
n∑
t=h+1
rt−1 rTt−1 (5.14)
based on (5.12) and the value of σ2v under the null hypothesis (3.30). The latter
approach gives a test statistic that is a generalization of the out-of-sample dynamic
quantile test statistic proposed by Engle & Manganelli (2004).
To see this let M be the (n − h) × (h + 1) matrix whose rows are given by rt−1
for t = h + 1, . . . , n. Let W˜v = (W˜v,h+1, . . . , W˜v,n)
T . It is easy to check that
ΣˆV =
σ2v
n−h
∑n
t=h+1 rt−1 r
T
t−1 =
σ2v
n−hM
T M and V = 1
n−hM
T W˜v so that (5.11) may
be rewritten as
σ−2v W˜
T
v M(M
TM)−1MTW˜v ∼ χ2h+1 . (5.15)
We will refer to the case where the measure corresponds to point mass at some level
α as the conditional binomial test. In this case, the weight measure v = δα, and
W˜v,t = I{Pt>α}−µv, with µv = 1−α and σ2v = α(1−α). If we use the lagged variables
f(Pt) = W˜v,t, (5.15) is the statistic proposed by Engle & Manganelli (2004).
Another way of deriving (5.15) is to consider the regression model
W˜v,t = β0 +
h∑
i=1
βif(Pt−i) + t, t = h+ 1, . . . , n , (5.16)
and assume that var(t | Ft−1) = σ2v for all t so that the errors are homoscedastic
with (known) variance σ2v . The matrix M is the design matrix in (5.16) and the
expression (5.15) describes the test for the null hypothesis
H0 : β0 = β1 = · · · = βh = 0 (5.17)
based on the asymptotic normality of the least squares estimator of the unknown
parameters β = (β0, . . . , βh)
T .
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5.2.2 Conditional bispectral test
Suppose we have two sets of weighted realized PIT values (Wv1,t,Wv2,t) for t =
1, . . . , n. We now form the vector Vt of length h+ 2 given by
Vt =
(
W˜v1,t, W˜v2,t, r
T
t−1W˜v1,t
)T
, (5.18)
where W˜vi,t = Wvi,t − µvi for i = 1, 2, and rt−1 =
(
f(Pt−1), . . . , f(Pt−h)
)T
.
Based on the theory in Giacomini & White (2006), we can construct the test statistic
S = (n− h) V T Σˆ−1V V ∼ χ2h+2 , (5.19)
where ΣˆV is an estimator of cov(Vt). To derive the expressions for this estimator it
is convenient to rewrite (5.18) as
Vt = diag(W˜v1,t, W˜v2,t, W˜v1,t, . . . , W˜v1,t)r˜t−1 , (5.20)
where r˜t−1 =
(
1, 1, f(Pt−1), . . . , f(Pt−h)
)T
. We can then use a conditional expecta-
tion argument similar to that used to derive (5.12) to show that
ΣV =

σ2g1 σg1,g2 σ
2
g1
. . . σ2g1
σg1,g2 σ
2
g2
σg1,g2 . . . σg1,g2
σ2g1 σg1,g2 σ
2
g1
. . . σ2g1
...
...
...
. . .
...
σ2g1 σg1,g2 σ
2
g1
. . . σ2g1

︸ ︷︷ ︸
Ag
◦E (r˜t−1 r˜Tt−1) (5.21)
where ◦ denotes Hadamard product of two matrices. As before we can use the
estimator
ΣˆV = (n− h)−1Ag ◦
n∑
t=h+1
rt−1 rTt−1 , (5.22)
where Ag denotes the first matrix in the Hadamard product in (5.21). Alternatively
we can use the true value of ΣV under the null hypothesis of iid uniform (Pt), with
E (r˜t−1 r˜Tt−1) =

1 1 0 . . . 0
1 1 0 . . . 0
0 0 σ2r
...
...
. . .
0 0 σ2r

(5.23)
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where σ2r = E
(
f(Pt)
2
)
. It is convenient to set f(Pt) = W˜v1,t so that σ
2
r = σ
2
v1
.
As an alternative to (5.18), we have also considered the (h+ 1)-vector
Vt = Mt−1(W˜v1,t, W˜v2,t)
T , (5.24)
where Mt−1 is a (h + 1) × 2 matrix with columns r1,t−1 and r2,t−1, where rj,t−1 =(
1, fj(Pt−1), . . . , fj(Pt−h)
)T
for j = 1, 2. The is the conditional calibration test
proposed by Nolde & Ziegel (2016). We find that this structure is less powerful in
detecting departure from uniformity of Pt. To understand this, we can re-write (5.24)
as
Vt = r1,t−1W˜v1,t + r2,t−1W˜v2,t . (5.25)
Hence, by considering (5.24), we are actually testing some linear combination of W˜v1,t
and W˜v2,t. The power of the test will be reduced since the correlation information
between W˜v1,t and W˜v2,t is “diluted”.
5.2.3 Conditional probitnormal score test
This fits into the framework of the conditional bispectral test. Recall from Proposi-
tion 3.5 that the score vector for the truncated probitnormal distribution in (3.73)
can be written St(θ0) =
(
S1,t(θ0), S2,t(θ0)
)T
= Wv,t − µv, almost surely, in terms
of the weighted realized PIT values vector Wv,t = (Wv1,t,Wv2,t)
T and a mean vector
µv = (µv1 , µv2)
T .
The theory of the previous section carries over with W˜v1,t = S1,t(θ0) and W˜v2,t =
S2,t(θ0). We recall that the elements of the covariance matrix Σv = I(θ0) of Wv,t
are given in Appendix A.
5.2.4 Choice of factor for the conditional spectral and bispectral test
To test for an absence of serial correlation, it is sometimes more effective to consider
transformation of the form f(Pt) = f
∗(P˜t) for some function f ∗, with P˜t = |2Pt−1|.
To understand this better, suppose we consider the series of losses (Lt) generated
by a stationary GARCH process of the form Lt = σtZt, where (Zt) are iid mean
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zero and variance one residuals generated from some symmetrical distribution. In
this case, the acf of (Lt) is zero. However, the acf of (|Lt|) at lag h > 0 is positive,
since by construction the acf of (σt) at lag h > 0 is positive. We now consider
the uniformly distributed processes Ut = Ft(Lt) and U˜t = F˜t(|Lt|) for t = 1, . . . , n,
where F˜t denotes the distribution of |Lt|. By symmetry, F˜ (x) = |2F (x)− 1| so that
U˜t = |2Ut − 1|.
We will consider transformation of the form
f ∗(P˜t) =
∫ β2
β1
I{P˜t>u}du (5.26)
= min(β2,max(P˜t, β1))− β1
=

0 1
2
(1− β1) 6 Pt 6 12(1 + β1) ,
P˜t − β1 12(1− β2) < Pt < 12(1− β1) or 12(1 + β1) < Pt < 12(1 + β2)
β2 − β1 Pt 6 12(1− β2) or Pt > 12(1 + β2)
= 2
(∫ 1
2
(1+β2)
1
2
(1+β1)
I{1−Pt>u}du+
∫ 1
2
(1+β2)
1
2
(1+β1)
I{Pt>u}du
)
. (5.27)
The above transformation is the same as truncation P˜t to the range (β1, β2). Note
that since the ACF of f ∗(P˜t) remains the same for strictly increasing f ∗, the ACF of
f ∗(P˜t) in (5.26) depends on β1 and β2 only. The above transformation is convenient
since if Pt is uniform, P˜t will be uniform as well.
In the simulations studies later, we will focus on the continuous weighting case,
where Wv,t is defined in (3.33) as
Wv,t =
∫ α2
α1
g(u)I{Pt>u}du . (5.28)
To simplify the formulas used for size correction, it is convenient to set β1 and β2
such that 1
2
(1 + β1) 6 α1 and 12(1 + β2) > α2.
5.2.5 A different form for the conditional spectral and bispectral test
From the previous section, we note that f ∗(P˜t) in (5.26) is more effective in detecting
serial dependence. Hence, it would be sensible to tweak the conditional spectral and
bispectral test in Section 5.2.1 and Section 5.2.2 to make better use of f ∗(P˜t).
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Recall that the untruncated component of f ∗(P˜t) contains the information from the
left tail
(
1
2
(1−β2), 12(1−β1)
)
of Pt and the right tail
(
1
2
(1+β1),
1
2
(1+β2)
)
of Pt. For
risk management purpose, when testing the hypothesis in (3.30), we are usually only
interested in the evaluation of the right tail of the loss distribution. To minimize
the deviation from our risk management objectives, we need to ensure that the test
statistic is constructed in a way such that f ∗(P˜t) is only used to test for absence of
serial correlation. Due to the above reasoning, we will center f ∗(P˜t) using its sample
mean, which we denote by
X˜t = f
∗(P˜t)− µˆX , (5.29)
where µˆX =
1
n
∑n
t=1 f
∗(P˜t).
Conditional spectral test. As an alternative to testing the vector Vt = rt−1W˜v,t,
with rt = (1, f(Pt−1), . . . , f(Pt−h))T as proposed in Section 5.2.1, would be to con-
sider the size (h+ 1) vector
Vt =
(
W˜v1,t, r
T
t−1X˜t
)T
, (5.30)
where rt−1 = (X˜t−1, . . . , X˜t−h)T . We set the covariance matrix to be
ΣˆV = diag(σ
2
v , σˆ
4
X , . . . , σˆ
4
X) , (5.31)
where σˆ2X =
1
n
∑n
t=1 X˜
2
t is the sample variance of X˜t. By doing so, we assume that
(X˜t) are iid under the null, but make no assumptions on the distributional form of
(X˜t). We then construct the test statistic
S = (n− h) V T Σˆ−1V V ∼ χ2h+1 , (5.32)
where V = (n− h)−1∑nt=h+1 Vt.
Conditional bispectral test. As an alternative to testing the vector
Vt = (W˜v1,t, W˜v2,t, r
T
t−1W˜v1,t)
T (5.33)
with rt =
(
f(Pt−1), . . . , f(Pt−h)
)T
as proposed in Section 5.2.2, would be to consider
the size (h+ 2) vector
Vt =
(
W˜v1,t, W˜v2,t, r
T
t−1X˜t
)T
, (5.34)
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where rt−1 = (X˜t−1, . . . , X˜t−h)T . We set the covariance matrix to be
ΣˆV =

σ2v1 σv1,v2 0 . . . 0
σv1,v2 σ
2
v2
0 . . . 0
0 0 σˆ4X
...
...
. . .
0 0 σˆ4X

, (5.35)
where σˆ2X =
1
n
∑n
t=1 X˜
2
t is the sample variance of X˜t. We then construct the test
statistic
S = (n− h) V T Σˆ−1V V ∼ χ2h+2 , (5.36)
where V = (n− h)−1∑nt=h+1 Vt.
5.2.6 Size correction for the conditional spectral and bispectral test
Depending on the choice of factors that we use, the conditional spectral and bispec-
tral test statistic S in (5.11) and (5.19) can have very poor size, especially when h
is large, and size correction may be required. Similar to Nass test, we find c and
v such that the first two moments of c S matches the first two moments of the χ2v
random variable, i.e.
c S
d∼
H0
χ2ν , with c =
2 E (S)
var(S)
and ν = cE (S) . (5.37)
The theory used in Giacomini & White (2006) is based on matching the mean of the
test statistic S with the chi-squared rv. Hence, for the conditional spectral test, the
mean of the test statistic is given by E (S) = h + 1. Similarly, for the conditional
bispectral test, the mean of the test statistic is given by E (S) = h+ 2.
For the special case when factor f(Pt) = W˜v,t is used, the calculations for var(S) for
the conditional spectral and bispectral tests are given in Appendix B.1. For the case
when a generic factor f(Pt) − µf is used, where µf is the mean of f(Pt) calculated
under the assumption that (Pt) are iid uniform, the calculations for var(S) for the
conditional spectral and bispectral tests are given in Appendix B.2. The calculations
for var(S) for the conditional spectral and bispectral test when implemented based
on suggestions in Section 5.2.5 are given in Appendix B.3.
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5.3 Tests based on blocking
Another way to test for serial independence is by simply taking blocks of data, i.e. we
divide the n realized PIT values into NB blocks of size B. The motivation for doing
so is that we have observed that the size performance of the conditional spectral and
bispectral tests in Section 5.2.1 and Section 5.2.2 constructed using only (Wv1,t) and
(Wv2,t) (i.e. we set the factors f(Pt) = W˜v1,t) to have rather poor size performance,
especially when lag h is large. By taking larger blocks of data, we hope to improve
the size performance at the cost of a lower power, without the need to resort to size
correction techniques. For simplicity, we will use non-overlapping blocks.
5.3.1 Block spectral test
We define block sums and block products of weighted realized PIT values
Yv,b =
(
bB∑
t=sb
(Wv,t + k),
B∏
t=sb
(Wv,t + k)
)T
, b = 1, . . . , NB, sb = (b−1)B+1, (5.38)
for some constant k > 0 to ensure that the block product takes strictly positive
values, which is necessary for the test to work. For simplicity, we set k = µB − µv
for some value µB > µv, and contruct the test based on µB. By doing so, we shift
the expected block mean under the null hypothesis 3.30 from µv to µB.
Proposition 5.1. Let Y v = N
−1
B
∑NB
b=1 Yv,b. Under the null hypothesis 3.30, for
fixed B, √
NB
(
Y v − µY
)
(5.39)
is asymptotically N2(0,ΣY ) distributed, where µY = (BµB, µ
B
B)
T and
ΣY =

Bσ2v Bσ
2
vµ
B−1
B
Bσ2vµ
B−1
B (σ
2
v + µ
2
B)
B − µ2BB
 . (5.40)
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Proof. We denote W˜v,t = Wv,t − µv. Under the null hypothesis 3.30 the vectors
Yv,b = (Yv,b,1, Yv,b,2)
T are iid random vectors with mean µY and covariance matrix
ΣY . To calculate these moments, we observe that
E (Yv,b,1Yv,b,2) = E
(
bB∑
t=sb
(W˜v,t + µB)
bB∏
t=sb
(W˜v,t + µB)
)
= E
(
bB∑
t=sb
(
(W˜v,t + µB)
2
∏
i 6=t
(W˜v,i + µB)
))
= B E
(
(W˜v,1 + µB)
2(W˜v,2 + µB) · · · (W˜v,B + µB)
)
= B
(
σ2v + µ
2
B
)
µB−1B , (5.41)
and hence
cov(Yv,b,1, Yv,b,2) = cov
(
bB∑
t=sb
(W˜v,t + µB),
bB∏
t=sb
(W˜v,t + µB)
)
= Bσ2vµ
B−1
B . (5.42)
Moreover
var
(
bB∏
t=sb
(W˜v,t + µB)
)
= E
(
bB∏
t=sb
(W˜v,t + µB)
2
)
−
(
E
(
bB∏
t=sb
(W˜v,t + µB)
))2
=
(
σ2v + µ
2
B
)B − µ2BB . (5.43)
The result is then simply an application of the central limit theorem in the multi-
variate case.
Proposition 5.1 implies that for sufficiently large NB the test statistic
S = NB
(
Y v − µY
)T
Σ−1Y
(
Y v − µY
) ∼ χ22 . (5.44)
Note that this test can also be applied to the case when we use the degenerate weight
measure consisting of point mass at the single level α, which yields a test that we
will refer to as the block binomial and the formulas for the required moments are
simply µv = 1− α and σ2v = α(1− α).
5.3.2 Block bispectral test
We can extend the blocking approach to the bispectral test by taking block product
of one of the sequences of weighted realized PIT. For b = 1, . . . , NB we form the
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vectors
Yv,b =
(
bB∑
t=sb
(W˜v1,t + µB),
bB∑
t=sb
(W˜v2,t + µB),
B∏
t=sb
(W˜v1,t + µB)
)T
, (5.45)
where sb = (b− 1)B + 1 and we require that µB > µv1 .
Proposition 5.2. Let Y v = N
−1
B
∑NB
b=1 Yv,b. Under the null hypothesis 3.30, for
fixed B, √
NB
(
Y v − µY
)
(5.46)
is asymptotically N3(0,ΣY ) distributed, where µY = (BµB, BµB, µ
B
B)
T and
ΣY =

Bσ2v1 Bσv1,v2 Bσ
2
v1
µB−1B
Bσv1,v2 Bσ
2
v2
Bσv1,v2µ
B−1
B
Bσ2v1µ
B−1
B Bσv1,v2µ
B−1
B (σ
2
v1
+ µ2B)
B − µ2BB

, (5.47)
with σv1,v2 = cov(Wv1,t,Wv2,t) = E (Wv1,tWv2,t)− µv1µv2 .
Proof. Once again this is a simple application of the multivariate CLT. Most of the
calculations follow easily from those in the proof of Proposition 5.1. In addition, we
use the fact that
E
(
bB∑
t=sb
(W˜v2,t + µB)
bB∏
t=sb
(W˜v1,t + µB)
)
= E
(
bB∑
t=sb
(
(W˜v2,t + µB)(W˜v1,t + µB)
∏
i 6=t
(W˜v1,t + µB)
))
= BE
(
(W˜v2,1 + µB)(W˜v1,1 + µB)(W˜v1,2 + µB) · · · (W˜v1,B + µB)
)
= B
(
σv1,v2 + µ
2
B
)
µB−1B , (5.48)
from which it follows that
cov
(
bB∑
t=sb
(W˜v2,t + µB),
bB∏
t=sb
(W˜v1,t + µB)
)
= Bσv1,v2µ
B−1
B . (5.49)
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Proposition 5.2 implies that for sufficiently large NB the test statistic
NB
(
Y v − µY
)T
Σ−1Y
(
Y v − µY
) ∼ χ23 . (5.50)
Note that (5.45) is one of the few possible choices of vectors that we can consider.
In particular, we have also considered the symmetric vector
Yv,b =
(
B∏
t=sb
(W˜v1,t + µB),
B∏
t=sb
(W˜v2,t + µB)
)
. (5.51)
We find that in this case, while the size performance of the test is better, it comes
at the cost of worst power performance, possibly due to the loss of information from
the block sum. Additionally, we have also considered the symmetric vector
Yv,b =
(
bB∑
t=sb
(W˜v1,t + µB),
bB∑
t=sb
(W˜v2,t + µB),
B∏
t=sb
(W˜v1,t + µB),
B∏
t=sb
(W˜v2,t + µB)
)
.
(5.52)
For this case, we find that both size and power performance of the test are slightly
worst when compared to testing the vector in (5.45), possibly due to the additional
information gain from the second block product is unable to compensate for the
increase in the degrees of freedom of the test.
5.3.3 Block probitnormal score test
This fits into the framework of the previous section. Recall that the score vec-
tor for the truncated probitnormal distribution in (3.73) can be written St(θ0) =
(S1,t(θ0), S2,t(θ0))
T = Wv,t −µv, almost surely, in terms of a vector of weighted re-
alized PIT values Wv,t = (Wv1,t,Wv2,t)
T and a mean vector µv = (µv1 , µv2)
T , where
v1 and v2 is given by (3.80) and (3.81). The theory of the previous section carries
over with W˜v1,t = S1,t(θ0) and W˜v2,t = S2,t(θ0).
For b = 1, . . . , NB we form the vectors
Yv,b =
(
bB∑
t=sb
(S1,t(θ0) + µB),
bB∑
t=sb
(S2,t(θ0) + µB),
B∏
t=sb
(S1,t(θ0) + µB)
)T
, (5.53)
where sb = (b−1)B+1 and we require that µB > µv1 . We then apply Proposition 5.2
and the fact that cov(Wv,t) = cov(St(θ0)) = I(θ0) to infer that√
NB
(
Y v − µY
)
(5.54)
93
is asymptotically N3(0,ΣY ) distributed, where µY = (BµB, BµB, µ
B
B)
T and ΣY
is given by (5.47) with σ2v1 = I(θ0)1,1, σ
2
v2
= I(θ0)2,2 and σv1,v2 = I(θ0)1,2. The
necessary formulas for the Fisher information matrix are given in Appendix A.
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Chapter 6 Simulation studies: Explicit tests of independence
6.1 Size of tests
In this section, we will try to understand the size of the tests described in Chapter 5
when applied to iid uniform data. We will focus on the tests based on martingale
difference (MD) property in Section 5.2 and tests based on blocking in Section 5.3.
We have omit the portmanteau tests based on acf in Section 5.1 as we found that they
are similar to the MD tests. For ease of analysis, we have colour coded the tables,
where green indicates good results (6 6% for the size; > 70% for the power); red
indicates poor results (> 9% for the size; 6 30% for the power); dark red indicates
very poor results (> 12% for the size; 6 10% for the power).
6.1.1 Size of tests based on martingale difference property
We carry forward the tests B99, SP.U, SP.L, SP.E.200, SP.UL, SP.UE.200 and PNS
from Chapter 4. For all of these tests we implement the corresponding martingale
difference versions. We used the following factors to test for serial independence:
Factor W We have used the lagged, centred exception indicators f(Pt) = W˜v,t.
This choice reflects our goal of constructing a backtest purely based on the
transformed realized PIT values (W˜v,t). This is implemented based on methods
described in Section 5.2, where we evaluate the covariance matrix ΣV in (5.13)
and (5.21) under the null hypothesis (3.30).
Factor WX.Full Here, we set f(Pt) = f
∗(P˜t), where f ∗ in defined in (5.26 ), and
P˜t = |2Pt− 1|. The motivation for using this is described in Section 5.2.4. We
set β1 = 0.0005 and β2 = 0.9995 to be consistent with our usual convention of
truncating extreme realized PIT values.
Factor X This is the version that make use of (X˜t) as described in Section 5.2.5,
where X˜t is defined by (5.29). We consider the truncation parameters (β1 =
2α1− 1, β2 = 2α2− 1), (β1 = 0.5, β2 = 0.9995) and (β1 = 0.0005, β2 = 0.9995),
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which we denote the correspoding tests as Factor X, Factor X.Half and Factor
X.Full. By expanding the range (i.e. by reducing the amount of truncation),
we expect the size and power of the tests to improve due to the increase in
information contained by the factors.
Table 13 shows the estimated size of the above tests based on 10,000 replications,
where the realized PIT values is truncated to the levels α1 = 0.975 and α2 = 0.9995.
At lag h = 1, most tests exhibit good size performance. As h increases, the size of
Factor W becomes very poor. The size of Factor WX.Full and Factor X is better
than those of Factor W, but is still over-sized for small sample size (n = 250). This
is because (Pt) and (P˜t) are truncated to the right extreme tail, which leads to slower
convergence rate of the test statistics to their asymptotic distribution. Factor X.Half
and Factor X.Full with less truncation have much better size.
Table 14 shows the results when size corrections based on Section 5.2.6 are per-
formed. We see that for Factor W, Factor WX.Full and Factor X, the size of the
conditional spectral and bispectral tests are now much better. We do notice that
there is a tendency for the tests to be under-sized, especially for Factor X when
h is large. This is partly because when performing size correction, we evaluate all
expectations that involve X˜t using (B.54). The size of the conditional binomial test
still exhibits poor size for some lags, but the overall size performance is much better
compared to Table 13.
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h n factor | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
1 250 W 3.7 6.2 4.7 3.7 7.0 7.0 7.1
WX.Full 5.2 5.0 5.3 6.3 5.9 6.1 6.1
X 6.0 5.6 5.8 6.1 6.3 6.3 6.6
X.Half 4.5 4.5 4.4 4.7 5.3 5.3 5.5
X.Full 5.0 5.1 4.9 5.1 5.3 5.4 5.7
500 W 5.8 7.1 5.8 4.5 7.5 7.6 7.1
WX.Full 4.6 4.8 4.8 5.3 5.4 5.5 5.5
X 5.9 5.2 5.2 5.2 5.5 5.8 6.0
X.Half 4.6 4.8 4.8 5.0 5.2 5.3 5.4
X.Full 4.8 4.9 4.8 4.9 5.2 5.3 5.4
4 250 W 8.9 12.2 8.7 5.4 12.0 12.1 10.2
WX.Full 8.7 7.6 8.7 10.6 8.4 8.6 7.6
X 8.7 7.2 7.3 7.4 7.4 7.4 7.3
X.Half 4.9 4.9 5.0 4.9 5.1 5.1 5.3
X.Full 5.4 5.3 5.4 5.4 5.4 5.7 5.5
500 W 17.2 12.5 11.0 7.3 11.9 12.1 9.8
WX.Full 6.8 6.4 7.0 8.4 6.8 7.0 6.5
X 8.2 6.8 6.7 6.9 6.8 6.8 6.9
X.Half 5.1 4.9 5.0 5.1 5.3 5.4 5.5
X.Full 5.2 5.0 5.1 5.2 5.5 5.5 5.6
9 250 W 17.4 17.4 13.5 8.3 16.6 16.7 14.5
WX.Full 12.8 11.2 13.1 15.7 11.5 11.8 10.0
X 9.1 7.7 7.7 7.8 7.7 7.7 7.8
X.Half 5.1 5.0 5.2 5.3 5.3 5.3 5.5
X.Full 5.2 5.1 5.2 5.4 5.2 5.3 5.4
500 W 32.0 16.0 16.3 11.2 15.5 15.4 12.9
WX.Full 10.2 8.6 10.1 12.1 8.8 9.2 7.8
X 10.2 7.4 7.5 7.5 7.5 7.6 7.6
X.Half 5.3 5.2 5.2 5.3 5.5 5.6 5.5
X.Full 5.0 4.8 4.9 5.1 5.0 5.2 5.2
Table 13: Estimated size of the two-sided conditional spectral and bispectral tests based on
martingale difference property. Results are based on 10000 replications, with α1 = 0.975
and α2 = 0.9995.
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h n factor | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
1 250 W 2.7 3.3 2.4 3.8 3.0 3.2 3.2
WX.Full 4.0 4.0 4.1 4.1 4.4 4.4 4.5
X 3.0 3.0 3.1 3.1 3.2 3.2 3.1
X.Half 4.0 4.1 3.9 4.0 4.3 4.1 4.1
X.Full 4.5 4.6 4.4 4.3 4.5 4.3 4.4
500 W 4.8 3.7 3.1 2.5 3.7 3.9 4.2
WX.Full 3.9 4.2 4.0 3.8 4.6 4.6 4.6
X 3.5 3.3 3.4 3.4 3.8 3.8 3.8
X.Half 4.4 4.6 4.5 4.4 4.7 4.7 4.7
X.Full 4.6 4.7 4.5 4.4 4.7 4.6 4.8
4 250 W 8.8 4.6 4.2 3.5 4.3 4.3 4.4
WX.Full 4.6 4.6 4.6 4.6 4.7 4.6 4.8
X 2.7 1.9 1.9 1.8 1.8 1.8 1.8
X.Half 4.1 4.2 4.2 4.1 4.1 4.0 3.9
X.Full 4.8 5.0 4.9 4.5 4.8 4.5 4.4
500 W 2.1 3.5 4.4 3.5 3.6 3.6 4.2
WX.Full 4.7 4.6 4.4 4.5 4.7 4.8 4.8
X 2.7 2.6 2.7 2.7 2.7 2.7 2.7
X.Half 4.7 4.4 4.5 4.6 4.7 4.6 4.8
X.Full 4.9 4.8 4.8 4.7 5.1 5.0 4.9
9 250 W 2.8 4.3 5.0 4.1 4.2 4.3 4.4
WX.Full 4.8 5.2 4.8 4.7 5.1 5.1 5.2
X 1.8 1.0 1.0 1.0 1.0 1.0 1.1
X.Half 4.2 4.1 4.2 4.2 4.0 4.1 4.0
X.Full 4.7 4.4 4.4 4.4 4.3 4.4 4.3
500 W 3.1 4.1 4.7 4.6 4.1 4.1 4.7
WX.Full 5.1 5.0 5.1 5.0 5.1 5.1 5.1
X 2.1 2.0 2.0 2.0 2.0 2.0 2.0
X.Half 4.8 4.8 4.7 4.7 4.9 4.9 4.8
X.Full 4.6 4.5 4.6 4.8 4.6 4.8 4.6
Table 14: Estimated size of the two-sided conditional spectral and bispectral tests based on
martingale difference property, with size correction performed. Results are based on 10000
replications, with α1 = 0.975 and α2 = 0.9995.
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6.1.2 Size of tests based on blocking
We carry forward the tests B99, SP.U, SP.L, SP.E.200, SP.UL, SP.UE.200 and PNS
from Chapter 4. For all of these tests we implement the blocking method based
on Section 5.3. We set µB such that the correlation between the block sums and
block product of weighted realized PIT values is close to one, as we found that this
method produces the best size performance.
Table 15 shows the estimated size of the tests based on blocking, where the realized
PIT values is truncated to the levels α1 = 0.975 and α2 = 0.9995. We used 10,000
replications. On the contrary to the tests based on MD property, we observed that
the size improves as the block size B increases. For the block bispectral tests, when
sample size is small (n = 250, 500), we require a large block size (B = 10) for the
size to be acceptable. In general, the size performance of the block tests is much
better than their conditional tests counterparts (without size correction).
n B | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
250 2 2.5 4.9 3.7 3.1 5.9 6.0 9.7
3 3.7 6.0 4.6 3.8 7.0 7.0 6.8
5 5.9 6.4 5.5 4.5 7.1 7.3 6.5
10 5.5 4.9 6.3 5.3 6.2 6.5 5.9
500 2 3.6 6.2 4.5 3.5 6.9 7.0 7.3
3 5.6 6.8 5.5 4.3 7.3 7.5 6.8
5 10.0 5.6 6.3 5.0 6.4 6.7 6.3
10 4.2 5.2 5.7 5.6 5.8 5.9 5.3
1000 2 6.4 7.2 6.0 4.3 7.4 7.5 6.7
3 10.6 6.3 6.4 4.8 6.5 6.8 5.7
5 4.8 5.0 5.9 5.6 5.6 5.7 5.7
10 4.1 5.4 5.3 5.7 5.5 5.8 4.7
2000 2 11.2 6.5 6.6 4.8 6.2 6.3 5.8
3 4.2 5.3 5.8 5.5 5.4 5.3 5.4
5 5.9 5.1 5.3 5.9 5.0 5.0 5.3
10 5.4 5.1 5.4 5.6 5.2 5.2 4.3
Table 15: Estimated size of the two-sided block spectral and bispectral tests. Results are
based on 10000 replications, with α1 = 0.975 and α2 = 0.9995.
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6.2 Experiment one: ARMA process
6.2.1 Experimental design
As mentioned in Section 4.4.1, the historical simulation (HS) and filtered historical
simulation (FHS) models are widely used by banks. Figure 7 shows the acf plots
when HS and FHS methods with parameter λ = 0.94 are applied to S&P 500 returns
from January 2010 to December 2015. The top row shows the acf of (Pt), and the
bottom row shows the acf of (P˜t), where P˜t = |2Pt − 1|. We observed that while
the acf of (Pt) looks fine, the acf of (P˜t) is not, especially for the HS model, where
we observed persistent large acf across many lags, whereas for the FHS model, even
though the acf decays quickly, it is large for lag less than 5.
For the simulation study, we will attempt to replicate this form of misspecification.
We do this by generating a sequence (Zt) from a Gaussian ARMA model with
mean zero and variance one and transform the sequence to have a standard uniform
distribution by taking U˜t = Φ(Zt). We consider the
ARMA process (Zt) is an ARMA(1,1) process, with Zt = ϕZt−1 + t + θt−1,
where t, t−1, . . . are white noise error terms. We set the parameters ϕ = 0.95
and θ = −0.85. The chosen parameter values correspond closely to the values
of parameter estimates obtained when an ARMA(1,1) model is fitted to the
probit-transformed realized PIT values of the HS model in Figure 7.
AR process (Zt) is an AR(1) process, with Zt = ϕZt−1 + t, where t is white
noise. We set the autoregressive parameter ϕ = 0.5. We chose this process to
understand the power of the tests when acf decays quickly.
We then form a further uniform sequence (Ut) by setting
Ut =
1
2
(1 + U˜t)
Bt(1− U˜t)(1−Bt) , (6.1)
where (Bt) is a series of iid Bernoulli variables with mean 0.5. Note that the uniform
sequences (Ut) and (U˜t) are related by U˜t = |2Ut− 1|. In particular (Ut) mimics the
realized PIT values obtained when the distribution is correctly estimated but serial
dependence coming from the stochastic volatility is neglected. Figure 8 shows the
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acf plots of (Ut) and (U˜t) when (Zt) follows the ARMA and AR processes.
We then construct the test data (Pt) by setting Pt = Φ(F
−1(Ut)) where F is the
distribution function of normal, Student-t5 or Student-t3, standardized to have zero
mean and unit variance. This construction is very similar to Section 4.1.1, where the
forecast model is the standard normal distribution. In the case when F is normal,
(Pt) is a serially correlated sequence of uniformly distributed data. In the other
cases, (Pt) are serially correlated and non-uniform, which correspond to the cases
when the forecast models neglect the modeling of stochastic volatility as well as
consistently underestimate the tail of the loss distribution.
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Figure 7: Acf plots of realized PIT values (Pt) and transformed realized PIT (P˜t) obtained
from applying historical simulation (HS) and filtered historical simulation (FHS) to S&P
500 returns from January 2010 to December 2015.
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Figure 8: acf plots of of (Ut) and (U˜t) when (Zt) is an ARMA(1,1) process with parameters
ϕ = 0.95 and θ = −0.85, and when (Zt) is an AR(1) process with autoregressive parameter
ϕ = 0.5.
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6.2.2 Power of tests in the case when F is normal
We first consider the case when F is normal, and see how the power of the tests vary
when taking different lags. We consider taking lag h = 1, 4, 9, with corresponding
block size B = 2, 5, 10. ‘ITT’ denotes the test type, with ‘None’ refering to the
standard spectral and bispectral test, ‘Block’ refers to block spectral and bispectral
test, implemented based on Section 6.1.2, and ‘MD’ are the martingale difference
test, implemented based on Section 6.1.1 with size correction.
ARMA process. First, we look at the case when (Zt) is an ARMA(1,1) process
with parameters ϕ = 0.95 and θ = −0.85. In this case, the acf is moderately sized,
but persistent. The results is shown in Table 16.
First, we compare the Block test and the MD.W test. This is a fair comparison, and
both tests are constructed using only (W˜v1,t) and (W˜v2,t). At first glance, it would
appear that Block tests are more powerful than MD.W tests, however, recall from
Section 6.1.1 and Section 6.1.2 that due to size correction, MD.W tests are mostly
slightly undersized, whereas the Block tests in many cases are slightly oversized.
Hence, it would be fair to say that both test types are actually similar in terms of
power performance.
Next, we notice that for the spectral tests, the Block, MD.W and MD.WX.Full
tests becomes less powerful as the weighting function shifts from uniform weight to
exponential weight. To understand this, we refer to Figure 9, which plots the acf of
(Wt), where Wt = I{Pt>α}, at levels α = 0.975, α = 0.99 and α = 0.9995, when (Zt)
is an ARMA(1,1) process with parameters ϕ = 0.95 and θ = −0.85. We see that
the acf of Wt becomes smaller as the level α increases. Hence, the weighted realized
PIT values (W˜v,t) which places more weight at higher levels becomes less effective
in detecting misspecification in dynamics.
As we would have expect, using (X˜t) instead of (W˜v1,t) to test for serial indepen-
dence will result in a more powerful test. This is observed by comparing the power
of MD.W with MD.X, since they share the same amount of truncation. Also, as
we decrease the amount of truncation, the tests becomes more powerful. This is
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observed by comparing MD.X with MD.X.Half and MD.X.Full, where we observe
MD.X.Full to be most powerful This is because we gain more information regarding
the misspecification in dynamics as we reduce the amount of truncation. To see this,
we refer to Figure 10, which plots the acf of (X˜t) at various truncation levels, when
(Zt) is an ARMA(1,1) process with parameters ϕ = 0.95 and θ = −0.85.
We now focus on MD.WX.Full, MD.X.Half and MD.X.Full, since from Table 14, we
know that the size is good for all h and all n that we are considering. We observe
that as the lag increases, the power of the test increases. From Figure 8, we know
that the acf is roughly the same for lag 1 to lag 9. As we increase the lag of the tests,
we are essentially placing more weight (degree of freedom) on the component that
test for serial independence, and less weight (degree of freedom) on the component
that tests for departure from uniformity.
Finally, since (Pt) is uniformly distributed, for the bispectral tests, changing the
weighting function of (W˜v2,t) does not affect the power of the tests.
AR process. We now look at the case when (Zt) is an AR(1) process with autore-
gressive parameter ϕ = 0.5. In this case, the acf is very large at lag 1, but decays
very quickly. The results is shown in Table 17.
Some of the observations here are similar to those from Table 16. First, the block
tests and MD.W tests are similar in power. Next, for the MD tests, MD.X is
more powerful than MD.W, and reducing the amount of truncation further increases
power. For the spectral tests, the Block tests, MD.W tests and MD.WX.Full tests
becomes increasingly less powerful as the weighting shifts from uniform weight to
exponential weight. Finally, as we changes the weight functions of (W˜v2,t) in the
bispectral tests, the power remains roughly the same.
The key difference between the result in Table 17 and Table 16 is that now, as
we increase the lag, the power decreases. This is because by construction, the test
statistic places equal weight for misspecification for all lags. We try to understand
this in an intuitive and non-rigorous way. Suppose we denote the acf at lag k by
ρ(k), and we are testing up to lag h. The MD test statistic tests the departure from
uniformity with weight 2
h+2
, and tests for serial independence based on the average
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acf ρ¯h =
1
h
∑h
k=1 ρ(k) with weight
h
h+2
. Since the acf decays quickly, the average acf
ρ¯h decreases as h increases, and hence we observe a decrease in power.
ARMA process versus AR process. When we compare the results of the stan-
dard spectral and bispectral test in Table 16 and Table 17, we notice that rejection
rate for the ARMA process is higher than that of the AR process. As we have men-
tioned at the beginning of Chapter 5, the standard spectral test and bispectral tests
implicitly test for serial independence, because when we calculate the variance under
the null hypothesis (3.30), we set var(
∑n
t=1Wv,t) =
∑n
t=1 var(Wv,t), which assumes
that (Wv,t) are iid. To understand this better, we refer to Gordy et al. (2017). They
have shown that in the binomial case with Wt = I{Pt>α}, where α > 0.5 and (Pt) is
the process defined by
Pt = Φ
(
F−1
(
1
2
(1 + Φ(Zt))
Bt(1− Φ(Zt))(1−Bt)
))
(6.2)
for an independent Bernoulli process (Bt) with success probability 0.5 and a Gaussian
ARMA process (Zt) with mean zero and variance one, the acf ρW (k) of (Wt) is related
to the acf ρZ(k) of (Zt) by
ρW (k) =
CGaρZ(k)(2− 2α˜, 2− 2α˜)− 4(1− α˜)2
α˜(1− α˜) , (6.3)
where α˜ = F (Φ−1(α)) and CGaρ denotes the bivariate Gaussian copula with param-
eter ρ.
We can then calculate
lim
n→∞
n var
(
W n
)
= α(1− α)
(
1 + 2
∞∑
k=1
ρW (k)
)
, (6.4)
whereW n =
1
n
∑n
t=1(Wt−(1−α)). We then estimate numerically limn→∞ var(
√
nW n) =
((1 + η)σW )
2 for the ARMA and AR process in the case of the B99 test using (6.3)
and (6.4). For the AR(1) model we obtain η ≈ 1.11 whereas for the ARMA(1,1)
model we obtain η ≈ 1.23. It is the larger value in the latter which leads to the
slightly higher rejection rate for the B99 test in the ARMA(1,1) experiment.
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6.2.3 Power of tests in the case when F is normal, t5 and t3
We now consider the case when F is normal, t5 and t3. We consider lag h = 4 (and
B = 5), since from previous observations, h should not be too large or too small.
The results is shown in Table 18 and Table 19. Much of the conclusions remains the
same as those in Table 16 and Table 17 at lag 4.
As we vary F from normal to t5 to t3, the conclusions are the same as we have
previously seen in Table 7 in Section 4.1.5, where spectral tests which places more
weight in the tail for more powerful, and generally bispectral tests are more powerful
than spectral tests.
The key difference for the results in Table 18 and Table 19 when compared to
Table 16 and Table 17 is that now, in the case when F is t5 and t3, MD.WX.Full
is more powerful than MD.X, since (W˜v1,t) is more effective than (X˜t) at detecting
departure from uniformity of Pt.
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Figure 9: Acf plots of (Wt) = (I{Pt>α}) at various levels, when (Zt) is an ARMA(1,1) process with parameters ϕ = 0.95 and θ = −0.85.
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Figure 10: Acf plots of (X˜t) at various truncation levels, when (Zt) is an ARMA(1,1) process with parameters ϕ = 0.95 and θ = −0.85.
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6.3 Experiment two: standard GARCH process
6.3.1 Experimental design
Here the backtesting set-up is similar to that used in Section 4.2.1, except that the
experiment is conducted in a time-series setup. The true data-generating mecha-
nism for the losses is a stationary GARCH model with Student-t innovations, which
combines the features of stochastic volatility and heavy tails, since these features
are usually observed in the market risk-factor changes and trading book losses.
We will simulate losses from a GARCH(1,1) model with Student-t innovations. The
model for simulated losses (Lt) takes the form
Lt = σtZt, σ
2
t = ϕ0 + ϕ1L
2
t−1 + θ1σ
2
t−1 , (6.5)
where (Zt) is an iid Student-t distribution with ν degrees of freedom, standardized
to have zero mean and unit variance. The parameters have been chosen by fitting
this model to the (negative) S&P index log-returns for the period January 2007 to
December 2012. We have chosen this particular period for model fitting as it includes
the 2008 financial crisis as well as the relatively stable period after. The parameters
of the GARCH equation are ϕ0 = 2.16× 10−6, ϕ1 = 0.112 and θ1 = 0.887 while the
degrees of freedom of the Student-t innovation distribution is ν = 5.46. Figure 11
shows the estimated parameters when we fit the GARCH.t model to the S&P 500
losses from January 2016 minus x-years to December 2015. The blue dotted line
shows the chosen period of estimation and corresponding parameters.
We will assume that the bank uses a rolling window of n2=250 and n2=500 days to
calibrate its trading book models, where re-calibration takes place every 10 trading
days. We will consider backtest with sample sizes n=250 and n=500 days, since
this is the typical amount of data available to the regulators from banks. We then
repeat the experiment 1000 times to estimate rejection rates for each forecaster.
We consider the following forecasting methods:
Oracle: the forecaster knows the underlying model as well as the exact parameter
values.
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h n ITT | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
1 250 None 8.7 11.2 9.0 7.9 10.0 9.9 11.1
Block 8.0 11.8 10.8 8.2 12.6 12.2 17.9
MD.W 8.3 10.1 8.0 9.4 9.8 10.2 10.8
MD.WX.Full 12.5 13.7 13.0 11.0 13.5 13.0 14.5
MD.X 10.8 14.2 14.1 13.5 13.4 13.3 13.5
MD.X.Half 40.1 40.7 40.3 38.4 35.5 33.6 34.4
MD.X.Full 56.6 58.3 57.0 54.8 49.8 49.0 48.1
500 None 8.5 13.1 11.7 8.9 10.3 10.3 11.6
Block 9.5 15.3 12.4 9.9 14.9 15.5 16.9
MD.W 10.7 11.7 9.2 7.4 11.8 12.4 13.2
MD.WX.Full 13.8 18.7 15.8 13.4 17.1 16.3 18.5
MD.X 15.6 19.3 18.6 18.2 17.4 17.5 18.3
MD.X.Half 68.4 70.4 68.9 68.1 64.9 64.1 64.1
MD.X.Full 83.1 83.3 83.0 82.6 79.1 78.9 78.5
4 250 None 8.7 11.2 9.0 7.9 10.0 9.9 11.1
Block 13.4 15.1 13.8 11.0 16.0 15.7 15.2
MD.W 17.1 12.8 11.0 9.7 12.2 12.2 13.8
MD.WX.Full 13.6 17.3 14.7 12.4 17.3 17.1 19.7
MD.X 11.3 14.0 13.5 13.1 13.6 13.8 13.4
MD.X.Half 59.5 59.3 59.4 57.6 58.1 56.9 57.6
MD.X.Full 74.3 74.3 73.7 73.5 73.1 71.9 72.5
500 None 8.5 13.1 11.7 8.9 10.3 10.3 11.6
Block 19.4 16.3 15.1 12.0 16.4 16.6 17.2
MD.W 9.5 14.7 14.1 11.0 15.1 14.9 17.1
MD.WX.Full 18.1 26.3 21.1 16.9 24.8 24.2 30.1
MD.X 16.7 23.6 23.1 23.1 23.2 23.4 23.8
MD.X.Half 88.9 89.3 89.2 88.9 87.8 87.3 87.5
MD.X.Full 95.7 96.1 95.9 95.8 95.3 95.0 94.9
9 250 None 8.7 11.2 9.0 7.9 10.0 9.9 11.1
Block 12.1 14.3 15.2 11.9 15.7 15.0 16.4
MD.W 9.7 13.9 12.4 10.3 14.0 14.1 14.4
MD.WX.Full 15.3 18.9 15.4 12.8 18.3 18.3 21.1
MD.X 7.9 12.5 11.9 11.7 12.5 12.3 12.1
MD.X.Half 61.5 61.5 61.1 60.7 60.8 60.2 60.7
MD.X.Full 75.1 75.5 75.3 75.0 75.4 75.0 75.2
500 None 8.5 13.1 11.7 8.9 10.3 10.3 11.6
Block 10.9 17.4 16.8 14.6 17.9 17.8 18.7
MD.W 12.1 16.5 14.0 11.1 16.3 16.4 19.0
MD.WX.Full 19.1 28.3 23.1 18.7 27.7 27.6 33.6
MD.X 16.5 25.2 25.0 24.6 25.0 24.8 25.2
MD.X.Half 90.7 91.3 91.1 90.6 91.1 90.8 90.6
MD.X.Full 96.6 96.6 96.6 96.6 96.4 96.3 96.4
Table 16: Estimated power of the two-sided standard, Block and MD spectral and bispectral
tests, with size correction performed, when (Zt) is an ARMA(1,1) process with parameters
ϕ = 0.95 and θ = −0.85. We vary the lag parameter h. Results are based on 10000
replications, with α1 = 0.975 and α2 = 0.9995.
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h n ITT | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
1 250 None 6.9 8.5 6.2 6.9 7.7 7.9 8.4
Block 12.5 20.1 16.2 12.6 21.4 21.0 29.8
MD.W 18.0 23.7 18.6 16.1 21.9 22.0 22.3
MD.WX.Full 25.8 38.1 31.6 23.2 34.4 33.4 39.2
MD.X 31.9 50.8 50.9 50.8 49.7 49.2 48.2
MD.X.Half 100.0 100.0 100.0 100.0 99.9 99.9 99.9
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
500 None 6.8 9.2 8.5 7.1 7.5 8.2 8.2
Block 20.1 31.1 23.9 18.2 29.6 29.0 31.6
MD.W 32.8 34.8 27.3 21.1 32.3 32.2 36.7
MD.WX.Full 42.7 69.9 54.5 40.8 60.9 60.3 73.6
MD.X 51.5 77.1 77.0 76.9 74.6 74.6 74.2
MD.X.Half 100.0 100.0 100.0 100.0 100.0 100.0 100.0
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
4 250 None 6.9 8.5 6.2 6.9 7.7 7.9 8.4
Block 18.7 22.1 18.5 13.8 22.1 22.0 22.8
MD.W 23.3 20.8 17.8 14.5 20.5 20.5 22.5
MD.WX.Full 21.6 32.1 25.3 19.1 31.1 30.4 37.7
MD.X 26.4 39.7 39.6 39.4 39.0 38.1 37.9
MD.X.Half 99.9 99.9 99.9 99.9 99.9 99.8 99.8
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
500 None 6.8 9.2 8.5 7.1 7.5 8.2 8.2
Block 34.6 31.1 27.4 20.9 29.7 30.7 30.8
MD.W 16.3 28.6 25.7 19.9 28.2 28.0 33.1
MD.WX.Full 37.4 56.6 45.3 33.2 52.8 52.4 65.1
MD.X 46.7 69.3 69.0 69.2 68.0 68.1 67.6
MD.X.Half 100.0 100.0 100.0 100.0 100.0 100.0 100.0
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
9 250 None 6.9 8.5 6.2 6.9 7.7 7.9 8.4
Block 12.4 17.8 17.5 13.3 18.8 18.7 20.0
MD.W 9.4 14.9 14.5 12.6 15.1 15.3 18.2
MD.WX.Full 17.8 24.8 20.4 15.1 23.7 23.7 29.7
MD.X 17.8 28.6 28.5 28.2 28.1 27.7 28.0
MD.X.Half 99.7 99.8 99.7 99.7 99.8 99.8 99.8
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
500 None 6.8 9.2 8.5 7.1 7.5 8.2 8.2
Block 16.6 25.1 24.1 19.6 24.5 25.3 25.6
MD.W 15.2 23.2 20.0 16.7 23.0 22.8 26.8
MD.WX.Full 29.9 44.0 35.0 26.4 42.7 42.6 52.6
MD.X 35.9 58.6 58.3 58.1 57.1 57.0 57.5
MD.X.Half 100.0 100.0 100.0 100.0 100.0 100.0 100.0
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Table 17: Estimated power of the two-sided standard, Block and MD spectral and bispectral
tests, with size correction performed, when (Zt) is an AR(1) process with autoregressive
parameter ϕ = 0.5. We vary the lag parameter h. Results are based on 10000 replications,
with α1 = 0.975 and α2 = 0.9995.
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F n ITT | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
Normal 250 None 8.7 11.2 9.0 7.9 10.0 9.9 11.1
Block 13.4 15.1 13.8 11.0 16.0 15.7 15.2
MD.W 17.1 12.8 11.0 9.7 12.2 12.2 13.8
MD.WX.Full 13.6 17.3 14.7 12.4 17.3 17.1 19.7
MD.X 11.3 14.0 13.5 13.1 13.6 13.8 13.4
MD.X.Half 59.5 59.3 59.4 57.6 58.1 56.9 57.6
MD.X.Full 74.3 74.3 73.7 73.5 73.1 71.9 72.5
500 None 8.5 13.1 11.7 8.9 10.3 10.3 11.6
Block 19.4 16.3 15.1 12.0 16.4 16.6 17.2
MD.W 9.5 14.7 14.1 11.0 15.1 14.9 17.1
MD.WX.Full 18.1 26.3 21.1 16.9 24.8 24.2 30.1
MD.X 16.7 23.6 23.1 23.1 23.2 23.4 23.8
MD.X.Half 88.9 89.3 89.2 88.9 87.8 87.3 87.5
MD.X.Full 95.7 96.1 95.9 95.8 95.3 95.0 94.9
t5 250 None 22.5 22.9 26.2 33.9 32.8 36.7 41.5
Block 24.4 27.9 29.2 32.6 34.4 38.1 41.2
MD.W 28.4 25.0 24.7 26.0 26.8 27.6 32.3
MD.WX.Full 24.7 28.9 32.7 37.1 33.7 36.4 40.9
MD.X 16.4 18.8 22.1 26.5 25.5 28.4 31.0
MD.X.Half 57.5 57.2 58.7 61.0 60.9 62.4 64.0
MD.X.Full 75.3 76.4 76.5 77.6 77.2 77.8 79.6
500 None 26.2 25.8 36.3 46.2 46.4 52.9 58.7
Block 39.1 34.3 41.6 46.8 48.4 54.2 57.6
MD.W 23.4 33.8 36.8 34.7 39.0 42.2 47.2
MD.WX.Full 35.4 42.9 46.1 51.6 53.0 55.5 62.7
MD.X 26.2 32.3 37.5 42.6 43.2 46.5 51.6
MD.X.Half 86.3 86.4 87.1 88.4 89.6 90.1 91.5
MD.X.Full 96.6 96.5 96.7 96.7 96.8 97.2 96.9
t3 250 None 18.6 19.0 23.9 34.2 36.0 42.6 52.1
Block 21.5 23.0 26.4 33.0 35.5 42.1 46.2
MD.W 25.4 23.0 22.8 25.4 25.3 27.8 33.0
MD.WX.Full 18.9 23.7 28.8 37.2 34.2 39.3 47.6
MD.X 15.3 15.8 19.3 24.9 25.6 30.2 34.3
MD.X.Half 49.9 49.0 51.1 55.6 57.5 59.5 63.3
MD.X.Full 73.0 74.1 75.7 77.0 77.8 79.0 82.3
500 None 20.1 20.0 31.4 46.2 60.2 66.8 76.0
Block 33.7 27.9 36.7 47.1 57.6 64.5 71.2
MD.W 19.5 31.1 35.1 35.4 40.4 45.1 54.2
MD.WX.Full 26.1 35.4 39.2 47.9 59.2 63.5 77.9
MD.X 23.6 26.3 31.2 39.6 45.4 52.0 59.0
MD.X.Half 78.2 77.8 79.9 81.9 87.5 89.4 92.0
MD.X.Full 95.4 95.6 96.0 96.3 97.4 97.7 98.2
Table 18: Estimated power of the two-sided standard, Block and MD spectral and bispectral
tests, with size correction performed, when (Zt) is an ARMA(1,1) process with parameters
ϕ = 0.95 and θ = −0.85. We vary the choice of F . Results are based on 10000 replications,
with α1 = 0.975 and α2 = 0.9995.
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F n ITT | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
Normal 250 None 6.9 8.5 6.2 6.9 7.7 7.9 8.4
Block 18.7 22.1 18.5 13.8 22.1 22.0 22.8
MD.W 23.3 20.8 17.8 14.5 20.5 20.5 22.5
MD.WX.Full 21.6 32.1 25.3 19.1 31.1 30.4 37.7
MD.X 26.4 39.7 39.6 39.4 39.0 38.1 37.9
MD.X.Half 99.9 99.9 99.9 99.9 99.9 99.8 99.8
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
500 None 6.8 9.2 8.5 7.1 7.5 8.2 8.2
Block 34.6 31.1 27.4 20.9 29.7 30.7 30.8
MD.W 16.3 28.6 25.7 19.9 28.2 28.0 33.1
MD.WX.Full 37.4 56.6 45.3 33.2 52.8 52.4 65.1
MD.X 46.7 69.3 69.0 69.2 68.0 68.1 67.6
MD.X.Half 100.0 100.0 100.0 100.0 100.0 100.0 100.0
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
t5 250 None 19.4 19.5 25.4 33.3 30.4 37.3 42.6
Block 32.3 34.8 36.3 37.7 41.0 44.5 47.7
MD.W 38.7 35.9 34.9 34.1 35.8 36.7 38.6
MD.WX.Full 40.6 49.5 50.4 51.3 51.0 52.6 57.4
MD.X 36.7 44.5 45.7 46.8 47.2 48.8 50.9
MD.X.Half 99.6 99.5 99.5 99.5 99.5 99.5 99.6
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
500 None 25.7 24.3 35.3 46.1 45.2 52.3 59.9
Block 55.5 48.9 52.7 54.4 57.5 62.5 65.6
MD.W 36.1 49.4 49.9 47.2 51.9 53.7 59.1
MD.WX.Full 63.8 80.2 77.9 76.2 81.5 82.9 87.5
MD.X 61.7 75.2 76.0 77.6 78.4 80.0 81.1
MD.X.Half 100.0 100.0 100.0 100.0 100.0 100.0 100.0
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
t3 250 None 15.9 14.5 22.6 34.0 37.4 46.1 53.3
Block 29.8 31.0 32.8 36.7 41.7 48.8 53.1
MD.W 35.5 33.1 32.2 32.7 33.7 35.2 39.4
MD.WX.Full 34.9 45.0 46.2 50.2 51.5 53.8 59.6
MD.X 34.2 39.8 40.9 43.1 43.9 46.2 50.0
MD.X.Half 97.9 97.9 98.0 97.7 97.9 98.3 98.2
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
500 None 19.9 17.6 29.2 46.0 60.1 67.3 77.3
Block 50.0 44.3 48.4 53.2 63.2 68.9 76.4
MD.W 30.8 45.2 48.7 47.2 51.4 54.2 61.9
MD.WX.Full 57.9 77.0 74.7 74.2 84.3 86.2 91.4
MD.X 58.7 66.8 68.5 71.7 75.6 77.4 80.1
MD.X.Half 100.0 100.0 100.0 100.0 100.0 100.0 100.0
MD.X.Full 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Table 19: Estimated power of the two-sided standard, Block and MD spectral and bispectral
tests, with size correction performed, when (Zt) is an AR(1) process with autoregressive
parameter ϕ = 0.5. We vary the choice of F . Results are based on 10000 replications,
with α1 = 0.975 and α2 = 0.9995.
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GARCH.t: the forecaster assumes the correct model structure, i.e. the GARCH(1,1)
model with Student-t innovations, but is required to estimate the GARCH pa-
rameters as well as the degrees of freedom of the innovations.
GARCH.EVT: the forecaster uses a GARCH(1,1) model to estimate the dynamics
of the losses, and then applies an EVT tail model to the residuals to estimate
the innovation distribution and hence the realized PIT values of the condi-
tional loss distribution. We used the Weissman (1978) model with additional
regression-based smoothing to estimate the tail distribution, where parame-
ter estimation procedures are based on those described in Gomes & Martins
(2002), Fraga et al. (2003) and Gomes & Pestana (2007).
GARCH.norm: the forecaster assumes that losses follow a GARCH(1,1) model
with standard normal innovation distribution.
ARCH.t: the forecaster assumes that losses follow a ARCH(1) model with Student-
t innovations. In this case, the forecaster misspecifies the dynamics of the
losses, but correctly guesses that the distribution of the innovations.
ARCH.norm: similar to GARCH.norm, except that the forecaster misspecifies the
dynamics to be ARCH(1).
EWMA.HS: the forecaster uses the Exponential Weighted Moving Average (EWMA)
model with λ = 0.94 to estimate the dynamics of the losses, and uses the
linearly interpolated empirical function in (4.21) to estimate the innovation
distribution and hence the realized PIT values of the conditional loss distri-
bution. This method is often referred to as the filtered historical simulation
(FHS) in practice.
HS: the forecaster applies the linearly interpolated empirical function in (4.21) to
the data to estimate the realized PIT values. As well as completely neglecting
the dynamics of losses, this method is to prone underestimating the tail of the
loss distribution when the calibration window size n2 is small.
For more details of the above methodologies, see McNeil et al. (2015), Chapter 9.
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Figure 11: Estimated parameters when we fit the GARCH.t model to the S&P 500 losses
from January (2016-x) to December 2015. The blue dotted line shows the chosen period
of estimation and parameters.
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6.4 Test results
We now look at the results in Table 20, Table 21 and Table 22. The structure of the
table is similar to those in Section 6.2.2, except that the data generating process and
forecast models are as described in Section 6.3.1, and forecast models now contain
parameter estimation error. We have omitted the MD.X.Half tests as we find that
the results is similar to the MD.Full tests.
Rejection rate of the good models. We will refer to the GARCH.t and
GARCH.EVT models as the good models. The results are summarized in Table 20.
Although the above models are ‘good’ only if the parameter estimation window n2
is large enough, it is unclear how large n2 should be. We have decided that n2 = 250
is good enough, and used the size colouring in the table for ease of analysis.
Note that we have omitted the results when the forecast model F̂t is the ‘Oracle’,
since we have already studied the size performance of the tests in Section 6.1.1 and
Section 6.1.2.
When n2 = 250, we observe that both models are rejected fairly frequently. The
Block tests in particular seems penalize the parameter estimation error more heavily
compared to the standard tests, followed by MD.W, MD.WX.Full and MD.X. In
contrary, MD.X.Full is not very powerful in detecting parameter estimation error,
especially in the case when F̂t is GARCH.t.
When n2 = 500, the rejection rates for GARCH.t and GARCH.EVT are much
smaller, especially for the MD.X and MD.X.Full tests.
Rejection rate of the bad models. We will refer to the GARCH.norm, ARCH.t
and ARCH.norm models as the bad models. The results are summarized in Table 21,
where we have used the power colouring in the table.
When F̂t is the GARCH.norm model, we observe that the standard tests and block
tests are most powerful , followed by MD.WX.Full and MD.X.Full. It seems by re-
ducing the amount of truncation on (X˜t), the tests are able to capture the departure
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from uniformity of (Pt) better. This observation is made by comparing MD.X with
MD.X.Full. Similar to observations from Section 4.1.5, bispectral tests are in gen-
eral more powerful than spectral tests with PNS being the most powerful. When F̂t
is the ARCH.t model, the observations are similar to those in Section 6.2.2, where
MD.X.Full is most powerful, followed by MD.X and MD.WX.Full. We have omitted
the results when F̂t is the ARCH.norm model, as we found that it is rather unin-
formative. We observed that in this case all tests have similar power performance
where the rejection rates lie approximately in the range 90% to 100%.
Rejection rate of the industrial models. We will refer to the EWMA.HS and
HS models as the industrial models. The results are summarized in Table 22. We
have used the power colouring in the table, but this decision is arbitrary.
First, we focus on the case when F̂t is the EWMA.HS model. When n2 = 250, the
model has large estimation error in the tail. Hence, we would expect tests which
are powerful in detecting the GARCH.norm misspecification in Table 21, namely
the standard tests, Block tests and MD.WX.Full tests, to be powerful here as well,
which is indeed the case. When n2 = 500, this model have slight misspecification
in both dynamics and innovation distribution, where the level of misspecification is
roughly the same. It seems that the Block tests are slightly more powerful than the
other tests in this case.
We now focus on the case when F̂t is the HS model. When n2 = 500, most of
the misspecification is with the dynamics of the test. Hence, we would expect tests
which are powerful in detecting the ARCH.t misspecification in Table 21, namely the
MD.X tests and MD.WX.Full tests, to be powerful here as well, which is indeed the
case. When n2 = 250, in addition to neglecting the dynamics of the simulated data,
this model also has large estimation error in the tail. The misspecification in dy-
namics seems to dominates the misspecification in innovation distribution, resulting
in MD.X.Full being the most powerful, followed by MD.X.
Conclusion. It is difficult to draw conclusions from Table 20 and Table 21 as to
which tests should be preferred. In terms of the independence test type, Block tests
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should be preferred when the goal is to detect departure from uniformity of the
realized PIT values, followed by MD.WX.Full and MD.X.Full. If we wish to test for
serial independence of the realized PIT values, MD.X.Full is most powerful, followed
by MD.X and MD.WX.Full. For a well rounded test, it would seem that MD.X.Full
is a good candidate, however, it has problems in detecting parameter estimation
error. If this is a concern, then we should use MD.WX.Full. In terms of choice
of weighting, while PNS seems to be most powerful, in practice, the choice of the
weight functions depends on the purpose of the tests. For example, in a regulatory
setting, motivated by testing the VaR at the 99% level, a humped weight function
centered around the 99% level for the spectral tests may be preferred.
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n2 F̂ n ITT | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
250 GARCH.t 250 None 17.0 17.2 16.7 15.3 13.5 12.3 15.7
Block 15.7 15.6 15.5 10.1 15.7 12.1 17.6
MD.W 14.4 12.2 6.7 6.7 12.2 12.2 13.9
MD.WX.Full 20.4 15.0 17.1 15.7 17.1 17.0 15.4
MD.X 11.5 11.8 11.8 11.8 11.8 11.7 11.7
MD.X.Full 15.2 13.3 13.4 11.8 13.3 13.3 11.6
500 None 13.8 14.1 15.9 16.0 14.1 14.6 16.1
Block 29.4 27.1 23.4 16.2 23.6 25.7 27.3
MD.W 15.7 19.5 18.0 14.2 17.9 17.8 23.1
MD.WX.Full 17.5 13.8 25.0 23.4 17.5 17.8 18.0
MD.X 19.0 19.3 19.4 21.3 21.3 19.5 17.7
MD.X.Full 8.4 6.5 8.5 12.3 10.5 10.4 10.6
GARCH.EVT 250 None 15.1 12.0 11.4 7.7 13.7 13.8 9.9
Block 12.3 18.0 14.1 4.8 14.6 16.5 16.0
MD.W 14.5 10.3 6.7 2.7 10.4 10.4 14.1
MD.WX.Full 20.1 11.5 11.2 9.7 11.5 11.5 11.8
MD.X 6.4 11.7 10.2 8.3 9.9 11.8 10.0
MD.X.Full 15.5 15.5 13.7 10.2 13.7 13.5 8.1
500 None 13.6 23.2 15.7 13.5 15.5 15.7 15.1
Block 25.9 28.8 21.7 10.6 23.3 21.6 19.8
MD.W 10.2 19.7 12.4 3.0 19.7 19.7 20.9
MD.WX.Full 23.2 28.6 22.7 13.6 26.5 26.3 17.4
MD.X 8.3 17.5 15.6 15.6 15.8 17.4 15.5
MD.X.Full 18.8 15.5 15.3 11.9 15.3 16.9 15.1
500 GARCH.t 250 None 7.9 6.9 7.1 6.5 6.7 7.9 7.4
Block 9.0 9.0 8.9 6.9 9.4 10.4 9.9
MD.W 12.4 7.2 6.9 5.6 6.9 7.1 6.6
MD.WX.Full 6.7 8.2 7.8 7.2 8.1 8.5 7.9
MD.X 3.3 3.2 3.3 2.9 2.9 3.1 3.0
MD.X.Full 5.6 4.8 4.7 5.6 5.2 5.8 5.8
500 None 6.3 7.2 7.4 7.7 6.9 7.5 7.8
Block 13.5 8.5 9.0 8.0 8.4 9.1 9.5
MD.W 3.4 6.1 7.0 6.0 6.3 6.6 6.9
MD.WX.Full 6.6 6.7 7.6 8.9 7.1 7.1 8.5
MD.X 4.2 4.8 4.9 4.8 4.9 4.5 4.5
MD.X.Full 5.3 5.1 6.1 6.3 5.6 5.7 6.4
GARCH.EVT 250 None 10.1 8.8 8.3 7.2 8.8 9.8 8.5
Block 11.5 12.6 10.8 7.2 13.6 13.3 11.5
MD.W 15.3 8.7 7.2 5.9 8.1 8.2 8.8
MD.WX.Full 9.4 10.5 9.6 6.0 9.1 9.5 8.2
MD.X 4.7 3.5 3.4 3.2 3.7 3.6 3.5
MD.X.Full 7.8 7.1 7.2 6.6 7.7 6.7 5.6
500 None 8.5 8.7 8.9 7.6 7.8 7.6 5.9
Block 16.1 10.9 11.9 8.3 10.2 10.0 9.2
MD.W 4.7 8.6 8.5 6.5 7.7 7.8 6.2
MD.WX.Full 8.4 9.4 8.6 6.5 8.1 8.3 7.6
MD.X 4.8 4.3 4.1 3.7 4.2 4.1 3.9
MD.X.Full 6.6 6.3 6.2 4.7 5.9 5.3 5.0
Table 20: Rejection rates for various good realized PIT estimation methods and various
tests in the dynamic backtesting experiment. The data-generating mechanism for the losses
is the GARCH.t process. Models are refitted after 10 days. Results are based on 1000
replications, with α1 = 0.975 and α2 = 0.9995.
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n2 F̂ n ITT | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
250 GARCH.norm 250 None 25.3 21.9 31.2 37.3 39.0 40.1 47.4
Block 22.0 25.8 29.4 36.8 37.3 41.6 45.7
MD.W 26.2 23.7 23.6 23.5 22.0 22.1 29.2
MD.WX.Full 30.7 26.8 33.2 39.2 29.4 35.4 39.3
MD.X 15.2 19.3 17.9 20.1 17.9 22.0 24.0
MD.X.Full 18.3 18.2 20.5 24.5 22.7 30.1 34.2
500 None 43.0 40.7 50.7 57.4 53.4 63.2 68.7
Block 44.9 46.7 47.8 57.0 53.4 66.9 70.4
MD.W 27.0 35.3 37.4 32.2 39.4 45.1 56.5
MD.WX.Full 44.0 45.8 58.1 64.4 54.9 64.3 62.7
MD.X 30.4 27.0 31.3 41.2 37.7 43.3 47.2
MD.X.Full 36.4 29.1 40.9 49.3 49.2 58.6 60.9
ARCH.t 250 None 25.2 33.3 27.0 28.7 27.2 27.4 34.8
Block 25.7 33.7 29.6 27.4 33.6 33.4 35.0
MD.W 29.4 29.2 25.5 25.0 29.1 29.1 34.8
MD.WX.Full 27.5 36.5 31.2 25.9 31.3 29.5 33.6
MD.X 30.1 39.7 39.7 37.9 39.6 39.6 41.4
MD.X.Full 49.7 53.1 53.2 53.1 53.1 51.2 49.5
500 None 29.1 34.8 34.5 38.5 33.0 34.9 35.1
Block 41.4 39.9 40.9 29.7 43.1 41.3 48.2
MD.W 35.3 43.3 35.9 31.6 43.3 43.3 50.3
MD.WX.Full 47.2 51.0 54.5 49.0 55.0 56.7 53.3
MD.X 46.7 65.5 69.1 67.4 68.9 63.6 61.9
MD.X.Full 82.4 84.2 85.8 85.7 82.2 82.3 82.0
500 GARCH.norm 250 None 20.5 19.7 25.1 33.6 27.4 33.4 38.0
Block 17.8 22.6 25.2 29.9 29.7 34.7 37.1
MD.W 21.1 17.4 16.8 18.4 17.8 19.5 24.6
MD.WX.Full 18.2 20.4 26.0 32.1 25.2 28.9 31.4
MD.X 5.2 6.1 8.7 12.1 10.8 13.9 17.8
MD.X.Full 12.8 13.0 16.8 23.4 19.2 25.0 30.1
500 None 24.1 25.4 35.1 45.9 40.0 47.0 55.0
Block 29.6 28.2 36.7 42.9 39.5 46.5 52.1
MD.W 12.8 21.7 24.1 22.1 26.3 29.2 37.4
MD.WX.Full 23.7 24.8 35.3 44.9 35.7 41.4 46.4
MD.X 9.9 10.5 15.2 23.5 22.3 27.3 31.9
MD.X.Full 15.9 16.7 23.9 32.5 30.9 37.4 43.5
ARCH.t 250 None 23.5 36.0 24.7 23.1 25.7 25.6 31.9
Block 24.7 28.8 26.4 23.5 29.0 29.1 29.0
MD.W 28.9 24.9 22.1 19.6 24.9 24.6 27.5
MD.WX.Full 25.6 31.6 28.0 24.4 30.7 30.2 33.2
MD.X 24.9 32.2 32.0 30.3 32.1 31.5 31.6
MD.X.Full 51.6 55.5 53.5 51.3 51.5 50.9 51.5
500 None 30.2 40.1 35.9 30.9 34.7 34.7 35.8
Block 36.5 39.8 36.4 29.6 38.1 37.1 36.9
MD.W 28.2 36.3 32.8 26.8 36.0 35.5 39.8
MD.WX.Full 36.6 47.6 42.8 36.7 46.1 46.0 50.1
MD.X 44.6 58.4 57.8 57.1 58.6 58.2 58.0
MD.X.Full 81.2 83.1 82.1 80.9 80.5 80.5 80.6
Table 21: Rejection rates for various bad realized PIT estimation methods and various tests
in the dynamic backtesting experiment. The data-generating mechanism for the losses
is the GARCH.t process. Models are refitted after 10 days. Results are based on 1000
replications, with α1 = 0.975 and α2 = 0.9995.
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n2 F̂ n ITT | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
250 EWMA.HS 250 None 8.7 9.6 13.7 21.1 14.3 21.0 30.3
Block 15.2 17.9 18.8 20.9 21.7 26.2 33.6
MD.W 23.4 17.3 17.5 16.3 17.2 17.9 22.9
MD.WX.Full 10.7 14.8 17.8 23.5 16.3 19.2 26.2
MD.X 5.8 5.8 6.7 7.8 6.8 8.0 12.3
MD.X.Full 9.9 9.9 11.3 14.8 12.9 15.1 23.8
500 None 7.2 7.9 15.5 31.1 15.2 26.7 44.7
Block 26.4 19.7 24.4 29.9 24.3 33.1 46.7
MD.W 9.8 21.3 22.0 20.0 22.2 24.0 34.1
MD.WX.Full 12.6 18.6 24.4 32.8 21.7 26.5 38.8
MD.X 7.5 10.1 11.1 13.9 11.4 14.8 24.1
MD.X.Full 12.5 13.7 16.1 23.3 15.8 24.6 39.5
HS 250 None 36.8 46.3 43.1 46.6 41.2 45.2 54.9
Block 43.9 49.3 48.6 47.8 49.5 51.8 54.8
MD.W 48.4 47.4 44.7 43.8 47.4 48.4 51.7
MD.WX.Full 43.9 49.9 49.4 50.7 50.2 51.4 57.8
MD.X 39.5 49.9 50.8 52.5 50.5 51.8 54.2
MD.X.Full 71.4 74.4 75.0 75.1 74.7 75.4 77.9
500 None 45.1 52.4 57.0 64.2 57.2 62.8 71.9
Block 67.0 66.9 67.6 68.1 68.9 72.2 76.9
MD.W 55.9 68.4 67.0 63.5 69.5 70.5 75.5
MD.WX.Full 68.2 77.5 76.4 76.9 77.8 80.0 83.9
MD.X 66.6 79.5 80.6 81.2 79.5 81.6 83.7
MD.X.Full 94.2 94.8 94.9 95.3 94.8 95.1 96.0
500 EWMA.HS 250 None 7.7 7.3 7.5 10.4 8.3 10.7 16.2
Block 11.3 12.9 11.9 10.2 14.4 15.9 19.8
MD.W 18.0 12.0 10.6 9.6 11.4 11.7 13.1
MD.WX.Full 8.7 9.5 10.8 13.5 9.9 11.4 14.6
MD.X 5.4 4.8 5.2 5.6 5.6 6.0 7.3
MD.X.Full 6.8 7.4 8.8 10.4 8.9 9.4 13.3
500 None 4.6 4.5 6.7 10.0 5.9 9.8 17.2
Block 19.9 11.6 13.6 14.6 13.0 15.3 19.6
MD.W 5.9 11.0 12.9 11.7 11.1 11.5 15.7
MD.WX.Full 9.1 11.1 12.9 16.2 11.2 12.5 16.7
MD.X 7.6 7.8 8.2 9.3 7.8 8.7 11.2
MD.X.Full 11.8 11.7 12.6 13.7 11.1 12.9 17.5
HS 250 None 29.1 44.4 31.8 33.0 32.0 32.9 45.2
Block 34.8 37.7 36.8 35.0 38.2 39.4 41.2
MD.W 39.1 36.1 34.3 32.4 35.9 36.4 39.9
MD.WX.Full 35.5 40.5 38.9 37.5 40.0 40.2 44.7
MD.X 35.9 42.0 41.9 42.0 42.2 41.8 43.6
MD.X.Full 66.9 69.7 68.6 67.7 68.1 68.0 69.4
500 None 40.4 49.9 49.7 49.6 48.8 51.4 57.4
Block 54.9 60.4 56.3 50.9 59.4 59.9 63.6
MD.W 46.6 55.5 53.7 50.5 55.2 54.9 58.9
MD.WX.Full 56.9 66.9 62.2 59.1 66.4 66.4 73.0
MD.X 61.9 73.0 73.1 72.6 71.8 71.5 73.0
MD.X.Full 93.5 94.1 94.2 94.4 93.9 94.5 94.7
Table 22: Rejection rates for various industrial realized PIT estimation methods and var-
ious tests in the dynamic backtesting experiment. The data-generating mechanism for the
losses is the GARCH.t process. Models are refitted after 10 days. Results are based on
1000 replications, with α1 = 0.975 and α2 = 0.9995.
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6.5 Experiment three: Asymmetric GARCH process
The experimental design is similar to Section 6.3.1, except that we now use GJR-
GARCH of Glosten et al. (1993) as the data generating process. The motivation
for this experiment is due to the fact that we observed low rejection rate for the
EWMA.HS model in Section 6.4. We speculate that this is because the EWMA
process is somewhat similar to the standard GARCH process.
We will now assume that the model for financial returns takes the form
Rt = σtZt, σ
2
t = ϕ0 + (ϕ1 + ω1I{Rt−1<0})R
2
t−1 + θ1σ
2
t−1 , (6.6)
where (Zt) is an iid innovation distribution with zero mean and unit variance. We
will assume that (Zt) follows a (standardized) skewed Student-t distribution with ν
degrees of freedom and skewness parameter γ. The simulated losses (Lt) are given
by Lt = −Rt. We fit the model to the S&P index log-returns for the period January
2007 to December 2012 to obtain the parameter values ϕ1 = 6.398e−08, ω1 = 0.186,
θ1 = 0.897, ν = 8.043 and γ = 0.869.
Note that the value of γ means that the distribution of (Zt) is skewed to the left,
and hence the distribution of Lt is skewed to the right. Also, the value of ω1 means
that volatility reacts more to negative market shocks. To ensure that the process is
stationary with variance one, we set ϕ0 = 1 − κ, where κ is the persistence of the
process, and is given by κ = ϕ1 + γ1E (Z
2I{Z60}) + θ1 ≈ 0.998.
The test results are given in Table 23. As we would have expect, the rejection rates
of the tests for the industrial models are now larger when compared to those in
Table 22, especially for the EWMA.HS model when n = 500. Note that the increase
in rejection rates are due to the failure of the EWMA.HS and HS model in capturing
the dynamic of the losses. Recall from Section 4.4.2 that the rejection rates for the
HS model are not affected by the fatness in the tail of the data generating process.
122
n2 F̂ n ITT | test B99 SP.U SP.L SP.E.200 SP.UL SP.UE.200 PNS
250 EWMA.HS 250 None 12.8 12.4 17.9 26.4 16.5 24.1 35.7
Block 23.8 27.4 26.5 27.8 29.0 33.2 40.1
MD.W 35.3 29.2 28.6 26.6 28.4 29.4 33.2
MD.WX.Full 14.7 19.3 22.8 29.2 20.6 23.2 31.8
MD.X 9.7 10.7 12.3 14.9 12.7 15.0 19.0
MD.X.Full 20.0 20.8 23.6 27.2 23.1 27.0 33.3
500 None 8.4 11.6 19.5 33.0 17.1 28.0 47.8
Block 35.5 31.4 34.6 36.1 33.6 40.5 53.8
MD.W 18.6 34.4 34.6 30.3 34.9 36.5 48.2
MD.WX.Full 18.0 23.8 29.4 38.7 26.0 30.3 41.8
MD.X 12.9 16.0 18.4 21.5 17.9 21.6 30.8
MD.X.Full 33.0 34.0 37.2 44.5 37.3 43.3 53.4
HS 250 None 36.5 44.7 41.7 44.9 41.7 45.3 54.9
Block 43.7 48.8 48.5 47.0 49.8 52.3 55.7
MD.W 50.4 49.7 47.1 46.7 49.4 49.8 53.5
MD.WX.Full 43.8 49.9 50.2 50.8 50.6 51.7 56.9
MD.X 44.0 53.1 53.5 55.2 53.6 54.8 56.7
MD.X.Full 79.4 80.5 81.4 81.4 79.8 80.5 83.2
500 None 45.9 50.8 55.7 63.0 57.8 64.6 72.2
Block 69.7 68.2 69.3 70.0 71.4 73.8 78.1
MD.W 62.0 72.1 70.8 67.5 72.4 73.1 78.8
MD.WX.Full 68.0 76.1 76.1 76.7 76.5 78.7 82.9
MD.X 72.4 81.9 82.7 83.3 82.7 83.4 84.3
MD.X.Full 96.3 97.0 96.9 97.2 96.8 97.2 97.6
500 EWMA.HS 250 None 8.0 8.3 9.5 13.1 10.8 13.4 17.9
Block 16.6 19.3 17.1 15.6 20.5 21.9 27.0
MD.W 26.2 21.7 19.0 17.1 21.3 21.4 24.4
MD.WX.Full 11.7 13.7 15.0 16.3 13.0 13.9 17.5
MD.X 8.1 10.2 10.1 11.1 9.7 11.0 12.5
MD.X.Full 20.5 19.6 20.6 21.6 20.1 22.2 23.8
500 None 4.9 5.6 7.4 12.1 8.1 10.7 15.8
Block 30.9 22.9 23.8 21.4 23.9 26.0 30.4
MD.W 17.4 28.0 27.2 22.7 27.6 28.5 33.7
MD.WX.Full 13.4 16.0 17.4 19.5 16.5 18.2 21.9
MD.X 11.4 15.8 16.4 17.0 15.4 16.2 18.7
MD.X.Full 33.4 34.3 34.9 37.0 33.0 35.6 37.5
HS 250 None 32.8 53.2 34.7 35.9 35.3 36.7 52.5
Block 39.0 43.5 41.8 38.9 44.5 45.2 44.8
MD.W 43.3 43.0 40.5 38.6 42.7 42.9 46.1
MD.WX.Full 38.9 43.6 42.6 41.3 43.1 43.3 47.1
MD.X 41.7 50.5 50.2 50.1 50.0 50.3 50.5
MD.X.Full 79.2 82.3 80.1 79.4 80.2 79.9 80.9
500 None 45.8 53.2 53.8 54.9 52.7 55.8 59.9
Block 61.7 69.5 64.3 55.6 67.2 67.2 71.6
MD.W 54.5 64.2 60.8 56.6 64.2 64.1 66.1
MD.WX.Full 59.0 70.5 64.4 61.7 69.1 68.3 76.3
MD.X 69.9 80.6 80.3 80.0 79.3 79.5 80.2
MD.X.Full 97.2 97.8 97.5 97.5 97.3 97.5 97.4
Table 23: Rejection rates for various industrial realized PIT estimation methods and var-
ious tests in the dynamic backtesting experiment. The data-generating mechanism for the
losses is the GJR-GARCH process with skewed Student innovations. Models are refitted
after 10 days. Results are based on 1000 replications, with α1 = 0.975 and α2 = 0.9995.
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Chapter 7 Elicitability theory and model selection
We end the thesis with a chapter on elicitability theory and model selection, focusing
on the weighted scoring rule which we will describe later, since it bears close resem-
blance to the idea of weighted realized PIT values. In particular, we will compare
and rank competing forecast distributions based on elicitability theory.
To be able to rank forecast distributions, we will need to assign scores to them,
based on some function. In this chapter, we will use the convention that a smaller
score is associated to a better model. For a realized loss variable Lt ∈ R with
distribution Ft (which we assume to be continuous), suppose a forecaster quotes the
predictive distribution F̂t, then the expected score of the predictive distribution is
E
(
R(F̂t, Lt)
)
, where R(F, ·) is the scoring rule that takes value on the real line R.
The scoring rule R(F, ·) is said to be proper if E (R(Ft, Lt)) 6 E (R(F̂t, Lt)), and
strictly strictly if it is proper, and equality of the expectation implies that F̂t = Ft.
See for example, Gneiting & Raftery (2007) and the references therein for more
details on different types of proper scoring rules.
In many practical situations, we may be more interested in the evaluation of single-
valued point forecasts, rather than the entire forecast distribution. This is especially
true in the regulatory setting, where the regulators do not have full information on
the forecast distribution, but only have access to a limited set of data submitted by
banks. See Gneiting (2011) for more details on evaluation of different types of point
forecasts. In this chapter, we will focus on the evaluation of VaR.
7.1 Evaluation of VaR at a single level α
The Value at Risk at level α, denoted by VaRα,t = F
−1
t (α), is known to be elicitable.
This means that there exist some scoring function Sα(q, l) which takes input q ∈
R and l ∈ R, such that E (Sα(VaRα,t, Lt)) 6 E (Sα(q, Lt)) for all q. When the
inequality holds, we say that the function Sα(q, l) is consistent for VaRα,t, and it
is strictly consistent if it is consistent, and equality of the expectation implies that
q = VaRα,t. In other words, if Sα(q, l) is strictly consistent, we can obtain VaRα,t
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by minimizing the expected score with respect to q, with
VaRα,t = arg min
q∈R
E
(
Sα(q, Lt)
)
. (7.1)
Up to mild regularity conditions, the scoring function Sα(q, l) is consistent for VaR
at level α if and only if it is of the form
Sα(q, l) = I{l<q}(1− α)
(
s(q)− s(l))+ I{l>q}α(s(l)− s(q)) , (7.2)
for some non-decreasing function s. It is strictly consistent if s is strictly increasing.
See Thomson (1979) and Saerens (2000). Note that if Sα(q, l) is strictly consistent,
then linear transformations of Sα(q, l), denoted by
S˜α(q, l) = k Sα(q, l) + a(l) , (7.3)
for some constant k > 0 and some function a, are also strictly consistent. See Fissler
& Ziegel (2015).
The scoring function Sα(q, l) in (7.2) depends on the choice of function s, which
is not uniquely determine, since the only requirement is that we require s to be
non-decreasing. A popular choice would be to set s(x) = x, which leads to
Sα(q, l) = I{l<q}(1− α)
(
q − l)+ I{l>q}α(l − q) . (7.4)
In this case Sα(q, l) is known as the asymmetric piecewise linear (APL) scoring
function. Ehm et al. (2016) have shown that (7.2) can be rewritten in the Choquet-
type mixture representations
Sα(q, l) =
∫ ∞
−∞
Sα,β(q, l) dM(β), (7.5)
where M is some non-negative measure and
Sα,β(q, l) = I{l6β<q}(1− α) + I{q6β<l}α . (7.6)
Sα,β(q, l) is known as the elementary quantile scoring function at point β, and Sα(q, l)
is obtained by taking a weighted integral of the elementary quantile scoring function.
In particular, when M is the Lebesgue measure, Sα(q, l) in (7.5) becomes the APL
scoring function. Hence, (7.5) changes the problem of choosing the function s to one
of choosing the weight measure M .
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In this section, we will only consider the APL scoring function. It is easy to show
that the APL scoring function in (7.4) satisfies
∂E (Sα(q, Lt))
∂q
∣∣∣∣
q=F−1(α)
= 0 . (7.7)
Hence, according to Lambert et al. (2008) Definition 4 and Definition 5, the APL
scoring function is accuracy-rewarding. This means that for some q∗ ∈ R,
E (Sα(q
∗, Lt)) < E (Sα(q, Lt)) (7.8)
when either q < q∗ < F−1t (α) or F
−1
t (α) < q
∗ < q. Note that if Sα(q, Lt) is
accuracy-rewarding, it is easy to show that the linear transformation S˜α(q, Lt) in
(7.3) is accuracy-rewarding as well.
For a series of realized loss variables (L1, . . . , Ln) with corresponding m compet-
ing VaR forecast estimates (V̂aRα,1,k, . . . , V̂aRα,n,k) for k = 1, . . . ,m, the accuracy-
rewarding property of APL implies that we can evaluate the VaR forecast per-
formance by computing the average score S¯α,k =
1
n
∑n
t=1 Sα(V̂aRα,t,k, Lt), and the
forecast model which have the lowest average score should be preferred. If we wish
to find the best model for a given confidence level, we could use, for example, the
Diebold & Mariano (1995) test.
7.2 Diebold Mariano test
In this section we will summarize the Diebold & Mariano (1995) test with modifi-
cations suggested by Harvey et al. (1997), since the test is used extensively in the
simulation studies later.
For t = 1, . . . , n, suppose we have a series of score (St) computed using some forecast
distribution (F̂t) for (Lt), and another series of benchmark score (S0,t) computed
using some benchmark distribution (F̂0,t) for (Lt). We denote the score difference
by Dt = St − S0,t and its sample mean by D¯ = 1n
∑n
t=1Dt. We then construct the
hypothesis
H0 : E (D¯) 6 0 vs. H1 : E (D¯) > 0 . (7.9)
Under the assumption that the autocovariance function γ(h) = cov(Dt+h, Dt) equals
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zero for h > c for some cutoff point c, the variance of D¯ is given by
var(D¯) =
1
n
(
γ(0) +
2
n
c−1∑
h=1
(n− h) γ(h)
)
. (7.10)
To test the hypothesis in (7.9), the Diebold Mariano (DM) test is based on the Z-test
statistic
ZDB =
D¯
σˆD
, (7.11)
which is compared to a standard normal distribution, where σˆ2D is some estimator
for var(D¯) in (7.10). Diebold and Mariano propose using the estimator
σˆ2D =
1
n
(
γˆ∗(0) +
2
n
c−1∑
h=1
(n− h) γˆ∗(h)
)
, (7.12)
with γˆ∗(h) = n
n−h γˆ(h), where γˆ(h) is the sample ACF in (5.2). The DM test is
known to have poor size performance for moderate sample size n, especially when
c is large. To improve the finite-sample size performance of DM test, Harvey et al.
(1997) proposes to use the test statistic
THLN =
(
n+ 1− 2c+ n−1c(c− 1)
n
)1/2
ZDB , (7.13)
which is compared to a Student-t distribution with (n − 1) degrees of freedom,
where ZDB is the DM test statistic given in (7.11). In the following simulation
studies, we will base our tests using the test statistic THLN in (7.13). To obtain a
test of approximately size κ, we reject H0 in (7.9) when THLN > Fn−1(1− κ), where
Fν denotes the distribution of an ordinary Student-t distribution with ν degrees of
freedom.
7.3 Evaluation of the weighted integral of VaR at different levels using
a weighted scoring rule
Suppose we wish to evaluate the vector V̂aRα,t = (V̂aRα1,t, . . . , V̂aRαN ,t) for t =
1, . . . , n. Following the definition in Lambert et al. (2008), the score function for
a vector of VaR estimates of size N , denoted as Sα(q1, . . . , qN , l), taking inputs
qi ∈ R for i = 1, . . . , N and l ∈ R, is accuracy-rewarding if E (Sα(q∗1, . . . , q∗N , Lt)) <
E (Sα(q1, . . . , qN , Lt)) when for all i, either qi < q
∗
i < F
−1
t (αi) or F
−1
t (αi) < q
∗
i < qi.
According to Theorem 5 in Lambert et al. (2008), the sum of accuracy-rewarding
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score functions is accuracy-rewarding, i.e.
Sα(q1, . . . , qN , l) =
N∑
i=1
ki Sαi(qi, l) , ki > 0 , (7.14)
is accuracy-rewarding if Sαi(qi, l), for i = 1, . . . , N , are accuracy-rewarding. We will
consider the APL scoring function, where Sαi(qi, l) is defined in (7.4).
To evaluate the forecast distribution F̂t for loss Lt in the range [α1, αN ], we set qi =
F̂←t (αi), for i = 1, . . . , N , to be the generalized inverse of the forecast distribution F̂t,
where the generalized inverse function is defined in (3.2), and consider the sequence
of evenly spaced levels α1, . . . , αN . In the continuous limit as N → ∞, we obtain
the weighted scoring rule
Rg(F̂t, Lt) =
∫ αN
α1
g(u)Su
(
F̂←t (u), Lt
)
du , (7.15)
where g is some weight function satisfying Assumption 3.1. Note that when Sα(q, l) is
the APL scoring function, the weighted scoring rule (7.15) is similar to the weighted
version of the continuous ranked probability score (CRPS) defined in Gneiting &
Ranjan (2011). The CRPS is a proper scoring rule, and is defined as
CRPS(F̂t, Lt) =
∫ ∞
−∞
(
F̂t(x)− I{Lt6x}
)2
dx
=
∫ 1
0
QSu(F̂
−1
t (u), Lt) du , (7.16)
and the weighted version is
∫ 1
0
g(u) QSu(F̂
−1
t (u), Lt) du, for some non-negative weight
function g, and QSu(F̂
−1
t (u), Lt) = 2(I{Lt6F̂−1t (u)} − u)(F̂
−1
t (u) − Lt). The main
difference between Rg(F̂t, Lt) in (7.15) and the weighted CRPS is in the range which
we take the integral.
7.4 Evaluation of VaR using weighted scoring rule in the case of limited
data
In order to evaluate the weighted scoring rule (7.15), we require the knowledge of
the forecast distribution F̂t, which the tester may not have access to. This is the
case for example when the tester is the regulator. Clearly, elicitability theory is
much less useful in such cases. Nevertheless, the regulators may have access to the
realized losses (Lt), and may have some views on suitable models for (Lt). In this
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section, we assume that the tester have access to a set of realized PIT values, with
the corresponding realized losses (Lt), and two sets of VaR estimates at the 97.5%
and 99% level. The tester will try to create a proxy model for the (unknown) forecast
model F̂t used by the banks using these sets of data, and compare the proxy model
with a benchmark model.
The proxy model should be fairly flexible to allow for a wide range of possible forecast
models F̂t. For simplicity, we will construct a proxy model by assuming that (Lt)
has the structure
Lt = σtZt , (7.17)
where σt is a pre-visible constant, and (Zt) are iid innovations with mean zero and
unit variance. We denote by F ∗t the proxy distribution for F̂t, and we will assume
that (Zt) are iid skewed Student-t with ν degrees of freedom and shape parameter
ξ, scaled to have zero mean and unit variance. We denote the distribution function
of the standardized skewed Student-t by F˜ν,ξ, and we set
σt =
Lt
F˜−1ν,ξ (Pt)
, (7.18)
and the proxy model is given by
F ∗t (x) = F˜ν,ξ
(
x
σt
)
. (7.19)
We can then solve for ν and ξ simultaneously using the equations
V̂aR0.975,t
Lt
− F˜
−1
ν,ξ (0.975)
F˜−1ν,ξ (Pt)
= 0 , (7.20)
V̂aR0.99,t
Lt
− F˜
−1
ν,ξ (0.99)
F˜−1ν,ξ (Pt)
= 0 . (7.21)
We will refer to the weighted scoring rule in (7.15) where we replace F̂t with the proxy
model F ∗t as the proxy weighted scoring rule. Note that we could consider other form
of proxy models. For example, we could assume (Zt) to have a generalized hyperbolic
distribution, we could use a semi-parametric model based on Extreme Value Theory.
7.4.1 Simulation studies
We will now conduct simulations studies to better understand the scoring function
and weighted scoring rule in (7.2) and (7.15), and the proxy weighted scoring rule
described in Section 7.4. We will conduct three separate experiments.
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In the first experiment, we will confirm the accuracy-rewarding property of the
APL score at a single level α. The structure of the experiment will be based on a
static data generating process, where the forecast models will not contain parameter
estimation error.
The structure of the second experiment will also be based on a static data generating
process, however, the forecast models will now contain parameter estimation error.
The structure of the third experiment will be similar to the second experiment,
except that the data generating process will be based on a GARCH process. For
each of the second and third experiment, we will analyze the performance of the
APL score in (7.2) at a single level, the weighted scoring rule in (7.15) based on the
APL scoring function, and the proxy weighted scoring rule described in Section 7.4
based on the APL scoring function.
7.4.2 Experiment one: Static DGP, no parameter estimation error
The motivation of the first experiment is to confirm the accuracy-rewarding property
of the APL score at a single level α.
The structure of the experiment is similar to Section 4.1.1, except that the true
distribution Ft is always the skewed Student-t distribution of Fernandez & Steel
(1998) with 3 degrees of freedom and a skewness parameter γ = 1.2, standardized
to have zero mean and unit variance.
For the forecast models F̂t, we consider the Student-t distribution with three and
five degrees of freedom, scaled to have unit variance, denoted by t3 and t5, and the
standard normal distribution.
For each simulation, we compute the average score S¯α =
1
n
∑n
t=1 Sα(V̂aRα,t, Lt).
We also compute the average benchmark score using the VaR of the true model,
which we denote by S¯α,0 =
1
n
∑n
t=1 Sα(VaRα,t, Lt). The score difference and its
sample mean are denoted respectively by Dα,t = Sα(V̂aRα,t, Lt) − Sα(VaRα,t, Lt)
and D¯α =
1
n
∑n
t=1Dα,t. We repeat 1, 000 times to obtain an estimate of the mean
and standard deviation of D¯α, which is shown in Table 24. In addition, we also
show the rejection rate when the Diebold & Mariano (1995) test with modifications
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suggested by Harvey et al. (1997), as described in Section 7.2, is applied to the series
(Dα,t). The null and alternate hypothesis of the Diebold Mariano (DM) test is
H0 : E (D¯α) 6 0 vs. H1 : E (D¯α) > 0 . (7.22)
Note that a one sample t-test will give similar results to the DM test for this ex-
periment, since the data generating process and forecast distributions are serially
independent.
From Table 24, we see that for the levels α = 0.975 and α = 0.99, the ranking of the
mean of D¯α is consistent with the results in Table 3, in the sense that VaR forecasts
that are further away from the true VaR will give a larger score, which confirms
the accuracy-rewarding property of the APL scoring function. For example, at
level α = 0.975, the VaR of the standardized Student-t5 distribution is closest to
the VaR of the standardized skewed Student-t5 distribution, whereas the VaR of
the standardized Student-t3 is furthest away. Also, the rankings of the standard
deviation of D¯α and the DM rejection rate is the same as the rankings of the mean
of D¯α.
Result Type F̂t | α 0.9750 0.9900 0.9995
Mean of D¯α t3 0.07 (3) 0.07 (1) 0.02 (1)
t5 0.00 (1) 0.08 (2) 0.19 (2)
Normal 0.01 (2) 0.25 (3) 0.93 (3)
Standard Deviation of D¯α t3 3.34 (3) 3.88 (1) 2.34 (1)
t5 0.83 (1) 4.05 (2) 8.15 (2)
Normal 1.33 (2) 7.30 (3) 18.09 (3)
DM Rejection rate t3 12.3 (3) 10.1 (1) 0.6 (1)
t5 5.0 (1) 10.7 (2) 2.8 (2)
Normal 6.1 (2) 24.2 (3) 41.4 (3)
Table 24: The estimated mean and standard deviation of D¯α, and the Diebold Mariano test
rejection rate, at varying levels α. The DGP is based on a skewed Student-t distribution.
Results are in % and obtained using 1000 simulations. The values in the brackets are the
rankings in ascending order.
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7.4.3 Experiment two: Static DGP, with parameter estimation error
The second experiment is similar to the previous experiment, except that we now
include parameter estimation error. The true distribution Ft is the skewed Student-t
distribution with 3 degrees of freedom and a skewness parameter γ = 1.2, standard-
ized to have zero mean and unit variance.
The forecast models F̂t will assume that (Lt) has the structural form
Lt = µ+ σZt , (7.23)
where Zt are iid innovations with zero mean and unit variance. We consider three
possibilities for the distribution of Zt for the forecast models, the normal distribution,
Student-t distribution (denoted as t), skewed Student-t distribution (denoted as st),
all standardized to have zero mean and unit variance. Parameter estimates are
obtained using a rolling window of size n2 = 500. Additionally, we also consider the
historical simulation (HS) model in (4.21), with rolling window of size n2 = 250 and
n2 = 500, which we denote by HS.250 and HS.500 respectively. For the HS models,
we estimate V̂aRα,t using (4.25).
We first look at the results of the APL score at a single level, which are shown in
Table 25. We observe that the D¯α of the skewed Student-t model, which assumes
the correct structural form, always has the lowest mean and standard deviation.
However, this ranking is not reflected in the DM rejection rate at level α = 0.99 and
α = 0.9995. In particular, the skewed Student-t model has a much higher rejection
rate at level α = 0.9995 compared to the Student-t and HS models. This is because,
in the presence of parameter estimation error, at very high levels α, the variance
of the series (Dα,t) of certain forecast models (for example, the Student-t and HS
models in this experiment) is very large, which results in a small DM test statistic.
In other words, even though the accuracy-rewarding property still holds, when the
level α is large, the DM test cannot rank the forecast models reliably.
We now look at the results of the weighted APL score (7.15). We will consider
the uniform, linear and exponential weight function described in Section 3.4.3, nor-
malized to have unit area. For each simulation, we estimate the average score
R¯g =
1
n
∑n
t=1 Rg(F̂t, Lt). We also estimate the average benchmark score using the
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Result Type F̂t | α 0.9750 0.9900 0.9995
Mean of D¯α st 0.05 (1) 0.06 (1) 0.04 (1)
t 0.18 (5) 0.15 (3) 0.06 (2)
Normal 0.17 (3) 0.41 (5) 1.06 (5)
HS.500 0.09 (2) 0.13 (2) 0.22 (3)
HS.250 0.17 (3) 0.22 (4) 0.45 (4)
Standard Deviation of D¯α st 2.73 (1) 3.21 (1) 2.63 (1)
t 5.30 (5) 5.55 (3) 3.88 (2)
Normal 4.70 (3) 9.14 (5) 19.34 (5)
HS.500 3.52 (2) 4.48 (2) 8.39 (3)
HS.250 5.02 (4) 6.19 (4) 12.48 (4)
DM Rejection Rate st 14.4 (1) 15.6 (2) 23.9 (4)
t 23.1 (4) 14.3 (1) 3.9 (1)
Normal 21.9 (3) 34.6 (5) 52.7 (5)
HS.500 19.6 (2) 21.6 (3) 6.7 (2)
HS.250 27.9 (5) 28.3 (4) 9.2 (3)
Table 25: The estimated mean and standard deviation of D¯α, and the Diebold Mariano test
rejection rate, at varying levels α. The DGP is based on a skewed Student-t distribution.
Results are in % and obtained using 1000 simulations. The values in the brackets are the
rankings in ascending order.
true model, which we denote by R¯g,0 =
1
n
∑n
t=1Rg(Ft, Lt). The score difference
and its sample mean is denoted respectively by Dg,t = Rg(F̂t, Lt) − Rg(Ft, Lt) and
D¯g =
1
n
∑n
t=1Dg,t. We repeat 1, 000 times to obtain an estimate of the mean and
standard deviation of D¯g, as well as the rejection rate of the DM test applied to the
series (Dg,t), which is shown in Table 26.
From Table 26, we see that the accuracy-rewarding property continues to hold true,
in the sense that the mean of the D¯g for the skewed Student-t forecast model is
always the smallest, and models that we expect to poorly estimate the tail of the
distribution have relatively larger score. By taking a weighted integral of the APL
score, the score difference (Dg,t) can take on a wider range of values, and its variance
can be better estimated, which leads to a more reliable DB test. In particular, for
the uniform weighting, the ranking of the DB test rejection rates is similar to the
ranking of the mean of D¯g, with exception to the case when F̂t is the HS models
(for example, the rejection rate when F̂t is HS.250 is larger than when F̂t is normal,
even though HS.250 has a lower score). The reliability of the DB test gets worse as
we place more weight in the tail.
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Result Type F̂t | weight Uniform Linear Exponential
Mean of D¯g st 0.05 (1) 0.05 (1) 0.05 (1)
t 0.15 (3) 0.14 (2) 0.12 (2)
Normal 0.41 (5) 0.54 (5) 0.70 (5)
HS.500 0.12 (2) 0.14 (2) 0.17 (3)
HS.250 0.24 (4) 0.28 (4) 0.33 (4)
Standard Deviation of D¯g st 2.65 (1) 2.76 (1) 2.84 (1)
t 4.76 (3) 4.72 (3) 4.64 (3)
Normal 8.12 (5) 10.18 (5) 12.62 (5)
HS.500 3.53 (2) 3.87 (2) 4.44 (2)
HS.250 5.01 (4) 5.52 (4) 6.43 (4)
DM Rejection rate st 18.2 (1) 16.8 (2) 16.5 (2)
t 19.5 (2) 14.1 (1) 8.6 (1)
Normal 45.6 (4) 51.3 (4) 55.9 (5)
HS.500 35.6 (3) 37.9 (3) 36.2 (3)
HS.250 53.0 (5) 53.8 (5) 47.2 (4)
Table 26: The estimated mean and standard deviation of D¯g, and the Diebold Mariano
test rejection rate, at varying weight functions. The DGP is based on a skewed Student-t
distribution. Results are in % and obtained using 1000 simulations. The values in the
brackets are the rankings in ascending order.
We now consider the proxy weighted scoring rule based on Section 7.4. For each
simulation, we estimate the proxy average score R¯∗g =
1
n
∑n
t=1Rg(F
∗
t , Lt), where
F ∗t is the proxy model estimated using methods described in Section 7.4. The
required set of data, i.e. the realized PIT values, and two sets of VaR estimates at
the 97.5% and 99% level, is computed using the forecast distribution F̂t, where F̂t
is estimated using a rolling window procedure of size n2 = 500. For the HS model
we consider rolling window of size n2 = 250 and n2 = 500, which we denote by
HS.250 and HS.500 respectively. We also compute the proxy average benchmark
score using the true model, which we denote by R¯∗g,0 =
1
n
∑n
t=1Rg(F
∗
t,0, Lt), where
F ∗t,0 is the proxy model estimated using the true realized PIT values and true VaR.
The proxy score difference and its sample mean are denoted respectively by D∗g,t =
Rg(F
∗
t , Lt) − Rg(F ∗t,0, Lt) and D¯∗g = 1n
∑n
t=1D
∗
g,t. We repeat 1, 000 times to obtain
an estimate of the mean and standard deviation of D¯∗g , as well as the rejection rate
of the DM test applied to the series (D∗g,t), which is shown in Table 27.
From Table 27, we see that the results when F̂t is normal, Student-t, and skewed
Student-t is very similar to those in Table 26. Compared to Table 26, the HS models
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have much worse score and higher DM test rejection rate. This is because the proxy
model structure that we use cannot capture the HS structure properly. Nevertheless,
it is clear that with a flexible proxy distribution for Lt, and with enough data, we
can still compare models using the weighted scoring rule (7.15), in the absence of
the knowledge of the full forecast distribution F̂t.
Result Type F̂t | weight Uniform Linear Exponential
Mean of D¯∗g st 0.05 (1) 0.05 (1) 0.05 (1)
t 0.16 (2) 0.14 (2) 0.12 (2)
Normal 0.66 (5) 0.81 (5) 0.99 (5)
HS.500 0.30 (3) 0.38 (3) 0.49 (3)
HS.250 0.39 (4) 0.49 (4) 0.62 (4)
Standard Deviation of D¯∗g st 3.38 (1) 3.62 (1) 3.93 (1)
t 5.88 (2) 6.11 (2) 6.43 (2)
Normal 16.42 (5) 19.30 (5) 22.88 (5)
HS.500 6.09 (3) 7.50 (3) 9.87 (3)
HS.250 6.79 (4) 8.16 (4) 10.25 (4)
DM Rejection rate st 18.3 (1) 18.0 (2) 18.3 (2)
t 19.7 (2) 13.2 (1) 7.5 (1)
Normal 45.3 (3) 51.4 (3) 55.4 (3)
HS.500 65.3 (4) 69.0 (4) 66.8 (4)
HS.250 71.3 (5) 75.6 (5) 76.7 (5)
Table 27: The estimated mean and standard deviation of D¯∗g , and the Diebold Mariano
test rejection rate, at varying weight functions, based on the weighted scoring rule when
we replace the forecast model F̂t with the proxy model F
∗
t estimated using available data
sets. The DGP is based on a skewed Student-t distribution. Results are in % and obtained
using 1000 simulations. The values in the brackets are the rankings in ascending order.
7.4.4 Experiment three: GARCH DGP, with parameter estimation er-
ror
The third experiment is similar to the experiments in the previous section, except
that (Lt) is now simulated from a GARCH(1,1) process with Student-t innovations.
The parameter estimates for the data generating process and the forecast models
that we consider is the same as those in Section 6.3.1. We set the sample size
n = 1000, and estimate parameters using rolling window of size n2 = 500. For the
HS and EWMA.HS model, we also consider n2 = 250. We denote by HS.250 and
EWMA.HS.250 the case when n2 = 250, and similarly HS.500 and EWMA.HS.500
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the case when n2 = 500. The experiment is repeated 1000 times.
We first consider the case of the single level APL score. Similar to the previous
section, we compute the APL average score difference D¯α using the forecast model
and true model (the Oracle), and estimate the mean and standard deviation of D¯α
via simulations. We also estimate the DM test rejection rates. The results are
shown in Table 28. The key observation here is that models which misspecified the
dynamics, namely the ARCH.t and HS models, are penalized much more heavily
than the models that underestimates the tail of the innovation distribution, namely
the GARCH.norm and EWMA.HS.250 models, resulting in a much higher DM test
rejection rate.
Recall the results in Table 21, where the rejection rate of the binomial test at level
α = 0.99 for the ARCH.t model is only slightly higher than for the GARCH.norm
model. To understand the cause of the difference in rejection rate of the DM test
using APL score versus the binomial test, we refer to Figure 12, which plots the
(Lt) of a particular simulation, and the corresponding VaR estimates of the Oracle,
GARCH.norm and ARCH.t forecast models. Notice that most of the time the
absolute difference between the VaR estimates of the ARCH.t and Oracle model
is much larger than the absolute difference between the GARCH.norm and Oracle
model. Regardless of direction, a large difference between the VaR estimates and
true VaR will result in a large APL score, hence, the APL score is very effective
in detecting misspecification in dynamics. On the other hand, the binomial test
rejection rate depends on the average exception rate. The ARCH.t model has periods
with high exception rate and periods with low exception rate. When taking averages,
the cancellation effect results in a much smaller test rejection rate.
Next, we look at the results of the weighted APL score in (7.15). Similar to the
previous section, we consider the uniform, linear and exponential weight function
normalized to have unit area, and estimate the mean and standard deviation of
the average weighted score difference D¯g, as well as the DM test rejection rates via
simulations. The results in shown in Table 29.
We see that the accuracy-rewarding property still holds, in the sense that the mean
of the D¯g for the GARCH.t forecast model is always the smallest. Similar to the
136
Result Type F̂t | α 0.9750 0.9900 0.9995
Mean of D¯α GARCH.t 0.0007 (1) 0.0005 (1) 0.0002 (1)
GARCH.norm 0.0010 (2) 0.0014 (2) 0.0021 (3)
ARCH.t 0.0214 (5) 0.0145 (5) 0.0023 (5)
EWMA.HS.500 0.0020 (3) 0.0018 (3) 0.0010 (2)
HS.500 0.0326 (7) 0.0207 (7) 0.0054 (6)
EWMA.HS.250 0.0026 (4) 0.0025 (4) 0.0022 (4)
HS.250 0.0265 (6) 0.0169 (6) 0.0078 (7)
Standard Deviation of D¯α GARCH.t 0.0331 (1) 0.0295 (1) 0.0147 (1)
GARCH.norm 0.0387 (2) 0.0504 (3) 0.0620 (5)
ARCH.t 0.2060 (5) 0.1638 (5) 0.0404 (3)
EWMA.HS.500 0.0550 (3) 0.0497 (2) 0.0372 (2)
HS.500 0.2456 (7) 0.1864 (7) 0.1088 (6)
EWMA.HS.250 0.0634 (4) 0.0576 (4) 0.0592 (4)
HS.250 0.2217 (6) 0.1758 (6) 0.1378 (7)
DM Rejection rate GARCH.t 15.6 (2) 13.5 (2) 16.9 (4)
GARCH.norm 14.4 (1) 11.8 (1) 9.1 (2)
ARCH.t 86.8 (5) 76.3 (5) 61.9 (7)
EWMA.HS.500 27.0 (3) 34.3 (3) 8.7 (1)
HS.500 91.1 (7) 83.2 (7) 22.7 (5)
EWMA.HS.250 34.3 (4) 38.4 (4) 11.6 (3)
HS.250 89.8 (6) 80.0 (6) 30.9 (6)
Table 28: The estimated mean and standard deviation of D¯α, and the Diebold Mariano test
rejection rate, at varying levels α. The DGP is based on a GARCH process with Student-t
innovations. Results are in % and obtained using 1000 simulations. The values in the
brackets are the rankings in ascending order.
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Figure 12: Lt of a particular realization (black line), and the corresponding VaR estimates
of the Oracle, GARCH.norm and ARCH.t forecast models.
observations in Table 28 for the single level APL scores, models that misspecify the
dynamics (ARCH.t and HS models) are penalized more heavily, resulting in a much
larger DM test rejection rate. We also observe that the DM test for the weighted
APL scores is more reliable compared to the DM test for APL scores at a single level,
in the sense that GARCH.t forecast model always has the lowest rejection rate.
One important observation here is that the DB test rejection rates for the HS and
EWMA.HS model are much higher than those observed in Table 22 in Section 6.4.
Recall also the results in Table 12 from Section 4.4.2 that most of the static tests,
with the exception of M.true, have great difficulty in rejecting the HS model when
estimation window n2 = 500. This suggest that bias-based tests as discussed in
Section 3.2 are more effective in rejecting the HS model than exception-based test.
The DB test for APL score difference has similar characteristics to an absolute
bias-based test since the APL score difference is large when the absolute difference
between the estimated VaR and true VaR (i.e. the absolute bias) is large, and vice
versa. Hence, we would expect that it would be able to detect models which system-
atically underestimates the true VaR. We cannot test the observed weighted APL
scores of the forecast distribution directly, since the distribution of the scores de-
pends on the true loss distribution Ft, which is not known. However, if our goal is
to select a suitable forecast model from a pool of models, making decisions based on
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the weighted APL score ranking will help us to avoid models with wrong dynamics
or HS models that are poorly calibrated.
Finally, we consider the proxy weighted scoring rule based on Section 7.4. Similar to
the previous section, for each simulation, we estimate the proxy average score, de-
noted by R¯∗g =
1
n
∑n
t=1 Rg(F
∗
t , Lt), and the proxy average benchmark score, denoted
by R¯∗g,0 =
1
n
∑n
t=1 Rg(F
∗
t,0, Lt), where F
∗
t,0 is the proxy model estimated using the true
realized PIT values and true VaR. The proxy score difference and its sample mean
are denoted respectively by D∗g,t = Rg(F
∗
t , Lt)− Rg(F ∗t,0, Lt) and D¯∗g = 1n
∑n
t=1D
∗
g,t.
We estimate the mean and standard deviation of D¯∗g , as well as the DM test re-
jection rates via simulations. The results are shown in Table 30. The conclusions
here are the same as those from Table 27, where the results for the forecast models
GARCH.t, GARCH.norm and ARCH.t is very similar to those in Table 29, whereas
the HS and EWMA.HS forecast models are penalized heavily (especially in terms
of DM rejection rates) as the proxy model structure that we use cannot capture the
HS structure properly.
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Result Type F̂t | weight Uniform Linear Exponential
Mean of D¯g GARCH.t 0.0006 (1) 0.0005 (1) 0.0004 (1)
GARCH.norm 0.0014 (2) 0.0016 (2) 0.0018 (3)
ARCH.t 0.0151 (5) 0.0123 (5) 0.0093 (5)
EWMA.HS.500 0.0017 (3) 0.0016 (3) 0.0015 (2)
HS.500 0.0223 (7) 0.0181 (7) 0.0137 (7)
EWMA.HS.250 0.0026 (4) 0.0025 (4) 0.0024 (4)
HS.250 0.0182 (6) 0.0150 (6) 0.0118 (6)
Standard Deviation of D¯g GARCH.t 0.0258 (1) 0.0239 (1) 0.0216 (1)
GARCH.norm 0.0432 (3) 0.0480 (4) 0.0533 (4)
ARCH.t 0.1559 (5) 0.1352 (5) 0.1101 (5)
EWMA.HS.500 0.0403 (2) 0.0366 (2) 0.0327 (2)
HS.500 0.1870 (7) 0.1650 (7) 0.1410 (7)
EWMA.HS.250 0.0476 (4) 0.0444 (3) 0.0421 (3)
HS.250 0.1685 (6) 0.1520 (6) 0.1366 (6)
DM Rejection rate GARCH.t 15.8 (1) 14.9 (1) 14.4 (1)
GARCH.norm 16.4 (2) 15.2 (2) 14.8 (2)
ARCH.t 83.0 (5) 79.6 (5) 74.8 (5)
EWMA.HS.500 37.2 (3) 41.9 (3) 46.7 (3)
HS.500 88.0 (6) 85.0 (6) 81.2 (7)
EWMA.HS.250 51.7 (4) 57.1 (4) 57.5 (4)
HS.250 88.6 (7) 85.0 (6) 79.6 (6)
Table 29: The estimated mean and standard deviation of D¯g, and the Diebold Mariano
test rejection rate, at varying weight functions. The DGP is based on a GARCH process
with Student-t innovations. Results are in % and obtained using 1000 simulations. The
values in the brackets are the rankings in ascending order.
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Result Type F̂t | weight Uniform Linear Exponential
Mean of D¯∗g GARCH.t 0.0006 (1) 0.0005 (1) 0.0004 (1)
GARCH.norm 0.0014 (2) 0.0016 (2) 0.0019 (2)
ARCH.t 0.0151 (5) 0.0123 (5) 0.0093 (5)
EWMA.HS.500 0.0036 (3) 0.0041 (3) 0.0045 (3)
HS.500 0.0246 (7) 0.0218 (7) 0.0190 (7)
EWMA.HS.250 0.0039 (4) 0.0045 (4) 0.0051 (4)
HS.250 0.0207 (6) 0.0191 (6) 0.0176 (6)
Standard Deviation of D¯∗g GARCH.t 0.0258 (1) 0.0239 (1) 0.0216 (1)
GARCH.norm 0.0435 (2) 0.0483 (2) 0.0535 (2)
ARCH.t 0.1559 (5) 0.1352 (5) 0.1101 (5)
EWMA.HS.500 0.0617 (4) 0.0629 (4) 0.0676 (4)
HS.500 0.2029 (7) 0.1936 (7) 0.1856 (6)
EWMA.HS.250 0.0548 (3) 0.0570 (3) 0.0631 (3)
HS.250 0.1902 (6) 0.1871 (6) 0.1863 (7)
DM Rejection rate GARCH.t 15.8 (1) 14.9 (1) 14.4 (1)
GARCH.norm 17.8 (2) 16.3 (2) 15.4 (2)
ARCH.t 83.0 (5) 79.6 (4) 74.8 (3)
EWMA.HS.500 70.6 (3) 78.5 (3) 81.0 (4)
HS.500 93.1 (7) 92.4 (6) 91.4 (6)
EWMA.HS.250 76.8 (4) 85.2 (5) 89.2 (5)
HS.250 91.8 (6) 92.4 (6) 92.3 (7)
Table 30: The estimated mean and standard deviation of D¯∗g , and the Diebold Mariano
test rejection rate, at varying weight functions, based on the weighted scoring rule when we
replace the forecast model F̂t with the proxy model F
∗
t estimated using available data sets.
The DGP is based on a GARCH process with Student-t innovations. Results are in % and
obtained using 1000 simulations. The values in the brackets are the rankings in ascending
order.
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Chapter 8 Summary
We have summarized the general concepts of hypothesis testing in Chapter 2, which
laid the groundwork to better understand the backtests described in Chapter 3 and
Chapter 5. The main contribution in Chapter 3 is the introduction of the framework
for testing weighted transformations of the realized PIT values, which nests many of
the traditional VaR and realized PIT tests in existing literature. The key advantage
of the framework is that it is very flexible as it allows the testers to assign weights that
reflect their risk management objectives. We have also introduced the probitnormal
score test, which is closely related to the Berkowitz (2001) test, but is a much more
flexible test since it can be easily extended to explicitly test for serial independence.
In Chapter 4, we conduct simulation studies on the tests described in Chapter 3. The
key findings are that the multinomial tests, which are the extensions of the binomial
tests, are more powerful in detecting misspecified forecast distributions. For the
spectral tests, since the misspecified forecast distributions that we have chosen have
increasing VaR exception rate bias towards the tail of the distribution, spectral tests
which place more weight towards the tail are more powerful. The bispectral tests
are more powerful than the spectral tests as they contain correlation information
between two spectral tests. Effectively, they test for more moments in the tail.
We also find that exception-based tests have great difficulty in detecting poorly
calibrated HS models, despite of their large VaR bias in the tail of the distribution.
This observation is consistent with the findings in Pritsker (2006).
A further advantage of the general framework introduced in Chapter 3 is that it can
be easily be extended to allow for explicit testing for serial independence. We have
shown how to do this in Chapter 5. In particular, we have introduced the block tests
and the martingale difference (MD) tests. Along with the Nass-type size correction,
the MD tests serve as a powerful tool to test for misspecification in the dynamics
of the forecast distributions. We have conducted simulation studies to understand
the size of these extensions in Chapter 6, and the power against different forms of
dynamic misspecification.
Finally, some existing and new ideas based on elicitability theory are explored in
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Chapter 7. We find that the weighted scoring rule that we consider, which is similar
to the weighted CRPS score of Gneiting & Ranjan (2011), produces more reliable
Diebold & Mariano (1995) test results. Since the weighted scoring rule is sensitive
to VaR bias, these tests are useful to complement the exception-based tests to better
detect poorly calibrated HS models.
Although we have developed the framework to cater for different risk management
objectives, we have made no specific recommendations as to how to use the frame-
work. A general rule of thumb is that the choice of weight functions should reflect
the risk management objectives. For example, for Basel III, where the risk measure
of interest is the VaR at the 97.5% and 99% levels, and ES at the 97.5% level, a bis-
pectral test with decreasing/increasing weight functions in the range (0.975, 0.9995)
may work well. See Gordy et al. (2017) for more details. For Solvency II, where
the risk measure of interest is the one-year VaR at the 99.5% level, we recommend
the probitnormal score test in the range (0.985, 0.995). This test have better size
performance compared to the binomial test at the 99.5% level, while still placing an
adequately large weight at the 99.5% level. The trade-off of specificity to the risk
objective for a better size performance is important in this case as the sample size
of the data-sets available are usually very small due to the use of one-year VaR.
For the dynamic tests in Chapter 5, based on the results from the simulation studies
in Chapter 6, the broad recommendation is to use a one-week lag period (setting
h = 4 for the conditional tests or B = 5 for the block tests), and using the factor
described in (5.26) with β1 = 0.0005 and β2 = 0.9995 for the conditional tests.
However, if our goal is to improve an existing model, we may wish to have a test
that is as powerful as possible in detecting poor models. One way to do this may
be to automate the choice of the lag period based on past ACF information.
Possible future work includes extending the framework to a multivariate setting,
which may be useful for banks that want to backtest outputs of multiple trading
desks simultaneously. The multivariate framework may also be useful for Solvency
II, since one way to compensate for small data-sets is to test the model on multiple
similar data-sets. While the Bonferroni test is straightforward to implement, the
bounds are too loose when the multiple data-sets are highly correlated, leading to
low power of the tests. Hence, a multivariate framework which allow the user to
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specify a correlation structure will be particularly useful.
From the results in Chapter 7, we found that tests based on elicitability theory
complement the exception-based tests well. It would be interesting to be able to
conduct both tests simultaneously while controlling family-wise error. A possible
starting point to allow for the complex correlation structure between multiple test
statistics would be to use bootstrap test statistics similar to the ideas found in, for
example, White (2000) and Hansen (2005).
Finally, financial institutions are usually interested in detecting model failure as
soon as possible. Another possible future work would be to apply the framework in
a statistical process control setting based on the work of, for example, Hawkins &
Zamba (2005).
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Appendix A Fisher information matrix for truncated pro-
bitnormal score test
The following identities are useful for dealing with the probitnormal distribution:∫ α2
α1
Φ−1(u)du = φ(Φ−1(α1))− φ(Φ−1(α2)) (A.1)∫ α2
α1
(
Φ−1(u)2 − 1) du = Φ−1(α1)φ(Φ−1(α1))− Φ−1(α2)φ(Φ−1(α2)). (A.2)
Let ξ(p | θ) = (Φ−1(p)− µ)/σ
− ∂
2
∂µ2
lnL(θ | Pt) =

φ(ξ(α1|θ))
(
φ(ξ(α1|θ))+ξ(α1|θ)Φ(ξ(α1|θ))
)
σ2Φ(ξ(α1|θ))2 Pt 6 α1,
1
σ2
α1 < Pt < α2,
φ(ξ(α2|θ))
(
φ(ξ(α2|θ))−ξ(α2|θ)Φ(ξ(α2|θ))
)
σ2Φ(ξ(α2|θ))2 Pt > α2.
(A.3)
− ∂
2
∂σ2
lnL(θ | Pt) =

φ(ξ(α1|θ))
(
ξ(α1|θ)2φ(ξ(α1|θ))+ξ(α1|θ)3Φ(ξ(α1|θ))−2ξ(α1|θ)Φ(ξ(α1|θ))
)
σ2Φ(ξ(α1|θ))2 Pt 6 α1,
3ξ(Pt|θ)2−1
σ2
α1 < Pt < α2,
φ(ξ(α2|θ))
(
ξ(α2|θ)2φ(ξ(α2|θ))−ξ(α2|θ)3Φ(ξ(α2|θ))+2ξ(α2|θ)Φ(ξ(α2|θ))
)
σ2Φ(ξ(α2|θ))2 Pt > α2.
(A.4)
− ∂
2
∂µ∂σ
lnL(θ | Pt) =

φ(ξ(α1|θ))
(
φ(ξ(α1|θ))ξ(α1|θ)−Φ(ξ(α1|θ))+ξ(α1|θ)2Φ(ξ(α1|θ))
)
σ2Φ(ξ(α1|θ))2 Pt 6 α1,
2ξ(Pt|θ)
σ2
α1 < Pt < α2,
φ(ξ(α2|θ))
(
φ(ξ(α2|θ))ξ(α2|θ)+Φ(ξ(α2|θ))−ξ(α2|θ)2Φ(ξ(α2|θ))
)
σ2Φ(ξ(α2|θ))2 Pt > α2.
(A.5)
For θ0 = (0, 1)
′
I(θ0)1,1 = φ(Φ
−1(α1))2/α1 + φ(Φ−1(α2))2/(1− α2)
+ φ(Φ−1(α1))Φ−1(α1)− φ(Φ−1(α2))Φ−1(α2) + (α2 − α1) (A.6)
I(θ0)2,2 = φ(Φ
−1(α1))2Φ−1(α1)2/α1 + φ(Φ−1(α1))Φ−1(α1)3
+ φ(Φ−1(α1))Φ−1(α1) + φ(Φ−1(α2))2Φ−1(α2)2/(1− α2)
− φ(Φ−1(α2))Φ−1(α2)3 − φ(Φ−1(α2))Φ−1(α2) + 2(α2 − α1) (A.7)
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I(θ0)1,2 = φ(Φ
−1(α1))2Φ−1(α1)/α1 + φ(Φ−1(α1))
(
1 + Φ−1(α1)2
)
+ φ(Φ−1(α2))2Φ−1(α2)/(1− α2)− φ(Φ−1(α2))
(
1 + Φ−1(α2)2
)
(A.8)
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Appendix B Conditional spectral and bispectral test statis-
tic variance
B.1 Using f(Pt) = W˜v,t to test for serial independence
We denote
W˜v1,t = Wv1,t − µv1 , (B.1)
W˜v2,t = Wv2,t − µv2 , (B.2)
L˜k,t = W˜v1,t W˜v1,t−k , (B.3)
W v1 =
1
n− h
n∑
t=h+1
W˜v1,t , (B.4)
W v2 =
1
n− h
n∑
t=h+1
W˜v2,t , (B.5)
Lk =
1
n− h
n∑
t=h+1
L˜k,t . (B.6)
Conditional spectral test. For notational simplicity, we assume v1 = v. It can
be shown that
var(S)
(n− h)2 = (Σ
−1
V )
2
1,1 var(W
2
v1
) + 2
h∑
k=1
(Σ−1V )1,1 (Σ
−1
V )k+1,k+1 cov(W
2
v1
, L2k)
+
h∑
k=1
(Σ−1V )
2
k+1,k+1 var(L
2
k)
+ I{h>2} 2
h−1∑
i=1
h∑
j=i+1
(Σ−1V )i+1,i+1 (Σ
−1
V )j+1,j+1 cov(L
2
i , L
2
j) . (B.7)
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Conditional bispectral test. It can be shown that
var(S)
(n− h)2 = (Σ
−1
V )
2
1,1 var(W
2
v1
) + (Σ−1V )
2
2,2 var(W
2
v2
) + 4 (Σ−1V )
2
1,2 var(W v1 W v2)
+ 2 (Σ−1V )1,1 (Σ
−1
V )2,2 cov(W
2
v1
,W 2v2)
+ 4 (Σ−1V )1,2
(
(Σ−1V )1,1 cov(W
2
v1
,W v1 W v2) + (Σ
−1
V )2,2 cov(W
2
v2
,W v1 W v2)
)
+ 2
h∑
k=1
(Σ−1V )1,1 (Σ
−1
V )k+2,k+2 cov(W
2
v1
, L2k)
+ 2
h∑
k=1
(Σ−1V )2,2 (Σ
−1
V )k+2,k+2 cov(W
2
v2
, L2k)
+ 2
h∑
k=1
(Σ−1V )1,2 (Σ
−1
V )k+2,k+2 cov(W v1 W v2 , L
2
k)
+
h∑
k=1
(Σ−1V )
2
k+2,k+2 var(L
2
k)
+ I{h>2} 2
h−1∑
i=1
h∑
j=i+1
(Σ−1V )i+2,i+2 (Σ
−1
V )j+2,j+2 cov(L
2
i , L
2
j) . (B.8)
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We can calculate
(n− h)4 var(W 2v1) = (n− h)(E (W˜ 4v1,t)− σ4v1) + 2(n− h)(n− h− 1)σ4v1 ,
(B.9)
(n− h)4 var(W 2v2) = (n− h)(E (W˜ 4v2,t)− σ4v2) + 2(n− h)(n− h− 1)σ4v2 ,
(B.10)
(n− h)4 var(W v1 W v2) = (n− h)(E (W˜ 2v1,tW˜ 2v2,t)− σ2v1,g2)
+ (n− h)(n− h− 1)(σ2v1σ2v2 + σ2v1,v2) , (B.11)
(n− h)4 cov(W 2v1 ,W 2v2) = (n− h)(E (W˜ 2v1,tW˜ 2v2,t)− σ2v1σ2v2)
+ 2(n− h)(n− h− 1)σ2v1,v2 , (B.12)
(n− h)4 cov(W 2v1 ,W v1 W v2) = (n− h)(E (W˜ 3v1,tW˜v2,t)− σ2v1σv1,v2)
+ 2(n− h)(n− h− 1)σ2v1σv1,v2 , (B.13)
(n− h)4 cov(W 2v2 ,W v1 W v2) = (n− h)(E (W˜v1,tW˜ 3v2,t)− σ2v2σv1,v2)
+ 2(n− h)(n− h− 1)σ2v2σv1,v2 , (B.14)
(n− h)4 cov(W 2v1 , L2k) = (2(n− h− k) + k)(E (W˜ 4v1,t)σ2v1 − σ6v1)
+ 2(n− h− k)(E (W˜ 3v1,t)2)
+ 4 max(n− h− 2k, 0)σ6v1 , (B.15)
(n− h)4 cov(W 2v2 , L2k) = (2(n− h− k) + k)(E (W˜ 2v1,tW˜ 2v2,t)σ2v1 − σ4v1σ2v2)
+ 2(n− h− k)(E (W˜ 2v1,tW˜ 2v2,t)
+ 4 max(n− h− 2k, 0)σ2v1σ2v1,v2 , (B.16)
(n− h)4 cov(W v1 W v2 , L2k) = (2(n− h− k) + k)(E (W˜ 3v1,tW˜v2,t)σ2v1 − σ4v1σv1,v2)
+ 2(n− h− k)E (W˜ 3v1,t)E (W˜ 2v1,tW˜v2,t)
+ 4 max(n− h− 2k, 0)σ4v1σv1,v2 , (B.17)
(n− h)4 var(L2k) = (n− h)(E (W˜ 4v1,t)2 − σ8v1)
+ 4 (n− h− k) E (W˜ 4v1,t)σ4v1
+ (2 (n− h)(n− h− 1)− 4 (n− h− k))σ8v1
+ 2 (n− h− k)(E (W˜ 4v1,t)σ4v1 − σ8v1) , (B.18)
(n− h)4 cov(L2i , L2j | j > i) = (6i+ 4((n− h)− (i+ j)) + 2(j − i))(E (W˜ 4v1,t)σ4v1 − σ8v1)
+ I{j=2i}(n− h− i)E (W˜ 3v1,t)2σ2v1
+ (n− h− j)σ8v1 . (B.19)
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Conditional binomial. This is a special case of the conditional spectral test, where
W˜v1,t = I{Pt>α} − (1− α). We can easily calculate
E (W˜ 3v1,t) = α(1− α)(α2 − (1− α)2) , (B.20)
E (W˜ 4v1,t) = α(1− α)(α3 + (1− α)3) , (B.21)
using the fact that W˜v1,t take values α with probability (1 − α), and (α − 1)
with probability α.
Conditional spectral and bispectral. In the continuous weighting case when
dvi(u) = gi(u) du with gi satisfying Assumption 3.1 for i = 1, 2, we can com-
puted E (W˜ pv1,t), E (W˜
p
v2,t) and E (W˜
p1
v1,t W˜
p2
v2,t) using the results in Lemma 3.4.
Conditional PNS. In the case when v1 and v2 are the PNS weight measures in
(3.80) and (3.81), we can computed E (W˜ pv1,t), E (W˜
p
v2,t) and E (W˜
p1
v1,t W˜
p2
v2,t)
using the results in Lemma 3.6.
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B.2 Using a generic factor f(Pt)− µf to test for serial independence
We denote Xt = f(Pt), X˜t = Xt−µX and σ2X = var(X˜t), where µf = E (Xt) and σ2X
are both evaluated under the assumption that (Pt) are iid uniform. The equations
are similar to those in Appendix B.1, except that we replace L˜k,t with
L˜k,t = W˜v1,t X˜t−k , (B.22)
and change the following equations accordingly:
(n− h)4 cov(W 2v1 , L2k) =
(
n− h− k)(E (X˜2t W˜ 2v1,t)σ2v1 − σ4v1σ2X)
+
(
n− h)(E (W˜ 4v1,t)σ2X − σ4v1σ2X)
+ 2(n− h− k)E (X˜2t W˜v1,t) E (W˜ 3v1,t)
+ 4 max(n− h− 2k, 0)σ2v1E (X˜t W˜v1,t)2 , (B.23)
(n− h)4 cov(W 2v2 , L2k) =
(
n− h− k)(E (X˜2t W˜ 2v2,t)σ2v1 − σ2v1σ2v2σ2X)
+
(
n− h)(E (W˜ 2v1,t W˜ 2v2,t)σ2X − σ2v1σ2v2σ2X)
+ 2(n− h− k)E (X˜2t W˜v2,t) E (W˜ 2v1,t W˜v2,t)
+ 4 max(n− h− 2k, 0) E (X˜t W˜v1,t) E (X˜t W˜v2,t) E (W˜v1,t W˜v2,t) ,
(B.24)
(n− h)4 cov(W v1 W v2 , L2k) =
(
n− h− k)(E (X˜2t W˜v1,t W˜v2,t)σ2v1 − σv1,v2σ2v1σ2X)
+
(
n− h)(E (W˜ 3v1,t W˜v2,t)σ2X − σv1,v2σ2v1σ2X)
+ (n− h− k)E (X˜2t W˜v1,t) E (W˜ 2v1,t W˜v2,t)
+ (n− h− k)E (X˜2t W˜v2,t) E (W˜ 3v1,t)
+ 2σv1,v2E (X˜t W˜v1,t) max(n− h− 2k, 0)
(
E (X˜t W˜v1,t) + σ
2
v1
)
,
(B.25)
(n− h)4 var(L2k) =
(
n− h)(E (W˜ 4v1,t) E (X˜4t )− σ4v1σ4X)
+ 4 (n− h− k) E (X˜2t W˜ 2v1,t)σ2v1σ2X
+
(
2 (n− h)(n− h− 1)− 4 (n− h− k))σ4v1σ4X
+ 2
(
n− h− k)(E (X˜4t )σ4v1 − σ4v1σ4X) , (B.26)
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and
(n− h)4 cov(L2i , L2j | j > i) = 2i(A+B + C)
+
(
(n− h)− (i+ j))(A+B + 2C)
+
(
j − i)(A+ C)
+ I{j=2i}(n− h− i)E (X˜3t )E (W˜ 3v1,t)E (X˜t W˜v1,t)
+ (n− h− j)E (X˜t W˜v1,t)2 σ2v1σ2X , (B.27)
where we denote
A = E (W˜ 4v1,t)σ
4
X − σ4v1σ4X , (B.28)
B = E (X˜4t )σ
4
v1
− σ4v1σ4X , (B.29)
C = E (X˜2t W˜
2
v1,t
)σ2v1σ
2
X − σ4v1σ4X . (B.30)
In the case where Xt = f
∗(P˜t), where f ∗(P˜t) is defined by (5.26) in Section 5.2.4, we
can calculate µX =
[−1
2
(1− u)2]β2
u=β1
based on the results from Section 3.4.3, and
E (X˜pt ) for p > 2 can be calculated using the results in Lemma 3.4. We also need to
calculate E (X˜t W˜vi,t), E (X˜
2
t W˜vi,t), E (X˜
2
t W˜
2
vi,t
) and E (X˜2t W˜v1,t W˜v2,t).
Recall from (5.27) that we can write
Xt = 2(Y1,t + Y2,t) , where Y1,t =
∫ γ2
γ1
I{Pt>u}du , and Y2,t =
∫ γ2
γ1
I{1−Pt>u}du ,
(B.31)
with γ1 =
1
2
(1 + β1), γ2 =
1
2
(1 + β2), and we chose β1 and β2 such that γ1 6 α1 and
γ2 > α2. Using the above relation, we can calculate
µY = E (Y1,t) = E (Y2,t) =
1
4
µX , (B.32)
σ2Y = var(Y1,t) = var(Y2,t) =
1
8
σ2X + µ
2
Y (B.33)
µY,2 = E (Y
2
1,t) = E (Y
2
2,t) = σ
2
Y + µ
2
Y . (B.34)
We denote Y˜1,t = Y1,t − µY and Y˜2,t = Y2,t − µY . Using the results
E (Y˜2,tWv,t) = E (Y˜2,tW˜v,t) = −µv µY , (B.35)
E (Y˜ 22,tWv,t) = µv µ
2
Y , (B.36)
E (Y˜ 22,t W˜v,t) = µv(2µ
2
Y − µY,2) , (B.37)
E (Y˜1,t Y˜2,t W˜v,t) = µY (µv µY − E (Y˜1,t W˜v,t)) , (B.38)
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for i = 1, 2, we can calculate
E (X˜t W˜vi,t) = 2(E (Y˜1,t W˜vi,t)− µvi µY ) , (B.39)
E (X˜2t W˜vi,t) = 4
(
E (Y˜ 21,t W˜vi,t) + µvi(2µ
2
Y − µY,2) + 2µY
(
µvi µY − E (Y˜1,t W˜vi,t)
))
,
(B.40)
E (X˜2t W˜
2
vi,t
) = 4
(
E (Y˜ 21,t W˜
2
vi,t
) + σ2viµ
2
Y − 2µY E (Y˜1,t W˜ 2vi,t)
)
, (B.41)
E (X˜2t W˜v1,t W˜v2,t) = 4
(
E (Y˜ 21,t W˜v1,t W˜v2,t) + µ
2
Y E (W˜v1,t W˜v2,t)− 2µY E (Y˜1,t W˜v1,t W˜v2,t)
)
.
(B.42)
For the calculations of E (Y˜ p1,t W˜
p1
v1,t W˜
p2
v2,t), we consider the following cases:
Conditional binomial. This is the case when W˜v1,t = I{Pt>α} − (1− α).
For the degenerate case when β1 = β2 = β for some β 6 α, we obtain Xt = I{P˜t>β},
and we can calculate directly
E (X˜pt W˜
p1
v1,t) = β (β − 1)p (α− 1)p1 + (β − α) βp (α− 1)p1 + (1− α) βp αp1 . (B.43)
Otherwise, assuming that γ1 < γ2, we can calculate
E (Y˜ p1,t W˜
p1
v1,t) = γ1(−µY )p (α− 1)p1 +
∫ α
γ1
(u− γ1 − µY )p(α− 1)p1 du
+
∫ γ2
α
(u− γ1 − µY )p αp1 du+ (1− γ2)(γ2 − γ1 − µY )p αp1 . (B.44)
Conditional spectral. Assuming that γ1 < γ2 and α1 < α2, and dv1(u) =
g1(u) du with g1 satisfying Assumption 3.1, we can calculate
E (Y˜ p1,t W˜
p1
v1,t) = γ1(−µY )p (−µv1)p1 +
∫ α1
γ1
(u− γ1 − µY )p(−µv1)p1 du
+
∫ α2
α1
(u− γ1 − µY )p(G1(u)−G1(α1)− µv1)p1 du
+
∫ γ2
α2
(u− γ1 − µY )p(G1(α2)−G1(α1)− µv1)p1 du
+ (1− γ2)(γ2 − γ1 − µY )p (G1(α2)−G1(α1)− µv1)p1 . (B.45)
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Conditional bispectral. Assuming that γ1 < γ2 and α1 < α2, and dvi(u) =
gi(u) du with gi satisfying Assumption 3.1 for i = 1, 2, we can calculate
E (Y˜ p1,t W˜
p1
v1,t W˜
p2
v2,t) = γ1(−µY )p
2∏
i=1
(−µvi)pi +
∫ α1
γ1
(u− γ1 − µY )p
2∏
i=1
(−µvi)pi du
+
∫ α2
α1
(u− γ1 − µY )p
2∏
i=1
(Gi(u)−Gi(α1)− µvi)pi du
+
∫ γ2
α2
(u− γ1 − µY )p
2∏
i=1
(Gi(α2)−Gi(α1)− µvi)pi du
+ (1− γ2)(γ2 − γ1 − µY )p
2∏
i=1
(Gi(α2)−Gi(α1)− µvi)pi .
(B.46)
Conditional PNS. We denote by St(θ0)u = (S1,t(θ0)u, S2,t(θ0)u)
T the score vec-
tor in (3.78) evaluated at Pt = u. Assuming that γ1 < γ2 and α1 < α2, and v1 and
v2 are the PNS weight measures in (3.80) and (3.81), we can calculate
E (Y˜ p1,t W˜
p1
v1,t W˜
p2
v2,t) = γ1(−µY )p
2∏
i=1
(−µvi)pi +
∫ α1
γ1
(u− γ1 − µY )p
2∏
i=1
(−µvi)pi du
+
∫ α2
α1
(u− γ1 − µY )p
2∏
i=1
(Si,t(θ0)u)
pi du
+
∫ γ2
α2
(u− γ1 − µY )p
2∏
i=1
(Si,t(θ0)α2)
pi du
+ (1− γ2)(γ2 − γ1 − µY )p
2∏
i=1
(Si,t(θ0)α2)
pi . (B.47)
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B.3 Conditional spectral and bispectral test as proposed in Section 5.2.5
For notation simplicity, we define Xt = f
∗(P˜t) and X˜t = Xt− µˆX as in (5.29), where
µˆX is the sample mean of Xt (note the notation difference compared to Section 5.2.4,
where we have defined X˜t = Xt − µX). The reason that we use the sample mean
µˆX rather than µX is given in Section 5.2.5. The required equations are similar to
those in Appendix B.1, except that we replace L˜k,t with
L˜k,t = X˜t X˜t−k , (B.48)
and change the following equations accordingly:
(n− h)4 cov(W 2v1 , L2k) =
(
2(n− h− k) + k)(E (X˜2t W˜ 2v1,t)σˆ2X − σ2v1σˆ4X)
+ 2(n− h− k)E (X˜2t W˜v1,t)2
+ 4 max(n− h− 2k, 0) σˆ2XE (X˜t W˜v1,t)2 , (B.49)
(n− h)4 cov(W 2v2 , L2k) =
(
2(n− h− k) + k)(E (X˜2t W˜ 2v2,t)σˆ2X − σ2v2σˆ4X)
+ 2(n− h− k)E (X˜2t W˜v2,t)2
+ 4 max(n− h− 2k, 0) σˆ2XE (X˜t W˜v2,t)2 , (B.50)
(n− h)4 cov(W v1 W v2 , L2k) =
(
2(n− h− k) + k)(E (X˜2t W˜v1,t W˜v2,t)σˆ2X − σv1,v2σˆ4X)
+ 2(n− h− k)E (X˜2t W˜v1,t)E (X˜2t W˜v2,t)
+ 4 max(n− h− 2k, 0) σˆ2XE (X˜t W˜v1,t)E (X˜t W˜v2,t) ,
(B.51)
(n− h)4 var(L2k) = (n− h)(E (X˜4t )2 − σˆ8X)
+ 4 (n− h− k) E (X˜4t )σˆ4X
+ (2 (n− h)(n− h− 1)− 4 (n− h− k))σˆ8X
+ 2 (n− h− k)(E (X˜4t )σˆ4X − σˆ8X) , (B.52)
(n− h)4 cov(L2i , L2j | j > i) = (6i+ 4((n− h)− (i+ j)) + 2(j − i))(E (X˜4t )σˆ4X − σˆ8X)
+ I{j=2i}(n− h− i)E (X˜3t )2σˆ2X
+ (n− h− j)σˆ8X , (B.53)
where σˆ2X =
1
n
∑n
t=1 X˜
2
t is the sample variance of Xt. To be consistent with our
treatment of centering Xt using the sample mean µˆX , we estimate
E (X˜pt W˜
p1
v1,t W˜
p2
v2,t) =
1
n
n∑
t=1
X˜pt W˜
p1
v1,t W˜
p2
v2,t . (B.54)
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Using (B.54) will result in tests that are slightly undersized compared to if we
were to evaluated E (X˜pt W˜
p1
v1,t W˜
p2
v2,t) under the assumption that (Pt) are iid uniform,
especially when the range size β2 − β1 or sample size n is small.
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