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We present a simple dynamical model of the one-dimensional ideal gas and show how it can be used
to introduce a number of fundamental ideas in statistical mechanics. We use the model to illustrate
the role of initial conditions in explaining time asymmetry and show that although the dynamical
model is time-reversal invariant, the macroscopic behavior of the gas can be time-asymmetric if the
initial conditions are chosen properly. © 2008 American Association of Physics Teachers.
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In this paper we present a simple dynamical model of the
one-dimensional ideal gas and show how it can be used to
illustrate a number of fundamental ideas in statistical me-
chanics. Statistical mechanics allows us to understand the
equilibrium behavior of a complicated dynamical system by
averaging over all the possible states that the system can
occupy. For our model we can both evolve the system in time
and perform the statistical averaging, so we can show that it
does evolve toward an equilibrium state with the properties
predicted by statistical mechanics. We use the model to help
clarify the role of initial conditions in explaining thermody-
namic time-asymmetry; that is, the tendency of thermody-
namic systems to evolve toward an equilibrium state, and not
away from it.1,2 We show that although the model is time-
reversal invariant, the macroscopic behavior of the gas can
be time-asymmetric if the initial conditions are chosen prop-
erly. The paper should be accessible to advanced undergradu-
ates, and is intended to supplement an introductory course in
statistical mechanics.
II. DYNAMICAL MODEL
The model that we consider describes a collection of N
atoms which bounce back and forth between a fixed wall and
a movable piston. The atoms collide only with the wall and
piston, and not with one another. A constant force F is ap-
plied to the piston, pushing it inward toward the wall and
counterbalancing the outward pressure that results from col-
lisions with the atoms. We define m to be the mass of a single
atom, M to be the mass of the piston, and rM /m to be the
ratio of the piston mass to the atom mass. We denote the
position and velocity of the piston by X ,V, and the posi-
tions and velocities of the atoms by x ,v each component
of the vectors x ,v denotes a different atom. The coordi-
nate system is chosen such that the wall is at the origin. The
total energy of the system is Etot=Ea+Ep, where Ea
=mv ·v /2 is the total energy of the atoms and Ep=MV2 /2
+FX is the energy of the piston. The system is conservative,
so the total energy is a constant of the motion.
The time evolution of the system can be understood by
first considering the case of a single atom see Fig. 1. Sup-
pose that at time ti we start the system in the initial state
x0 ,v0 ,X0 ,V0, and we evolve the system until the atom col-
lides with either the piston or the wall. Let x1 ,v1 ,X1 ,V1
and x2 ,v2 ,X2 ,V2 denote the state of the system just before
and just after the collision, and let tc= ti+ denote the time at
which the collision occurs. Note that
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where aF /M is the acceleration that results from the con-
stant force applied to the piston.
We can determine whether the atom collides with the pis-
ton or the wall as follows. If we ignore the wall, then the
atom collides with the piston at time tc= ti+p, where p
= V0−v0+ V0−v02+2aX0−x01/2 /a. If we ignore the
piston, then for v00 the atom never collides with the wall,
and for v00 the atom collides with the wall at time tc= ti
+w, where w=−x0 /v0. Thus, for v00 the atom always
collides with the piston, and for v00 the atom collides with
the piston if pw and with the wall if pw.
If the atom collides with the piston, then the state of the
system just before the collision is given by substituting 
=p into Eq. 1, and the state of the system just after the
collision can be obtained by applying the conservation laws
of energy and momentum
v1
2 + rV1
2
= v2
2 + rV2
2
, 2
v1 + rV1 = v2 + rV2. 3
The solution for v2 and V2 is
v2 = r + 1−12rV1 − r − 1v1 , 4
V2 = r + 1−1r − 1V1 + 2v1 . 5
The positions of the atom and piston do not change during
the collision, so x2=X2=x1=X1.
If the atom collides with the wall, then the state of the
system just before the collision is given by substituting 
=w into Eq. 1, and the state of the system just after the
collision can be obtained by reversing the velocity of the
atom: x2 ,v2 ,X2 ,V2= x1 ,−v1 ,X1 ,V1.
These results allow us to evolve an arbitrary initial state
into the state of the system just after the next collision:
x0 ,v0 ,X0 ,V0→ x2 ,v2 ,X2 ,V2. If we take the time-evolved
state as the new initial state, this mapping can be iterated to
evolve the system though as many collisions as we like. Al-
though we have only considered a single atom, it is straight-
forward to generalize to N atoms: we calculate the time until
the next collision for each atom, select the atom that collides
first, and then proceed as for the one-atom case. Note that
when we evolve the system from time ti to time tc, the posi-
tions of the N−1 unselected atoms must also be updated.
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III. STATISTICAL MECHANICS
Before investigating the dynamical model, let us first re-
view the statistical mechanics of an ideal gas. Consider an
ideal gas of N atoms of mass m, which are confined to a
region of fixed length L. The state of the gas is uniquely
determined by specifying the positions x and momenta p of
the atoms, and these quantities serve as coordinates x , p for
the 2N-dimensional phase space of the system. We will as-
sume that the gas is thermally isolated, so the total energy
E= p 2 /2m is conserved. Thus, the points in phase space that
correspond to physically possible states lie on a
2N−1-dimensional constant-energy surface, which is
called the state space of the system.
For a given state in state space we can plot the position
and momentum of each of the N atoms as a point in the x
− p plane. Because we hold L and E fixed, these points will
lie within a rectangular region defined by 0xL, p
 2mE1/2. Let us partition this region into K cells of area
, and define nk to be the number of points in cell k. Thus,
for each state we obtain a corresponding list nk. These lists
give us a partial description of the state of the gas: they tell
us how the position and momentum values of the atoms are
distributed, but not which pair of values corresponds to
which atom. Many different states can correspond to the
same distribution list, so each list nk defines a subspace
nk consisting of states corresponding to that list. Let us
define nk to be the volume of the subspace nk. This
volume is proportional to the number of ways that N distin-
guishable atoms can be distributed among K cells such that
there are nk atoms in cell k:
nk = 	 N!
n1!n2!¯ nK!
0, 6
where 0 is a volume that is set by the cell size . We can
obtain a dimensionless measure of the volume by dividing
nk by N!0, and we will define the entropy of the dis-
tribution list nk to be the logarithm of this quantity:3
Snk = ln
nk
N!0
 − 
k
nk ln nk, 7
where we used Stirling’s approximation ln n!n ln n.
The distribution lists are discrete and rely on an arbitrary
partitioning of the x− p plane into cells, but if N and K are
large enough, we can approximate a list nk by a continuous
distribution fx , p, defined such that fx , pnk / if x , p
lies in cell k. For small 	x and 	p the quantity fx , p	x	p
gives the number of atoms with coordinates within 	x /2 of x
and momenta within 	p /2 of p. We can obtain an expression
for the entropy of a distribution fx , p by replacing the sum







Fig. 1. Schematic of the system for a single atom: shown are the wall, atom,
and piston at positions 0, x, and X. The velocities of the atom and piston are
v and V.in Eq. 7 with integrals over position and momentum:
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We are interested in the entropy because it allows us to
assign probabilities to distributions. The assignment relies on
the ergodic hypothesis, which asserts that for extremely long
time scales,4 the amount of time the system spends in a given
region of state space is proportional to the volume of the
region. Because the probability that the system occupies a
given region is the fraction of time that it spends there, the
ergodic hypothesis gives a probability measure on state
space. In our case, we want to know the probability that the
distribution of the gas is fx , p; this probability is propor-
tional to the volume fx , p of the subspace fx , p,
and the volume fx , p is proportional to expSfx , p.
A distribution of particular importance is the Maxwell dis-
tribution
fMx,p = n
x
L − x2p¯2−1/2e−p
2/2p¯2
, 9
where nN /L is the number density and p¯2mE /N1/2 is
the root-mean-square momentum. In the limit of large N the
Maxwell distribution is the unique distribution that maxi-
mizes the entropy.5 If we substitute the Maxwell distribution
into Eq. 8, we find that the maximum possible entropy is
SM = SfMx,p = Nln2p¯/n + 1/2 . 10
Also, for large N almost all the states in state space have
distributions that are very close to the Maxwell distribution.6
As we shall see, these properties of the Maxwell distribution
have important implications for the evolution of an ideal gas.
IV. DYNAMICAL EVOLUTION
The evolution of a system is governed by a set of equa-
tions of motion for the phase space coordinates. For many
systems, including our dynamical model, the equations of
motion are invariant under time-reversal, by which we mean
the following. Let us define a motion-reversal operator R
that acts on states by flipping the signs of the momenta:
Rxt,pt = xt,− pt . 11
Also, let us define an operator E that evolves states by inte-
grating the equations of motion:
Ext,pt = xt + ,pt +  . 12
When we say that the equations of motion are time-reversal
invariant, we mean that reversing the motion and then evolv-
ing the system forward in time is equivalent to evolving the
system backward in time and then reversing the motion:7
ER=RE−. For example, the equations of motion for a har-
monic oscillator are time-reversal invariant, while the equa-
tions of motion for a damped harmonic oscillator are not
time-reversal invariant.
Although the equations of motion for a gas are time-
reversal invariant, the macroscopic behavior of gases is often
time-asymmetric. For example, suppose a gas is initially
confined to a bottle, and we release the gas by opening the
bottle in a sealed room. The gas will rapidly expand until it
fills the entire room, but the reverse evolution, in which the
gas moves from the room to the bottle, never occurs. The
expansion of the gas is an example of an irreversible process.
We say that a process is irreversible if the process could
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plausibly occur in the real world, but the equivalent time-
reversed process could not occur. Many thermodynamic pro-
cesses are irreversible in this sense. In addition to the ex-
ample of the expanding gas, consider the flow of energy
from a hot object to a cold object, or the evolution of a gas
toward the Maxwell distribution. As a counterexample, con-
sider an elastic collision between two atoms: the process is
reversible, because time-reversing the collision yields a col-
lision that is just as plausible.8
Whereas time-reversal invariance is a property of the
equations of motion, reversibility is a property of the solu-
tions to these equations. Also, time-reversal invariance is a
clearly defined property that the equations of motion either
do or do not possess, but reversibility is a less well-defined
concept. Consider again the example of the expanding gas,
but now imagine that the gas consists of only a few atoms
and that the room and bottle are comparable in volume. If the
atoms were initially dispersed throughout the room, we
would not be surprised if they all spontaneously returned to
the bottle. But as we increase the number of atoms and de-
crease the volume of the bottle, such an event becomes less
and less likely. At some point we would say that the expan-
sion of the gas constitutes an irreversible process, but there is
not a clear-cut boundary.9
The time-reversal invariance of the equations of motion
might appear to be inconsistent with the existence of irre-
versible processes,10 but there is no real contradiction: the
behavior of a gas is determined not only by the equations of
motion, but also by the choice of the initial state. It is the
choice of the initial state that is responsible for the existence
of irreversible processes.
Perhaps the most natural way to choose the initial state is
to pick a state at random from the state space using the
probability measure provided by the ergodic hypothesis. Be-
cause the vast majority of states have distributions that are
very close to fMx , p and entropies that are very close to SM,
this procedure almost always yields a state with these prop-
erties. If we evolve such a state in time, either forward or
backward, its entropy is unlikely to deviate significantly
from SM. In other words, the system we obtain is near ther-
mal equilibrium, and does not deviate significantly from
thermal equilibrium when evolved forward or backward in
time. The macroscopic behavior of such a system is time-
symmetric, and there are no irreversible processes.
If we want to obtain a nonequilibrium system, we cannot
randomly pick the initial state from the entire state space.
One way to obtain a nonequilibrium system is to randomly
pick a state from the subspace of states whose entropy is
equal to some specified value S0, where S0SM. Note that
for S0SM, the constraint Sfx , p=S0 does not specify a
unique distribution fx , p; there are many distributions that
satisfy this requirement. Thus, another way of obtaining a
nonequilibrium system is to choose a particular distribution
f0x , p such that Sf0x , p=S0, and then randomly pick a
state from the subspace f0x , p. For either of these selec-
tion procedures it is very likely that as we evolve the result-
ing state in time, either forward or backward, the entropy
will monotonically increase from S0 to SM, and the distribu-
tion will approach the Maxwell distribution. The reason we
expect this type of evolution is that almost all the states in
state space have distributions close to the Maxwell distribu-
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tend to evolve into a state whose distribution is close to the
Maxwell distribution.
As an example, consider the distribution
f0x,p =
n
2p0

x
L − x
p0 − p , 13
where p03p¯= 6mE /N1/2. This distribution describes
states in which the atoms are uniformly spread throughout a
rectangular region in x− p space, and has entropy
S0 = Sf0x,p = N ln12p¯/n . 14
V. COMPUTER SIMULATION
To illustrate these ideas we will use the dynamical model
presented in Sec. II to simulate the evolution of an ideal gas.
First we need to relate the dynamical model to the statistical
mechanical description given in Sec. III.
In Sec. III we considered a gas in which we held fixed the
number of atoms N, the length L, and the energy E. In our
dynamical model we also fix the number of atoms, but be-
cause the atoms can push against the piston, the length Xt
and the energy Eat may vary. For our dynamical model to
give the same equilibrium behavior as a gas with fixed N, L,
and E, we want to choose the parameters of the model such
that the number of atoms is N, the equilibrium value of Xt
is L, and the equilibrium value of Eat is E. Thus, given N,
L, and E, we need to choose the force F and the initial state
x0 ,v0 ,X0 ,V0 so that these conditions are met.
To determine the force we note that in equilibrium the
force F balances the pressure P of the gas F= P, the system
obeys the ideal gas law PL=NT, where T is the tempera-
ture, and the total energy is E=NT /2. From these conditions
we find that F=2E /L. To choose the initial state we take
X0=L, V0=0, and we randomly choose x0 ,v0 from the state
space with energy E. To obtain an equilibrium system we
choose from the entire state space,11 and to obtain a nonequi-
librium system we choose from the subspace f0x , p.
We also need to express Eq. 8 for the entropy in a form
that can be applied to the simulations. Let us introduce a
small momentum interval 	p, where 	p p¯, and define nk to
be the number of atoms with momentum between k
−1 /2	p and k+1 /2	p. If we assume that the atoms are
uniformly distributed in space,12 then nk fx ,k	pX	p, and
we can approximate Eq. 8 by
S = − 
k
nk ln/X	pnk , 15
where the sum is over all values k such that nk0. The value
of the entropy depends on the cell size ; a convenient
choice for this quantity is = p¯ /n. If we substitute = p¯ /n
into Eqs. 10 and 14 for the entropies of fMx , p and
f0x , p, we find that SM = N /21+ln 21.419N and S0
= N /2ln 121.242N.
Once we have chosen an initial state at t=0, we can evolve
the system forward and backward13 in time using the method
described in Sec. II. In Fig. 2 we plot the entropy per atom as
a function of time. Curves are shown for two initial states:
initial state A was chosen at random from the entire state
space to obtain an equilibrium system, and initial state B was
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chosen at random from the subspace f0x , p to obtain a
nonequilibrium system.14 For these simulations N=104 and
r=103, and we have chosen units for distance and time such
that a= p¯ /m=1. To calculate the entropy, we have chosen
	p= p¯ /10.
As we predicted in Sec. IV, if we evolve the system start-
ing from state A, then the entropy remains near the maximum
possible value SM, and if we evolve the system starting from
state B, the entropy monotonically increases from S0 until it
reaches SM, after which it stays nearly constant. From Fig. 2,
we see that for state B the entropy reaches SM at time tE
6103. Note that during the interval 0, tE the entropy
increases as the system is evolved forward in time, and dur-
ing −tE ,0 the entropy increases as the system is evolved
backward in time, so during −tE , tE the behavior of the
system is time-asymmetric.
It might appear that the system violates the second law of
thermodynamics during the interval −tE ,0, but no such vio-
lation occurs. The second law of thermodynamics, as applied
to this system, does not state that the entropy increases with
increasing t, but rather that the entropy increases as we
evolve the system away from the initial state B that we im-
posed at t=0.15 The second law expresses the fact that be-
cause almost all the states in state space have entropy near
SM, almost all the states in f0x , p will evolve into states
with entropy near SM, and they will tend to do so whether we
evolve the states forward or backward in time.16
In Sec. IV we also predicted that if we evolve the system
in time starting from state B, the distribution should evolve
from f0x , p to fMx , p. To check this prediction we start the
system in state B, evolve it to time t, and then plot the mo-
mentum distribution of the atoms. Figure 3 shows momen-
tum histograms for different values of t, where as before N
=104 and r=103. We see that the momentum distribution of
the atoms evolves toward the Maxwell distribution, again
confirming that the equilibrium behavior of the dynamical
model agrees with the predictions of statistical mechanics.17
VI. ADDITIONAL APPLICATIONS
Although our primary focus has been on using the dy-
namical model to clarify the origin of thermodynamic time-
asymmetry, it has many other applications. As an illustration
we will use the model to simulate the quasistatic expansion
1.40
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S
/N
1000050000-5000-10000
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(a)
(b)
Fig. 2. Entropy per atom S /N versus the time t: a initial state A randomly
chosen from the entire state space; b initial state B randomly chosen from
the subspace f0x , p.and contraction of an ideal gas.
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then give the piston a small momentum kick. The piston will
begin to oscillate about its equilibrium position, causing the
gas to expand and contract. If we assume that the expansion
and contraction are quasistatic, then it is straightforward to
show18 that the frequency of these oscillations is 
= 3F /ML1/2. The quasistatic assumption is justified if the
maximum velocity of the piston is small compared to the
root-mean-square velocity of the atoms. The root-mean-
square velocity of the atoms is v¯ = 2E /mN1/2= FL /mN1/2,
where we have used the relation F=2E /L derived in Sec. V.
If the amplitude of the oscillations is 	X, then the maximum
velocity of the piston is Vmax=	X. Thus, the quasistatic
assumption is justified when 	X /L2r /N. In Fig. 4 we
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Fig. 3. Momentum distribution of the atoms after starting in state B and
evolving the system to time t: a t=0, b t=103, and c t=104. For com-
parison, the Maxwell distribution is also plotted on each graph.
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t
Fig. 4. Periodic oscillations of the piston: shown is X /L versus the time t.
The points are from a simulation of the model; the solid line is the theoret-
ical prediction.
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show the results of a simulation of the oscillations. For this
simulation N=104 and r=106, so the quasistatic assumption
is justified.
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