Abstract-The design of the optimal codebook for a given codebook size and input source is a challenging puzzle that remains to be solved. The key problem in optimal codebook design is how to construct a set of codevectors efficiently to minimize the average distortion. A minimax criterion of minimizing the maximum partial distortion is introduced in this paper. Based on the partial distortion theorem, it is shown that minimizing the maximum partial distortion and minimizing the average distortion will asymptotically have the same optimal solution corresponding to equal and minimal partial distortion. Motivated by the result, we incorporate the alternative minimax criterion into the on-line learning mechanism, and develop a new algorithm called minimax partial distortion competitive learning (MMPDCL) for optimal codebook design. A computation acceleration scheme for the MMPDCL algorithm is implemented using the partial distance search technique, thus significantly increasing its computational efficiency. Extensive experiments have demonstrated that compared with some well-known codebook design algorithms, the MMPDCL algorithm consistently produces the best codebooks with the smallest average distortions. As the codebook size increases, the performance gain becomes more significant using the MMPDCL algorithm. The robustness and computational efficiency of this new algorithm further highlight its advantages.
I. INTRODUCTION
V ECTOR quantization (VQ) has been widely applied to signal compression for reducing the bit rate required to represent signals for transmission or archiving [1] , [2] . It has been shown that VQ is very effective at low to medium compression ratio while maintaining an acceptable fidelity [3] , [4] . A vector quantizer can be defined as a mapping of -dimensional Euclidean space into a finite subset of i.e., where is called a codebook, is a codevector and is the codebook size. From the definition, we can see that VQ is a lossy compression method, and accordingly some distortion measurements have been introduced with respect to different applications. The most commonly used distortion measure is the simple mean squared error (MSE) per sample, defined by where
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is an input random vector. For an unknown distribution input sequence the MSE is always approximated by the time-averaged square error distortion given by
In this paper we also use the MSE as the distortion measurement. For a given codebook size and input source, the optimal vector quantizer is the one which minimizes the MSE. The design of a vector quantizer involves two aspects of the encoder and the decoder design. For a given decoder (i.e., the codebook is fixed), the best encoder should satisfy the nearest neighbor (NN) condition for partitioning the input space, while for a given encoder (i.e., the partition is fixed), the centroid condition is found to be both necessary and sufficient for optimizing the codebook in the sense of minimizing the MSE distortion. With the nearest neighbor encoding rule, the performance of the quantizer in terms of MSE distortion is dependent on its codebook. Hence, the design of optimal codebook is of prime importance in VQ. The generalized Lloyd algorithm (GLA) [5] was developed for codebook design which employs a batch processing iteration procedure based on the two necessary conditions of optimality. An open question regarding the GLA algorithm is the initialization of codevectors. The performance of the GLA algorithm strongly depends on the initial codebook. With improper initial locations of the codevectors, the GLA may lead to a local optimality corresponding to a low quality codebook. To obtain a high-quality codebook, some optimizing techniques have been developed, such as stochastic relaxation [6] . However, these techniques are typically very time consuming and substantially increase the complexity, especially when the designed codebook size is very large.
Recently, neural network based competitive learning (CL) algorithms have been developed for codebook design that are characterized by an on-line learning mechanism [7] - [16] . In contrast to the batch-processing GLA algorithm, the CL algorithms design the codebook on-line by updating the codevectors for each presentation of an input vector. The update rule for a typical CL algorithm is (1) where is the current input vector, and is the learning rate for codevector at time The selector function has a value of one, if is the winner (e.g., the nearest neighbor codevector in the basic CL) and zero, otherwise. The main problem of the basic CL algorithm is that it may lead to a local minimum with high overall distortion, 1057-7149/98$10.00 © 1998 IEEE even leading to the underutilization of some codevectors, in the case of improper initialization. Kohonen's self-organizing map (SOM) [17] employs the neighborhood effect as leaky learning for the topology preserving map, which alleviates the problem of some codevectors being underused. Desieno [7] proposed a heuristic CL algorithm based on the history-related "conscience" mechanism to overcome the underutilization problem. Moreover, the frequency-sensitive competitive learning (FSCL) algorithm [9] , [10] is a straightforward and simple implementation of the "conscience" scheme, in which each competing codevector assumes an approximately uniform win rate to thoroughly eliminate the underuse problem. Some other improved CL algorithms utilize the soft competition scheme [11] , [12] or the fuzzy mechanism [13] , [14] to adjust all the codevectors with different adaptation weights for each presentation of an input vector. However, determining the weights requires additional time-consuming computations such as power operations.
Nevertheless, these competitive learning algorithms which aim at "fairly" utilizing each codevector cannot generally produce the optimal codebook corresponding to the minimum MSE. Naturally, the question is raised, how can the codevectors be utilized most efficiently for minimizing the MSE function? Concerning optimal quantization, a valuable contribution due to Gersho [18] , which has come to be known as the partial distortion theorem [19] , presents a theoretical guide to achieving the asymptotically optimal partition of an input space for codebook design. Inspired by this theorem, some preliminary prototypes of partial distortion sensitive CL algorithms for VQ were proposed by Zhu et al. [14] - [16] . Furthering the early work thoroughly, we propose in this paper an effective minimax criterion of minimizing the maximum partial distortion for optimal codebook design with a given codebook size, where the codevector indices are not entropy coded. The corresponding on-line competitive learning algorithm called minimax partial distortion competitive learning (MMPDCL) with its computation acceleration scheme is further developed. The effectiveness of the proposed algorithm is investigated in comparison with some other codebook design algorithms.
The remainder of this paper is organized as follows. In the following section, high-resolution optimal quantization and the asymptotic result, the partial distortion theorem, are briefly formulated as the fundamentals for designing the optimal codebook. The proposed minimax partial distortion criterion and the new MMPDCL algorithm with its computation acceleration scheme are presented in Section III. Extensive experiments on the Gauss-Markov process, speech and images are reported and discussed using different codebook design algorithms for comparison in Section IV. Concluding remarks are given in Section V.
II. HIGH-RESOLUTION OPTIMAL QUANTIZATION
The average (mean squared error) distortion of a vector quantizer can be given by
where is the codebook size, denotes the partition region corresponding to its representative codevector and is the probability that is located in The term is called the partial distortion in the region for the codevector
We consider the important case of high resolution regular quantization, where is very large, the input probability density function (pdf) is reasonably smooth, and the MSE distortion is much less than input variance, so that the mathematical derivation of the performance results is tractable [18] , [19] . According to [19] , a signal-to-noise ratio (SNR) value of 10 dB is a borderline case between low and high resolution for scalar quantization. Therefore, most applications of quantization belong to the range of high resolution quantization. This approach to performance analysis, known as the asymptotic quantization approach [19] , yields useful approximate results referred to as "asymptotic" results that become increasingly accurate as the resolution, or codebook size, increases.
A. Optimal Output Point Density
In [18] , the output point density of a vector quantizer at any point in the input space is defined as the number of codevectors per unit volume at that point, which is approximated as a continuous density function for sufficiently large We aim at achieving the optimal output point density in the form of optimal codebook corresponding to the minimum average distortion. It is shown in [18] that for large the output point density of the optimal codevectors is proportional to the th power of the input probability density under the MSE distortion measure. This result demonstrates that the optimal distribution of reproduction codevectors is not the same as the probability distribution of the input vectors for finite dimension Only as approaches infinity does the optimal point density tend to become proportional to the input probability density, and in such case the optimal codebook will asymptotically result in uniform utilization of each codevector. Therefore, in the general case of finite dimension, the optimal codebook does not correspond to the equal utilization of each codevector except in some special cases, e.g., the uniform input distribution.
B. Partial Distortion Theorem
Another valuable asymptotic result is that each partition region makes an equal contribution to the distortion for an optimal quantizer with sufficiently large [18] , that is, the partial distortions in each quantization region are the same as a constant independent of This conclusion has recently become known as the partial distortion theorem [19, p. 187] . It has been used as a criterion for subcodebook size optimization in the classified VQ [20] . In fact, this asymptotic result of uniform partial distortion can be regarded as an additional rule for designing the optimal codebook of large size in addition to the well-known nearest neighbor and centroid conditions.
III. MINIMAX PARTIAL DISTORTION COMPETITIVE LEARNING

A. Minimax Partial Distortion Criterion
From the partial distortion theorem, we know that an asymptotically necessary condition for optimality of minimizing MSE in VQ is to have equal partial distortion. This condition is obviously not sufficient. One has to find the solution with equal and minimal partial distortion to minimize MSE at high rates. Considering the minimax criterion of minimizing the maximum partial distortion (5) where is the partial distortion shown in (3), we have the following result which can be regarded as a corollary of the partial distortion theorem.
Corollary 1: For sufficiently large the optimal solution to minimizing the maximum partial distortion will have the equal partial distortion property and will be the same as the optimal solution to minimizing the average MSE distortion Proof: It is obvious that of all solutions having the same average distortion, the one with minimum is always (i.e., not necessarily asymptotically) that with uniform partial distortion provided such a solution of uniform partial distortion exists. Furthermore, of all solutions having different average distortions, the one with minimum average distortion and equal partial distortion (if such solution exists) is that corresponding to minimum According to the partial distortion theorem, for sufficiently large the solution with minimum MSE distortion has the property of equal partial distortion. Therefore, for sufficiently large the solution with minimum must be the one with equal partial distortion and minimum MSE distortion. The converse is also true. Hence, the two different minimizations asymptotically result in the same optimal solution. This completes the proof.
The corollary reveals the relationship between the two problems of minimizing the maximum partial distortion and minimizing the overall MSE distortion. It can be seen that the proposed minimax partial distortion rule is asymptotically necessary as well as asymptotically sufficient for minimizing the average distortion. Recall that a similar minimax criterion is also used in filter design [21] . In nonrecursive filter design, we apply the minimax criterion to minimize the largest ripples for a given frequency specification and filter order, which results in the Chebyshev solution of equiripple. In vector quantization, we employ the minimax scheme to minimize the maximum partial distortion for a given training set and codebook size which aims at obtaining the optimal codebook corresponding to uniform and minimal partial distortion. According to the corollary, the optimal codebook minimizing the maximum partial distortion is a good approximation to that minimizing the average MSE distortion, especially for large codebook size
Motivated by the result, we incorporate the minimax partial distortion criterion into the on-line competitive learning mechanism for constructing the optimal codebook with minimum average distortion.
B. On-Line Estimates of Partial Distortions
In competitive learning, we estimate on-line partial distortions using the presented samples under the usual ergodicity assumption. At time the partial distortion can be estimated on-line as (6) using the estimates and in which the selector function is defined as aforementioned. For computational convenience, we use an equivalent term to represent the on-line partial distortion estimate at time Hence, can be simply adapted by
We know that in the on-line learning process the codevectors change over time. To save computation as well as to maintain the on-line characteristic of no storage requirement for the training set, we always use the most recently updated codevectors for calculation.
C. On-Line Implementation of Minimax Partial Distortion Criterion
With the minimax partial distortion criterion in the on-line learning, we aim to realize the minimization of the maximum partial distortion for each presentation of an input vector. Specifically, we will determine the selector function for each presentation to achieve the minimax result. If the codevector is chosen as the winner for the current input i.e., its corresponding partial distortion estimate is updated as while the partial distortions for the nonwinner codevectors remain unchanged, So the updated may be maximal compared with the other partial distortions
To ensure the minimization of the maximum partial distortion for each input, we should choose the codevector as the winner, which yields the minimum of updated partial distortion compared with choosing any other codevector as the winner. Accordingly, the selector function becomes if for any otherwise.
To obtain codebook optimality, the nearest neighbor partition rule and the corresponding centroid rule should be strictly satisfied by the final code. For this reason, various competitive learning algorithms gradually turn into the basic CL algorithm with time for the nearest neighbor partition. The soft competition algorithm gradually evolves into the basic CL learning as the temperature decreases with time [11] , and the fuzzy CL algorithms change into the basic CL algorithm with decreasing fuzziness [13] , [14] . The optimization techniques such as the stochastic relaxation with decreasing perturbation [6] , [19] will also eventually evolve into the basic learning scheme based on the nearest neighbor partition and the centroid conditions. Therefore, we also adopt a similar mechanism in the learning process. In the early stage of codebook training process, we apply the rule of minimizing the maximum partial distortion for partition to produce good locations of the codevectors corresponding to the approximately uniform partial distortions. It could be argued that this early training process led to the production of a superior initial codebook. As the training progresses, the partition should become gradually dominated by the nearest neighbor rule for fine tuning to obtain the final optimal codevectors. Based on this expectation, we employ the selector function if for any otherwise (9) in which we introduce an attenuation factor for is a constant to be determined experimentally. In the early stage of training, the attenuation factor is close to one for small thus the partition is performed as in (8) for minimizing the maximum partial distortion. As increases, approaches zero, and then the nearest neighbor partition rule is asymptotically satisfied.
D. Minimax Partial Distortion Competitive Learning Algorithm
From the partition rule in (9), the corresponding algorithm called minimax partial distortion competitive learning (MM-PDCL) algorithm may be developed. The detailed steps of the proposed MMPDCL algorithm are as follows.
Step 1 (Initialization): Generate an initial codebook of size randomly, and set each partial distortion at time
Step 2 (Distortion Measuring): Apply an input vector and calculate the distortion for each codevector (10) where denotes the sweep index. (A sweep is one full cycle through the training set.)
Step 3 (Winner Selection): Select the winner index and then for
Step 4 (Adaptation): Adjust the codevectors according to (11) where is the learning rate of codevector at time
Update the value of partial distortion as (12) In fact, only the winner and its corresponding partial distortion have been changed.
Step 5 (Iteration): Set and repeat
Step 2) through Step 4) for all the training vectors, until a terminating condition is satisfied, e.g., the change of the quantization distortion between two sweeps is less than a small value or the total number of sweeps reaches a predetermined value.
To meet the centroid condition for the final code, the learning rate is where is the number of times that the codevector has won until time (The detailed analysis for the learning rate can be found in [11] .) We also employ the reinitialization technique [11] for the learning rate except for a slight modification. When the current sweep index equals a perfect square, the counters are reset to a gradually increasing number (e.g., as employed in our experiment) instead of being reinitialized to unity as adopted in [11] . This modified reinitialization scheme keeps the learning rate from being too small and so speeds up convergence. Also, it maintains the good codevector distribution gradually formed in the training process by avoiding large changes in the codevector locations due to decreasing the reinitialized learning rate.
From the above procedure, we can see that compared with the basic CL algorithm or GLA, for each presentation of a training vector, more multiplications and additions in (10) are required while one more Euclidean distance calculation and an addition are attached in (12) by the MMPDCL algorithm. The calculation of the exponential is performed once for each sweep, and within one sweep the attenuation factor is unchanged. These additional computations are inexpensive in comparison to the Euclidean distance computations in (10) for each presentation of a training vector.
E. A Computation Acceleration Scheme for the MMPDCL Algorithm
The most computationally intensive part of the MMPDCL algorithm is the distortion calculation between an input vector and each codevector in Step 2) for finding the minimum distortion. The proposed distortion metric employed in (10) is just an additive combination of the weighted partial distortion and the Euclidean distance The Euclidean distance is also an additive combination of each component distance corresponding to each dimension of the vectors, i.e., where is the dimensionality of vectors. For such an additive combination in which each positive component contains at least one multiplication operation, the partial distance search (PDS) technique [22] is a simple and effective method to find the winner fast. The PDS method can remove many undesired codevectors with fewer multiplications without sacrificing performance.
The efficiency of the PDS method depends on several factors, such as the vector dimension, the order in which components are computed, and how early a codevector with a small enough distortion is found. In general, the higher the dimension of input vectors the more efficient the PDS technique. The earlier the nearest neighbor codevector (or a codevector with small distortion) is found, the greater the reduction in the number of multiplication operations the PDS method may achieve. Since there is a statistical correlation between adjacent input vectors, the codevector winner for the last input vector is considered to be a good initial choice of the winner for the current input vector because this increases the chance of finding a small distortion early in the winner searching process. Pertaining to the computing order of each component in the additive combination, it is obviously beneficial to start the PDS process from the largest component in order to identify the undesired codevectors most quickly. Then the computation time for finding the winning codevector can be significantly reduced. In the weighted partial distortion is progressively increased with the cumulation of many Euclidean distances shown in (12) . When the attenuation factor is not very small, e.g., in the early or intermediate stages of the training process, this weighted partial distortion is larger than the single Euclidean distance and of course much larger than each component of the Euclidean distance Therefore, to achieve high computational efficiency, the PDS process is started from the weighted partial distortion that is the largest component in the additive combination of the proposed distortion measurement. By incorporating these considerations, the PDS technique can be applied to the MMPDCL algorithm in a highly efficient manner.
IV. EXPERIMENTAL RESULTS AND COMPARISONS
Experiments on VQ codebook design have been carried out to investigate the proposed MMPDCL algorithm by comparing it with the GLA, splitting GLA, soft competition algorithm [11] , and the FSCL algorithm, in terms of performance and computational complexity.
The following three of the commonly used sources, the firstorder Gauss-Markov source, digitized speech waveforms and digital images, were applied in codebook design. The firstorder Gauss-Markov or Gauss autoregressive source has the form where the regression coefficient has magnitude less than one, and is a zero mean, unit variance, i.i.d. Gaussian source. The values for in our experiments were 0, 0.5, and 0.9. Codebooks were designed for this source using a training sequence of 25 600 samples with different dimensions and different sizes by the different algorithms. As a first source of practical importance, we used a training sequence of 320 000 16-b samples of ordinary speech from two male speakers sampled at 11.025 kHz for designing VQ codebooks. Eight 256-grey-level images of the size 256 256 (Lenna, lady, woman, house, camera, Walter, pattern, tree) were decomposed into 4 4 nonoverlapped blocks to form a set of 32 768 16-dimensional vectors for designing codebooks of different sizes using the different algorithms.
A. SNR (PSNR) Performance
The SNR results of the proposed MMPDCL algorithm and the reference algorithms are summarized in Tables I and  II for the first-order Gauss-Markov sources and the speech source, respectively. SNR MSE where is the variance of the scalar source sample Table III presents the PSNR results on image coding, where PSNR MSE MSE being the average mean-squared quantization error per pixel for the eight images. It should be noted that for all the algorithms, we do not specifically deal with any possible empty cells because we mean to test the capability of the algorithms to circumvent the "empty cell" problem automatically. This also contributes to a more comprehensive and fairer comparison purely for the distinctive learning schemes employed by the different algorithms. Actually, there should generally be no empty cells for the algorithms if the initial codebooks are selected directly from the training set, as was made in our experiments. Especially for the FSCL and the proposed MMPDCL algorithms, empty cells will not emerge even with very poor initial codebooks (e.g., many duplications of codevectors in the initial codebook), because the two algorithms aim to achieve uniform codevector usage and uniform partial distortion, respectively.
For the GLA algorithm, we used several different initial codebooks randomly selected from the training vectors. (In our experiments, ten different initial codebooks were used for the Gauss-Markov source, and five different initial codebooks for the speech and image sources.) The highest SNR (or PSNR) achieved was chosen as the final result of the GLA in comparison with a single run of the other algorithms using only one initial codebook. For the soft competition algorithm, it requires time-consuming trial and error to find the appropriate parameters for different sources, e.g., obtaining the precise temperature schedules and specifically treating the cells containing a small number of input vectors, with a view to achieving the excellent results presented in [11] . In our experiments, we adopted the temperature schedule 1 where and was the sweep number, without specifically treating the empty cell problem just as mentioned in the last paragraph. Each initial codebook for the soft competition algorithm was randomly selected from each training set with no identical codevectors in each initial codebook. In the FSCL algorithm, we adopted and as recommended in [9] , where was the specified total number of iterations (in sweep) for training (in our experiments, is 400). In the proposed MMPDCL algorithm, the only undetermined parameter in the attenuation factor was chosen as where for all the sources in our experiments. The FSCL and the MMPDCL algorithms used the same initial codebooks selected randomly from each training set without any restriction. From the results in Tables I-III , it can be clearly seen that the proposed MMPDCL algorithm achieves the best results over a wide range of sources, vector dimensions and codebook sizes. As the designed codebook size increases, the improvements become more significant. Fig. 1 depicts the distributions of the partial distortions (in descending order) obtained from the different algorithms for the Gauss-Markov source with vector dimension 2, and codebook size 512. The MMPDCL algorithm renders the most even partial distortion distribution with the least maximum partial distortion. From the figure and the corresponding SNR results, it can also be seen that the more even the partial distortion distribution is, the higher SNR value the codebook achieves. The gains of the MMPDCL algorithm over the GLA, FSCL and soft competition algorithms are more than 1.5 dB, while the gain over the splitting GLA is more than 0.3 dB. Fig. 2 demonstrates the corresponding convergence curves of the algorithms for this case, where the best result from ten initial conditions is plotted for the GLA. The convergence curve for the splitting GLA is plotted after a good initial codebook has been obtained, so we can see the splitting GLA finds the final codebook very fast using the preprocessed initial codebook. The MMPDCL algorithm obtains a good result at the beginning and surpasses the splitting GLA algorithm at around 60 sweeps of iteration.
B. Robustness Performance
In the MMPDCL algorithm, there is only one undetermined parameter defined as To test the effect of the parameter on performance, we equivalently consider the parameter for a fixed ( in our experiment). Table IV Table IV with the relevant results  in Table I , we can see the MMPDCL algorithm outperforms the other algorithms even for or For corresponding to the attenuation factor the learning process is performed with (8) . As approaches infinity corresponding to approaching zero, the learning algorithm tends to become the basic CL algorithm. In our experiment, the basic CL algorithm produces the SNR value of 23.890 for this source, which is more than 1 dB smaller than the SNR values obtained by the MMPDCL for in the range of [0, 200] .
Performance evaluation was also made on the sensitivity to initial codebooks for these algorithms. We used the Gauss-Markov source with vector dimension 2, and codebook size 512 for the test. Table V shows the MSE results for the algorithms using ten different initial codebooks randomly selected from the training set. As can be seen in Table V , the MMPDCL algorithm achieves stable results with similar SNR values for all initial codebooks. Therefore, we can expect that the MMPDCL algorithm is a robust method for codebook design. 
C. Computational Efficiency
To make a fair comparison, we also applied the same partial distance search (PDS) scheme to the GLA and the splitting GLA for winner searching. For the FSCL algorithm [9] employing the distortion metric the PDS method can be performed for where denotes the current minimum distance. For the soft competition algorithm, all the Euclidean distances between a training vector and each codevector are required for the winning probability calculation [11] , so the PDS method is not applicable in this case. Furthermore, the exponential operation for the probability calculation is time consuming. For the MMPDCL algorithm, we used the PDS computation acceleration scheme described in Section III-E. All the simulations were written in the C programming language and were run on a Sun Ultra 1 Model 140 workstation with the "gcc" compilation flags Table VI for the image codebook generation. The average computation time per sweep means the ratio of the total time to the total number of sweeps used for each algorithm. The splitting GLA progresses level by level to obtain a good initial codebook of the designed size, which requires much time for the preprocessing. The average computation time per sweep for the splitting GLA is the ratio of the total time including the preprocessing to the number of sweeps required for the last level codebook of the designed size to converge. From Table VI , we can see that the MMPDCL algorithm has the least computation time per sweep when the codebook size is larger than 128, up to 26 times faster than that of the soft competition algorithm. In our experiments, one run of the GLA generally took about 30-70 sweeps of iteration to converge, while the three competitive learning algorithms of the soft competition, FSCL and MMPDCL used 400 sweeps of iteration for training. Hence, one run of the GLA requires the least amount of time, and the time needed for the splitting GLA is the next shortest. Among the three competitive learning algorithms, the MMPDCL uses the least total time, only about 60% of that for the FSCL and 5% or less of that for the soft competition algorithm. Moreover, we found in the experiments that the MMPDCL algorithm achieved better results than all the other algorithms in fewer than 100 sweeps of iteration for large codebook sizes and obtained the near peak values around 100-200 sweeps. In this sense, the MMPDCL algorithm obtains better results than the splitting GLA with less time.
The most computationally intensive part in the training process for the algorithms is the Euclidean distance computations in the winner-finding process for each presentation of an input. With the PDS computation acceleration scheme, the MMPDCL algorithm can be accelerated substantially by a large reduction in the Euclidean distance computations in Step 2) of the algorithm. Table VII presents the average percentage savings of the 16-dimensional Euclidean distance computations by the accelerated FSCL and accelerated MMPDCL algorithms, respectively (for the image codebook generation). We can see that the accelerated MMPDCL algorithm can achieve a larger reduction in the number of Euclidean distance computations, which accounts for its faster running.
V. CONCLUDING REMARKS
A novel minimax criterion with respect to partial distortion has been introduced which is asymptotically necessary as well as asymptotically sufficient for minimizing the average distortion. By incorporating this alternative criterion into online competitive learning, the minimax partial distortion competitive learning (MMPDCL) algorithm with a computation acceleration scheme has been developed.
Experimental results have clearly shown that the proposed MMPDCL algorithm consistently produces the best codebooks with the minimum MSE. As the codebook size increases, the performance improvements of the MMPDCL algorithm over the other algorithms become more significant. Furthermore, the MMPDCL algorithm has demonstrated its robustness owing to its insensitivity to the value taken by the sole parameter and the choice of initial codebook. It has also been shown that the accelerated MMPDCL algorithm is the most computationally efficient among the three competitive learning algorithms. Therefore, it can be argued that the on-line MMPDCL algorithm is a most promising and practical method for the optimal codebook design, especially for the design of large size codebooks.
Recently, we found that two different algorithms were also developed for vector quantization based on Gersho's asymptotic result of equal subdistortion [18] (without being referred to as the name of partial distortion theorem that is firstly stated in [19] ). One is called the competitive and selective learning (CSL) algorithm developed by Ueda and Nakano [23] for designing optimal vector quantizers, which employs the basic CL algorithm with a heuristic selection mechanism added that adjusts the number of representative codevectors in regions according to their subdistortions. The other is the optimal -means algorithm with dynamic adjustment of learning rate developed by Chinrungrueng and Sequin [24] , which attempts to minimize the within-region variation weighted MSE. However, in terms of optimization criterion/scheme and implementation, the proposed MMPDCL algorithm, which is based on the novel minimax partial distortion criterion, is very different to these two algorithms. A thorough comparison of our MMPDCL algorithm with the two algorithms will be investigated in the next step.
As a final remark, we would like to point out that there seem to be some interesting connections between filter design methods and codebook design techniques. Some of the algorithms in filter design may be introduced to codebook design. For example, the Remez exchange algorithm [21] may be adapted to codebook design by finding codevectors corresponding to (approximately) uniform and minimal partial distortion.
