We will extend some of the Kantorovich-Type inequalities for positive finite dimensional matrices to infinite dimensional normal operators by applying The Two-Nonzero Component Lemma and converting them to an Antieigenvalue-Type problem.
Introduction
Kantorovich-Type inequalities for positive matrices on finite dimensional Hilbert Spaces are extensions of the original Kantorovich inequality. Let T be a positive matrix with the smallest eigenvalue m and the largest eigenvalue M, then the original Kantorovich inequality states that ( )
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Please see [1] . In 1968 Gustafson independently proved that for such a positive matrix we have 
Please see [2] [3] . It turned out that (2) and (3) 
Thus computing (6) for an arbitrary operator T is equivalent to extend the original Kantorovich inequality to an arbitrary operators T. The first attempt to compute a value for (6) was made by Davis in [4] , using the shell of a matrix. He found some partial and implicit results for (6) when T is an accretive normal matrix on a finite dimensional Hilbert space. In [5] and [6] Gustafson and Seddighin found more explicit results for (6) , assuming that T is a normal matrix on a finite dimensional space. They proved that in this case (6) is always expressed by at most two eigenvalues of T. This property that later was generalized by Seddighin as The Two Nonzero Component Lemma (or TNCL for short) was implicitly proved in [5] . 
Then the minimizing vectors for the functional
on the convex set
have at most two nonzero components.
A geometric proof for this lemma in the finite dimensional case is implicit in the proof of Theorem 5.1 in [5] . Using the notations in the Lemma 1 above, in 
Please note there is a harmless error in expression 2.18 in [7] . In that expression we must have 1 2 , , , n t t t  , instead of , , , n t t t  ). What make the geometrical and analytical proofs of the Lemma in these special cases possible are the following two facts: First, the convexity of the set
Second, a special property that the functions
involved possess. If we set
then all restrictions of the form ( ) , , , .
Obviously, not all functions have this property. For instance, for the function
we have ( )
which does not have the same algebraic form as ( ) 1 2 , .
G t t (31)
To avoid repetitions in our papers, we will not present a separate proof for Lemma 1 here. Instead, we note that the proof of this Lemma is embedded in the proof of Theorem 2.2 of [7] . There, one can redefine the function
, , , D t t t  (depending on the dimension) to be 
(q,F) Kantorovich-Type Inequality
Let T be a positive matrix on a finite dimensional space satisfying 0 M A m ≥ ≥ > . 
The Inequality (32) is a nontrivial Kantorovich-Type inequality which is a generalization of the original Kantorovich inequality. In this paper we call (32) the (q,F) Kantorovich-Type inequality. Please see [17] . The Inequality (32) is equivalent to ( )
under the conditions stated above. Therefore, the inequality is established if we show ( )
The quantity ( ) . If x is a minimizing vector with
we have one of the following cases: 1) Only one of the vectors i z is nonzero, i.e., 
2) Only two of the vectors i z and j z are nonzero and the rest of the components of f are zero. i.e., In this case we have (
Proof. Direct computations show that 
An application of Lagrange Multipliers shows that we must have
If we substitute (49) and (50) in (47) and simplify, we obtain
The following corollary states the (q,F) Kantorovich-Type inequality for normal operators on a separable Hilbert space, without mentioning the minimizing vectors for
(which as we saw make the inequality an equality). Traditionally, some inequalities are written without stating when the inequality becomes equality. The reason is that, as we explain later in this paper, they were driven by other methods without computing the vectors that make the inequality an equality. However, as we remark at the end of this paper, vectors which make an inequality equality have applications of their own. 
for all unit vectors x.
Weighted (q,F) Kantorovich-Type Inequality
In [18] Gustafson and Seddighin generalized the definition of antieigenvalue given by (6) to weighted antieigenvalue defined by ( ) depends on both ReT and ImT by the same factor. Note that, as we proved in [18] , it turned out that the weighted antieigenvalue of an operator T is the same as the antieigenvalue of another operator, namely
where ( )
If we define weighted ( )
Re , Im , , ,
then we have, Theorem 4 For any normal operator T we have
where ( ) .
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Proof. Using spectral mapping theorem we have ( ) 
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Theorem 5 Let T be a normal operator on a separable Hilbert space. Suppose . If x is a minimizing vector with
Re , Im , , , 
. In this case we have
and ( )
and let i i we have:
2) Only two of the vectors i z and j z are nonzero and the rest of the components of f are zero. i.e.,
In this case we have
and
Furthermore, 
