We consider the two-dimensional Schrödinger operator, H g ͑b͒ ‫ץ−=‬ 2 / ‫ץ‬x 2 + ͓͑1/ ͱ ‫ץ͑͒1−‬ / ‫ץ‬y͒ − b͑x͔͒ 2 − gV͑x , y͒, where V is a non-negative scalar potential decaying at infinity like ͑1+͉x͉ + ͉y͉͒ −m , and ͑0,b͑x͒͒ is a magnetic vector potential. Here, b is of the form b͑x͒ = ͐ 0
I. INTRODUCTION
We consider the two-dimensional Schrödinger operator with electromagnetic field Here, V͑x , y͒ is a scalar potential decaying at infinity and ͑0,b͑x͒͒ is a magnetic vector potential given by the form b͑x͒ = ͐ 0
x B͑t͒dt for a positive magnetic field B, which depends only on the variable x of ͑x , y͒ R 2 . The purpose of this paper is to investigate the number of discrete spectra of H g ͑b͒ crossing a real number in the gap of the essential spectrum as the coupling constant g tends to ±ϱ, respectively ͑the precise formulation is given below͒.
We fix some notations. We denote the set of all integers by Z and denote the set of nonnegative integers by N. We denote the cardinal number of set A by A. We denote both ‫ץ‬ / ‫ץ‬x and d/dx by ‫ץ‬ x , etc. We denote by C k ͑⍀ , ⍀Ј͒ the set of all ⍀Ј-valued, C k -functions on ⍀, and by C 0 ϱ ͑⍀͒ the set of all compactly supported, smooth functions on ⍀. We use ͉ · ͉ to denote the Euclidean norms and use the notations ͗z͘ = ͑1+͉z͉ 2 ͒ 1/2 for any z R n and ͗x ; y͘ = ͑1+͉x͉ 2 + ͉y͉ 2 ͒ 1/2 for any ͑x , y͒ R n ϫ R m . We denote by Q͑z , r͒ the open cube of radius r, centered at z, with sides parallel to the coordinate axes. We denote by Spec͑A͒ the spectrum of any self-adjoint operator A, and by N͑␣ Ͻ A Ͻ ␤͒ the dimension of the range of the spectral projection for A on the interval ͑␣ , ␤͒. The notations N͑A Ͼ ␣͒ , N͑A Ͻ ␤͒, etc., are defined similarly.
To formulate our results we make the following assumptions for the magnetic field B and the electric potential V.
͑B.2͒
In addition to ͑B.1͒, there exists a positive number M such that, for any multi-index ␣, the estimate ‫ץ͉‬ x ␣ ͑B͑x͒ − B ± ͉͒ ഛ C ␣ ͗x͘ −M holds for ±x ജ 0, respectively. Here, the constant C ␣ is independent of x, and B ± are as in ͑B.1͒. ͑V.1͒ The scalar potential V is a non-negative smooth function on R 2 . Moreover, there exists a positive number m such that, for any multi-index ␣, the estimate ‫ץ͉‬ z ␣ V͑z͉͒ ഛ C ␣ ͗z͘ −m−͉␣͉ holds for all z R 2 . Here, the constant C ␣ is independent of z. ͑V.2͒ There exists a positive number C such that the estimate V͑z͒ ജ C͗z͘ −m holds for all z R 2 . ͑V.3͒ Let ͑r , ͒ ͓0,ϱ͒ ϫ S 1 be the polar coordinates of z R 2 , i.e., r = ͉z͉ and = z / ͉z͉. There exists a measurable, bounded and positive function v on the unit circle S 1 such that lim r→ϱ r m V͑z͒ = v͑͒ holds for any = z / ͉z͉ S 1 . ͑V.4͒ In addition to ͑V.1͒, we have the limit lim ↓0 lim sup
↓0
2/m Vol͕z R 2 ͉͑1 − ͒ Ͻ V͑z͒ Ͻ ͑1 + ͖͒ = 0.
Here, "Vol" stands for the Euclidean volume, and m is as in ͑V.1͒.
Under the assumptions ͑B.1͒ and ͑V.1͒, the operator H g ͑b͒ is essentially self-adjoint on C 0 ϱ ͑R 2 ͒ for any g R ͓see Avron, Herbst, and Simon ͑1978͔͒. In what follows we identify any closable operator with its operator closure if there is no fear of confusion. Iwatsuka ͑1985͒ investigated the spectral properties of the unperturbed operator H 0 ͑b͒, which is called the Iwatsuka model by some authors ͓Mantoiu and Purice ͑1997͒, Exner and Kovařik ͑1999͒, and Shirai ͑2003͔͒. Iwatsuka's result says that, under ͑B.1͒, the spectrum of H 0 ͑b͒ is absolutely continuous and Spec͑H 0 ͑b͒͒ = ഫ n=0 ϱ ͓⌳ n − , ⌳ n + ͔ holds, where we set ⌳ n ± = ͑2n +1͒B ± for any n N, respectively, and for notational convenience, we set ⌳ −1 + = ⌳ −1 − =0. Under ͑B.1͒ and ͑V.1͒, the multiplication operator V is relatively compact with respect to H 0 ͑b͒, so the essential spectrum of H g ͑b͒ coincides with that of H 0 ͑b͒ for any g ͓see, e.g., Reed and Simon ͑1978, Sec. XIII.4͔͒. In particular, the operator H g ͑b͒ may have discrete spectra ͑i.e., discrete eigenvalues of finite multiplicity͒ in the gaps of the essential spectrum.
We make some additional notations. Let v be as in ͑V.3͒. Set S ± 1 = ͕z = ͑x , y͒ R 2 ͉͉z͉ =1, ±x ജ 0͖ and set v ± = ͐ S If we assume that 0 Ͻ⌳ n + ϽϽ Ͻ⌳ n+1 − for some n N, the sums ͚ lN l ͑͒ and ͚ lN l ͓͑ , ͔͒ converge when 0 Ͻ m Ͻ 2, and the relation l ͓͑ , ͔͒ = l ͑͒ − l ͑͒ holds when l ജ n +1.
We denote by N g ± ͑͒ the number of eigenvalues of H ±g Ј ͑b͒ crossing as gЈ increases from zero to g, i.e., N g ± ͑͒ = ͚ 0Ͻg Ј Ͻg dim Ker͑H ±g Ј ͑b͒ − ͒, respectively. Note that the sum above is meaningful under the assumptions ͑B.1͒ and ͑V.2͒, since the standard perturbation theory shows that for every fixed g Ͼ 0 the set of values of gЈ ͑0,g͒ for which dim Ker͑H ±g Ј ͑b͒ − ͒ is not equal to zero is finite ͓see, e.g, Reed and Simon ͑1978͔͒.
The main results in this paper are the following. Raikov (1998 Raikov ( , 1993 shows that the asymptotics of N g + ͑͒ are Weylian, i.e., the asymptotic relation lim g→ϱ g −1 N g + ͑͒ = ͑1/4͒͐ R 2V͑x , y͒dx dy holds when the scalar potential decays rapidly (the case of m Ͼ 2 in our situation). ͑2͒ Hempel and Levendorski (1998) [see also Levendorski (1995 Levendorski ( , 1996 ] study the asymptotics of N g 
The organization of this paper is as follows: Sec. II contains some preliminary results from functional analysis and the theory of pseudodifferential operators. In Sec. III, we give a proof of Theorem 1.1 in the case where the control point is fixed below the infimum of the essential spectrum of H g ͑b͒. In Sec. IV, we recall the spectral properties of the Iwatsuka model H 0 ͑b͒ and derive some decay estimates for the band functions and the corresponding ͑generalized͒ eigenfunctions of H 0 ͑b͒. Proofs of Theorem 1.1 for in general gaps, Theorem 1.4 and Theorem 1.5 are given in Sec. V.
II. PRELIMINARIES

A. Variational principle
In this section we recall some results concerning the variational principle used mainly in Sec. III. All the results are well known, so we omit proofs.
For any sesquilinear form, which is referred to as form in the sequel, q on a Hilbert space, we denote its form domain by D͑q͒. For any semibounded, closable form q, there exists a unique self-adjoint operator A q such that the operator domain D͑A q ͒ is a form core for the form closure q and the relation q͓u͔ = ͑A q u , u͒ holds for any u D͑A q ͒. Throughout the paper, we identify such a form q with the corresponding self-adjoint operator A q , and we denote the counting function N͑A q Ͻ͒ simply by N͑q Ͻ͒ for any real number .
The following result is a consequence of the min-max principle ͓see, e.g., Reed 
Here, the constant C is independent of ⌳ , r and r 1 with 0 Ͻ r 1 Ͻ r. 
B. Pseudodifferential operators
In this section we introduce a class of pseudodifferential operators ͑⌿DOs͒ and recall some basic results. All the results are well known in the theory of ⌿DOs, so we omit proofs.
For 
Note that the conditions ͑2.3͒ imply the condition ͑T͒ in Dauge and Robert ͑1987͒ for the volume functions Vol͕z ͉ ± a͑z͒ Ͼ ͖. As an immediate consequence of Proposition 2.8, for any m Ͼ 0 and any a S −m , the following rough estimate,
holds as ↓ 0.
III. PROOF OF THEOREM 1.1 IN THE CASE OF < B −
A. Upper bound for N"H g "b… < …
Partition of R 2 and sesquilinear forms
In this section, we give a proof of Theorem 1.1 in the case of Ͻ⌳ 0 − ͑=B − ͒. For general Ͼ⌳ 0 + the proof of Theorem 1.1 given in Sec. V needs this special case, as in Raikov ͑1993͒.
We introduce a partition of R 2 and a corresponding partition of unity. Let K = ͕0,1, + ,−͖. Take and fix positive numbers ␣ , ␤, and so that 
, and for each multi-index ␥, there exists ͑P.2͒ j C 0 ϱ ͑Q͑j ,1+͒͒, and 0 ഛ j ഛ 1 hold, and for each multi-index ␥, there exists C ␥ Ͼ 0, independent of j , , such that sup zR 2͉ j ͑z͉͒ ഛ C ␥ −͉␥͉ holds for any j J. Moreover, 
͑3.1͒
for any small Ͼ0, where we used ͑P.2͒ and the fact that the estimates ͉V͑z͉͒ ഛ C͗j͘ −m and
The second term on the right-hand side ͑rhs͒ of ͑3.1͒ is less than or equal to
͑3.2͒
To estimate the above integral, we use the following elementary estimate: If m Ͼ 0 and 1
Similarly, if m = 1, the rhs of ͑3.2͒ is estimated from above by
and if 1 Ͻ m Ͻ 2, the rhs of ͑3.2͒ is estimated from above by C m g͑͑g
This completes the proof.
Lemma 3.2: Let q 1 and be as above. We have N͑q 1 Ͻ͒ =0 for large g Ͼ 0.
Proof:
where we used ͑V.1͒, ͑P.1͒ and the fact that 1 − m␤ =1−m͑1/m + ͒ =−m Ͻ 0. Then the min-max argument yields that N͑q 1 Ͻ͒ ഛ N͑H 0 ͑b͉͒ ⍀ 1 Ͻ+ o͑1͒͒ holds as g → ϱ. Hence we conclude that N͑H 0 ͑b͉͒ ⍀ 1 Ͻ+ o͑1͒͒ = 0 for large g since inf Spec͑H 0 ͑b͉͒ ⍀ 1 ͒ = inf uC 0 ϱ ͑⍀ 1 ͒,ʈuʈ=1 ͑H 0 ͑b͒u , u͒ ജ inf Spec͑H 0 ͑b͒͒͑=B − Ͼ͒ holds as g → ϱ again by the min-max argument.
Estimate of N"q ±
and
Let ͕ j ͖ jJ ± be a partition of unity subject to the covering ͕Q j ͖ jJ ± of ⍀ ± satisfying the following conditions ͑respectively, for ±͒:
holds on ⍀ ± . In what follows, for simplicity, we omit the phrase "respectively ͑for ±͒" if there is no fear of confusion.
Let z j = ͑x j , y j ͒ be the center of Q j and we introduce the auxiliary magnetic potentials,
which gives the constant magnetic field B ± .
Lemma 3.3: Let j J ± .
There exists C Ͼ 0, independent of j , g, and , such that ʈ ͑b − b j,± ͒u ʈ ഛ Cg −M␣ ʈ u ʈ holds for any u C 0 ϱ ͑Q j ͒, and for any g ജ 1.
where we used ͑B.2͒ in the second inequality. Proof: Let z , zЈ Q j . If we write z = ͑x , y͒, then
͑3.6͒
and ͉z͉ ഛ ͉zЈ͉ + ͉z − zЈ͉ ഛ ͉zЈ͉ + ͱ 2͑1+͒g
holds. The first order Taylor expansion yields ͉V͑z͒
V͑z͒ for large g, where we used ͑3.6͒ in the third inequality, ͑V.1͒, ͑V.2͒ in the second and the fourth inequalities, ͑3.7͒ in the last inequality. Here, the constant C is independent of j , , g , z, and zЈ. This proves the lemma. 
where we set
In fact, the sum on the rhs of ͑3.8͒ terminates for each and g. Proof: By Lemma 2.1 and ͑P.3͒, there exists C Ͼ 0, independent of j , g , , such that
holds for any u C 0 ϱ ͑⍀ ± ͒, where we write sup Q ͉V͉ for sup zQ ͉V͑z͉͒ for short. Then the min-max theorem yields that
holds for large g, where we used Proposition 2.2 in the second inequality. Here, F͑P͒ =0 if P is true and F͑P͒ =1 if P is false.
Note that if we write z = ͑x , ȳ͒ Q j , then ±x ജ 0 since 0 Ͻ Ͻ ␣. Then we find that, for any
−͑␣−2͒ ͒V͑z͒͒ = g͑ − Cg −͑␣−2␣͒ ͒V͑z͒ ജ 0 holds for large g ͑uniformly in j , l͒, where we used ͑3.10͒ in the first inequality, Lemma 3.4 in the second inequality and ͑V.2͒ in the last. This shows the claim.
Hence, it follows that, for large g, the rhs of ͑3.9͒ is less than or equal to ͑1 
As in the proof of Lemma 3.1, we can show that
as g → ϱ, using the upper estimate in Lemma 2.4. Also, as in the proof of Lemma 3.2, we can show that
holds for large g Ͼ 0.
Lemma 3.7: For any l N and any satisfying 0 ϽϽ1, set
respectively. Then for any satisfying 0 ϽϽ1, we have
Proof: Let 0 Ͻ Ͻ 1 and j Z 2 . Let Q j and Q j be the cubes defined by ͑3.3͒ and ͑3.4͒,
Then, as in the proof of Lemma 3.5, it follows from Lemma 2.4, Lemma 2.1, and Lemma 2.3 that, for any satisfying 0 ϽϽ1,
where we used Proposition 2.2 with r 1 = in the third inequality.
We claim that, if j J ± Ј, then F͑͑1+2͒⌳ l
, z Q j and ͑1+2͒⌳ l ± Ͻ+ g͑1 − ͒V͑z͒ hold. Then, by Lemma 3.4 and ͑V.2͒, we have + g sup
This shows the claim. So, for large g Ͼ 0, the rhs of ͑3.14͒ is bounded from below by
where we used the fact that
where the rhs is a disjoint union, in the first inequality and used, in the last inequality, the fact that the set
as g → ϱ, and we observe that 
IV. SPECTRAL PROPERTIES OF THE IWATSUKA MODEL
A. Direct decomposition
In this section we recall from Iwatsuka ͑1985͒ the spectral representation of the Iwatsuka H 0 ͑b͒. We introduce the partial Fourier transform ͑Fu͒͑x , ͒ = ͑2͒ 11 
, Lemmas 2.3 and 3.5)] Assume that (B.1) holds. For each R, the operator L͑͒ is essentially self-adjoint on C 0
ϱ ͑R͒ and has a complete orthonormal system of eigenfunctions ͕ n ͑·,͖͒ nN and the corresponding eigenvalues ͕ n ͖͑͒ nN so that L͑͒ n ͑·,͒ = n ͑͒ n ͑·,͒ and 0 Ͻ 0 ͑͒ Ͻ 1 ͑͒ Ͻ 2 ͑͒ Ͻ¯→ ϱ hold for each n N.
Moreover, the following properties (1)-(5) hold for each n N.
͑1͒ n ͑͒ is nondegenerate and depends analytically on . ͑2͒ n ͑͒ is monotonically increasing in , and lim →±ϱ n ͑͒ = ⌳ n ± hold, respectively.
͑3͒ n ͑·,͒ belongs to D͑L͑0͒͒ and depends analytically on with respect to the graph norm
͑4͒ n ͑x , ͒ is a real-valued continuous function of x and , and moreover, n ͑x , ͒ is infinitely differentiable in x for each and is analytic in for each x. ͑5͒ The estimate ͉ n ͑x , ͉͒ ഛ⌽ n ͑x − b −1 ͑͒͒ holds for a function ⌽ n satisfying 0 Ͻ⌽ 0 ͑x͒ Ͻ0
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Ͻ⌽ n ͑x͒ Ͻ¯and For any k N, we introduce the Banach spaceB 
which are both self-adjoint, so coincide. This shows the assertion ͑1͒.
The assertion ͑2͒ follows from Lemma 2.7 with Op͑a͒ = L͑͒ k and with Op͑a͒ = L͑0͒ k since the topology of the weighted Sobolev spaces H m is independent of specific Op͑a͒ by the ͑original͒ definition. As a byproduct, we find that D͑L͑͒ k ͉ D 0 ͒ coincides with H 2k .
Finally we show the assertion ͑3͒. It is enough to show in the case of = 0. Note that B − ͉x͉ ഛ ͉b͑x͉͒ ഛ B + ͉x͉ holds for all x R by Lemma 4.2, and each derivative of b is bounded. Then there exists C k Ͼ 0 such that
͑4.2͒
holds for any u D 0 . Conversely, by the assertion ͑4͒ in Lemma 2.6, the operator x ␤ ‫ץ‬ x ␣ maps H 2k , which coincides with
The density of D 0 completes the proof.
B. Exponential decay of n
In this section, using the so-called Agmon estimate, we derive an exponential decay estimates of the eigenfunction n and obtain the estimates for the band function n . To the end of this section, we set g͑x , ͒ = ͑x − b 
Proof: This is an easy consequence of the method of Agmon estimates. However, we give a 
for any ␣ R, where we used Lemma 4.2 in the first inequality and "Re" stands for the real part. Then it follows that
͑4.4͒
Take C 0 ϱ ͓͑0,ϱ͒͒ so that ͑t͒ = 1 if 0 ഛ t ഛ 1,͑t͒ =0 if t ജ 2 and is monotonically decreasing. Set ͑x͒ = ͑B − 2 g͑x , ͒ / ͑2⌳ n + ͒͒. Then we find that
using the fact that g͑x , ͒ ഛ 4⌳ n + / B − 2 holds on supp and g͑x , ͒ ജ 2⌳ n + / B − 2 holds on supp ͑1
− ͒, and we find from ͑4.4͒ and ͑4.5͒ that ͑1−8␣
2 holds on supp . Taking a limit R → ϱ, we have the conclusion.
Lemma 4.5: Let ␣ N. There exists = ␣,n Ͼ 0 such that
We show this by induction on ␣. We abbreviate the assertion to P͑␣͒. When ␣ = 0, the first estimate in ͑4.6͒ follows from Lemma 4.1 ͑v͒. The Feynman-Hellman formula yields that
Then the second estimate in ͑4.6͒ follows from the exponential decay of n with respect to − b. This shows that P͑0͒ is true. We assume that P͑␣͒ is true. First, under this assumption, we show the estimate
͑4.8͒
Differentiating the equation ͑L͑͒ − n ͑͒͒ n ͑͒ = 0 with respect to in ͑␣ +1͒ times, we obtain
In the case of j n, taking an inner product with j , we obtain
Then the Schwarz inequality yields that 
for some C ␣ , C ␣ Ј Ͼ 0 independent of . Here, we introduced a positive number ␦ n as
ͮ
In the case of j = n, differentiating the relation ͑ n , n ͒ = 1 with respect to in ͑␣ +1͒ times,
␣Ј n ͒, where we used the reality of n . Then we have
for some C ␣ Ͼ 0 independent of . Hence it follows from ͑4.10͒ and ͑4.11͒ that
where we used the fact that ͕ j ͑·,͖͒ jN is an ONB in L 2 ͑R͒. By the assumption P͑␣͒, all terms on the rhs of ͑4.12͒ are bounded uniformly in . Thus we have proved ͑4.8͒ under P͑␣͒. Next, we apply Lemma 4.4 to ͑4.9͒ with = ‫ץ‬ ␣+1 n , f = f ␣ =the rhs of ͑4.9͒. We may assume that the constant ␣ in the exponent in Lemma 4.4 is equal to since we can take small enough. Then it follows that there exists C n Ͼ 0 such that the estimate ʈ e g ‫ץ‬ ␣+1 n ʈ ഛ C n ͑ ʈ e g f ␣ ʈ + ʈ ‫ץ‬ ␣+1 n ʈ ͒. The first term on the rhs is bounded uniformly in under P͑␣͒, since the maximal order of derivatives of n is less than or equal to ␣ and the maximal order of derivatives of n is less than or equal to ␣ + 1 in the expression of f ␣ . The second term on the rhs is also uniformly bounded because of ͑4.8͒ we have already proved. Hence, we have proved the first estimate in ͑4.6͒ for P͑␣ +1͒, assuming P͑␣͒.
Finally, we show the second estimate in ͑4.6͒ for P͑␣ +1͒, assuming P͑␣͒. Differentiating ͑4.7͒ with respect to in ͑␣ +1͒ times, we obtain
Since the maximal order of derivatives of n on the rhs of ͑4.13͒ is less than or equal to ␣ + 1, the uniform boundedness of the rhs of ͑4.13͒ with respect to follows from the first estimate in ͑4.6͒
for P͑␣͒ and the exponential decay property of ‫ץ‬ ␣+1 n we have proved above. Thus we have proved all the assertion of P͑␣ +1͒, assuming P͑␣͒. This completes the induction. 
We show this by induction on ␤. We abbreviate the assertion to P͑␤͒. The assertion P͑0͒ is true by Lemma 4.5.
We assume that P͑␤͒ is true. Then, for any ␣, we have
where we used the equation ͑L − n ͒ n = 0 in the third equality. The first term on the rhs of ͑4.14͒
is bounded uniformly in by the assumption P͑␤͒ and the second estimate in ͑4.6͒ if we choose Ͼ 0 sufficiently small ͑the choice is independent of ͒. The second term on the rhs of ͑4.14͒ is bounded from above by 
Since each of the functions ‫ץ‬ x ␥−␥Ј e g is of the form "a polynomial of ͑x − b −1 ͑͒͒ times e g ," we obtain the estimate
for some ЈϾ 0 satisfying 0 Ͻ ЈϽ uniformly in . The rhs of ͑4.15͒ is bounded uniformly in by Lemma 4.6 for an appropriate choice of , Ј. This means that the ␥th Sobolev norm of e g ‫ץ‬ x ␤ ‫ץ‬ ␣ n is bounded uniformly in for each ␥. Hence, Sobolev's embedding theorem yields that
for some C Ͼ 0. The above observation shows that the rhs of ͑4.16͒ is uniformly bounded in if we choose small enough. This shows the lemma.
C. Decay estimate of n
In this section, we derive the following decay estimate of the band function n at infinity. Lemma 4.8: Assume that ͑B .2͒ + holds. Then, for any n N, there exists C n Ͼ 0 such that
Similarly, if we assume ͑B .2͒ − then the same estimate replaced ⌳ n + by ⌳ n − holds if x ഛ 0. Proof: We mimic the proof of Lemma 4.1 in Iwatsuka ͑1985͒. We first consider the case of x ജ 0. Let n be fixed and j , k ഛ n. Set L c ͑s͒ ‫ץ−=‬ x 2 + B + 2 ͑x − s͒ 2 in L 2 ͑R͒ and ␣ jk ͑s͒ = ͑L c ͑s͒ j ͑·,b͑s͒͒ , k ͑·,b͑s͒͒͒. Then, using the equation ͑L͑b͑s͒͒ j ͑·,b͑s͒͒ , k ͑·,b͑s͒͒͒ = j ͑b͑s͒͒␦ jk , we find that
where we used the facts that ͉B + 2 ͑x − s͒
x ͑B + − B͑t͒͒dt͉ holds and that ͉ j ͑x , b͑s͉͒͒ ഛ⌽ n ͑x − s͒ hold if j ഛ n by Lemma 4.1. For any large N N and any large s Ͼ 0, the first term on the rhs of ͑4.17͒ is bounded from above by
for some constant C N,n Ј , where we used Lemma 4.1. Since ͑B .2͒ + implies that there exists s 0 Ͼ 0 and C n Ͼ 0 such that sup tജs/2 ͉B + − B͑t͉͒ ഛ C n ͗s͘ −N holds if s Ͼ s 0 , it follows that the second term on the rhs of ͑4.17͒ is bounded from above by
holds for some C n Ͼ 0, if we choose s 0 sufficiently large. If we denote by V n ͑s͒ the linear subspace of L 2 ͑R͒ spanned by ͕ j ͑·,b͑s͖͒͒ jഛn , then ͑␣ jk ͑s͒͒ j,kഛn is the Hermitian symmetric matrix of L c ͑s͉͒ V n ͑s͒ with respect to the basis ͕ j ͑·,b͑s͖͒͒ jഛn . Let 0 ͑s͒ ഛ¯ഛ n ͑s͒ be the eigenvalues of ͑␣ jk ͑s͒͒ j,kഛn . Let ͑a ij ͒ and ͑b ij ͒ be n ϫ n Hermitian matrices and let ␣ 1 ഛ¯ഛ ␣ n and ␤ 1 ഛ¯ഛ ␤ n be their eigenvalues, respectively. Then it is easy to see that
͑4.21͒
Then, by the variational principle ͓Reed and Simon ͑1978, Vol. IV, Theorem XIII.3͔͒, we have ⌳ j + ഛ j ͑s͒ for any j ഛ n. Since ⌳ j + is the jth eigenvalue of L c ͑s͒ and j ͑b͑s͒͒ ഛ⌳ j + , we can deduce from ͑4.21͒ that
holds if j ഛ n. This shows the first assertion of the lemma.
In the case of s → −ϱ, we have the conclusion in a similar way, replacing the objects ␣ jk , L c ͑s͒ , L͑b͑s͒͒ and j ͑s͒'s by ͑L͑b͑s͒͒ j ͑·,s͒ , k ͑·,s͒͒ , L͑b͑s͒͒ ‫ץ−,‬ x 2 + B − 2 ͑x − s͒ 2 and the eigenvalues of the matrix ͑͑L͑b͑s͒͒ j ͑·,s͒ , k ͑·,s͒͒͒ j,kഛn , respectively. Here, k ͑·,s͒ is the eigenfunction of ‫ץ−‬ x 2 + B − 2 ͑x − s͒ 2 corresponding to the kth eigenvalue ⌳ k − .
V. PROOF OF THEOREMS
A. Operators on the direct sum
To the end of this paper, we always assume ͑B.1͒, ͑B.2͒, ͑V.1͒-͑V.4͒. Let ͕ n ͖ nN be the eigenfunctions given in Lemma 4.1. Because of Lemma 4.1, for any l N, we can define a partial isometry
We now extend T l s to an operator on the direct sum of Hilbert spaces ͚ lN L 2 ͑R͒, more precisely, we define a partial isometry 
holds 
Proof: First, assuming further that V S͑R 2 ͒, we show the assertions ͑1͒-͑3͒. For any i , j N, we find that the operator T i * FVF * T j has the integral kernel K͑ , Ј͒ = ͐͐ R 2 i ͑x , ͒ j ͑x , Ј͒V͑x , y͒e − ͱ −1y͑−Ј͒ dxd -y, which converges absolutely for each , Ј, and so the Weyl symbol p V is given by
where we changed the variable z = y + * in the last line. An integration by parts yields that the rhs of ͑5.5͒ is equal to
for any N N. Using the estimate ͗ ; * ͘ ഛ C͗x ; z − * ͗͘ − b͑x͒͗͘z͘, we find that, for any ␣ , ␤,
if we take N so that 2N − m − ␣ Ͼ 1. By Lemma 4.7, we have
Hence, the integral on the rhs of ͑5.7͒ converges absolutely, because of Lemma 4.2. Especially, when i = j = n, this proves the assertion ͑1͒ under the temporal assumption on V.
We show the assertions ͑2͒ and ͑3͒. The first order Taylor expansion yields that
where ‫ץ‬ j V denotes the derivative of V with respect to the jth variable. In ͑5.5͒, the symbol corresponding to the first term on the rhs of ͑5.8͒ is given by
where we used the Fourier inversion formula. We can derive the estimate ͑5.3͒ for the symbols corresponding to the second and the third terms on the rhs of ͑5.8͒ in the same way as in the proof of ͑5.2͒, using the facts that
, which follows from ͑B.2͒, and that ͗ ;
Then we have the assertions ͑2͒ and ͑3͒ when V S͑R 2 ͒. Finally, we give a proof for general Vs. We consider only the case of i = j = n, since the case of i j is similar. Since the space S͑R͒ is dense in S −k for any k Ͼ 0, we can approximate V by an appropriate sequence͕V l ͖ l=1 ϱ ͑ʚS͑R 2 ͒͒ in S −k for any k Ͼ 0. We consider the equality
where Rٌ͑V l ͒ stands for the remainder term. Then it follows from Lemma 2.5, ͑5.2͒ and ͑5.3͒ that the rhs of ͑5.9͒ converges to Op͑q V ͒ + Rٌ͑V͒ as l → ϱ in the norm operator topology. On the other hand, the left-hand side ͑lhs͒ of ͑5.9͒ converges to T n * FVF * T n as l → ϱ in the weak operator topology by definition. Thus, the lemma is true for general V's.
The next lemma follows immediately from 
respectively. We first consider the integral J 0 . By ͑B.1͒, ͑V.1͒, there exists C Ͼ 0 such that
Next, we consider the integral J + . We divide J + = J +,1 + J +,2 with
Using ͑B.2͒ we find that ͉J +,1 ͉ is bounded from above by 
B. Preliminary estimates
The proofs of Theorems 1.1, 1.4, and 1.5 given below are essentially the same as those of Theorems 1.2, 1.1 in Raikov ͑1993͒ and that of Theorem 2.2 in Raikov ͑1998͒, respectively. However, we reproduce the proofs of Theorems 1.1-1.5 for the sake of completeness.
Let ⌳ n−1 + ϽϽ⌳ n − . Take an integer N 0 greater than n and set I − = ͕−1,0,… , n −1͖ , I + = ͕n , n +1,… , N 0 ͖. Define the orthogonal projections P + , P − , P ϱ , and P − c on the space ͚ lN L 2 ͑R͒ by P ± = ͚ lI ± idL 2 ͑R͒, respectively, P ϱ =id− P − − P + and P − c = P + + P ϱ =id− P − . Here, "id" stands for the identity operator. These projections P ± , P ϱ commute with each other and with the operator H 0 .
Lemma 5.4: We have the asymptotic relations
respectively. Here, the operators H 0 and V are as in Sec. V A. Proof: It follows from Spec͑A * A͒ \ ͕0͖ = Spec͑AA * ͒ \ ͕0͖ that
The operators ͉H 0 − ͉ −1 P ± are matrix-valued ⌿DOs on ͚ lI ± L 2 ͑R͒ and have the symbol By the definition of P ϱ and the min-max argument, we have 
where we used the ͑generalized͒ Birman-Schwinger principle ͓see, e.g., Alama, Deift, and Hempel ͑1989͒, Birman ͑1991͔͒ and the Weyl-KyFan inequality. Then by Lemma 5.4 and Lemma 5.6, we obtain the upper bound lim sup g→ϱ g −2/m N g + ͑͒ ഛ ͚ lI + l ͑͒, taking a limit ↓ 0 and N 0 → ϱ. Next, we obtain the lower bound. For any small Ͼ0, we have
where we used the inequality P − V 1/2 P − c ͑H 0 − ͒ 
in the first inequality and used ͑5.10͒ in the last inequality. Next, for any small Ͼ0, there exists C Ͼ 0, independent of g , N 0 , such that
as g , N 0 → ϱ, where we used the Weyl-KyFan inequality in the second and the third inequalities and Lemma 5.4 in the last line. This gives the lower bound and we complete the proof.
E. Proof of Theorem 1.5
Let ⌳ n−1 + ϽϽ Ͻ⌳ n − . Set ␥ = ͑ + ͒ /2, = ͑ − ͒ / 2 and set P + c = P − + P ϱ . 
