Abstract. We give an explicit construction of vector-valued Yoshida lifts and derive a formula of the Bessel periods of Yoshida lifts, by which we prove the non-vanishing modulo a prime of Yoshida lifts attached to a pair of elliptic modular newforms. As a consequence, we obtain a new proof of the nonvanishing of Yoshida lifts.
Introduction
In [Yos80] and [Yos84] , Yoshida constructed certain explicit scalar-valued Siegel modular forms associated with a pair of elliptic modular newforms (case (I)) or a Hilbert modular newform (case (II)). These modular forms, known as Yoshida lifts, are theta lifts from O 4,0 to Sp 4 . Yoshida conjectured the non-vanishing of these theta lifts under certain assumptions, and the non-vanishing of Yoshida lifts in case (I) was later proved by Böcherer and Schulze-Pillot in [BSP91] and [BSP97] (see also [Rob01] for the representation technique). The purpose of this paper is to (i) extend Yoshida's construction to Siegel modular forms valued in Sym 2k2 (C ⊕2 )⊗det
and calculate their Bessel periods; (ii) show the non-vanishing of Yoshida lifts modulo a prime ℓ under some mild conditions in case (I). In particular, we obtain a new proof of the non-vanishing of Yoshida lifts in this case. To state our main results explicitly, we introduce some notation. Let N − be a square-free product of an odd number of primes and (N . Let (f 1 , f 2 ) be a pair of elliptic modular newforms of level (Γ 0 (N 1 ), Γ 0 (N 2 )) and weight (2k 1 + 2, 2k 2 + 2). Assume that k 1 ≥ k 2 ≥ 0. Let D be the definite quaternion algebra N 2 ) , we denote by ǫ p (f 1 ), ǫ p (f 2 ) ∈ {±1} the Atkin-Lehner eigenvalues at p on f 1 and f 2 respectively. We consider the following condition which is necessary for the non-vanishing of Yoshida lifts (cf. [Yos84, Lemma 4 
.2]). (LR)
ǫ p (f 1 ) = ǫ p (f 2 ) for every prime p with ord p (N 1 ) = ord p (N 2 ) > 0.
Let ℓ be a rational prime and fix a place λ of Q above ℓ. Then it is known that one can normalize forms f 1 , f 2 on D A so that the values of f i on the finite part D × are λ-integral and do not completely vanish modulo λ (See §5.1). Our main result is about the non-vanishing of θ * f1⊗f2 modulo λ attached to this normalized f 1 ⊗ f 2 . Theorem A (Theorem 5.3). Assume that (LR) holds and the prime ℓ satisfies the following conditions (i) ℓ > 2k 1 and ℓ ∤ 2N (ii) the residual Galois representations ρ fi,ℓ : Gal(Q/Q) → GL 2 (F ℓ ) attached to f i are absolutely irreducible. Then the Yoshida lift θ * f1⊗f2 has λ-integral Fourier expansion, and there are infinitely many Fourier coefficients which are nonzero modulo λ.
It is well-known that the conditions (i) and (ii) only exclude finitely many primes ℓ (cf. [Dim05, Proposition 3.1]), so we obtain immediately a new proof of the nonvanishing of Yoshida lifts in case (I) from Theorem A.
Corollary B. Suppose that (LR) holds. Then the Yoshida lift θ * f1⊗f2 is nonzero. When N 1 and N 2 are square-free, the nonvanishing of Yoshida lifts in case (I) has been proved in [BSP97] by a completely different method.
Selmer groups by adapting the method in [Bro07] for the case of Saito-Kurokawa lifts. The non-vanishing modulo λ of explicit Yoshida lifts serves as the first step in the method of Yoshida congruence ([BDSP12, Corollary 9.2] and [AK13, Theorem 6.5]). In [AK13] , the authors use a result of Jia [Jia10] on the non-vanishing modulo ℓ of scalar-valued Yoshida lifts (i.e. k 2 = 0), which is conditional under the assumption of Artin's primitive root conjecture. Our Theorem A relaxes the assumption of Artin's conjecture and further extends Jia's result to vector-valued Yoshida lifts.
The proof of Theorem A is based on an explicit Bessel period formula for Yoshida lifts (Proposition 4.7), where we prove that the Bessel period of Yoshida lifts associated to a ring class character φ of an imaginary quadratic field K is actually a product of a local constant e(f 1 ⊗ f 2 , φ) defined in (4.10) and the toric period integrals attached to f 1 ⊗ φ and f 2 ⊗ φ −1 over K. On the other hand, it is shown that Bessel periods, after a suitable normalizaton, can be written as a linear combination of Fourier coefficients of Yoshida lifts θ * f1⊗f2 (See (5.2) in Lemma 5.2). Therefore, the non-vanishing of θ * f1⊗f2 modulo λ boils down to the non-vanishing modulo λ of the local constant e(f 1 ⊗ f 2 , φ) and toric period integrals of f 1 ⊗ φ and f 2 ⊗ φ −1 for some ring class character φ. Finally, we prove that if φ is sufficiently ramified, then the assumption (LR) implies the non-vanishing of the local constant e(f 1 ⊗ f 2 , φ), and the simultaneous non-vanishing modulo λ of these toric integral periods is a direct consequence of results of Masataka Chida and the first author in [CH16] .
So far we focus on Yoshida lifts in case (I). Let us make a remark on the nonvanishing modulo λ of Yoshida lifts in case (II), i.e. theta lifts attached to Hilbert modular newforms f over a real quadratic field F . We also give an explicit construction of Yoshida lifts in case (II) and show that their Bessel period formula attached to a ring class character φ of an imaginary quadratic field K is a product of a local constant and a toric period integral attached to f and the character φ • N E/F over E := F K. However, it is not clear to us how to show the non-vanishing modulo λ of this toric period integral for sufficiently ramified φ despite that the main results in [CH16] have been extended to Hilbert modular forms by P.-C. Hung [Hun16] . We hope to come back to this case in the future. This paper is organized as follows. After introducing some basic notation in §2, we give the construction of Yoshida lifts in §3. The particular choice of BruhatSchwartz function ϕ is made in §3.6 and the Fourier coefficients of Yoshida lifts are given by Proposition 3.6. We calculate the Bessel periods of Yoshida lifts in §4, and the Bessel period formula is given in Proposition 4.7. Finally, we prove the non-vanishing modulo λ of Yoshida lifts in §5.
Notation and definitions
2.1. If v is a place of Q, we let Q v be the completion of Q at v and | · | v be the normalized absolute value on Q v . Let Z be the finite completion of Z. If M is an abelain group, let M v = M ⊗ Z Q v and M = M ⊗ Z Z. Let A = R× Q be the ring of adeles of Q and A f = Q be the finite adeles of Q. If F is an étale algebra over Q (or Q p ), denote by O F the ring of integers of F and by ∆ F the absolute discriminant of F .
If G is an algebraic group G over Q, denote by Z G the center of G. If R is a Qalgebra, denote by G(R) the group of R-rational points of G. If g ∈ G(A), we write g f ∈ G(A f ) for the finite component of g and g v ∈ G(Q v ) for its v-component. We sometimes write G Q = G(Q) and G A = G(A) for brevity. Define the quotient
If dg is a Haar measure on G A , then the quotient space G Q \G A is equipped with the quotient measure of dg by the counting measure of G Q , which we shall still denote by dg if no confusion arises. For a set S, ♯(S) denotes the cardinality of S and I S denotes the characteristic function of S.
2.2. Algebraic representation of GL 2 . Let A be an Z-algebra. We let A[X, Y ] n denote the space of two variable homogeneous polynomial of degree n over A. Suppose n! is invertible in A. We define the perfect pairing ·, · n :
It is well-known that the pairing ·, · n on L κ (A) satisfies
For each non-negative integer k, we put
is the algebraic representation of PGL 2 (A) = GL 2 (A)/A × , and the pairing ·, · 2k is GL 2 (A)-equivariant.
2.3.
Siegel modular forms of degree two and Fourier expansions. Let GSp 4 be the algebraic group defined by
with the similitude character ν : GSp 4 → G m . Here 1 2 denotes the 2 by 2 identity matrix. The Siegel upper half plane of degree 2 is defined by
Then H 2 is equipped with an action of Sp 4 (R) given by g ·Z = (AZ +B)(CZ +D)
for g = A B C D and Z ∈ H 2 , and define the automorphy factor J :
be an open-compact subgroup of GSp 4 (A f ). For each quadratic character χ :
, N, χ) the space of adelic Siegel modular forms of weight κ, level N and type χ, which consists of smooth functions F :
Fourier coefficients of F . Denote by H 2 the group of 2 by 2 symmetric matrices. Let U be a unipotent subgroup of GSp 4 defined by
where du is the Haar measure with vol(U Q \U A , du) = 1. Then F has the Fourier expansion (2.1)
3. Yoshida lifts 3.1. Orthogonal groups. Let D 0 be a definite quaternion algebra over Q of discriminant N − and let F be a quadratic étale algebra over Q. Let D = D 0 ⊗ Q F . We assume that every place dividing ∞N − is split in F . It follows that F is either Q⊕Q or a real quadratic field over Q, and D is precisely ramified at ∞N − . Denote by x → x * the main involution of D 0 and by x → x the non-trivial automorphism of F/Q, which are extended to automorphisms of D naturally. We define the four dimensional quadratic space (V, n) over Q by
Let H be the algebraic group over Q given by
This induces an identification ̺ : H ≃ GSO(V ) with the similitude map given by
Remark. If v = ww is a place split in F , then F = Q v e w ⊕ Q v e w , where e w and e w are idempotents corresponding to w and w respectively, and each place w lying above v induces the isomorphisms
3.2. Notation for quaternion algebras. We will fix the following data throughout this paper. For any ring A, the main involution * on M 2 (A) is given by 
Define the quaternion algebra H Q over Q by
The main involution * : H Q → H Q is given by x → t x and let O HQ be the maximal order defined by
− be a prime. For the later study on the ℓ-integrality of Yoshida lifts in §5, we take Φ ∞ : H ≃ D 0,∞ to be an isomorphism compatible with this prime ℓ in the following manner. Choose a real quadratic field F 1 such that ℓ is split in F 1 and every prime factor of 2N − is inert in
Hereafter, we shall view f as an automorphic form on
Let f new be a newform on PGL 2 (F A ) of weight 2k + 2 = (2k 1 + 2, 2k 2 + 2) and level N. Namely, f new is a pair of elliptic modular newforms (
new is a Hilbert modular newform of level Γ 0 (N) and weight 2k + 2 if F is a real quadratic field. Let π be the automorphic cuspidal representation of
Denote by GO(V ) the orthogonal similitude group with the similitude morphism ν :
be the Schrödinger realization of the Weil representation. For every ϕ ∈ S(X v ), we have
where γ Vv = γ(ψ v • n) is the Weil index attached to the second degree character
, and ϕ ∈ S(X v ) is the Fourier transform of ϕ with respect to the self-dual Haar measure dµ on
Then the Weil representation can be extended to the R-group by
Let GSp + 4 be the group of elements g ∈ GSp 4 with ν(g) ∈ ν(GO(V )). Define the theta lift θ(−; f , ϕ) : GSp
Here dh := dh ∞ dh f is the Haar measure of H (1) (A) normalized so that dh ∞ and dh f are the Haar measures of H
(1) (R) and
Here U is the group defined in (3.2). We extend uniquely θ(−; f , ϕ) to a function on GSp 4 (Q)\ GSp 4 (A) by defining θ(g, f , ϕ) = 0 for g ∈ GSp 4 (Q) GSp + 4 (A).
The test functions. Let
Proof. This is [Yos80, Proposition 2.5, Proposition 2.6].
At the archimedean place ∞, we have identified H(R) with H × ×H/R × and V ∞ with H via the isomorphisms fixed in (3.1) so that H(R) acts on
It is easy to see that
In particular,
to be the map
The archimedean Bruhat-Schwartz function ϕ ∞ :
To be explicit, the polynomials P k :
can be written down in the following form:
Note that the coefficients of P k are integral polynomials in
(1) (C) can be verified by (3.4), and the assertion for GL 2 (C) can be checked by a direct computation.
Proof. We recall the definition of pluri-harmonic polynomials given in [KV78, p. 18]. Let ∆ 11 , ∆ 22 and ∆ 12 be the differential operators on C[z 1 , z 1 , w 1 , w 1 , z 2 , z 2 , w 2 , w 2 ] defined by
Then a polynomial P ∈ C[z 1 , z 1 , w 1 , w 1 , z 2 , z 2 , w 2 , w 2 ] is said to be pluri-harmonic if and only if ∆ ij P = 0 for all i, j ∈ {1, 2}.
Now the lemma follows from a direct and elementary computation of ∆ ij P k . We leave it to the readers.
Lemma 3.4. Let P (x) be a pluri-harmonic polynomial on X ∞ = H ⊕2 and let
Proof. By [KV78, Lemma 4.5], we have
We thus obtain
Using the decomposition
one shows the lemma by a straightforward calculation.
3) and (3.5), we see that the Yoshida lift θ f :
is a (adelic) Siegel modular form of weight κ, level N F and type χ F/Q in view of Lemma 3.1 and Lemma 3.5. Define the classical Yoshida lift θ *
0 (N F ). We recall the calculation of Fourier coefficients of θ *
Therefore, if W θ f ,S (g) = 0, then S = S z for some z ∈ X, and S is semi-positive definite. Now let S = S z and put
It follows from Witt's theorem that
we thus obtain (3.6)
To proceed the computation, we introduce some notation. Define the subset Λ 2 ⊂ H 2 (Q) by
Define the set E z by
Then we have H z (A f )E z U = E z , and according to [Yos84, Proposition 1.5], the cardinality
Proposition 3.6. The classical Yoshida lift θ * f has the Fourier expansion
where S runs over elements in Λ 2 such that S = S z for some z ∈ X and (3.7)
In particular, θ * f is a holomorphic vector-valued Siegel modular form of weight
Suppose that W θ f ,S (α(ξ ∞ )) = 0. Then S = S z for some z ∈ X. Combined with the fact that θ f is left invariant by unipotent elements in U
0 (N F ), we see that S ∈ Λ 2 . Note that by Lemma 3.2,
where κ = (k 1 + k 2 + 2, k 1 − k 2 + 2). Applying (3.6) and Lemma 3.5, we obtain
The proposition follows immediately. The above assumption assures that the existence of an optimal embedding ι : M ֒→ D 0 in the sense that ι −1 (O D0 ) = O M . We shall fix an optimal embedding. Let
We introduce the definition of S-th Bessel period according to [Fur93] . Define a Q-algebraic group T S by T S = {g ∈ GL 2 | t gSg = det gS}.
Define a morphism j :
Let da ∞ and da f be the Haar measures of H z (R) and H z (A f ) such that vol(H z (R), da ∞ ) = vol(H z (A f ) ∩ U, da f ) = 1 and let da := da ∞ da f be the Haar measure on H z (A), which will be identified with (E 0 ⊗ A) × /F × A by the lemma below.
Lemma 4.1. We have an isomorphism
as algebraic groups over Q.
Proof. It suffices to show this map is surjective. Let L be a field extension of Q and let (a,
This implies that a lies in the centralizer of
For a Siegel modular form F of weight κ, the S-th Fourier coefficient W F ,S :
where dt is the quotient measure dt/da.
Preliminary computation of Bessel periods.
Let C be a positive integer such that
Every prime factor p of C is split in either F or M , and put
Define the subset E z,C ⊂ H (1) (A f ) to be E z,C = p<∞ E z,C,p , where
It is clear that
Proposition 4.2. We have
Here dh f = dh f /da f .
Proof. For simplicity, write N = N E/K . Since ν(j(t)) = N E/Q (t) = ν(̺(t)), applying the formula (3.6), we find that
Using the fact that zΨ(N(t)) = ̺(t)z and the identification E × 0 /F × ≃ H z in Lemma 4.1, the above double integral is equal to
The above equality holds since E × is commutative and φ is trivial on A × . Making change of variable h → tht −1 and applying Lemma 3.5, we obtain
This completes the proof.
4.3.
Determination of E z,C . Let p be a rational prime and let U p be the pcomponent of the open-compact subgroup U. In this subsection, we give the explicit description of the double cosets [E z,C,p ] := H z (Q p )\E z,C,p /U p , which will be needed for the further computation of Bessel periods. In addition to (H'), we assume that M satisfies the following condition:
Lemma 4.3. For p ∤ N − , there exists ς p ∈ GL 2 (O Fp ) satisfying the following condition:
Proof. (i) and (ii) are standard facts. To see (iii), note that there exists g ∈ for some a ∈ F × p , we find that the conjugation by g sends E p into diagnoal matrices,
Then this g satisfies the conditions in (iii).
Definition 4.4. Let c p = ord p C. For each prime p such that either p is prime to N + or p is split in M , we define the subset E z,C,p ⊂ H (1) (Q p ) as follows:
(iv) If p | N − , let π Dp be an element of D 0,p with π Dp π * Dp = p, and put
We record here the following integral analogue of Skolem-Noether theorem.
Lemma 4.5. Let F/Q p be a finite extension and E be a quadratic field over F . Let O be an order of
Proof. This is a special case of [Hij74, Corollary 2.6 (i)] (See also the last paragraph of [Gro88, p.1158]).
Proposition 4.6. If p ∤ N + or p is split in M , then the set E z,C,p is a complete set of representatives of [E z,C,p ]. If p | N + is non-split in M , then E z,C,p is the empty set.
Proof. Let ς = (ς p , det ς p ) ∈ H(Q p ) and
Suppose that E z ′ ,C,p is not empty and let h ∈ E z ′ ,C,p , or equivalently
Denote by [h] the double coset H z ′ hU p . The task is to show that the class [h] can be represented by some element in ς −1 E z,C,p and that
In this case, p is unramified in F and K by (rFK), and one verifies that z ′ = (1, δ 0 0 δ ) and
Using the Iwasawa decomposition, one can verify that [h] can be represented by an element h 1 of the form
where
Since aa = 1 and p is unramified in E, from the above relation we can deduce that
Writing
In this case, c p = 0, so from the discussion in the previous case we see that the class [h] can be represented by some element in GL 2 (O Fp ). Now we claim that [h] can be represented by some element h 2 of the form
To see the claim, recall that
and note that for a finite extension L/Q p with a uniformizer ̟, we have the coset decomposition
which is a contradiction as 1 − xy ∈ Z × p . This proves the claim. We proceed the argument. An easy computation shows that
, and hence
We also need to show p ∤ N + in this case. First consider the subcase where p = pp is split in F (so p is non-split in K). Recall that we make the identifications
Then K z ′ ≃ K p is a quadratic field over Q p as p is non-split in K, and by definition h 2 ) ∈ E z,C,p , det h 1 = det h 2 , and we can verify that the class [h] can be represented by (g, g) for some g ∈ GL 2 (Q p ). For a non-negative integer m, let
−1 xg and let p j be the conductor of the order
This implies that 0 ≤ j ≤ c p . If p | N + , then p is inert in K and c p = j = 0. We see that γ is an optimal embedding of O z ′ into R p the Eichler order of level N + in M 2 (Z p ). This implies that p is split in K, which is a contradiction.
Therefore, we have p ∤ N + . Then R p = M 2 (Z p ), and by our choice of ς p , one can verify directly that the conjugation γ ′ :
Now we treat the subcase where p is inert in F but is split in K. Then c p = 0 by (hC). One verifies that
By Iwasawa decomposition, the class [h] can be represented by h 3 · (u, 1), where
Note that δ F ∈ O × Fp and δ − δ ∈ Z × p as p is unramified in F and K. The above implies that s ∈ O Fp , ss ≡ 1 (mod p n ) and δ ≡ δ (mod p n ). We conclude that n = 0
By (4.5), we may assume u = 1 0
which is a contradiction. It remains to consider the subcases where either p is ramified in F or p is inert in F but ramified in M . In this case,
, and the assumption (hC) implies c p = 0, and write
2 . Let p be the prime of F above p. By (rFK), p is unramified in E, so there exists a uniformizer
Since
It follows that the conjugation γ(x) = axa
. By our choice of ς p (Lemma 4.3 (ii)), the inclusion O ֒→ R p is an optimal embedding, so to prove (4.7), it suffices to show that γ is also an optimal embedding of O into R p by Lemma 4.5. Now suppose that γ : O ֒→ R p is not optimal. Then one can verify that p must be ramified in F and in M , δ F is a uniformizer of F , and the maximal order
It follows that O is the O Fp -order of conductor p, and γ is an (optimal) embedding of O Ep into R p .
On the other hand, the conjugation
In this case, pO F = pp is split in F by our assumption in §3.1 and p is inert in E by (H'). Since R
, it is easy to see that every coset in [E z,C,p ] can be represented by (1 2 , 1) and (π Dp , p).
We have proved that cosets of [E z,C,p ] can be represented by elements in E z,C,p , and it is not difficult to show that these cosets represented by E z,C,p are distinct by the same case-by-case analysis as above. We leave the details to the reader.
The above proposition suggests the following Heegner condition for M :
P N be the set of divisors of N . For every positive integer m|C and N ∈ P N , we define
Suppose that M satisfies (Heeg). By Proposition 4.6, E z,C is not empty and
4.4. Bessel periods and toric period integrals. In this subsection, we express certain normalized Bessel periods in terms of toric period integrals. We begin with some notation. Let O := R ∩ E be an O F -order of E and for each positive integer
and define the integer t E,m by
Note that t E,m divides the order of the torsion subgroup of O × m . Let X − K denote the space of finite order Hecke characters φ :
For each φ ∈ X − K of conductor CO K , we define the normalized Bessel period by
For a Hecke character χ :
By the definition of ς (m) for m|C, one can check easily that
where T 2 (R) is the group of diagonal matrices in H, so we see easily that
We define the Atkin-Lehner operator τ N,p ∈ D × as follows:
Let R N + be the Eichler order of level
is an eigenform of Atkin-Lehner operators τ N,p with eigenvalues ǫ p (f ) ∈ {±1}. Namely,
where p denotes a prime ideal of O F and • P is a prime ideal of O E lying above p.
•
Proposition 4.7. Suppose that M satisfies (Heeg) and (rFK) and let C be an integer satisfying (hC).
, by Lemma 3.2 and a routine computation, we obtain
Therefore, by Proposition 4.2 and Proposition 4.6, we find that
Since φ has conductor CO K and E/K is unramified at prime factors of C, one can verify that
unless m = C. On the other hand, using the proofs in Proposition 4.6, one can verify easily that
If p | N − , then p = pp split in F/Q, and by definition
If p | N + , then p is split in M . Let P be a prime ideal of O E above p and let
According to the recipe of ς p in Lemma 4.3 (i), we see that
As ord P (d ̟ N ) = n p , we obtain
Remark 4.8. In the case F = Q ⊕ Q,
Then one verifies that
The non-vanishing of Bessel periods
5.1. Integrality of Yoshida lifts. Let ℓ ∤ 2N be a rational prime and fix an isomorphism ι ℓ : C ≃ Q ℓ . Let Q be the algebraic closure of Q in C and let λ be the place of Q induced by ι ℓ . Let O λ be the completion of the algebraic integers Z along λ and let l be the prime ideal of O F lying under λ. Embedd F ⊗ Q ℓ ֒→ F l ⊕ F l , x → (ι ℓ (x), ι ℓ (x)). Recall that in §3.2 we have chosen a real quadratic field F ′ in which ℓ splits and fixed an isomorphism Φ F ′ :
F ′ gives rise to a morphism τ k,l := τ k • Φ −1
By construction, we have τ k,l : R
Define the ℓ-adic avatar f :
. By definition, we can verify that
Hence the values of f are determined by those at representatives of the finite double coset D × \ D × / R × , and we can normalize f by multiplying a scalar in Q w z,h f P k (z), f (h f ) 2k
We note that P k (̺(h v E/M,C t K,C · W θ f ,S (j(t)g C ), Q S 2k2 · φ(N E/K (t)),
where [t] runs over the finite double cosets
Note that t K,C divides the order of the torsion subgroup of O × K,C and hence t K,C ∈ Z × ℓ as ℓ ∤ ∆ K . By strong approximation, for t ∈ E × we can decompose Ψ(N E/K (t)) = α t u t with α t ∈ GL 2 (Q) and u t ∈ GL 2 ( Z). Put γ t := √ det α t −1 α t ξ C and S γt = t γ t Sγ t . Applying (2.2) and the computation in Proposition 3.6, we can verify that W θ f ,S (j(t)g C ) = ρ κ ( t γ −1 t )a(S γt )e −2π(1+δδ) ;
hence (5.1) is equal to
A little computation shows that
so we obtain
a(S γt ), Q S γ t 2k2 · φ(N E/K (t)).
Note that S γt ∈ H 2 (Q) and det S γt = C 2 ∆ K /4. If a(S γt ) = 0, then S γt ∈ Λ 2 , and Q S γ t ∈ Z[ 
