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Abstract
It is proved that any pseudo-Boolean function f can be represented as f (x) ≡ z + ϕ(x, x¯), where z is the minimum of f
and ϕ is a polynomial with positive coefficients in the original variables xi and in their complements x¯i . A non-constructive proof
and a constructive one are given. The latter, which is based on a generalization to pseudo-Boolean functions of the well-known
Boolean-theoretical operation of consensus, provides a new algorithm for the minimization of pseudo-Boolean functions.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let B be the set {0, 1}, and let f be an arbitrary pseudo-Boolean function, i.e. a mapping f : Bn → R (= the reals).
It is well known [11] that f can always be represented in the form
f (x) = c + ϕ(x, x¯) ∀x ∈ Bn (1)
where c is a constant and ϕ is a polynomial with non-negative coefficients in the 2n variables x1, . . . , xn ; x¯1, . . . , x¯n
(as usual, x¯i = 1− xi ). Then obviously one has c ≤ z, where z is the minimum of f in Bn .
The purpose of the present paper is to prove that f always has a representation (1) in which c = z.
As a matter of fact, it is not difficult to obtain a purely existential proof of this result. However, a constructive
proof will be given as well. Such proof, which is based on a generalization to pseudo-Boolean functions of the well-
known Boolean-theoretic operation of consensus, actually yields a new class of algorithms for the minimization of a
pseudo-Boolean function.
Unlike most known methods for such a problem, these algorithms are not tree search ones. Rather, they bear some
formal resemblance to the dual simplex method.
It is convenient to introduce some basic terminology. Let x1, . . . , xn be binary variables. A literal is either a
variable xi or its complement x¯i . A term is a finite product of literals. A monomial is a product a · T , where T is a
E-mail address: bruno.simeone@uniroma1.it.
0166-218X/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2007.09.021
2450 B. Simeone / Discrete Applied Mathematics 156 (2008) 2449–2458
term and a, the coefficient of the monomial, is a real number. A posiform is a finite sum ϕ = a1T1 + · · · + amTm
of monomials with positive coefficients. The Boolean frame of a posiform ϕ = a1T1 + · · · + amTm is the Boolean
function ϕ̂ = T1 ∨ · · · ∨ Tm , obtained from ϕ by ignoring the coefficients ah and by replacing ordinary sums by
Boolean ones. A posiform ϕ is said to be consistent if there is an x ∈ Bn such that ϕ(x, x¯) = 0. Finally, if f is a
pseudo-Boolean function, a pseudo-disjunctive normal form (PDNF) of f is any pair (c, ϕ), where c is a constant
and ϕ a posiform, such that (1) holds for all x ∈ Bn . Two PDNF’s (c, ϕ) and (d, ψ) are said to be equivalent if
c + ϕ(x, x¯) = d + ψ(x, x¯) for all x ∈ Bn .
The starting point for our considerations is the following simple observation.
Lemma 1. If (c, ϕ) is an arbitrary PDNF of f , then c is a lower bound for the minimum z of f in Bn . Moreover,
one has c = z if and only if the Boolean equation ϕ̂ = 0 is consistent.
Proof. The relation c ≤ z follows from the non-negativity of ϕ(x, x¯) for all x ∈ Bn . Identity (1) implies that c = z if
and only if
min
x∈Bn ϕ(x, x¯) = 0. (2)
Since ϕ is a posiform, (2) holds if and only if the system of Boolean equations
T1 = · · · = Tm = 0 (3)
has a solution, or equivalently, if and only if the single Boolean equation
ϕ̂ = T1 ∨ · · · ∨ Tm = 0
is consistent. 
Remark 1. Lemma 1 is especially attractive, from a computational point of view, in the quadratic case. When ϕ is
quadratic, one can check whether c = z in polynomial time, since the consistency of quadratic Boolean equations can
be tested in polynomial time [1,7,17].
It is natural then to ask: given an arbitrary pseudo-Boolean function f , does there always exist a PDNF (c, ϕ) of f
such that c = z? The answer is affirmative:
Theorem 1. Every pseudo-Boolean function f has a pseudo-disjunctive normal form (z, ϕ), where z is the minimum
of f in Bn .
Proof. For an arbitrary y ∈ Bn , let S(y) be the set of all indexes i for which yi = 1, and set, for all x ∈ Bn ,
cy(x) =
∏
h∈S(y)
xh ·
∏
k 6∈S(y)
x¯k .
One has
cy(x) =
{
1 if x = y
0 if x 6= y.
Therefore, for all x ∈ Bn ,
f (x) = z +
∑
y∈Bn
( f (y)− z)Cy(x).
Hence, if we put ϕ =∑y∈Bn ( f (y)− z)cy(x), the pair (z, ϕ) is the desired PDNF of f . 
The above proof is purely existential, since it requires an explicit knowledge of z. However, we shall also give a
constructive proof of Theorem 1. The main tool used in such a proof is a procedure (called the Squeezing Routine)
which, for any posiform ϕ,
(a) checks whether ϕ is consistent
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(b) and, if not, “squeezes out” from ϕ a positive constant d, that is, it computes a d > 0 and a new posiform ψ such
that, for all x ∈ Bn
ϕ(x, x¯) = d + ψ(x, x¯). (4)
The Squeezing Routine (which will be described in Section 3) is based on a generalization to pseudo-Boolean
functions of the well-known consensus operation of the theory of Boolean functions. Such a generalization is described
in the next section.
2. A generalization of the consensus concept to pseudo-Boolean functions
We begin this section by briefly recalling the notion of consensus from the theory of Boolean functions.
Two terms are said to be x-affine if x is the only conflict variable between them, i.e., the two terms are of the form
xS and x¯T , respectively, where S and T have no conflict variable.
If xS and x¯T are x-affine terms, their consensus is, by definition, the term ST . The following identity holds
xS ∨ x¯T = ST ∨ xS ∨ x¯T . (5)
The concept of consensus is at the heart of the well-known consensus method for the determination of the prime
implicants of a Boolean function [18].
Our generalization of consensus to pseudo-Boolean functions is motivated by the following considerations.
Let x be a variable. Two monomials aS′ and bT ′ are called x-affine if the corresponding terms S′ and T ′ are such.
Two monomials (or two terms) are said to be affine if they are x-affine for some variable x .
Let xS and x¯T be two x-affine monomials with unit coefficients. Then one can easily verify that the identity
xS + x¯T = ST + xST¯ + x¯ S¯T (6)
holds.
It is possible to re-write the r.h.s. of (6) as a posiform. In fact, if S = s1 · · · sp and T = t1 · · · tq , one has
S¯ = s¯1 ∨ · · · ∨ s¯p and T¯ = t¯1 ∨ · · · ∨ t¯q . (7)
On the other hand, an arbitrary elementary disjunction y1 ∨ · · · ∨ yr can be represented as a posiform by the identity
y1 ∨ · · · ∨ yr = y1 + y¯1y2 + · · · + y¯1 y¯2 · · · y¯r−1yr (8)
which can be easily proved by induction on r .
Therefore, one obtains
S¯ = s¯1 + s1s¯2 + · · · + s1s2 · · · sp−1s¯p
and
T¯ = t¯1 + t1 t¯2 + · · · + t1t2 · · · tq−1 t¯q .
Replacing such expressions into (6), one finally obtains the posiform identity
xs1 · · · sp + x¯ t1 · · · tq = s1 · · · spt1 · · · tq + xs1 · · · sp t¯1 + xs1 · · · spt1 t¯2 + · · · + xs1 · · · spt1t2 · · · tq−1 t¯q
+ x¯ t1 · · · tq s¯1 + x¯ t1 · · · tqs1s¯2 + · · · + x¯ t1 · · · tqs1s2 · · · sp−1s¯p. (9)
Examples:
x + x¯ = 1
x + x¯ y = y + x y¯
xy + x y¯ = x
x + x¯ yz = yz + x y¯ + xyz¯.
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More generally, if axS = axs1 · · · sp and bx¯T = bx¯t1 · · · tq are x-affine monomials and c is any real number such
that 0 ≤ c ≤ min{a, b}, the following identity holds:
axs1 · · · sp + bx¯t1 · · · tq = cs1 · · · spt1 · · · tq + cxs1 · · · sp t¯1 + cxs1 · · · spt1 t¯2 + · · · + cxs1 · · · spt1t2 · · · tq−1 t¯q
+ cx¯t1 · · · tq s¯1 + cx¯t1 · · · tqs1s¯2 + · · · + cx¯t1 · · · tqs1s2 · · · sp−1s¯p
+ (a − c)xs1 · · · sp + (b − c)x¯ t1 · · · tq . (10)
(Informally speaking, the identity (10) is obtained by transforming c units of the terms xs1 · · · sp and x¯ t1 · · · tq
according to (9) and leaving the remaining a − c units of xs1 · · · sp and b − c units of x¯ t1 · · · tq unchanged.)
Therefore, we are led to the following definition.
If axS = axs1 · · · sp and bx¯T = bx¯t1 · · · tq are x-affine monomials and 0 ≤ c ≤ min{a, b}, the c-consensus of
axS and bx¯T is the posiform on the r.h.s. of (10).
The monomial cs1 · · · spt1 · · · tq will be called the core of the c-consensus, while all the remaining monomials of
the c-consensus will be called the leftovers. The c-consensus is said to be full if c = min{a, b}. A posiform will be
called a consensus of aS and bT if it is a c-consensus of aS and bT for some c, 0 ≤ c ≤ min{a, b}. The following
analogies and differences between Boolean and pseudo-Boolean consensus should be noticed.
1. The term in the core of any consensus of two x-affine monomials axS and bx¯T is actually the Boolean consensus
of the terms xS and x¯T .
2. While the Boolean consensus of two terms is a single term, a pseudo-Boolean consensus of two monomials is a
sum of monomials.
3. By adding (in the Boolean sense) to a disjunctive Boolean form the Boolean consensus of any two affine terms,
one obtains an equivalent Boolean form. Given a PDNF (c, ϕ), by replacing two affine monomials in ϕ by any of
their pseudo-Boolean consensuses, one obtains an equivalent PDNF. In particular, if the two monomials are of the
form ax and bx¯ , then one obtains a positive constant c′ and a posiform ψ such ϕ = c′ + ψ .
Hence,
Theorem 2. If f is a pseudo-Boolean function and (c, ϕ) is a pseudo-disjunctive normal form of f , by replacing two
affine monomials of ϕ by any consensus, one obtains a new pseudo-disjunctive normal form (d, ψ) of f . Moreover,
one always has d ≥ c.
Also the notion of absorption has its counterpart here. If aS and bT are monomials, we say that aS absorbs bT if
there is a term A such that T = AS. We remark that this definition is independent from the coefficients of the two
monomials. The relevant property of absorption in this context is
Theorem 3. Let ϕ be a posiform such that ϕ = aS + bT + ϕ1. If aS absorbs bT , then ϕ is consistent if and only if
ψ = aS + ϕ1 is consistent.
Proof. ϕ is consistent if and only if the Boolean equation S ∨ T ∨ ϕ̂1 = 0 is consistent. This happens if and only if
the Boolean equation S ∨ ϕ̂1 = 0 is consistent, that is, if and only if ψ is consistent. 
3. A squeezing algorithm
We now describe a procedure, the Squeezing Routine, which, for a given posiform ϕ, tests ϕ for consistency, and
if not, “squeezes out” from ϕ a positive constant (in the sense of Section 1).
SQUEEZING ROUTINE:
Input: A given posiform ϕ.
Step 1. (Initialization). Consider n + 1 buckets 1, . . . , n + 1. Put each monomial of ϕ in a bucket according to the
following rule:
(R) : Put the monomial in bucket i , where i is the smallest index j such that the monomial contains the literal
x j or x¯ j .
It is convenient to think of each bucket i as divided into two parts, the left one including those monomials that
contain xi and the right one including those that contain x¯i .
The bucket n + 1 contains an integer constant, which is initially set to zero. Set k = 1.
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Step 2. If in the bucket k there is no pair of xk-affine monomials, go to Step 6; otherwise, go to Step 3.
Step 3. (Consensus). Replace a pair of xk-affine monomials by their full consensus, distributing the monomials of the
consensus among the buckets according to rule (R): thus, the leftovers will go in the same bucket k and the
core in a bucket l > k (note that no monomial in bucket k contains a literal xh or x¯h with h < k). If the
consensus contains a positive constant term, put it in the last bucket n + 1. Go to Step 4.
Step 4. If the constant c in the last bucket is positive, stop. Erase all stars, if any. Then ϕ can be written as ϕ = c+ψ ,
where ψ is the sum of the monomials (starred or not) currently contained in the first n buckets. Otherwise, go
to Step 5. If Step 5 is not implemented, go back to Step 2.
Step 5. (absorption, optional). For each of the newly generated monomials, call it A, check whether A absorbs or is
absorbed by a monomial B already present in one of the buckets k, k+ 1, . . . , n. If A absorbs B, mark B with
a star; if A is absorbed by B, mark A with a star. A starred monomial is ignored during the remaining part of
the algorithm, with the exception of Step 4.
Go to Step 2.
Step 6. If k = n, stop: ϕ is consistent. Otherwise, replace k by k + 1 and go back to Step 2.
A numerical example. Consider the posiform
ϕ = x1x2 x¯3 + 2x1 x¯2 x¯4 + 2x¯1 x¯4 + x¯2 x¯3 + 3x3 + x¯3x4.
The monomials of ϕ are put into buckets as shown
We start working within bucket 1. At first the consensus between x1x2 x¯3 and 2x¯1 x¯4 is obtained (from here on, the
two monomials selected for consensus are underlined):
The monomials x¯1x2x3 x¯4 and x¯1 x¯2 x¯4 have been absorbed by x¯1 x¯4, while x1x2 x¯3x4 has been absorbed by x¯3x4.
The algorithm goes on.
Since two x1-affine monomials no longer exist, we skip to bucket 2.
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We skip to bucket 3.
We skip to bucket 4.
Since the last bucket contains the positive constant 1, the algorithm stops. Thus, ϕ can be expressed as
ϕ = 1+ x1 x¯2 x¯4 + x1x2 x¯3x4 + x¯1 x¯2 x¯4 + x¯1x2x3 x¯4 + x¯1x2 x¯4 + x¯2 x¯3x4 + x¯2x4 + 2x3 + x3x4 + x3 x¯4.
The Squeezing Routine bears some formal resemblance to an algorithm of Pichat for testing the consistency of
a Boolean equation [16]. However, because of the different algebraic properties of Boolean and pseudo-Boolean
consensus, the proofs of finiteness and of validity require substantially different techniques.
4. Analysis of the squeezing routine
In the present Section, we shall prove that the Squeezing Routine described in the previous section is finite and
correct.
In order to prove the finiteness of the algorithm, we need a technical assumption, namely, f must be integer-valued.
Such an assumption is not very restrictive in practice, because the minimization of any rational-valued pseudo-Boolean
function f can be immediately reduced to the minimization of an integer-valued pseudo-Boolean function of the form
f ′ = k f , where k is a suitable positive integer. If ϕ is any posiform with integer coefficients, let us denote by Eϕ
the set of all posiforms ψ with integer coefficients such that ϕ(x, x¯) = ψ(x, x¯) for all x ∈ Bn . Two posiforms
ϕ = a1S1 + · · · + apSp and ψ = b1T1 + · · · + bqTq are said to be similar if p = q and the two sets of terms
S ≡ {S1, . . . , Sp} and T ≡ {T1, . . . , Tq} are identical; in other words, if ϕ and ψ differ only by their coefficients.
Lemma 2. The set Eϕ is finite.
Proof. The relation “ϕ1 is similar to ϕ2” induces a partition of Eϕ into equivalence classes. Since equivalence classes
are in one-to-one correspondence with sets of terms, there is a finite number of equivalence classes. Therefore, it is
enough to prove that each equivalence class has a finite number of elements. Let E be one such equivalence class.
There is a unique set of terms {T1, . . . , Tq} such that every ψ ∈ E has the form ψ = b1T1+· · ·+bqTq . We rewrite Ti
as Ti (x, x¯) in order to emphasize the dependence of Ti on the 2n literals x1, . . . , xn ; x¯1, . . . , x¯n . Similarly, we write
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ϕ = a1S1(x, x¯) + · · · + apSp(x, x¯). Since E ⊆ Eϕ , the coefficients b1, . . . , bq of every ψ ∈ E must satisfy the
identity
b1T1(x, x¯)+ · · · + bqTq(x, x¯) = ψ(x, x¯). (11)
Since 0 ≤ Si (x, x¯) ≤ 1 for all i and for all x ∈ Bn , if for any given j one chooses x so that T j (x, x¯) = 1, then one
gets
0 ≤ b j ≤ a1 + · · · + ap j = 1, . . . , q. (12)
The system of inequalities (12) has a finite number of integer solutions b1, . . . , bq . It follows that the equivalence
class E is finite. 
If ϕ,ψ are posiforms, we set ϕ 5 ψ if and only if ϕ(x, x¯) ≤ ψ(x, x¯) for all x ∈ Bn and there is at least one y ∈ Bn
such that ϕ(y, y¯) ≤ ψ(y, y¯).
Theorem 4. The Squeezing Routine stops after finitely many steps.
Proof. We must prove that in each bucket k, k = 1, . . . , n, only a finite number of consensuses are generated; that is,
Step 3 is executed finitely many times.
We do not lose in generality by assuming k = 1.
If, during the processing of bucket 1, this bucket happens to contain two monomials of the form ax1 and bx¯1, then
a positive constant falls into the last bucket and the algorithm immediately stops. So, we may assume that this event
does not occur.
Let ϕ0 be the input posiform. At a certain stage of the algorithm, let ϕ be the sum of all monomials (starred or not)
currently present in the buckets. Then ϕ ∈ Eϕ0 by Theorem 2.
When the next consensus operation is performed, ϕ is transformed into a new ϕ′ ∈ Eϕ0 . Let ϕ = λ+ µ, where µ
is the sum of all monomials of ϕ which do not contain x1 or x¯1, and let ϕ′ = λ′ + µ′ be the similar decomposition
of ϕ′. If aC is the core of the consensus, we have µ′ = µ + aC . Since a > 0 and there is at least one point y ∈ Bn
where C takes the value 1, we have µ 5 µ′. Therefore, if ϕ′′ is the sum of all the monomials contained in the buckets
at an arbitrary later stage of the algorithm in which k = 1, and ϕ′′ = λ′′+µ′′ is the corresponding decomposition, we
must have µ 5 µ′′.This implies that µ′′ can never have exactly the same monomials as ϕ. Since ϕ′′ ∈ Eϕ0 and Eϕ0 is
finite by Lemma 2, the algorithm must stop after a finite number of steps. 
Now we turn to the question of the correctness of the algorithm.
A posiform ϕ is said to be xi -stable if no two monomials of ϕ are xi -affine.
Lemma 3 ([19]). The Boolean equation xiα ∨ x¯iβ ∨ γ = 0, where γ is free of both xi and x¯i , has a solution if and
only if αβ ∨ γ = 0 has a solution.
Lemma 4. If ϕ is a posiform and ϕ = λ + µ, where λ is xi -stable and µ is free of xi and x¯i , then ϕ is consistent if
and only if µ is.
Proof. Let λ = xiρ + x¯iσ , where ρ = a1C1 + · · · + arCr , σ = b1D1 + · · · + bsDs , ah and b j are positive integers,
and Ch and D j are terms for all h = 1, . . . , r and j = 1, . . . , s. Since λ is xi -stable, for all h and j the terms Ch and
D j must have a conflict variable; hence ChD j = 0 for all h and j .
Denoting by ϕ̂ the Boolean frame of ϕ, one has
ϕ̂ = xi ρ̂ ∨ x¯i σ̂ ∨ µ̂ = xi (C1 ∨ · · · ∨ Cr ) ∨ x¯i (D1 ∨ · · · ∨ Ds) ∨ µ̂.
By definition, ϕ is consistent if and only if the Boolean equation ϕ̂ = 0 has a solution. By Lemma 3, this happens if
and only if
(C1 ∨ · · · ∨ Cr )(D1 ∨ · · · ∨ Ds) ∨ µ̂ = 0 (13)
has a solution. But
(C1 ∨ · · · ∨ Cr )(D1 ∨ · · · ∨ Ds) =
r∏
h=1
s∏
j=1
ChC j = 0.
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Hence (13) reduces to µ̂ = 0. On the other hand, the equation µ̂ = 0 has a solution if and only if µ is consistent. In
conclusion, ϕ is consistent if and only if µ is. 
Theorem 5. The Squeezing Routine is correct.
Proof. Given an input posiform ϕ, the algorithm halts in two different cases. When a positive constant c falls into the
last bucket, the algorithm concludes that ϕ = c + ψ , where ψ is the sum of the monomials in the first n buckets.
But this conclusion is valid, because at each stage ϕ is equal to the sum of the monomials in all buckets. Thus, we
need only to prove that if the algorithm halts and the last bucket contains a null constant, then the conclusion that ϕ is
consistent is correct.
Indeed, at the end of the cycle k = 1, the sum λ1 of the monomials in the first bucket is x1-stable and the sum µ1
of the monomials in the buckets 2, . . . , n does not contain x1 or x¯1. By Lemma 3, ϕ is consistent if and only if µ1 is
such. At the end of the cycle k = 2, the sum λ2 of the monomials in the second bucket is x2-stable and the sum µ2
of the monomials in the buckets 3, . . . , n is free of x2 or x¯2. Hence, by Lemma 3, µ1 is consistent if and only if µ2 is
such. By repeating this argument, we conclude that ϕ is consistent if and only if, at the end of cycle k = n, the last
bucket contains the constant zero. 
5. An iterative method for non-linear 0–1 optimization
On the basis of the Squeezing Routine, an iterative algorithm for the minimization of an arbitrary pseudo-Boolean
function can be obtained.
SQUEEZING ALGORITHM :
Input: a pseudo-Boolean function f .
Step 0. (Initialization) Let (c0, ϕ0) be a PDNF of f . One such PDNF can be obtained, for example, by Hammer and
Rosenberg’s method described in [11]. Set k = 0.
Step 1. Execute the Squeezing Routine on the posiform ϕk . If ϕk is found to be consistent, then Stop: ck is the
minimum of f in Bn . Otherwise the Squeezing Routine finds a constant c and a posiform ψ such that
ϕk = c + ψ . Go to Step 2.
Step 2. Set ck+1 = ck + c and ϕk+1 = ψ . Then (ck+1, ϕk+1) is a new PDNF of f . Increase k by one and go back to
Step 1.
It is perhaps worth specifying that if absorption is used in the Squeezing Routine, all monomials which have
been starred during iteration k must become again unstarred at the beginning of iteration k + 1.
Under the assumption that f is integer-valued the algorithm is clearly finite; in fact the lower bounds ck are integer
too.
Hence at each iteration the lower bound ck increases at least by one. It easily follows that, after a finite number s
of iterations, a terminal PDNF (cs, ϕs) must eventually be found, such that ϕs is consistent. Then cs is equal to the
minimum of f in Bn by Lemma 1.
The above algorithm obviously provides a constructive proof of Theorem 1 (under the assumption that f is integer-
valued). Its value is mainly theoretical and no claim of efficiency is made for it. However, it does offer, we believe, an
alternative approach to non-linear 0–1 optimization. A development of this approach is given in [8, Chap. 5], where
it is shown that, when f is quadratic and we restrict ourselves to PDNFs (c, ϕ) such that also ϕ is quadratic, the
maximum value of c can be obtained by linear programming.
6. A retrospective view, 27 years later
This paper appeared for the first time in 1979 as a Technical Report of the University of Waterloo [20]. In the same
year, it was also featured as a chapter of my doctoral dissertation at that university [21]. Although since then its results
have been quoted several times, for some arcane reason I have never published it.
In this revision, I have chosen to leave the original version essentially unchanged and to collect in this final section
a brief account of subsequent developments from this and other Authors, as well as pointers to topics that are worthy
of further investigation.
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This is very likely the first paper where the term “Squeezing Algorithm” was introduced. The very idea of squeezing
algorithms emerged more or less at the same time out of discussions with Peter Hammer in connection with the
development of roof-duality [12,13]. However, only in the Summer of 1983 was it possible to prove that the roof-dual
value can always be attained by a squeezing algorithm (dubbed SQUEEZE) using only the two Boolean operations
of fusion (x + x¯ = 1), exchange (x + x¯ y = y + y¯x) plus ordinary sums between nonnegative integers. The original
proof appeared only in a Waterloo Technical Report by Bourjolly, Hammer and myself [5] (although the statement
of the result was published later in [14]). It was a proof by “algorithmic simulation”: the roof-dual value is the
optimal value of a suitable linear program with a special structure, and if one solves this LP by a specialized simplex
algorithm then every pivot can be simulated by a sequence of fusions and exchanges. After W. Pulleyblank joined the
group, this idea was nicely rephrased in terms of fractional b-matchings, see [3]. Finally, in 1992 we published [4] a
purely Boolean/graph-theoretic proof of the same result. In this paper, we described also a more powerful squeezing
algorithm (SQUEEZE2) relying also on the operation of condensation
x = xy + x y¯ (14)
and on the inequality
xy + y¯z ≥ xz (15)
which easily follows from the identity
xy + y¯z = xz + xyz¯ + x¯ y¯z. (16)
Actually, fusions, exchanges, condensations, and (16) are but simple instances of the general pseudo-Boolean
consensus operation introduced in this paper.
An interesting application to maximum flows in networks was pointed out in [6]. Let N = (V, A) be an arc-
capacitated network with a single source s and a single sink t . Starting from an arbitrary PDNF (c0, ϕ0) of the
cutfunction
f (x) =
∑
(i, j)∈A
ui j xi (1− x j ) (17)
where ui j > 0 is the capacity of arc (i, j), xs = 1, and xt = 0, execute Algorithm SQUEEZE. If (c, ϕ) is the final
PDNF output by SQUEEZE, then c is the minimum capacity of a cut (equivalently, the maximum flow value) and one
can “read” a maximum flow from ϕ. In other words, one can solve any maximum network flow problem through a
sequence of fusions and exchanges. This result is a consequence of the property that the cutfunction f is gap-free: the
roof dual bound coincides with the minimum of f in Bn . In this case, SQUEEZE can be implemented so as to run
in O(n3) time, where n = |V |. Other classes of gap-free functions have been investigated in [15,22]. An alternative
proof of Theorem 1, in the special case when f is quadratic, was given by Boros, Crama, and Hammer [2]. Actually,
they proved that, for each k = 1, . . . , n, f always has a PDNF (ck, ϕk) such that
(i) ϕk is a quadratic posiform in k variables;
(ii) ck is the smallest c such that (c, ϕ) is a PDNF of f and ϕ satisfies (i).
Such PDNF (ck, ϕk) can be obtained through the solution of an LP with O
((
n
k
)
2k
)
variables and O(n2) constraints.
When k = n, cn coincides with the minimum of f .
A general theory of DNF’s, CNF’s, prime implicants and consensus for pseudo-Boolean functions was put forward
by Foldes and Hammer in [9] (where the present paper is cited). An even more general notion of consensus for discrete
functions is developed in [8].
It is worth mentioning some topics for further investigation.
We have obtained a finiteness result under the assumption that the input pseudo-Boolean function has integral
coefficients. For all practical purposes, such an assumption is not too restrictive. However, one may ask whether the
Squeezing Algorithm can be implemented so as to halt after a finite number of steps, even when the coefficients
are arbitrary real numbers. One can adapt a classical counterexample of Fulkerson [10] to the finiteness of generic
augmenting path methods for maximum network flows when the capacities are irrational, so as to prove that a generic
SQUEEZE algorithm might not enjoy finite termination. This implies that a generic Squeezing Algorithm might not
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be finite. Notwithstanding, it is still possible that a “clever” implementation does halt after a finite number of steps,
just as the Edmonds–Karp implementation, say, of the generic augmenting path method does for maximum network
flows problems with real capacities.
Another area of investigation deals with the complexity of the Squeezing Algorithm. Although such a procedure is
not a tree search one, the number of added monomials may still explode and become exponential. On the other hand,
there is a great deal of freedom in choosing at each step the two “parent” monomials. Can a judicious choice result
in a not too large (although still nonpolynomial in the worst case) number of added monomials? Can we show that
certain specific rules of choice dominate generic ones in terms of the number of added monomials?
In conclusion, we have seen that the familiar notion of consensus for Boolean functions can be generalized to
pseudo-Boolean ones. Relying on such a generalization, one can devise a generic squeezing algorithm for minimizing
arbitrary real functions of n binary variables. Finite termination is guaranteed under the mild assumption of integral
coefficients. The generic Squeezing Algorithm is mainly of theoretical interest. However, in some special cases it
admits efficient implementations working in polynomial time. Further theoretical and experimental research is needed
in order to assess the potential of squeezing algorithms, at least for special classes of pseudo-Boolean functions.
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