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Abstract
We discover an Ising-type duality in the general N -state chiral Potts model, which is the
Kramers-Wannier duality of planar Ising model when N = 2. This duality relates the spectrum
and eigenvectors of one chiral Potts model at a low temperature (of small k′) to those of another
chiral Potts model at a high temperature (of k′−1). The τ (2)-model and chiral Potts model
on the dual lattice are established alongside the dual chiral Potts models. With the aid of
this duality relation, we exact a precise relationship between the Onsager-algebra symmetry
of a homogeneous superintegrable chiral Potts model and the sl2-loop-algebra symmetry of its
associated spin-N−12 XXZ chain through the identification of their eigenstates.
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1 Introduction
The Kramers-Wannier duality is a reflective symmetry in statistical physics, which relates a two-
dimensional square-lattice Ising model at a low temperature to another Ising model at a high
1
temperature [33]. In this paper, we have found a Ising-type duality in the N -state chiral Potts
model (CPM), which is the Kramers-Wannier duality of the usual Ising model when N = 2. In
the field of solvable statistical models, the N -state CPM has proved important and particularly
challenging, due to the fact that for N = 2 it reduces to Ising model, the free energy of which
was calculated by Onsager in 1944. The model was originally formulated as an N -state one-
dimensional Hamiltonian [31, 32], then as a two-dimensional classical lattice model in statistical
mechanics [2, 19, 39]. The free energy was first obtained for infinity lattice using the properties of
the free energy and its derivatives [7]. Then in 1990 the functional relations of [18, 20] were used
to calculate the free energy more explicitly as a double integral [9, 10]. The interactions of CPM
are defined by (local) Boltzmann weights depending on a temperature-like parameter k′, which is
small at low temperatures and large at high temperatures. The system displays ferromagnetic order
with a critical temperature below which the boundary conditions are relevant even for an infinitely
large lattice. The order parameter has recently been proved by Baxter [16, 17]. Furthermore,
results in [1, 8] about the free energy in the superintegrable CPM have strongly suggested the
existence of duality in the theory of chiral Potts model parallel to the Kramers-Wannier duality
in Ising model. In the present paper we will show that it is indeed the case. Here, we study
the general inhomogeneous CPM of a finite size L with a (skewed) boundary condition r (∈ ZN ).
It is known that the chiral Potts transfer matrix, T or T̂ , with rapidities in k′-curve W, carries
a quantum number of ZN -charge Q, (see (2.7),(2.12) and (2.16) in this paper). The duality of
CPM relates two chiral Potts transfer matrices, T and T ∗, with the same eigenvalue spectrum,
where T is one over a k′-curve W in the Q-sector with the boundary condition r, and T ∗ is
another one over the k′−1-curve W∗ in the Q∗-sector with the boundary condition r∗, when the
charge and boundary condition are interchanged, (Q∗, r∗) = (r,Q). The duality is established
upon the correspondence of rapidity curves, W and W∗, about the dual Boltzmann weights, and a
similar isomorphism of (r,Q)- and (r∗, Q∗)-quantum spaces about ”ordered- and disordered-fields”
(Theorem 3.1 in the content). Indeed, the dual Boltzmann weights are connected by the relation of
Fourier transform. Furthermore, under the dual correspondence of rapidities and quantum spaces,
the τ (2)-models associated to two dual CPM are equally identified. In a special superintegrable
case, the equal partition functions of the dual chiral Potts models are in agreement with the
duality discussion of Baxter in [8] where the vertical-interfacial-tension was computed. Similarly,
we can form the general chiral Potts model over the dual lattice, as well as that for the face
τ (2)-model, by using the underlying duality symmetry. In the homogeneous superintegrable case,
there are two types of degeneracy symmetries about τ (2)-states in the study of CPM. One is the
Onsager-algebra symmetry derived from the chiral-Potts-ZN -spin Hamiltonian, the other is the
sl2-loop-algebra symmetry induced from a twisted spin-
N−1
2 XXZ chain which is equivalent to the
τ (2)-model [41, 44, 46]. We observe that the Onsager-algebra symmetries of two superintegrable
τ (2)-models intertwine under the dual correspondence of rapidities and quantum spaces in the
duality of CPM. With the aid of this duality, all the τ (2)-degeneracy symmetries are unified in a
common underlying (⊗sl2)-structure at k′ = 0,∞, for the eigenspace.
This paper is organized as follows. In section 2, we recall some basic facts in τ (2) model and
2
CPM. For the purpose of this paper, the results are formulated in the most general case, the
inhomogeneous CPM with a skewed boundary condition. Much of the work in this section could
be a paraphrase of those done before [1, 9, 11, 13, 18, 20, 24, 31, 40, 43, 46, 48, 49], but in a more
general form suited for the discussion of this paper; some results will be simply stated with adequate
citations at important places. In section 2.1, we first recall the main definitions in CPM, briefly
discuss the functional relations and Bethe relation of the theory. Then we illustrate the results on
the inhomogeneous superintegrable CPM, among which is a special periodic case appeared recently
in [42]. In section 2.2, we represent a detailed study of the homogeneous CPM with an arbitrary
superintegrable vertical rapidity and the boundary condition, an extended superintegrable version
for those in [1, 11, 13, 31]. By explicit formulas about chiral Potts transfer matrix and energy
form of the ZN -spin Hamiltonian, the Onsager algebra symmetry and its induced sl2-loop-algebra
structure of the τ (2)-eigenspace are thoroughly discussed here. Section 3 is devoted to the duality
in CPM. First we discuss the τ (2)-duality in section 3.1. By studying τ (2)-face-model, we discover
the duality of τ (2)-model through a correspondence of dual rapidity curves and quantum spaces.
Based on the duality of rapidity curves for the dual Boltzmann weights, we verify the duality
relation of CPM in section 3.2. In section 3.3, we incorporate the underlying duality symmetry
of CPM into the formulation of chiral Potts model of the dual lattice, as well as that of the τ (2)-
face-model. In section 3.4, we justify the CPM duality for N = 2 in agreement with the usual
Kramers-Wannier duality of Ising model [6, 33]. Then in section 3.5, we illustrate the consistency
of the duality and quantum spin chain Hamiltonian in the homogeneous CPM. In particular, the
Onsager-algebra symmetry of the dual homogeneous superintegrable models are identified under the
duality transformation. In section 4, we first recall the definition of a general inhomogeneous XXZ
chain with the quantum group Uq(sl2) and an arbitrary skew boundary condition; then we derive
the associated affine algebra Uq(ŝl2), and the root-of-unity-symmetry generators when q
N = 1 for
the XXZ chains with cyclic Uq(sl2)-representation. In subsection 4.1, using the argument in [50]
about the homogeneous case, we demonstrate the equivalent relation between the inhomogeneous
τ (2)-models and XXZ chains with Uq(sl2)-cyclic representation. In subsection 4.2, we study the
relationship between all degeneracy symmetries of a homogeneous superintegrable τ (2)-model for
odd N . By the equivalence between the τ (2), τ
(2)
F -model and homogeneous spin-
N−1
2 XXZ chains
which carry the sl2-loop-algebra symmetry, we find that the τ
(2)-Bethe-states can be identified
with the highest or lowest weight vectors of the Onsager-algebra-Hamiltonian generators in a τ (2)-
eigenspace. The canonical basis at k′ = 0,∞ in the τ (2)-eigenspace provides a unified structure for
both Onsager-algebra and sl2-loop-algebra symmetry about the τ
(2)-degeneracy. Finally we close
in section 5 with a concluding remark.
Notation: In this paper, we use the following standard notations. For a positive integer N
greater than one, CN denotes the vector space of N -cyclic vectors with the canonical base |σ〉, σ ∈
ZN (:= Z/NZ). We fix the Nth root of unity ω = e
2πi
N , and the Weyl CN -operators X,Z :
X|σ〉 = |σ + 1〉, Z|σ〉 = ωσ|σ〉 (σ ∈ ZN ),
satisfying XN = ZN = 1 and the Weyl relation: XZ = ω−1ZX. The Fourier basis {|̂k〉} of {|σ〉}
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is defined by
|̂k〉 = 1√
N
N−1∑
σ=0
ω−kσ|σ〉, |σ〉 = 1√
N
N−1∑
k=0
ωσk |̂k〉, k, σ ∈ ZN , (1.1)
with the corresponding Weyl operators, X̂ |̂k〉 = ̂|k + 1〉, Ẑ |̂k〉 = ωk |̂k〉. Then the following equality
holds:
(X,Z) = (Ẑ, X̂−1). (1.2)
2 τ (2)-model and Chiral Potts Model
The L-operator of τ (2)-model [18, 20, 48, 49] is the two-by-two matrix expressed by Weyl CN -
operators X,Z or X̂, Ẑ in (1.2):
L(t) =
(
1− t c
b′b
X, ( 1
b
− ω ac
b′b
X)Z
−t( 1
b′
− a′c
b′b
X)Z−1, −t 1
b′b
+ ω a
′ac
b′b
X
)
=
(
1− t c
b′b
Ẑ, ( 1
b
− ω ac
b′b
Ẑ)X̂−1
−t( 1
b′
− a′c
b′b
Ẑ)X̂, −t 1
b′b
+ ω a
′ac
b′b
Ẑ
) (2.1)
with non-zero complex parameters a, b, a′, b′, c. It is known that the above L-operator satisfies the
YB equation
R(t/t′)(L(t)
⊗
aux
1)(1
⊗
aux
L(t′)) = (1
⊗
aux
L(t′))(L(t)
⊗
aux
1)R(t/t′) (2.2)
for the asymmetry six-vertex R-matrix
R(t) =

tω − 1 0 0 0
0 t− 1 ω − 1 0
0 t(ω − 1) (t− 1)ω 0
0 0 0 tω − 1
 .
Over the ℓth site of a chain of size L, we consider the Lℓ-operator with the parameter aℓ, bℓ, a
′
ℓ, b
′
ℓ, cℓ
in (2.1). The monodromy matrix,
L1(t)L2(t) · · ·LL(t) =
(
A(t) B(t)
C(t) D(t)
)
(2.3)
again satisfies the YB relation (2.2). The τ (2)-model with the (skewed) boundary condition
σL+1 ≡ σ1 − r (mod N), (r ∈ Z), (2.4)
is the commuting family of operators defined by
τ (2)(t) = A(ωt) + ωrD(ωt) (2.5)
which commute with the spin-shift operator X(:=
∏
ℓXℓ). The eigenvalues of X will be denoted by
ωQ (Q ∈ ZN ). The general τ (2)-model (2.5) with arbitrary parameters {a′ℓ, b′ℓ, aℓ, bℓ, cℓ}ℓ was studied
by Baxter in [15]. In this paper, we consider only the τ (2)-model in CPM, with the parameters,
(a′ℓ, b
′
ℓ, aℓ, bℓ, cℓ) = (xp′ℓ , yp
′
ℓ
, xpℓ , ypℓ , µp′ℓµpℓ), (2.6)
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where pℓ, p
′
ℓ (1 ≤ ℓ ≤ L ) all lie in the same rapidity curve of CPM for a temperature-like parameter
k′(6= 0), i.e., a curve W = Wk′(= Wk′,k),W±1,W±1 consisting of elements (x, y, µ) ∈ C3 with the
equation
Wk′ : kx
N = 1− k′µ−N , kyN = 1− k′µN , (k′2 6= 1, k2 + k′2 = 1);
W1 : x
N + yN = 1, µN = 1;
W−1 : xN = 1 + µ−N , yN = 1 + µN ;
W±1 : xN + yN = 0, µN = ±1 respectively
(2.7)
(see, e.g. [1, 18, 48, 49]1 ). Note that for a given k′ 6= ±1, Wk′,k is isomorphic to Wk′,−k via the
transformation (x, y, µ) 7→ ((−1) 1N x, (−1) 1N y, µ). Hereafter we shall write Wk′ to represent one of
these two curves if no confusion could arise; and we write the τ (2)-model (2.5) with parameters
(2.6) by
τ (2)(t) = τ (2)(t; {pℓ}, {p′ℓ}). (2.8)
The spectral parameter t of τ (2) will be identified with xqyq for a generic rapidity q of a curve W
in (2.7):
t (= tq) = xqyq.
Then xN is related to tN by a quadratic relation, which defines a hyperelliptic curve W =
Wk′ ,W±1,W±1 of lower genus with the coordinates (t, λ) ([49] (2.13) (2.16)):
Wk′ : t
N = (1−k
′λ)(1−k′λ†)
k2
, W−1 : tN = (1 + λ)(1 + λ†), (λ := µN , λ† = λ−1),
W1 : t
N = λλ†, (λ := xN , λ† = 1− λ),
W±1 : tN = λλ†, (λ := xN , λ† = −λ).
(2.9)
In the case W±1, only odd N case will be considered as the curve in even N case consists of two
rational irreducible components. As in [11] (3.11)-(3.13), [46] Proposition 2.1, (2.31) and [48] (2.25),
one can construct τ (j)-matrices from the L-operator (2.1), with τ (0) = 0, τ (1) = I and τ (2) in (2.8),
so that the fusion relation holds:
τ (2)(ωj−1t)τ (j)(t) = ωrXz(ωj−1t)τ (j−1)(t) + τ (j+1)(t), j ≥ 1;
τ (N+1)(t) = ωrXz(t)τ (N−1)(ωt) + u(t)I,
(2.10)
where z(t), u(t) = αq + αq are defined by
z(t) =
∏L
ℓ=1
ωµpℓµp′
ℓ
(tpℓ−t)(tp′
ℓ
−t)
y2pℓ
y2
p′
ℓ
,
αq =
∏L
ℓ=1
µN (yNpℓ
−xN )(yN
p′
ℓ
−xN )
k′yNpℓ
yN
p′
ℓ
, αq =
∏L
ℓ=1
µ−N (yNpℓ
−yN )(yN
p′
ℓ
−yN )
k′yNpℓ
yN
p′
ℓ
.
(2.11)
2.1 Inhomogeneous chiral Potts model with a skewed boundary condition
With the rapidities p, q ∈W in (2.7), the Boltzmann weights of CPM are defined by
Wpq(σ)
Wpq(0)
= (
µp
µq
)σ
σ∏
j=1
yq − ωjxp
yp − ωjxq ,
W pq(σ)
W pq(0)
= (µpµq)
σ
σ∏
j=1
ωxp − ωjxq
yq − ωjyp , (2.12)
1The curves W1,W−1,W±1 here correspond to W
′′
1 ,W
′
1,W
′′′
1 respectively in [49] (2.9).
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which satisfy the star-triangle relation [3, 4, 19, 30, 38, 39]
N−1∑
σ=0
W qr(j
′ − σ)Wpr(j − σ)W pq(σ − j′′) = RpqrWpq(j − j′)W pr(j′ − j′′)Wqr(j − j′′) (2.13)
where Rpqr =
fpqfqr
fpr
with fpq = (
gp(q)
gp(q)
)1/N , and
gp(q) :=
∏N−1
n=0 Wpq(n) = (
µp
µq
)(N−1)N/2
∏N−1
j=1 (
xp−ωjyq
xq−ωjyp )
j ,
gp(q) := detN (W pq(i− j)) = NN/2eiπ(N−1)(N−2)/12
∏N−1
j=1
(tp−ωjtq)j
(xp−ωjxq)j(yp−ωjyq)j ,
(2.14)
([18] (2.44), [49] (2.24)). Without loss of generality, we set Wp,q(0) = W p,q(0) = 1. The N -cyclic
vectors defined by the Boltzmann weights (2.12) can also be expressed in terms of the Fourier bases:∑N−1
σ=0 Wpq(σ)|σ〉 =
∑N−1
k=0 W
(f)
pq (k)|̂k〉, ∑N−1σ=0 W pq(σ)|σ〉 = ∑N−1k=0 W (f)pq (k)|̂k〉. By [18] (2.24), one
finds
W
(f)
pq (k) =
1√
N
∑N−1
σ=0 ω
kσW pq(σ),
W
(f)
pq (k)
W
(f)
pq (0)
=
∏k
j=1
yq−ωjxpµpµq
yp−ωjxqµpµq ,
W
(f)
pq (k) =
1√
N
∑N−1
σ=0 ω
kσWpq(σ),
W
(f)
pq (k)
W
(f)
pq (0)
=
∏N−k
j=1
ωxpµp−ωjxqµq
yqµp−ωjypµq .
(2.15)
The chiral Potts transfer matrix of a size L with the (skewed) boundary condition (2.4) and vertical
rapidities {pℓ, p′ℓ}Lℓ=1 are the
L⊗ CN -operators defined by ([11, 18])
T (q){σ},{σ′} (= T (q; {pℓ}, {p′ℓ}){σ},{σ′}) =
∏L
ℓ=1Wpℓq(σℓ − σ′ℓ)W p′ℓq(σℓ+1 − σ′ℓ),
T̂ (q){σ′},{σ′′} (= T̂ (q; {pℓ}, {p′ℓ}){σ′},{σ′′}) =
∏L
ℓ=1W pℓq(σ
′
ℓ − σ′′ℓ )Wp′ℓq(σ′ℓ − σ′′ℓ+1),
(2.16)
which commute with the spin-shift operator X. Here q is an arbitrary rapidity, σℓ, σ
′
ℓ ∈ ZN , and
the periodic vertical rapidities, pL+1 = p1, p
′
L+1 = p
′
1, are imposed. The star-triangle relation (2.13)
yields the relation
T (q)T̂ (r) = (
L∏
ℓ=1
fp′
ℓ
qfpℓr
fpℓqfp′ℓr
)T (r)T̂ (q), T̂ (q)T (r) = (
L∏
ℓ=1
fpℓqfp′ℓr
fp′
ℓ
qfpℓr
)T̂ (r)T (q),
by which the following commutative relations hold for rapidities q, r, q′, r′:
T̂ (q)T (r)T̂ (q′)T (r′) = T̂ (q′)T (r′)T̂ (q)T (r), T (q)T̂ (r)T (q′)T̂ (r′) = T (q′)T̂ (r′)T (q)T̂ (r).
Hence the matrices T (q), T̂ (q) can be diagonalized by two invertible q-independent matrices PB , PW ,
i.e., P−1W T (q)PB , P
−1
B T̂ (q)PW are diagonal with the ”eigenvalues” of T, T̂ as the diagonal entries
([18] (2.32)-(2.34), (4.46), [11] (2.10)-(2.13)):
T̂diag(q) = Tdiag(q)(
L∏
ℓ=1
fpℓq
fp′
ℓ
q
)D (2.17)
where D is q-independent diagonal matrix. In particular for the homogeneous case, there is one
extra symmetry:
T̂ (q) = T (q)SR = SRT (q), when pℓ = p
′
ℓ = p for all ℓ, (2.18)
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where SR is the spatial translation operator (SR)σ,σ′ =
∏
ℓ δσℓ−1σ′ℓ , equivalently SR|j1, . . . , jL〉 =
|j2, . . . , jL+1〉 or 〈j1, . . . , jL|SR = |j0, j1, . . . , jL−1〉, with eigenvalues ω−rQ/Le2πlR/L (lR ∈ ZL). Then
{T (q), T̂ (q)}q∈W form a commuting family, with PB = PW and D = SR in (2.17).
In the study of inhomogeneous chiral Potts model ([11], [18] page 842), there are functional
relations between T, T̂ in (2.16) and τ (2), τ (j) in (2.10). The τ (2)T -relation is the relation between
the τ (2)- and T -matrices ([11] (3.15), [18] (4.31), [49] (2.31)-(2.32)):
τ (2)(tq)T (Uq) = ϕqT (q) + ω
rϕUqXT (U
2q),
τ (2)(tq)T (U
′q) = ωrϕ′qXT (q) + ϕ′U ′qT (U
′2q),
(2.19)
where the automorphism U(x, y, µ) := (ωx, y, µ), U ′(x, y, µ) := (x, ωy, µ), and the functions
ϕq, ϕq, ϕ
′
q, ϕ
′
q are defined by
ϕq(= ϕ{pℓ},{p′ℓ};q) =
∏
ℓ
(tp′
ℓ
−tq)(ypℓ−ωxq)
ypℓyp′
ℓ
(xp′
ℓ
−xq) , ϕq(= ϕ{pℓ},{p′ℓ};q) =
∏
ℓ
ωµp′
ℓ
µpℓ (tpℓ−tq)(xp′
ℓ
−xq)
ypℓyp′
ℓ
(ypℓ−ωxq)
,
ϕ′q(= ϕ′{pℓ},{p′ℓ};q) =
∏
ℓ
ωµpℓµp′
ℓ
(tp′
ℓ
−tq)(xpℓ−yq)
ypℓyp′
ℓ
(yp′
ℓ
−yq) , ϕ
′
q(= ϕ
′
{pℓ},{p′ℓ};q) =
∏
ℓ
(tpℓ−tq)(yp′
ℓ
−yq)
ypℓyp′
ℓ
(xpℓ−yq)
.
Similarly, one has the τ (2)T -relation between τ (2) and T̂ ([49] (2.33)):
T̂ (Uq)τ (2)(tq) = ϕ{p′
ℓ
},{pℓ};qT̂ (q) + ω
rϕ{p′
ℓ
},{pℓ};UqXT̂ (U
2q),
T̂ (U ′q)τ (2)(tq) = ωrϕ′{p′
ℓ
},{pℓ};qXT̂ (q) + ϕ
′
{p′
ℓ
},{pℓ};U ′qT̂ (U
′2yq).
Using (2.19) and (2.10), one finds τ (j)T -relation ([18] (4.34)k=0, [49] (2.34)):
τ (j)(tq) =
j−1∑
m=0
ωrmϕq · · ·ϕUm−1qϕUm+1q · · ·ϕUj−1qT (q)T (Umq)−1T (U jq)T (Um+1q)−1Xj−m−1.
Other than the above τ (j)T - and τ (2)T -relations, there is the T Tˆ -relation ([11] (3.1) [18] (2.36) [14]
(13), [49] (4.7)):
T (q)T̂ (yq, ω
jxq, µ
−1
q )
r(q)hj(q)
= τ (j)(tq) + ω
jr z(tq)z(ωtq) · · · z(ωj−1tq)
αq
τ (N−j)(ωjtq)Xj (2.20)
where z(t), αq are in (2.11), and r(q), hj(q) are defined by
r(q) =
∏
ℓ
N(xp′
ℓ
−xq)(yp′
ℓ
−yq)(tN
p′
ℓ
−tNq )
(xN
p′
ℓ
−xNq )(yNp′
ℓ
−yNq )(tp′
ℓ
−tq) , hj(q) =
∏
ℓ
∏j−1
m=1
ypℓyp′
ℓ
(xp′
ℓ
−ωmxq)
(ypℓ−ωmxq)(tp′
ℓ
−ωmtq) .
Then the functional relation of T, T̂ ([18](4.40)) follows from (2.20) and the τ (j)T -relation. One
can solve the eigenvalue problem of CPM using the whole set of functional relations [9, 40, 49].
First, we need to solve τ (2)-eigenvalues satisfying the following Bethe relation ([49] (3.7) (3.10)), a
parallel version of the τ (2)T -relation (2.19),
τ (2)(t) = ω−Pah+(t) F (t)F (ωt) + ω
Q+Pa+rh−(ωt)F (ω
2t)
F (ωt)
= ωQ−Pb+rh′−(t) F
′(t)
F ′(ωt) + ω
Pbh′+(ωt)F
′(ω2t)
F ′(ωt)
(2.21)
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through the Bethe polynomial tPaF (t) = tPbF ′(t) with F (t) =
∏J
j=1(1+ωvjt) and F
′(t) =
∏J ′
j=1(1+
ωv′jt). Here the t-functions h
±(t) or h′∓(t) are obtained through the Wiener-Hopf splitting of αq, αq
in (2.11) (for the details, see [49] section (3.2)). The regular-function condition of τ (2)(t) gives rise
to the Bethe equation of vjs or v
′
js (see, formulas (3.8),(3.11) in [49]). By (2.10), one then express
the functions τ (j)(t) (j ≥ 2) in terms of the Bethe solution F (t), F ′(t) ([49] (3.9) (3.12)):
τ (j)(t) = ω(j−1)(Q+Pa+r)F (t)F (ωjt)
∑j−1
k=0
h+(t)···h+(ωk−1t)h−(ωk+1t)···h−(ωj−1t)ω−n(Q+2Pa+r)
F (ωkt)F (ωk+1t)
= ω(j−1)PbF ′(t)F ′(ωjt)
∑j−1
k=0
h′−(t)···h′−(ωk−1t)h′+(ωk+1t)···h′+(ωj−1t)ωk(Q−2Pb+r)
F ′(ωkt)F ′(ωk+1t)
.
Using the above τ (N)(t)-expressions and the T Tˆ -relation (2.20) for j = N , one can derive the
expression of eigenvalues of T (q), T̂ (q) through the functional relation method (for the details, see
[49] section 4)2.
We now describe the formulas in the superintegrable case ([1, 11, 13], [49] section 4.3). In this
paper, by the superintegrable3 inhomogeneous CPM, we mean the vertical rapidities {pℓ, p′ℓ}Lℓ=1
satisfy the relation,
xpℓ = ω
myp′
ℓ
, xp′
ℓ
= ωmypℓ , µpℓµp′ℓ = ω
n, (2.22)
for some integers m,n, which is equivalent to tpℓ = tp′ℓ = ω
mypℓyp′ℓ, µpℓµp
′
ℓ
= ωn. Denote
h(t) :=
L∏
ℓ=1
(1− t
tpℓ
).
The functions h±(t), h′±(t) in (2.21) are given by h+(t) = h′+(t) = h(t), h−(t) = h′−(t) =
ω(1+2m+n)Lh(t) with the τ (2) and τ (N)-eigenvalues expressed by ([49] (3.7)-(3.11))
τ (2)(t) = ω−Pah(t) F (t)F (ωt) + ω
Pbh(ωt)F (ω
2t)
F (ωt) ,
τ (N)(t)
F (t)2 = ω
−Pb∑N−1
k=0
h(t)···h(ωk−1t)h(ωk+1t)···h(ωN−1t)ω−k(Pa+Pb)
F (ωkt)F (ωk+1t)
(2.23)
where the polynomial F (t) =
∏J
j=1(1 + ωvjt) satisfies the Bethe equation ([49] (4.32)):
L∏
ℓ=1
(tpℓvi + ω
−1)
(tpℓvi + ω
−2)
= −ω−Pa−Pb
J∏
j=1
vi − ω−1vj
vi − ωvj , i = 1, . . . , J. (2.24)
Note that the right-hand side of the above equation is equal to
h(−ω−1v−1i )
h(−ω−2v−1i )
. Here Pa, Pb are are
integers satisfying the relations ([49] (4.36) (4.37))4
0 ≤ Pa + Pb ≤ N − 1, Pb − Pa ≡ Q+ r + (1 + 2m+ n)L (mod N);
Pa ≡ 0 or Pb ≡ 0, J + Pb ≡ (m+ n)L+Q, mL+ r (mod N).
(2.25)
2The argument and formulas about Bethe equation of τ (2)-model and eigenvalues of chiral Potts transfer matrix
with alternating rapidities in [49] are all valid in the inhomogeneous and skewed-boundary condition case after a
suitable modification of scalar coefficients as described in [11] and [18] page 842.
3The superintegrable condition here is slightly different from the alternating superintegrable case in [49] (4.30),
where the integers m,m′ are assumed to be equal in the discussion of this paper.
4A misprint occurred in the last formula in [49] (4.37) where J + Pb ≡ (m+ 2m′)L should be J + Pb ≡ mL.
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We define the tN -polynomial ([49] (4.24) (4.35)):
P (t) = Ct−Pa−Pb τ
(N)(t)
F (t)2
= Cω−Pb
∑N−1
k=0
h(t)···h(ωk−1t)h(ωk+1t)···h(ωN−1t)(ωkt)−(Pa+Pb)
F (ωkt)F (ωk+1t)
(2.26)
with P (0) 6= 0, where C = ω−(1+2m+n)(N−1)L2 ∏Lℓ=1 tN−1pℓ . Using the coordinates (t, λ) in (2.9), one
can factorize P (t) using a λ-function G:
P (t) = DG(λ)G(λ†), (2.27)
where D is the q-independent function in (2.17). Then the eigenvalues of the normalized transfer
matrices V, V̂ of T, T̂ with V̂ = V D ( [9] Sect. 2, [49] (4.4) ):
V (q) = T (q)
(
µ
N(N−1)L
2
q
L∏
ℓ=1
gpℓ(q)gp′ℓ
(q)
)−1
N
, V̂ (q) = T̂ (q)
(
µ
N(N−1)L
2
q
L∏
ℓ=1
gp′
ℓ
(q)gpℓ(q)
)−1
N
,
are expressed by ([49] (4.34))
V (q) = ζ
L
N
0 x
Pa
q y
Pb
q µ
−Pµ
q
F (tq)∏L
ℓ=1
∏N−1
k=1 (tp′ℓ − ωktq)
k
N
G(λq), (2.28)
where ζ0 = e
πi(N−1)(N+4)
12 , and Pµ ≡ r (mod N). In particular when r = 0 and m = n = 0 in
(2.22), an equivalent expression of T -eigenvalue appeared in [42] section 3.2 through the Algebraic-
Bethe-Ansatz method.
2.2 Onsager-algebra symmetry and the induced sl2-loop-algebra structure in
homogeneous superintegrable chiral Potts model
We now consider the homogeneous superintegrable case, i.e. p = pℓ = p
′
ℓ for all ℓ in (2.22). The
L-operators (2.5) are all equivalent to
Lℓ(t) =
(
1− ωntX (1− ω1+m+nX)Z
−t(1− ωm+nX)Z−1 −t+ ω1+2m+nX
)
(t := ωmt−1p t) for all ℓ. (2.29)
Using the above normalized spectral parameter t, the τ (2)-models for all k′ are the same when the
vertical rapidities p, p′ lie in a curve W in (2.7). Express all polynomials in (2.23) in terms of t:
h(t) = h(t) = (1− ω−mt)L, F (t) = F(t) = ∏Jj=1(1 + ωvjt) (vj := ω−mtpvj). (2.30)
The Bethe equation (2.24) becomes ([49] (4.31) (4.32)):
(
vi + ω
−1−m
vi + ω−2−m
)L = −ω−Pa−Pb
J∏
j=1
vi − ω−1vj
vi − ωvj , i = 1, . . . , J, (2.31)
with τ (2)-eigenvalues (2.23) expressed by
τ (2)(t) = ω−Pa(1− ω−mt)L F(t)
F(ωt)
+ ωPb(1− ω1−mt)LF(ω
2t)
F(ωt)
. (2.32)
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Normalize P (t) in (2.26) by
P (t) = CpP(t), P(t) = ω
−Pb∑N−1
k=0
(1−tN )L(ωkt)−(Pa+Pb)
(1−ω−m+kt)LF(ωkt)F(ωk+1t) . (2.33)
where Cp = ω
−(1+2m+n)(N−1)L
2
+m(Pa+Pb)t
L(N−1)−Pa−Pb
p . Note that the Bethe relation (2.31) is the
polynomial criterion of P(t) in (2.33), which can be regarded as a tN -polynomial with the degree
mE := [
(N − 1)L− Pa − Pb − 2J
N
]
with P(0) 6= 0. We shall denote the τ (2)-eigenspace with the eigenvalue (2.32) for a Bethe polynomial
F(t) in (2.31) by EF,Pa,Pb . Then the dimension of EF,Pa,Pb is equal to 2mE . One has the τ (2)-
eigenspace-decomposition of the quantum space:
L⊗
CN =
⊕
{EF,Pa,Pb | F : Bethe polynomial with quantum numbers Pa, Pb}. (2.34)
For simple notations, hereafter we assume the vertical rapidity p of a homogeneous superinte-
grable CPM always in Wk′ (k
′ 6= 0,±1) with µp (= ω n2 ) being a Nth root of unity, equivalently
n ≡ 2n0 for some n0 ∈ Z, (a constraint required only in even N case)5. First we consider the case
p : (xp, yp, µp) = (η
1
2ωm, η
1
2 , ωn0) ∈Wk′ , η := (1−k′1+k′ )
1
N , (2.35)
where k′ 6= 0,±1, and 0 ≤ m ≤ N −1 (see [1, 11, 13, 44, 47]). All τ (2), T, T̂ -matrices commute with
each other for q ∈ Wk′ . Using (2.14) (2.27) (2.28) and (2.33), one finds the following formulas of
T, T̂ -eigenvalues:
T (q) = α1N
L Rm(x)
L(1−x)L
Rm(y)L(1−xN )L x
PayPbµ−Pµ F(t)
ωPb+m(Pb+Pa)F(ωm+1)
G(λ),
T̂ (q) = α−11 N
L Rm(x)
L(1−x)L
Rm(y)L(1−xN )L x
PayPbµ−Pµ F(t)
F(ωm)G(λ),
(2.36)
where α1 := (−1)mLω
m(m+1)L+2mPa−2n0Pµ
2 , Rm(z) :=
(1−zN )∏N−1−m
j=0
(1−ωjz) , µ := µq, λ := µ
N , the vari-
ables x, y, t are the normalized coordinates of xq, yq, tq:
x := ωmx−1p xq, y := y
−1
p yq, t := ω
mt−1p tq, (2.37)
and G(λ) is the λ-function on Wk′ in (2.9) to factorize the polynomial P(t) in (2.33): G(λ)G(λ−1) =
P(t)
P(ωm) . Note that T̂ (p) = 1, and the total momentum SR (=D in (2.27)) is defined by
SR = ω
−m(m+1)L+m(Pb−Pa)+2n0Pµ ω
PbF (ωtp)
F (tp)
. (2.38)
The function G(λ) is related to G(λq) in (2.28) by
G(λq) = α1e
−πi(1+2n0)(N−1)L
2N N
L
2 (
1− xN
1− yN )
mL
N
η
1
2
(L(N−1)−Pa−Pb)
ωPb+m(Pb+Pa)F (ω1+mη)
G(λ), (2.39)
5In the even-N and odd-n case, µNp = −1 with the η in (2.35) changed to η−1 in the definition of p. One may also
discuss the Onsager-algebra symmetry of superintegrable CPM by changing η here to η−1 in the argument.
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where λ = λq. Since the Boltzmann weights are finite when any of xq, yq, µq, µ
−1
q tends to zero, it
follows Pa, Pb being non-negative integers, and Pb+J−mL ≤ Pµ ≤ (N−1−m)L−Pa−NmE−J . In
the case when m = 0, the formula (2.36) is the same as that in [1, 8, 11, 13], and the relation (2.39)
has been given in [49] section 4.36. Therefore G(λ) are determined by the zeros of tN -polynomial
P(t), denoted by tNi , i = 1, . . . ,mE , through Wk′ in (2.9), equivalently the curve
Wk′ :
(1−k′)2
4 w
2 = (1−k
′)2
4 +
k′
1−tN , (w :=
λ+1
λ−1 , t := ω
mt−1p t). (2.40)
Indeed, G(λ) is expressed by
G(λ) =
mE∏
i=1
(λ+ 1)− (λ− 1)wi
2λ
(2.41)
where wi’s are solutions in equation (2.40) for t
N = tNi ([1] (2.22), [13] (20)). There are two
solution of wi = ±wi, where ℜ(1−k′2 wi) > 0 for real k′ > 0. Any choice of wi = siwi (1 ≤ i ≤ mE)
with si = ± gives rise to a T -(or T̂ )-eigenvalue (2.36) with the norm-one eigenvector, denoted by
~v(s1, . . . , smE ; k
′). All such vectors form a basis of the τ (2)-eigenspace EF,Pa,Pb in (2.34):
EF,Pa,Pb =
⊕
si=±
C ~v(s1, . . . , smE ; k
′). (2.42)
Note that when sE = 0, EF,Pa,Pb is of dimension 1 with ~v(s1, . . . , smE ; k′) being the norm-one
base element. Furthermore, the integers Pa, Pb and Pµ in (2.36) are indeed quantum numbers of
τ (2)-model, depending only on the τ (2)-eigenvalue.
We now discuss the Onsager algebra (OA) and sl2-loop algebra (sl2[z, z
−1]) symmetry of a
homogeneous superintegrable CPM with the boundary condition r. As q tends to p in Wk′ , up to
the first order with small ǫ, we may set
xq = ω
mη
1
2 (1− 2k′ǫ), yq = η 12 (1 + 2k′ǫ), µq = ω n2 (1 + 2(k′ − 1)ǫ). (2.43)
Then T̂ (q) near p ( [1] (1.11)-(1.17) )7 is expressed by
T̂ (q) = 1{1 + (N − 1− 2m)Lǫ}+ ǫH(k′) +O(ǫ2)
where the Hamiltonian H(k′) = H0 + k′H1 is expressed by
H0 = −2
∑L
ℓ=1
∑N−1
j=1
ωmjZj
ℓ
Z−j
ℓ+1
1−ω−j H1 = −2
∑L
ℓ=1
∑N−1
j=1
ω(m+2n0)jXj
ℓ
1−ω−j . (2.44)
with the boundary condition: ZL+1 = ω
−rZ1, XL+1 = X1. By (2.36), one may regard (2.42) as
the H(k′)-eigenvector decomposition of EF,Pa,Pb with the H(k′)-eigenvalues:
E(s1, . . . , smE ; k
′) = 2Pµ +NmE − (N − 1− 2m)L
+k′
(
(N − 1− 2m)L−NmE + 2(Pb − Pa − Pµ)
)
+ 2N
∑mE
i=1
(1−k′)
2 (siwi).
(2.45)
6For the m = k = n = 0 case in [49] section 4.3, some misprint occurred in the formulas of T (q), V (xq, yq), S(λq)
there, where F (η−1tq), F (ω
kη−1tq) should be F (η
−1tq), F (ω
kη−1tq) respectively.
7The variable ǫ is related to the u in [1] (1.11) (or (3.23) in this paper) by (−1)mu = ǫ. Note that in the even N
case when µNp = −1, the expression of T̂ (q) near p here still holds by changing H(k′) to H(−k′).
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(When sE = 0,
∑mE
i=1 in (2.45) and
∏mE
i=1 in (2.41) are defined to be 0, 1 respectively.) The matrices
τ (2)(t) are the same for all k′ when using the rescaled variable t in (2.29), hence commute with
H(k′) for all k′, equivalently, [τ (2)(t),H0] = [τ (2)(t),H1] = 0. Since the operators H0,H1 in (2.44)
satisfy the Dolan-Grady relation for the Onsager-algebra generators [24, 31, 47], one obtains an
OA representation on the τ (2)-eigenspace EF,Pa,Pb in (2.34) [44, 47]. By the general theory of OA
representation, this Onsager-algebra symmetry is inherited from a sl2-loop-algebra structure of
EF,Pa,Pb [43]. We now describe their explicit relationship. As it was known in [43], OA can be
regarded as the Lie subalgebra of sl2[z, z
−1] fixed by the involution, ι : (e+, h, z) ↔ (e−,−h, z−1),
where e±, h are the standard generators of sl2 with [e+, e−] = H, [h, e±] = ±2e±; and a finite-
dimensional representation of OA can be factored through a sl2[z, z
−1]-representation. As before
we denote by tNi (i = 1, . . . ,mE) the zeros of t
N -polynomial P(t), and write cos θi =
1+t−Ni
1−t−Ni
,
equivalently
eiθi =
1+t
−N/2
i
1−t−N/2i
(↔ t−Ni = ( e
iθi−1
eiθi+1
)2), ℑ(t−N/2i ) ≥ 0. (2.46)
By [43] (Theorem 3 and (32) (33)), there exists a basis of EF,Pa,Pb , ~b(s1, . . . , smE ) for si = ± such
that the generator H0,H1 of the OA-representation EF,Pa,Pb can be expressed in the form:
H0 = α+N
∑mE
i=1(e
+
i + e
−
i ) = α+ 2N
∑mE
i=1 J
x
i ,
H1 = β −N
∑mE
i=1(e
iθie+i + e
−iθie−i ) = β − 2N
∑mE
i=1(cos θiJ
x
i − sin θiJyi ),
(2.47)
where e±i , hi are the sl2-generators for the basis elements ~b(si, . . . , si, . . . , smE ) acted only on the
ith si = ± as the spin-12 representation, and Jxi := 12(e+i + e−i ), Jyi := −i2 (e+i − e−i ), Jzi := 12hi. The
OA-representation (2.47) is induced from the sl2[z, z
−1]-structure of EF,Pa,Pb by the evaluating z at
eiθi ’s:
̺ : sl2[z, z
−1] −→ GL(EF,Pa,Pb), e±zk 7→
mE∑
i=1
e±i e
iθik. (2.48)
By (2.45) and (2.47), H(k′) = α+ k′β+2N
∑mE
i=1
(
(1− k′ cos θi)Jxi + k′ sin θiJyi
)
, with eigenvalues
α + k′β + N
∑mE
i=1±
√
1 + k′2 − 2k′ cos θi, where α = 2Pµ + NmE − (N − 1 − 2m)L, β = (N −
1 − 2m)L − NmE + 2(Pb − Pa − Pµ), and
√
1 + k′2 − 2k′ cos θi = (1 − k′)wi. Furthermore, the
H(k′)-eigenvectors in (2.42) are related to ~b(s1, . . . , smE ) by
~v(s1, . . . , smE ; k
′) = (2i)−mE/2(
∏
i
si)
∑
s′1,...,s
′
mE
(
∏
i
(
√
sie
iϕi/2)s
′
i)~b(s′1, . . . , s
′
mE
) (2.49)
where eiϕi = 1−k
′ cos θi−ik′ sin θi√
1+k′2−2k′ cos θi
, and we make the identification ± = ±1, √+ := 1,√− := i. Note
that for a given k′, there is a (
mE⊕ sl2)-algebra structure of EF,Pa,Pb with the generators e±i,k′ , hi,k′ ,
(or Jxi,k′ , J
y
i,k′J
z
i,k′) acting on the basis elements ~v(s1, . . . , smE ; k
′) only on the ith si. One may also
introduce the k′th sl2[z, z−1]-structures of EF,Pa,Pb by
ρk′ : sl2[z, z
−1] −→ GL(EF,Pa,Pb), e±zk 7→
mE∑
i=1
e±i,k′e
iθik. (2.50)
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By (2.49), the following operators of EF,Pa,Pb are identical:
Jxi = cosϕiJ
z
i,k′ + sinϕiJ
x
i,k′ , J
y
i = − sinϕiJzi,k′ + cosϕiJxi,k′ , Jzi = Jyi,k′
equivalently,
cosϕiJ
x
i − sinϕiJyi = Jzi,k′ , sinϕiJxi + cosϕiJyi = Jxi,k′ , Jzi = Jyi,k′ ,
which in turn yield H(k′) = α+ k′β + 2N
∑mE
i=1
√
1 + k′2 − 2k′ cos θiJzi,k′ . In particular as k′ tends
0 or ∞, one obtains
Jxi = J
z
i,0, J
y
i = J
x
i,0, J
z
i = J
y
i,0
− cos θiJxi + sin θiJyi = Jzi,∞, − sin θiJxi − cos θiJyi = Jxi,∞, Jzi = Jyi,∞.
Using the above relations, one finds the equivalent sl2[z, z
−1]-structure on EF,Pa,Pb induced from
ρk′ (k
′ = 0,∞) and the standard ̺ in (2.48):
̺ = ρ0 ·R, ̺ = ρ∞ · R · ι · ν,
where R and (involutions) ι, ν are sl2[z, z
−1]-automorphisms defined by
R : (Jx, Jy, Jz, z) 7→ (Jz, Jx, Jy, z), ι : (e±, h, z) 7→ (e∓,−h,−z−1),
ν : (e+, e−, z−1e−, ze+, h) 7→ (ze−, z−1e+, e+, e−,−h).
Later in section 4.2, we shall compare the above sl2[z, z
−1]-structure of EF,Pa,Pb with the sl2-loop-
algebra symmetry induced from the XXZ chain equivalent to the τ (2)-model in [50].
Remark. (1) The discussion of this subsection is still valid for the homogeneous superinte-
grable CPM with a vertical rapidity p = (η
1
2ωm+m
′
, η
1
2ωm
′
, ωn0). Indeed, under the automorphism
(x, y, µ) 7→ (ωm′x, ωm′y, µ) on both vertical and horizontal rapidities, the Boltzmann weights (2.12)
and the chiral Potts transfer matrix (2.16) are unchanged, so are the values of x, y, t−coordinates
in (2.37); hence the results and formulas of this subsection remain the same.
(2) TheOA-representation of EF,Pa,Pb in (2.47) is indeed irreducible. By the theory of OA-representation
([44] [23] Theorem 6), the evaluated values eiθi ’s in (2.46) for the sl2[z, z
−1]-representation (2.48)
satisfy the relation, eiθi 6= 0,±1 and eiθi 6= e±iθj (i 6= j), equivalently tNi 6= 1, 0, tNi 6= tNj (i 6= j)
for the roots of P(t).
3 Duality in Chiral Potts Model and τ (2)-model
In this section, we derive the duality in τ (2)-model and chiral Potts model. For simpler notations,
we discuss only the alternating-rapidity case, i.e. the rapidities in (2.6) at all sites are the same:
p = pℓ, p
′ = p′ℓ ∈W for all ℓ (3.1)
where W is a curve in (2.7). Note that with the same argument, all formulas in this section still
hold for the inhomogeneous case after a suitable modification of scalar coefficients, as illustrated
in section 2 in comparison with the parallel results in [49].
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3.1 Duality in τ (2)-model and τ (2)-face-model
In the alternating-rapidity case (3.1), the parameter of Lℓ in (2.1) is given by
(a, a′, b, b′, c) = (xp, xp′ , yp, yp′ , µpµp′), (3.2)
and we write τ (2)-matrix in (2.8) simply by τ (2)(t) = τ (2)(t; p, p′). It is known that τ (2)(t) can be
written as the following product form ([18] (3.44a)k=0,j=2 (3.48), [11] (2.14)-(2.16)):
τ (2)(t; p, p′){σ},{σ′′} =
L∏
ℓ=1
U(σℓ, σ
′′
ℓ |σℓ+1, σ′′ℓ+1). (3.3)
Here the factor U(a, d|b, c) is defined by
U(a, d|b, c) =
∑
m=0,1
ωm(d−b)(−ωt)a−d−mFp(a− d,m)Fp′(b− c,m) (3.4)
where Fp(0, 0) = 1, Fp(0, 1) =
−ωt
yp
, Fp(1, 0) =
µp
yp
, Fp(1, 1) =
−ωxpµp
yp
, and Fp(α,m) = 0 if α 6= 0, 1.
One may express (3.4) in terms of the ”face-variables”, n := a− b, n′ := d− c ∈ ZN , and form the
L-operator of τ (2)-face model:
Lℓ(t) =
 1− t 1ypyp′ Z (µp′yp′ − ω xp′µp′ypyp′ Z)X−1
−t(µpyp −
xpµp
ypyp′
Z)X −tµpµp′ypyp′ + ω
xpxp′µpµp′
ypyp′
Z
 , 1 ≤ ℓ ≤ L, (3.5)
where X, Z are the Weyl-operators of the face-quantum space CN :=
∑
n∈ZN C|n〉〉, X|n′〉〉 = |n′ +
1〉〉, Z|n′〉〉 = ωn′ |n′〉〉. Under the identification of (X, Z) with (X̂, Ẑ), the L-operator (3.5) is the
same as the L-operator (2.1) with the parameter
(a∗, a′∗, b∗, b′∗, c∗) = (xp′µp′ , xpµp,
yp′
µp′
,
yp
µp
, 1µp′µp
). (3.6)
Therefore (3.5) satisfies the YB relation (2.2), so is the monodromy matrix
L1(t)L2(t) · · · LL(t) =
(
A(t) B(t)
C(t) D(t)
)
. (3.7)
The face τ (2)-operator with the boundary condition
|nL+1〉〉 = ω−rn1 |n1〉〉, (r ∈ ZN )
is the commuting family defined by
τ
(2)
F (t)(= τ
(2)
F (t; p, p
′)) = A(ωt) + ωrD(ωt). (3.8)
It is easy to see that τ
(2)
F (t) commute with the charge operator Z (:=
∏
ℓ Zℓ), whose eigenvalues are
ωQ for Q ∈ ZN .
Define the birational morphism of C3,
p = (xp, yp, µp) −→ p∗ = (xp∗, yp∗, µp∗) := (i
1
N xpµp, i
1
N ypµ
−1
p , µ
−1
p ), (3.9)
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which identifies the chiral Potts curves of k′ and k′−1, W ∼= W∗, with W in (2.7) and its dual curve
defined by
W
∗ =
 W 1k′ , ikk′ = W 1k′ if W = Wk′,k = Wk, (k
′2 6= 1, 0),
W
∗±1,W
∗
±1, if W = W±1,W±1 respectively.
(3.10)
where W∗±1,W
∗
±1 are obtained by the substitution of variables, (x, y, µ) = (i
1
N x∗, i
1
N y∗, µ∗), in the
equation of W±1,W±1 respectively. Note that for k′ 6= ±1, p 7→ p∗∗ is the canonical identification
between Wk′,k and Wk′,−k. For p ∈W, the corresponding p∗ in the dual curve W∗ will be called the
dual rapidity of p. By (3.5) and (3.6), the L-operator of τ
(2)
F (t; p, p
′) is gauge-equivalent to the L-
operator of τ (2)(t∗; p′∗, p∗) via the diagonal matrix dia[1, i
1
N ]. Hence the face τ (2)-model τ
(2)
F (t; p, p
′)
is equivalent to τ (2)(t∗; p′∗, p∗) with the boundary condition r∗ via the identification of quantum
vector spaces,
Φ : CN → CN , |n〉〉 7→ |̂n〉, (3.11)
and the identical boundary and charges condition, (r, Q) = (r∗, Q∗):
τ
(2)
F (t; p, p
′) = Φ−1τ (2)(t∗; p′∗, p∗)Φ, t∗ = (−1) 1N t. (3.12)
On the other hand, the τ (2)-models, (3.3) and (3.8), are closely related through the correspondence
of their quantum spaces:
Θr(= Θ) :
⊗L CN −→⊗L CN , |σ1, . . . σL〉 7→ |n1, . . . nL〉〉, nℓ := σℓ − σℓ+1,
where 1 ≤ ℓ ≤ L with σL+1 ≡ σ1 − r. It is easy to see that the kernel of Θr = CN with the image
being the Z-charge-r subspace. Indeed, the inverse of the vector |n1, . . . nL〉〉 is expressed by
Θ−1r (|n1, . . . nL〉〉) =
N−1⊕
Q=0
|Q;n1, . . . nL〉
where |Q;n1, . . . nL〉 = N−1/2
∑N−1
σ1=0
ω−Qσ1 |σ1, . . . σL〉 with σℓ − σℓ+1 = nℓ [5]. For a fixed Q, all
|Q;n1, . . . nL〉 with
∑L
ℓ=1 nℓ = r form a basis of the subspace
Vr,Q = {v = (vσ1,...σL) ∈
L⊗
CN | σL+1 ≡ σ1 − r, X(v) = ωQv}, (3.13)
with the dual basis, 〈Q;n1, . . . nL| = N−1/2
∑N−1
σ1=0
ωQσ1〈σ1, . . . σL|, (σℓ − σℓ+1 = nℓ). Under Θr,
the vector space Vr,Q is isomorphic to the Θr-image, regarded as a subspace of the quantum space⊗L CN with r ≡ Q, and Q ≡ r:
Wr,Q = {w = (wn1,...nL) ∈
L⊗
CN | |nL+1〉〉 = ω−rn1 |n1〉〉, Z(w) = ωQw},
and hence follows the isomorphism:
Θ : Vr,Q ∼=Wr,Q, |Q;n1, . . . nL〉 7→ |n1, . . . nL〉〉, (r, Q) = (Q, r). (3.14)
Using (3.3), (3.4), (3.5) and 3.8), one obtains
〈Q;n1, . . . nL|τ (2)(t; p, p′)|Q;n′1, . . . n′L〉 = 〈〈n1, . . . nL|τ (2)F (t; p, p′)|n′1, . . . n′L〉〉
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where
∑
ℓ nℓ ≡
∑
ℓ n
′
ℓ ≡ r, and τ (2)F (t; p, p′) with the boundary condition r ≡ Q. Equivalently,
τ (2)(t; p, p′) in the charge-Q sector with boundary condition r is equivalent to τ (2)F (t; p, p
′) in the
charge-Q (= r) sector with boundary condition r (= Q):
τ (2)(t; p, p′) = Θ−1τ (2)F (t; p, p
′)Θ. (3.15)
Combining (3.12) and (3.15), we have shown the following identical τ (2)-models:
Proposition 3.1 For rapidities p, p′ in a chiral-Potts curve W in (2.7), let p∗, p′∗ be the dual
rapidities in the W∗ defined by (3.10). Then τ (2)(t; p, p′) in the charge Q sector with boundary
condition r is equivalent to τ (2)(t∗; p′∗, p∗) in the charge Q∗ sector with boundary condition r∗ when
(Q∗, r∗) = (r,Q) . Indeed, τ (2)(t; p, p′) on Vr,Q is similar to τ (2)(t∗; p′∗, p∗) on Vr∗,Q∗:
τ (2)(t; p, p′) = Ψ−1τ (2)(t∗; p′∗, p∗)Ψ, t∗ = (−1) 1N t,
where Ψ is the isomorphism,
Ψ : Vr,Q −→ Vr∗,Q∗, |Q;n1, . . . nL〉 7→ |n̂1, . . . n̂L〉, (
L∑
ℓ=1
nℓ ≡ r) (3.16)
with (Q∗, r∗) = (r,Q).
Remark. There are two bases for the vector space Vr,Q in (3.13):
Vr,Q =
⊕
nℓ
C|Q;n1, . . . nL〉 (
∑L
ℓ=1 nℓ ≡ r, nL+1 = ω−Qn1n1)
=
⊕
n′
ℓ
C|n̂′1, . . . n̂′L〉 (
∑L
ℓ=1 n
′
ℓ ≡ Q, |n̂′L+1〉 = ω−rn
′
1 |n̂′1〉),
which are related by
|n̂′1, . . . n̂′L〉 = N
−(L−1)
2
∑
nℓ
ω
∑L
ℓ=1
n′ℓ(n1+...+nℓ−1)|Q;n1, . . . nL〉;
|Q;n1, . . . nL〉 = N
−(L−1)
2
∑
n′
ℓ
ω−
∑
ℓ
(n1+...+nℓ−1)n
′
ℓ |n̂′1, . . . n̂′L〉.
Since the spatial translation SR acts on Vr,Q by
SR|Q;n1, . . . nL〉 = ω−Qn1 |Q;n2, . . . nL, nL+1〉, SR|n̂′1, . . . n̂′L〉 = |n̂′2, . . . n̂′L, n̂′L+1〉,
the isomorphism Ψ in (3.16) is SR-equivariant, also described by
Ψ : Vr,Q −→ Vr∗,Q∗, |n̂′1, . . . n̂′L〉 7→ ω(Q−n
′
1)Q
∗ |Q∗;n′2, . . . n′L, n′1〉.
3.2 Duality relation in chiral Potts models
We now extend the duality of τ (2)-model to CPM. First we note that there exists a k′ ↔ k′−1
duality about the Boltzmann weights in (2.12). Indeed, for rapidities p, q in a chiral Potts curve W
in (2.7), the Fourier-forms of Boltzmann weights (2.15) equal to Boltzmann weights for the dual
rapidities p∗, q∗ ∈W∗:
W
(f)
pq (k)
W
(f)
pq (0)
=Wp∗q∗(k),
W
(f)
pq (k)
W
(f)
pq (0)
=W p∗q∗(−k), (k ∈ ZN ). (3.17)
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Note that when k′ = ±1, W∗ can be identified with W via the isomorphism, (i 1N x∗, i 1N y∗, µ∗) 7→
(x∗, y∗, µ∗), preserving Boltzmann weights. The above relation describes the self-dual property of
the Boltzmann weights at k′ = ±1, in particular for the case W = W±1 in [30]. Using (3.17), one
finds the following expression of the chiral-Potts-transfer matrix (2.16) for ∈W∗,
〈n̂1, . . . n̂L|T (q∗; p′∗, p∗)|n̂′1, . . . n̂′L〉 = (NW
(f)
p′,q(0)W
(f)
p,q (0))−L
×∑kℓ,k′ℓ ω∑Lℓ=1(nℓkℓ−∑ℓ n′ℓk′ℓ)∏Lℓ=1W (f)p′q(kℓ − k′ℓ)W (f)pq (−kℓ+1 + k′ℓ),
〈n̂1, . . . n̂L|T̂ (q∗; p′∗, p∗)|n̂′1, . . . n̂′L〉 = (NW (f)p′,q(0)W
(f)
p,q (0))
−L
×∑kℓ,k′ℓ ω∑ℓ(nℓkℓ−n′ℓk′ℓ)∏Lℓ=1W (f)p′q (−kℓ + k′ℓ)W (f)pq (kℓ − k′ℓ+1),
(3.18)
where the indices kℓ, k
′
ℓs are in ZN with the boundary condition, kL+1 = k1 − r∗, k′L+1 = k′1 − r∗.
On the other hand, when
∑L
ℓ=1 nℓ ≡
∑L
ℓ=1 nℓ ≡ r, one has
〈Q;n1, . . . nL|T (q; p, p′)|Q;n′1, . . . n′L〉 = 1N
∑N−1
σ1,σ′1=0
ωQ(σ1−σ
′
1)
∏L
ℓ=1Wpq(σℓ − σ′ℓ)W p′q(σℓ+1 − σ′ℓ)
= 1
NL+1
∑
σ1,σ′1,mℓ,m
′
ℓ
ωQ(σ1−σ
′
1)−
∑L
ℓ=1
{(σℓ−σ′ℓ)mℓ+(σℓ+1−σ′ℓ)m′ℓ}∏L
ℓ=1W
(f)
pq (mℓ)W
(f)
p′q (m
′
ℓ)
= 1
NL−1
∑
m′
ℓ
ω
∑
ℓ
n′ℓm
′
ℓ(
∏
ℓW
(f)
p′q (m
′
ℓ))(
∑′
mℓ
ω
∑
ℓ
(−n1−...−nℓ−1+n′1+...+n′ℓ−1)(mℓ−m′ℓ−1)∏L
ℓ=1W
(f)
pq (−mℓ)),
where all indices are in ZN with σℓ+1 = σℓ−nℓ, σ′ℓ+1 = σ′ℓ−n′ℓ,m′L = m′0, and the prime-summation∑′
mℓ
means the indices mℓs satisfying
∑
ℓmℓ ≡ −Q +
∑
ℓm
′
ℓ. The above formula, up to a scale
factor, can be identified with the first expression in (3.18) under the constraint r∗ = Q by the
change of indices kℓ − k′ℓ = m′ℓ, kℓ − kℓ−1 = −mℓ + m′ℓ−1. Similarly, the same relation between
T̂ (q; p, p′) and T̂ (q∗; p′∗, p∗) holds. Indeed, one finds
〈Q;n1, . . . nL|T (q; p, p′)|Q;n′1, . . . n′L〉 = (W
(f)
p′,q(0)W
(f)
p,q (0))L〈n̂1, . . . n̂L|T (q∗; p′∗, p∗)|n̂′1, . . . n̂′L〉,
〈Q;n1, . . . nL|T̂ (q; p, p′)|Q;n′1, . . . n′L〉 = (W (f)p′,q(0)W
(f)
p,q (0))
L〈n̂1, . . . n̂L|T̂ (q∗; p′∗, p∗)|n̂′1, . . . n̂′L〉.
UsingW
(f)
p∗,q∗(0) =W
(f)
p,q (0)
−1, we have shown the following duality relation in CPM as an extention
of the τ (2)-duality in Proposition 3.1.
Theorem 3.1 For a k′-curve W in (2.7) for k′ 6= 0, let W∗ be the dual k′−1-curve defined in (3.10).
Then the chiral Potts models with rapidities in W and W∗ are equivalent when the ZN -charge and
the boundary condition are interchanged. More precisely, the chiral-Potts transfer matrices over W
in the Q sector with the boundary condition r are similar to those over W∗ in the Q∗ sector with
the boundary condition r∗ via the isomorphism (3.16) when (Q∗, r∗) = (r,Q):
W
(f)
p,q (0)−LT (q; p, p′) =W
(f)
p′∗,q∗(0)
−LΨ−1T (q∗; p′∗, p∗)Ψ,
W
(f)
p′,q(0)
−LT̂ (q; p, p′) =W (f)p∗,q∗(0)
−LΨ−1T̂ (q∗; p′∗, p∗)Ψ
(3.19)
where Ψ is the isomorphism in (3.16) and p, p′, q ∈W with the corresponding dual p∗, p′∗, q∗ ∈W∗.
Remark. By the same argument, Theorem 3.1 is also valid for inhomogeneous CPM with vertical
rapidities {p1, . . . pL}, {p′1, . . . p′L}. The relation (3.19) still holds, but with one shifting the indices of
pℓ
∗s by one, i.e. the operators T (q∗; {p′∗1 , . . . p′∗L}, {p∗2, . . . p∗L+1}), T̂ (q∗; {p′∗1 , . . . p′∗L}, {p∗2, . . . p∗L+1});
a similar statement also for the τ (2)-model in Proposition 3.1.
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3.3 Chiral Potts model of τ (2)-face-model, and chiral Potts model of the dual
lattice
In this subsection, we form the chiral Potts model over the dual lattice, as well as that of τ (2)-face-
model, as in [8] section 5 for the superintegrable case. Introduce the CN -basis,
|σ∗〉∗ = 1√
N
N−1∑
n=0
ωσ
∗n|n〉〉 ∈ CN , σ∗ ∈ ZN ,
by which Φ in (3.11) is defined by |σ∗〉∗ 7→ |σ∗〉. As in (1.2), the CN -Weyl-operators (X, Z) can
be expressed by the basis |σ∗〉∗ with (X∗, Z∗) = (Z, X−1), where X∗|σ∗〉∗ = |σ∗ + 1〉∗ and Z∗|σ∗〉∗ =
ωσ
∗ |σ∗〉∗. Using the CN -basis |σ∗〉∗, one defines the chiral Potts model over the dual lattice as
follows. The chiral Potts model T (q; p, p′) or T̂ (q; p, p′) in (2.16) with rapidities in a curve W in
(2.7) is defined on a square lattice Γ by attaching a CN -quantum space over each vertex, (see
Figure 1 with ◦ as vertices and ⋆ as faces).
The dual lattice Γ∗ of Γ is a square lattice whose vertices (or faces) are in one-to-one correspon-
dence with the faces (vertices respectively) of Γ. Using the same Boltzmann weights (2.12) with
rapidities in W, the chiral Potts model, T∗(q; p, p′), T̂∗(q; p, p′), is defined on the dual lattice Γ∗ by
attaching a CN -quantum space on each vertex of Γ∗. The transfer matrices are defined by
T∗(q){σ∗},{σ′∗}(= T∗(q; {pℓ}, {p′ℓ}){σ∗},{σ′∗}) =
∏L
ℓ=1W pℓq(σ
∗
ℓ − σ∗ ′ℓ−1)Wp′ℓq(σ∗ℓ − σ∗′ℓ ),
T̂∗(q){σ∗′},{σ∗′′}(= T̂∗(q; {pℓ}, {p′ℓ}){σ∗′},{σ∗′′}) =
∏L
ℓ=1Wpℓq(σ
∗′
ℓ−1 − σ∗′′ℓ )W p′ℓq(σ∗′ℓ − σ∗′′ℓ ),
(3.20)
(see Figure 2 about T∗(q∗; p∗, p∗′), T̂∗(q∗; p∗, p∗′)). By (2.16) and (3.20), T∗(q; p, p′), T̂∗(q; p, p′) are
the same as T (q; p′, p), T̂ (q; p′, p) respectively by identifying CN with CN via Φ in (3.11):
T∗(q; p, p′) = Φ−1T (q; p′, p)Φ, T̂∗(q; p, p′) = Φ−1T̂ (q; p′, p)Φ . (3.21)
Theorem 3.1 can be stated as the relation between a chiral Potts model in W-rapidities on Γ-lattice
(in the Q-sector and r-boundary condition) and the dual chiral Potts model in W∗-rapidities on
Γ∗-lattice (in the Q∗-sector and r∗-boundary condition) for (Q, r) = (r∗, Q∗):
W
(f)
p,q (0)−LT (q; p, p′) =W
(f)
p′∗,q∗(0)
−LΘ−1T∗(q∗; p∗, p′∗)Θ,
W
(f)
p′,q(0)
−LT̂ (q; p, p′) =W (f)p∗,q∗(0)
−LΘ−1T̂∗(q∗; p∗, p′∗)Θ
(3.22)
where Θ is the isomorphism defined in (3.14). Note that the above formula is still valid in the
inhomogeneous case by changing (p, p′), (p∗, p′∗) to ({pℓ}, {p′ℓ}), ({p∗ℓ}, {p′∗ℓ }) respectively.
18
✻p
✻
p′
✛q
σℓ
σ′ℓ
σ1 · · · σL σL+1
Wpq W p′q
◦
⋆
◦
⋆
◦
❅
❅
❅
❅
❅
❅
❅
❅
⋆
◦
⋆
◦
⋆
 
 
 
 
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
◦
⋆
◦
⋆
◦
 
 
 
 
❅
❅
❅
❅■
 
 
 
 
❅
❅
❅
❅
⋆
◦
⋆
◦
⋆
 
 
 
 
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
◦
⋆
◦
⋆
◦
 
 
 
 ✒
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
⋆
◦
⋆
◦
⋆
 
 
 
 
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
◦
⋆
◦
⋆
◦
 
 
 
 
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
⋆
◦
⋆
◦
⋆
 
 
 
 
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
◦
⋆
◦
⋆
◦
 
 
 
 
 
 
 
 
Figure 1. The square lattice Γ for the chiral Potts model with the skewed boundary
condition σL+1 = σ1 − r, showing rapidities of two vertical p, p′ and one horzontal q.
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Figure 2. The dual square lattice Γ∗ for the chiral Potts model with the skewed boundary
condition σ∗L+1 = σ
∗
1 − r∗, showing rapidities of two vertical p∗, p′∗ and one horzontal q∗.
We now define the chiral Potts model, TF (q, p, p
′) or T̂F (q, p, p′), over Γ∗-lattice for the τ (2)-face-
model τ
(2)
F (t; p, p
′) in (3.8). As before, the L-operator (3.5) of τ (2)F (t; p, p
′) for p, p′ ∈W is equivalent
to the L-operator (2.1) of τ (2)(t∗; p′∗, p∗) for the dual rapidities p∗, p′∗ ∈ W∗ via the isomorphism
Φ in (3.11). Therefore, the chiral Potts model TF (q, p, p
′), T̂F (q, p, p′) with p, p′, q ∈W is identified
with the CPM over the dual curve W∗ via the dual map (3.9) so that the following relations hold,
TF (q, p, p
′) = Φ−1T (q∗; p′∗, p∗)Φ, T̂F (q, p, p′) = Φ−1T̂ (q∗; p′∗, p∗)Φ,
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extending that in (3.12). By (3.21), the above relations are the same as
TF (q, p, p
′) = T∗(q∗; p∗, p′∗), T̂F (q, p, p′) = T̂∗(q∗; p∗, p′∗),
with the identical charge and boundary condition, (Q, r) = (Q∗, r∗). By the duality relation (3.22),
one obtains the extended relation of (3.15):
W
(f)
p,q (0)−LT (q; p, p′) =W
(f)
p′∗,q∗(0)
−LΘ−1TF (q, p, p′)Θ,
W
(f)
p′,q(0)
−LT̂ (q; p, p′) =W (f)p∗,q∗(0)
−LΘ−1TF (q, p, p′)Θ,
with the constraint, (Q, r) = (r, Q).
3.4 Kramers-Wannier duality in Ising model
For CPM in N = 2 case, we regain the Ising model with the following homogeneous parameteriza-
tion of rapidities p ∈Wk′ for k′ 6= 0,±1 ([12] section 3),
ap : bp : cp : dp = −H(up) : −H1(up) : Θ1(up) : Θ(up),
equivalently the coordinates of Wk′ in (2.7) given by
xp = −k
1
2 snup, yp = −k
1
2
cnup
dnup
, µp = k
′ 12 1
dnup
.
Here the Jacobi theta functions are of modulus k with the elliptical integrals (K,K ′) = (K(k),K ′(k)) =
(K ′(k′),K(k′)). The Boltzmann weights (2.12) are now expressed by
Wpq(0) = 1, Wpq(1) =
cnuq+snupdnuq
cnup+snuqdnup
= k′scd(up − uq +K);
W pq(0) = 1, W pq(1) =
k′(snuq−snup)
dnupcnuq+dnuqcnup
= k′scd(uq − up)
where scd(u) := sn(u/2)cn(u/2)dn(u/2) =
snu
cnu+dnu . If J and J are the usual dimensionless Ising model
intersection coefficients, Wpq(1) = exp(−2J),W pq(1) = exp(−2J), and we find [6] (7.8.5),
sinh 2J =
snu
cnu
, sinh 2J =
cnu
k′snu
(u = uq − up).
Similarly, the coordinates of the rapidity p∗ in W 1
k′
are expressed by
xp∗ = −( ik
k′
)
1
2 sn∗up∗ , yp∗ = −( ik
k′
)
1
2
cn∗up∗
dn∗up∗
, µp∗ = (
1
k′
)
1
2
1
dn∗up∗
,
with the Boltzmann weights:
Wp∗q∗(0) = 1, Wp∗q∗(1) = k
′−1scd∗(up∗ − uq∗ +K∗) = exp(−2J∗);
W p∗q∗(0) = 1, W p∗q∗(1) = k
′−1scd∗(uq∗ − up∗) = exp(−2J∗),
where the Jacobi theta functions are of modulus ikk′ with the elliptical integrals (K
∗,K∗′) =
(K( ikk′ ),K
′( ikk′ )) = (K
′( 1k′ ),K(
1
k′ )). When p
∗ is the dual rapidity of p, one finds up∗ = k′up,
(equivalently K∗ = k′K), and the equivalence of (3.17) with the duality of weights in Ising model
([33], [6] (6.2.14a)):
tanh J = e−2J
∗
, tanh J = e−2J∗ .
The relation (3.22) is identified with the usual duality in Ising model (see, e.g. [6] Chapter 6). Note
that the value τ = i KK ′ for modular k
′ and the value τ∗ = i K
∗
K∗′
for k′−1 are related by τ∗ = −ττ+1
when k′ are in a certain region, e.g. for real and positive k′.
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3.5 Duality and Onsager algebra symmetry in homogeneous chiral Potts model
In this subsection, we show the duality symmetry of homogeneous CPM compatible with the asso-
ciated quantum spin chain Hamiltonian. In particular, we obtain the explicit relation between the
duality and the Onsager-algebra symmetry in the superintegrable case. For a general homogeneous
CPM (2.18), the quantum spin chain Hamiltonian is obtained from T̂ (q) by letting q → p in Wk′
with small u up to the first order:
xq
xp
= 1− 2k′( yp
xpµ2p
)
N
2 u, yqyp = 1 + 2k
′(xpµ
2
p
yp
)
N
2 u, µqµp = 1− 2k(xpyp)
N
2 u, (3.23)
which in turn yields
T̂ (q) = 1 + 2Lu
∑N−1
j=1
(xpy
−1
p )
j−N
2
1−ω−j + uH(k′; p) +O(u2),
H(k′; p) = −∑Lℓ=1∑N−1j=1 ( eiφ(2j−N)/Nsinπj/N ZjℓZ−jℓ+1 + k′ eiφ(2j−N)/Nsinπj/N Xjℓ ),
where e
2iφ
N = (−1)πiN xpyp and e
2iφ
N = (−1)πiN xpµ2pyp ([1] (1.10)-(1.17)). Note that in the superintegrable
case (2.35), u in (3.23) and the above H(k′; p) are related to ǫ in (2.43) and H(k′) in (2.44) by
(−1)mu = ǫ, (−1)mH(k′; p) = H(k′). Then the dual correspondence (3.9) between Wk′ and Wk′−1
gives rise to the identification of u and φ, φ at p with those at the dual rapidity p∗:
k′u = u∗, e
2iφ
N = e
2iφ
∗
N , e
2iφ
N = e
2iφ∗
N .
Using (3.23) and the equality
∑N−1
k=1 (N − k)ωjk = −N1−ω−j , one finds
W (f)pq (0) =
√
N(1 + 2
N−1∑
j=1
(xpy
−1
p )
j−N
2
1− ω−j ǫ).
By the second equality in (3.19), we obtain the explicit relation between Hamiltonian H(k′; p)
and H(k′−1; p∗): H(k′; p) = k′Ψ−1H(k′−1; p∗)Ψ. Indeed, by the relation between φ, φ∗ and φ∗, φ∗,
one can verify this Hamiltonian relation directly by using (3.16) and the correspondence of local
operators:
ZℓZ
−1
ℓ+1 = Ψ
−1X∗ℓΨ, Xℓ+1 = Ψ
−1(Z∗ℓZ
∗−1
ℓ+1 )Ψ (1 ≤ ℓ ≤ L).
We now consider the homogeneous superintegrable case with the vertical rapidity p in (2.35). As
in section 2.2, the chiral-Potts transfer matrix Tp(q) and T̂p(q) with q ∈Wk′ are expressed by (2.36)
using the variables x, y, µ and quantum numbers Pa, Pb, Pµ . Under the duality transformation (3.9),
Tp, T̂p are related to the transfer matrices Tp∗(q
∗), T̂p∗(q∗) for q∗ ∈Wk′−1 with the vertical rapidity
p∗ defined by
p∗ : (xp∗ , yp∗ , µp∗) = (η∗
1
2ωm+n0 , η∗
1
2ω−n0 , ωn
∗
0) ∈Wk′−1 ,
where η∗ := (1−k
′−1
1+k
′−1
)
1
N and n∗0 := −n0. By Remark (1) at the end of section 2.2, Tp∗(q∗), T̂p∗(q∗)
are again expressed by formulas in (2.36) with the variables x∗, y∗, µ∗ and quantum numbers
P ∗a , P ∗b , Pµ∗ , where the integer m
∗ is defined by m∗ ≡ m + 2n0 (mod N) and 0 ≤ m∗ ≤ N − 1.
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By Theorem 3.1 and the second relation in (2.25), Tp(q), T̂p(q) are equivalent to Tp∗(q
∗), T̂p∗(q∗)
via the linear isomorphism Ψ (3.16) with (Q, r) = (r∗, Q∗). Furthermore, the comparison of x, y, µ
zero-orders for both sides of (3.19) (including those fromW
(f)
p,q (0)L,W
(f)
p∗,q∗(0)
L-factor) in turn yields
the identification of variables and quantum numbers:
x∗ = ωn0xµ, y∗ = ωn0yµ−1, µ∗ = µ−1, t∗ = ω2n0t,
P ∗a = Pa, P ∗b = Pb, Pµ ≡ r, P ∗µ ≡ Q,
J∗ = J, m∗E = mE , α
∗
1 = α1ω
n0(Pb+Pa),
(3.24)
as well as the identification of Bethe-polynomial, F(t) = F∗(t∗), and their roots, vj = v∗jω
2n0 ,
together with G∗(λ∗) = λmEG(λ) and wi = −w∗i. Note that by F(ωm) = F∗(ωm∗), the formula
(2.38) implies SR = S
∗
R, which is consistent with the SR-equivariant-property of Ψ in the remark
of Proposition 3.1. Indeed, the isomorphism Ψ makes the identification of basis elements in (2.34),
(2.42):
Ψ : ~v(s1, . . . , smE ; k
′) 7→ ~v(s1, . . . , smE ; k′−1). (3.25)
The equivalence of H(k′; p) and H(k′−1; p∗) now becomes the identification of Onsager-algebra
generators:
H0 = Ψ
−1H∗1Ψ, H1 = Ψ
−1H∗0Ψ, (3.26)
where (H0,H1), (H
∗
0 ,H
∗
1 ) are defined in (2.44) for (m,n0), (m
∗, n∗0) and the boundary condition
r, r∗ respectively.
Remark. In the special superintegrable case when m = n0 = 0, the duality has been discussed
by Baxter in [8], where the variables x, y, µ in (2.1) and xd, yd, µd in (5.4) there correspond to
x, y−1, yµ−1 and x∗, y∗−1, y∗µ∗−1 respectively in this paper.
4 Inhomogeneous XXZ chain of Uq(sl2)-cyclic representation
For an arbitrary q, the quantum group Uq(sl2) is the C-algebra generated by K
±1
2 , e± with
K
1
2K
−1
2 = K
−1
2 K
1
2 = 1 and the relation
K
1
2 e±K
−1
2 = q±1e±, [e+, e−] =
K −K−1
q − q−1 . (4.1)
Using Uq(sl2), one constructs a two-parameter family of L-operators
L(s) =
(
ρ−1ν
1
2 sK
−1
2 − ν −12 s−1K 12 (q − q−1)e−
(q − q−1)e+ ν 12 sK 12 − ρν −12 s−1K −12
)
(4.2)
with ρ, ν 6= 0 ∈ C, satisfying the YB equation
R6v(s/s
′)(L(s)
⊗
aux
1)(1
⊗
aux
L(s′)) = (1
⊗
aux
L(s′))(L(s)
⊗
aux
1)R6v(s/s
′) (4.3)
22
for the symmetric six-vertex R-matrix [29, 37]:
R6v(s) =

s−1q − sq−1 0 0 0
0 s−1 − s q − q−1 0
0 q − q−1 s−1 − s 0
0 0 0 s−1q − sq−1
 .
For a chain of size L, we assign the L-operator Lℓ at the ℓth site with the parameter ρℓ, νℓ in (4.2).
The monodromy matrix
L⊗
ℓ=1
Lℓ(s) =
(
A(s) B(s)
C(s) D(s)
)
(4.4)
again satisfies YB (4.3), whose q−2r-twisted trace
t(s) = A(s) + q−2rD(s), (4.5)
form the commuting family in the tensor algebra (
L⊗
Uq(sl2))(s). The leading and lowest terms of
the monodromy matrix
A+ = lims→∞ ν˜
−1
2 ρ˜s−LA(s), A− = lims→0 ν˜
1
2 (−s)LA(s),
B± = lims±1→∞ ν˜∓
1
2 (±s)∓(L−1) B(s)q−q−1 , C± = lims±1→∞ ν˜∓
1
2 (±s)∓(L−1) C(s)q−q−1 ,
D+ = lims→∞ ν˜
−1
2 s−LD(s), D− = lims→0 ν˜
1
2 ρ˜−1(−s)LD(s),
give rise to the quantum affine algebra Uq(ŝl2), where ν˜ :=
∏
ℓ νℓ and ρ˜ :=
∏
ℓ ρℓ. Indeed the
generators of Uq(ŝl2),
k−10 = k1 = A
2
− = D
2
+, e1 = S
+(:= C+), f1 = S
−(:= B−), e0 = T−(:= B+), f0 = T+(:= C−),
are expressed by
A− = D+ = K
1
2 ⊗ · · · ⊗K 12 , A+ = D− = K
−1
2 ⊗ · · · ⊗K −12 ,
S± =
∑L
i=1 ν
∓ 1
2
i (
∏
j>i ρj)
∓1K
1
2 ⊗ · · · ⊗K 12︸ ︷︷ ︸
i−1
⊗e± ⊗K −12 ⊗ · · · ⊗K −12︸ ︷︷ ︸
L−i
,
T± =
∑L
i=1 ν
± 1
2
i (
∏
j<i ρj)
±1K
−1
2 ⊗ · · · ⊗K −12︸ ︷︷ ︸
i−1
⊗e± ⊗K 12 ⊗ · · · ⊗K 12︸ ︷︷ ︸
L−i
.
(4.6)
In the homogeneous case with the periodic boundary condition, i.e., r = 0, ν = νℓ, ρ = ρℓ for all ℓ,
the quantum group Uq(ŝl2) also possesses a Hopf-algebra structure defined by
△(ki) = ki ⊗ ki, i = 0, 1,
△(e1) = k
1
2
1 ⊗ e1 + ρ−1e1 ⊗ k
1
2
0 , △(f1) = k
1
2
1 ⊗ f1 + ρf1 ⊗ k
1
2
0 ,
△(e0) = ρ−1k
1
2
0 ⊗ e0 + e0 ⊗ k
1
2
1 , △(f0) = ρk
1
2
0 ⊗ f0 + f0 ⊗ k
1
2
1 .
In particular, with ρ = 1, ν = qd−2 and the spin-d−12 (highest weight) representation of Uq(sl2) on
Cd = ⊕d−1k=0Cek:
K
1
2 (ek) = q
d−1−2k
2 ek, e+(ek) = [k]ek−1, e−(ek) = [d− 1− k]ek+1, (4.7)
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where [n] = q
n−q−n
q−q−1 and e
+(e0) = e−(ed−1) = 0, (4.5) gives rise to the transfer matrix of the
well-known homogeneous XXZ chain of spin-d−12 (see, e.g. [34, 45, 46] and references therein).
Hereafter in this paper, we assume the anisotropic parameter q of the inhomogeneous model
(4.4) to be a Nth primitive root of unity. There is a three-parameter family of Uq(sl2)-cyclic
representation on CN (the space of cyclic N -vectors), sφ,φ′,ε, labeled by non-zero complex numbers
φ, φ′ and ε, and defined by8
K
1
2 |̂σ〉 = qσ+φ
′−φ
2 |̂σ〉,
e+ |̂σ〉 = qε qφ−σ−q−φ+σq−q−1 ̂|σ + 1〉, e− |̂σ〉 = q−ε qφ′+σ−q−φ′−σq−q−1 ̂|σ − 1〉, (4.8)
(see, e.g. [21, 25]), where |̂σ〉 (σ ∈ ZN ) are the Fourier basis of CN in (1.1). Applying the cyclic
representation sφℓ,φ′ℓ,εℓ on Lℓ in (4.4), we form the monodromy matrix
L⊗
ℓ=1
Lℓ(s) =
(
A(s) B(s)
C(s) D(s)
)
, Lℓ(s) = sφℓ,φ′ℓ,εℓLℓ(s). (4.9)
The transfer matrices of the inhomogeneous XXZ chain of Uq(sl2)-cyclic representation with pa-
rameters {φℓ, φ′ℓ, εℓ, νℓ, ρℓ}ℓ and with the boundary condition (2.4) are the
L⊗ CN -operator
T (s) = A(s) + q−2rD(s) = (⊗ℓsφℓ,φ′ℓ,εℓ)t(s), (4.10)
which commute with K
1
2 (:= ⊗ℓK
1
2
ℓ , the product of local K
1
2 -operators ).
In the case when φℓ, φ
′
ℓ’s are integers for all ℓ, we write the basis elements in (4.8) by
vk(= vkℓ ) :=
̂|φℓ +N − k〉, vk(= vkℓ ) := ̂| − φ′ℓ − 1− k〉 (0 ≤ k ≤ N − 1). (4.11)
Then K(vk) = qφℓ+φ
′
ℓ−2kvk and K(vk) = q−φℓ−φ
′
ℓ−2k−2vk. With K = qhℓ , the relation (4.8) is
consistent with
e+(vk) = qεℓ [k]vk−1, [hℓ, e+](vk) = (hℓ(vk−1)− hℓ(vk))e+(vk),
e−(vk) = q−εℓ[N − k − 1]vk+1, [hℓ, e−](vk) = (hℓ(vk+1)− hℓ(vk))e+(vk),
which in turn yield hℓ(v
k−1) = hℓ(vk) + 2 and hℓ(vk−1)− 2 = hℓ(vk) for 1 ≤ k ≤ N − 1, (note that
e+(v0) = e−(vN−1) = 0). Therefore vk = vk, equivalently
φℓ, φ
′
ℓ ∈ Z, φℓ + φ′ℓ + 1 ≡ 0 (mod N), (4.12)
hence hℓ(v
k) = −1− 2k+ cℓN (1 ≤ k ≤ N − 1) for an integer cℓ. When φℓ, φ′ℓ satisfy the condition
(4.12), one may define the normalized Nth power of S±, T±, S±(N) = S
±N
[N ]! , T
±(N) = T
±N
[N ]! , with
the expression:
S±(N) =
∑
0≤ki<N, k1+···+kL=N
1
[k1]!···[kL]! ⊗Li=1 K
−1
2
(
∑
j(<i)
−
∑
j(>i)
)kj
i e
±ki
i ν
∓ki
2
i ρ
∓
∑
j(<i)
kj
i ,
T±(N) =
∑
0≤ki<N, k1+···+kL=N
1
[k1]!···[kL]! ⊗Li=1 K
1
2
(
∑
j(<i)
−
∑
j(>i)
)kj
i e
±ki
i ν
±ki
2
i ρ
±
∑
j(>i)
kj
i .
(4.13)
8The definition (4.8) in this paper is the same as [50] (3.1) where |n〉 is replaced by ̂| − σ〉 here.
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As in [46] section 4.2, the entries of (4.9) satisfy the ABCD algebra, which in turn yields
A(s)∏Ni=1 B(si) = x2−s2qN+1x2qN−s2q ∏Ni=1 B(si)A(s) + ss1(q2−1)q(s21−s2) [N ]![N−1]!B(s)∏Ni=2 B(si)A(s1),
D(s)∏Ni=1 B(si) = x2−s2q−N−1x2q−N−s2q−1 ∏Ni=1 B(si)D(s)− ssN (q2−1)q(s2N−s2) [N ]![N−1]!B(s)∏N−1i=1 B(si)D(sN ),
as well as another two formulas by interchanging the above A,B and D, C respectively, where
si = xq
N+1−2i
2 for i = 1, . . . , N . By multiplying (±si)∓(L−1)ν˜∓ 12 (q − q−1)−1 to B(si) or C(si) in
above at a generic q, then taking the limit of s±1i at q
N = 1, one arrives
[A(s), S±(N)] = ∓s±1S±(N−1)C(s)ρ˜−1B(s) K
∓1
2 , [D(s), S±(N)] = ±s±1S±(N−1)C(s)B(s)ρ˜K
±1
2 ,
[A(s), T±(N)] = ∓s∓1T±(N−1)C(s)B(s)ρ˜−1K
±1
2 , [D(s), T±(N)] = ±s∓1T±(N−1)C(s)ρ˜B(s) K
∓1
2 ,
which imply
[T (s), S±(N)] = s±1S±(N−1)C(s)B(s)(
q−2r
1 K
1
2 − ρ˜−1
q−2r ρ˜
K
−1
2 ),
[T (s), T±(N)] = −s∓1T±(N−1)C(s)B(s)(1q−2rK
1
2 − q−2r ρ˜
ρ˜−1
K
−1
2 ).
In particular, under the constraint K = q−2rρ˜ with q−2rρ˜ = ±1 , T±(N) and S±(N) commute with
T (s) in (4.10):
[T (s), S±(N)] = [T (s), T±(N)] = 0, when K = q−2rρ˜ = ±1. (4.14)
In this situation, with H(N) = N−1
∑L
ℓ=1 1⊗ · · · ⊗ hℓ⊗ 1⊗ · · · ⊗ 1, the operators, H(N), S±(N) and
T±(N), generate a sl2-loop-algebra representation,
[H(N), S±(N)] = ±2S±(N), [H(N), T±(N)] = ±2T±(N)
with the Chevalley generators,
−H0 = H1 = H(N), E1 = S+(N), F1 = S−(N), E0 = T−(N), F0 = T+(N), (4.15)
which are related to the mode basis by E1 = e(0), F1 = f(0), E0 = f(1), F0 = e(−1). Note that
the representation sφℓ,φ′ℓ,εℓ in (4.12) is equivalent to the spin-
N−1
2 representation in (4.7) with the
basis vk’s corresponding to ek’s. In this situation, the Algebraic-Bethe-Ansatz method [29, 35, 36]
can be employed to the diagonalization of the transfer matrix (4.10).
4.1 The equivalence of inhomogeneous τ (2)-models and XXZ chains with Uq(sl2)-
cyclic representation
As in the homogeneous case [50], we now show the general inhomogeneous τ (2)-models (2.5) are
equivalent to XXZ chains in (4.10). For simplicity, we consider only the odd N(= 2M + 1) case9
where q is chosen to be the Nth root-of-unity satisfying q−2 = ω, i.e, q := ωM . One can express
the cyclic representation (4.8) in terms of X̂, Ẑ:
K
1
2 = q
φ′−φ
2 Ẑ
−1
2 , e+ = qε (q
φ+1Ẑ
1
2−q−φ−1Ẑ −12 )X̂
q−q−1 e
− = q−ε (q
φ′+1Ẑ
−1
2 −q−φ′−1Ẑ 12 )X̂−1
q−q−1 .
9For an arbitrary N , the argument in the homogenous case [50] section 3.2 can also be applied to the general
inhomogeneous case so that a XXZ chain (4.10) is equivalent to the sum of two copies of the same τ (2)-model (2.5)
via the identification of parameters (4.17).
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By (1.2), the operators K−1,K
−1
2 e± are represented in the form
K−1 = qφ−φ′X,
K
−1
2 e+ = −q−φ−φ
′
2
+ε−1 (1−q2φ+2X)Z−1
q−q−1 , K
−1
2 e− = q
φ+φ′
2
−ε+1 (1−q−2φ′−2X)Z
q−q−1 .
(4.16)
By setting t = s2 and with the gauge transform dia[1,−sq], the modified L-operator, −sν
1
2
ℓ K
−1
2
ℓ Lℓ(s),
of (4.9) is equivalent to 1− tρ−1ℓ νℓqφℓ−φ′ℓX ν 12ℓ q φℓ+φ
′
ℓ
2
−εℓ(1− q−2φ′ℓ−2X)Z
−tν
1
2
ℓ q
−φℓ−φ
′
ℓ
2
+εℓ(1− q2φℓ+2X)Z−1 −tνℓ + ρℓqφℓ−φ′ℓX
 ,
which is the same as Lℓ(t) in (2.5) with the identification of parameters:
aℓ = ρℓν
−1
2
ℓ q
−φℓ−φ
′
ℓ
2
−εℓ , ωaℓa′ℓ = ρ2ℓν
−1
ℓ , bℓ = ν
−1
2
ℓ q
−φℓ−φ
′
ℓ
2
+εℓ , bℓb
′
ℓ = ν
−1
ℓ , cℓ = ρ
−1
ℓ q
φℓ−φ′ℓ , (4.17)
equivalently, qεℓ = (
ωa′ℓbℓ
aℓb
′
ℓ
)
1
4 , q2φℓ =
ωa′ℓcℓ
bℓ
, q2φ
′
ℓ =
b′ℓ
aℓcℓ
, ρ2ℓ =
ωaℓa
′
ℓ
bℓb
′
ℓ
, νℓ =
1
bℓb
′
ℓ
. Therefore τ (2)-models
(2.5) are equivalent to XXZ chains (4.10) in the general inhomogeneous case, where the product
of local operator K−1’s corresponds to (a scalar multiple of) the spin-shift operator X in τ (2)-
model. Note that with a′, b′, a, b, c in (2.6), the formula (4.17) establishes a relation between the
chiral Potts rapidities and cyclic-representation parameters, which gives a scheme of reproducing
the Boltzmann weights of CPM from the representation theory of Uq(sl2) in [22].
4.2 The connection between Onsager-algebra symmetry of superintegrable τ (2)-
model and the sl2-loop-algebra of XXZ chain
In this section, we consider a special homogeneous XXZ chain case in (4.12), ν = νℓ, ρ = ρℓ, ε =
εℓ, φ = φℓ, φ
′ = φ′ℓ for all ℓ with integers φ, φ
′ satisfying φ+φ′+1 ≡ 0 (mod N) for oddN = 2M+1.
As before, q−2 = ω with q = ω
−1
2 (:= ωM ). By (4.17) and identifying the spectral parameter t = s2 ,
the superintegrable τ (2)-model (2.29) is equivalent to the homogeneous XXZ chain with ρ = ωm−M ,
ν = 1, φ ≡ −1−m− 2n0, φ′ ≡ m+ 2n0, ε =M in (4.9):
Lℓ(s) =
(
q1+2msK
−1
2 − s−1K 12 (q − q−1)e−
(q − q−1)e+ sK 12 − q−1−2ms−1K −12
)
(4.18)
for all ℓ. Here K, e± are in (4.16), expressed by
K
1
2 = q
1
2
+m+2n0Ẑ
−1
2 ,
e+ = q
−1
2
(q−m−2n0 Ẑ
1
2−qm+2n0 Ẑ−12 )
q−q−1 X̂, e
− = q
1
2
(q1+m+2n0 Ẑ
−1
2 −q−1−m−2n0 Ẑ 12 )
q−q−1 X̂
−1,
where X̂, Ẑ are the local Weyl operators (1.2). Write the second Onsager-algebra operator H1 of
(2.44) in the form
H1 = −2
∑
ℓ
Szℓ , S
z(= Szℓ ) :=
N−1∑
j=1
ω(m+2n0)jẐjℓ
1− ω−j .
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By the equality,
∑N−1
j=1 ω
kj(1− ω−j)−1 = (N − 1− 2k)/2 for 0 ≤ k ≤ N − 1, one finds
Sz(ek) = N−12 − k, ek := ̂| −m− 2n0 + k〉 (k = 0, . . . , N − 1). (4.19)
Using the basis ek’s, the operators K, e± in (4.18) are now expressed by
K
1
2 (ek) = q−S
z
ek, e+(ek) = q
−1
2 [N − 1− k]ek+1, e−(ek) = q 12 [k]ek−1, (4.20)
which is similar to the spin-N−12 (highest weight) Uq(sl2)-representation (4.7) via the linear isomor-
phism of CN , ek 7→ q k2 eN−1−k. Hence we have shown the following equivalent relation:
Lemma 4.1 The superintegrable τ (2)-model (2.29) is equivalent to the homogeneous XXZ chain
(4.18) with the spin-N−12 Uq(sl2)-representation (4.20). Furthermore the Onsager-algebra operator
−H1
2 in (2.44) is the total S
z-operator with −2Sz ≡ (1 + 2m+ 4n0)L+ 2Q.
In particular, when m = M and n0 = 0, the periodic XXZ chain (4.18) is equivalent to the usual
spin-N−12 chain for the representation (4.7)d=N , i.e. the homogeneous XXZ chain, (4.2) and (4.8),
with φ = φ′ =M,ε = 0, ν = ρ = 1 ([47] (4.5)-(4.9)), where the sl2-loop-algebra symmetry is known
to exist in the sector 2Sz ≡ 0 (mod N) [41, 46]. In the general case, by (4.14), the τ (2)-model
(2.29) possesses the sl2-loop-algebra symmetry in the sector K = q
−2rρL = ±1, which by (2.25), is
equivalent to
2Sz ≡ 2r + (2m+ 1)L ≡ 0⇔ Pb = Pa ≡ Q+ 2n0L− r ≡ 0 (mod N). (4.21)
We now employ the Algebraic-Bethe-Ansatz techniques to determine the Bethe states as in the
m = M,n0 = r = 0 case ([46] section 3). The pseudo-vacuum of the τ
(2)-model (2.29) are defined
by
Ω+ (= Ω+L) :=
L⊗ eN−1 or Ω− (= Ω−L) :=
L⊗ e0, (4.22)
where ek’s are the basis in (4.19). Then
C(t)Ω+ = 0, A(t)Ω+ = h(ω−1t)Ω+, D(t)Ω+ = ωmLh(t)Ω+;
B(t)Ω− = 0, A(t)Ω− = h(t)Ω−, D(t)Ω− = ω(1+m)Lh(ω−1t)Ω−,
where A,B,C,D are the entries of monodromy matrix (2.3), and h(t) is the polynomial in (2.30).
One may study the eigenvalues and eigenstates of the τ (2)-model using its ABCD-algebra structure
([46] section 2). The Bethe states, ψ±(= ψ±(v±1 , . . . , v
±
J )), are defined by
10
ψ+ =
∏J
j=1B(−(ωv+j )−1)Ω+, (P+a = 0, P+b ≡ mL+ r − J);
ψ− =
∏J
j=1C(−(ωv−j )−1)Ω−, (P−a ≡ −(1 +m)L− r − J, P−b = 0),
(4.23)
where v±j ’s form a solution of Bethe equation (2.31) with the τ
(2)-eigenvalue (2.32). Note that the
ZN -charges of the above ψ
+, ψ− are Q ≡ −(1 + m + 2n0)L − J,−(m + 2n0)L + J respectively.
10the results in the m = n0 = r = 0 case were given in [46] section 3.1, where the vector fk is
√
N |̂ − k〉 in this
paper, andm,h1(t)
L, h2(t)
L, F (t),−t−1j in formulas (3.4)-(3.9) there corresponds respectively to J, h(t), h(t), F(t), ωvj
in this paper.
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We now identify the Bethe states in (4.23) with the basis elements at k′ = ∞ in (2.42). By using
(2.40), one finds the expression of H1-eigenvalues from the formula (2.45) at k
′ =∞,
−2Sz = (N − 1− 2m)L+ 2(Pb − Pa − Pµ) +N
∑mE
i=1(si − 1). (4.24)
The pseudo-vacuum Ω+ (or Ω−) is a state in
L⊗ CN with the maximum (minimum respectively)
−2Sz. As in the case of six vertex model at roots of unity [26, 27, 28], the Bethe state ψ± in
(4.23) is characterized as the vector with maximum or minimum −2Sz in E
F±,P±a ,P
±
b
, by which the
relation (4.24) in turn yields ψ+ = ~v(+, . . . ,+;∞) or ψ− = ~v(−, . . . ,−;∞). The condition (4.21)
is characterized as the sector with Pa = P
±
a = 0, Pb = P
±
b = 0 in (4.23), where we define the Bethe
states ψ± with vj = v±j for all j. By a similar argument in the case of spin-
N−1
2 XXZ chain (see,
[41] or [46] section 4.2)11, the operators S±(N), T±(N) in (4.13) and H(N) = −2Sz/N on EF,Pa,Pb
form a sl2[z, z
−1]-representation, having the evaluation polynomial P(t)/N for the tN -polynomial
P(t) in (2.33). The sl2-loop-algebra generators are described by (4.15) when using ψ
+, and with the
indices 0, 1 interchanged in the case ψ−. This sl2[z, z−1]-representation is induced from a (
mE⊕ sl2)-
structure on EF,Pa,Pb , then evaluating z on roots tNi of P(t), together with the spin-12 -representation
of sl2. Note that as the sl2[z, z
−1]-structures of EF,Pa,Pb , the sl2-loop-algebra symmetry induced
from XXZ chain is different from ρ∞ in (2.50) where the evaluation-values eiθi(6= tNi ) are defined
in (2.46). However, both sl2[z, z
−1]-representations share the same highest or lowest weight vector,
ψ± = ~v(. . . ,±, . . . ;∞), hence they both give rise to the same underlying (mE⊕ sl2)-structure of
EF,Pa,Pb , determined by e±zk (0 ≤ k < mE) on the highest or lowest weight vector, and presented
by the basis in (2.42) at k′ =∞.
Using (3.12) and the duality (3.19), we may also connect the Onsager-algebra symmetry at
k′ = 0 with the sl2-loop-algebra symmetry of XXZ chain through the τ (2)-face model. The L-
operator (3.5) of a homogeneous superintegrable τ (2)-face model with a vertical rapidity p (2.35) is
expressed by CN (=
∑
n∈ZN C|n〉〉)-Weyl-operators:
Lℓ(t) =
(
1− tZ (1− ω1+mZ)X−1
−ω2n0t(1− ωmZ)X −ω2n0t+ ω1+2m+2n0Z
)
(t = ωm ttp ), (4.25)
for all ℓ. Through the dual map (3.9) and the linear isomorphism (3.11), the above model is
equivalent to the homogeneous superintegrable τ (2)-model with the vertical rapidity p∗ and bound-
ary condition r∗ = r, having the L-operator Lℓ(t∗) in (2.29) where m,n0, t are replaced by
m∗(= m+ 2n0), n∗0(= −n0), and t∗(= ωm
∗
t∗t−1p∗ = ω
2n0t) respectively. By Lemma 4.1, the above
τ (2)-model is equivalent to the homogeneous spin-N−12 XXZ chain (4.20) via the identification (4.19)
for m∗, n∗0. Equivalently, the τ (2)-face model (4.25) is the homogeneous XXZ chain defined by the
L-operator
LF (s) =
(
q1+2m+4n0sK
−1
2 − s−1K 12 (q − q−1)e−
(q − q−1)e+ sK 12 − q−1−2m−4n0s−1K −12
)
, (4.26)
11The variable t(= qs2) in [46] Theorem 4 differs from t in this paper by the factor q, but with the same tN -
polynomial: P(t) in this paper = P6V (t
N) in [46] (4.32).
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and the spin-N−12 -representation (4.20) of K, e
± on CN , where
ek := | −m+ k〉〉 (k = 0, . . . , N − 1), Sz(ek) = N−12 − k, (4.27)
where Sz :=
∑N−1
j=1
ωmjZj
ℓ
1−ω−j . The second Onsager-algebra generator H1 for T̂F (q; p, p) in section
3.3 becomes H1 = −2
∑
ℓ S
z
ℓ . Through the isomorphism Θ in (3.14), the first Onsager-algebra
generator H0 in (2.44) is identified with H1, H0 = Θ
−1H1Θ, by (3.26). Indeed Θ−1SzℓΘ is equal
to the ℓth local operator in H0. By (3.15), the charge and boundary condition of τ
(2)
F and τ
(2)
are interchanged, and we will make the identification, (r, Q) = (Q, r), in later discussion. By the
Algebraic-Bethe-Ansatz method, the τ
(2)
F model (4.25) has the pseudo-vacuum (4.22) and Bethe
states φ±(= φ±(v±1 , . . . , v
±
J )):
φ+ =
∏J
j=1 B(−(ωv+j )−1)Ω+, (P˜+a = 0, P˜+b ≡ m∗L+Q− J);
φ− =
∏J
j=1 C(−(ωv−j )−1)Ω−, (P˜−a ≡ −(1 +m∗)L−Q− J, P˜−b = 0),
(4.28)
wherem∗ = m+2n0, A, B, C, D are the entries of monodromy matrix (3.7), and v±j ’s satisfy the Bethe
equation (2.31) for τ
(2)
F (t) = τ
(2)(t) expressed by (2.32) via (3.15). Here we use the equivalence
(3.12) and the relation of quantum numbers in (3.24). The Bethe state φ+, φ− in (4.28) are with
the boundary condition r ≡ −(1+m)L−J,−mL+J respectively, and they are characterized as the
vector with maximum or minimum −2Sz in Θ(E
F±,P±a ,P
±
b
). Then follows Θ−1(φ+) = ~v(+, . . . ,+; 0),
Θ−1(φ−) = ~v(−, . . . ,−; 0) by (3.25). In the sector (4.21), equivalently Pa = P˜±a = 0, Pb = P˜±b = 0
in (4.28), the Bethe states φ± for vj = v±j correspond to ~v(. . . ,±, . . . ; 0) ∈ EF,Pa,Pb . Indeed as before,
they are the highest and lowest weight vectors of two sl2[z, z
−1]-representations on EF,Pa,Pb , one from
the sl2-loop-algebra symmetry of XXZ chain using the evaluation polynomial P(t)/N , the other
by ρ0 in (2.50) with e
iθi(6= tNi ) in (2.46) as the evaluation-values. The decomposition of EF,Pa,Pb in
(2.42) at k′ = 0 provides the underlying (
mE⊕ sl2)-structure for both sl2[z, z−1]-structures. In this
situation, the Bethe states ψ±, φ± in (4.23), (4.28) belong to the same τ (2)-eigenspace EF,Pa,Pb with
ψ± = ~v(. . . ,±, . . . ;∞), φ± = ~v(. . . ,±, . . . ; 0). Indeed, the (⊕sl2)-structures of EF,Pa,Pb at k′ = 0,∞
of the sl2-loop-algebra symmetry are identified under the correspondence, ~v(s1, . . . , smE ;∞) 7→
~v(s1, . . . , smE ; 0). We now summary the results of this subsection as follows:
Proposition 4.1 (I). For odd N and a rapidity p = (xp, yp, µp) with xp = ω
myp, µp = ω
n0,
the homogeneous superintegrable τ (2)-model (2.29) ( or τ
(2)
F -model (4.25)) with the vertical rapidity
p is equivalent to the homogeneous spin-N−12 XXZ chain (4.18) ( (4.26) resp.) with the Uq(sl2)-
representation (4.20) via the basis (4.19) ( (4.27) resp.).
(II). The Bethe states of τ (2)-model, ψ± in (4.23), are equal to ~v(. . . ,±, . . . ;∞) in E
F±,P±a ,P
±
b
with maximum or minimum −2Sz(= H1). Through the isomorphism Θ in (3.14), the Bethe states
of τ
(2)
F -model, φ
± in (4.28), corresponds to the vector in E
F±,P˜±a ,P˜
±
b
with maximum or minimum
−2Sz(= H0), Θ−1(φ±) = ~v(. . . ,±, . . . ; 0).
(III). In the sector (4.21), equivalently Pa = P
±
a = P˜
±
a = 0, Pb = P
±
b = P˜
±
b = 0, the Bethe states,
ψ± and Θ−1(φ±), with vj = v±j in (4.23), (4.28) belong to the same τ
(2)-eigenspace EF,Pa,Pb. They
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are the highest or lowest weight vectors for the sl2[z, z
−1]-representation induced from the sl2-loop-
algebra symmetry of XXZ chain with the evaluation polynomial P(t)/N for P(t) in (2.33). This
sl2-loop-algebra symmetry and the Onsager algebra symmetry of CPM shares an unified underlying
(⊕sl2)-structure of EF,Pa,Pb presented by the basis in (2.42) at k′ =∞, 0.
Remark. (1) The P±a , P
±
b , P˜
±
a , P˜
±
b in (4.23) and (4.28) provide the four cases in the last two
constraints in (2.25). Indeed, the cases, P−b = 0, and P˜
−
b = 0, correspond to those in (2.25) with
Pb ≡ 0, J + Pb ≡ (m + 2n0)L + Q,mL + r respectively. Hence the Bethe vectors (4.23) of τ (2)-
model derived from Algebraic-Bethe-Ansatz cover only one”half” of states, not the whole theory as
previously indicated in [46] section 3.1. The other half of states are those corresponding to Bethe
states of τ
(2)
F -model in (4.28).
(2) We consider only the odd N case in Proposition 4.1. However, the pseudo-vacuum discussion
in (4.19), (4.27) and (4.22) about the ground state is valid for an arbitrary N with F = 1, Pa and
Pb in (4.23) or (4.28) for J = 0. Therefore the Bethe states’ characterization in (II) is likely true
for all N , hence a more complete theory about the sl2-loop-algebra symmetry of EF,Pa,Pb would be
expected by a general argument.
5 Concluding Remarks
We establish a Ising-type duality relation in N -state CPM as a generalization of the usual Kramers-
Wannier duality of Ising model when N = 2. The approach is based on the functional relation
method in CPM. We first find the duality of τ (2)-model under a dual correspondence of k′, k′−1-
rapidities and quantum spaces for the temperature-like parameter k′, under the constraint of inter-
changing the ZN -charge and skewed boundary condition. Then the duality of CPM follows from
the dual connection between Boltzmann weights at k′ and k′−1. The method is carried out by
calculations in Fourier transform about the transfer matrix, as the duality discussion in [8] on a
special superintegrable case about the vertical interfacial tension of CPM. We can incorporate this
duality into the CPM and τ (2)-model over the dual lattice, as well as that of the face τ (2)-model.
The duality in this work not only establishes a complete theory about the duality symmetry of
a general CPM, but also provides a useful means for gaining insights on the structure, generally
not available within the superintegrable case alone. In the homogeneous superintegrable case, the
duality symmetry fits nicely with the Onsager-algebra and sl2-loop-algebra symmetry about the
degeneracy of τ (2)-model. In particular, the analysis of Bethe states leads to the understanding
of eigenvectors in CPM in the sector (4.21) through the Algebraic-Bethe-Ansatz method for the
odd N case. The approach apparently works also in the general situation as suggested in Remark
(2) of Proposition 4.1. A more complete theory about eigenvectors of CPM for all sectors and an
arbitrary N is now under consideration along this line. In view of the fundamental importance of
Kramers-Wannier duality in the study of Ising model, regardless of the complicated nature of tech-
niques in CPM, further development on the duality found in the present work would be expected,
especially concerning the structure at the critical k′ = ±1 case. This problem is out of the scope
of this paper and will be considered elsewhere.
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