Asymptotic behavior for the Stokes flow and Navier–Stokes equations in half spaces  by Han, Pigong
J. Differential Equations 249 (2010) 1817–1852Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Asymptotic behavior for the Stokes ﬂow and Navier–Stokes
equations in half spaces
Pigong Han ∗
Academy of Mathematics and Systems Science, and Key Laboratory of Random Complex Structures and Data Science, Chinese Academy of
Sciences, Beijing 100190, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 19 July 2009
Revised 10 March 2010
Available online 9 June 2010
Keywords:
Navier–Stokes equations
Weak and strong solutions
Asymptotic behavior
Solution formula
Using the solution formula in Ukai (1987) [27] for the Stokes equa-
tions, we ﬁnd asymptotic proﬁles of solutions in L1(Rn+) (n  2)
for the Stokes ﬂow and non-stationary Navier–Stokes equations.
Since the projection operator P : L1(Rn+) → L1σ (Rn+) is unbounded,
we use a decomposition for P (u · ∇u) to overcome the diﬃculty,
and prove that the decay rate for the ﬁrst derivatives of the strong
solution u of the Navier–Stokes system in L1(Rn+) is controlled by
t− 12 (1+ t− n+22 ) for any t > 0.
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1. Introduction and main results
We consider the asymptotic behavior in L1 of the Stokes ﬂow and non-stationary Navier–Stokes
equations in the upper-half space, respectively:
⎧⎪⎪⎨⎪⎪⎩
∂tu − u + ∇p = 0 in Rn+ × (0,∞),
∇ · u = 0 in Rn+ × (0,∞),
u(x, t) = 0 on ∂Rn+ × (0,∞),
u(x,0) = u0 in Rn+,
(1.1)
and
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∂tu − u + (u · ∇)u + ∇p = 0 in Rn+ × (0,∞),
∇ · u = 0 in Rn+ × (0,∞),
u(x, t) = 0 on ∂Rn+ × (0,∞),
u(x,0) = u0 in Rn+,
(1.2)
where n 2, and Rn+ = {x = (x′, xn) ∈Rn | xn > 0} is the upper-half space of Rn; u = (u1(x, t),u2(x, t),
. . . ,un(x, t)) and p = p(x, t) denote unknown velocity vector and the pressure respectively, while
u(x,0) = u0(x) is a given initial velocity vector ﬁeld.
Deﬁnition. u is called a weak solution of (1.2) if
u ∈ L∞(0,∞; L2σ (Rn+)) with ∇u ∈ L2(0,∞; L2(Rn+)) satisﬁes
−
∞∫
0
∫
R
n+
u∂τ v dxdτ +
∞∫
0
∫
R
n+
∇u · ∇v dxdτ +
∞∫
0
∫
R
n+
u · ∇u · v dxdτ
=
∫
R
n+
u0v(0)dx for all v ∈ C∞0
([0,∞);C∞0,σ (Rn+)),
where u0 ∈ L2σ (Rn+) and ∂τ v = ∂∂τ v(x, τ ). Moreover, the energy inequality holds for almost all t ∈[0,∞):
∥∥u(t)∥∥2L2(Rn+) + 2
t∫
0
∫
R
n+
∣∣∇u(x, s)∣∣2 dxds ‖u0‖2L2(Rn+).
In order to obtain the estimates of Navier–Stokes solutions, it is necessary to consider the estimates
of Stokes solutions. In the whole space Rn , the Stokes solution u behaves just like that of the heat
equation with initial data u0. Moreover, for all 1 q∞,∥∥∇u(t)∥∥Lq(Rn)  Ct− 12 ‖u0‖Lq(Rn),
which is valid for the half space Rn+ with 1 < q < ∞ (see [27]), and for the exterior domains with
1 < q < n (see [9]). Schonbek [24,25] also considered the decay rates on the whole space Rn under
some restrictions on u0. Dan and Shibata [10,11] established the Lq–Lr estimates for the Stokes ﬂow
of (1.1) on the exterior domains. Giga, Matsui and Shimizu [16] showed the decay rate for the ﬁrst
derivatives of the Stokes ﬂow u of (1.1) in L1(Rn+). That is,
∥∥∇u(t)∥∥L1(Rn+)  Ct− 12 ‖u0‖L1(Rn+). (1.3)
Subsequently, Shimizu [26] estimated the decay rate for the Stokes ﬂow of (1.1) in L∞(Rn+).
If u0 ∈ L1(Rn+) is in some weighted spaces, and satisﬁes some conditions, Bae and Choe [3] showed
the decay rate in Lq(Rn+) (1 < q < ∞) of ∇u is t−1. If the initial data u0 lies in an appropriate
weighted space, Bae [2] estimated the time decay rates in L1, in the Hardy space and in L1 of the
gradient of solutions of (1.1) on the half spaces. In addition, Bae [1] also established the decay rates
for the Stokes ﬂow u of (1.1) in L1(Rn+). Precisely, Bae [1] proved that: if ∇ · u0 = 0 in Rn+ , and∫
Rn−1 u0(y
′, yn)dy′ = 0 for a.e. yn > 0, then for t > 0
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∫
R
n+
yn
∣∣y′∣∣∣∣u0(y)∣∣dy (1.4)
and
∥∥u(t)∥∥L1(Rn+)  Ct− 12
∫
R
n+
∣∣y′∣∣∣∣u0(y)∣∣dy. (1.5)
For the Stokes ﬂow u of (1.1) with the initial data u0, we don’t expect ‖u(t)‖L1(Rn+)  C‖u0‖L1(Rn+) ,
which holds in the whole space. In fact, Desch, Hieber and Pruss [12] found a counterexample: there
exists a function u0 ∈ L1(Rn+) such that the corresponding Stokes ﬂow u does not belong to L1(Rn+).
Let F be the Fourier transform in Rn:
F f (ξ) =
∫
Rn
e−iξ ·x f (x)dx.
The Riesz operators R j ( j = 1,2, . . . ,n), S j ( j = 1,2, . . . ,n − 1), and the operator Λ are deﬁned by
F(R j f )(ξ) = iξ j|ξ |F f (ξ),
F(S j f )(ξ) = iξ j|ξ ′|F f (ξ),
F(Λ f )(ξ) = ∣∣ξ ′∣∣F f (ξ),
where ξ = (ξ1, ξ2, . . . , ξn−1, ξn) = (ξ ′, ξn) ∈Rn−1 ×R1.
Set R ′ = (R1, R2, . . . , Rn−1), S = (S1, S2, . . . , Sn−1), and deﬁne the operators V1 and V2 by V1u0 =
−S · u′0 + u0n , V2u0 = u′ + Su0n , where u0 = (u01,u02, . . . ,u0n) = (u′0,u0n).
Let r be the restriction operator from Rn to Rn+ , and e is the extension operator from Rn+ to Rn ,
which is deﬁned by
ef (x) =
{
f (x) for xn  0,
0 for xn < 0.
We also deﬁne the operator U by U f = rR ′ · S(R ′ · S + Rn)ef , and the operators E(t) and F (t) by
E(t) f (x) =
∫
R
n+
[
Gt
(
x′ − y′, xn − yn
)− Gt(x′ − y′, xn + yn)] f (y)dy
and
F (t) f (x) =
∫
R
n+
[
Gt
(
x′ − y′, xn − yn
)+ Gt(x′ − y′, xn + yn)] f (y)dy,
where Gt is the Gauss kernel Gt(x) = (4πt)− n2 e− |x|
2
4t .
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in Rn+ (n 2). Then for any t > 0
u − a ∈ L1(Rn+).
Moreover,
∥∥u(t) − a(t)∥∥L1(Rn+)  C‖u0‖L1(Rn+),
where a = a(t) = (a′(t),an(t)), and
an(t) = R ′ · R ′E(t)S · u′0 + RnR ′ · SE(t)u0n,
a′(t) = SE(t)u0n − RnR ′E(t)S · u′0 + R ′ · R ′SE(t)u0n.
Using the solution formula for the Stokes equation in [27], we establish the decay rates of
u, ∂tu,∇u,∇2u in L1(Rn+) for the Stokes ﬂow u of (1.1) under some conditions on initial data u0.
Theorem 1.2. Let u be the solution of (1.1) with initial data u0 ∈ L1(Rn+), u0|∂Rn+ = 0, ∇ · u0 = 0 in Rn+
(n 2). Set
v0
(
z′, zn
)

z	∫
−∞
u0(z1, z2, . . . , z	−1, y	, z	+1, . . . , zn−1, zn)dy	 with 1 	 n − 1.
If v0 ∈ L1(Rn+) for some 1 	 n − 1, then there is a constant C independent of u0 such that
∥∥u(t)∥∥L1(Rn+)  Ct− 12 ‖v0‖L1(Rn+). (1.6)
Theorem 1.3. Let (u, p) be the solution of (1.1) with initial data u0 = (u′0,u0n) ∈ L1(Rn+), u0|∂Rn+ = 0,∇ · u0 = 0 in Rn+ (n 2). Then there is a constant C independent of u0 such that
∥∥∇u(t)∥∥L1(Rn+)  Ct−1
( ∫
R
n+
yn
∣∣u0(y)∣∣dy + ∫
R
n+
∣∣y′∣∣∣∣u0(y)∣∣dy)
if
∫
Rn−1
u0
(
y′, yn
)
dy′ = 0 for a.e. yn > 0, (1.7)
∥∥∇2u(t)∥∥L1(Rn+)  Ct−1‖u0‖L1(Rn+), (1.8)∥∥∂tu(t)∥∥L1(Rn+)  Ct−1‖u0‖L1(Rn+), (1.9)∥∥∇p(t)∥∥L1(Rn+)  Ct−1‖u0‖L1(Rn+). (1.10)
Remark. (1) Let A denote the Stokes operator −P in Rn+ , where P is the projection: Lr(Rn+) →
Lrσ (R
n+), 1 < r < ∞. Then the solution u of (1.1) can be expressed by u(t) = e−t Au0. From (1.3), we
have for t > 0
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n∑
i, j=1
∥∥∂ie− t2 A∂ je− t2 Au0∥∥L1(Rn+)  Ct− 12
n∑
j=1
∥∥∂ je− t2 Au0∥∥L1(Rn+)
 Ct−1‖u0‖L1(Rn+).
Inductively, we can prove that for any positive integer k,
∥∥∇ku(t)∥∥L1(Rn+)  C(k)t− k2 ‖u0‖L1(Rn+).
In addition, if u0 ∈ L1(Rn+) satisﬁes ∇ · u = 0 in Rn+ , and
∫
Rn−1 u0(y
′, yn)dy′ = 0 for a.e. yn > 0, then
from (1.3), (1.5), we have
∥∥∇u(t)∥∥L1(Rn+) =
∥∥∥∥∇e− t2 Au( t2
)∥∥∥∥
L1(Rn+)
 Ct− 12
∥∥∥∥u( t2
)∥∥∥∥
L1(Rn+)

⎧⎨⎩Ct
− 32 ∫
R
n+ yn|y′||u0(y)|dy,
Ct−1
∫
R
n+ |y′||u0(y)|dy.
(2) We are not sure whether the following inequality holds for the pressure p:
∥∥p(t)∥∥L1(Rn+)  Ct− 12 ‖u0‖L1(Rn+). (1.11)
From (1.1) and (1.8), (1.10), we can roughly believe that p, ∇u should have the same decay rate in
L1(Rn+). On the other hand, using the solution formula on the pressure p in [27], and after a detailed
calculation, we have
p(x, t) = −1
t
∫
Rn−1
∫
R
n+
∂nH
(
x′ − y′, xn
)
Gt
(
y′ − z′, zn
)
znu0n(z)dzdy
′
− Cn
t
∫
Rn−1
∫
R
n+
∫
Rn−1
∂nH
(
x′ − y′, xn
)
Gt
(
y′ − z′, zn
)
×
n∑
j=1
∣∣z′ − w ′∣∣−n(z j − w j)u0 j(w ′, zn)dw ′ dzdy′,
where Cn = 21− n2 √π
(n−12 ), 
 is the gamma function, Gt(x) = (4πt)−
n
2 e−
|x|2
4t , and H(x) is the funda-
mental solution of the Laplace operator. Unfortunately, we are unable to verify that p ∈ L1(Rn+) and
the expected decay rate in (1.11).
There is a great literature on the decay rates for the Navier–Stokes ﬂows of (1.2) on the exte-
rior domains, see [4–8,17–21,23] and the references therein. Recently, Fujigaki and Miyakawa [13,14]
considered the decay rate of weak and strong solutions for (1.2) in Lq(Rn+) with 1< q < ∞.
It is well known that the projection operator P : Lr(Rn+) → Lrσ (Rn+) is unbounded for r = 1,∞,
which results in many diﬃculties in dealing with (1.2). As far as we know, there are no results on the
decay properties for weak or strong solutions of (1.2) in Lr(Rn+) with r = 1,∞. As in the Stokes’ case,
we also don’t expect that weak or strong solutions of (1.2) belong to L1(Rn+), and we need to analyze
the structure of solutions of (1.2) furthermore.
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R
n+
(1+ yn)
∣∣u0(y)∣∣dy < ∞.
Then there exists a weak solution u of (1.2) such that:
(i) For any t > 0 ∥∥u(t) − (a(t) + b(t))∥∥L1(Rn+)  C,
where C > 0 is independent of t > 0, a = (a′,an) is given in Theorem 1.1, and b = (b′,bn) is deﬁned by
bn(t) =
n∑
i, j=1
R ′ · R ′S · ∇′
t∫
0
E(t − s)N ∂i∂ j(uiu j)(s)ds
+
n∑
i, j=1
RnR
′ · S
t∫
0
E(t − s)∂nN ∂i∂ j(uiu j)(s)ds,
b′(t) = −
n∑
i, j=1
RnRnS
t∫
0
E(t − s)∂nN ∂i∂ j(uiu j)(s)ds
−
n∑
i, j=1
RnR
′ · ∇′S
t∫
0
E(t − s)N ∂i∂ j(uiu j)(s)ds
+ S
t∫
0
E(t − s)(un∂nun)(s)ds − RnRnS
t∫
0
E(t − s)∂n(unun)(s)ds,
where ∇′ = (∂1, ∂2, . . . , ∂n−1) and the operator N is deﬁned in (3.2) below.
(ii) If u is the strong solution of (1.2), then∥∥∇u(t)∥∥L1(Rn+)  Ct− 12 (1+ t− n+22 ) for all t > 0.
Remark. Compared with (1.3), the result (ii) in Theorem 1.4 shows that the decay rate of the ﬁrst
derivatives of the strong solution of (1.2) also can be controlled by Ct− 12 , t > 1.
Theorem 1.5. Suppose u0 ∈ L2σ (Rn+) ∩ Lq(Rn+) ( n2−k < q < ∞, k = 0,1, n 2) satisﬁes∫
R
n+
(1+ yn)
∣∣u0(y)∣∣dy < ∞.
Let u be the strong solution of (1.2). Then for k = 0,1∥∥∇ku(t)∥∥L∞(Rn+)  Ct− n+k+12 (1+ t− n2 ) for all t > 0.
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Throughout this paper, we denote the norm of Lr(Rn+) (1 r < ∞) by ‖u‖Lr(Rn+) = (
∫
R
n+ |u(x)|dx)
1
r ,
the norm of L∞(Rn+) by ‖u‖L∞(Rn+) = ess supx∈Rn+ |u(x)|, and positive constants (possibly different line
to line) by C .
2. Decay rates for the Stokes ﬂow in L1(Rn+)
In this section, before giving the proofs of Theorems 1.1–1.3, we introduce some notations and
useful lemmas.
A function f ∈ L1(Rn) belongs to the Hardy space H1(Rn) if sups>0 |Gs ∗ f (x)| ∈ L1(Rn), where the
symbol ∗ denotes the convolution with respect to the space variable x. The norm of f ∈ H1(Rn) is
deﬁned by
‖ f ‖H1(Rn) 
∥∥∥sup
s>0
|Gs ∗ f |
∥∥∥
L1(Rn)
.
It is known (see [15,22]) that an L1-function f is in H1(Rn) if and only if all its Riesz transforms R j f
are in L1(Rn) and that
‖ f ‖H1(Rn) ≈ ‖ f ‖L1(Rn) +
n∑
j=1
‖R j f ‖L1(Rn) (equivalent norm).
For simplicity, we denote the operator norm of R j on H1(Rn) by |||R j|||. We also need the Hardy space
on the half space, denoted by H1(Rn+), which norm is deﬁned by
‖ f ‖H1(Rn+)  inf
{‖ f˜ ‖H1(Rn) ∣∣ f˜ ∈ H1(Rn), f˜ |Rn+ = f }.
By the solution formula in [27], the solution u of (1.1) is represented as{
un = U E(t)V1u0,
u′ = E(t)V2u0 − SU E(t)V1u0, (2.1)
where the operators U , S , E , V1, V2 are given in the introduction.
Note that the solution u of (1.1) is given as a restriction ru of one vector ﬁeld u = (u′,un):{
un = R ′ · S
(
R ′ · S + Rn
)
eE(t)V1u0,
u′ = eE(t)V2u0 − SUeE(t)V1u0 = eE(t)V2u0 − Sun.
(2.2)
Lemma 2.1. Assume that ∇ · u0 = 0 in Rn+ , u0|∂Rn+ = 0. Let u = (u′,un) be given in (2.2). Then for any
1 j  n − 1, we have
un =
n−1∑
k,m=1
R2k∂mΛ
−1eE(t)u0m +
n−1∑
m=1
RnRmeE(t)u0m
−
n−1∑
R2keE(t)u0n +
n−1∑
RnRk∂kΛ
−1eE(t)u0n, (2.3)k=1 k=1
1824 P. Han / J. Differential Equations 249 (2010) 1817–1852u j = eE(t)u0 j + ∂ jΛ−1eE(t)u0n +
n−1∑
m=1
R j RmeE(t)u0m
−
n−1∑
m=1
RnRm∂ jΛ
−1eE(t)u0m +
n−1∑
k=1
R2k∂ jΛ
−1eE(t)u0n + RnR jeE(t)u0n, (2.4)
∂tun =
n−1∑
k,m=1
∂k∂k∂mΛ
−1eE(t)u0m +
n−1∑
m=1
RnRme∂t E(t)u0m
−
n−1∑
k=1
R2ke∂t E(t)u0n +
n−1∑
k=1
∂n∂k∂kΛ
−1eE(t)u0n, (2.5)
∂tu j = e∂t E(t)u0 j − ∂ j∂neE(t)u0n +
n−1∑
m=1
∂ j∂meE(t)u0m
+
n−1∑
m=1
∂n∂ j∂mΛ
−1eE(t)u0m −
n−1∑
m=1
∂n∂m∂ jΛ
−1eF (t)u0m. (2.6)
Proof. To show (2.3)–(2.6), it is convenient to use the Fourier transform for u in (2.2). Note that the
operators S j and eE(t) commute, we have
F(un)(ξ) = iξ
′
|ξ | ·
iξ ′
|ξ ′|
(
iξ ′
|ξ | ·
iξ ′
|ξ ′| +
iξn
|ξ |
)(
− iξ
′
|ξ ′| · F
(
eE(t)u′0
)+ F(eE(t)u0n))
= iξ
′
|ξ | ·
iξ ′
|ξ | iξ
′∣∣ξ ′∣∣−1 · F(eE(t)u′0)+ iξn|ξ | iξ ′|ξ | · F(eE(t)u′0)
− iξ
′
|ξ | ·
iξ ′
|ξ | · F
(
eE(t)u0n
)+ iξn|ξ | iξ ′|ξ | · iξ ′ · ∣∣ξ ′∣∣−1 · F(eE(t)u0n), (2.7)
which implies (2.3).
From (2.2), (2.3), we get
F(u j)(ξ) = F
(
eE(t)u0 j
)+ F(S jeE(t)u0n)− F(S jun)
= F(eE(t)u0 j)+ iξ j|ξ ′|F(eE(t)u0n)− iξ j|ξ ′|F(un)
= F(eE(t)u0 j)+ iξ j∣∣ξ ′∣∣−1F(eE(t)u0n)+ iξ j|ξ | iξ ′|ξ | · F(eE(t)u′0)
− iξn|ξ |
iξ ′
|ξ | iξ j
∣∣ξ ′∣∣−1 · F(eE(t)u′0)+ iξ ′|ξ | iξ ′|ξ | iξ j∣∣ξ ′∣∣−1F(eE(t)u0n)
+ iξn|ξ |
iξ j
|ξ |F
(
eE(t)u0n
)
,
which implies (2.4).
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∂tun =
n−1∑
k,m=1
R2k∂mΛ
−1∂teE(t)u0m +
n−1∑
m=1
RnRm∂teE(t)u0m
−
n−1∑
k=1
R2k∂teE(t)u0n +
n−1∑
k=1
RnRk∂kΛ
−1∂teE(t)u0n
=
n−1∑
k,m=1
R2k∂mΛ
−1eE(t)u0m +
n−1∑
m=1
RnRm∂teE(t)u0m
−
n−1∑
k=1
R2k∂teE(t)u0n +
n−1∑
k=1
RnRk∂kΛ
−1eE(t)u0n. (2.8)
Since
F
(
n−1∑
k,m=1
R2k∂mΛ
−1eE(t)u0m
)
=
n−1∑
k,m=1
iξk
|ξ |
iξk
|ξ |
iξm
|ξ ′|
(−|ξ |2)F(eE(t)u0m)
= −
n−1∑
k,m=1
iξkiξkiξm
∣∣ξ ′∣∣−1F(eE(t)u0m) (2.9)
and
F
(
n−1∑
k=1
RnRk∂kΛ
−1eE(t)u0n
)
=
n−1∑
k=1
iξn
|ξ |
iξk
|ξ |
iξk
|ξ ′|
(−|ξ |2)F(eE(t)u0n)
= −
n−1∑
k=1
iξkiξkiξn
∣∣ξ ′∣∣−1F(eE(t)u0n). (2.10)
Inserting (2.9), (2.10) into (2.8), we infer that (2.5) holds.
From (2.5), we have
F(∂ jΛ−1∂tun)= n−1∑
k,m=1
iξ j
∣∣ξ ′∣∣−1iξkiξkiξm∣∣ξ ′∣∣−1F(eE(t)u0m)
+
n−1∑
m=1
iξ j
∣∣ξ ′∣∣−1 iξn|ξ | iξm|ξ | (−|ξ |2)F(eE(t)u0m)
−
n−1∑
k=1
iξ j
∣∣ξ ′∣∣−1 iξk|ξ | iξk|ξ | (−|ξ |2)F(eE(t)u0n)
−
n−1∑
iξ j
∣∣ξ ′∣∣−1iξkiξkiξn∣∣ξ ′∣∣−1F(eE(t)u0n)k=1
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n−1∑
m=1
iξ j iξmF
(
eE(t)u0m
)− n−1∑
m=1
iξ j iξniξm
∣∣ξ ′∣∣−1F(eE(t)u0m)
+
n−1∑
k=1
iξ j iξkiξk
∣∣ξ ′∣∣−1F(eE(t)u0n)+ iξniξ jF(eE(t)u0n),
which implies that
∂ jΛ
−1∂tun = −
n−1∑
k,m=1
∂ j∂meE(t)u0m + ∂ j∂neE(t)u0n
−
n−1∑
m=1
∂ j∂n∂mΛ
−1eE(t)u0m +
n−1∑
k=1
∂ j∂k∂keE(t)u0n, (2.11)
∂ jΛ
−1∂teE(t)u0n(x) = ∂ jΛ−1eE(t)u0n(x)
=
n−1∑
k=1
∂ jΛ
−1∂k∂keE(t)u0n(x) + ∂ jΛ−1∂n∂neE(t)u0n(x)
=
n−1∑
k=1
∂ j∂k∂kΛ
−1eE(t)u0n(x)
+ cn∂ j
∫
Rn−1
∣∣x′ − y′∣∣−n+2∂2xn[eE(t)u0n](y′, xn)dy′
=
n−1∑
k=1
∂ j∂k∂kΛ
−1eE(t)u0n(x) + cn∂ j
∫
Rn−1
∫
R
n+
∣∣x′ − y′∣∣−n+2∂2xn
× [Gt(y′ − z′, xn − zn)− Gt(y′ − z′, xn + zn)]u0n(z)dzdy′
=
n−1∑
k=1
∂ j∂k∂kΛ
−1eE(t)u0n(x) + cn∂ j∂n
∫
Rn−1
∫
R
n+
∣∣x′ − y′∣∣−n+2
× [Gt(y′ − z′, xn − zn)− Gt(y′ − z′, xn + zn)]∂nu0n(z)dzdy′
=
n−1∑
k=1
∂ j∂k∂kΛ
−1eE(t)u0n(x) +
n−1∑
m=1
cn∂ j∂n
∫
Rn−1
∫
R
n+
∣∣x′ − y′∣∣−n+2
× ∂zm
[
Gt
(
y′ − z′, xn − zn
)+ Gt(y′ − z′, xn + zn)]u0m(z)dzdy′
=
n−1∑
k=1
∂ j∂k∂kΛ
−1eE(t)u0n(x) −
n−1∑
m=1
∂ j∂m∂nΛ
−1eF (t)u0m(x) for n 3.
(2.12)
Here we have used the two facts: ∇ · u0 = 0 in Rn+ , u0 |∂Rn+ = 0; and if n  3, the integral kernel of
Λ−1 is cn|x′|−n+2 for some cn > 0.
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∂1Λ
−1∂2∂2eE(t)u02(x) = S1∂22eE(t)u02(x)
= 1
π
lim
→0
∫
|y1|>
y−11 ∂
2
x2
[
eE(t)u02
]
(x1 − y1, x2)dy1
= 1
π
lim
→0
∫
|y1|>
∫
R
2+
y−11 ∂
2
x2
[
Gt(x1 − y1 − z1, x2 − z2)
− Gt(x1 − y1 − z1, x2 + z2)
]
u02(z)dzdy1
= ∂x2
1
π
lim
→0
∫
|y1|>
∫
R
2+
y−11
[
Gt(x1 − y1 − z1, x2 − z2)
+ Gt(x1 − y1 − z1, x2 + z2)
]
∂2u02(z)dzdy1
= ∂x2
1
π
lim
→0
∫
|y1|>
∫
R
2+
y−11 ∂z1
[
Gt(x1 − y1 − z1, x2 − z2)
+ Gt(x1 − y1 − z1, x2 + z2)
]
u01(z)dzdy1
= −∂1∂2 1
π
lim
→0
∫
|y1|>
y−11
[
eF (t)u01
]
(x1 − y1, x2)dy1
= −∂1∂2S1eF (t)u01(x) = −∂1∂1∂2Λ−1eF (t)u01(x).
Whence (2.12) also holds for n = 2. From (2.2), (2.11), (2.12), we obtain
∂ ju j = eE(t)u0 j + ∂ jΛ−1∂teE(t)u0n − ∂ jΛ−1∂tun
= eE(t)u0 j − ∂ j∂neE(t)u0n +
n−1∑
m=1
∂ j∂meE(t)u0m
+
n−1∑
m=1
∂n∂ j∂mΛ
−1eE(t)u0m −
n−1∑
m=1
∂n∂ j∂mΛ
−1eF (t)u0m,
which is (2.6). 
Lemma 2.2. For any 1 j  n, 1 k, 	 n − 1, we have for n 2
∣∣∂ j∂k∂	Λ−1eGt(x)∣∣ Cm,	0t 	0+m−n−22 ∣∣x′∣∣−m|xn|−	0 ,
where 	0  0, and 0m n + 1 if 1 j  n − 1; 0m n if j = n.
Proof. Note that for n 3
∂ j∂k∂	Λ
−1eGt(x) = cn∂ j∂k∂	
∫
n−1
∣∣x′ − y′∣∣−n+2θ(xn)Gt(y′, xn)dy′,
R
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{
1 if xn > 0,
0 if xn  0.
Set x = t 12 z. Then
∂ j∂k∂	Λ
−1eGt(x) = cnt−1− n2 ∂z j∂zk∂z	
∫
Rn−1
∣∣z′ − y′∣∣−n+2θ(zn)G1(y′, zn)dy′
= t−1− n2 ∂z j∂zk∂z	Λ−1eG1(z). (2.13)
So it is suﬃcient to prove that
∣∣∂z j∂zk∂z	Λ−1eG1(z)∣∣ C	0,m∣∣z′∣∣−	0 |zn|−m, (2.14)
where j, k, 	, 	0, m are the same as in the above.
Case 1. n 3 and 1 j  n − 1, 1 k, 	 n − 1.
Let ψ1 ∈ C∞0 (Rn−1) such that 0  ψ1  1, suppψ1 ⊂ {x′ ∈ Rn−1 | |x′| < 1}, and ψ1 ≡ 1 on
{x′ ∈Rn−1 | |x′| < 12 }. Set ψ2 = 1− ψ1. Then
∂z j∂zk∂z	Λ
−1eG1
(
z′
)= cn(4π)− n−12 ∂ j∂k∂	 ∫
Rn−1
∣∣z′ − y′∣∣−n+2e− |y′ |24 dy′
= cn(4π)− n−12 ∂ j∂k∂	
∫
Rn−1
∣∣z′ − y′∣∣−n+2ψ1(z′ − y′)e− |y′ |24 dy′
+ cn(4π)− n−12 ∂ j∂k∂	
∫
Rn−1
∣∣z′ − y′∣∣−n+2ψ2(z′ − y′)e− |y′ |24 dy′
= I1
(
z′
)+ I2(z′),∣∣I1(z′)∣∣= cn(4π)− n−12 ∣∣∣∣∂ j∂k∂	 ∫
Rn−1
∣∣y′∣∣−n+2ψ1(y′)e− |z′−y′ |24 dy′∣∣∣∣
= cn(4π)− n−12
∣∣∣∣ ∫
Rn−1
∣∣y′∣∣−n+2ψ1(y′)[δ j	(zk − yk) + δk	(z j − y j) + δkj(z	 − y	)
4
− (z	 − y	)(z j − y j)(zk − yk)
8
]
e−
|z′−y′ |2
4 dy′
∣∣∣∣
 C
∫
|y′|1
∣∣y′∣∣−n+2[∣∣z′∣∣+ ∣∣z′∣∣3]e− 14 ( |z′ |22 −1) dy′
 C	0
∣∣z′∣∣−	0 for any 	0  0,
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(
z′
)= (4π)− n−12 cn ∫
Rn−1
∣∣z′ − y′∣∣−n+2[∂z j∂zk∂z	ψ2(z′ − y′)]e− |y′ |24 dy′
− (4π)− n−12 (n − 2)cn
∫
Rn−1
∣∣z′ − y′∣∣−n[(z	 − y	)∂z j∂zkψ2(z′ − y′)
+ (zk − yk)∂z j∂z	ψ2
(
z′ − y′)+ (z j − y j)∂z	∂zkψ2(z′ − y′)]e− |y′ |24 dy′
+ (4π)− n−12 n(n − 2)cn
∫
Rn−1
∣∣z′ − y′∣∣−n−2[(zk − yk)(z	 − y	)∂z jψ2(z′ − y′)
+ (z j − y j)(z	 − y	)∂zkψ2
(
z′ − y′)+ (z j − y j)(zk − yk)∂z	ψ2(z′ − y′)]e− |y′ |24 dy′
− (4π)− n−12 (n − 2)cn
∫
Rn−1
∣∣z′ − y′∣∣−n[δk	∂z jψ2(z′ − y′)
+ δ j	∂zkψ2
(
z′ − y′)+ δ jk∂z	ψ2(z′ − y′)]e− |y′ |24 dy′
+ (4π)− n−12 n(n − 2)cn
∫
Rn−1
∣∣z′ − y′∣∣−n−2[δk	(z j − y j) + δ jk(z	 − y	)
+ δ j	(zk − yk)
]
ψ2
(
z′ − y′)e− |y′ |24 dy′ − (4π)− n−12 n(n − 2)(n + 2)cn
×
∫
Rn−1
∣∣z′ − y′∣∣−n−4(z j − y j)(zk − yk)(z	 − y	)ψ2(z′ − y′)e− |y′ |24 dy′
= J1
(
z′
)+ J2(z′)+ J3(z′)+ J4(z′)+ J5(z′)+ J6(z′),
∣∣ J1(z′)∣∣ C∥∥∇3ψ2∥∥L∞(Rn−1) ∫
1
2|y′|1
∣∣y′∣∣−n+2e− |z′−y′ |24 dy′
 C
∫
1
2|y′|1
∣∣y′∣∣−n+2e− 14 ( |z′ |22 −1) dy′  C	0 ∣∣z′∣∣−	0 for any 	0  0,
∣∣ J2(z′)∣∣ C∥∥∇2ψ2∥∥L∞(Rn−1) ∫
1
2|y′|1
∣∣y′∣∣−n+1e− |z′−y′ |24 dy′
 C
∫
1
2|y′|1
∣∣y′∣∣−n+1e− 14 ( |z′ |22 −1) dy′  C	0 ∣∣z′∣∣−	0 for any 	0  0,
∣∣ J3(z′)+ J4(z′)∣∣ C‖∇ψ2‖L∞(Rn−1) ∫
1
2|y′|1
∣∣y′∣∣−ne− |z′−y′ |24 dy′
 C
∫
1|y′|1
∣∣y′∣∣−ne− 14 ( |z′ |22 −1) dy′  C	0 ∣∣z′∣∣−	0 for any 	0  0,
2
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|y′| 12
∣∣z′ − y′∣∣−n−1e− |y′ |24 dy′
 C(	0)
∣∣z′∣∣−	0 ∫
|y′| 12
(∣∣z′ − y′∣∣	0−n−1 + ∣∣y′∣∣	0∣∣z′ − y′∣∣−n−1)e− |y′ |24 dy′
 C	0
∣∣z′∣∣	0 for any 0 	0  n + 1.
From the above arguments, we conclude that for any 0 	0  n + 1, m 0
∣∣∂z j∂zk∂z	Λ−1eG1(z)∣∣= θ(zn)(4π)− 12 e− |zn |24 ∣∣∂z j∂zk∂z	Λ−1G ′1(z′)∣∣ C	0,m∣∣z′∣∣−	0 |zn|−m
which is (2.14) in Case 1. Here G ′1(z′) is deﬁned by G ′t(z′) = (4πt)−
n−1
2 e−
|z′ |2
4t at t = 1.
Case 2. n 3 and j = n, 1 k, 	 n − 1.∣∣∂z j∂zk∂z	Λ−1eG1(z)∣∣= ∣∣∂zn[θ(zn)(4π)− 12 e− |zn |24 ]∣∣∣∣∂zk∂z	Λ−1G ′1(z′)∣∣ C	0,m∣∣z′∣∣−	0 |zn|−m
which is (2.14) in Case 2. Here we have used the estimate (see [16]):∣∣∂zk∂z	Λ−1G ′1(z′)∣∣ C(	0)∣∣z′∣∣−	0 for any 0 	0  n.
Case 3. n = 2 and j = k = 	 = 1.
∂z j∂zk∂z	Λ
−1G ′t
(
x′
)= ∂1Λ−1∂21G ′t(x1) = S1∂21G ′t(x1) = 1π lim→0
∫
|y1|>
y−11 ∂
2
x1G
′
t(x1 − y1)dy1
= 1
π
lim
→0
∫
|y1|>
∂2x1G
′
t(x1 − y1)d log |y1|
= 1
π
lim
→0
{[
∂2x1G
′
t(x1 − y1) log |y1|
]∣∣∞

+ [∂2x1G ′t(x1 − y1) log |y1|]∣∣−−∞
−
∫
|y1|>
log |y1|∂y1∂2x1G ′t(x1 − y1)dy1
}
= 1
π
lim
→0
{[
∂2x1G
′
t(x1 + ) − ∂2x1G ′t(x1 − )
]
log
+ ∂2x1
∫
|y1|>
log |y1| x1 − y1
2t
G ′t(x1 − y1)dy1
}
= 1
π
∂2x1
∞∫
−∞
log |y1| x1 − y1
2t
G ′t(x1 − y1)dy1
= 1
π
t−
3
2 ∂2z1
∞∫ (
log t
1
2 + log |y1|
) z1 − y1
2
G ′1(z1 − y1)dy1
−∞
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π
t−
3
2 ∂2z1
∞∫
−∞
log |y1| z1 − y1
2
G ′1(z1 − y1)dy1
= 1
π
t−
3
2 ∂2z1
( ∫
|y1|<1
+
∫
|y1|>1
)
log |y1| z1 − y1
2
G ′1(z1 − y1)dy1
= 1
π
t−
3
2
(
L1(z1) + L2(z1)
)
, (2.15)
∣∣L1(z1)∣∣= ∣∣∣∣ ∫
|y1|<1
log |y1|
[
3
4
(z1 − y1) +
(
z1 − y1
2
)3]
G ′1(z1 − y1)dy1
∣∣∣∣
 C
(
1+ |z1|3
)
e−
|z1 |2
8
∫
|y1|<1
∣∣ log |y1|∣∣dy1
 C(	0)|z1|−	0 for any 	0  0. (2.16)
Note that
L2(z1) = ∂2z1
∫
|y1|>1
log |y1| z1 − y1
2
G ′1(z1 − y1)dy1 = −∂2z1
∫
|y1|>1
log |y1|∂y1G ′1(z1 − y1)dy1
= −∂2z1
{[
log |y1|G ′1(z1 − y1)
]∣∣∞
1 +
[
log |y1|G ′1(z1 − y1)
]∣∣−1−∞
−
∫
|y1|>1
y−11 G
′
1(z1 − y1)dy1
}
= ∂2z1
∫
|y1|>1
y−11 G
′
1(z1 − y1)dy1 = −∂z1
∫
|y1|>1
y−11 ∂y1G
′
1(z1 − y1)dy1
= −∂z1
{[
y−11 G
′
1(z1 − y1)
]∣∣∞
1 +
[
y−11 G
′
1(z1 − y1)
]∣∣−1−∞ + ∫
|y1|>1
y−21 G
′
1(z1 − y1)dy1
}
= ∂z1
{
G ′1(z1 − 1) + G ′1(z1 + 1)
}+ ∫
|y1|>1
y−21 ∂y1G
′
1(z1 − y1)dy1
= ∂z1
{
G ′1(z1 − 1) + G ′1(z1 + 1)
}+ [y−21 G ′1(z1 − y1)]∣∣∞1 + [y−21 G ′1(z1 − y1)]∣∣−1−∞
+ 2
∫
|y1|>1
y−31 G
′
1(z1 − y1)dy1
= (4π)− 12
{
z1 − 3
2
e−
|z1−1|2
4 + z1 + 3
2
e−
|z1+1|2
4
}
+ 2(4π)− 12
∫
|y1|>1
y−31 e
− |z1−y1 |24 dy1.
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∣∣L2(z1)∣∣ C(1+ |z1|)(e− |z1−1|24 + e− |z1+1|24 )
+ C(	0)|z1|−	0
∫
|y1|>1
(|y1|	0−3 + |z1 − y1|	0 |y1|−3)e− |z1−y1 |24 dy1
 C(	0)|z1|−	0 for any 	0 ∈ [0,3]. (2.17)
Whence from (2.15)–(2.17), we obtain
∣∣∂ j∂k∂	Λ−1eGt(x)∣∣= (4πt)− 12 θ(x2)e− |x2 |24t ∣∣∂1Λ−1∂21G ′t(x1)∣∣
 C	0,mt−
	0+m−4
2 |x1|−	0 |x2|−m for any 	0 ∈ [0,3], m 0.
Case 4. n = 2 and j = 2, k = 	 = 1.∣∣∂ j∂k∂	Λ−1eGt(x)∣∣= ∣∣∂2∂21Λ−1eGt(x)∣∣= ∣∣∂2ΛeGt(x)∣∣
= (4πt)− 12 θ(x2) |x2|
2t
e−
|x2 |2
4t
∣∣ΛG ′t(x1)∣∣
 C	0,mt−
	0+m−4
2 |x1|−	0 |x2|−m for any 	0 ∈ [0,2], m 0.
Here we have used the estimate for n = 2 (see [16]):
∣∣ΛG ′t(x1)∣∣ C(	0)t 	0−32 |x1|−	0 for any 	0 ∈ [0,2].
From the above arguments on the four cases, we complete the proof of Lemma 2.2. 
Lemma 2.3. Let a ∈ L1(Rn+). Then for any t > 0∥∥e∂t E(t)a∥∥H1(Rn)  Ct−1‖a‖L1(Rn+),∥∥∂ j∂keE(t)a∥∥H1(Rn)  Ct−1‖a‖L1(Rn+) for any 1 j,k n,∥∥∂ j∂k∂	Λ−1eE(t)a∥∥H1(Rn)  Ct−1‖a‖L1(Rn+) for any 1 j  n, 1 k, 	 n − 1,∥∥∂ j∂k∂	Λ−1eF (t)a∥∥H1(Rn)  Ct−1‖a‖L1(Rn+) for any 1 j  n, 1 k, 	 n − 1.
Proof. For simplicity, we always denote the odd and even extensions of a function f from Rn+ to Rn
by
f ∗
(
x′, xn
)= { f (x′, xn) if xn  0,− f (x′,−xn) if xn < 0,
and
f∗
(
x′, xn
)= { f (x′, xn) if xn  0,
f (x′,−xn) if xn < 0,
respectively.
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Rn
∣∣Gs ∗ [e∂t E(t)a∗]∣∣(w)dw = ∫
Rn
∣∣Gs(w − x)θ(xn)[∂tGt ∗ a∗](x)dx∣∣dw

∫
Rn
∫
Rn
∫
Rn
Gs(w − x)θ(xn)
∣∣∂tGt(x− y)∣∣∣∣a∗(y)∣∣dy dxdw

∫
Rn
∫
Rn
∣∣∣∣− n2t + |x− y|24t2 ∣∣Gt(x− y)∣∣a∗(y)
∣∣∣∣dy dx
 Ct−1
∫
Rn
(
1+ |x|2)G1(x)dx∫
Rn
∣∣a∗(y)∣∣dy
 Ct−1‖a‖L1(Rn+),
which implies that
∥∥e∂t E(t)a∥∥H1(Rn)  C∥∥e∂t E(t)a∗∥∥H1(Rn)  Ct−1‖a‖L1(Rn+).
Observe that∫
Rn
∣∣Gs ∗ [∂ j∂keE(t)a∗]∣∣(w)dw = ∫
Rn
∣∣∣∣ ∫
Rn
Gs(w − x)∂x j∂xk
[
θ(xn)Gt ∗ a∗
]
(x)dx
∣∣∣∣dw

∫
Rn
∫
R
n+
∫
Rn
Gs(w − x)
∣∣∂x j∂xk Gt(x− y)∣∣∣∣a∗(y)∣∣dy dxdw

∫
Rn
∫
Rn
∣∣∣∣−δkj2t + (x j − y j)(xk − yk)4t2 ∣∣Gt(x− y)∣∣a∗(y)
∣∣∣∣dy dx
 Ct−1
∫
Rn
(
1+ |x|2)G1(x)dx∫
Rn
∣∣a∗(y)∣∣dy
 Ct−1‖a‖L1(Rn+),
which implies that
∥∥∂ j∂keE(t)a∥∥H1(Rn)  C∥∥∂ j∂keE(t)a∗∥∥H1(Rn)  Ct−1‖a‖L1(Rn+).
Using Lemma 2.2, we have for any 1 j  n, 1 k, 	 n − 1∫
Rn
∣∣Gs ∗ [∂ j∂k∂	Λ−1eE(t)a∗]∣∣(w)dw
=
∫
n
∣∣∣∣ ∫
n
Gs(w − x)
[
∂ j∂k∂	Λ
−1eGt ∗ a∗
]
(x)dx
∣∣∣∣dw
R R
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∫
Rn
∫
Rn
∫
Rn
Gs(w − x)
∣∣∂x j∂xk∂x	Λ−1[θ(xn − yn)Gt(x− y)a∗(y)]∣∣dy dxdw
 C	0,mt
m+	0−n−2
2
∫
Rn
∫
Rn
∣∣x′ − y′∣∣−	0 |xn − yn|−m∣∣a∗(y)∣∣dy dx
 C	0,mt
m+	0−n−2
2
∫
Rn
∣∣x′∣∣−	0 |xn|−m dx∫
Rn
∣∣a∗(y)∣∣dy  Ct−1‖a‖L1(Rn+),
where 0 	0  n, m 0, and we have used the estimate (see [16]):
C	0,mt
m+	−n−1
2
∫
Rn
∣∣x′∣∣−	0 |xn|−m dx Ct− 12 for any 0 	0  n, m 0.
From which we get∥∥∂ j∂k∂	Λ−1eE(t)a∥∥H1(Rn)  ∥∥∂ j∂k∂	Λ−1eE(t)a∗∥∥H1(Rn)  Ct−1‖a‖L1(Rn+).
Similarly, if we use the even extension a∗ of a, we also can prove that for any 1  j  n, 1  k, 	 
n − 1 ∥∥∂ j∂k∂	Λ−1eF (t)a∥∥H1(Rn)  Ct−1‖a‖L1(Rn+). 
Lemma 2.4. Let a ∈ L1(Rn+) (n 2), 1 	 n − 1. Set
b
(
x′, xn
)

x	∫
−∞
a(x1, x2, . . . , x	−1, y	, x	+1, . . . , xn−1, xn)dy	.
If b ∈ L1(Rn+) for some 1 	 n − 1, then∥∥eE(t)a∥∥H1(Rn)  Ct− 12 ‖b‖L1(Rn+),∥∥∂kΛ−1eE(t)a∥∥H1(Rn)  Ct− 12 ‖b‖L1(Rn+) for any 1 k n − 1.
Proof. Note that
E(t)a(x) =
∫
R
n+
[
Gt
(
x′ − y′, xn − yn
)− Gt(x′ − y′, xn + yn)]a(y)dy
=
∫
R
n+
[
Gt
(
x′ − y′, xn − yn
)− Gt(x′ − y′, xn + yn)]∂	b(y)dy
= −
∫
R
n+
∂y	
[
Gt
(
x′ − y′, xn − yn
)− Gt(x′ − y′, xn + yn)]b(y)dy
= ∂	E(t)b(x).
P. Han / J. Differential Equations 249 (2010) 1817–1852 1835We have for some 1 	 n − 1
eE(t)a = e∂	E(t)b = ∂	eE(t)b.
It is not diﬃcult to verify that E(t)a∗ = Gt ∗ a∗ and
b∗
(
x′, xn
)= x	∫
−∞
a∗(x1, x2, . . . , x	−1, x	, x	+1, . . . , xn−1, xn)dy	.
For any s > 0, we have
∫
Rn
∣∣Gs ∗ [eE(t)a∗]∣∣(x)dx = ∫
Rn
∣∣∣∣ ∫
Rn
∫
Rn
Gs(x− y)θ(yn)Gt(y − z)∂z	b∗(z)dy dz
∣∣∣∣dx

∫
Rn
∫
Rn
∫
Rn
Gs(x− y)
∣∣∂y	Gt(y − z)∣∣∣∣b∗(z)∣∣dy dzdx
=
∫
Rn
Gs(w)dw
∫
Rn
∫
Rn
∣∣∣∣− y	 − z	2t Gt(y − z)
∣∣∣∣∣∣b∗(z)∣∣dy dz
 ct−1
∫
Rn
∫
Rn
|y − z|Gt(y − z)
∣∣b∗(z)∣∣dy dz
 ct− 12
∫
Rn
|w|G1(w)dw
∫
Rn
∣∣b∗(z)∣∣dz ct− 12 ‖b‖L1(Rn+),
which implies that
∥∥eE(t)a∥∥H1(Rn)  C∥∥eE(t)a∗∥∥H1(Rn)  Ct− 12 ‖b‖L1(Rn+).
From Lemma 2.4 in [16], we know that
∥∥∂k∂	Λ−1eE(t)b∥∥H1(Rn)  Ct− 12 ‖b‖L1(Rn+) for any 1 k, 	 n − 1.
Whence,
∥∥∂kΛ−1eE(t)a∥∥H1(Rn) = ∥∥∂kΛ−1∂	eE(t)b∥∥H1(Rn) = ∥∥∂k∂	Λ−1eE(t)b∥∥H1(Rn)
 Ct− 12 ‖b‖L1(Rn+). 
Lemma 2.5. Assume that a ∈ L1(Rn+) (n 2). Then
∥∥∂ jeE(t)a∥∥H1(Rn)  Ct−1 ∫
R
n
yn
∣∣a(y)∣∣dy for any 1 j  n,+
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R
n+
yn
∣∣a(y)∣∣dy for any 1 j,k n − 1,
∥∥ΛeE(t)a∥∥H1(Rn)  Ct−1 ∫
R
n+
yn
∣∣a(y)∣∣dy.
Furthermore, if
∫
Rn−1 a(y
′, yn)dy′ = 0 for a.e. yn > 0, then
∥∥∂ j∂kΛ−1eF (t)a∥∥H1(Rn)  Ct−1 ∫
R
n+
∣∣y′a(y)∣∣dy for any1 j,k n − 1. (2.18)
Remark. The condition in (2.18):
∫
Rn−1 a(y
′, yn)dy′ = 0 is the same to the assumption in Theorem 1.1
in [1]. As in [1], the aim of such assumption is also to overcome the estimation diﬃculty of the (n −
1)-dimensional Riesz transform near boundary in the Stokes solution formula in Rn+ . Such condition in
(2.18) is stronger than the zero average assumption:
∫
R
n+ u0(y)dy = 0. Because in Rn+ , we do not know
whether
∫
R
n+ u0(y)dy = 0. It is shown in [22] that if ∇ ·u0 = 0 and u0 ∈ L1(Rn), then
∫
Rn
u0(y)dy = 0.
Proof of Lemma 2.5. The proofs of the ﬁrst three estimates are given in Theorem 2.4, Lemmas 3.3,
3.4 in [2] respectively, we omit the details here. Now we give the proof of (2.18).
Note that a∗(y) = a(y′, yn) if yn  0, and a∗(y) = a(y′,−yn) if yn < 0. So for any y ∈Rn ,
Gt ∗ a∗(y) =
∫
Rn
Gt(y − z)a∗(z)dz
=
∫
R
n+
Gt(y − z)a(z)dz +
∫
Rn−1
0∫
−∞
Gt
(
y′ − z′, yn − zn
)
a
(
z′,−zn
)
dz′ dzn
=
∫
R
n+
Gt
(
y′ − z′, yn − zn
)
a(z)dz +
∫
Rn−1
∞∫
0
Gt
(
y′ − z′, yn + zn
)
a
(
z′, zn
)
dz′ dzn
=
∫
R
n+
[
Gt
(
y′ − z′, yn − zn
)+ Gt(y′ − z′, yn + zn)]a(z′, zn)dz′ dzn
=
∫
R
n+
[
Gt
(
y′ − z′, yn − zn
)+ Gt(y′ − z′, yn + zn)]a∗(z′, zn)dz′ dzn
= F (t)a∗(y).
In addition, since
∫
Rn−1 a(y
′, yn)dy′ = 0 for a.e. yn > 0, we infer
∫
Rn−1 a∗(y
′, yn)dy′ = 0 for a.e.
yn ∈R1. Therefore, for any s > 0, we have{
Gs ∗
[
∂ j∂kΛ
−1(eF (t)a∗)]}(x)
= {Gs ∗ [∂ j∂kΛ−1(eGt ∗ a∗)]}(x)
= ∂ j∂kΛ−1
{
Gs ∗ [eGt ∗ a∗]
}
(x) (it can be veriﬁed by Fourier transform)
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∫
Rn
∫
Rn
Gs(x− y)θ(yn)
[
Gt
(
y′ − z′, yn − zn
)− Gt(y′, yn − zn)]a∗(z)dzdy
= ∂ j∂kΛ−1
∫
Rn
∫
Rn
1∫
0
Gs(x− y)θ(yn)∇′Gt
(
y′ − τ z′, yn − zn
) · (−z′)a∗(z)dτ dzdy.
Similar to the proof of Lemma 2.3, we also deduce that for any 1 j,k n − 1
∥∥∂ j∂kΛ−1eF (t)a∥∥H1(Rn)  C∥∥∂ j∂kΛ−1eF (t)a∗∥∥H1(Rn)  Ct−1 ∫
R
n+
∣∣y′∣∣∣∣a(y)∣∣dy,
which is (2.18). 
Proof of Theorem 1.1. From Lemma 2.1, we conclude
‖un − an‖L1(Rn+)  ‖un − an‖H1(Rn+)

∥∥∥∥∥un −
n−1∑
k,m=1
R2keE(t)Smu0m −
n−1∑
k=1
RnRk SkeE(t)u0n
∥∥∥∥∥H1(Rn)

n−1∑
m=1
|||Rn||||||Rm|||
∥∥eE(t)u0m∥∥H1(Rn) + n−1∑
k=1
|||Rk|||2
∥∥eE(t)u0n∥∥H1(Rn)
 C‖u0‖L1(Rn+).
For any 1 j  n − 1
‖u j − a j‖L1(Rn+)  ‖u j − a j‖H1(Rn+)

∥∥∥∥∥u j − S jeE(t)u0n −
n−1∑
k=1
R2k S jeE(t)u0n +
n−1∑
m=1
RnRmS jeE(t)u0m
∥∥∥∥∥H1(Rn)

∥∥eE(t)u0 j∥∥H1(Rn) + |||Rn||||||R j|||∥∥eE(t)u0n∥∥H1(Rn)
+
n−1∑
m=1
|||R j||||||Rm|||
∥∥eE(t)u0m∥∥H1(Rn)
 C‖u0‖L1(Rn+).
From the above arguments, we complete the proof of Theorem 1.1. 
Proof of Theorem 1.2. From Lemmas 2.1, 2.4, we have
‖un‖H1(Rn) 
n−1∑
k,m=1
|||Rk|||2
∥∥∂mΛ−1eE(t)u0m∥∥H1(Rn) + n−1∑
m=1
|||Rm||||||Rn|||
∥∥eE(t)u0m∥∥H1(Rn)
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n−1∑
k=1
|||Rk|||2
∥∥eE(t)u0n∥∥H1(Rn) + n−1∑
k=1
|||Rk||||||Rn|||
∥∥∂kΛ−1eE(t)u0n∥∥H1(Rn)
 Ct− 12 ‖v0‖L1(Rn+).
In addition for any 1 j  n − 1
‖u j‖H1(Rn) 
∥∥eE(t)u0 j∥∥H1(Rn) + ∥∥∂ jΛ−1eE(t)u0n∥∥H1(Rn)
+
n−1∑
m=1
|||Rm||||||R j|||
∥∥eE(t)u0m∥∥H1(Rn) + n−1∑
m=1
|||Rm||||||Rn|||
∥∥∂ jΛ−1eE(t)u0m∥∥H1(Rn)
+
n−1∑
k=1
|||Rk|||2
∥∥∂ jΛ−1eE(t)u0n∥∥H1(Rn) + |||R j||||||Rn|||∥∥eE(t)u0n∥∥H1(Rn)
 Ct− 12 ‖v0‖L1(Rn+).
Since u = u|Rn+ , we get
‖u‖L1(Rn+)  ‖u‖H1(Rn+)  ‖u‖H1(Rn)  Ct−
1
2 ‖v0‖L1(Rn+). 
Proof of Theorem 1.3. The following two equalities can be found in [16]: For any 1 j  n
∂ jun = −R j
{
R ′ · ΛeE(t)u′0 − Rn∇′ · eE(t)u′0 + R ′ · ∇′eE(t)u0n + RnΛeE(t)u0n
}
,
∂ ju j = ∂ j
(
eE(t)u′0
)+ w j + R j{R ′(∇′ · eE(t)u′0)− Rn∇′(∇′Λ−1 · eE(t)u′0)
− R ′ΛeE(t)u0n + Rn∇′eE(t)u0n
}
,
where
w j =
{
∂ j∇′Λ−1eE(t)u0n if 1 j  n − 1,
−∇′(∇′ · Λ−1eF (t)u′0) if j = n.
Therefore from Lemma 2.5, we obtain
‖∂ jun‖H1(Rn)  |||R j|||
{
n−1∑
k=1
|||Rk|||
(∥∥ΛeE(t)u0k∥∥H1(Rn) + ∥∥∂keE(t)u0n∥∥H1(Rn))
+ |||Rn|||
(∥∥∇′ · eE(t)u′0∥∥H1(Rn) + ∥∥ΛeE(t)u0n∥∥H1(Rn))
}
 Ct−1
∫
R
n+
yn
∣∣u0(y)∣∣dy.
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∥∥∂ ju′∥∥H1(Rn)  Ct−1( ∫
R
n+
yn
∣∣u0(y)∣∣dy + ∫
R
n+
∣∣y′∣∣∣∣u0(y)∣∣dy).
Whence,
‖∇u‖L1(Rn+)  ‖∇u‖H1(Rn+)  ‖∇u‖H1(Rn)  Ct−1
(∫
R
n+
yn
∣∣u0(y)∣∣dy + ∫
R
n+
∣∣y′∣∣∣∣u0(y)∣∣dy).
From Lemmas 2.1, 2.3, we conclude
‖∂tun‖H1(Rn) 
n−1∑
k,m=1
∥∥∂k∂k∂mΛ−1eE(t)u0m∥∥H1(Rn) + n−1∑
m=1
|||Rm||||||Rn|||
∥∥e∂t E(t)u0m∥∥H1(Rn)
+
n−1∑
k=1
|||Rk|||2
∥∥e∂t E(t)u0n∥∥H1(Rn) + n−1∑
k=1
∥∥∂k∂k∂nΛ−1eE(t)u0n∥∥H1(Rn)
 Ct−1‖u0‖L1(Rn+).
For any 1 j  n − 1
‖∂tu j‖H1(Rn) 
∥∥e∂t E(t)u0 j∥∥H1(Rn) + ∥∥∂ j∂neE(t)u0n∥∥H1(Rn)
+
n−1∑
m=1
∥∥∂ j∂meE(t)u0m∥∥H1(Rn) + n−1∑
m=1
∥∥∂n∂ j∂mΛ−1eF (t)u0m∥∥H1(Rn)
 Ct−1‖u0‖L1(Rn+).
Therefore, we obtain
‖∂tu‖L1(Rn+)  ‖∂tu‖H1(Rn+)  ‖∂tu‖H1(Rn)  Ct−1‖u0‖L1(Rn+).
From the equation in (1.1), we have
‖∇p‖L1(Rn+)  Ct−1‖u0‖L1(Rn+). 
3. Decay rates for weak and strong solutions of (1.2)
The following result is well known, and its proof can be found in [13].
Lemma 3.1. Suppose that u0 ∈ L2σ (Rn+) (n 2) satisﬁes∫
R
n+
(1+ yn)
∣∣u0(y)∣∣dy < ∞.
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∥∥u(t)∥∥L2(Rn+)  C(1+ t)− 12− n4 .
(ii) Let u0 ∈ Lqσ (Rn+) for all 1 < q < ∞. If u0 is small in Ln(Rn+), there is a strong solution u of (1.2) for all
t > 0, satisfying
∥∥u(t)∥∥Lq(Rn+)  C(1+ t)− 12− n2 (1− 1q ) for all 1< q < ∞,
and
∥∥∇u(t)∥∥Lq(Rn+)  Ct−1− n2 (1− 1q ) for all 1< q < ∞.
The solution u of (1.2) given in Lemma 3.1 can be rewritten as follows
u(t) = e−t Au0 −
t∫
0
w(t − s)ds, (3.1)
where w(t − s) = e−(t−s)A P (u(s) · ∇u(s)) for any 0< s < t .
Let g = N f denote the solution of the Neumann problem
{−g = f in Rn+,
∂ν g|∂Rn+ = 0.
(3.2)
Since the operator F (t) satisﬁes
{
∂t(F f ) − (F f ) = 0 in Rn+ × (0,∞),
∂ν(F f )|∂Rn+×(0,∞) = 0.
Observe that
lim
t→∞
[
Gt
(
x′ − y′, xn − yn
)+ Gt(x′ − y′, xn + yn)]= 0 for any x = (x′, xn), y = (y′, yn) ∈Rn,
and
lim
t→0
[
Gt
(
x′ − y′, xn − yn
)+ Gt(x′ − y′, xn + yn)]= 0 for a.e. x = (x′, xn), y = (y′, yn) ∈Rn.
By the Lebesgue convergence theorem, for any function f , which belongs to a suitable space,
C∞(Rn+) ∩ L1(Rn+) for example, we conclude
lim
t→∞(F f )(x, t) = limt→∞
∫
R
n+
[
Gt
(
x′ − y′, xn − yn
)+ Gt(x′ − y′, xn + yn)] f (y′, yn)dy′ dyn = 0
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lim
t→0(F f )(x, t) = limt→0
∫
R
n+
[
Gt
(
x′ − y′, xn − yn
)+ Gt(x′ − y′, xn + yn)] f (y′, yn)dy′ dyn = 0.
Whence from the above equation which F f satisﬁes, we deduce
∞∫
0
∂t(F f )(x, t)dt = lim
t→∞(F f )(x, t) − limt→0(F f )(x, t) = 0 in R
n+,
and then ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−
(( ∞∫
0
F dt
)
f
)
= 0 in Rn+,
∂ν
(( ∞∫
0
F dt
)
f
)∣∣∣∣∣
∂Rn+
= 0.
Together with (3.2), we conclude that
N =
∞∫
0
F (τ )dτ . (3.3)
For simplicity, we always assume that u is the strong solution of (1.2). Because if u is a weak
solution of (1.2), we can use the approximate solution uN as in [9] to replace u, and also verify part
(i) in Theorem 1.4.
Since u = 0 on ∂Rn+ , from (3.2), we have
P (u · ∇u) = u · ∇u +
n∑
i, j=1
∇N ∂i∂ j(uiu j). (3.4)
Here we need to point out that (3.4) plays the fundamental role in the proof of Theorem 1.4, because
the projection operator P : L1(Rn+) → L1σ (Rn+) is unbounded.
Using the solution formula in [27], and from (3.1), (3.4), we get for 0< s < t
w(t − s) = (w ′,wn)= e−(t−s)A
[
u · ∇u +
n∑
i, j=1
∇N ∂i∂ j(uiu j)
]
and ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
wn = U E(t − s)V1
[
u · ∇u +
n∑
i, j=1
∇N ∂i∂ j(uiu j)
]
,
w ′ = E(t − s)V2
[
u · ∇u +
n∑
i, j=1
∇N ∂i∂ j(uiu j)
]
− Swn.
(3.5)
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⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
wn = R ′ · S
(
R ′ · S + Rn
)
eE(t − s)V1
[
u · ∇u +
n∑
i, j=1
∇N ∂i∂ j(uiu j)
]
,
w ′ = eE(t − s)V2
[
u · ∇u +
n∑
i, j=1
∇N ∂i∂ j(uiu j)
]
− Swn.
(3.6)
Lemma 3.2. For any 0< s < t and 1m n − 1, we have
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
wn =
4∑
i=1
Ii(t − s),
wm =
12∑
i=1
J i(t − s),
where
I1(t − s) =
n−1∑
i,	=1
n∑
k=1
Ri Rk∂	∂	Λ
−1eE(t − s)(uiuk) +
n−1∑
i=1
n∑
k=1
RnRi∂keE(t − s)(uiuk)
+
n−1∑
	=1
n∑
k=1
RnRk∂	∂	Λ
−1eF (t − s)(unuk) +
n∑
k=1
RnRn∂keF (t − s)(unuk),
I2(t − s) =
n−1∑
k,	=1
n∑
i, j=1
R	R	∂k∂kΛ
−1eE(t − s)N ∂i∂ j(uiu j)
+
n−1∑
k=1
n∑
i, j=1
RnRkeE(t − s)∂kN ∂i∂ j(uiu j),
I3(t − s) = −
n−1∑
	=1
n∑
i=1
R	R	eE(t − s)(ui∂iun) +
n−1∑
i,k=1
RnRk∂k∂iΛ
−1eE(t − s)(uiun)
+
n−1∑
k=1
RnRn∂k∂kΛ
−1eF (t − s)(unun),
I4(t − s) = −
n−1∑
	=1
n∑
i, j=1
R	R	eE(t − s)∂nN ∂i∂ j(uiu j)
+
n−1∑
k=1
n∑
i, j=1
RnRk∂kΛ
−1eE(t − s)∂nN ∂i∂ j(uiu j),
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n∑
i=1
eE(t − s)(ui∂ium)
+
n−1∑
i=1
∂i∂mΛ
−1eE(t − s)(uiun) +
n∑
i, j=1
eE(t − s)∂mN ∂i∂ j(uiu j)
+
n∑
i, j=1
SmeE(t − s)∂nN ∂i∂ j(uiu j) + SmeE(t − s)(un∂nun),
J2(t − s) =
n∑
k=1
n−1∑
i=1
Ri Rk∂meE(t − s)(uiuk),
J3(t − s) = −
n∑
k=1
n−1∑
i=1
RnRk∂i∂mΛ
−1eE(t − s)(uiuk),
J4(t − s) =
n∑
k=1
RnRk∂meF (t − s)(unuk),
J5(t − s) = −
n∑
k=1
RnRn∂m∂kΛ
−1eF (t − s)(unuk) − SmRnRn∂neF (t − s)(unun),
J6(t − s) = −
n∑
i=1
RmRiΛeE(t − s)(uiun) − RmRnΛeF (t − s)(unun),
J7(t − s) =
n−1∑
i=1
RnRi∂meE(t − s)(uiun),
J8(t − s) = RnRn∂meF (t − s)(unun),
J9(t − s) = −
n−1∑
k=1
n∑
i, j=1
SmRnRk∂keE(t − s)N ∂i∂ j(uiu j),
J10(t − s) =
n−1∑
	=1
n∑
i, j=1
SmR	R	eE(t − s)∂nN ∂i∂ j(uiu j),
J11(t − s) = −
n−1∑
k=1
n∑
i, j=1
RkRkeE(t − s)∂mN ∂i∂ j(uiu j),
J12(t − s) =
n∑
i, j=1
RnRmeE(t − s)∂nN ∂i∂ j(uiu j).
Proof. Note that the operators S j and eE(t) commute, from (3.6), we have
F(wn)(ξ) = iξ
′
|ξ | ·
iξ ′
|ξ ′|
(
iξ ′
|ξ | ·
iξ ′
|ξ ′| +
iξn
|ξ |
)
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{(
− iξ
′
|ξ ′|
)
· F
[
eE(t − s)
(
∂n
(
unu
′)+ n−1∑
j=1
∂ j
(
u ju
′))
+
n∑
k, j=1
eE(t − s)(∇′N ∂k∂ j(uku j))
]
+ F
[
eE(t − s)(u · ∇un)
+
n∑
k, j=1
eE(t − s)∂nN ∂k∂ j(uku j)
]}
=
(
iξ ′
|ξ | ·
iξ ′
|ξ |
iξ ′
|ξ ′| +
iξn
|ξ |
iξ ′
|ξ |
){n−1∑
j=1
iξ jF
[
eE(t − s)(u ju′)]
+ iξnF
[
eF (t − s)(unu′)]+ iξ ′ n∑
k, j=1
F[eE(t − s)(N ∂k∂ j(uku j))]
}
+
(
− iξ
′
|ξ | ·
iξ ′
|ξ | +
iξ ′
|ξ | ·
iξ ′
|ξ ′|
iξn
|ξ |
){ n−1∑
j=1
iξ jF
[
eE(t − s)(u jun)
]
+ iξnF
[
eF (t − s)(unun)
]+ n∑
k, j=1
F[eE(t − s)∂nN ∂k∂ j(uku j)]
}
= F
[
4∑
i=1
Ii(t − s)
]
, (3.7)
which implies that wn =∑4i=1 Ii(t − s).
From (3.6), we get for any 1m n − 1
wm = eE(t − s)
{
n∑
j=1
∂ j(u jum) +
n∑
k, j=1
∂mN ∂k∂ j(uku j)
+ Sm
[
n∑
j=1
∂ j(u jun) +
n∑
k, j=1
∂nN ∂k∂ j(uku j)
]}
− Smwn.
Whence,
F(wm)(ξ) =
n−1∑
j=1
iξ jF
[
eE(t − s)(u jum)
]+ iξnF[eF (t − s)(unun)]
+
n∑
k, j=1
F[eE(t − s)∂mN ∂k∂ j(uku j)]+ n−1∑
j=1
iξm
|ξ ′| iξ jF
[
eE(t − s)(u jun)
]
+ iξm|ξ ′| iξnF
[
eF (t − s)(unun)
]+ iξm|ξ ′|
n∑
k, j=1
F[eE(t − s)∂nN ∂k∂ j(uku j)]
− iξm′ F(wn). (3.8)|ξ |
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F(wm) = F
(
12∑
i=1
J i(t − s)
)
,
which implies that wm =∑12i=1 J i(t − s) for 1m n − 1. 
Lemma 3.3. Let u be the strong solution of (1.2). Then for any t > 0:
(i) For any 1 k n, we have
∑n
i, j=1 ∂kN ∂i∂ j(uiu j) ∈ L1(Rn+) and∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)(t)
∥∥∥∥∥
L1(Rn+)
 C
(∥∥u(t)∥∥2L2(Rn+) + ∥∥∇u(t)∥∥2L2(Rn+));
(ii)
t∫
0
(t − s)− 12 ∥∥u(s)∥∥2L2(Rn+) ds
⎧⎨⎩2t
1
2 ‖u0‖2L2(Rn+) if 0< t < 1,
Ct− 12 if t  1.
Proof. From (3.3), we get∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)(t)
∥∥∥∥∥
L1(Rn+)
=
∥∥∥∥∥
n∑
i, j=1
∂k
∞∫
0
F (τ )∂i∂ j(uiu j)(t)dτ
∥∥∥∥∥
L1(Rn+)
=
∥∥∥∥∥
n∑
i, j=1
∂k
( 1∫
0
+
∞∫
1
)
Gτ ∗
[
∂i∂ j(uiu j)
]
∗(t)dτ
∥∥∥∥∥
L1(Rn)

∥∥∥∥∥
n∑
i, j=1
∂k
1∫
0
Gτ ∗
[
∂i∂ j(uiu j)
]
∗(t)dτ
∥∥∥∥∥
L1(Rn)
+
∥∥∥∥∥
n∑
i, j=1
∂i∂ j∂k
∞∫
1
Gτ ∗
[
(uiu j)∗
]
(t)dτ
∥∥∥∥∥
L1(Rn)
 C
1∫
0
‖∂kGτ ‖L1(Rn) dτ
∥∥∇u(t)∥∥2L2(Rn+) + C
n∑
i, j=1
∞∫
1
‖∂i∂ j∂kGτ ‖L1(Rn) dτ
∥∥u(t)∥∥2L2(Rn+)
 C
1∫
0
τ−
1
2 dτ ‖∂kG1‖L1(Rn)
∥∥∇u(t)∥∥2L2(Rn+) + C
n∑
i, j=1
∞∫
1
τ−
3
2 dτ ‖∂i∂ j∂kG1‖L1(Rn)
∥∥u(t)∥∥2L2(Rn+)
 C
(∥∥∇u(t)∥∥2L2(Rn+) + ∥∥u(t)∥∥2L2(Rn+)).
Now we prove part (ii). Note that
∥∥u(t)∥∥L2(Rn )  C(1+ t)− 12− n4 for any t > 0.+
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t∫
0
(t − s)− 12 ∥∥u(s)∥∥2L2(Rn+) ds C
( t2∫
0
+
t∫
t
2
)
(t − s)− 12 (1+ s)−1− n2 ds
 Ct− 12
t
2∫
0
(1+ s)−1− n2 ds + C(1+ t)−1− n2
t∫
t
2
(t − s)− 12 ds
 Ct− 12 .
If t ∈ (0,1), then we derive
t∫
0
(t − s)− 12 ∥∥u(s)∥∥2L2(Rn+) ds ‖u0‖2L2(Rn+)
t∫
0
(t − s)− 12 ds = 2t 12 ‖u0‖2L2(Rn+). 
Proof of Theorem 1.4. Let u be the weak solution of (1.2) given in Lemma 3.1. Set
bn(t) =
n−1∑
	,k=1
n∑
i, j=1
R	R	∂k∂kΛ
−1
t∫
0
eE(t − s)N ∂i∂ j(uiu j)(s)ds
+
n−1∑
k=1
n∑
i, j=1
RnRk∂kΛ
−1
t∫
0
eE(t − s)∂nN ∂i∂ j(uiu j)(s)ds.
From Theorem 1.1 and Lemmas 3.2, 3.3, we deduce
∥∥∥∥∥
t∫
0
wn(t − s)ds − bn(t)
∥∥∥∥∥H1(Rn) ds

n−1∑
i,	=1
n∑
k=1
|||Ri||||||Rk|||
t∫
0
∥∥∂	∂	Λ−1eE(t − s)(uiuk)(s)∥∥H1(Rn) ds
+
n−1∑
i=1
n∑
k=1
|||Rn||||||Ri|||
t∫
0
∥∥∂keE(t − s)(uiuk)(s)∥∥H1(Rn) ds
+
n−1∑
	=1
n∑
k=1
|||Rn||||||Rk|||
t∫
0
∥∥∂	∂	Λ−1eF (t − s)(unuk)(s)∥∥H1(Rn) ds
+
n∑
k=1
|||Rn|||2
t∫ ∥∥∂keF (t − s)(unuk)(s)∥∥H1(Rn) ds0
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n−1∑
k=1
|||Rn||||||Rk|||
t∫
0
∥∥∥∥∥eE(t − s)
n∑
i, j=1
∂kN ∂i∂ j(uiu j)(s)
∥∥∥∥∥H1(Rn) ds
+
n−1∑
	=1
n∑
i=1
|||R	|||2
t∫
0
∥∥eE(t − s)(ui∂iun)(s)∥∥H1(Rn) ds
+
n−1∑
i,k=1
|||Rn||||||Rk|||
t∫
0
∥∥∂k∂iΛ−1eE(t − s)(uiun)(s)∥∥H1(Rn) ds
+
n−1∑
k=1
|||Rn|||2
t∫
0
∥∥∂k∂kΛ−1eF (t − s)(unun)(s)∥∥H1(Rn) ds
+
n−1∑
	=1
|||R	|||2
t∫
0
∥∥∥∥∥eE(t − s)
n∑
i, j=1
∂nN ∂i∂ j(uiu j)(s)
∥∥∥∥∥H1(Rn) ds
 C
n∑
k=1
t∫
0
(t − s)− 12 ‖unuk‖L1(Rn+) ds + C
t∫
0
‖u · ∇u‖L1(Rn+) ds
+ C
n∑
k=1
t∫
0
∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)(s)
∥∥∥∥∥
L1(Rn+)
ds
 C
t∫
0
(t − s)− 12 ∥∥u(s)∥∥2L2(Rn+) ds + C
t∫
0
(∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+))ds
 C(1+ t)− 12 +
t∫
0
(1+ s)−1− n2 ds + C
t∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds
 C + C(1+ t)− 12 . (3.9)
For any 1m n − 1, set
bm(t) = −
n∑
i, j=1
RnRnSm
t∫
0
eE(t − s)∂nN ∂i∂ j(uiu j)(s)ds
−
n∑
i, j=1
RnSmR
′ · ∇′
t∫
0
eE(t − s)N ∂i∂ j(uiu j)(s)ds
− RnRnSm
t∫
0
eE(t − s)∂n(unun)(s)ds + Sm
t∫
0
eE(t − s)(un∂nun)(s)ds.
Then we have for any 1m n − 1
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t∫
0
wm(t − s)ds − bm(t)
∥∥∥∥∥H1(Rn) ds

n∑
i=1
t∫
0
∥∥eE(t − s)(ui∂ium)(s)∥∥H1(Rn) ds
+
n−1∑
i=1
t∫
0
∥∥∂i∂mΛ−1eE(t − s)(uiun)(s)∥∥H1(Rn) ds
+
t∫
0
∥∥∥∥∥eE(t − s)
n∑
i, j=1
∂mN ∂i∂ j(uiu j)(s)
∥∥∥∥∥H1(Rn) ds
+
n∑
k=1
n−1∑
i=1
|||Ri||||||Rk|||
t∫
0
∥∥∂meE(t − s)(uiuk)(s)∥∥H1(Rn) ds
+
n∑
k=1
n−1∑
i=1
|||Rn||||||Rk|||
t∫
0
∥∥∂i∂mΛ−1eE(t − s)(uiuk)(s)∥∥H1(Rn) ds
+
n∑
k=1
|||Rn||||||Rk|||
t∫
0
∥∥∂meF (t − s)(unuk)(s)∥∥H1(Rn) ds
+
n∑
k=1
|||Rn|||2
t∫
0
∥∥∂m∂kΛ−1eF (t − s)(unuk)(s)∥∥H1(Rn) ds
+
n∑
i=1
|||Rm||||||Ri|||
t∫
0
∥∥ΛeE(t − s)(uiun)(s)∥∥H1(Rn) ds
+ |||Rm||||||Rn|||
t∫
0
∥∥ΛeF (t − s)(unun)(s)∥∥H1(Rn) ds
+
n−1∑
i=1
|||Rn||||||Ri|||
t∫
0
∥∥∂meE(t − s)(uiun)(s)∥∥H1(Rn) ds
+ |||Rn|||2
t∫
0
∥∥∂meF (t − s)(unun)(s)∥∥H1(Rn) ds
+
n−1∑
k=1
|||Rk|||2
t∫ ∥∥∥∥∥eE(t − s)
n∑
i, j=1
∂mN ∂i∂ j(uiu j)(s)
∥∥∥∥∥H1(Rn) ds0
P. Han / J. Differential Equations 249 (2010) 1817–1852 1849+ |||Rn||||||Rm|||
t∫
0
∥∥∥∥∥eE(t − s)
n∑
i, j=1
∂nN ∂i∂ j(uiu j)(s)
∥∥∥∥∥H1(Rn) ds
 C
t∫
0
‖u · ∇um‖L1(Rn+) ds + C
n∑
i,k=1
t∫
0
(t − s)− 12 ‖uiuk‖L1(Rn+) ds
+ C
n∑
k=1
t∫
0
∥∥∥∥∥
n∑
i, j=1
∂kN ∂i∂ j(uiu j)(s)
∥∥∥∥∥
L1(Rn+)
ds
 C
t∫
0
(t − s)− 12 ∥∥u(s)∥∥2L2(Rn+) ds + C
t∫
0
(∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+))ds
 C(1+ t)− 12 +
t∫
0
(1+ s)−1− n2 ds + C
t∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds
 C + C(1+ t)− 12 . (3.10)
From Theorem 1.1 and (3.9), (3.10), we obtain
∥∥u(t) − (a(t) + b(t))∥∥L1(Rn+)  ∥∥e−t Au0 − a(t)∥∥L1(Rn+) +
n∑
j=1
∥∥∥∥∥
t∫
0
w j(t − s)ds − b j(t)
∥∥∥∥∥H1(Rn+)
 C‖u0‖L1(Rn+) +
n∑
j=1
∥∥∥∥∥
t∫
0
w j(t − s)ds − b j(t)
∥∥∥∥∥H1(Rn)  C .
If u is a weak solution of (1.2) obtained in Lemma 3.1, we don’t know if the boundary value u ·∇u|∂Rn+
exists even in some weak sense. Therefore we cannot apply (3.4) to weak solutions directly. To avoid
this diﬃculty, we employ the approximate sequence of solutions {uN } as introduced in [9], for which
(3.4) holds. By passing a limit, we can verify that there exists one weak solution u of (1.2), for which
part (i) in Theorem 1.4 holds, we omit the details here.
Now we prove the part (ii) for the strong solution u of (1.2). By (3.4) and Lemmas 3.1, 3.3, we
obtain
∥∥∇u(t)∥∥L1(Rn+)  ∥∥∇e−t Au0∥∥L1(Rn+) +
t∫
0
∥∥∇e−(t−s)A P (u · ∇u)∥∥L1(Rn+) ds
 Ct− 12 ‖u0‖L1(Rn+) + C
t∫
0
(t − s)− 12
(
‖u · ∇u‖L1(Rn+)
+
∥∥∥∥∥
n∑
i, j=1
∇N ∂i∂ j(uiu j)
∥∥∥∥∥
L1(Rn )
)
ds+
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t∫
0
(t − s)− 12 (∥∥u(s)∥∥2L2(Rn+) + ∥∥∇u(s)∥∥2L2(Rn+))ds
 Ct− 12 ‖u0‖L1(Rn+) + C
t∫
0
(t − s)− 12 ∥∥u(s)∥∥2L2(Rn+) ds
+ C
( t2∫
0
+
t∫
t
2
)
(t − s)− 12 ∥∥∇u(s)∥∥2L2(Rn+) ds
 Ct− 12 ‖u0‖L1(Rn+) + Ct−
1
2 + Ct− 12
t
2∫
0
∥∥∇u(s)∥∥2L2(Rn+) ds
+ C
t∫
t
2
(t − s)− 12 s−2− n2 ds
 Ct− 12
(
1+ t− n+22 ) for any t > 0. 
To proceed, the following estimates are needed, which can be found in [13].
Lemma 3.4. For any a ∈ Lrσ (Rn+),
∥∥∇ke−t Aa∥∥Lq(Rn+)  Ckt− k2− n2 ( 1r − 1q )‖a‖Lr(Rn+)
with k = 0,1, . . . , provided that 1 r < q∞ or 1< r  q < ∞.
Proof of Theorem 1.5. The strong solution u of (1.2) given in (ii) of Lemma 3.1 with q = 2 can be
written as
u(t) = e− t2 Au
(
t
2
)
−
t∫
t
2
e−(t−s)A P (u · ∇u)ds. (3.11)
From Lemmas 3.1, 3.4 and (3.11), we obtain for k = 0,1
∥∥∇ku(t)∥∥L∞(Rn+) 
∥∥∥∥∇ke− t2 Au( t2
)∥∥∥∥
L∞(Rn+)
+
t∫
t
2
∥∥∇ke−(t−s)A P (u · ∇u)∥∥L∞(Rn+) ds
 Ct− k2− n4
∥∥∥∥u( t2
)∥∥∥∥
L2(Rn+)
+ C
t∫
t
2
(t − s)− k2− n4 ∥∥P (u · ∇u)∥∥L2(Rn+)
 Ct− k2− n4 (1+ t)− 12− n2 (1− 12 )
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t∫
t
2
(t − s)− k2− n4 ∥∥u(s)∥∥L4(Rn+)∥∥∇u(s)∥∥L4(Rn+) ds
 Ct− n+k+12 + C
t∫
t
2
(t − s)− k2− n4 (1+ s)− 12− n2 (1− 14 )s−1− n2 (1− 14 ) ds
 Ct− n+k+12 + C(1+ t)− 12− n2 (1− 14 )t−1− n2 (1− 14 )
t∫
t
2
(t − s)− k2− n4 ds
 C
(
t−
n+k+1
2 + t− 2n+k+12 ) for all t > 0. 
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