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I. INTRODUCTION
T HE unsupervised learning methods such as Subspace Clustering (SC) [1] that have become more and more important in machine learning for the unlabeled data. SC can be applied in many computer vision tasks where high-dimensional data can be approximated as a union of low-dimensional subspaces [1] , [2] , including face recognition [3] , [4] , image representation [5] , motion segmentation [6] , and written digits clustering [7] .
There are several kinds of SC methods, including algebraic, iterative, statistical, and spectral-clustering-based methods [1] . The spectral-clustering-based methods are further divided into different categories according to the norm regularizations adopted for sparse coefficients. For instance, Low Rank Representation (LRR) [8] , [9] based on nuclear norm regularization represents the data points with the lowest-rank representation among all the candidates; Least Square Regression (LSR) [10] with 2 norm regularization groups the highly correlated data; Exemplar-based Subspace Clustering (ESC) [11] norm regularization focuses on the class-imbalanced data; Elastic Net Subspace Clustering (ENSC) [12] adopts both 1 and 2 norm regularization to find better coefficients; Subspace Learning by 0 -Induced Sparsity [13] employs proximal gradient descent to obtain a sub-optimal solution; and Structured Sparse Clustering [14] learns both affinity and segmentation. Sparse Subspace Clustering (SSC) [15] , [16] with the 1 norm calculates a sparse self-representation of data points. SSC is inefficient for the large-scale dataset. In order to accelerate the computation, the greedy algorithms like Orthogonal Matching Pursuit (OMP) [17] - [19] and Matching Pursuit (MP) [20] are used to take the place of the 1 norm in SSC. OMP is different from MP mainly because OMP adopts the orthogonalization, while MP does not. As a result, OMP is more universal in a variety of clustering scenarios and requires less iterations before convergence when the projection vectors are non-orthogonal. However, OMP-SSC may suffer from a reduction of accuracy when noise appears [21] .
In order to improve the accuracy of OMP-SSC, Active Orthogonal Matching Pursuit for Sparse Subspace Clustering (AOMP-SSC) [22] updates the data points and drops them randomly in the process of OMP, while Sparse Subspace Clustering by Rotated Orthogonal Matching Pursuit (ROMP-SSC) [23] rotates the data points as well to improve the performance. However, both AOMP and ROMP increase the computational cost of OMP to obtain slight improvement of accuracy, and change the data point in the process of OMP, resulting in the disruption of the original data distribution. All the algorithms mentioned above only focus on the process of data point choosing others as neighbors while ignoring the connections possessed by the candidates already.
In this letter, we firstly propose the concept of connection and restrict the number of connections of each data point to to address the issue of accuracy reduction of OMP-SSC and keep the original form of the data points without reducing computational efficiency. The noise-robust algorithm is named as Restricted Connection Orthogonal Matching Pursuit for Sparse Subspace Clustering (RCOMP-SSC). Then, we develop a framework of control matrix to realize RCOMP-SSC. The control matrix updates the accessibility of all candidates according to their obtained connections after the first iteration. More importantly, the proposed control matrix can be applied to other data point selection strategies, including AOMP-SSC and ROMP-SSC. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
II. PRELIMINARY Given a dataset
data points into their original subspaces
. Each data point is represented as a sparse linear combination of others in SC. It can be expressed as:
where each data point x i is 2 normalized, and c i is the coefficient vector for x i to be represented by other data points. The non-zero entries in c i indicate that the corresponding points are from the same subspace that x i belongs to. For example, c ij = 0 denotes that x i and x j are from the same subspace. Δ q is the norm function of Δ, where q is 0, 1 and 2 standing for 0 , 1 and 2 norm regularization.
A. Sparse Subspace Clustering (SSC)
SSC finds a sparse representation c i of each data point x i by solving the 1 optimization problem of
where θ is a balance parameter, and x i − Xc i 2 measures the similarity between x i and Xc i when noise exists in data sets.
can be generated as a sparse representation of all the data points. An affinity matrix W is obtained by
where elements in |C| are the absolute values of those in C, and |C| T is the transpose of |C|. Then the spectral clustering [24] is applied to W to get the clustering labels.
B. Sparse Subspace Clustering by Orthogonal Matching Pursuit (OMP-SSC)
In OMP, another data point x j (s.t. j = i) that has the largest absolute inner product with the current residual (r) will be added to the neighbor set of x i . Then x i is iteratively projected onto the span of its current neighbors so as to update the residual until k neighbors of x i is found or the residual is small enough. OMP-SSC solves the problem of
where k is the number of neighbors of x i . OMP-SSC accelerates SSC by adopting OMP to find the sparse representation.
III. RCOMP-SSC

A. Intuition Definition 1 (connection):
A connection is formed from x i to x j (s.t. j = i) when x i chooses x j as its neighbor. The connection is an out-degree connection for x i , while an in-degree connection for x j .
OMP-SSC only takes the k out-degree connections of each data point into consideration. However, the clustering result relies on the structure of W rather than C in (3), which computes not only out-degree connections (|C|) but also in-degree connections (|C| T ). It can be derived from the Definition 1 that the total number of out-degree connections is the same as that Compute the c i . 7: end for 8: Set C = [c 1 , c 2 , . . ., c N ] . 9: Compute W in (3). 10: Apply spectral clustering on W . Output: Clustering labels.
of in-degree connections, which is
As ω is constant, when some data points gain more in-degree connections since they are chosen as others' neighbors for more times, the other data points would possess few in-degree connections. Data points with few connections may not be clustered right. Therefore, it is necessary to obtain roughly equal number of connections among data points so as to get a correct clustering result of all data points.
Moreover, a subspace is grouped if any two data points in the subspace is connected by a couple of points which belong to the same subspace [24] . It indicates that a data point can be clustered correctly as long as it has a connection to the right group. There are 2ω connections in total formed in the process of OMP, but not all of them are necessary or effective. Excessive connections of one point will weaken the space detection property (SDP) [25] of the similarity matrix, which will lead to a decrease of the clustering accuracy. Therefore, we consider restricting the number of connections that each data point possesses.
B. Algorithm
We restrict the number of connections of each data point to λ during the first iteration of OMP, and the algorithm is named as RCOMP-SSC. In practice, we only take the first in-degree and the first out-degree connections into consideration since they have the largest coefficients and the rest are insignificant in contrast. Discarding the connections with negligible coefficients relaxes the limit on selecting neighbors and reduces the computational time. The whole procedure of RCOMP-SSC is shown in Algorithm 1.
Definition 2 (control matrix): Given a dataset
, m ij is the control coefficient which is applied to updating the inner products of x i (or its residuals) and x j (s.t. j = i) so as to control the neighbor selection.
OMP selects x j that has the largest absolute inner product with x i as the first neighbor of x i , so that we can control the selection by controlling the inner product of x i and {x j s.t. j = i} (Algorithm 2). We present a N × N control matrix (M ) to realize RCOMP by updating the inner products (p)
Algorithm 2: Control Matrix Framework of RCOMP.
Input: Output: x j , the updated M , s and r.
with the corresponding entries of M as shown in (6) . The number of available connections of x j (s j ) decreases when a new connection is formed (step 6). The number of connections reaches the limit when s j reduces to 0. Then x j can not be chosen as the neighbor of other data points anymore (step 9).
C. Analysis
The sparse solution of a point x i ∈ S i is not unique since it can be represented by the combination of any d i linearly independent points from S i [17] . Therefore, we can still get a sparse representation of x i even if we change the points that OMP chooses. After adding a O(N 2 ) restricting connections step, the computational complexity of RCOMP is O(kDN 2 ), remaining the same as OMP.
If there are enough candidates for the later data points to choose as neighbors, the restriction of RCOMP would not worsen the clustering results. As a consequence, λ is related to the size of the dataset. The larger the dataset, the smaller the λ. In particular, when λ = 2, the RCOMP would form a linear structure among data points (Fig. 1.Right) . Generally, we set λ = 2 for ordinary data sets, while λ = 3 for small data sets in our algorithm.
In RCOMP, a data point cannot connect with the point whose number of connections reaches λ, it has to switch to other points with fewer connections. Thus RCOMP enriches the connections for those data points which are less connected in OMP. As shown in Fig. 1 ., where the total number of connections is the same, RCOMP tends to own more data points whose number of connections is more than one (green points). The dotted points can not be connected again (λ = 2).
Furthermore, when the subspaces are not disjoint or there is noise, OMP may form many wrong connections with the data points (X 0 = {x j } in (7)) which are near the intersections between subspaces. In contrast, RCOMP allows only 2 (λ = 2) connections of one data point, so that there would be at most 2 wrong connections of each data point in X 0 . Therefore, the restriction of RCOMP enhances its robustness against noise.
Notice that OMP selects neighbors by the value of inner products, which is updated by M . Therefore, other strategies for neighbour selection can be implemented on the framework of control matrix M by simply updating the control coefficients of it. For instance, setting the ith column of M to be zero drops the ith data point just as AOMP-SSC does.
IV. EXPERIMENTS
In this section, we firstly verify our theoretical analysis of RCOMP-SSC on the synthetic data in comparison with OMP-SSC and SSC. Then we evaluate the performance of RCOMP-SSC on different kinds of computer vision applications, i.e., handwritten digits and human face clustering.
A. Synthetic Experiments
We randomly generate n = 3 subspaces of dimension d = 6 in 40-D ambient space [26] , under which SSC and OMP-SSC display good performance. There are 10 to 500 data points in each subspace. We restrict the number of connections of each data point λ = 2 for RCOMP-SSC to verify our analysis in Section III. All the experiments are run with 100 trails. Fig. 2(a) shows that RCOMP-SSC outperforms OMP-SSC under different iteration times. After 3 times iterations, both RCOMP-SSC and OMP-SSC become stable in accuracy. For this reason, we choose iteration times k = 3 for the following experiments.
1) Iteration Times (degree):
2) Accuracy, NMI, and Connectivity: Normalized Mutual Information (NMI) quantifies the amount of information obtained by the clustering results compared with the ground-truth [27] , [28] . Connectivity is defined as the second smallest eigenvalue λ 2 of the normalized Laplacian
is the degree matrix [29] . All of the three algorithms display good performance in accuracy when there is no noise. And RCOMP-SSC exceeds OMP-SSC at the presence of noise (noise rate = 0.8) in Fig. 2(b) . Similar results in NMI are shown in Fig. 2(c) . RCOMP-SSC has larger connectivity than OMP-SSC, with or without noise. This is consistent with the analysis in Fig. 1 . More importantly, as the data density grows, there are more and more data points near the intersections of subspaces. As a consequence, OMP-SSC suffers from an accuracy decline, while RCOMP-SSC keeps good performance. Therefore, we come to a conclusion that RCOMP-SSC is more robust than OMP-SSC in large and noisy data sets, which is verified again in experiments B&C. Moreover, RCOMP-SSC achieves better performance over SSC in the next two real-world data sets.
3) Accuracy at Different Noise Rate: In order to test the performance of RCOMP-SSC at different rates of noise, we set noise rates various from 0 to 0.9 with 200 data points of each subspace. Fig. 2(e) shows that RCOMP-SSC outperforms OMP-SSC at various rates of noise.
4) Computational Time:
Although SSC outperforms RCOMP-SSC in terms of accuracy and connectivity, RCOMP-SSC is orders magnitude faster than SSC as shown in Fig. 2(f) . Along with Fig. 2(b) , it is showed that RCOMP-SSC improves the accuracy of OMP-SSC while increasing little time.
B. Handwritten Digits Images Segmentation
In order to evaluate the performance of RCOMP-SSC when clustering subspaces with different densities of data points, we use Usps, a handwritten 0-9 digits database of 8-bit grayscale images. There are 1100 images for each digit, from which we randomly choose {200, 400, 600, 800, 1000}. All the images are projected to dimension 200 using PCA. We set iteration times k = 3 and the number of restricted connections of each data point λ = 2 since the data set is large. The number of subspaces we choose is 5. After 100 times trials, the results of accuracy and computational time are shown in Table I . RCOMP-SSC outperforms others in terms of accuracy under different density of the data points in subspaces. It shows the robustness of RCOMP-SSC in various sizes of data sets. Moreover, RCOMP-SSC is significantly faster than the other clustering methods (except for OMP-SSC), which makes it preferable for large-size tasks.
C. Face Image Clustering
In this experiment, in order to evaluate the performance of RCOMP-SSC when clustering different numbers of subspaces, we test our algorithm on the Extended Yale B (EYaleB) data set [30] , which consists of frontal human face images of 38 individuals under 64 different illumination conditions. The size of each image is down sampled to 48 × 42 pixels. We randomly pick n ∈ {5, 10, 20, 30, 38} individuals with all the images of each. We set the iteration times k = 5 and restrict the number of connections of each data point λ = 3 since there are only 64 data points in each subspace. The results shown in Table II (100 trials/n) demonstrates that our approach obtains higher clustering accuracy with the increase of subspace number compared with other clustering methods.
V. CONCLUSION
We propose a noise-robust RCOMP-SSC algorithm to restrict the number of connections of each data point within the framework of control matrix we develop. RCOMP enriches the connections for those data points that are less connected in OMP and alleviates the effects of data points near the intersections of subspaces. Our theoretic analysis and experiments on synthetic data and different tasks of computer vision show that RCOMP-SSC is more accurate and efficient than other clustering methods, while increasing little computational time compared with OMP-SSC.
