Solution Methods for Re-entrant Corners in Elliptic Partial Differential Equations by Williams, David Paul
SOLUTION METHODS FOR RE-ENTRANT CORNERS IN 
ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 
By 
DAVID PAUL WILLIAMS 
Bachelor of Science 
Southeastern Oklahoma State University 
Durant, Oklahoma 
1978 
Submitted to the Faculty of the Graduate College 
of the Oklahoma State University 
in partial fulfillment of the requirements 
for the D-egree of 
MASTER OF SCIENCE 
May, 1983. 
lh"L"'1i 5 
11 '6 -:y 
W '7 ~d.~s 
c.,r· ~ 
SOLUTION METHODS FOR RE-ENTRANT CORNER 
ELLIPTIC PARTIAL DIFFERENTIAL EQUATION 
Thesis Approved: 
·j i 1153343 i 
ACKNOWLEDGMENTS 
I would like to thank the members of my committee, Dr. J. P. 
Chandler, Dr. D. D. Fisher, and Dr. G. E. Hedrick, for their assistance. 
I am indebted to Dr. Chandler for many interesting and informative 
discussions on a broad range of topics. 
iii 
TABLE OF CONTENTS 
Chapter 
I. OVERVIEW. 
II. ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 
Partial Differential Equations 
Classification of Second Order 
Equations ..... 
in Physical Systems . 
Partial Differential 
Boundary Conditions. 
Laplace's Equation . 
. . . . . . . 
III. FINITE DIFFERENCE METHODS FOR SOLVING ELLIPTIC PARTIAL 
·DIFFERENTIAL EQUATIONS ...... . 
Introduction ........... . 
The Discrete Solution Domain .. . 
The Difference Equati~n ..... . 
The System of Difference Equations . 
Solution Methods for the System of Difference 
Equations. . . . . . . . . . . . . . . . . . . 
Basic Iterative Methods: The Jacobi and 
Gauss-Seidel Methods ........•... 
Implementation of the Basic Iterative Methods .. 
Convergence of the Basic Iterative Methods 
IV. ACCELERATED ITERATIVE SOLUTION METHODS. 
Behavior of the Eigenvalues of the SOR Iteration 
Matrix ............ . 
Numerical Determination of the Optimum 
Overrelaxation Parameter ..... . 
Acceleration of Convergent Vector Sequences. 
The Multigrid Method ........... . 
V. RE-ENTRANT CORNERS IN ELLIPTIC PARTIAL DIFFERENTIAL 
EQUATIONS ................ . 
Determining the Form of the Solution . ·. 
The L-Shaped Region Problem. . . . . . . 
Motz's Method for Re-Entrant Corners .. 
Conformal Mapping for Re-Entrant Corners . 






























VI. RESULTS OF NUMERICAL EXPERIMENTS AND CONCLUSIONS. 61 
Performance Comparisons for Several Iterative 
Methods. . . . . . . . . . . . . . . . . . . . . . . . 61 
Analysis of the L-Shaped Region Problem. . . • . • . . 67 
The Multigrid Method for Re-Entrant Corners. . . . . . . 74 
The Behavior of .Motz's Method for the L-Shaped Region. . 76 
An Accurate Solution for the L-Shaped Region Problem 78 
Evaluation of Motz 1 s Method. . . . . . . . . . 82 
Conclusions and Suggestions for Further Study. . . . . . 91 
A SELECTED BIBLIOGRAPHY. . 93 
APPENDIXES . . . . . . . . 96 
.APPENDIX A - THE PROGRAM CORNER 




LIST OF TABLES 
Table 
I. Known and Experimental Values of the Dominant 
Eigenvalues of the J and GS Methods for the 
Test Problem . . . ..... . 
I I. Summary of Results for the Test Problem ... 
III. 
IV. 
Values of wb for the L-Shaped Region Problem 
Comparisons Between the Exact Solution and the 
SSOR/VA Solutions ......... . 
Uncorrected 






Motz SSOR/VA Solutions . . . . . . . . . . . 86 
VI. Comparisons Between the Exact Solution and the 41-Point 
Motz SSOR/VA Solutions . . . . . . . . . . . . • • 86 
vi 
LIST OF FIGURES 
Figure Page 
1. An Elliptic Problem with Mixed Neumann and Dirichlet 
Boundary Conditions . . . . . . . . . . . . . . 6 
2. A Parabolic Problem--Solution Propagating in Time . 6 
3. A Rectangular Grid Superimposed on the Solution Domain R. . 11 
4. An Improved Boundary Treatment--Grid Points Added at Inter-
sections with 3R. . . . . . 12 
5. Cells from a Rectangular Grid .. 
6. Computational Molecules for the Five- and Nine-Point 
Laplacians ......... . 
7. Neumann and Dirichlet Conditions .. 
8. Computational Molecules for Neumann Conditions .. 
9. A Uniform Grid on Domain S. 
10. A Gauss-Seidel or SOR Iteration 







(S(Gj) = .981). . . . . . . . . . . . 37 
12. Behavior of the Residual Vector for Gauss-Seidel Iterations 45 
13. The Interactions of a Three Grid System in a Multigrid 
System. . . . . . 46 
14. A Re-Entrant Corner . . 48 
15. The L-Shaped Region . 
16. A Uniform Grid Near a Re-Entrant Corner . 
17. Remote Points and Series Replacement Points 





19. Refined Grids Near a Re-Entrant Corner. . 63 
20. Behavior of the Residual Norms of the J, GS, SOR, and SSOR 
Methods for Young's Test Problem. . . . . . . 64 
vii 
Figure Page 
21. Behavior of the Error Norms of the J, GS, SOR, SSOR Methods 
for the Test Problem. . . . . . . . . . • . . . . . . 64 
22. The Solution Vector of the J Method After 100 Iterations. 66 
23. Behavior of the Residual Norms of the SOR, SSOR/VA, and 
Cycle-C Methods for the Test Problem ...•...•. 
24. Behavior of the Error Norms of the SOR, SSOR/VA, and Cycle-C 
68 
Methods for the Test Problem. . . . . . . . . . 69 
25. A Solution of the L-Shaped Region Problem Using SSOR/VA . 71 
26. Distribution of Values of a 73 
27. Distribution of Values of B 74 
28. Behavior of the Multigrid Cycle-C Method for the L-Shaped 
Region Problem. ~ . . . . . . . . . . . . . . . . . 75 
29. The 8- and 41-Point (Series) Patterns for Use with Motz's 
Method. . . . . . . . . . . . . . . . . . . . . . 77 
30. The Behavior of SSOR/VA and Motz's Method (8-Point 
Pattern) in Single Precision .......... . 
31. The Behavior of SSOR/VA and Motz's Method (41-Point 
Pattern) in Double Precision .......... . 
32. The Behavior of the Displacement Vector for SSOR/VA and 
Motz's Method (41-Point Pattern) ......... . 
33. Behavior of Residual Norms for Solutions with 8-Point 
Motz and SSOR/VA. . . . . . . . . . . . . . . . . . . 
34. Behavior of Residual Norms for Solutions with 41-Point 
Motz and SSOR/VA. . . . . . . . . . . . . . . . . . . 
35. The Variation in the Error Norm with h for the 8-Point, 
79 
. . . . 80 
. . . . 81 
. . . . 84 
85 
41-
Point, and Uncorrected Solutions. . . . . . . 87 
36. Uncorrected Solutions Along the Edge CD (Figure 25) for 
h = 1/2 through h = 1/64. . . . . . . . • . 89 
37. Motz 41-Point Solutions Along the Edge CD (Figure 25) for 




Re-entrant corners in systems governed by elliptic partial differ-
ential equations strongly affect finite.difference methods for 
determining solutions. A re-entrant corner is a boundary feature formed 
by intersecting line segments having an internal angle larger than TI 
radians. The accuracy and, in some instances, the convergence 
characteristics of numerical solution methods are degraded. In this 
thesis, several finite difference techniques are examined. A technique 
for restoring their accuracy is the subject of analysis and experiment, 
here. 
In Chapter II, necessary aspects of the theory of partial differ-
ential equations are presented: classification and boundary conditions. 
The focus there is on elliptic partial differential equations. Laplace's 
equation, which is elliptic, is introduced; it serves in the development 
and testing of the finite difference methods used here. 
Chapter III deals with the discrete problem: the formation of 
discrete analogues of the solution domain and elliptic differential 
operator. The discrete problem consists of a network of points and a 
system of difference equations. The effects of curved boundaries and 
boundary conditions on the process are discussed. In addition, the 
basic iterative methods for solving the system of difference equations, 
the Jacobi and Gauss-Seidel methods, are introduced. 
1 
Tec~niques for accelerating the basic iterative methods are 
discussed in Chapter IV. Analysis of the accuracy and convergence 
characteristics of the basic and accelerated methods is given. The 
accelerated methods studied include the successive overrelaxation 
method (SOR), the symmetric successive overrelaxation method (SSOR), 
and the multigrid method. Vector extrapolation is also examined as an 
acceleration technique. 
In Chapter V, re-entrant corners in problems governed by Laplace's 
equation are studied. Analysis shows that finite difference formula-
tions are invalid in the vicinity of re-entrant corners. Errors 
propagated from the region of the re-entrant corner by the finite 
difference method affect the entire solution. Motz's method for 
singular points in partial differential equations is developed for use 
in combination with finite difference methods when re-entrant corners 
are present. 
The results of several. numerical experiments are given in Chapter 
2 
VI. The various iterative techniques are used to solve a test problem 
in order that comparisons of their accuracy and convergence character-
istics can be made. Efficient methods are chosen and used to solve a 
problem having a single_ re-entrant corner: the L-shaped region problem. 
Numerical solutions are formed with and without the use of Motz's 
method. Analysis of the solutions shows to what extent the re-entrant 
corner affects solutions by finite difference methods and how effective 
Motz's method is in restoring accuracy. Conclusions from the findings 
of the experiments and suggestions for further investigations are also 
presented. 
CHAPTER II 
ELLIPTIC PARTIAL DIFFERENTIAL EQUATIONS 
Partial Differential Equations in 
Physical Systems 
Second order partial differential equations (PDEs) describe the 
behavior of many important physical systems. Among the systems are 
fluids, mechanical stress in solid structures, gravitational and electro-
static potentials, and wave phenomena. A solution for the PDE of a 
particular system depends on the configuration of the system. Thus, for 
a particular system a wide variety of solutions is possible. Much effort 
is expended in determining solutions of PDEs, both analytical and 
numerical solutions. With a solution, the underlying mechanisms of a 
system can be examined; its future behavior or the effects of a change 
of configuration can be predicted. In the forecasting of weather, a 
fluid flow problem, solutions are projected into the future. The design 
of airfoils requires an· understanding of the effects of small changes in 
shape on the behavior of the airfoils. Much computational effort goes 
into the solution of these two problems. 
Classification of Second Order Partial 
Differential Equations 
A technique for the classification of PDEs is useful. An appro-
priate solution method can be selected and general features of the 
3 
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behavior of the system can be determined. Consider the general second 
order equation in two dimensions. 
au + bu + cu = f (2 .1) xx xy yy 
with solution u(x,y) (4, 11, 19). The subscripts x and yin (2.1) 
indicate partial derivatives with respect to x or y. Thus, uxx indicates 
the second partial derivative with respect to x. The coefficients a, b, 
c, and f in (2.1) are all functions of x, y, u, u , and u . An equation 
x y 
cast in the form of (2.1) can be classified on the basis of the behavior 
of the coefficients a, b, and c. As the coefficients may vary spatially, 
an equation may change type over the domain on which it is defined. 
In a region where b2 - 4ac > 0, equation (2.1) is hyperbolic (19). 
Wave phenomena and supersonic flow problems are governed by hyperbolic 
equations. The wave equation, 
is hyperbolic. In the case of an ideal string vibrating without 
frictional losses, the terms uxx and utt are proportional to the 
tension and acceleration in string elements, respectively . 
. 2 . 
Where b - 4ac = 0, equation (2.1) is parabolic (19). Heat 
(2.2) 
conduction and diffusion in isotropic media are described by parabolic 
equations. The diffusion equation, 
= 0 (2.3) 
is parabolic. In (2.3), ut is a velocity term. It may represent a 
frictional, retarding force. Characteristic of parabolic systems is 
the propagation of a solution in time or space. 
In CJ. region where b2 - 4ac < O, an equation of the form (2.1) is 
elliptic (19). Systems in equilibrium are described by elliptic equa-
5 
tions: electrostatic and gravitational potentials, thermal equilibrium, 
and mechanical stress. Laplace's equation for potentials is elliptic, 
- 0 . (2.4) 
The Laplacian differential operator occurs frequently, 
v2 = (2.5) 
For the remaining discussion, equations will be considered to be of 
one type only on the domain of the prob.lem. 
Boundary Conditions 
A problem to be solved is specified by the differential equation, 
the domain of the solution, and the conditions imposed on the solution 
on the boundary of the solution domain. The boundary conditions may 
specify the value of the solution there, the normal derivative of the 
solution, ~~ , or combinations of the solution value and normal 
derivative. On a segment of the boundary where the solution only is 
specified, Dirichlet conditions exist; Neumann conditions occur where 
the normal derivative alone is specified. If both the value and normal 
derivative are specified on a segment, then Cauchy conditions are in 
effect there (19). 
Elliptic problems require a closed, stationary boundary with static 
boundary conditions. In contrast, hyperbolic and parabolic problems may 
have open boundaries or moving boundaries, and boundary conditions that 
change with time. Figure 1 depicts an elliptic problem; Figure 2 
depicts a parabolic problem. 
Figure 1. An Elliptic Problem With Mixed Neumann 
and Dirichlet Boundary Conditions 
R 
1--------------1 t = 1 
Ku = b u(l,t) = h(t) 
t = 0 
A u(x,O) = f(x) B 
x: = 0 x = 1 
Figure 2. A Parabolic Problem--Solution Propagating in Time 
6 
7 
The elliptic problem has Dirichlet conditions ori the boundary 
segment AB and Neumann conditions on the segment AC. On AB, the solution 
is given by the function g(x,y). On AC, the normal derivative is given 
by h (x ,y), 
au au au an = ax cos a + Cly sin a = h(x,y) . 
The angle a is formed by the x-axis of the problem and the normal 
vector n on AC. It is convenient to summarize the conditions of the 
boundary of R, as 
Au(x,y) = ¢(x,y) 
The system of Figure 1 attains some equilibrium configuration on the 
domain R according to the elliptic equation Lu = f. 
The initial value of the solution of the parabolic problem of 
Figure 2 (t = 0) is given by f(x). The solution propagates in time 
(2.6) 
(2. 7) 
according to the equation Ku = b and the boundary conditions given by 
g(t) on the line x = 0 and h(t) on x = 1. 
The solution of an elliptic problem is uniquely determined by 
Dirichlet or Neumann conditions, alone, or by a combination of Dirichlet 
and Neumann conditions as in Figure 1. Cauchy conditions are overly 
restrictive for elliptic problems and may rule out solutions altogether 
(19). 
Laplace's Equation 
Electrostatic and gravitational potentials and temperature 




Sources of the potentials or temperature distributions are kept outside 
the solution domain. The related Poisson equation, 
v2u = f (2.9) 
takes into consideration sources within the solution domain. 
Solutions for Laplace 1 s and Poisson 1 s equations contain information 
about vector fields that is often the object of a solution attempt. If 
u(x,y) is an electrostatic potential, the electric field is given by 
E = - vu (2.10) 
where 
"- A d A d V=i-+j-ax ay · 
The vectors i and j are unit vectors in the x- and y- directions, 
respectively (15). 
Solutions for Laplace 1 s equation have two important properties to 
consider here~ The maximum and minimum values of the solution occur 
on the boundary of the solution domain. Also, the solution is harmonic. 
That is, complex transformations of the solution and solution domain 
produce functions that are, in turn, solutions of Laplace 1 s equation (19). 
Transformations can be used to simplify problems having complicated 
geometries. 
CHAPTER I I I 
FINITE DIFFERENCE METHODS FOR SOLVING ELLIPTIC 
PARTIAL DIFFERENTIAL EQUATIONS 
Introduction 
Finite difference methods are important tools for the solution of 
PDEs. Problems that will not yield to analytical techniques can be 
solved with finite difference methods. The tools of analysis are 
supplanted by the ability of a computer to perform elementary operations 
rapidly. The finite difference approach seeks an economical solution for 
a system of difference equations that approximates the behavior of a 
PDE on some solution domain. Solution of the system is easily adapted 
to the use of high speed digital computers. 
Finite difference methods can be classified according to the type 
of problem to be solved. There are methods specific to elliptic, 
parabolic, and hyperbolic problems. 
Among the first to discuss the use of finite difference methods and 
to identify techniques specific to the different types of problems was 
Richardson (4) in 1910. He identified methods for elliptic and parabolic 
problems and presented a solution for a problem of stress in an earthen 
dam based on those methods. In a 1925 paper, Richardson (25) 
characterized propagation and equilibrium problems as 11 marching 11 and 
11 jury 11 problems, respectively. The solution is 11 marched 11 out from the 
9 
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boundary _in a propagation problem; the boundary parts of an equilibrium 
problem sit in 11 judgment 11 of solution values within the solution domain. 
Another important paper in the development of finite difference 
methods was released in 1928 by Courrant, Friedrichs, and Lewy (9). 
Their work covered techniques for elliptic and hyperbolic problems. 
The 1938 paper by Shortley and Weller (27) dealt with solution methods 
for Laplace's equation. In it, extrapolation methods were proposed to 
speed the solution of the system of difference equations. 
The Discrete Solution Domain 
The finite difference solution consists of discrete points that are 
representative of the continuous solution. These are usually arranged 
on the solution domain in some regular grid; uniform triangles, rectan-
gl es, or hexagons a re the ce 11 s of the network. For co'llven i ence, a grid 
is usually formed of rectangular or square cells. Consider the domain 
R of Figure 3 with a grid o.f rectangular cells superimposed. A grid 
point P in R with coordinates (x,y) can be located in a number of ways; 
if numbered, the row and column of the grid point can serve. Thus, a 
value in the discrete solution at point (x,y) can be represented as 
u(x,y) = u(ih,jk) ~ uij ( 3. 1) 
where hand k are the dimensions of the grid cells. Grids vJith square 
cells are used most commonly (h = k). Here, they are called uniform 
grids. 
A set of points uij making up the discrete solution will be called 
the solution vector and will be designated 11. As will be seen in 
coming discussions, a method for storing the solution vector in 
computer memory is needed that wi 11 al 1 ow ready acces·s to a point u .. 
lJ 
and its immediate neighbors. The two-dimensional array of FORTRAN, 
whether simulated or used as it exists, is a storage scheme which will 
allow such access. For a solution domain that has an irregular shape, 
such as the one of Figure 3, a system of pointers wi 11 be necessary to 












0 1 2 3 4 5 6 i 
Figure 3. A Rectangular Grid Superimposed on 
the Solution Domain R 
u .. 
lJ 
The mesh of Figure 3 has few grid points that coincide with the 
boundary of R, 8R. Then, R is being misrepresented and information 
supplied by the boundary is lost. The boundary should be represented 
as closely as is possible to insure that the final solution has the 
most accuracy attainable (4) (11). 
11 
Figure 4 shows a boundary segment, AB, that is represented more 
closely by the solution grid. Auxiliary points are added to the solu-
tion grid where grid lines intersect the boundary. The penalty for 
adding the auxiliary points is a more complicated storage scheme in 
the computer implementation; the distance from each auxiliary point to 
the adjacent grid point must be stored. 
A 
Figure 4. An Improved Boundary 
Treatment--Grid Points 
Added at Intersections 
With aR 
The Difference Equation 
Now that the solution domain, R, has been made discrete, the 
partial differential equation whose solution is sought there must be 
made discrete. Assume that the PDE with differential operator L, 
12 
L u(x,y) = f(x,y) (3.2) 
13 
is to be solved on R with the conditions 
L u(x,y) = ¢(x,y) (3.3) 
on the boundary, 3R. Some discrete analogue of the differential operator, 
L, is needed which, when applied to the points of the discrete solution, 
closely approximates the behavior of L applied to the continuous 
solution. 
For the remainder of this discussion L will be the Laplacian 
operator 
(3.4) 
The discrete operator will approximate the behavior of the Laplacian. 
Consider the grid of Figure 5. It is a portion of the grid of Figure 3, 
having spacing h and k. Taylor series expansions of the solution u(x,y) 
at the grid points adjacent to the point (x,y) can be used to develop 
approximations for the derivatives of the Laplacian operator, (3.4) (11). 
The expansion for u(x+h,y) is 
u(x+h,y) 
2 2 3 3 
= u + h ~ + .b_ ~ + .b_ ~ + O(h4) 3x 2! 3x2 3! 3x3 (3.5) 
with all terms of the expansion evaluated at (x,y). The expansion for 
u(x-h,y) is similar 
u(x-h,y) 
2 2 3 3 
= u - h l!! + .b_ ~ - .b_ ~ + O(h4) . 3x 2! 3x2 3! 3x3 
Adding the two together gives a difference equation for the second 













i-1 i i+l 
Figure 5. Cells From a 
Rectangular Grid 
14 
a2u 1 2 
- 2 = 2 (u(x-h,y) - 2u(x,y) + u(x+h,y)) + O(h ) • (3.7) 
ax x,y h 
Terms with odd powers of h cancel. 
Written in the notation of grid points, the expression becomes 
1 . 2 
= ~2 (u. 1 . - 2u .. + u.+1 .) + O(h) . 
• . h 1- J lJ , J 1 ,J 
(3.8) 
The second derivative in y follows the same development 
a2u 1 2 
- 2 = - 2 (u .. 1 - 2u .. + u. ·+i) + O(k ) . ~y k lJ- lJ lJ 
0 i ,j 
(3.9) 
Dropping the terms O(h2) and O(k2), equations (3.8) and (3.9) become the 
finite difference approximations for the second derivatives of Laplace's 
equation. The deleted terms are the trurication error of the two 
approximations. 
15 
The most common choice for the cells of a grid is a square (h=k). 
Then, equations (3.8) and (3.9) combine conveniently to form the finite 
difference representation of the Laplacian 
2 1 2 v u I . . = 2 ( u. 1 . + u. +l . + u. . 1 + u .. +l - 4u .. ) + o ( h ) • ( 3 .10) lJ h. 1- J 1 J lJ- lJ lJ 
This is the important five-point Laplacian difference operator. Near a 
curved boundary, as in Figure 4, equations (3.8) through (3.10) will 
not suffice. The centered difference equations must be replaced with 
less accurate formulas that take into consideration the unequal 
spacing of the auxiliary points (4) (11). No problem will be considered 
here with curved boundaries. 
Higher order approximation formulas (larger powers of h in the 
truncation term) can be obtained by including more grid points in the 
difference equations (11). A rotation of (3.10) to make use of the 
points of rr/4, 3rr/4, ... ' 7n/4 in Figure (3.3) gives 
2 v u I · . x 1 J 
1 
= ~2 (ui+l j+l + ui-1 j+l + ui+l j-1 + ui-1 j-1 2h 
2 
- 4u . . ) + 0 ( h ) . lJ 
No apparent improvement· in the order of the truncation is made. 
(3.11) 
A judicious combination of (3.10) and (3.11), however, can produce 
a difference equation with truncation O(h6) for Laplace's equation, 
v2u(x,y) = f(x,y) (3.12) 
when the solution is harmonic, and O(h2)· in other circumstances. 
Weighting (3.10) and (3.11) properly causes truncation terms through 
16 
O(h5) to vanish (11). The result is the nine-point difference operator 
given by 
or 
_ 1 n2 + £ n2 
v(9) - 3 vx 3 v 
1 
v(9) = ~2 (ui+l j+l + ui-1 j+l + ui+l j-1 + ui-1 j-1 + 6h . 
4(u. 1 . + u.+l· + u .. 1 + u .. +1) - 20u .. ). 1- J l J lJ- lJ lJ 
(3.13) 
(3.14) 
Schematic representations of (3.10) and (3.14), computational molecules, 
are given in Figure 6. 
u .. lJ 
2 
v 





Figure 6. Computational Molecules 
for the Five- and Nine-
Point Laplacians 
17 
The finite difference representations of other differential 
operators can be built up using the methods demonstrated here. Sources 
for other finite difference operators are (1) and (11). 
Dirichlet and Neumann conditions must be considered in the 
formation of difference equations on or near the boundary of the 
solution domain. Figure 7 shows a boundary segment, AC, with Dirichlet 
conditions on BC and Neumann conditions on AB. Dirichlet conditions 
are easily dealt with; a grid point falling on BC is assigned a per-
manent value based on the function that specifies the Dirichlet 
conditions. The value may enter into other difference equations, but 
no different equation applies at its location. 




Treating Neumann conditions can be quite involved (4) (11). A 
difference equation is required where Neumann conditions hold, but points 
may be missing that are required for the centered differences of 
equations (3.10) and (3.14). In Figure 7 the normal derivative is 
given by 
au au + ~ si·n an = ax- cos e ay e = g (3.15) 
where 8 is the angle between the normal vector and the x-axis. For a 
particular point the terms in e and g can be computed and saved. Taylor 
series expansions involving adjacent points can be used to give the 
derivatives in x and y. · Enough information can be derived from equation 
(3.15) to make up for missing points. 
The problems considered here have two elements that simplify the 
treatment of Neumann points: g is everywhere zero and e is either 0, 
TI/2, TI, or 3TI/2. Then, for Neumann points the requirements become 
au 0, e = 0, TI -= ax 
or (3.16) 
au 0, Cly = e = TI/2, 3TI/2 
The Taylor series of equations (3.5) and (3.6) can be combined to form 
a centered difference approximation for the x-derivative of (3.16), 
au I 1 ( ) ( 2) ax ij = 2h ui+lj - ui-lj + 0 h . (3.17) 
When (3.17) is used at a Neumann point on the boundary one of the values 
on the right will correspond to a point that is not in the solution 
domain. That does not prevent the detennination of a value that will 
satisfy (3.17). Since the derivative is zero (3.17) becomes 
19 
3 U·+l· = u. 1 . + O(h ) • l J 1- J (3.18) 
For the y-derivative, a similar procedure gives 
3 
u. ·+1 = u. . 1 + 0 ( h ) . lJ lJ- (3.19) 
The boundary, then, serves to mirror the solution; the missing value is 
the same as the value on the opposite side of the boundary. With this 
information, difference equations can be constructed at Neumann points. 
Suppose that e = 0 for some Neumann point at location (i,j). The 
point (i+l,j) will not be in the solution domain. Equation (3.10) will 
take the form 
2 1 Vu! .. = - 2 (2u. 1 . + u1.J.+l + u .. 1 - 4u .. ) + O(h) • lJ h 1- J lJ- lJ (3.20) 
The modification of the tru.ncation term is discussed ·in (11). 
Figure 8 gives the computational molecules of the difference 
equations that would be used for a problem with the Neumann conditions 
of equation (3.16) on all of the boundary. 
e = n/2 
. 8 = TI e = o 
e = 3n/2 
Figure 8. Computational Molecules for 
Neumann Conditions 
The System of Difference Equations 
The difference equations of the previous section provide a frame-
work in which a discrete solution can be determined. To determine an 
approximate solution for Laplace's equation on domain R, 
20 
2 . 
V u(x,y) = 0, (3.21) 
we can require that the five-point (or nine-point) Laplacian difference 
equation, (3.10), satisfy 
2 v u .. = 0 lJ 
for each point of a uniform grid on R. The truncation term is dropped 
and the discrete solution satisfies 
21 
1 
- 2 ( u. 1 . + u. 1 . + u .. +l + u. . 1 - 4u .. ) = O h ,_ J 1+ J lJ lJ- lJ (3.22) 
for each grid point that is not a boundary point expressing Dirichlet 
conditions. 
Consider the square domain of Figure (3.7), S, where Laplace's 
equation is to be solved. There are Dirichlet conditions on the 
boundary, and a uniform grid with spacing h = 1/3 is placed on S. 
j 













0 1 2 3 
Figure 9. A Uniform Grid on Domain S 
The solution isunknown for the four central points only; these 
will form the solution vector, u. Writing equation (3.22) for each of 
the four points gives a system of four equations in four unknowns of 
the form 
- -
Au = b. (3.23) 
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The syst~m, with the components ~ of u ordered by rows, is 
-4 1 1 0 ull -uOl - ulO 
1 -4 D 1 u21 
= 
-u20 - U31 (3.24) 
1 0 -4 1 u12 -u02 - u13 
0 1· 1 -4 u22 -u23 - U32 
~ 
The right-hand side of (3.24), b, reflects the Dirichlet conditions 
of the problem. The coefficient matrix, A, reflects in its rows the 
relationship between a component of the solution vector and its 
immediate neighbors in the solution grid. Note that A is symmetric as 
a result of the ordering of the components of the solution vector. Other 
orderings also exist which will cause A to be symmetric. 
Writing the system of difference equations for other problems is 
little different. Neumann conditions add components to the solution 
vector that require modified difference equations. The size of the 
coefficient matrix is very $ensitive to the number or components in the 
solution vector. 
If h is reduced to 1/32, the grid of Figure 9 would have 961 
interior points. There would be 923,521 entries in A. Of these, 4,681 
would be non-zero; 841 ~quations would have non-zero elements, 116 
would have four non-zero elements~ and four would have three non-zero 
elements. 
Coefficient matrices tend to be highly sparse, that is, zeros 
predominate as coefficients. In computer implementations, the 
coefficient matrix is not stored at all,_ or the non-zero coefficients 
only are stored. 
Solution Methods for the System 
of Difference Equations 
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The determination of the approximate solution of the PDE now depends 
on the solution of a linear system. A number of methods can be used and 
many computer implementations exist. There are two categories of methods: 
direct and iterative. 
A direct method involves the algebraic manipulation of a linear 
system to determine its solution. Gaussian elimination is commonly 
used. Solving sparse systems directly requires complicated routines 
for storage management in computer implementations. Symmetry in the 
linear system or banding, the clustering of elements along diagonals, 
can be exploited to simplify the solution process. Systems resulting 
from the finite difference process with regular grids are often 
symmetric and are generally banded (11). The program package ITPACK2B 
contains routines written in FORTRAN for the direct solution of systems 
resulting from the discretization of elliptic problems (18). 
An iterative method produces a vector sequence that converges to 
the solution of a problem as the number of iterations approaches infinity. 
An iterate is generally produced by multiplying the previous iterate by 
a matrix that is some function of the coefficient matrix of the linear 
system. An iterate deemed a sufficiently accurate solution estimate 
is selected after some number of iterations. Iterative methods for 
solving the sparse systems generated here require only enough storage 
for the solution vector and boundary values. The matrix mulitplications 
require numbers of additions and multiplications proportional to N 
rather than N2 for a solution vector with N components. Sophisticated 
acceleration schemes can be applied to the iterative processes to 
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enhance their performance. Iterative methods will be considered 
exclusively, here. 
Basic Iterative Solution Methods: 
The Jacobi and Gauss-
s·ei del Methods 
In solving the linear system of order N, 
;::,. ::.. 
Au = b (3.23) 
an iterative method produces the sequence 
:::..o :..1 ~n 
u ' u ' ••• ' u ' (3.25) 
The vector ti0 is some initial ·solution estimate. The limit of the 
sequence is :U. An iterate tn is produced by a function of n, A, b, 
and some number of the previous iterates; a method of order k involves 
the previous k iterates (4) (32): 
;:,..n ~ ~n-1 ::>.n-k) 
u = F(A, b, n, u , ••• , u • (3.26) 
The most common methods have no dependence on n (they are stationary), 
they are of order k=l, and they are linear in tn-l. For these methods, 
equation (3.26) becomes 
(3. 27) 
A general linear, stationary iterative method can be written as 
tn = G un-l + ~n (3.28) 
:::... :..n 
where G is a matrix that depends on A and b. The vector r also depends 
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~ :::,. -1::,,... 
on A and b. Using the relation u = A b, equation (3.28) can be 
rewritten to give the error at each iteration, 
;:,..n ::... ~n G ::..en-1 e = u - u = (3.29) 
or 
(3.30) 
~ For the iterative scheme of (3.28) to converge to the solution, u, we 
must have 
::::..n 0 e -+ as n -+ 00 • (3.31) 
This implies 
(3.32) 
The condition (3.32) is crucial, and it must be predictable from 
the structure of G. It will be examined more closely in the following 
sections. 
To describe the basic iterative methods it is convenient to 
partition A. The three matrices L, D, and U formed from the elements 
of A below ·the diagonal, on the diagonal, and above the diagonal, 
respectively, with zeros elsewhere give the partitioned representation 
L + D + U. It is also convenient to adopt a single subscript in 
referring to the components of the solution vector, numbering them 
from 1 to N. 
::::.n-1 For the Jacobi (J) method, each component of u is allowed a 
displacement in order to satisfy one of the equations of the linear 
system. The displaced components make up un; they are given by 
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n -1( n-1 u . = a . . l: aJ. k u k + b . ) 
J JJ kij J (3.33) 
where a .. is an element of A. The desired effect of the displacements lJ 
is an iterate that better approximates the solution, tr. Equation (3.33) 
can be rewritten in matrix form as (32): 
(3.34) 
The requirement that D-l exist is satisfied since the diagonal elements 
of A are all non-zero (from equation (3.22)). Although the J method 
is not used as a solution method, its behavior is the basis for the 
selection of parameters for more sophisticated methods. 
The Gauss-Seidel (GS) method uses a strategy similar to that of the 
J method. As soon as a component of un is determined, though, it is 
used to help determine the remaining components of tn. Component j is 
given by 
-1 j-1 u~ = a. . ( l: 
J JJ k=l 
N n-1 
ajk u~ + E ajk uk + b.) k=j+l J (3.35) 
In matrix form this becomes 
tn = KUun-l + Ko- 1b" (3.36) 
where 
K = (I - Lf l 
The matrix I is the identity matri_x. The matrix (I - L) is non-singular 
since all the diagonal entries are non-zero and the matrix is lower 
triangular (32). 
There is one important difference between the J and GS methods 
to note here. The order of the difference equations in the system 
Atr = b is immaterial for the J method; the sequence of values for a 
::.. .::::.. particular grid location will be the same whether Au = b or a shuffled 
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version of the system is used. This same statement can not be made 
for the GS method; the sequence of values at a particular location will 
change as the order of the difference equations changes. 
The successive overrelaxation (SOR) method involves a slight 
modification of the GS method. Each displacement of a component of 
tn-l is weighted before it is used to producetn. The weighting factor 
or overrelaxation parameter, w, is in the range 
1 < w < 2 • (3.37) 
Defining uj to be the result of (3.35), the basic operation of the 
.!:>.n GS method, the components of u are given by 
n n-1 (-n n-J) u.=u. +wu.-u .. 
J J J J 
For w = 1, the SOR method reduces to the GS method. 
representation of SOR is 
tn = M(I - w(U - I))un-l +MD-lb 
where 
) -1 M = (I - wl . 
The matrix 
SOR shares the sensitivity of the GS method to the order of the 
(3.38) 
(3.39) 
components of the solution vector (32). For an optimal choice of w, 
SOR is far superior to the J and GS methods for solving the system of 
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(3.23). The choice of the overrelaxation parameter is discussed in 
Chapter IV. 
Implementation of the Basic 
Iterative Methods 
Figure 10 shows a uniform grid on domain S; there are Dirichlet 
conditions on the boundary. The solution methods of the previous 
section can be easily implemented for such a problem. As noted earlier, 
the two-dimensional array of FORTRAN can be used to store the values of 
solution components and boundary values and maintain the organization 
imposed by the grid. 
- old component 
x - new component 
- boundary value 
Figure 10. A Gauss-Seidel or 
SOR Iteration 
:::.n-1 Let.the array contain the components of u . For component j, 
designate the values at the four nearest grid points uA, u8 , uc, and 
u0; as many as two of the values can be boundary values. 
The equations that govern the J and GS method, (3.33) and (3.35), 
can be written explicitly from the difference equation (3.21). For 
the J method a component of tn is given by 
29 
(3.40) 
There is no plac~ to put the new component in the single array so a 
duplicate array is needed. An iteration of the J method involves 
performing (3.40) for all values of j. The uses of the two arrays 
interchange for the next iteration. 
.::..n .::..n-1 For the GS method, components of u replace components of u as 
they become available; old values of uA' ... , u0 are replaced with new 
ones. It is natural, then, to use a single array and put the new 
values of components in p 1 a.ce of the o 1 d va 1 ues. During the course of 
a GS iteration parts of the old and new iterate will be contained in 
storage. The GS method requires the choice of some order for the 
components. The results of an iteration are not independent. Figure 
10 shows a GS iteration where the order is by rows. Modifying a GS 
iteration according to (3.38) gives an SOR iteration. 
A varient of SOR is the symmetric successive overrelaxation 
method (SSOR). An iteration consists of an SOR sweep of the solution 
components in order followed by an SOR sweep of the components in 
reverse order. The primary advantage of SSOR is that its iteration 
matrix is symmetric (32). 
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Convergence of the Basic Iterative Methods 
As noted earlier, the behavior of Gn for increasing n determines 
~n the convergence of the error sequence, e . Some idea of the convergence 
characteristics of the J, GS, and SOR methods is needed before proceeding. 
The three iteration matrices, Gj' Gg, and Gs for the J, GS, and SOR 
methods, respectively, each have performances determined by their eigen-
value spectra (32). The eigenvalue spectrum of a square matrix B of 
order N consists of the set of all A. such that 
l 
::::. ::::.. BV. = A.V. 
l l l (3.41) 
:::... 
is satisfied; the v. are eigenvectors of B. There are N eigenvalues 
1 
of B; some may be complex and a single value may be repeated. 
The spectral radius of B, S(B), is defined by 




The eigenvalue corresponding to S(B) is the dominant eigenvalue of B. 
For large N, it is difficult to determine the eigenvalue spectrum of 
B; S(B) can be determined indirectly, though. 
A necessary and sufficient condition for Gn + 0 (also ~n + 0) as 
n + 00 is S(G) < 1 (32). Thus, the spectral radii of Gj' Gg' and Gs 
must be less than one for the J, GS, and SOR methods to converge for a 
particular problem. 
A norm is a useful measure of the convergence of a vector sequence. 
I ~n For some norm a, I • II a , a vector sequence u is convergent if and only 
if 
. II t' - un II a + 0 as n + 00 • (3.43) 
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A norm that is easily computed is 
:::... N 
!lull= ( ~ lui l)/N. (3.44) 
i=l 
Then, ll=en Ila-+ 0 as n increases (32). The improvement in the solution 
estimate made by a single iteration can be gauged by the ratio 
(3.45) 
This ratio approaches the spectral radius of the iteration matrix, S(G) 
as n increases. It often serves as an estimate of S(G) (4) (32). 
Young (32) uses a measure he calls the assymptotic rate of convergence, 
R(G) = - log S(G), (3.46) 
which can be estimated using (3.45). 
Only in artificial situations is en available. during the computa-
~ . tion of u, hence, the ratio (3.45) must be determined indirectly. 
~n The displacement vector, d , given by 
. ~n ~ 
should approach zero as u approaches u. An operation common to the J, 
GS, and SOR methods is that of equation (3.40). A residual vector, ..:rn, 
whose components are given by 
(3.48) 
is another displacement measure. :::.n It, also, should approach zero as u 
converges. It can be shown (4) that the displacement and residual 
vectors have behavior similar to that of the error vector. The 
sequence of residual vectors is given by 
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(3.49) 
Either of the two ratios, lldn II /lldn-lll or ll~nll!ll~n-l 11, can be 
used in place of (3.45) to determine S(G). 
The requirement for the convergence of a general iterative method 
has been described, S(G) < 1. No general criteria have been offered to 
determine which systems of difference equations will produce iteration 
matrices that fulfill this requirement. The coefficient matrix, A, that 
results when the five-point Laplacian difference equation is written for 
a uniform grid has properties that guarantee that S(G) will be less than 
one for the J, GS, and SOR methods. First, A has weak diagonal 
dominance, that is, 
I a .. I 11 i = 1, 2, ... , N, (3.50) 
and 
la .. J >L: Ja .. J 11 lJ 
for at least one i. This is assured by the form of the Laplacian 
equation (3.22). The diagonal entry of each row is -4, and the sum of 
the remaining elements is never more than 4. Second, A is irreducible. 
This follows from the grid structure; the components of the solution 
vector are all interrelated. 
;,,,,. ;,,,,. 
No subsystem of Au = b can be solved 
independently. With these two properties for A it follows that S(G) 
is less than one for the three methods (4) (11) (32). 
Young (32) has described an important property found among many of 
the coefficient matrices that results when the discrete problem is formed. 
It has been mentioned that the GS and SOR methods produce sequences of 
iterates that are different for the different orderings of the difference 
equations that make up the linear system. Young's observations limit 
the consideration that must be given to the order of the difference 
equations. 
The Property (A) that Young describes assures that for each 
"consistent" ordering of the coefficient matrix the eigen values of 
the iteration matrix, Gg or Gsor' will be the same. This means that 
every consistently ordered system for a particular problem will have 
the same convergence characteristics when the GS method is used. The 
same will be true when SOR is used. 
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The matrix A has Property (A) if and only if there exists a permuta-
tion matrix P such that P-1AP has the form 
(3.51) 
where o1 and o2 are square diagonal matrices and H and K are rectangular 
matrices. Consistent orderings can be formed for any matrix having 
Property (A) (32). If A is symmetric and has Property (A) then the 
eigenvalues of G. are real and occur in pairs (positive and negative 
J 
values) (4). Also, the eigenvalues of the SSOR iteration matrix are 
rea 1. 
With the assurance that the spectra of Gg and Gs are invariant, 
relations can be formed between the eigenvalues of Gj' Gg' and Gs. 
For an eigenvalue µof Gj there is a corresponding eigenvalue A of 
Gs. The two are related by 
(A+ w - 1)2 = wµ2 A (3.52) 
where w is the overrelaxation parameter (4) (11) (32). For w = 1, the 
GS method, the eigenvalues are related by 
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A = .µ2 • (3.53) 
Equations (3.52) and (3.53) can serve to relate spectral radii. The 
implication of (3.53) is that the GS method converges at twice the rate 
of the J method (from (3.46)). 
Assuming that S(G) is known for the J or GS method for a particular 
problem, then the optimum value of w, wb' can be determined. It is 
chosen to minimize S(Gs). In terms of S(Gj), wb is given by (4) (11) 
(3.54) 
If the value of S(Gj) is given for a problem, the relative effectiveness 
of the J, GS, and SOR methods can be demonstrated. If S(Gj) is .980, 
S(Gg) will be .960, and S(Gs) is .668. Comparing the assymptotic 
convergence rates of convergence, the GS method is 2.02 times as fast 
as the J method, and SOR is 20.0 times as fast. 
Discussion of the determination of wb for SOR will be given in the 
next chapter. 
CHAPTER IV 
ACCELERATED ITERATIVE SOLUTION METHODS 
Techniques for accelerating the convergence of the basic iterative 
solutions have been developed over the last 30 years. These techniques 
include methods to reduce the value of S(G), and the use of extra-
polation in order to skip unnecessary iterations. The methods dis~ussed 
here include SOR, symmetric SOR, vector Aitken acceleration, and the 
multigrid method. 
Behavior of the Eigenvalues of the 
SOR Iteration Matrix 
Because SOR with the optimum value of w is the basic iteration for 
a number of accelerated methods, much study has gone into the deter-
mination of that value. Although there are relations between the 
eigenvalues of the SOR, GS, and J iteration matrices and wb' those 
eigenvalues are, in practice, difficult to obtain. Any error in 
determining the dominant eigenvalue for the J or GS matrices, and 
consequently in wb' can seriously degrade the performance of SOR. 
Solving the equation relating eigenvalues, 
2 2 2 (A + w - 1) = w µ A , 
for A, the dominant eigenvalue of G , in terms of w, the dominant 
s 





for 1 ~ w ~ wb (4). For wb ~ w < 2, A is given by 
A = w - 1. (4.2) 
The eigenvalues of Gs lie along the positive real axis for w = 1 (the 
GS method). As w increases, eigenvalues migrate onto a circle with 
radius w - 1 centered about the origin in the complex domain. When 
w = wb' all eigenvalues lie on the circle. Equation (4.1) is no longer 
appropriate since the circle continues to expand. ·For w > wb all the 
eigenvalues are complex and lie on the circle (11) .(14). 
,. 
A graph of S(G2) versus w using (4.1) and (4.2) illustrates the 
sensitivity of SOR to the choice of w. Figure 11 shows the relation for 
S(Gj) = µ = .981. The line AB, a reflection of BC, is useful for 
evaluating the effects of errors in an estimate of wb ; wa and we will 
correspond to the points A and C. Clearly, an estimate that falls in 
the interval [wa' ~] wil 1 cause a larger value of S(Gs) than an estimate 
falling in [wb' we]. Gross errors should result in underestimates 
due to the steeper slope of BC as opposed to the curve on [1, wa]. 
Graphs of S(Gs) in (8) indicate that the interval [wa' we] becomes shorter 
as S(Gj) approaches 1 making the choice of wb more critical. 
Numerical Determination of the Optimum 
Overrelaxation Parameter 
Determining the dominant eigenvalue of either G. or G accurately J g . 
is of the first importance in determining wb. There are two environ-














Figure 11. The Dependence of the Spectral Radius for SOR on w 





with no change in the iteration matrix; a range of unrelated problems 
is encountered. 
In the first case an exhaustive effort to determine wb might be 
justified. In the second, a solution produced with a poor choice of wb 
might be less costly than a modest effort to determine wb. 
All methods employ one of the vector sequences produced by the 
iteration scheme. Here, the residual vector defined in Chapter III is 
used. The most important characteristic of the sequence is 
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(4.3) 
for iteration matrix G. · 
Most of the techniques discussed here are variations on the power 
method (17). Assume that matrix B (order N) has eigenvalues Ai and 
eigenvectors xi; the eigenvalues are ordered so that A1 is dominant and 
AN is smallest. 
:...Q . Multiplying an arbitrary vector v by B k times gives 
(4.4) 
where the ci are constants. 
If IA1 j is greater than jA2 1 and k is sufficiently large, then (4.4) 
can be reduced to 
(4.5) 
Some vector norm can be used to extract A1, 
(4.6) 
Therefore, the use of (4.3) to determine S(G) is equivalent to the power 
method with the iteration matrix replacing B. 
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A hindrance in the use of ( 4. 3) is the fact the ·two eigenvalues with 
the largest magnitude for Gj and Gg (A1 and A2 in (4.4)) have magnitudes 
that differ only slightly (8). Then, many iterations are required before 
(4.4) applies. The sequence Pn in (4.2) is slowly convergent, but a 
process like Aitken extrapolation can be used to skip many iterations 
and resolve the dominant eigenvalue (8). Using the ratios of (4.2), 
an Aitken extrapolation is given by (2) 
(4.6) (P - 2P l + P 2) n n- n-
The extrapolated value, P, can be used as an estimate of S(G). 
Acceleration through the use of Chebyshev polynomials is also possible 
for the power method (13). 
A simple method for determining wb requires 15 to 20 SOR iterations 
with wb set to one (a GS iteration); equation (4.6) is used with ratios 
from the last three iterations to determine S(G ). Then, with results 
. g 
from the previous chapter, wb is given by 
w = b 2/(1 + /1 - S(Gg) ) . ( 4. 7) 
Carre (8) presents an iterative method for determining wb that 
operates while SOR iterations are conducted. A value w0 is used as an 
initial estimate of wb. Ten to 15 iterations are allowed, and (4.6) is 
used to determine A, the dominant eigenvalue of Gs corresponding to w0. 
Then, a combination of (3.52) and (3.53) is used, 
(4.8) 
The new estimate of wb' wi' is used for several iterations, and (4.6) 
and (4.8) are used again. As the method proceeds wi will approach wb 
40 
and may ~xceed it. Carre includes a mechanism that assures that wb will 
not be exceeded. 
The method involving equations (4.6) and (4.7) was used here to 
determine wb. This was done once for each of the iteration matrices 
used. One hundred iterations were usually sufficient to determine wb 
to four digits. 
Acceleration of Convergent Vector Sequences 
A number of methods exist for speeding the convergence of the 
vector sequences produced by iterative methods such as SOR. These use 
combinations of several iterates to produce an improved solution, 
skipping many iterations in the process. Some of the most recent 
methods include Chebyshev semi-iterative techniques (12) (14) (32) and 
conjugate gradient techniques (14) (17) (22). These are typically used 
with SOR or SSOR iterations (33). 
The method used here i? vector Aitken accelerati·on adapted to 
vector sequences. 2 In a 1937 paper, Aitken presents his o -process for 
accelerating the determination eigenvalues and eigenvectors (2). The 
extrapolation of equation (4.6) is applied to the eigenvalue sequence 
and to corresponding components of the eigenvector sequence. An 
assumption is made that each component of the eigenvector sequence is 
convergent. This may not be true for the initial iterations and 
following extrapolations. Then, applying (4.6) may produce absurd 
values for some components of the new iterate. A modified vector Aitken 
method is due to Jennings (16) (17). An extrapolation factor, s, is 
produced that is a composite of the tendencies of the individual compo-
nents. 




s = (Pn-2 + pn-l)T (Pn-1 _ Pn) 
(Pn-2 + pn-l)T (Pn~2 _ 2pn-1 + Pn) (4.10) 
Two additional constraints can limit the effects that fluctuations in a 
few component produce: upper and lower limits can be placed on s to 
prevent absurd extrapolatiuns, and extrapolation can be postponed until 
the last two iteratesare closely aligned. The angle e between the last 
two iterates can be determined from 
(~P-n)T ~pn-1 = qn qn-l cos e (4.11) 
~n ~n-1 
where qn and qn-l are the lengths of P and P , respectively. 
If cos e is close to one, then an extrapolation can be allowed. The 
routine VAITK written by Dr. J. P. Chandler of the Computing and 
Information Sciences Department of Oklahoma State University uses 
Jenning's method and employs the constraints mentioned above. It is 
included in Appendix A as part of the program CORNER. 
The modified Aitken acceleration can be used for sequences 
generated by matrices with real eigenvalues. Then, the J, GS, and SSOR 
methods are candidates for Aitken acceleration. 
The Multigrid Method 
The multigrid method is a recent development in finite difference 
methods due to Brandt (5) (6) (7). The performance of multigrid 
methods exceeds that of the most recent accelerated iterative methods. 
The method used here is the Cycle-C algorithm that appears in (6). It 
is intended for elliptic problems. 
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A practice that speeds the convergence of iterative methods is the 
n-1 use of a collection of n grids with spacing h, 2h, 4h, ... , 2 h. A 
solution is obtained on each grid to prescribed accuracy, and interpola-
tion is used to fill in values missing in the next grid. The solution 
is eventually governed by the rate of convergence on the fine grid, but 
most of the initial work required to build up a solution is bypassed. 
An iteration on a coarse grid requires roughly one fourth the effort 
required on the next finest grid. 
This process is inverted in the Cycle-C algorithm: iterations begin 
on the solution grid and then proceed to coarser grids. The multigrid 
philosophy encompasses the range of errors that occurs in a problem: 
there are error components that have short wavelengths (on the order of 
h) and there are components that span the solution domain. The short 
wavelength components represent local roughness of the solution; the 
longer components result from the slow propagation of boundary values 
into the solution domain. 
On the finest grid, error components with wavelength 2h or less 
can be damped effectively by GS iterations. The magnitudes of the 
components can be reduced by an order of magnitude with just a few 
iterations. Due to the limited range of the five-point Laplacian 
difference equation, longer components are essentially unaffected. If 
coarser grids are used, though, GS iterations can damp the longer 
components. 
Rather than computing the solution on coarse grids, corrections 
are calculated. If the system to be solved is 
~ ~ Au = b, (4.10) 
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:::..n the GS method will produce the sequence u . Defining the residual 
vector ~n, 
:..n :::...n :::...n-1 
r = u - u (4.11) 
~n the vector u satisfies 
:::..n ::::.. '!>..n Au = b - r . (4.12) 
Combining equations (4.10) gives 
(4.13) 
. ~n Defining the correction v , 
~n .:::.. :::...n 
v = u - u (4.14) 
( 4 .13) becomes 
A:::...n :::...n v = r . (4.15) 
Assume that there is a system of grids numbered 1 though k with 
. h 2h 2k-lh. spacing , , ... , If the short wavelength components are 
smoothed on grid 1, the residual will be free of that error and the 
system (4.15) can be solved economically on grid 2. The same steps can 
be taken in solving (4.15) on grid 2: short wavelength components are 
damped and an equation similar to (4.15) is formed and solved on grid 3. 
The process can be extended through grid k. Whenever a solution on a 
coarse grid meets some convergence criterion it is interpolated and 
added to the next finest grid as a correction. 
It becomes necessary to define solution vectors and residual vectors 
for each grid. ::..n For grid k the residual and solution vectors are rk and 
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Fig~re 12 shows the behavior of the residual vector for several GS 
iterations on grid k. The initial steep slope reflects the reduction 
of short wavelength error components. The initial rapid progress 
towards a solution abates as long wavelength error components begin to 
dominate. A parameter n can be used to govern the jump to a coarser 
grid. If two successive residuals obey 
(4.16) 
then the system of (4.15) should be formed and solved on grid k+l. 
If the residual norm on grid k becomes less than some fraction 8 of 
the last residual norm on grid k-1, the correction of grid k can be 
interpolated and added to the solution of grid k-1. Typical values 
for n and o are .7 and .2, respectively. 
Figure 13 shows the interactions of a three level grid system. 
The right-hand side of the system (4.15) must be stored; it accounts 
for the duplicate grids at ~ach level. The difference equation (3.22) 
becomes 
1 
- 2 ( u. 1 . + u. +l . + u . . 1 + u . . 1 - 4u .. ) = r .. h l - J l J lJ+ lJ- lJ lJ (4.17) 
The extra grid on level- 1 can be employed for solutions of Poisson's 
equation, (2.9). The term r .. in (4.17) is replaced by h2f ... lJ lJ 
A Cycle-C multi grid routine, VBOUND, is included in Appendix B. 
It can be used to solve Laplace's equation or Poisson's equation on a 
region with irregular boundaries; a uniform square mesJi approximates 
the region. 
iteration 
slope = n 
slope = n 
log ii r 11 
Figure 12. Behavior of the Residual Vector for 
Gauss-Seidel Iterations 
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Solution/Correction Right-Hand Side 
A B 
A B 
A - Interpolation and Addition of Corrections 
B - Calculation of residuals 








RE-ENTRANT CORNERS IN ELLIPTIC PARTIAL 
DIFFERENTIAL EQUATIONS 
Determining the Form of the Solution 
For the general elliptic equation, (2.1), posed on some domain S, 
au + bu + cu f 
xx xy yy (2.1) 
the solution has a singularity wherever the coefficients a, b, c, and 
f are singular or discontinuous, and where boundary features cause 
derivatives of the solution to be undefined (4). A common singularity 
arises in elliptic problems when the boundary makes a discontinuous 
change of direction that forms an internal angle of greater than TI 
radians. This feature is called a re-entrant corner. In Figure 14, 
the boundary of domain S changes direction at 0, the origin of a 
rectangular coordinate system. The internal angle formed by the segments 
AO and OB, a, is greater than TI. 
Re-entrant corners cause finite difference methods to produce 
results that contain error greater than that which can be attributed to 
discretization. It is useful in studying re-entrant corners to determine 
the functional dependences of a solution in its vicinity given some 
idealized problem. Laplace's equation affords a representative study 






Figure 14. A Re-entrant Corner 
Writing Laplace's equation in polar coordinates simp1ifie5 the 
analysis of the solution near the re-entrant corner of Figure 14 (15). 
It becomes 
2 2 ( l .1__ + _a - + 1_ _a - ) u ( rl e) = o • 
r ar ar2 r2 382 
Assuming that u is made up of separate functions in r and e, 
u(r,e) = R(r) T(e), 
(5.1) 
(5.2) 
equation (5.1) reduces to two related second order ordinary differential 
equations (15): 
2 





General solutions are 
R(r) = arc + br-c (5.5) 
and 
T(e) = A cos (ce) + B sin (ce) (5.6) 
Since u(r,e) must be defined at the corner (r = 0), we can choose to 
have c > 0 and b = 0. Then (5.5) becomes 
R(r) = arc . (5.7) 
Particular solutions can be determined from the conditions on 
u(r,e) on the boundary of s, as. If u is zero on as (Dirichlet 
conditions), then requiring that T(e) vanish there satisfies that 
condition. Setting A to zero and letting c have the values 
c = 0, n/a, 2n/a, 3n/a, ... 
causes T to vanish on as. The solution becomes 
00 




A constant can be added to (5.9) if u is to have some constant value 
on as. 
For Neumann conditions, the normal derivative on as is au;ae. If 
the normal derivative is to vanish on as, then setting B to zero and 
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allowing c to have the values in (5.8) will satisfy that requirement. 
The solution becomes 
00 
u(r,e) = E anrnTI/a cos (nTI8/a) . 
n=l 
(5.10) 
For each of the solutions, the exponent of the first term in r is 
TI/a. Taking the first derivative with respect to r as in (5.1) the 
exponent becomes n/a - 1. If a is greater than TI then both derivatives 
in r in (5.10) are undefined at the corner 0 (r = 0). 
Implicit in the development of the finite difference methods of 
Chapter III is the requirement that derivatives of the solution through 
a specified order exist and that they be continuous over all of the 
solution domain. For the development of the five-point approximation 
of the Laplacian operator, equation (3.10), the solution must be three 
times continuously differentiable (11). Since the solutions given by 
(5.9) and (5.10) are not differentiable at the re-entrant corner, the 
five-point approximation is· invalid there. Its use at the corner intro-
duces error in excess of the expected O(h2) discretization error (4) (29). 
The L-Shaped Region Problem 
The effects of a re-entrant corner on the solution of Laplace's 
equation by finite difference methods can be studied conveniently for the 
region S of Figure 15. The coordinates of the vertices, A through F, are 
(-1,1), (1,1), (0,1), (0,0), (0,-1), and (-1,-1), respectively. All of 
the internal angles are either n/2 or 3n/2. The problem requires a 
solution of Laplace's equation on S subject to mixed boundary conditions. 
The solution has t;1e value -1 on ff and +l on BC. On AB, AF, CD, and 







Figure 15. The L-Shaped Region 
This is commonly called the L-shaped region problem; a related 
problem is the L-shaped membrane problem (11) (23). A physical system 
that corresponds to the problem described above is that of a conducting 
plate of the same shape with bar contact~ attached at BC and EF. The 
bar contacts are maintained at +1 volt and -1 volt. The solution of 
the problem describes the electrostatic potential (voltage) on the 
surface of the plate. The electric field at the surface of the plate 
can be determined from the potential. Written in polar coordinates, 
the electric field has a dependence on the first derivative of the 
solution with respect to r. Thus, at the re-entrant ·corner, the 
electric field becomes undefined (from (5.9) and (5.10)). 
At the re-entrant corner, point D, a is 3TI/2. The expansion of 
equation (5.10) applies in the vicinity of the corner due to the 
Neumann conditions on CD and DE. It can be rewritten as 
00 
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u(r,e) = L a r2n/3 cos (2ne/3) 
n=O n 
(5.11) 
The solution in this form can be used to determine the truncation error 
in the five-point approximation of the Laplacian near the singularity. 
Figure 16 shows a uniform grid with spacing h in the vicinity of 
the re-entrant corner. The expected truncation error in the approxi-
mation at point P is O(h2), 
2 1 2 0 u = ~ (u + u + u + uJ - 4up) + O(h ) 
v p h2 D G H (5.12) 
(from (3.10)). Substituting the series expansion of the solution (5.11), 
for each value appearing on the right of (5.12) demonstrates that the 
truncation error is not O(h2) (29) 
(5.13) 
The same truncation error occurs at point N in Figure 16. The symmetry 
in the placement of the values making up the five-point approximation 
at point D substantially reduces the truncation error, 
2 -2 ) ( -2/3) 
'iJ UD = h (uM + UN + Up + Uq -4uD + 0 h + 
(5.14) 
Thus, the Laplacian is poorly represented by finite difference 
approximations near the re-entrant corner. From (5.13) and (5.14) 
an unusual finding is that the truncation error increases as the 
solution grid is refined (h grows small). 
H 
G p J 
N D 0 
M 
h{ 
Figure 16. A Uniform Grid Near a 
Re-Entrant Corner 
The error in the solution near the singularity is not as serious 
as that in the approximation of the Laplacian. For Laplace's equation, 
(5.13) can be rewritten for up in termi of the surrounding points, 
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- 1 ) 2/3 ( 4/3 up - 4 (u0 + uG + uH + uJ + O(h ) +oh ) + ... (5.15) 
The truncation error in u0 has the leading term O(h4/ 3). The truncation 
error in the solution is large compared to that at points some distance 
from the re-entrant corner. Solution iterations spread this error over 
the entire solution domain; the re-entrant corner pollutes the whole 
solution. 
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There are methods for restoring the accuracy of the solution. These 
use some sort of special treatment in the region about the re-entrant 
corner, or they seek to restate the problem in a way that eliminates the 
re-entrant corner altogether. Near the corner, the analytical form of 
the solution can be used (when it is known), or a finer grid can be 
employed. 
Motz 1 s Method for Re-Entrant Corners 
When the analytical form of the solution is known near a re-entrant 
corner or any other type of singularity, it can be incorporated into a 
finite difference solution method. Such modified methods are due to 
Motz (20) and Woods (31); the methods are applied by Reid and Walsh (23) 
and Whiteman (30). The method considered here is the one due to Motz. 
The form of the solution of Laplace 1 s equation near a re-entrant 
corner is given by one of (5.9) and (5.10). Thus, the solution of 
Laplace 1 s equation can serve to test and develop Motz 1 s method. 
Returning to the L-shaped region problem, the solution near the re-
entrant corner is given by equation (5.10). The coefficients, an, are 
not given, though they can be determined from the continuous solution. 
Making the assumption that values of the discrete solution some distance 
away from the corner are exact, approximation for the first few coeffi-
cients can be determined. Equation (5.10) must be truncated after k 
terms and k remote values of the discrete solution must be selected in 




for each .remote value, uj. The coefficients cjn depend on the 
coordinates of u., (r.,e.), 
J J J 




Defining the vector n made up of remote values and the vector b made 
. r 
up of the coefficients, bn, the system 
~ :> Cb= u (5.18) 
r 
results from writing (5.16) for each uj. The system of (5.18) can be 
> 
solved directly or iteratively for the vector of coefficients, b. 
Figur~ 17 shows the grid points near the re-entrant corner of 
Figure 15. The truncated series used to give the solution value at each 
grid point within a distanced of the corner (23), 
k-1 




The coefficients dmn depend.on the coordinates of um' 
dmn = rm2n/3 cos (2nem/3). 
Defining the vector us of series replacement values, the system 
,,. ~ 




results when (5.19) is written for each um; D is not necessarily a 
square matrix. Values at grid points farther than d from the re-entrant 
corner, outside the arc in Figure 17, are candidates for components of 
Motz's method has been presented as if an accurate solution exists. 
In practice, the steps outlined here must be used at each iteration. 
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The vector of series values approaches the correct solution with each 
> iteration causing the vector of finite difference values, u , to approach 
r 
the correct solution, in turn. Information flows in two directions 
across the boundary between the series process and the finite difference 
process. The vector us is built up from information propagated from 
> distant boundaries by the finite difference process. Values of ur 
that are linked to values oft by the five-point approximation, (5.12), s . 
are prevented from seeking the erroneous values of the uncorrected 
solution. > They influence the remaining points of ur through the 
iteration process. 
- components of us 
- choices for components of ur 
Figure 17. Remote Points and Series 
Replace~ent Points 
It is important to note that the matrices C and D of (5.18) and 
(5.21) do not change from iteration to iteration. The matrix C can be 
put in a form that requires only O(k2) operations to determine b from 
a new ur as opposed to O(k3) operations if C changes. The routines 
DECOMP and SOLVE from (10) provide this economy. An iteration of the 
hybrid method involves a sweep with SOR or some other method followed 
by the determination of b and u5 • 
Conformal Mapping for Re-entrant Corners 
As mentioned in Chapter II, complex transformations, conformal 
mappings, can be used to simplify the geometry of problems with 
complicated features. Also, a solution of Laplace 1 s equation for the 
transformed problem is a solution of the original problem when it is 
transformed to the original setting. Thus, conformal mappings can be 
used to eliminate re-entrant corners and dispense with the need for a 
special treatment near a corner (23) (28) (29) (30). 
For the L-shaped region of Figure 15, a useful mapping is 
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w = z213 _ (5.22) 
Domains wand z are given by z = (x + iy) and w = (t + iv). The corner 
formed by segments CD and DE is eliminated. Figure 18 shows the 
transformed region; the vertices are labeled so that they correspond 
to the vertices of the L-shaped region. Only the segments CD and DE 
are lines in the transformed problem; all other segments become curves. 
The potential problem described earlier for the L-shaped region 
can be solved on the domain of Figure 18. The boundary conditions of 
the original problem apply to the transformed problem segment by 
58 
segment: Dirichlet conditions on BC and EF, Neumann conditions elsewhere. 




E D c 
Figure 18. Tranformed L-Shaped Region 
Several complications are introduced by the conformal mapping of 
(5.22). The curved boundaries of transformed solution domain require 
the use of irregular grids near the boundary in the finite difference 
process. The accuracy of the solution can be reduced (4) (11) (23). 
The Neumann conditions are particularly troublesome. Complicated 
interpolation schemes are required to implement them (4) (11). If the 
solution is to be used in the z domain the inverse mapping 
z = w3/2 (5.23) 
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can be used or points in the z domain can be transformed using (5.22). 
In either case, an interpolation scheme with accuracy equivalent to that 
of the solution must be used. 
For a general re-entrant corner with internal angle a = ~Im the 
form of (5.22) becomes 
(5.24) 
for z in polar coordinates. 
Grid Refinement 
The largest truncation term for the L-shaped region problem is 
O(h213); it occurs at points adjacent to the re-entrant corner. The 
truncation error there can be made to approach the O(h4) error that 
exists at points far removed from the re-entrant corner. If a fine 
grid is used near the re-entrant corner, its spacing, hd' must approach 
h6 to give the desired truncation error. 
The use of such a grid must be restricted to the immediate neigh-
borhood of the re-entrant ~orner in order to keep storage to a minimum. 
It must be used in concert with coarser solution grid. By using a. 
collection of grids with spacing h/2, h/4, ... , hd' the solution grid 
can be connected to the fine grid. Figure 19 shows such a grid system. 
The multigrid method can be adapted to use refined grids near a 
re-entrant corner. The grids can be fixed in place (5) or they can be 
generated as needed (6) (7). The adaptive multigrfd process requires 
sophisticated routines for sensing error and managing the collection of 
grids. Near a feature such as a re-entrant corner as many as 20 grids 
might be used (7). 
~~ ~ 
~-
Figure 19. Refined Grids Near a 
Re-Entrant Corner 
Here, grid refinement is used in conjunction with extrapolation 
to produce an accurate solution for the L-shaped region problem. As 
h goes to zero, solutions produced with finite difference methods 
approach the actual solution. By using a sequence of spacings, a 
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convergent sequence of solutions can be produced. Aitken extrapolation 
can be used to give an estimate of the limit. ·Here, the sequence 
h, h/2, h/4, ..• (5.25) 
is used. 
CHAPTER VI 
RESULTS OF NUMERICAL EXPERIMENTS AND CONCLUSIONS 
Performance Comparisons for Several 
Iterative Methods 
Young's test problem (32) is an excellent means for comparing the 
iterative methods developed here. The dominant eigenvalues of the 
iteration matrices of the J and GS methods are known, hence, the 
optimum value of w can be determined for the SOR and SSOR methods. 
The test problem requires the solution of Laplace's equation on a 
square with sides oflengthn. There are Dirichlet conditions on the 
boundary of the square. The solution is set to zero on the boundary; 
the initial solution estimate is everywhere one. After each iteration 
of a particular method, the solution estimate serves as the error for 
the iteration since the solution must be everywhere zero. 
The dominant eigenvalue of Gj is given by 
µ = cos (h) (6.1) 
where h is the spacing of a uniform grid on the square (4) (11). Then, 
the dominant eigenvalue for G9 is 
A = cos 2(h) (6.2) 
from (3.53). Equation (4.7) for the optimum w becomes 
wb = 2/(1 + sin (h)) (6.3) 
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Figure 20 shows the behavior of the residual vectors produced by 
the J, GS, SOR, and SSOR methods over 50 iterations for the test problem. 
The grid spacing is h = n/32. The norm of equation (3.44) is used as 
a measure of the residual vectors. The logarithm of the norm is plotted 
versus the iteration number in order to make its behavior visible over 
several orders of magnitude. Iterations of the SSOR method are counted 
as two iterations of the SOR method. 
In Figure 20, the GS and J methods rapidly become asymptotic and 
exhibit the slow convergence predicted earlier. The lines representing 
the GS and J methods eventually cross. The SOR and SSOR methods make 
large initial reductions of their solution vectors towards zero. Once 
they become asymptotic they demonstrate superior performance in reducing 
the residuals to zero. The value of wb used for SOR and SSOR iterations 
is 1.821465 (from equation (6.3)). 
Figure 21 shows the behavior of the error (solution) vectors over 
50 iterations for the problem described above~ Again, SOR and SSOR 
demonstrate superior convergence characteristics. From Figures 20 and 
21, it is evident that SOR is a better solution method than SSOR. The 
symmetric iteration matrix of the SSOR method requires a performance 
sacrifice (32). 
Table I gives comparisons between the knwon values of the dominant 
eigenvalues of the J and GS iteration matrices and experimentally 
determined values for the test problem. The experimental values are 
determined from the residual norm by using equations (4.3) and (4.6), 
Aitken extrapolation. The experimental values are given after 20 
iterations and 100 iterations; the values of wb they would give are 
included in the table. It is apparent that the GS method affords better 
estimates of wb than the J method. 
iteration 





Figure 20. Behavior of the Residual Norms of the J, GS, SOR, and 












Figure 21. Behavior of the Error Norms of the J, GS, SOR, and SSOR 
Methods for the Test Problem (h = TI/32) 
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TABLE I 
KNOWN AND EXPERIMENTAL VALUES OF THE 
DOMINANT EIGENVALUES FOR THE J AND 
GS METHODS FOR THE TEST PROBLEM 
J GS 
Known S(G) . 9951847 .9903926 
( (Jjb) (1.821465) ( 1. 821465) 
S(G) from 20 iterations .9820577 .9808125 
(wb) (1. 682679) ( 1. 756668) 
S(G) from 100 iterations .9924346 .9894568 
(wb) (1. 781302) (1.813763) 
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Figure 22 shows the general characteristics of the iterates produced 
by the J, GS, and SSOR methods in a solution of the test problem. The 
sharp edges of the initial solution estimate are smoothed and the 
iterates take on a "pillow" shape. The solution tapers from a central 
maximum to zero on the boundary. For SOR, the maximum is skewed away 
from the center. The J and GS methods are particularly good at smoothing 
iterates. If their iterates are normalized to one following each 
iteration, they approach the function 
f(x,y) =sin (x) sin (y), (6.3) 
an eigenfunction of the Laplacian differential operator. 
The value of the central maximum of an iterate after a specified 
number of iterations is an additional indication of its effectiveness. 
The values range from .907 for the J method to .545xl0-6 for SOR after 
100 iterations. The exact value is zero. 
y 
u = 0 
TI 
.907 
u = 0 
0 
------------------------------------------' 0 u = 0 TI 
Figure 22. The Solution Vector of the J Method After 100 




Figure 23 shows the residual norms of SOR, SSOR with vector Aitken 
acceleration (SSOR/VA), and the Cycle-C multigrid method. Dashed lines 
indicate extrapolations for SSOR/VA and coarse grid excursions for the 
multigrid method. The effort expended in coarse grid operations is 
measured according to iterations on the solution grid (identical to the 
SOR and SSOR grids). Figure 24 shows the error norms for the three 
methods. 
Clearly, the Cycle-C multi~rid method is superior to the SOR and 
SSOR/VA methods for the test problem. It meets its stopping criterion 
after the equivalent of 29 iterations. The SOR and SSOR/VA method 
show essentially the same performance over 100 iterations. 
Table II gives a summary of the results for the test problem. 
Asymptotic rates of convergence, R(G), determined experimentally, are 
given for each method; 1actual rates are given when the dominant eigen-
value is known. Equation (3.46) is used to determine the rates. The 
value of the central maximum of the solution vector produced by each 
method is given, also. Each result is based on 100 iterations of the 
corresponding solution method (29 for the multigrid method). The 
exponential notation of FORTRAN is used in the table. 
The experiments with the test problem indicate that the Cycle-C 
multi grid method should be the first choice for a solution method. 
The SSOR/VA method should be the second choice. 
Analysis of the L-Shaped Region Problem 
When no re-entrant corner or other type of singularity is present, 
the error in individual components of a solution of Laplace's equation 








































Figure 23. Behavior of the Residual Norms of the SOR, SSOR/VA, and Cycle-C Methods for the Test 




































































Figure 24. Behavior of the Error Norms of the SOR, SSOR/VA, and Cycle-C Methods for the Test Problem 




actual solution at a grid point with coordinates (x,y) is u (x,y), the 
00 
value given by a finite difference so1ution can be written 
where hk is the spacing of a uniform grid (11). By producing solutions 
for several values of hk' the coefficients in (6.4) can be determined. 
TABLE II 
SUMMARY OF RESULTS FOR THE TEST PROBLEM 
R(G) R(G) 
max le. I Method (known) (experimental) 1 
J .2096309E-2 .3298102E-2 . 9069986EO 
GS . 4192613E-2 .4603162E-2 .6105773EO 
SOR .8541094E-1 .1306649EO .5452358E-6 
SSOR .5590545E-l .2024361E-2 
SSOR/VA .1520199EO .3419504E-7 
Cycle-C .2589699EO .2329918E-6 
The effect of a re-entrant corner on the accuracy of finite 
difference solutions can be gauged by seeking a relation of the form 
(6.4). If it has the same powers in h, then the re-entrant corner has 
little influence. 
Here, the L-shaped region problem of Chapter V is used to model the 
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Figure 25. A Solution of the L-Shaped Region Problem 
Using SSOR/VA (20 Graduations) 
7I 
from roughly 150 iterations of the SSOR/VA method; the segment AB has 
length 1.0 and h is 1/32. The solution is indicated by contours that 
range from -1.0 on EF to +l.O on BC in 20 graduations. The solution is 
zero on the line of symmetry AD. From the Neumann conditions on BAF 
and CDE, each contour is tangent to the boundary at points of inter-
section. 
The model used for the error in components of the solution is 
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(6.5) 
The terms in a and B are the dominant error terms. By producing 
solutions for the spacings h0, h1, h2, and h3 where hk = 2-kh0, 
approximate values for a and B can be determined. Assuming that the 
term in a is dominant, the term in B can be dropped from (6.5). Then, 
writing the resulting equation for h1, h2, and h3 gives 
(6.6) 
at point (x,y) (k = h3/h2). 
Solutions for h0 = 1/16 through h3 = 1/128 were produced in order 
to determine a and s. The residual norm for each solution was reduced 
to 10-14 b; using doubl.e precision in a FORTRAN program. 
Using (6.6) at points (x,y) where u1, u2, and u3 exist gives the 
di stri bu ti on of Figure 26. The segment AD is a line of symmetry for -
the distribution. Values of a range from 1.166 to 1.476. The greatest 
variance of values occurs about the re-entrant corner. The large 
n·umber of values in the range 1. 290 to 1 .. 383 and the previous analysis 
of the L-shaped region problem (Chapter V) suggests that a is 4/3. 
C D 
1--1.243 to 1.290 (77 points) 
2--1.290 to 1.282 (189 points) 
3--1.383 to 1.461 (115 points) 
4--1.166 to 1.476 (10 points) 
Figure 26. Distribution of Values of a 
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Using a = 4/3 and both of the terms of (6.5) in h, an expression 
for S can be derived, 
(6. 7) 
Applying (6.7) where u0 through u3 exist gives the distribution of 
Figure 27. The values range from 1.214 to 3.684. The largest number of 
values lie in the range 1.708 to 2.202 suggesting that Sis 2 or 6/3. 
Thus, it seems likely that the error components of the solution 
are given by 
(6.8) 
or O(h4/ 3). This is serious degradation of the accuracy normally 
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afforded .bY finite difference methods. One of the techniques developed 
in Chapter V should be used to reduce the influence of the re-entrant 
corner. 




1--1.214 to 1.708 (7 points) 
2--1. 708 to 2.202 (61 points) 
3--2.202 to 2.860 (19 points) 
4--2.820 to 3.684 (5 points) 
Figure 27. Distribution of Values of B 
The Multigrid Method for Re-Entrant Corners 
It was hoped that the multigrid method could be used to develop 
solutions for the L-shaped region problem due to its speed and economy. 
It was found, though, that a single re-entrant corner could completely 
disrupt the Cycle-C process. As a result, the multigrid method had to 
be abandoned. 
Figure 28 shows the behavior of the-residual norm produced by 
iterations on the finest grid (h = 1/32); dashed lines indicate coarse 
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Figure 28. Behavior of the Multigrid Cycle-C Method for the L-Shaped Region Problem 
(h = 1/32) 
'-! 
U1 
solution process enters a cyclic phase during which little progress is 
made. The operations on coarse grids to calculate corrections degrades 
to the point that large amounts of error are introduced into the 
solution on the fine grid. That error is quickly eliminated, but 
another coarse grid excursion reintroduces it. 
The Behavior of Motz's Method for the 
L-Shaped Region Problem 
Motz's method was used in conjunction with the SSOR/VA method in 
an attempt to restore the O(h2) discretization error when a re-entrant 
corner was present. The method was tested for accuracy and stability 
by using the L-shaped region problem with varying grid sizes. The use 
of extrapolation provided an additional test of stability. 
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Two sets of patterns of remote points and series replacement points 
were used. The simpler set of patterns involved 6 remote points and 
8 series points. The more complex set had 13 remote points and 41 
series points. The two sets are referred to as the 8-point and 41-point 
patterns, respectively. Figure 29 gives their organization. At the 
beginning of the forward and backward sweeps on an SSOR iteration, Motz's 
method was used to assign values to the series points. During an 
iteration, the series points were skipped. 
The results of experiments with single precision arithmetic 
demonstrate limitations of Motz's method. The combined method converges 
(SSOR/VA and Motz), but progress slows when Motz's method becomes the 
dominant source of error. This occurs when the displacements in the 
series values and the quantities that make up the series values vary 
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- series point 
x - remote point 
Figure 29. The 8- and 41-Point 
(Series) Patterns for 
Use with Motz's Method 
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vector ds made up of displacements in the series point vector, ~s' is 




Figure 30 shows the norm of d for the 8-point pattern and the residual 
s 
norm following the final vector Aitken extrapolation. 
The displacement vector exhibits similar behavior when double 
precision arithmetic (16 digit mantissa) is used. Figure 31 shows the 
displacement norm for the 41-point pattern and the residual norm 
following the final extrapolation. Figure 32 indicates that the norm of 
.;:.. 
ds exhibits the characteristics observed earlier in the error and 
residual norms produced by the SSOR/VA method. A minimum of 10 iterations 
occurs between extrapolations. 
An Accurate Solution for the L-Shaped 
Region Problem 
An accurate solution is needed to gauge the effectiveness of Motz's 
method. It must be free of the error induced by the re-entrant corner. 
By using vector extrapolation, the uncorrected solutions used earlier 
to determine the exponents of (6.5) can yield an accurate solution. 
As mentioned in Chapter V, grid refinement produces solutions that 
converge to the actual solution. An extrapolation scheme based on 
equation (6.5) can be used to determine the components of the actual 
solution. 
Solutions from grids with spacing h1 = 1/2 through h7 = 1/128 
(hk = hk_ 1/2) were used to test the effects of extrapolation. Aitken 
extrapolation, equation (4.6), was used with corresponding components 
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Figure 32. The Behavior of the Displacement 
Vector for SSOR/VA and Motz's 
Method {41-Point Pattern) 
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of the solutions for grids with spacing hk_ 2, hk-l' and hk. The resulting 
vector of extrapolated components had spacing hk_2. It was observed that 
an extrapolated solution for grid spacing hk_2 through hk gave accuracy 
exceeding that of a solution for grid spacing hk+2. Thus, the extrapo-
lated solution for h5 through h7 had accuracy exceeding that of a 
solution produced with a grid of spacing 1/512. This extrapolated 
solution was chosen for comparison with the results from Motz's method. 
Approximate values of wb were determined in producing the uncor-
rected solutions for the L-shaped region problem. They were used again 
for the solutions produced with Motz's method. The values of wb are 
given in Table III. 
TABLE III 










Evaluation of Motz's Method 
The 8-point and 41-point patterns of Figure 29 were used in 
testing Motz 1 s method. L-Shaped region solutions were produced for the 
grid spacings h1 = 1/16, h2 = 1/32, and h3 = 1/64. The convergence 
criterion for each solution required that the residual error be reduced 
to lOxl0- 14 . 
Figure 33 shows the residual norms for solutions produced by the 
combination of SSOR/VA and Motz's method with the 8-point pattern. The 
decrease in the rate of convergence with decreasing h is apparent. The 
solutions for h1, h2, and h3 required 168, 296, and 684 iterations to 
meet the convergence criterion. Figure 34 shows the residual behavior 
for solutions produced with the 41 point pattern. The solutions for 
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h1, h2, and h3 required 156, 316, and 688 iterations, respectively. Thus, 
there is little difference in the effort required to produce a solution 
with one method or the other. These two trials and previous trials with 
varying h suggest that the number of iterations required to produce a 
solution is O(h- 1). 
In order to compare the results of Motz's method and the exact 
solution, an error vector is needed, 
(6.10) 
where ue is the exact solution and um results from Motz's method. The 
norm given by equation (3.44) can be used to measure the error vectors 
that result from comparison. It is scaled according to the number of 
components. 
Tables IV, V, and VI give comparisons between the exact solution 
and the uncorrected solutions, the 8-point Motz solutions, and the 41-
point Motz solutions. 
Figure 35 gives the relationship between grid spacing and the 
error norm for the 8-point Motz solutions, the 41 point Motz solutions, 
and the uncorrected solutions. The important feature is that the 
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Figure 34. Behavior of Residual Norms for Solutions with 41-Point 
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Figure 35. The Variation in the Error Norm with 




to uncorrected solutions for h = 1/128 and h = 1/256, respectively. The 
solutions for h = 1/16 require approximately 160 iterations to converge 
while the solutions for h = 1/128 and h = 1/256 require 1,280 and 2,560 
iterations, respectively. 
Figures 36 and 37 demonstrate the effects that grid refinement 
and Motz's method have on the solution near the re-entrant corner. Both 
show the solution along the segment CD, with point D on the right of 
the diagram; distance is measured from D. 
In Figure 36, the uncorrected solutions approach the extrapolated 
solution. The two lower lines are projected from points outisde the 
range of the diagram. Note that the slopes of the lines at D increase 
as h decreases, but they remain finite. As noted earlier, first 
derivatives of the solution become undefined at D. Also, the solutions 
for h = 1/16 and 1/64 are noticeably different than the extrapolated 
solution. 
Figure 37 shows Motz 4)-point solutions for h = .1/16 and h = 1/64. 
The two solutions coincide with the exact solution at corresponding grid 
points. Thus, Motz's method immediately eliminates much of the error 
due to the re-entrant corner. 
The line segments connecting the solution values in Figure 36 
indicate the need for a smooth interpolant near the re-entrant corner. 
An extremely useful feature of Motz's method is the built-in inter-
polating function. The solution near the re-entrant corner is of 
primary importance in a solution, and Motz's method provides an 
analytical approximation of it. 
An attempt was made to determine if solutions from Motz's method 
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Figure 36. Uncorrected Solutions Along the Edge CD (Figure 28) for h = 1/2 through 
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Figure 37. Motz 41-Point Solutions Along the Edge CD (Figure 28) for h = 1/16 




the dominant power of h was. The process employed with the uncorrected 
solution was used with the 8-point and 41-point Motz solutions. Values 
for a were so widely scattered that no attempt was made to determine s. 
A method suggested by Reid and Walsh (23} was also used: Motz 1 s method 
was used within a constant radius of the re-entrant corner for each 
grid spacing. This method was also unsuccessful. 
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The inability to determine the error behavior .of Motz 1 s method 
empirically is in keeping with its criticisms (30}. No theory of its 
stability or error behavior exists. An examination of the Motz solutions 
shows that the h = 1/16 solutions agree with the exact solution to four 
digits; the h = 1/64 solutions agree to five digits. An optimum grid 
size seems to be h = 1/32. The density of solution values is adequate 
for interpolation, and only 110 iterations are required to reduce the 
residual norm to 1.0xl0-5. Single precision can be used throughout the 
solution process. 
Conclusions and Suggestions for Further Study 
As demonstrated, re-entrant corners seriously degrade the accuracy 
afforded by finite difference methods. Two of the methods used here, 
grid refinement and Motz's method, have been shown to reduce the effects 
of re-entrant corners. Each has limitations: grid refinement over the 
entire solution domain is not practical, and Motz's method is not well 
understood. 
A more practical grid refinement scheme appears in Figure 19. It 
should be considered for study since it does not require large amounts 
of storage, and because it can be incorporated into multigrid formula-
tions (5) (6) (7). Dr. D. D. Fisher of the Computing and Information 
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Sciences Department at Oklahoma State University has the program 
GRIDPACK, an adaptive multigrid routine capable of grid refinement near 
re-entrant corners and other types of singularities. GRIDPACK should be 
examined in future studies of numerical solution of PDES and re-entrant 
corners. It is an outgrowth of the work of Brandt and his associates 
(6) (7). 
Motz's method appears to be well-suited to problems requiring a 
grid with moderate refinement. It is stable in the formulations used 
to date, including some that involve extrapolation. Motz's method should 
be examined as a means of correcting the multigrid Cycle-C process. 
The solution process on each grid is affected by a re-entrant corner. 
The routines for performing Motz's method in the program CORNER 
(Appendix A) could be adapted and used in the Cycle-C routines VBOUND 
(Appendix B). 
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THE PROGRAM CORNER 
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The program CORNER is included here. It will solve Laplace's equa-
tion on any domain that can be represented by a uniform grid. The 
boundary conditions can be Dirichlet, Neumann, or mixed. At present, 
the Neumann conditions are restricted to vanishing normal derivatives 
and boundaries that are parallel to lines of the grid. The solution 
method can be SOR or SSOR with Aitken acceleration. The GS method is 
available for the determination of the relaxation parameter for SOR and 
SSOR; Aitken extrapolation is used to speed its determination. Also, 
Motz's method is included for use with re-entrant corners with internal 
angles of 3 /2. 
The solution grid is represented in Figure 3. The rows and columns 
must be numbered from one, though, in the description for CORNER. The 
program requires a row by row description of the grid; the location and 
type (Neumann or Dirichlet) must be given for each boundary point on a 
row of the grid. 
Figure 8 shows four computational molecules for use with Neumann 
conditions. For CORNER, an integer code must be used to identify which 
molecule must be used on a particular boundary segment. Clockwise from 
the top the codes for the molecules of Figure 8 are 4, 2, 3, and 1. 
The corners require special molecules; clockwise from the upper right 
they are 8, 6, 5, 7. Dirichlet points have the code 0. The data 
required for the L-shaped region follow the program listing. 
Motz's method can be used at several re-entrant corners in a 
solution domain. The patterns of remote and series points must be 
given. In the data following the listing, patterns used with the 
L-shaped region problem are given. They are defined for a corner in 
the orientation of Figure 17. The location and orientation of each 
re-entrant corner must be given. The four corners of a cross-shaped 
region give the four possible orientations. Clockwise from the upper 
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THE PROGRAM VBOUND 
113 
114 
The program VBOUND is included here. It can be used to solve 
Poisson's equation on a solution domain with an irregular shape. A 
uniform grid is used to represent the irregular shape. The boundary 
conditions can be of Neumann (vanishing normal derivative) or Dirichlet 
type. The shape of the solution domain is specified in a manner similar 
to that used in the program CORNER; rows and columns of the grid are 
numbered from zero. Boundary conditions are specified in the same 
manner as for CORNER. In selecting fine and coarse grids, each must 
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