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Introduccio´n
En radiof´ısica contempora´nea, o´ptica atmosfe´rica, comunicacio´n in-
ala´mbrica y, en general, teor´ıa de comunicacio´n, el estudio de propagacio´n
de ondas electromagne´ticas en la atmo´sfera se ha incrementado en las u´lti-
mas de´cadas considerablemente, esto a ra´ız de las nuevas tecnolog´ıas com-
putacionales y los modernos laboratorios que nos permiten analizar y ex-
perimentar el comportamiento turbulento que se presenta en la atmo´sfera.
Como consecuencia de este desarrollo, herramientas matema´ticas ma´s sofisti-
cadas se deben introducir en el estudio y tratamiento de estos feno´menos,
tales como ecuaciones en derivadas parciales, teor´ıa de distribuciones, de-
sigualdades variacionales, funciones de Green y me´todos de aproximacio´n y
nume´ricos, sin los cuales ser´ıa imposible resolver las ecuaciones que modelan
dichos feno´menos f´ısicos. Ma´s concretamente, los feno´menos mencionados se
modelan por medio de la ecuacio´n
(4+ k2)u = 0, (∗)
la ecuacio´n (∗) se llama ecuacio´n de Helmholtz, en honor al f´ısico Alema´n
Herman Ludwing Ferdinand von Helmholtz por su trabajo pionero en la
teor´ıa matema´tica de la acu´stica y electromagnetismo. El operador4 denota
el Laplaciano
4 = ∂
2
∂x21
+ · · ·+ ∂
2
∂2n
.
El para´metro k ∈ C se llama el nu´mero onda y esta´ asociado a la frecuencia
λ de la onda subyacente y esta´ dado por λ = 2pi/k. El signo de k se escoge
de tal manera que Im k ≥ 0, pero nosotros estaremos interesados en el caso
real que modela ondas progresivas, mientras si la parte imaginaria de k es no
nula, se presentan ondas atenuadas.
2 Introduccio´n
Varios son los problemas estudiados a trave´s de esta ecuacio´n, como por
ejemplo, el ana´lisis de dispersio´n de ondas acu´sticas por un obsta´culo en
tiempo armo´nico, en el estudio de las ecuaciones de Maxwell y la dispersio´n de
ondas electromagne´ticas. En el caso de dominios suaves, ese tipo de problema
se ha estudiado usando me´todos cla´sicos de capas de potenciales, se procura
aqu´ı dar una descripcio´n de este me´todo en problemas de frontera para
la ecuacio´n de Helmholtz en dominios suaves. Comenzaremos este trabajo
resolviendo la ecuacio´n (∗) a trave´s de funciones de Green. Luego haremos
un corto estudio sobre ı´ndice de refraccio´n y algunos conceptos ba´sicos de
o´ptica. Para resolver los problemas de frontera, Dirichlet o Neumann de la
ecuacio´n (∗), estudiaremos la formulacio´n variacional de esta ecuacio´n y la
utilizaremos para resolverla por el me´todo de Galerkin.
El trabajo consta de tres cap´ıtulos cuyo contenido pasamos a comentar.
El primer cap´ıtulo es muy breve y en e´l fijamos la nomenclatura empleada
en la memoria y recogemos algunos conceptos y propiedades ba´sicas del
ana´lisis funcional que permita el estudio de la ecuacio´n de Helmholtz con
condiciones de frontera de Dirichlet y Neumann en diferentes dominios. En el
segundo cap´ıtulo se estudia los diferentes me´todos para resolver la ecuacio´n de
Helmholtz, aca´ incluimos te´cnicas de aproximacio´n, funciones de Green y el
me´todo de la ecuacio´n integral. En el tercer cap´ıtulo se hace una introduccio´n
a la formulacio´n variacional de la ecuacio´n de Helmholtz y se desarrolla de
forma breve el me´todo de Galerkin y luego se aplica en un problema de
frontera para la ecuacio´n de Helmholtz en R.
Para un estudio profundo del me´todo de elementos finitos y otras te´cnicas
para resolver la ecuacio´n de Helmholtz en diferentes dominios, ve´ase [1], [3],
[6], [7], [8], [12], [15], [17], [18], [19], [26] y [27]. No sobra decir que futuros
trabajos se pueden continuar de e´ste, utilizando por ejemplo, los art´ıculos
de Duran [15] y Erlangga [18], [19], so´lo por mencionar algunos de tantos
estudiosos del tema.
CAP´ITULO 1
Preliminares
1.1. Conceptos de ana´lisis funcional
En este cap´ıtulo se presentara´ alguna terminolog´ıa necesaria para la
lectura de esta monograf´ıa. En particular, se hara´ un resumen de resultados
ba´sicos de ana´lisis tales como la transformada de Fourier, nociones sobre
operadores lineales, funciones generalizadas y espacios de Sobolev, so´lo por
mencionar algunos temas. Las pruebas de estos temas sera´n omitidas, pero
se pueden encontrar en algunos de los siguientes textos [21], [25], [31], [34],
[36], [42], [43].
Recuerde que L1(R) es el espacio de todas las funciones f : R → C, tal
que
∫
R
|f(t)|dt = ‖f‖L1 < ∞. De igual forma se tiene L2(R), el espacio las
funciones cuadrado-integrables, cuya norma es
‖f‖L2 =
(∫
R
|f(t)|2dt
)1/2
<∞.
Este espacio se dota con el producto escalar
〈f, g〉L2 =
∫
R
f(t)g(t)dt,
donde g(t) denota el conjugado complejo de g(t). Con este producto interno
el espacio L2(R) es de Hilbert. Las funciones f, g ∈ L2(R) son ortogonales si
〈f, g〉L2 = 0. En general, Lp(R) (p ≥ 1), es el espacio de todas las funciones
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(clases de equivalencia) f : R → C, tal que ∫
R
|f(t)|pdt = ‖f‖pLp < ∞, o de
manera equivalente
‖f‖Lp =
(∫
R
|f(t)|pdt
)1/p
es la norma de f en Lp(R). El espacio de las funciones localmente integrables,
L1loc(Ω) se define por
L1loc(Ω) := {u : Ω→ R : u ∈ L1(K), ∀K compacto de Ω}.
1.1.1. Operadores lineales
Sea F = C o R, X y Y espacios normados. Un operador lineal es una
funcio´n T : X → Y tal que T (a u+ b v) = a T (u)+ b T (v), para cada a, b ∈ F
y cada u, v ∈ X. El operador T es continuo en u0 si para cada  > 0 existe
δ > 0 tal que si
‖u− u0‖X < δ entonces ‖T u− T u0‖Y < . (1.1.1)
Si (1.1.1) se cumple para cada u0 ∈ X se dice que T es continuo en X. Si δ
no depende del punto u0 se dice que T es uniformemente continuo en X.
El operador T es acotado si y so´lo si existe una constante c > 0 tal que
‖T u‖Y ≤ c‖u‖X para cada u ∈ X.
Proposicio´n 1.1.1. El operador T : X → Y es continuo si y so´lo si T es
acotado.
Demostracio´n. Ver por ejemplo, [31, Th 2.7-9, p. 97].
Sean X y Y espacios normados y K : X → Y un operador lineal, K
es compacto si el conjunto {Ku : ‖u‖X ≤ 1} tiene clausura compacta
en Y . Claramente, todo operador acotado de rango finito (R(K) es finito
dimensional) es compacto.
L(X,Y ) denota el conjunto de todos los operadores lineales y continuos
(o acotados) de X en Y . L(X,Y ) es un espacio normado, donde la norma se
define por
‖T‖ = sup
u 6=0
‖Tu‖Y
‖u‖X = sup‖u‖=1 ‖Tu‖,
para cada u ∈ X, T ∈ L(X,Y ). En donde aT + bS se define por
(aT + bS)u = aTu+ bSu,
para cada T, S ∈ L(X,Y ), u ∈ X y cada a, b ∈ F .
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Si Y = F entonces L(X,F ) se llama el dual topolo´gico de X y se
denota por X ′, es decir, X ′ = L(X,F ) sus elementos se llaman funcionales
lineales continuos o formas lineales continuas sobre X. En consecuencia,
f ∈ X ′ ⇔ f : X → F es una aplicacio´n lineal y continua, es decir,
‖f(u)‖ = |f(u)| ≤ c‖u‖X ,
para cada u ∈ X y c > 0. Es costumbre escribir 〈f, u〉 (o 〈u, f〉) en lugar de
f(u).
‖f‖X′ = sup
u 6=0
|〈f, u〉|
‖u‖X .
Ejemplo 1.1.1. Sea X = C[a, b],
f : X → R : ϕ 7→ 〈f, ϕ〉 =
∫ b
a
g(x)ϕ(x)dx
para cada g ∈ L1([a, b]), entonces 〈f, ϕ〉 define un funcional lineal y continuo
sobre X. En efecto,
|〈f, ϕ〉| ≤
∫ b
a
|g(x)||ϕ(x)|dx ≤ ma´x
a≤x≤b
|ϕ(x)|
∫ b
a
|g(x)|dx = c‖ϕ‖∞.
No todos los funcionales lineales y continuos son de la forma
〈f, ϕ〉 =
∫ b
a
g(x)ϕ(x)dx.
Por ejemplo, la “funcio´n”δ de Dirac definida en R con las siguientes
propiedades:
1. δ(x) = 0 para x 6= 0.
2.
∫∞
−∞
δ(x)dx = 1.
3. Para cada ϕ ∈ C(R) se tiene ∫∞
−∞
δ(x)ϕ(x)dx = ϕ(0).
Desde el punto de vista del “rigor”matema´tico esto carece de sentido. No
es posible construir una funcio´n en el sentido ordinario que tenga esas
propiedades. Sin embargo, Dirac observo´ que δ actuaba como un operador en
las funciones continuas ϕ. Es decir, δ se puede definir de manera apropiada
como un funcional lineal y continuo en el espacio de las funciones continuas
C(a, b) (a < 0 < b), esto es,
δ : C(a, b)→ R : ϕ 7→ 〈δ, ϕ〉 = ϕ(0).
Por tanto, δ actu´a sobre funciones continuas de tal manera que produce un
valor de la funcio´n en cero. El acotamiento de δ es inmediato,
|〈δ, ϕ〉| = |ϕ(0)| ≤ sup
a<x<b
|ϕ(x)| = ‖ϕ‖∞.
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1.1.2. Funcionales y operadores adjuntos
En la formulacio´n variacional de un problema de frontera se presenta
ecuaciones de la forma
Au = f en Ω (1.1.2)
donde A : U → V es un operador que puede ser lineal o no, U y V son espacios
con producto interno, en general, son espacios de Hilbert. La ecuacio´n (1.1.2)
es una forma abstracta de ecuaciones que aparecen en ciencias e ingenier´ıa.
Por ejemplo, considere la ecuacio´n de Poisson en R2
−4u = f en Ω (1.1.3)
u = 0 en Γ
donde Ω ⊂ R2 es un plano y Γ es la frontera de Ω. La ecuacio´n (1.1.3)
junto con la condicio´n de frontera se llama un problema de Dirichlet para la
ecuacio´n de Poisson. Por ahora, suponemos que f ∈ C(Ω), donde Ω = Ω∪Γ.
Por solucio´n cla´sica del problema (1.1.3) se entiende una funcio´n u
continua en el dominio cerrado Ω, que satisface la ecuacio´n en el dominio
abierto Ω y es igual a cero en la frontera Γ. Como se supuso f ∈ C(Ω),
la solucio´n u esta´ en C2(Ω). El conjunto de todas las funciones admisibles,
D(A), esta´ dado por
D(A) = {u(x) ∈ C2(Ω), x ∈ Ω ⊂ R2, u = 0 en Γ}
y es un espacio vectorial. No´tese que si condicio´n de frontera no es homoge´nea,
digamos, u = h en Γ, entonces D(A) no es un espacio vectorial. El espacio
D(A) se llama el dominio de definicio´n del operador A. El operador A = −4
asigna toda funcio´n u ∈ D(A) una funcio´n v = −4u continua en Ω. El
conjunto de todas las funciones v = −4u tambie´n es un espacio vectorial, se
llama el rango o recorrido de A, y se denota por R(A).
Como un funcional lineal es una clase especial de operador lineal, el
concepto de continuidad para funcionales lineales es el mismo que para
operadores lineales. En espacios normados, los conceptos de continuidad
y acotamiento son equivalentes para funcionales lineales. En espacios de
Hilbert, los funcionales lineales acotados tienen representaciones simples.
Considere un espacio con producto interno V y sea v0 un elemento fijo en V .
El operador ` definido por
`(u) = (v0, u), ∀u ∈ V
es un funcional lineal. En efecto,
`(αu+ βv) = (v0, αu+ βv)
= α(v0, u) + β(v0, v)
= α`(u) + β`(v).
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Adema´s, por desigualdad de Schwarz se tiene
`(u) = |(v0, u)| ≤ ‖v0‖‖u‖ =M‖u‖
donde M = ‖v0‖. Por tanto, ` es acotado. Note que ‖`‖ ≤ ‖v0‖. Por otro
lado, |`(v0)| = ‖v0‖ o ‖`‖ ≥ ‖v0‖. Luego la norma del operador ` esta dada
por ‖`‖ = ‖v0‖. De lo anterior, observe que podemos asociar un funcional
lineal acotado con cada elemento de un espacio con producto interno. Sin
embargo, el rec´ıproco no es cierto en general. El teorema de representacio´n
de Riesz, establece que el rec´ıproco es cierto en espacios de Hilbert.
Teorema 1.1.2. (Teorema de representacio´n de Riesz) Sea ` un funcional
lineal acotado en un espacio de Hilbert H. Entonces existe un u´nico vector
v0 en H tal que
`(w) = (v0, w), ∀w ∈ H.
Demostracio´n. Ver por ejemplo, [42] o [43].
El vector v0 ∈ H se llama la representacio´n de `.
La coleccio´n de todos los funcionales lineales ` definidos sobre un espacio
normado V, forma un espacio de Banach, V ′, que se llama el dual del espacio
V . Por ejemplo, el espacio Lp(Ω) de las funciones (clases) p−integrables
definidas sobre el dominio acotado Ω es el dual de Lq(Ω) para
1
p
+ 1
q
= 1.
Consideremos ahora el operador lineal acotado T : U → V , con U y V
espacios normados. Sea h(v) el funcional lineal definido en V , entonces h(v)
es definido para v = Tu, u ∈ U . Luego tenemos,
h(v) = h(Tu) ≡ `(u)
donde `(u) es un funcional definido en U . Es claro que `(u) es lineal. Por
tanto, el funcional ` ∈ U ′ corresponde a todo h ∈ V ′. La coleccio´n de todas
las correspondencias as´ı construidas forma un operador T ′ con dominio V ′ y
rango contenido en U ′. Este operador T ′ se llama el adjunto de T . La igualdad
h(v) = `(u) se expresa como ` = T ′h.
La expresio´n `(u) = 〈f, u〉 es un funcional bilineal de las dos variables
u ∈ U y f ∈ U ′. Cuando U es un espacio de Hilbert, se tiene U = U ′ y 〈·, ·〉
es el producto interno, mientras si U 6= U ′ y f ∈ U ′ la expresio´n 〈f, u〉 se
llama el par dual. Si T : H → H es un operador acotado y H es un espacio de
Hilbert, entonces fijando v en H, el producto interno (Tu, v) en H se puede
mirar como un nu´mero que var´ıa con u. Luego, (Tu, v) = `(u) es un funcional
lineal en H, y como T es acotado, usando la desigualdad de Schwarz se puede
probar que `(u) es acotado. Ahora, por el teorema de representacio´n de Riesz
existe un u´nico elemento v0 en H tal que (Tu, v) = (u, v0), ∀u ∈ H. Esto
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implica que dado v ∈ H existe un u´nico v0 asociado con v. En otras palabras,
existe una aplicacio´n T ′ : H → H tal que v0 = T ′v. En consecuencia,
(Tu, v) = (u, T ′v), ∀u, v ∈ H.
1.1.3. Distribuciones
En esta seccio´n recogemos algunos resultados ba´sicos sobre distribuciones.
La teor´ıa de distribuciones libera al ca´lculo diferencial de ciertas dificultades
que provienen del hecho de que existen funciones no diferenciables. Este hecho
extiende el ca´lculo a una clase de objetos llamados distribuciones o funciones
generalizadas, que es mucho mayor que la clase de funciones diferenciables.
Definicio´n y ejemplos
Hay varios hechos que tal extensio´n la hacen u´til:
Toda funcio´n continua es una distribucio´n.
Cualquier distribucio´n tiene derivadas parciales que son distribuciones.
Para funciones diferenciables la nueva nocio´n de derivada coincide con
la usual.
Las reglas usuales del ca´lculo siguen siendo va´lidas.
Es posible aplicar te´cnicas de transformada de Fourier a muchos
problemas de EDP que no pueden ser resueltos por me´todos cla´sicos.
Notacio´n: Sea Ω un abierto de Rn,
D(Ω) = C∞0 (Ω) = {ϕ ∈ C∞(Ω) : sopϕ es un compacto contenido en Ω},
donde sopϕ = {x ∈ Ω : ϕ(x) 6= 0}.
D(Ω) denota el espacio vectorial de las funciones de prueba.
Si K es un compacto de Ω entonces
DK(Ω) = {ϕ ∈ C∞(Ω) : sopϕ ⊂ K}.
Ejemplo 1.1.2. Una funcio´n t´ıpica de D(Ω) es
ϕ(x) =
{
0 si |x| ≥ 1
c exp( 1
|x|2−1
) si |x| < 1,
donde x = (x1, . . . , xn) ∈ Rn y |x| =
√
x21 + · · ·+ x2n, la constante c se escoge
de tal forma que
∫
Rn
ϕ(x)dx = 1; ϕ ∈ C∞(Rn) y su soporte es la bola unitaria
en Rn, es decir, sopϕ = B1(0).
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Un multi-´ındice α = (α1, . . . , αn) ∈ Nn0 = Nn ∪ {0} es una n−tupla de
enteros no negativos αi ≥ 0. Para el multi-´ındice α definimos
|α| = α1 + · · ·+ αn, α! = α1!α2! · · ·αn!,
|α| es el orden del multi-´ındice. Adema´s, si β es un multi-´ındice,
α+ β = (α1 + β1, . . . , αn + βn)
y α ≥ β si y so´lo si αi ≥ βi para i = 1, 2, . . . n.
Si x = (x1, . . . , xn) ∈ Rn y α = (α1, . . . , αn) es un multi-´ındice, entonces
definimos
∂αu :=
∂|α|u
∂xα11 . . . ∂x
αn
n
,
xα = xα11 x
α2
2 · · ·xαnn .
Por ejemplo, si α = (1, 0, 3), |α| = 4, u = u(x, y, z) entonces
∂αu :=
∂4u
∂x1∂y0∂z3
=
∂4u
∂x∂z3
.
Convergencia en D(Ω): Sea (ϕj)∞j=1 una sucesio´n de funciones en
D(Ω), ϕj → ϕ ∈ D(Ω), cuando j →∞ si:
a) existe un compacto K ⊂ Ω tal que para cada j sopϕj ⊂ K
b) ∂αϕj → ∂αϕ uniformemente en K, para cada α ∈ Nn0 .
La convergencia uniforme en K de la sucesio´n (∂αϕj)
∞
j=1 significa que
sup
x∈K
|(∂αϕj − ∂αϕ)(x)| → 0,
cuando j →∞. Como todos las ϕj y ϕ se anulan fuera de K entonces
sup
x∈Rn
|(∂αϕj − ∂αϕ)(x)| → 0.
Una aplicacio´n f es continua en D(Ω) significa que para cada sucesio´n (ϕj)∞1
con l´ımite ϕ, se tiene 〈f, ϕj〉 → 〈f, ϕ〉, cuando j →∞.
Definicio´n 1.1.3. Sea Ω un abierto de Rn. La aplicacio´n T : D(Ω)→ C es
una distribucio´n si
a) T es lineal.
b) Para cada compacto K ⊂ Ω existe una constante CK > 0 y un entero no
negativo m (depende de K) tal que
|〈T, ϕ〉| ≤ CK
∑
|α|≤m
sup
x∈K
|∂αϕ(x)|,
para cada ϕ ∈ DK(Ω) y para cada multi´ındice α.
10 Preliminares
En otras palabras, una distribucio´n es un funcional lineal y continuo sobre
D(Ω). El espacio de todas las distribuciones sobre Ω se denota por D′(Ω). Es
decir, D′(Ω) = L(D(Ω),C) es el dual de D(Ω).
Si el entero m se puede escoger independiente del compacto K, la
distribucio´n se llama de orden finito en Ω y al menor entero m se le llama el
orden de la distribucio´n.
Ejemplo 1.1.3. Sea f una funcio´n localmente integrable en Ω, es decir, f
es medible Lebesgue y en todo compacto K ⊂ Ω se tiene ∫
K
|f(x)|dx < ∞.
Le asociamos a f una aplicacio´n Tf : D(Ω)→ R definida por
〈Tf , ϕ〉 =
∫
Ω
f(x)ϕ(x)dx,
para cada ϕ ∈ D(Ω). Tf esta´ bien definida, pues para cada ϕ ∈ D(Ω) tenemos∫
Ω
|f(x)ϕ(x)|dx =
∫
K
|f(x)||ϕ(x)|dx ≤ c
∫
K
|f(x)|dx <∞,
donde c = ma´xx∈K |ϕ(x)|. Tf es una distribucio´n de orden cero. En efecto,
a) Tf es claramente lineal.
b) Si K es un compacto de Ω y ϕ ∈ DK(Ω) entonces
|〈Tf , ϕ〉| ≤
∫
Ω
|f(x)||ϕ(x)|dx
≤ ma´x
x∈K
|ϕ(x)|
∫
K
|f(x)|dx
= CK ma´x
x∈K
|ϕ(x)|,
donde CK =
∫
K
|f(x)|dx. Aca´m = 0 (independiente deK), luego Tf ∈ D′(Ω)
y es de orden cero.
Tf se dice que es una distribucio´n representada por f . Cuando una
distribucio´n se representa por una funcio´n localmente integrable, se llama
una distribucio´n regular. En caso contrario, una distribucio´n singular.
Ejemplo 1.1.4. La forma lineal
δx : D(Rn)→ R
definida por 〈δx, ϕ〉 = ϕ(x), para cada ϕ ∈ D(Rn) y cada x ∈ Rn, es una
distribucio´n singular de orden cero. En efecto, si K es un compacto de Rn y
ϕ ∈ D(Rn) entonces
|〈δx, ϕ〉| = |ϕ(x)| ≤ ma´x
x∈K
|ϕ(x)|,
aca´ CK = 1 y m = 0.
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Terminamos esta seccio´n estudiando algunas de las ma´s importantes
propiedades de las distribuciones, tales como la multiplicacio´n de una funcio´n
por una distribucio´n, derivacio´n y convolucio´n.
1. Multiplicacio´n de una funcio´n u ∈ C∞(Ω) por una distribucio´n T : Para
cada ϕ ∈ D(Ω) se define uT por
〈uT, ϕ〉 = 〈T, uϕ〉,
uT esta´ bien definida ya que si ϕ ∈ D(Ω) y u ∈ C∞(Ω) entonces
uϕ ∈ D(Ω).
2. Derivada de una distribucio´n: Si α ∈ Nn0 y T ∈ D′(Ω) se define la
derivada de T para cada ϕ ∈ D(Ω) por
〈∂αT, ϕ〉 = (−1)|α|〈T, ∂αϕ〉.
Ejemplo 1.1.5. La funcio´n escalo´n unitario o de Heaviside H(x)
definida en R por
H(x) =
{
0, x < 0
1, x ≥ 0,
es una distribucio´n regular representada por TH = H que satisface
〈H,ϕ〉 =
∫
R
H(x)ϕ(x)dx =
∫ ∞
0
ϕ(x)dx,
para cada ϕ ∈ D(R). Su derivada en el sentido de las distribuciones es:
H ′ = δ. En efecto,
〈H ′, ϕ〉 = −
∫
R
H(x)ϕ′(x)dx
= −
∫ ∞
0
ϕ′(x)dx
= ϕ(0) = 〈δ, ϕ〉.
3. Convolucio´n de una funcio´n y una distribucio´n: Primero recordemos la
convolucio´n de funciones. Sean f , g funciones continuas en Rn y una
de ellas tiene soporte compacto, su convolucio´n h = f ∗ g se define por
h(x) =
∫
Rn
f(x− y)g(y)dy
=
∫
Rn
(τxf˜)(y)g(y)dy,
12 Preliminares
donde (τxf)(y) = f(y − x) y f˜(x) = f(−x).
En consecuencia, se justifica definir la convolucio´n T ∗ ϕ de una
distribucio´n T y una funcio´n ϕ ∈ D(Rn) como la funcio´n dada por
(T ∗ ϕ)(x) := 〈T, τxϕ˜〉.
Se puede probar que T ∗ ϕ ∈ C∞(Rn).
Ejemplo 1.1.6. (δ ∗ ϕ)(x) = 〈δ, τxϕ˜〉 = (τxϕ˜)(0) = ϕ(x). Luego δ ∗ ϕ = ϕ.
Con el propo´sito de extender la transformada de Fourier a las distribu-
ciones, definamos primero las funciones de decrecimiento ra´pido.
Definicio´n 1.1.4. Sea ϕ ∈ C∞(Rn). ϕ es una funcio´n de decrecimiento
ra´pido si para cada α y β multi-´ındices, existe una constante positiva M tal
que ∣∣xα∂βϕ(x)∣∣ ≤M, ∀x ∈ Rn.
El conjunto de todas las funciones de decrecimiento ra´pido forma un
espacio vectorial real (o complejo) y lo denotamos por S(Rn). Los elementos
de este espacio se llaman funciones de prueba de decrecimiento ra´pido.
Convergencia en S(Rn): Una sucesio´n (ϕj) converge a 0 en S(Rn) si
y so´lo si xα∂βϕj(x) −→ 0 uniformemente en Rn cuando j →∞.
El dual topolo´gico S ′(Rn) := L(S(Rn),C) se llama espacio de las
distribuciones temperadas.
El funcional lineal T : S(Rn)→ C es continuo si para cada sucesio´n (ϕj)
tal que ϕj → ϕ en S(Rn) se tiene 〈T, ϕj〉 → 〈T, ϕ〉 para cada ϕ ∈ S(Rn).
1.1.4. Espacios de Sobolev
En este apartado introducimos los espacios de Sobolev y algunas de sus
propiedades ma´s importantes, como son el teorema de inmersio´n y el teorema
de las trazas.
Si queremos estudiar la regularidad de una funcio´n de soporte compacto o
de una distribucio´n es usual analizar el comportamiento de su transformada
de Fourier en el infinito. Una forma alterna de hacer este ana´lisis es midiendo
la diferenciabilidad en te´rminos de normas de L2. La razo´n son dos:
i) L2 es un espacio de Hilbert.
ii) La transformada de Fourier, la cual convierte diferenciacio´n en multipli-
cacio´n por polinomios, es una isometr´ıa (isomorfismo que preserva normas).
Definicio´n 1.1.5. Sea m ≥ 0, p ≥ 1 y Ω un dominio de Rn (n ≥ 2). El
espacio de Sobolev Wm,p(Ω) se define como
Wm,p(Ω) = {u ∈ Lp(Ω) : ∂αu ∈ Lp(Ω), ∀α, |α| ≤ m}.
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Es un espacio vectorial normado equipado con la norma de Sobolev
‖u‖Wm,p(Ω) =

∫
Ω
∑
|α|≤m
|∂αu|pdx

1/p =

∑
|α|≤m
‖∂αu‖pLp(Ω)

1/p .
Por ejemplo,
‖u‖3W 1,3(Ω) =
∫
Ω
(
|u|3 +
∣∣∣∣ ∂u∂x1
∣∣∣∣3 +
∣∣∣∣ ∂u∂x2
∣∣∣∣3
)
dx1dx2.
Propiedades
1. Wm,p(Ω) = C˜m(Ω) (completado) en la norma de Sobolev ‖ · ‖Wm,p(Ω).
2.
(
Wm,p(Ω), ‖ · ‖Wm,p(Ω)
)
es un espacio de Banach.
3. Cm0 (Ω)
Wm,p(Ω)
= Wm,p0 (Ω) = {u ∈ Wm,p(Ω) : ∂αu|∂Ω = 0, |α| ≤
m − 1}, Wm,p0 (Ω) es un subespacio de Wm,p(Ω) (aca´ ∂αu|∂Ω denota la
extensio´n de ∂αu a la frontera de Ω).
4. (Wm,p0 (Ω))
′ := W−m,q(Ω), donde 1
p
+ 1
q
= 1, se llaman espacios de
Sobolev negativos (si p = 1, (Wm,1(Ω))′ = W−m,∞(Ω)).
5. Si u ∈ Wm,p0 (Ω) y v ∈ W−m,q(Ω) es integrable, entonces∣∣∣∣
∫
Ω
uvdx
∣∣∣∣ ≤ ‖u‖Wm,p(Ω)‖v‖W−m,q(Ω), 1p + 1q = 1.
6. Si m > k entonces
Wm,p(Ω) ⊂ W k,p(Ω) y ‖ · ‖Wk,p(Ω) ≤ ‖ · ‖Wm,p(Ω),
en particular, W 0,p(Ω) = L2(Ω) y ‖ · ‖W 0,p(Ω) = ‖ · ‖p.
Si p = 2,
Wm,2(Ω) = Hm(Ω) = {u ∈ L2(Ω) : ∂αu ∈ L2(Ω), |α| ≤ m},
Hm(Ω) es un espacio de Hilbert con el producto interno definido por
〈u, v〉Hm(Ω) =
∫
Ω
∑
|α|≤m
∂αu ∂αvdx,
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u, v ∈ Hm(Ω). La norma en Hm(Ω) es
‖u‖Hm(Ω) =
√
〈u, v〉Hm(Ω) =

∑
|α|≤m
‖∂αu‖2L2(Ω)

1/2 .
Cuando m = 1, el espacio
H1(Ω) = {u ∈ L2(Ω) : ∂αu ∈ L2(Ω), |α| ≤ 1}
se llama espacio de energ´ıa. En este espacio de Sobolev, la norma
correspondiente es,
‖u‖1 =
(∫
Ω
|u(x)|2dx+
∑
|α|≤1
|∂αu(x)|2
)1/2
.
Por ejemplo, si Ω ⊂ R2,
〈u, v〉H2(Ω) =
∫
Ω
[uv + uxvx + uyvy + uxxvxx + uxyvxy + uyyvyy]dxdy.
Si Ω = (a, b) ⊂ R,
〈u, v〉Hm(Ω) =
∫ b
a
m∑
k=0
dku
dxk
dkv
dxk
dx.
Ejemplo 1.1.7. Sea Ω = (0, 2),
u(x) =
{
x2 0 < x ≤ 1,
2x2 − 2x+ 1 1 < x < 2.
Entonces
u′(x) =
{
2x 0 < x ≤ 1,
4x− 2 1 < x < 2,
la cual es continua, la derivada de´bil es
u′′(x) =
{
2 0 < x ≤ 1,
4 1 < x < 2.
Se ve fa´cilmente que
u′′(x) = 2H(x− 1)
y en consecuencia,
u′′′(x) = 2δ(x− 1) 6∈ L2(0, 2).
Observe que u, u′ y u′′ ∈ L2(0, 2). Por tanto, u ∈ H2(0, 2), u′ ∈ H1(0, 2) y
u′′ ∈ H0(0, 2) = L2(0, 2).
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En el estudio de los problemas de frontera, se tendra´ condiciones de la
forma u = g(s) en la frontera Γ de un dominio Ω. Si u ∈ H1(Ω) entonces se
entendera´ que g es la traza de u(x) en la frontera y g ∈ L2(Γ). Si u ∈ Hm(Ω),
∂αu ∈ H1(Ω) para |α| ≤ m − 1. Entonces a cada ∂αu le corresponde una
funcio´n ∂αu(s) ∈ L2(Γ). La funcio´n ∂αu(s) se llama la traza de la funcio´n
∂αu(x). Esto permite introducir, para m ≥ 2, la derivada de u ∈ Hm(Ω) con
respecto a la frontera Γ. Para u ∈ Hm(Ω) definimos
γ1u ≡ ∂u
∂ν
:=
n∑
j=1
∂u
∂xj
(s)νj(s)
donde νj, (j = 1, 2, . . . , n) denota los cosenos directores del normal unitario
y Ω ⊂ Rn. De igual manera se define γiu ≡ ∂iu∂νi para cualquier u ∈ Hm(Ω),
m ≥ i + 1. El siguiente resultado es muy u´til en la teor´ıa de problemas de
frontera.
Teorema 1.1.6. (Teorema de las trazas) Los operadores trazas γj se
pueden extender a operadores lineales continuos que aplican Hm(Ω) sobre
Hm−j−1/2(Γ),
‖γju‖m−j−1/2 ≤ cj‖u‖m, 0 ≤ j ≤ m− 1
donde cj son constantes independientes de u.
El espacio nulo del operador traza γj es H
m
0 (Ω),
γj
(
Hm0 (Ω)
)
= 0, j = 0, 1, . . . ,m− 1.
Espacios de Ho¨lder
Sea Ω un conjunto abierto en Rn, y 0 < α ≤ 1. Una funcio´n f : Ω → R
se llama continua Lipschitz si existe una constante positiva C tal que
|f(x)− f(y)| ≤ C‖x− y‖, ∀x, y ∈ Ω.
Observe que esta condicio´n implica la continuidad de f . Ahora, f es continua
Ho¨lder con exponente α si existe una constante C > 0 tal que f satisface la
desigualdad
|f(x)− f(y)| ≤ C‖x− y‖α, ∀x, y ∈ Ω.
Si k ≥ 0 es un entero, el espacio de Ho¨lder Ck,α(Ω) es el conjunto de las
funciones f ∈ Ck(Ω) tales que todas las derivadas parciales de orden k son
acotadas y Ho¨lder continuas con exponente α. Cuando α = 1, el espacio de
Ho¨lder C0,1(Ω) consiste de todas las funciones continuas Lipschitz.
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1.2. Transformada de Fourier
En esta seccio´n se recordara´ la definicio´n y algunas propiedades
importantes de la transformada de Fourier.
Definicio´n 1.2.1. Sea f ∈ L1(R) y ω ∈ R. La transformada de Fourier de
f en ω se define por
fˆ(ω) :=
∫
R
f(t)e−iωtdt.
Como ∫
R
|f(t)||e−itω|dt =
∫
R
|f(t)|dt = ‖f‖L1 <∞
se tiene que la transformada de Fourier esta´ bien definida. La aplicacio´n
f 7→ fˆ se llama transformacio´n de Fourier y se denota por F (F(f) = fˆ). La
funcio´n fˆ es continua y tiende a cero cuando |ω| → ∞ (Lema de Riemann-
Lebesgue). Es claro que F(a f + b g) = aF(f) + bF(g), para cada a, b ∈ R.
En general fˆ no es una funcio´n integrable, por ejemplo, sea
f(t) =
{
1, |t| < 1;
0, |t| > 1.
Entonces
fˆ(ω) =
∫ 1
−1
e−itωdt =
[
e−iω − eiω
−iω
]
=
senω
ω
6∈ L1(R).
Si fˆ(ω) es integrable, entonces existe una versio´n continua de f y se puede
obtener la fo´rmula de inversio´n de Fourier
f(t) = F−1(fˆ(ω)) = 1
2pi
∫
R
fˆ(ω)eiωtdω. (1.2.1)
La siguiente proposicio´n recoge algunas propiedades fundamentales de la
transformada de Fourier.
Proposicio´n 1.2.2. Sean f , g ∈ L1(R), entonces
1. (̂Txf)(ω) = e
−iωxfˆ(ω), donde (Taf)(t) = f(t− a).
2. (Txfˆ)(ω) = ̂(eix(·)f)(ω)
3. f̂ ∗ g = fˆ gˆ
1.2 Transformada de Fourier 17
4. Si  > 0 y g(t) = g( t) entonces gˆ(ω) = 
−1gˆ(ω/).
Otro resultado u´til es el siguiente: Si f, g ∈ L1(R) ∩ L2(R), entonces
‖f‖22 =
1
2pi
∫
R
|fˆ(ω)|2dω (fo´rmula de Plancherel) (1.2.2)
〈f, g〉2 = 1
2pi
∫
R
fˆ(ω)gˆ(ω)dω (fo´rmula de Parseval). (1.2.3)
Por extensio´n, la transformada de Fourier se puede definir para cualquier
f ∈ L2(R). En virtud a que el espacio L1(R) ∩ L2(R) es denso en L2(R).
Luego, por isometr´ıa (excepto por el factor 1/2pi) se define fˆ para cualquier
f ∈ L2(R), y las fo´rmulas (1.2.2) y (1.2.3) permanecen va´lidas para todo
f, g ∈ L2(R).
Si f es tal que
∫
R
|t|k|f(t)|dt <∞, para algu´n entero k ≥ 1, entonces
dk
dωk
fˆ(ω) =
∫
R
(−it)ke−iωtf(t)dt. (1.2.4)
Rec´ıprocamente, si
∫
R
|ω|k|fˆ(ω)|dω <∞, entonces
(iω)kfˆ(ω) = F(f (k))(ω). (1.2.5)
1.2.1. Serie de Fourier
Sea f una funcio´n 2pi−perio´dica en R. Se escribira´ f ∈ Lp(0, 2pi) si
f(t)χ[0,2pi](t) ∈ Lp(0, 2pi), p ≥ 1.
Cualquier funcio´n f , 2pi−perio´dica en R, tal que f ∈ L2(0, 2pi), se puede
representar por una serie de Fourier convergente en L2(0, 2pi)
f(t) =
∑
n
cne
int,
donde los coeficientes de Fourier son dados por
cn =
1
2pi
∫ 2pi
0
f(t)e−intdt.
Se puede verificar que si f ∈ L1(R), entonces la serie
S(t) =
∑
k
f(t+ 2kpi) (1.2.6)
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converge casi para todo t y pertenece a L1(0, 2pi). Adema´s, los coeficientes
de Fourier de S(t) esta´n dados por
ck =
1
2pi
fˆ(k) = F−1(f)(−k).
En efecto, para ver la expresio´n (1.2.6), basta probar que∫ 2pi
0
∑
k
∣∣f(t+ 2kpi)∣∣dt <∞.
Para la segunda parte se calcula los coeficientes de Fourier
1
2pi
∫ 2pi
0
[∑
k
f(t+ 2kpi)
]
e−iktdt.
Intercambiando la suma con la integral se obtiene
∑
k
1
2pi
∫ 2pi
0
f(t+ 2kpi)e−iktdt =
∑
k
1
2pi
∫ 2pi(k+1)
2pik
f(z)e−ikzdz
=
1
2pi
fˆ(k).
La identidad de Green
Otro resultado que sera´ utilizado en la construccio´n de las funciones de
Green, es la identidad de Green.
Sean u y g dos funciones continuas a tramos y S una superficie cerrada
que contiene un so´lido Q. Si u y g son de clase C2 sobre S, entonces∫
Q
(
g∇2u− u∇2g)dV = ∮
S
(
g
∂u
∂ν
− u∂g
∂ν
)
dS,
donde ∂
∂ν
es la derivada direccional en direccio´n al normal unitario exterior
ν a S y ∇2u = 4u es el Laplaciano de u. En efecto,
∇ · (g∇u) = ∇g · ∇u+ g∇2u
y
∇ · (u∇g) = ∇u · ∇g + u∇2g
entonces ∫
Q
∇ · (g∇u− u∇g)dV = ∫
Q
(
g∇2u− u∇2g)dV.
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Del teorema de la divergencia de Gauss se tiene∫
Q
∇ · FdV =
∮
S
F · ν dS,
para cualquier campo vectorial F. De donde∫
Q
(
g∇2u− u∇2g)dV = ∮
S
(
g∇u− u∇g) · ν dS
=
∮
S
(
g
∂u
∂ν
− u∂g
∂ν
)
dS,
donde ∇(·) · ν = ∂(·)
∂ν
.
Otra identidad que es consecuencia del teorema de la divergencia y que
utilizaremos frecuentemente es la siguiente
−
∫
Q
v∇2udV =
∫
Q
∇u · ∇vdV −
∮
S
∂u
∂ν
vdS. (1.2.7)
La notacio´n O y o
La expresio´n f(x) = O
(
g(x)
)
significa que existe una constante positiva
M tal que |f(x)| ≤ M |g(x)|, siempre que x → x0. En otras palabras, si
g(x) 6= 0 entonces |f(x)
g(x)
| → M, cuando x → x0. Se dice que f es de orden g
cerca de x = x0.
La expresio´n f(x) = o(g(x)) significa que l´ımx→x0
f(x)
g(x)
= 0.
CAP´ITULO 2
La ecuacio´n de Helmholtz
Las funciones de Green se usan principalmente para resolver ciertos
tipos de ecuaciones diferenciales parciales lineales no homoge´neas, sin
embargo, algunas ecuaciones diferenciales parciales homoge´neas pueden ser
solucionadas mediante esta aproximacio´n. Se puede decir que las funciones
de Green transforman una ecuacio´n diferencial parcial que representa un
problema f´ısico en una ecuacio´n integral de la funcio´n de Green asociada
con la ecuacio´n diferencial parcial. La funcio´n de Green esta´ considerada
como una de las ma´s poderosas herramientas que tenemos para resolver
distintos tipos de ecuaciones diferenciales parciales, en particular la ecuacio´n
de Helmholtz como una aplicacio´n del a´rea de o´ptica.
El objetivo entonces de este Cap´ıtulo, es estudiar la funcio´n de Green
como solucio´n de la ecuacio´n de Helmholtz. Adema´s desarrollaremos algunos
resultados cla´sicos que se necesitan en el estudio de la funcio´n de Green para
la solucio´n de la ecuacio´n no homoge´nea de Helmholtz. El tema es bastante
cla´sico, y como tal lo desarrollamos por motivos de completitud siguiendo
[9], [13], [14], [24], [33], [41] y [45].
2.1. Solucio´n a la ecuacio´n de Helmholtz
Consideremos la ecuacio´n de onda 3−D
∂2u
∂t2
− c24u = −q(t, x), x ∈ R3, t > 0 (2.1.1)
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donde 4u es el Laplaciano de u y q(t, x) es una fuente. Si q(t, x) = q(x)e−iωt
representa una fuente oscilatoria con frecuencia ω, entonces el movimiento
completo se reduce a una onda movie´ndose con la misma frecuencia ω despue´s
de un per´ıodo inicial transitorio. Si escribimos las soluciones en la forma
u(t, x) = u(x)e−iωt
entonces al sustituir en la ecuacio´n (2.1.1) se obtiene la ecuacio´n de Helmholtz
en 3−D
(4+ k2)u(x) = −f(x), (2.1.2)
donde k = ω/c y f(x) = 1
c2
q(x).
La funcio´n u(x) satisface esta ecuacio´n en algu´n dominio Ω ⊂ R3, con
frontera Γ = ∂Ω, la cual supondremos de clase C2. En muchas aplicaciones,
el dominio Ω usualmente representa un obsta´culo en el cual un campo de
onda incidente es dispersado, por esta razo´n nos referiremos a Ω como el
obsta´culo.
Adema´s, supondremos que la ecuacio´n (2.1.2) satisface alguna condicio´n
de frontera dada; como tambie´n la condicio´n de radiacio´n de Sommerfeld:
l´ım
r→∞
r(∂ru− iku) = 0, (2.1.3)
donde r = |x| es la norma Eucl´ıdea. Este l´ımite es uniforme en todas
las direcciones. Esta condicio´n f´ısicamente establece que la solucio´n se
comporta bien con el “alejamiento” de las ondas generadas por la fuente.
Matema´ticamente, se requiere para que el problema exterior tenga solucio´n
u´nica. El l´ımite anterior, usualmente se escribe
∂ru− iku = o(1/r), r →∞
entendiendo que un l´ımite radial es uniforme a lo largo de todos radios.
Las condiciones de frontera ma´s comunes son
la condicio´n de frontera de Dirichlet u|Γ = h0,
la condicio´n de frontera de Neumann ∂νu|Γ = h1, aca´ ∂νu es la derivada
normal de u en la direccio´n de la normal exterior ν,
la condicio´n de frontera de Robin, es una combinacio´n lineal de las
condiciones de Dirichlet y Neumann.
Ω
Γ = ∂Ω
R2 \ Ω
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Podemos resumir lo anterior para el caso donde Ω ⊂ R2, diciendo: dado el
dato h : Γ→ C y la funcio´n u : R2 \ Ω→ C que satisface
(4+ k2)u(x) = 0, x ∈ R2 \ Ω (2.1.4)
Bu(x) = h(x), x ∈ Γ (2.1.5)
∂ru− iku = o(1/r), r →∞ uniformemente, (2.1.6)
donde el operador B representa una de las condiciones de frontera antes
mencionadas: Dirichlet, Neumann o Robin. Comentemos tambie´n que el
espacio de funciones en donde el dato y la solucio´n viven, depende si
consideramos soluciones en el sentido cla´sico o de´bil. En la teor´ıa cla´sica,
las soluciones que satisfacen (2.1.4) - (2.1.6) se encuentran en el espacio
C2(R2 \ Ω) ∩ C(R2 \ Ω), en el caso de un problema de Dirichlet. Para el
problema exterior, con condiciones de frontera de Neumann, se requiere que
u posea derivada normal en la frontera, en el sentido de la convergencia
uniforme, es decir, el l´ımite
∂u
∂ν
(x) := l´ım
a→0
a>0
ν(x) · ∇u(x− aν(x))
exista uniformemente en Γ, ν(x) es el normal unitario exterior a Γ en x.
Suponemos tambie´n que h ∈ C(Γ) para el dato.
2.1.1. Construccio´n de la funcio´n de Green
A continuacio´n se presentara´ la forma de obtener la funcio´n de Green en
dos y tres dimensiones. Para ello se definira´ la funcio´n de Green g como una
solucio´n fundamental de la ecuacio´n (2.1.2), esto es, reemplazando el te´rmino
fuente por la medida de Dirac, que representa un punto fuente en r0.
Consideremos la ecuacio´n de Helmholtz en R2
(4+ k2)g(r|r0) = −δ(r − r0) (2.1.7)
sujeta a las condiciones de frontera
g(r|r0)→ 0, gr(r|r0)→ 0 cuando |r| → ∞,
donde r y r0 son vectores de posicio´n en R
2. Recuerde que
δ(r − r0) ≡ δ(x− x0)δ(y − y0).
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Tambie´n no´tese que g es una funcio´n de la longitud de la trayectoria |r− r0|.
Para la solucio´n de la ecuacio´n (2.1.7) expresamos g y δ como transformadas
inversas de Fourier, con R = r − r0 y se obtiene
g(R) =
1
(2pi)2
∫
R2
G(v)eiv·Rdv (2.1.8)
y
δ(R) =
1
(2pi)2
∫
R2
eiv·Rdv.
Sustituyendo estas dos expresiones en la ecuacio´n (2.1.7) se tiene
1
(2pi)2
∫
R2
(−v2 + k2)G(v)eiv·Rdv = − 1
(2pi)2
∫
R2
eiv·Rdv
de donde
G(v) =
1
v2 − k2 .
Al reemplazar en (2.1.8) se obtiene
g(R) =
1
(2pi)2
∫
R2
eiv·R
v2 − k2dv.
En coordenadas polares esta integral se expresa como
g(R) =
1
(2pi)2
∫ pi
0
∫ ∞
−∞
eivR cos θ
v2 − k2 vdvdθ.
Integrando primero sobre v y usando el teorema del residuo de Cauchy [43]
tenemos ∮
C
zeizR cos θ
(z + k)(z − k)dz = ipie
ikR cos θ
donde el contorno de integracio´n C se escogio´ de manera que encerrara uno
de los polos en z = k. La ecuacio´n anterior es precisamente una expresio´n
para la funcio´n de Green saliente, en la cual la onda se propaga de un punto
de perturbacio´n en r0. Una solucio´n para el polo en z = −k dara´ una solucio´n
que representa un campo de onda convergiendo en r0. La funcio´n de Green
saliente es usualmente el resultado f´ısicamente ma´s significativo. De este
modo, la funcio´n saliente de Green puede escribirse en la forma
g(R) =
i
4pi
∫ pi
0
eikR cos θdθ.
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Escribiendo la funcio´n de Green en esta forma permite emplear el resultado
H
(1)
0 (kR) =
1
pi
∫ pi
0
eikR cos θdθ,
donde H
(1)
0 es la funcio´n de Hankel (de primera clase y de orden cero) [50].
Esta es la representacio´n integral para la transformada Hankel y e´sta se puede
usar para escribir la funcio´n de Green en dos dimensiones como
g(r|r0) = i
4
H
(1)
0
(
k|r − r0|
)
.
Una forma u´til de esta funcio´n es su aproximacio´n asinto´tica [32]
H
(1)
0 (kR) '
√
2
pi
e−ipi/4
e−ikR√
kR
,
esta expresio´n es va´lida cuando kR  1. Esta condicio´n significa que la
longitud de onda de la onda originada desde r0 es muy pequen˜a comparada
con la distancia entre r y r0 lo cual es f´ısicamente razonable en muchos casos
y as´ı la funcio´n de Green de dos dimensiones puede usarse de la siguiente
forma
g(r|r0) = 1√
8pi
eipi/4
eik|r−r0|√
k|r − r0|
.
En tres dimensiones, el espacio libre de la funcio´n de Green esta´ dado por
la solucio´n a la ecuacio´n
(4+ k2)g = −δ(x), x ∈ R3, (2.1.9)
donde g(x|x0) es la funcio´n de Green. Usando coordenadas esfe´ricas el
Laplaciano en 3−D, se expresa en te´rminos de la coordenada radial r
4g = grr + 2
r
gr, (2.1.10)
luego (2.1.10) toma la forma
1
r2
∂
∂r
(
r2
∂g
∂r
)
+ k2g = −δ(r), (2.1.11)
con 0 < r <∞ y la condicio´n de radiacio´n (2.1.3).
Para r > 0, la funcio´n g satisface la ecuacio´n homoge´nea
1
r2
∂
∂r
(
r2
∂g
∂r
)
+ k2g = 0,
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o equivalentemente,
∂2
∂r2
(rg) + k2(rg) = 0.
Esta ecuacio´n admite una solucio´n de la forma
rg(r) = Aeikr +Be−ikr
o
g(r) = A
eikr
r
+B
e−ikr
r
, (2.1.12)
donde A y B son constantes arbitrarias. Para que se satisfaga la condicio´n de
radiacio´n, debemos escoger B = 0. Luego la solucio´n (2.1.12) se transforma
en
g(r) = A
eikr
r
,
para determinar A, se integra la ecuacio´n (2.1.9) sobre una superficie esfe´rica
de radio , S. De la definicio´n de la funcio´n delta, esta integral debe ser igual
a
l´ım
→0
∫
V
(4+ k2)g(r)dV = −1, (2.1.13)
donde dV = 4pir2dr. Sustituyendo (2.1.12) con B = 0 obtenemos
4piA l´ım
→0
[∫ 
0
4e
ikr
r
r2dr + k2
∫ 
0
eikrrdr
]
= −1.
La segunda integral se anula, mientras el te´rmino restante es integrado por
medio del teorema de la divergencia de Gauss, con
F = ∇
(Aeikr
r
)
=
∂g(r)
∂r
=
A
r
eikr
(
ik − 1
r
)
.
De donde,
l´ım
→0
∫
S
∂g
∂r
dS = l´ım
→0
∫
S
A
r
eikr
(
ik − 1
r
)
dS = −1,
de lo cual se obtiene A = 1
4pi
, cuando  → 0. En consecuencia, la funcio´n de
Green toma la forma
g(r) =
eikr
4pir
.
Esta es la funcio´n de Green de espacio libre. F´ısicamente, esta funcio´n
representa el alejamiento de ondas esfe´ricas radiando siempre desde la fuente
en el origen.
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Con un punto fuente en r0, la funcio´n de Green es dada por
g(r|r0) = e
ik|r−r0|
4pi|r − r0| ,
donde r y r0 son vectores de posicio´n en R
3. Finalmente, cuando k = 0, este
resultado se reduce a la funcio´n de Green para la ecuacio´n de Poisson en
3−D.
Observe que la funcio´n de Green es singular. En tres dimensiones, la
funcio´n de Green es singular espacialmente cuando r = r0, mientras que en
dos dimensiones, la funcio´n de Green es una funcio´n Hankel, cuyo argumento
es k|r− r0| y tiene los dos tipos de singularidades: la espacial y la temporal,
e´stas se presentan en k = 0 o r = r0.
2.1.2. Funcio´n de Green como solucio´n de la ecuacio´n
de Helmholtz
El propo´sito de esta seccio´n es encontrar una solucio´n para la ecuacio´n
de Helmholtz no homoge´nea. Pero como motivacio´n, analicemos el caso para
el campo de onda u(x) generado por una fuente arbitraria f(x).
En tres dimensiones se busca entonces resolver la ecuacio´n
(4+ k2)u(x) = −f(x), x ∈ V ⊂ R3 (2.1.14)
donde V es el volumen de la funcio´n fuente la cual tiene soporte compacto.
Es importante hacer notar que se supone la fuente como −f en vez de +f ,
en coherencia con la definicio´n de la funcio´n de Green donde se supone por
conveniencia el te´rmino −δ. Se sabe que la ecuacio´n para la funcio´n de Green
esta´ dada por
(4+ k2)g(x|x0) = −δ(x− x0). (2.1.15)
Multiplicando ambos lados de la ecuacio´n (2.1.14) por g, los de la ecuacio´n
(2.1.15) por u y restando los dos resultados obtenemos
g4u− u4g = −gf + uδ. (2.1.16)
Suponemos que la fuente esta´ confinada en una regio´n infinita del espacio
con un volumen finito V , mientras que fuera de esta regio´n se supone que la
funcio´n fuente es cero. Integrando la ecuacio´n (2.1.16) sobre V y teniendo en
cuenta que ∫
u(x)δ(x− x0)dV = u(x0)
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se obtiene el siguiente resultado
u(x0) =
∫
V
f(x)g(x|x0)dV +
∫
V
[
g(x|x0)4u(x)− u(x)4g(x|x0)
]
dV.
Como en esta expresio´n la funcio´n u aparece en ambos lados, entonces dicha
ecuacio´n no es propiamente una solucio´n para u. Para obtener una solucio´n
en te´rminos de cantidades conocidas, podemos simplificar el segundo te´rmino
usando la identidad de Green∫
V
(g4u− u4g)dV =
∮
S
(g∇u− u∇g) · ν dS,
donde S es la superficie que contiene el volumen V y ν es el normal unitario
exterior a S. Adema´s, si imponemos las condiciones de frontera homoge´neas
de Dirichlet y Neumann sobre la superficie S se tiene∮
S
(g∇u− u∇g) · ν dS = 0.
En consecuencia,
u(x0) =
∫
V
f(x)g(x|x0)dV.
El me´todo descrito para encontrar el campo de onda no homoge´neo, se
puede aplicar para resolver la ecuacio´n de Helmholtz no homoge´nea
(4+ k2)u(x) = −k2γ(x)u(x), x ∈ R3 (2.1.17)
donde γ es una funcio´n no homoge´nea la cual es responsable de la dispersio´n
del campo de onda u, y por tanto se llama algunas veces como el dispersor.
Usualmente se considera de soporte compacto.
Teniendo presente el anterior desarrollo, la solucio´n con f(x) =
k2γ(x)u(x), es dada por
u(x0) = k
2
∫
V
gγudV +
∮
S
(g∇u− u∇g) · ν dS.
Para calcular la integral de superficie, se debe escoger una condicio´n para el
comportamiento de u sobre la superficie S de γ. Considere el caso donde el
campo de onda incidente uinc es una onda plana simple con amplitud unitaria
eik·x que satisfaga la ecuacio´n de onda homoge´nea
(4+ k2)uinc(x) = 0, x ∈ R3.
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Escogiendo la condicio´n u(x) = uinc(x) sobre la superficie de γ, obtenemos
u(x0) = k
2
∫
V
gγudV +
∮
S
(g∇uinc − uinc∇g) · ν dS.
Ahora, usando la identidad de Green transformamos la integral de superficie
en una integral de volumen∮
S
(g∇uinc − uinc∇g) · ν dS =
∫
V
(g4uinc − uinc4g)dV.
No´tese que
4uinc = −k2uinc y 4g = −δ − k2g,
de lo cual se obtiene∫
V
(g4uinc − uinc4g)dV =
∫
δuincdV = uinc.
Por tanto, escogiendo el campo u igual al campo de onda incidente uinc sobre
la superficie de γ, obtenemos una solucio´n de la forma u = uinc+uscat, donde
uscat = k
2
∫
V
gγudV. El campo de onda uscat frecuentemente se conoce como
el dispersor.
Observacio´n 2.1.1. Un hecho de resaltar en el estudio de las funciones de
Green es la propiedad de simetr´ıa. Esto es, si x1 y x2 son dos puntos de R
3,
entonces
g(x1|x2) = g(x2|x1).
En efecto, consideremos las ecuaciones
(4+ k2)g(x|x1) = −δ(x− x1)
y
(4+ k2)g(x|x2) = −δ(x− x2).
Entonces
g(x|x2)4g(x|x1)− g(x|x1)4g(x|x2) = g(x|x1)δ(x− x2)− g(x|x2)δ(x− x1).
Integrando sobre V ⊆ R3, y usando la identidad de Green con las condiciones
de frontera homoge´neas de Dirichlet y Neumann sobre la superficie de V se
tiene ∫
V
g(x|x1)δ(x− x1)dV −
∫
V
g(x|x2)δ(x− x2)dV = 0,
de donde
g(x2|x1) = g(x1|x2).
Esto significa que la propagacio´n de una onda de un punto x1 a un punto x2
es lo mismo que la propagacio´n de una onda de x2 a x1.
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2.1.3. La condicio´n de radiacio´n de Sommerfeld
La condicio´n de radiacio´n de Sommerfeld es una condicio´n de frontera
extra para el problema exterior de Helmholtz con el fin que la solucio´n
encontrada sea u´nica. Ilustremos como es usual en este trabajo, considerando
la ecuacio´n de Helmholtz en R2
4u+ k2u = 0
sobre el exterior del disco de radio a y centro en el origen, sujeto a la condicio´n
de frontera u(a, θ) = c (constante). En este caso, la solucio´n es una funcio´n
completamente radial que satisface la ecuacio´n de Bessel de orden cero
urr +
1
r
ur + k
2u = 0.
Las dos soluciones linealmente independientes de esta ecuacio´n son las
funciones de Hankel de orden cero H
(1)
0 (kr) y H
(2)
0 (kr) de primera y segunda
clase, respectivamente (ver p.e., [50]). Por tanto, las dos soluciones distintas
del problema de frontera esta´n dadas por
u1(r) =
c
H
(1)
0 (ka)
H
(1)
0 (kr) y u2(r) =
c
H
(2)
0 (ka)
H
(2)
0 (kr).
F´ısicamente, la primera solucio´n u1 representa una onda saliendo mientras
u2 es una onda entrando. De las dos, solamente u1 satisface la condicio´n de
radiacio´n de Sommerfeld, y en virtud del comportamiento asinto´tico de las
funciones de Hankel para un argumento grande se tiene
H
(1,2)
0 (kr) =
√
2
pikr
e
[
±i(kr−pi/4)
][
1 +O
( 1
kr
)]
, r →∞.
Por tanto, agregando la condicio´n de Sommerfeld, el problema de frontera
para la ecuacio´n de Helmholtz en el exterior del disco, tiene solucio´n u´nica.
La condicio´n de radiacio´n fue formulada por Arnold Sommerfeld en 1912
en su art´ıculo [44] sobre la funcio´n de Green de la ecuacio´n de Helmholtz.
Comenzando con la observacio´n que, en contraste al potencial teo´rico (k = 0),
la ecuacio´n de Helmholtz posee funciones propias de espacio libre que se
anulan en infinito, Sommerfeld concluye que anularse en el infinito no es
condicio´n suficientemente fuerte para garantizar la unicidad de las soluciones
del problema de frontera exterior para la ecuacio´n de Helmholtz. E´l explica
esto interpretando las soluciones de la ecuacio´n de Helmholtz como la parte
espacial de las soluciones de tiempo armo´nico de la ecuacio´n de onda.
Existe tambie´n una interpretacio´n de la condicio´n de radiacio´n en
te´rminos de flujo de energ´ıa [16, Vol. 1, pp. 645]. Para ver esto, consideremos
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la ecuacio´n de onda independiente del tiempo y supongamos que v es una
solucio´n suficientemente suave de
vtt −4v = 0, en Ω× R,
donde Ω es un dominio acotado regular. Despue´s de multiplicar la ecuacio´n
por vt, e integrando sobre Ω, aplicando el teorema de la divergencia, tomando
las partes reales y haciendo uso de las identidades
1
2
∂
∂t
|vt|2 = Re vtvtt y 1
2
∂
∂t
|∇v|2 = Re∇vt · ∇v,
se obtiene la identidad
∂
∂t
∫
Ω
1
2
(
|vt|2 + |∇v|2
)
dx− Re
∫
Γ
vt
∂v
∂ν
dS = 0. (2.1.18)
Observe que
1
2
∂
∂t
|vt|2 = 1
2
∂
∂t
(vtvt) =
1
2
(vttvt + vtvtt)
=
1
2
(
vttvt + vttvt
)
= Re vtvtt.
De manera ana´loga se prueba la otra identidad. Ahora, definiendo las
cantidades
EΩ(v, t) :=
1
2
∫
Ω
(
|vt|2 + |∇v|2
)
dx
IΓ(v, t) := −Re
∫
Γ
vt
∂v
∂ν
dS.
La primera expresio´n representa la energ´ıa de la onda contenida en Ω en el
tiempo t, mientras la segunda representa el flujo hacia afuera de la energ´ıa
a trave´s de la frontera de Ω en el instante t. Por tanto, la ecuacio´n (2.1.18)
establece que
∂
∂t
EΩ(v, t) + IΓ(v, t) = 0,
es decir, la energ´ıa que crece en el dominio es balanceada por su flujo
hacia afuera a trave´s de la frontera. Retornando al caso de tiempo armo´nico
v(x, t) = e−iktu(x) obtenemos
EΩ(v, t) ≡ EΩ(u) = 1
2
∫
Ω
(
k2|u|2 + |∇u|2
)
dx
IΓ(v, t) ≡ IΓ(u) = −Re
[
ik
∫
Γ
u
∂u
∂ν
dS
]
,
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es decir, la energ´ıa en el dominio es constante y por tanto el flujo IΓ(u)
debe anularse tambie´n. Ahora aplicaremos este resultado a un problema
exterior. En efecto, supongamos que Ω contiene al conjunto compacto K
y sea Ω′ = Ω \K, en [16] se prueba que, dado cualquier dominio regular Ω0
tal que K ⊂ Ω0 ⊂ Ω0 ⊂ Ω, entonces si u es una solucio´n de la ecuacio´n
homoge´nea de Helmholtz en Ω′, la cantidad
I(u) := −Re
[
ik
∫
Γ
u
∂u
∂ν
dS
]
es independiente de la eleccio´n de Ω0. I(u) se llama el flujo de energ´ıa de u
y la solucio´n u saldra´ o entrara´ dependiendo de si I(u) ≥ 0 o I(u) ≤ 0.
La siguiente proposicio´n demuestra que, si la condicio´n de radiacio´n de
Sommerfeld se tiene, entonces la solucio´n esta´ saliendo.
Proposicio´n 2.1.1. Sea u una solucio´n de la ecuacio´n homoge´nea de
Helmholtz 4u+ k2u = 0 en Rn \K, K un compacto y sea ΓR la frontera de
la bola de radio R alrededor del origen. Si u tambie´n satisface la condicio´n
de radiacio´n de Sommerfeld, entonces I(u) ≥ 0, en particular,
I(u) = k2 l´ım
R→∞
∫
ΓR
|u|2dS. (2.1.19)
Demostracio´n. Para R suficientemente grande, se obtiene
I(u) = −Re ik
∫
ΓR
uurdS
= −Re
[
ik
∫
ΓR
(ur − iku)udS
]
+ k2
∫
ΓR
|u|2 dS. (2.1.20)
No´tese que −Re
[
ik
∫
ΓR
−ikuu dS
]
= −k2 ∫
ΓR
|u|2dS. Aplicando la desigual-
dad de Schwarz se tiene∣∣∣Re ik ∫
ΓR
(ur−iku)udS
∣∣∣ ≤ (∫
ΓR
∣∣ur − iku∣∣2 dS)1/2(k2 ∫
ΓR
|u|2 dS
)1/2
. (∗)
Al aplicar la desigualdad triangular a (2.1.20) y usando la u´ltima desigualdad
se obtiene
k2
∫
ΓR
|u|2 dS ≤ |I(u)|+
∣∣∣Re ik ∫
ΓR
(ur − iku)udS
∣∣∣
≤ |I(u)|+
(∫
ΓR
∣∣ur − iku∣∣2 dS)1/2(k2 ∫
ΓR
|u|2 dS
)1/2
≤ |I(u)|+
∫
ΓR
∣∣ur − iku∣∣2 dS + 1
4
k2
∫
ΓR
|u|2 dS,
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en el u´ltimo paso se aplico´ la desigualdad ab ≤ a2 + (1
2
b)2, para a, b ≥ 0,
agrupando te´rminos se tiene
k2
∫
ΓR
|u|2 dS ≤ 4
3
(
|I(u)|+
∫
ΓR
∣∣ur − iku∣∣2 dS).
Si R→∞ y en virtud que u satisface la condicio´n de Sommerfeld, la u´ltima
desigualdad demuestra que k2
∫
ΓR
|u|2 dS esta´ acotada cuando R →∞. As´ı,
(2.1.20) y (∗) implican (2.1.19).
La prueba que la condicio´n de radiacio´n implica unicidad se encuentra en
[16, Vol. 1, pp. 651].
2.1.4. El me´todo de la ecuacio´n integral
En el estudio de la teor´ıa del potencial cla´sica, en el caso k = 0, el primer
resultado de existencia y unicidad concerniente a problemas de frontera para
la ecuacio´n de Helmholtz, viene de la teor´ıa de las ecuaciones integrales.
Por tal motivo presentamos en este apartado una descripcio´n del me´todo
de las ecuaciones integrales en la solucio´n de la ecuacio´n de Helmholtz. Las
pruebas de los teoremas citados se encuentran en [9]. Es de notar tambie´n que
la ecuacio´n de Helmholtz se puede estudiar a la luz de la teor´ıa de problemas
de frontera de ecuaciones diferenciales parciales de segundo orden (ver p.e.,
[21], [23], [33], [34] o [47]).
El me´todo de la ecuacio´n integral se basa en buscar soluciones de la
ecuacio´n de Helmholtz en cualquiera de las formas
v(x) = (S˜ϕ)(x) :=
∫
Γ
g(x|y)ϕ(y)dSy, x 6∈ Γ (2.1.21)
o
w(x) = (K˜ψ)(x) :=
∫
Γ
∂g(x|y)
∂ν(y)
ψ(y)dSy, x 6∈ Γ, (2.1.22)
donde
g(x|y) = i
4
H
(1)
0 (k|x− y|), x 6= y
es la funcio´n de espacio libre de la ecuacio´n de Helmholtz y H
(1)
0 es la funcio´n
de Hankel de primera clase y orden cero. Las funciones ϕ, ψ ∈ C(Γ) son
usualmente referidas como densidades y S˜ y K˜ son los operadores de una y
doble capa, respectivamente. Las funciones v = S˜ϕ y w = K˜ψ en (2.1.21)
y (2.1.22), se conocen como potencial de una y doble capa, respectivamente,
son soluciones anal´ıticas de la ecuacio´n de Helmholtz y satisfacen la condicio´n
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de radiacio´n de Sommerfeld [48]. El comportamiento cuando x se aproxima a
la frontera esta´ dado por las condiciones de salto [29]. Esto es, para funciones
definidas en una vecindad de Γ definimos para x ∈ Γ
u+(x) = l´ım
y→x
y∈R2\Ω
u(y) y u−(x) = l´ım
y→x
y∈Ω
u(y).
El siguiente teorema recoge algunas propiedades de los potenciales de
capa, la prueba se encuentra en [9].
Teorema 2.1.2. Los potenciales de capa (2.1.21) y (2.1.22) tienen las
siguientes propiedades:
1. El potencial de una capa v con densidad ϕ ∈ C(Γ) es uniformemente
continuo Ho¨lder en R2 con ‖v‖α,R2 ≤ c(α,Γ)‖ϕ‖α,Γ,∀α ∈ (0, 1) y
alguna constante c(α,Γ). En particular, v es continuo a trave´s de Γ.
2. El potencial de doble capa w con densidad ψ ∈ C(Γ) se extiende
continuamente desde Ω a Ω y desde R2 \Ω a R2 \Ω con valores l´ımites
w±(x) =
∫
Γ
∂g(x|y)
∂ν(y)
ψ(y)dSy ± 1
2
ψ(x), x ∈ Γ.
La integral existe como integral impropia.
3. Para el potencial de una capa v con densidad ϕ ∈ C(Γ) se tiene
∂v±
∂ν
(x) =
∫
Γ
∂g(x|y)
∂ν(y)
ϕ(y)dSy ∓ 1
2
ϕ(x), x ∈ Γ
donde nuevamente la integral existe como integral impropia y la
derivada normal se entiende en el sentido de la convergencia uniforme
de
∂v±
∂ν
(x) := l´ım
a→0
a>0
∂v(x+ aν(x))
∂ν(x)
.
4. Para el potencial de doble capa w con densidad ψ ∈ C(Γ) se tiene
∂w+
∂ν
(x) =
∂w−
∂ν
(x), x ∈ Γ.
Con estas condiciones de salto, podemos utilizar la ecuacio´n integral con
una de las densidades consideradas (ϕ o ψ) para que el potencial resultante
resuelva el problema de frontera exterior en consideracio´n [12]. La conjetura
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cla´sica para el problema exterior de Dirichlet, esta´ en buscar la solucio´n en
la forma de potencial de doble capa, mientras que para el problema exterior
de Neumann esta´ en encontrarla como el potencial de una capa, en virtud en
que las dos aproximaciones conducir´ıa a una ecuacio´n integral de Fredholm
de primera clase [38].
Comencemos con el problema exterior de Dirichlet, y veamos que para
v(x) = h(x), x ∈ Γ se tiene
h(x) = w+(x) =
∫
Γ
∂g(x|y)
∂ν(y)
ψ(y)dSy ± 1
2
ψ(x), x ∈ Γ (2.1.23)
de acuerdo con el Teorema (2.1.2). De igual manera, para el problema exterior
de Neumann, la condicio´n de frontera requerida es
h(x) =
∂v+
∂ν
(x) =
∫
Γ
∂g(x|y)
∂ν(y)
ϕ(y)dSy ∓ 1
2
ϕ(x), x ∈ Γ. (2.1.24)
Multiplicando por dos ambas ecuaciones, obtenemos las ecuaciones integrales
cla´sicas
(I +K)ψ = 2h (2.1.25)
(I −K∗)ϕ = 2h, (2.1.26)
donde los operadores integrales K y K∗ son definidos por
(Kψ)(x) := 2
∫
Γ
∂g(x|y)
∂ν(y)
ψ(y)dSy, x ∈ Γ (2.1.27)
(K∗ϕ)(x) := 2
∫
Γ
∂g(x|y)
∂ν(y)
ϕ(y)dSy, x ∈ Γ. (2.1.28)
Tambie´n usaremos otros dos operadores integrales definidos por
(Sϕ)(x) := 2
∫
Γ
g(x|y)ϕ(y)dSy, x ∈ Γ (2.1.29)
(Tψ)(x) := 2
∂
∂ν(x)
∫
Γ
∂g(x|y)
∂ν(y)
ψ(y)dSy, x ∈ Γ. (2.1.30)
El operador S se llama el operador de una capa, K el operador de doble
capa y T se conoce como operador hiper-singular. El dominio para T es
el subespacio vectorial N(Γ) de todas las funciones ϕ ∈ C(Γ) tales que el
potencial de doble capa con densidad ϕ tenga derivada normal a ambos lados
de Γ. En el siguiente teorema se resumen las propiedades de estos operadores.
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Teorema 2.1.3. Las propiedades de los operadores integrales S, K, K∗ y T
son las siguientes:
1. Los operadores S, K y K∗ son compactos en C(Γ) y C0,α(Γ) para
0 < α < 1. Los tres son operadores continuos de C(Γ) en C0,α(Γ).
S y K se mapean continuamente de C0,α(Γ) en C1,α(Γ).
2. S es autoadjunto, K y K∗ son mutuamente adjuntos en el sistema dual
definido en C(Γ)× C(Γ) con
〈ϕ, ψ〉 =
∫
Γ
ϕψdS, ϕ, ψ ∈ Γ.
3. El operador T es autoadjunto y no acotado de N(Γ) a C(Γ). T es
acotado de C1,α(Γ) a C0,α(Γ).
Demostracio´n. Ver [9].
En el problema de frontera de Robin, la condicio´n de frontera en Γ
esta´ dada por
∂u
∂ν
+ γu = h en Γ
con γ ∈ C(Γ). Cuando la solucio´n se encuentra como un potencial de una
capa, la correspondiente densidad ϕ ∈ C(Γ) se necesita para resolver la
ecuacio´n integral
ϕ−K∗ϕ− γSϕ = −2h. (2.1.31)
El me´todo de la ecuacio´n integral reduce los tres problemas de valor de
frontera a tres ecuaciones integrales (2.1.25), (2.1.26) y (2.1.31). Como S y
K son operadores compactos, la solubilidad de estas ecuaciones integrales
esta´ completamente descrita por la alternativa de Fredholm (ver p.e., [20]
o [40]), que establece, para operadores compactos adjuntos A y A∗, los
operadores I + A y I + A∗ son o ambos biyecciones o sus espacios nulos
tienen la misma dimensio´n y sus rangos consisten de todas la funciones que
son ortogonales al espacio nulo del operador adjunto. Los adjuntos de los
operadores I+K y I−K∗ aparecen en la ecuacio´n integral para el problema
exterior tanto de Dirichlet como el de Neumann. De manera ma´s expl´ıcita, la
alternativa de Fredholm en su forma ma´s simple establece que si K : H → H
es un operador compacto, donde H es un espacio de Hilbert, entonces
i) o bien I +K es invertible con inversa continua,
ii) o ker(I +K) es finito dimensional e Im(I +K) = ker(I +K∗)⊥ tiene
la misma dimensio´n finita.
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En el segundo caso, existen funciones ψ1, . . . , ψN que forman una base del
complemento ortogonal de Im(I +K)⊥ tal que la ecuacio´n ψ +Kψ = ϕ es
soluble si y so´lo si ϕ es ortogonal a ψi para todo i. Por tanto, la primera parte
de la alternativa de Fredholm garantiza la existencia para las soluciones del
problema exterior, siempre que tengamos la unicidad para el correspondiente
problema interior.
Finalmente, citamos un teorema de representacio´n de Green para las
soluciones de la ecuacio´n de Helmholtz.
Teorema 2.1.4. Sea u ∈ C2(Ω) ∩ C(Ω) una solucio´n de la ecuacio´n de
Helmholtz
4u+ k2u = 0
en Ω con derivada normal en Γ = ∂Ω en el sentido de la convergencia
uniforme. Entonces∫
Γ
[
u(y)
∂g(x|y)
∂ν(y)
− g(x|y) ∂u
∂ν(y)
]
dSy =
{ −u(x), x ∈ Ω;
0, x ∈ R2 \ Ω.
Sea u ∈ C2(R2 \ Ω) ∩ C(R2 \ Ω) una solucio´n de la ecuacio´n de Helmholtz
4u+ k2u = 0
en Ω con derivada normal en Γ = ∂Ω en el sentido de la convergencia
uniforme y satisface la condicio´n de radiacio´n de Sommerfeld. Entonces∫
Γ
[
u(y)
∂g(x|y)
∂ν(y)
− g(x|y) ∂u
∂ν(y)
]
dSy =
{
0, x ∈ Ω;
u(x), x ∈ R2 \ Ω.
Demostracio´n. Se bosqueja en los desarrollos del apartado 2.1.2 o ver [9].
En particular, el teorema de representacio´n demuestra que cualquier
solucio´n de la ecuacio´n de Helmholtz se puede expresar como la combinacio´n
de un potencial de una y doble capa, cada cual con una densidad diferente.
2.1.5. Problema modelo
A manera de ejemplo, consideremos el problema exterior para la ecuacio´n
de Helmholtz con respecto al disco de centro en el origen y radio a. Este
problema tiene la ventaja que se puede resolver por separacio´n de variables,
y por tanto, se puede utilizar como test para aproximaciones nume´ricas.
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El problema completo se puede escribir en coordenadas polares como
urr +
1
r
ur +
1
r2
uθθ + k
2u = 0, r > a
Bu(a, θ) = h(θ) (2.1.32)
∂u
∂r
(R, θ) = (Bku)(R, θ),
donde B es un operador diferencial en la direccio´n radial de orden al menos
uno dependiendo de la condicio´n de frontera impuesta en r = a y Bk es un
operador que se puede expresar en te´rminos de los operadores integrales S,
K, K∗ y T introducidos en el apartado anterior [10]. El me´todo de separacio´n
de variables u(r, θ) = F (r)G(θ) nos conlleva a las funciones trigonome´tricas
Gn(θ) = e
inθ, n ∈ Z
en la variable angular, lo cual implica que las correspondientes funciones Fn
satisface
F ′′(r) +
1
r
F ′(r) +
(
k2 − n
2
r2
)
F (r) = 0.
Claramente, esta es una ecuacio´n de Bessel de orden n, cuyas soluciones
linealmente independientes son las funciones de Hankel de orden n, H
(1)
n (kr)
y H
(2)
n (kr), de primera y segunda clase, respectivamente. Luego la solucio´n
es de la forma
u(r, θ) =
∑
n∈Z
[
anH
(1)
n (kr) + bnH
(2)
n (kr)
]
einθ,
donde los coeficientes an y bn se determinan con las condiciones de frontera.
La condicio´n de frontera DtN (aplicacio´n Dirichlet-Neumann) en r = R
determina
ur(R, θ) = k
∑
n∈Z
H
(1)′
n (kR)
H
(1)
n (kR)
Un(R)e
inθ
=
k
2pi
∑
n∈Z
H
(1)′
n (kR)
H
(1)
n (kR)
∫ 2pi
0
u(R, ξ)ein(θ−ξ)dξ
:= [Bku(R, ·)](θ),
observe que los coeficientes de Fourier esta´n dados por
Un(R) =
1
2pi
∫ 2pi
0
u(R, θ)e−inθdθ.
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No´tese tambie´n que Bk es un operador en el espacio de las funciones definidas
en [0, 2pi]. Ahora bien, igualando coeficientes de Fourier se tiene
k
[
anH
(1)′
n (kR) + bnH
(2)′
n (kR)
]
= k
H
(1)′
n (kR)
H
(1)
n (kR)
[
anH
(1)
n (kR) + bnH
(2)
n (kR)
]
,
que implica bn = 0 cuando usamos la relacio´n del wronskiano (ver [32])
H(1)n (z)H
(2)′
n (z)−H(1)
′
n (z)H
(2)
n (z) = −
4i
piz
.
Por tanto, la condicio´n de frontera DtN rechaza las soluciones entrantes sin
importar la condicio´n de frontera en el disco, e´sta solamente especifica los
coeficientes an.
Como estamos principalmente interesados en problemas de ondas planas
dispersivas, consideremos entonces el dato de frontera como una onda plana
incidente uinc(r, θ) = eikr cos θ propaga´ndose en la direccio´n positiva del eje x.
Si la condicio´n de frontera en el disco esta´ dada por
Butotr ≡ utotr + kηutot = 0
para el campo total, entonces
ur + kηu = −uincr − kηuinc, r = a
para el campo disperso u. Si ahora usamos la expansio´n de Jacobi-Anger [10]
eikr cos θ =
∑
n∈Z
inJn(kr)e
inθ,
donde Jn denota la funcio´n de Bessel, el campo disperso es entonces
u(r, θ) = −
∑
n∈Z
in
J ′n(ka) + ηJn(ka)
H
(1)′
n (ka) + ηH
(1)
n (ka)
H(1)n (kr)e
inθ
= −
∑
n∈Z
in
J ′n(ka)
η
+ Jn(ka)
H
(1)′
n (ka)
η
+H
(1)
n (ka)
H(1)n (kr)e
inθ
y cuando η →∞, se obtiene la solucio´n del problema de Dirichlet
u(r, θ) = −
∑
n∈Z
in
Jn(ka)
H
(1)
n (ka)
H(1)n (kr)e
inθ.
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2.2. Me´todos de aproximacio´n
En esta seccio´n consideraremos las te´cnicas de aproximacio´n como la de
Wenzel-Kramers-Brillouin (WKB), la de Rytov y un me´todo de perturbacio´n
(ver p.e., [4], [5], [27], [28] y [46]) para solucionar ecuaciones de onda no
homoge´neas, tomando en nuestro caso particular la solucio´n de la ecuacio´n
no homoge´nea de Helmholtz. El me´todo WKB se fundamenta en el siguiente
hecho: “Si la longitud de onda de un campo de onda u es muy pequen˜o
comparado con las variaciones en γ entonces se puede introducir una
aproximacio´n adecuada que nos de una solucio´n apropiada”. Una idea similar
se utiliza para la aproximacio´n de Rytov. En ambos casos, el resultado
esta´ basado en el uso de una transformacio´n tipo exponencial donde una
solucio´n de la forma A(r)eis(r) o ma´s precisamente A(r)es(r) es considerada,
la cual es ana´loga a una solucio´n de una onda plana del tipo Aeik·r.
Los me´todos de aproximacio´n de WKB y de Rytov se basan en la idea
planteada por Huygens, donde sugiere que las propiedades de la reflexio´n y
la refraccio´n de la luz pueden ser explicadas mediante una sucesio´n de frentes
de onda que se extienden fuera de una funcio´n fuente como un rizo de onda
que resulta del tiro de una piedra en el agua y deja cada punto del frente de
onda como una nueva fuente de perturbacio´n (ver p.e., [4]).
2.2.1. La aproximacio´n WKB
Consideremos la ecuacio´n diferencial( ∂2
∂x2
+ k2
)
u(x) = −k2γ(x)u(x) (2.2.1)
la solucio´n en funcio´n de Green para esta ecuacio´n esta´ dada por
u = uinc + uscat
donde uinc es el campo de onda incidente y uscat esta´ dado por
uscat(x0) = k
2
∫
γ(x)g(x|x0)u(x)dx.
En lugar de considerar la solucio´n como la suma de dos campos de onda uinc
y uscat hacemos la transformacio´n
u(x) = uinc(x)e
s(x). (2.2.2)
Sustituyendo este resultado en la ecuacio´n (2.2.1) y derivando obtenemos
∂2uinc
∂x2
+ 2
∂s
∂x
∂uinc
∂x
+ uinc
(∂s
∂x
)2
+ uinc
∂2s
∂x2
+ k2uinc = −k2γuinc.
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Si consideramos uinc como una solucio´n para
∂2uinc
∂x2
+ k2uinc = 0,
es decir, uinc = e
ikx entonces derivando uinc y agrupando te´rminos tenemos
2ik
∂s
∂x
+
(∂s
∂x
)2 ∂2s
∂x2
= −k2γ. (2.2.3)
Obse´rvese que e´sta es una ecuacio´n no lineal de Riccati para s y si
introducimos la condicio´n que la longitud de onda λ = 2pi
k
sea lo
suficientemente pequen˜a comparada con el espacio sobre el cual var´ıa s,
entonces el te´rmino no lineal y la segunda derivada se pueden ignorar y
podemos escribir
2ik
ds
dx
= −k2γ
cuya solucio´n general (sin considerar la constante de integracio´n) esta´ dada
por
s(x) =
ik
2
∫ x
γ(v)dv.
As´ı la solucio´n para u esta´ dada por
u(x) = uince
ik
2
R x γ(v)dv = eik(x+
1
2
R x γ(v)dv),
y se conoce como la aproximacio´n WKB para la ecuacio´n de Helmholtz.
Observe que esta aproximacio´n se fundamenta en el hecho que si k es lo
suficientemente grande comparado con las magnitudes de los te´rminos
(∂s
∂x
)2
y
∂2s
∂x2
entonces en la ecuacio´n (2.2.3) los te´rminos que interesan son
2ik
(∂s
∂x
)
y − k2γ.
En otras palabras, si L es la longitud escalar caracter´ıstica sobre la cual s
var´ıa entonces λ
L
 1. La solucio´n describe un campo de onda plano cuya
fase kx esta´ modificada por k
2
∫
γdx.
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2.2.2. La aproximacio´n de Rytov
Consideremos la ecuacio´n tridimensional no homoge´nea de Helmholtz
(4+ k2)u(r) = −k2γ(r)u(r), r ∈ V ⊆ R3. (2.2.4)
Ahora, si sustituimos u = uince
s en la ecuacio´n anterior y derivamos,
obtenemos la siguiente ecuacio´n no lineal de Riccati
4s+ 2∇uinc
uinc
· ∇s+∇s · ∇s = −k2γ (2.2.5)
donde uinc se toma de tal forma que satisfaga la siguiente ecuacio´n
4uinc + k2uinc = 0, (2.2.6)
es decir, uinc = e
ik.r. Supongamos que s var´ıa lo suficientemente lento para
que el te´rmino no lineal ∇s · ∇s se desestime en relacio´n con los otros
te´rminos, entonces de la ecuacio´n (2.2.5) multiplica´ndola por uinc se obtiene
por aproximacio´n, la siguiente ecuacio´n, denominada aproximacio´n de Rytov
uinc4s+ 2∇uinc · ∇s = −k2γuinc. (2.2.7)
Para obtener la solucio´n en funcio´n de Green de la ecuacio´n (2.2.7), se hace
el cambio de variable s = w
uinc
y al derivar se obtiene
uinc4s+ 2∇uinc · ∇s = 4w + 2uinc∇w · ∇
( 1
uinc
)
+ uincw4
( 1
uinc
)
+ 2
∇uinc
uinc
· ∇w + 2w∇uinc · ∇
( 1
uinc
)
= 4w + k2w.
De este modo, la ecuacio´n (2.2.7) se reduce a
4w + k2w = −k2γuinc. (2.2.8)
As´ı, la solucio´n en funcio´n de Green de la ecuacio´n (2.2.8) sujeta a condiciones
de frontera homoge´neas es
w(r0) = k
2
∫
V
uinc(r)γ(r)g(r|r0)dr,
por tanto,
s(r0) =
k2
uinc
∫
V
uinc(r)γ(r)g(r|r0)dr.
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En consecuencia, al sustituir este valor de s en (2.2.2) se obtiene
u(r0) = uinc(r0)e
k2
uinc(r0)
R
V
uinc(r)γ(r)g(r|r0)dr.
No´tese que si escribimos este resultado en la forma
u = uinc
(
1 +
k2
uinc
∫
V
uincγgdr + · · ·
)
' uinc + k2
∫
V
uincγgdr,
se obtiene una solucio´n aproximada a la ecuacio´n de Helmholtz, que se llama
la aproximacio´n de Born.
A continuacio´n analizaremos bajo que condicio´n el me´todo de Rytov es
va´lido. Para ello consideremos la solucio´n en funcio´n de Green incluyendo el
te´rmino no lineal ∇s · ∇s. En este caso estudiamos la ecuacio´n (2.2.5), esto
es,
uinc4s+ 2∇uinc · ∇s = −k2γuinc − uinc∇s · ∇s.
Ahora, al sustituir s = w
uinc
en el primer miembro de esta ecuacio´n obtenemos
4w + k2w = −k2γuinc − uinc∇s · ∇s
que tiene como solucio´n en funcio´n de Green la siguiente expresio´n
w = k2
∫
V
uincγgdr +
∫
V
uinc(∇s · ∇s)gdr.
Luego al reemplazar w = suinc se obtiene
s =
k2
uinc
∫
V
uincγgdr +
k2
uinc
∫
V
uincγg
(∇s · ∇s
k2γ
)
dr
para que el segundo te´rmino de la anterior expresio´n sea desestimado
debemos considerar ∇s · ∇s
k2γ
 1
o de manera equivalente
‖k2γ‖  ‖∇s · ∇s‖.
No´tese que la aproximacio´n de Rytov se tiene, siempre que los valores de
k sean grandes, o de forma equivalente, el valor de la longitud de onda es
pequen˜o, para una magnitud de γ y ∇s dados. Por tanto, la condicio´n es
va´lida si la longitud de onda del campo es pequen˜a comparada con γ.
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2.2.3. Solucio´n en serie de Born
En este apartado se estudiara´ la solucio´n a la ecuacio´n de Helmholtz en
serie de Born, la cual tambie´n se conoce como serie de Neumann.
Consideremos la ecuacio´n tridimensional de Helmholtz
(4+ k2)u(r) = −k2γu(r),
cuya solucio´n en funcio´n de Green esta´ dada por
u(r0) = uinc(r0) + uscat(r0)
donde el campo de onda uscat esta´ dado por
uscat(r0) = k
2
∫
V
g(r|r0)γ(r)u(r)dr
y uinc es el campo de onda incidente que satisface la ecuacio´n
(4+ k2)uinc(r) = 0
y g es la funcio´n de Green
g(r|r0) = e
ik|r−r0|
4pi|r − r0| .
La aproximacio´n de Born para esta ecuacio´n es dada al considerar u ∼ uinc,
con r ∈ V y es va´lida siempre que |uscat|  |uinc|. En consecuencia, una
primera solucio´n aproximada, digamos u1, es de la forma
u1(r0) = uinc(r0) + k
2
∫
V
g(r|r0)γ(r)uinc(r)dr.
Ahora, una segunda aproximacio´n u2, ser´ıa
u2(r0) = uinc(r0) + k
2
∫
V
g(r|r0)γ(r)u1(r)dr
y una tercera aproximacio´n u3 es
u3(r0) = uinc(r0) + k
2
∫
V
g(r|r0)γ(r)u2(r)dr
y as´ı sucesivamente. En general, podemos considerar la iteracio´n
uj+1(r0) = uinc(r0) + k
2
∫
V
g(r|r0)γ(r)uj(r)dr, j = 0, 1, 2, . . .
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donde u0 = uinc.
Es interesante saber que, si la serie conformada por estas soluciones es
convergente, entonces e´sta converge a la solucio´n. Veamos este hecho. Para
facilitar el trabajo usemos la notacio´n de operador y escribamos
uj+1 = uinc + Iˆuj
donde Iˆ representa el operador integral
Iˆ = k2
∫
V
drgγ.
La solucio´n en cada iteracio´n es
u1 = u+ 1
u2 = u+ 2
u3 = u+ 3
...
uj+1 = u+ j+1,
donde u es la solucio´n exacta y j es el error asociado a la iteracio´n j. Ahora
veamos que j → 0 cuando j →∞. En efecto, primero tenemos que
u+ j+1 = uinc + Iˆ(u+ j)
= uinc + Iˆu+ Iˆj
y por tanto podemos escribir
j+1 = Iˆj
puesto que u = uinc + Iˆu. Luego
1 = Iˆ0
2 = Iˆ1 = Iˆ(Iˆ0) = Iˆ
20
3 = Iˆ2 = Iˆ[Iˆ(Iˆ0)] = Iˆ
30
...
j = Iˆ
j0
de donde
‖j‖ = ‖Iˆj0‖ ≤ ‖Iˆj‖‖0‖ ≤ ‖Iˆ‖j‖0‖.
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La condicio´n para la convergencia es por tanto
l´ım
j→∞
‖Iˆ‖j = 0,
pero esto so´lo es posible si
‖Iˆ‖j < 1 o k2
∥∥∥∥
∫
V
g(r|r0)γ(r)dr
∥∥∥∥ < 1.
Finalmente, la solucio´n en serie se puede escribir como
u(r0) = uinc(r0) + k
2
∫
V
g(r|r0)γ(r)uinc(r)dr
+ k2
∫
V
g(r|r0)γ(r)
[
k2
∫
V
g(r1|r)γ(r1)uinc(r1)dr1
]
dr
+ k2
∫
V
g(r|r0)γ(r)
[
k2
∫
V
g(r1|r)γ(r1)
×
(
k2
∫
V
g(r2|r1)γ(r2)uinc(r2)dr2
)
dr1
]
dr + · · ·
= uinc(r0) + k
2
∫
V
drg(r|r0)γ(r)uinc(r)
+ k4
∫∫
V
drdr1g(r|r0)γ(r)g(r1|r)γ(r1)uinc(r1)
+ k6
∫∫∫
V
drdr1dr2g(r|r0)γ(r)g(r1|r)γ(r1)g(r2|r1)γ(r2)uinc(r2) + · · ·
Esta solucio´n en serie es una serie de Neumann para una ecuacio´n integral
de Fredholm (ver [38]), y se conoce como la serie de Born.
Otra aproximacio´n derivada de este resultado se puede obtener al
considerar el operador inverso. Esto es, sabemos que
u = uinc + Iˆu,
de donde
(1− Iˆ)u = uinc
o equivalentemente
u = (1− Iˆ)−1uinc
= (1 + Iˆ + Iˆ2 + Iˆ3 + · · · )uinc.
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2.2.4. Me´todo de perturbacio´n regular
Las te´cnicas de perturbacio´n se usan para reemplazar ecuaciones dadas
por otras ma´s simples (ver p.e., [5] y [28]), pero con soluciones que
conservan las principales caracter´ısticas del problema original. Este me´todo
es importante en el estudio de las ecuaciones no lineales donde la perturbacio´n
es utilizada para linealizar el problema. Al usar los me´todos de perturbacio´n,
la solucio´n se puede expresar por medio de una expansio´n en serie que
contiene un para´metro pequen˜o. A continuacio´n se describira´ el me´todo y
luego se aplicara´ para encontrar una solucio´n aproximada de la ecuacio´n de
Helmholtz.
Consideremos la ecuacio´n diferencial lineal o no lineal
L(u, ) = 0,  > 0 (2.2.9)
que depende (suavemente) del para´metro pequen˜o . Esta ecuacio´n puede
estar definida en una regio´n espacial Ω acotada o no. Como tambie´n los datos
en la frontera ∂Ω pueden o no depender de . El problema no perturbado o
reducido asociado con la ecuacio´n (2.2.9) se obtiene al hacer  = 0. Esto es,
L(u, 0) = 0.
Expresemos ahora la solucio´n u de (2.2.9) por medio de la serie
u =
∞∑
n=0
un
n. (2.2.10)
La diferencia entre u y u0, esto es, u − u0, se llama una perturbacio´n de la
solucio´n u0 de la ecuacio´n no perturbada. Reemplazando esta serie en (2.2.9)
se obtiene
L(u, ) = L
( ∞∑
n=0
un
n, 
)
= 0. (2.2.11)
Aqu´ı hemos supuesto que L(u, ) se puede expandir en serie de potencias en
u y . La serie (2.2.11) se puede expresar como
L(u, ) =
∞∑
n=0
Ln(un, un−1, . . . , u1, u0)
n = 0, (2.2.12)
donde Ln representa un operador diferencial que puede ser lineal o no, y actu´a
sobre las funciones u0, u1, . . . , un. La serie (2.2.10) tambie´n se reemplaza
en las condiciones de frontera. Para obtener estas funciones se procede
recursivamente. Esto es, se resuelve primero la ecuacio´n reducida L0(u0) = 0.
Luego con u0 especificada, se obtiene u1, al resolver L1(u1, u0) = 0, y
continuando de esta manera se obtiene u2, u3, . . . .
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Consideremos ahora la ecuacio´n de Helmholtz perturbada
4u+ 2u = 0 en Ω = {(x, y) : x2 + y2 < 1} (2.2.13)
u = 1 en ∂Ω = {(x, y) : x2 + y2 = 1}. (2.2.14)
El para´metro 2 es pequen˜o, tal que la solucio´n de la ecuacio´n con la condicio´n
dada sea u´nica.
Para resolver esta ecuacio´n, introducimos la serie perturbada
u(x, y) =
∞∑
n=0
un(x, y)
2n, (2.2.15)
donde la expansio´n es en serie de potencias de 2. Insertando (2.2.15) en la
ecuacio´n (2.2.13) y en la condicio´n de frontera (2.2.14) obtenemos
4u+ 2u = 4
[ ∞∑
n=0
un
2n
]
+
∞∑
n=0
un
2n+2
= 4u0 +
∞∑
n=1
[
4un + un−1
]
2n, (2.2.16)
u(x, y) = u0(x, y) +
∞∑
n=1
un(x, y)
2n = 1, en ∂Ω. (2.2.17)
Al igualar potencias de 2 a cero en (2.2.16) y a 1 o cero en (2.2.17) se obtiene
4u0 = 0, 4un = un−1, n ≥ 1
y las condiciones de frontera
u0(x, y) = 1, un(x, y) = 0, n ≥ 1, x2 + y2 = 1. (2.2.18)
Observe que el me´todo de perturbacio´n reemplazo´ la ecuacio´n de Helmholtz
por el sistema de ecuaciones de Laplace y Poisson. Las ecuaciones para un
se resuelven recursivamente empezando con la ecuacio´n de Laplace 4u0 =
0 y usando las condiciones de frontera (2.2.18). Para ello se introducen
coordenadas polares r y θ tanto en la ecuacio´n de Helmholtz como en la
de Laplace y Poisson, y las soluciones son independientes de θ ya que el
problema no tiene dependencia angular.
Sea entonces u = u(r), la ecuacio´n (2.2.13) se transforma en
urr +
1
r
ur + 
2u = 0 (2.2.19)
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esta ecuacio´n es justamente una ecuacio´n de Bessel de orden cero. La solucio´n
es acotada en r = 0 y satisface la condicio´n de frontera u(1) = 1. As´ı,
u =
J0(r)
J0()
,
donde J0(·) es la funcio´n de Bessel de orden cero (ver p.e, [50]).
Al resolver para un, nuevamente suponemos un = un(r) y obtenemos para
u0(r)
∂2u0
∂r2
+
1
r
∂u0
∂r
= 0, u0(1) = 1.
La solucio´n acotada de este problema de frontera es u0 = 1. Ahora, la
ecuacio´n para u1(r) es
∂2u1
∂r2
+
1
r
∂u1
∂r
= −u0 = −1, u1(1) = 0,
al integrar se obtiene la solucio´n acotada
u1 =
1− r2
4
.
Continuando de esta forma se obtienen u2, u3, . . . , y al sustituir en la serie
(2.2.15) se tiene
u = 1 +
1− r2
4
2 +O(4).
Por otro lado, J0(x) tiene la expansio´n en serie
J0(x) = 1− x
2
4
+O(x2),
de donde
J0(r)
J0()
=
1− (r)2
4
+O(4)
1− 2
4
+O(4)
= 1 +
1− r2
4
2 +O(4).
Esta serie converge para  suficientemente pequen˜o. Es ma´s,  debe ser ma´s
pequen˜o que el primer cero de J0(x), el cual se presenta en x ≈ 2.4.
CAP´ITULO 3
Formulacio´n variacional para la ecuacio´n de Helmholtz
El me´todo de los elementos finitos esta´ basado en la formulacio´n
variacional o de´bil del problema exterior para la ecuacio´n de Helmholtz,
y por tanto, necesitamos introducir funciones que posean propiedades de
diferenciabilidad ma´s generales que la usual, es decir, debemos introducir las
derivadas en el sentido de las distribuciones (ver preliminares) y conocer
algunos resultados ba´sicos sobre espacios de Sobolev, esto lo haremos
siguiendo [2], [20], [21], [23], [33], [34], [39], [40] y [47]. Comenzaremos
este cap´ıtulo introduciendo algunos resultados sobre soluciones de´biles que
utilizaremos en el me´todo de los elementos finitos y en la formulacio´n del
problema variacional para la ecuacio´n de Helmholtz.
3.1. Extensio´n a soluciones de´biles
Para nuestro propo´sito, las soluciones de´biles se buscan en un espacio de
funciones con energ´ıa finita (ciertos espacios de Sobolev). En el problema
exterior de la ecuacio´n de Helmholtz, este espacio usualmente se define por
W (R2 \ Ω) :=
{
u ∈ H1loc(R2 \ Ω) : ur − iku = o(r−1/2), r →∞
}
.
Como estamos considerando la ecuacio´n de Helmholtz con coeficientes
constantes, la teor´ıa de regularidad para problemas de valor de frontera
el´ıpticos [23] garantiza que las soluciones de la ecuacio´n de Helmholtz son
anal´ıticas fuera del disco que contiene al obsta´culo. Por tanto, la condicio´n
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de radiacio´n (2.1.3) tambie´n es va´lida. Antes de continuar con el tema,
introduzcamos un poco de terminolog´ıa que usaremos en este cap´ıtulo.
Considere el problema de Dirichlet para la ecuacio´n de Poisson
−4u = f en Ω ⊂ R3 (3.1.1)
u = 0 en Γ.
Para f ∈ C(Ω), la solucio´n cla´sica de esta ecuacio´n pertenece a C2(Ω) y
se anula en Γ. Ahora, multiplicando la ecuacio´n (3.1.1) por una funcio´n
arbitraria ϕ con soporte compacto en Ω (ϕ = 0 en Γ), e integrando el
resultado se obtiene
−
∫
Ω
ϕ4udx =
∫
Ω
ϕfdx. (3.1.2)
Al utilizar la identidad (1.2.7) en el lado izquierdo de la ecuacio´n anterior se
tiene (recuerde que ϕ = 0 en Γ)∫
Ω
∇u · ∇ϕdx =
∫
Ω
ϕfdx, ∀ϕ ∈ C∞0 (Ω). (3.1.3)
Si f ∈ C(Ω), la ecuacio´n (3.1.1) no debe tener solucio´n en el sentido cla´sico
(es decir, u 6∈ C2(Ω)). Para tal caso es necesario generalizar el concepto de
solucio´n de manera apropiada. Observe que para f ∈ L2(Ω), la ecuacio´n
(3.1.3) tiene sentido si ∂u
∂xi
esta´ en L2(Ω). Si u ∈ H10 (Ω) y si las derivadas
son consideradas en el sentido de las distribuciones, se sigue de la definicio´n
de los espacios de Sobolev que ∂u
∂xi
∈ L2(Ω). Entonces u ∈ H10 (Ω) es una
solucio´n de´bil o generalizada de la ecuacio´n (3.1.1) si, para f ∈ L2(Ω), u
satisface la ecuacio´n (3.1.1). En otras palabras, una solucio´n generalizada de
la ecuacio´n (3.1.1) es una distribucio´n u ∈ H10 (Ω) tal que la ecuacio´n (3.1.2)
o equivalentemente, (3.1.3), se satisface para cada ϕ ∈ C∞0 (Ω) y para una
distribucio´n f en L2(Ω) dada.
Recuerde que C∞0 (Ω) = D(Ω) es un subespacio denso de H10 (Ω) (puesto
que H10 (Ω) es la clausura de C
∞
0 (Ω)). Por tanto, la ecuacio´n (3.1.3) es
equivalente a encontrar u ∈ H10 (Ω) tal que
(∇u,∇ϕ)2 = (f, ϕ)2, ∀ϕ ∈ D(Ω)
donde (·, ·)2 es el producto interno en L2(Ω). Esta u´ltima ecuacio´n tiene
sentido cuando ϕ es cualquier elemento de H10 (Ω), es decir, la u´ltima ecuacio´n
es equivalente a
(∇u,∇ϕ)2 = (f, ϕ)2, ∀ϕ ∈ H10 (Ω). (3.1.4)
Esta ecuacio´n se llama formulacio´n variacional o de´bil del problema (3.1.1).
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En general, la formulacio´n de´bil de un problema de frontera se expresa
as´ı: encontrar una funcio´n u en un espacio de Hilbert V , que satisface la
ecuacio´n
a(u, v) = 〈`, v〉, ∀v ∈ V, (3.1.5)
donde a(·, ·) : V × V → R es una forma bilineal y ` : V → R un funcional
lineal. En el caso que se discutio´ para la ecuacio´n de Poisson, se tiene
V = H10 (Ω),
a(u, v) =
∫
Ω
∇u · ∇vdx =
∫
Ω
(∂u
∂x
∂v
∂x
+
∂u
∂y
∂v
∂y
)
dxdy (3.1.6)
y
〈`, v〉 =
∫
Ω
fvdxdy.
Terminemos esta seccio´n enunciando el Lema de Lax-Milgram y dos
resultados cla´sicos sobre regularidad para la ecuacio´n de Helmholtz con las
propiedades de los operadores S,K,K∗ y T extendidos a espacios de Sobolev.
Recuerde que estos operadores fueron definidos en el apartado 2.1.4.
Teorema 3.1.1. (Lema de Lax-Milgram) Supongamos que V es un espacio
de Hilbert, a(·, ·) : V ×V → R una forma bilineal acotada y V−el´ıptica, ` un
funcional lineal. Entonces el problema
u ∈ V, a(u, v) = 〈`, v〉, ∀v ∈ V, (3.1.7)
tiene solucio´n u´nica.
Demostracio´n. Ve´ase [20].
Nota 3.1.1. Una forma bilineal a(·, ·) es V−el´ıptica, si
a(u, u) ≥ α‖u‖2V
para todo u ∈ V y para alguna constante α > 0.
El siguiente teorema de regularidad para problemas de valor de frontera,
se enunciara´ y su prueba se puede consultar en [24].
Teorema 3.1.2. Sea Ω ⊂ R2 una regio´n acotada con frontera Γ de clase
C2, h ∈ H1/2(Γ), γ ∈ L∞(Γ) y h1 ∈ H−1/2(Γ). Entonces los tres problemas
exteriores de frontera para la ecuacio´n de Helmholtz
4u+ k2u = 0
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en el dominio R2 \ Ω con una de las tres condiciones de frontera
u = h en Γ, (problema de Dirichlet)
∂u
∂ν
= h1 en Γ, (problema de Neumann)
∂u
∂ν
− ηu = h1 en Γ, (problema de Robin)
admiten soluciones u´nicas u ∈ W (R2 \ Ω). Si el dato posee la regularidad
adicional h ∈ H3/2(Γ) o h1 ∈ H1/2(Γ), entonces las soluciones tambie´n esta´n
en el espacio H2loc(R
2 \ Ω).
El teorema anterior se deriva del siguiente resultado, el cual describe las
propiedades de los operadores integral y potencial en espacios de Sobolev, su
prueba se encuentra en [30].
Teorema 3.1.3. Supongamos que la frontera Γ es de clase C∞. Entonces
los siguientes enunciados se tienen.
1. Los operadores S, K, K∗ y T se pueden extender a operadores acotados
entre
S,K,K∗ : Hs(Γ)→ Hp+1(Γ) ∀p ∈ R
T : Hp+1(Γ)→ Hp(Γ) ∀p ∈ R.
2. Los operadores potenciales S˜ y K˜ dados por
ϕ 7→ S˜ϕ =
∫
Γ
g(·|y)ϕ(y)dSy
y
ψ 7→ K˜ψ =
∫
Γ
∂g(·|y)
∂ν(y)
ψ(y)dSy
se pueden extender a operadores continuos entre
S˜ : Hp(Γ)→ Hp+3/2(Ω) (resp. Hp+3/2loc (R2 \ Ω))
K˜ : Hp(Γ)→ Hp+1/2(Ω) (resp. Hp+1/2loc (R2 \ Ω))
para todo p ∈ R.
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3.2. La formulacio´n variacional
En esta seccio´n se estudiara´ la formulacio´n variacional para la ecuacio´n
de Helmholtz, con el propo´sito de aplicarla en el me´todo de los elementos
finitos en la solucio´n del problema exterior de Dirichlet
4u+ k2u = 0 en Ω
u = h en Γ (3.2.1)
∂u
∂r
= Bku, en ΓR
donde el dominio Ω esta´ acotado internamente por la frontera del obsta´culo
Γ y externamente por la frontera artificial circular ΓR sobre la cual se impone
la condicio´n de frontera DtN (Direchlet-Neumann), Figura 3.1.1.
ΓR
Γ
Ω
Figura 3.2.1
Comencemos estudiando dos problemas particulares para la ecuacio´n de
Helmholtz modificada.
Consideremos el problema de Neumann
−4u+ u = f en Ω (3.2.2)
∂u
∂ν
= g en Γ.
Aca´ f y g son funciones en Ω y Γ, respectivamente. Recuerde que ∂u
∂ν
es la
derivada normal en Γ. La formulacio´n de´bil para este problema se obtiene
multiplicando la ecuacio´n por una funcio´n arbitraria v ∈ C∞(Ω) e integrando
por partes sobre Ω se tiene∫
Ω
(∇u · ∇v + uv)dx = ∫
Ω
fvdx+
∫
Γ
∂u
∂ν
vdS.
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Por tanto, sustituyendo la condicio´n de Neumann en la integral de frontera
se llega a la relacio´n∫
Ω
(∇u · ∇v + uv)dx = ∫
Ω
fvdx+
∫
Γ
gvdS.
Ahora bien, supongamos f ∈ L2(Ω) y g ∈ L2(Γ), entonces, para que
cada te´rmino de esta u´ltima expresio´n tenga sentido, debemos escoger como
espacio a H1(Ω) tanto para la funcio´n de ensayo u, como para la funcio´n de
prueba v (v ∈ C∞(Ω) ⇒ v ∈ H1(Ω) pues C∞(Ω) es denso en H1(Ω)). En
consecuencia, la formulacio´n variacional es:
Encontrar u ∈ H1(Ω) tal que∫
Ω
(∇u · ∇v + uv)dx = ∫
Ω
fvdx+
∫
Γ
gvdS ∀v ∈ H1(Ω). (3.2.3)
Este problema tiene la forma (3.1.7), donde V = H1(Ω), a(·, ·) y 〈`, ·〉 son
definidos por
a(u, v) =
∫
Ω
(∇u · ∇v + uv)dx
〈`, v〉 =
∫
Ω
fvdx+
∫
Γ
gvdS,
respectivamente. Aplicando el Lema de Lax-Milgram, la formulacio´n de´bil
(3.2.3) tiene una u´nica solucio´n u ∈ H1(Ω).
En muchos problemas de aplicacio´n, es posible especificar diferentes clases
de condiciones de frontera en distintas porciones de la frontera. Uno de tales
ejemplos es
−4u+ u = f en Ω
u = 0 en ΓD (3.2.4)
∂u
∂ν
= g en ΓN ,
donde ΓD y ΓN no se traslapan, es decir, ∂Ω = ΓD ∪ ΓN y ΓD ∩ ΓN = ∅, con
ΓD relativamente cerrado, ΓN relativamente abierto y Ω conexo. Ahora, el
espacio apropiado para la formulacio´n de´bil de este problema es
V = H1ΓD(Ω) = {v ∈ H1(Ω) : v|ΓD = 0}.
Entonces la formulacio´n variacional es ahora:
Encontrar u ∈ V tal que∫
Ω
(∇u · ∇v + uv)dx︸ ︷︷ ︸
a(u,v)
=
∫
Ω
fvdx+
∫
ΓN
gvdS︸ ︷︷ ︸
〈`,v〉
∀v ∈ V. (3.2.5)
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Bajo hipo´tesis apropiadas, digamos f ∈ L2(Ω) y g ∈ L2(ΓN), podemos aplicar
el Lema de Lax-Milgram para concluir que el problema de´bil tiene solucio´n
u´nica.
Para continuar con el propo´sito de esta seccio´n, presentemos la formu-
lacio´n variacional del problema (3.2.1). Para ello, multiplicamos la ecuacio´n
de Helmholtz por la funcio´n suave v y aplicamos la identidad (1.2.7) para
obtener ∫
Ω
(∇u · ∇v − k2uv)dx− ∫
ΓR\Γ
v
∂u
∂ν
dS = 0. (3.2.6)
Ahora introducimos los espacios
S := {u ∈ H1(Ω) : u|Γ = h}
V := {v ∈ H1(Ω) : v|Γ = 0},
donde H1(Ω) es el espacio de Sobolev usual (ver preliminares) y la restriccio´n
en la frontera entendida en el sentido del operador traza. Si suponemos que
v ∈ V en (3.2.6), la integral sobre Γ se anula. Adema´s, como la solucio´n u
debe satisfacer la condicio´n de frontera DtN en ΓR, podemos reemplazar su
derivada normal por Bku. La imagen de una funcio´n ϕ ∈ H1/2(ΓR) bajo el
operador Bk de la condicio´n DtN para el caso donde ΓR es un c´ırculo de radio
R y centro en el origen, se puede escribir como la serie de Fourier
(Bkϕ)(θ) = k
∑
n∈Z
H
(1)′
n (kR)
H
(1)
n (kR)
ϕne
inθ, ϕ ∈ H1/2(ΓR)
con coeficientes de Fourier
ϕn =
1
2pi
∫ 2pi
0
ϕ(θ)e−inθdθ, n ∈ Z.
La formulacio´n variacional del problema (3.2.1) es por tanto:
encontrar u ∈ S tal que a(u, v) = 0 para cada v ∈ V,
donde la forma bilineal a(·, ·) : H1(Ω)×H1(Ω)→ R esta´ definida como
a(u, v) :=
∫
Ω
(∇u · ∇v − k2uv)dx− ∫
ΓR
vBkudS.
Observe que el primer te´rmino en la forma bilineal es autoadjunto, mientras
el te´rmino en la integral de frontera es so´lo sime´trico, esto es, si 〈·, ·〉ΓR denota
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el par dual entre H−1/2(ΓR) y H
1/2(ΓR) considerado como una extensio´n del
producto interno en L2(ΓR), se tiene
〈Bkϕ, ψ〉ΓR =
∫
ΓR
ψBkϕdS
= R
∫ 2pi
0
(
k
∑
n∈Z
H
(1)′
n (kR)
H
(1)
n (kR)
ϕne
inθ
)
ψ(θ)dθ
= R
∫ 2pi
0
(
k
∑
n∈Z
H
(1)′
n (kR)
H
(1)
n (kR)
ψne
−inξ
)
ϕ(ξ)dξ
= 〈Bkψ, ϕ〉ΓR .
Ahora consideraremos algunas propiedades importantes del operador
DtN. En la prueba de la siguiente proposicio´n, necesitamos la caracterizacio´n
del espacio dualH−m(ΓR) deH
m(ΓR), param ≥ 0. Como la frontera artificial
ΓR es un c´ırculo, podemos escribir cada h ∈ L2(ΓR) como una serie de Fourier
h(θ) =
∑
n∈Z
hne
inθ
con coeficientes de Fourier hn. La norma de h en H
m(ΓR) es dada por
‖h‖m,ΓR =
(∑
n∈Z
(1 + n2)m|hn|2
)1/2
.
Un funcional f en Hm(ΓR), esta´ en el dual H
−m(ΓR) si y so´lo si, su norma
‖f‖−m,ΓR =
(∑
n∈Z
(1 + n2)−m|fn|2
)1/2
<∞.
Aca´ fn es el valor del funcional f aplicado al monomio trigonome´trico
τn(θ) := e
inθ. Rec´ıprocamente, para toda sucesio´n de nu´meros complejos
(zn)n∈Z que satisface
∑
n∈Z(1 + n
2)−m|zn|2 < ∞, existe w ∈ H−m(ΓR) con
w(τn) = zn, n ∈ Z.
Proposicio´n 3.2.1. Para todo entero no negativo m, el operador de frontera
DtN Bk : H
m+1/2(ΓR)→ Hm−1/2(ΓR) es un operador lineal acotado, esto es,
Bk ∈ L
(
Hm+1/2(ΓR), H
m−1/2(ΓR)
)
.
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Demostracio´n. Primero considere el caso m = 0. Dado h ∈ H1/2(ΓR),
debemos probar que su imagen f := Bkh esta´ en H
−1/2(ΓR). Por la definicio´n
de Bk se tiene
f(θ) = k
∑
n∈Z
hn
H
(1)′
n (kR)
H
(1)
n (kR)
einθ.
Como
fn = f(e
inθ) = khn
H
(1)′
n (kR)
H
(1)
n (kR)
,
tenemos
‖Bkh‖21
2
,ΓR
= ‖f‖21
2
,ΓR
=
∑
n∈Z
|fn|2
(1 + n2)1/2
= |k|2
∑
n∈Z
∣∣∣∣∣H
(1)′
n (kR)
H
(1)
n (kR)
∣∣∣∣∣
2 |hn|2
(1 + n2)1/2
= |k|2
∑
n∈Z
(1 + n2)1/2|hn|2
∣∣∣∣∣H
(1)′
n (kR)
H
(1)
n (kR)
∣∣∣∣∣
2
1
1 + n2
≤ C2B|k|2‖h‖21
2
,ΓR
,
la prueba termina si demostramos que existe CB tal que∣∣∣∣∣H
(1)′
n (kR)
H
(1)
n (kR)
∣∣∣∣∣
2
1
1 + n2
≤ C2B, ∀n ∈ Z.
En efecto, hagamos uso de la siguiente fo´rmula asinto´tica para H(1) (funcio´n
de Hankel) para n suficientemente grande (ver [32])
H(1)n (z) = −i
√
2
npi
(2n
ez
)n[
1 +O(1/n)
]
, cuando n→∞
como tambie´n de la fo´rmula de recurrencia
H(1)
′
n (z) =
1
2
[
H
(1)
n−1(z)−H(1)n+1(z)
]
, n ≥ 1.
Por esta u´ltima ecuacio´n, la expresio´n que deseamos acotar se convierte
H
(1)′
n (kR)
H
(1)
n (kR)
=
1
2
[
H
(1)
n−1(kR)
H
(1)
n (kR)
− H
(1)
n+1(kR)
H
(1)
n (kR)
]
.
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Para el primer te´rmino, obtenemos
H
(1)
n−1(kR)
H
(1)
n (kR)
=
( n
n− 1
)1/2(
1− 1
n
)n−1(ekr
2n
)[
1 +O(1/n)
]
→ 0, n→∞
puesto que todos los te´rminos esta´n acotados y el tercer te´rmino tiende a
cero cuando n→∞. Para el segundo te´rmino tenemos
H
(1)
n+1(kR)
H
(1)
n (kR)
=
( n
n+ 1
)1/2(
1+
1
n
)n(2(n+ 1)
ekr
)[
1+O(1/n)
]
= O(n), n→∞
ya que, en este caso, todos los te´rminos esta´n acotados excepto el tercero que
es O(n). En consecuencia,∣∣∣∣∣H
(1)′
n (kR)
H
(1)
n (kR)
∣∣∣∣∣
2
1
1 + n2
= O(n2)
1
1 + n2
= O(1), n→∞
y esto asegura la existencia de la cota deseada CB. La misma prueba funciona
tambie´n para cualquier m ∈ N.
El resultado anterior implica la continuidad de la forma bilineal a(u, v).
Corolario 3.2.2. Existe una constante Cb > 0 tal que
|a(u, v)| ≤ Cb‖u‖1,Ω‖v‖1,Ω, ∀u, v ∈ H1(Ω).
Demostracio´n. Al aplicar sucesivamente, la desigualdad de Schwarz, el
acotamiento de Bk y el teorema de la traza, se tiene
|a(u, v)| =
∣∣∣∣
∫
Ω
(∇u · ∇v − k2uv)dx− ∫
ΓR
vBkudS
∣∣∣∣
≤
∣∣∣∣
∫
Ω
∇u · ∇vdx
∣∣∣∣+
∣∣∣∣
∫
Ω
k2uvdx
∣∣∣∣+
∣∣∣∣
∫
ΓR
vBkudS
∣∣∣∣
≤
n∑
i=1
∣∣∣∣
(
∂u
∂xi
,
∂v
∂xi
)
L2
∣∣∣∣+ k2(|u||v|)L2 + ‖Bku‖− 12 ,ΓR‖v‖ 12 ,ΓR
≤
n∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
L2
∥∥∥∥ ∂v∂xi
∥∥∥∥
L2
+ k2‖u‖L2‖v‖L2 + CBCtraza‖u‖1,Ω‖v‖1,Ω
≤ (1 + k2)‖u‖1,Ω‖v‖1,Ω + CBCtraza‖u‖1,Ω‖v‖1,Ω
≤ Cb‖u‖1,Ω‖v‖1,Ω, ∀u, v ∈ H1(Ω).
donde Cb = 1 + k
2 + CBCtraza. As´ı, se obtiene el resultado.
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Proposicio´n 3.2.3. El operador DtN para un nu´mero onda imaginario puro
k = i es definido negativo en H1/2(ΓR), es decir,
〈−Biψ, ψ〉ΓR ≥ 0, ∀ψ ∈ H1/2(ΓR).
Demostracio´n. Para cualquier ψ ∈ H1/2(ΓR) tenemos
〈−Biψ, ψ〉ΓR = −i
∑
n∈Z
|ψ|2H
(1)′
n (iR)
H
(1)
n (iR)
= −
∑
n∈Z
|ψ|2K
′
n(R)
Kn(R)
≥ 0.
La primera igualdad se tiene de la identidad
H(1)n (iz) =
2
pii
enpii/2Kn(z), −pi < arg z < pi/2,
donde Kn es la funcio´n de Bessel modificada de tercera clase y de orden n
[32]. La desigualdad se sigue del hecho que Kn(R) > 0, K
′
n(R) < 0 para
R > 0, lo cual se puede deducir de la representacio´n integral
Kn(z) =
∫ ∞
0
e−z cosh t coshntdt
va´lida para Re(z) > 0.
El resultado anterior implica que la forma bilineal ai(·, ·) para k = i es
H1(Ω)−el´ıptica. En efecto,
ai(u, u) =
∫
Ω
(|∇u|2 + |u|2)dx− 〈Biu, u〉ΓR
=
∫
Ω
(|∇u|2 + |u|2)dx+ 〈−Biu, u〉ΓR
≥
∫
Ω
(|∇u|2 + |u|2)dx = ‖u‖21,Ω.
Consideremos ahora el problema de frontera
4u+ k2u = f en Ω
u = g en Γ (3.2.7)
∂u
∂ν
−Bku = h en ΓR,
aca´ f , g y h son funciones en Ω, Γ y ΓR, respectivamente. El siguiente teorema
da condiciones que garantizan la unicidad del problema (3.2.7).
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Teorema 3.2.4. Supongamos que f ∈ L2(Ω), g ∈ H3/2(Γ) y h ∈ H1/2(ΓR).
Si Γ es suficientemente regular (es decir, es de clase C1), entonces el
problema (3.2.7) tiene solucio´n u´nica. Adema´s, para u ∈ H2(Ω) se tiene
‖u‖2,Ω ≤ C
(‖f‖0,Ω + ‖g‖ 3
2
,Γ + ‖h‖ 1
2
,ΓR
)
para alguna constante C > 0.
Demostracio´n. Comencemos encontrando una funcio´n u1 ∈ H2(Ω) tal que
4u1 + k2u1 = f, en Ω.
Como no hay condiciones de frontera impuestas a u1, entonces se puede usar
la transformada de Fourier para encontrar u1. Definamos
h1 :=
∂u1
∂r
−Bku1 ∈ H1/2(ΓR)
y supongamos que w es solucio´n del problema
4w + k2w = 0 en R2 \ ΓR (3.2.8)[
∂w
∂r
]
ΓR
= h− h1
donde [v]ΓR denota el salto v
− − v+ de la funcio´n v a trave´s de ΓR cuando
se mueve de adentro hacia afuera. Este problema se puede resolver usando
el me´todo de la ecuacio´n integral o potenciales de capa (ver apartado 2.1.4).
Expresemos a w como el potencial de una capa
w(x) = S˜(h− h1)(x) = 2
∫
ΓR
[h(y)− h1(y)]φ(x, y)dSy
con intensidad h−h1. Las propiedades del operador S˜ aseguran que w esta´ en
H2
(
int(ΓR)
)
y en H2loc
(
ext(ΓR)
)
, respectivamente, y la condicio´n de salto
implica que w es solucio´n del problema (3.2.8).
Nuevamente, definamos u2 := w|Ω y verifica
∂u2
∂r
−Bku2 = h− h1, en ΓR.
Para ver esto, no´tese que el operador de frontera DtN Bk aplica u2|ΓR a la
derivada normal en ΓR de la solucio´n del problema exterior de Direchlet con
dato u2|ΓR . Esta derivada normal es justamente ∂w
+
∂r
, dando
∂u2
∂r
−Bku2 = ∂w
−
∂r
− ∂w
+
∂r
= h− h1.
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Finalmente, definamos u3 como solucio´n de problema
4u3 + k2u3 = 0 en Ω
u3 = g − u1|Γ − u2|Γ en Γ (3.2.9)
∂u3
∂r
−Bku3 = 0 en ΓR.
Las propiedades de regularidad de las soluciones del problema exterior (3.2.9)
(ver Teorema 3.1.2) implica que u3 ∈ H2(Ω) y, poniendo u := u1 + u2 + u3,
obtenemos una solucio´n del problema (3.2.7). La continuidad con respecto
a los datos se sigue de los teoremas esta´ndar de regularidad (ver p.e.,
[2], [20] o [39]) o del hecho que todos los operadores involucrados son
acotados. La unicidad se obtiene como consecuencia que la solucio´n de la
contraparte homoge´nea del problema (3.2.7) se puede extender a una solucio´n
del problema exterior homoge´neo de Dirichlet, implicando que e´sta debe
anularse ide´nticamente.
3.3. El me´todo de Galerkin
Empezaremos discutiendo el me´todo de Galerkin para ecuaciones con
operadores lineales en una forma directamente aplicable al estudio del me´todo
de elementos finitos. Tambie´n se analizara´ la convergencia de dicho me´todo.
El me´todo de Galerkin provee una te´cnica general para la aproximacio´n
de ecuaciones con operadores, entre e´stas se encuentra el me´todo de los
elementos finitos como caso especial.
Sea V un espacio de Hilbert, a(·, ·) : V × V → R una forma bilineal y `
un funcional lineal. Consideremos el problema
u ∈ V, a(u, v) = 〈`, v〉 ∀v ∈ V. (3.3.1)
Se supone adema´s que a(·, ·) es acotada, es decir, existe una constante C > 0
tal que
|a(u, v)| ≤ C‖u‖V ‖v‖V , ∀u, v ∈ V,
y V−el´ıptica,
a(u, u) ≥ α‖u‖2, ∀u ∈ V.
De acuerdo al Lema de Lax-Milgram, el problema variacional (3.3.1) tiene
solucio´n u´nica.
En general, es imposible encontrar la solucio´n exacta del problema
(3.3.1) porque el espacio V es infinito dimensional. Una manera natural de
resolver el problema, es construir una solucio´n aproximada en un espacio
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finito dimensional. Sea entonces, VN ⊂ V un subespacio N−dimensional.
Proyectamos el problema (3.3.1) sobre VN ,
uN ∈ VN , a(uN , v) = 〈`, v〉 ∀v ∈ VN . (3.3.2)
Bajo las suposiciones que la forma bilineal a(·, ·) es acotada, V−el´ıptica
y ` ∈ V ′ (el dual), podemos aplicar nuevamente el Lema Lax-Milgram y
concluir que el problema (3.3.2) tiene solucio´n u´nica uN .
Expresemos el problema (3.3.2) en la forma de un sistema lineal de N
ecuaciones algebraicas con N inco´gnitas. Esto es, sea {wj}Nj=1 una base del
espacio finito dimensional VN tal que
uN =
N∑
j=1
cjwj, cj ∈ R.
De hecho, existen una infinidad de bases posibles y el hacer una seleccio´n
adecuada de una de ellas es el objetivo de la metodolog´ıa de elementos finitos
[26] y [27]. Ahora, para determinar uN basta calcular cj ∈ R de manera que,
a
(
N∑
j=1
cjwj, wi
)
= `(wi), i = 1, 2, . . . , N.
En consecuencia, el problema (3.3.2) es equivalente al sistema lineal
Kw = b, (3.3.3)
donde la matriz K = [a(wj, wi)] ∈ RN×N se denomina matriz de rigidez, el
vector b =
(
`(wi)
) ∈ RN se llama vector de carga y el vector c = (cj) ∈ RN
es el vector inco´gnita. As´ı, la solucio´n del problema (3.3.2) se encuentra
resolviendo el sistema (3.3.3).
La solucio´n aproximada uN es, en general, diferente de la solucio´n exacta
u. Al incrementar la precisio´n, es natural buscar la solucio´n aproximada uN
en un subespacio ma´s grande VN . Por tanto, para una sucesio´n de subespacios
VN1 ⊂ VN2 ⊂ · · · ⊂ V , calculamos una sucesio´n de soluciones aproximadas
uNi ∈ VNi , i = 1, 2, . . . . La solucio´n obtenida de esta forma se llama me´todo
de Galerkin. Adema´s, uN ∈ VN es tal que,
a) J1(uN) ≤ J1(u) para todo u ∈ VN , es decir, uN es el elemento
minimizador de J1 en VN , donde J1(v) =
1
2
a(v, v)− `(v) es el funcional
de energ´ıa.
b) Es la proyeccio´n sobre VN de la solucio´n exacta u ∈ V , esto es,
uN = Proy
VN
u. Es decir, el error eN = uN −u es ortogonal, en la me´trica
de V , a VN .
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c) Convergencia: J1(uN) → J1(u) cuando N → ∞, es decir, uN → u en
V .
En efecto, para verificar a) basta considerar
J1(uN) =
1
2
a(uN , uN)− `(uN)
=
1
2
a(uN , uN)− a(uN , uN)
= −1
2
a(uN , uN),
de donde
J1(uN)− J1(u) = −1
2
a(uN − u, uN − u) ≤ 0
para todo u ∈ VN .
b) uN es el elemento de VN que esta´ a mı´nima distancia de u ya que,
a(u− uN , u− uN) = ı´nf
v∈VN
a(u− v, u− v),
es decir, se tiene el lema de Cea (ver p.e., [39])
‖u− uN‖V = ı´nf
v∈VN
‖u− v‖V .
c) Como ` es continua sobre V , existe c > 0 tal que, |`(v)| ≤ c‖v‖V entonces
‖uN‖2V = a(uN , uN) = `(uN) ≤ c‖uN‖V
de donde, ‖uN‖V ≤ c y por tanto {uN} es una sucesio´n acotada en V
(todo acotado de un espacio de Hilbert es relativamente compacto) y se
puede extraer una subsucesio´n, que denotamos de la misma manera, tal que,
uN ⇀ v
∗ en V de´bilmente, es decir, a(uN , v) → a(v∗, v) = `(v) para todo
v ∈ V para N ≥ N0 fijo. Como VN esta´ densamente contenido en V y la
solucio´n es u´nica, entonces, v∗ = u y en consecuencia,
J1(uN)− J1(u) = 1
2
a(uN − u, uN − u)− `(uN − u)→ 0
cuando N →∞. La convergencia de {uN} a u es fuerte, ya que
a(uN − u, uN − u) = a(uN , uN)− a(uN , u)− a(u, uN − u)
= `(uN)− a(uN , u)− `(uN − u)
= −a(uN , u) + `(u)→ −a(u, u) + `(u)
= −`(u) + `(u) = 0,
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y como,
a(uN − u, uN − u) = ‖uN − u‖2V
se tiene ‖uN − u‖V → 0.
Ilustremos el me´todo con un problema de frontera para la ecuacio´n de
Helmholtz en R.
Considere el problema de frontera
−d
2u
dx2
+ u = f en Ω = (0, 1) (3.3.4)
u(0) = u(1) = 0,
donde f ∈ L2(0, 1). Sea V = {v ∈ H1(0, 1) : v(0) = v(1) = 0} un subespacio
de H1(0, 1). La formulacio´n de´bil del problema es
u ∈ V,
∫ 1
0
(u′v′ + uv)dx︸ ︷︷ ︸
a(u,v)
=
∫ 1
0
fvdx︸ ︷︷ ︸
`(v)
, ∀v ∈ V. (3.3.5)
Aplicando el Lema de Lax-Milgram, vemos que el problema (3.3.5) tiene
solucio´n u´nica. Resolver este problema variacional es equivalente a encontrar
la solucio´n del problema (3.3.4).
Con este fin, se discretiza el problema (3.3.5). Consideremos la particio´n
del intervalo I = [0, 1] en N subintervalos 0 < x0 < x1 < · · · < xN = 1. Los
puntos xi, 0 ≤ i ≤ N se llaman los nodos y los subintervalos Ii = [xi−1, xi]
son los elementos, para 0 ≤ i ≤ N , hi = xi − xi−1, y h = 1N se llama taman˜o
de malla. Usemos las funciones lineales a tramos para la aproximacio´n, es
decir, escojamos
Vh = {vh ∈ V : vh|Ii ∈ P1(Ii), 1 ≤ i ≤ N},
aca´ P1 el conjunto de todos los polinomios de grado menor o igual a 1. Para
que una funcio´n suave a tramos vh, vh ∈ H1(I) si y so´lo si vh ∈ C(I¯). Por
tanto, una manera ma´s precisa de definir el espacio de elementos finitos es,
Vh = {vh ∈ C(I¯) : vh|Ii ∈ P1(Ii), 1 ≤ i ≤ N, vh(0) = vh(1) = 0}.
Definamos las funciones base {ϕ1, . . . , ϕN} de Vh como sigue:
i) ϕj(xi) =
{
1, i = j
0, i 6= j
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ii) ϕj(x) es una funcio´n lineal continua a tramos, es decir,
ϕj(x) =


x− xj−1
hj
, xj−1 ≤ x ≤ xj
xj+1 − x
hj+1
, xj ≤ x ≤ xj+1.
-
6
x
y
1 ϕj
0 1xj
•
 
 
 
 
@
@
@
@
Figura 3.3.2
Puesto que ϕ1, . . . , ϕN son funciones base, cualquier v ∈ VN se puede
escribir como
v(x) =
N∑
i=1
viϕi(x), con vi = v(xi).
Es claro que Vh ⊂ V . El ana´logo discreto para (3.3.5) es:
Encontrar uh ∈ Vh tal que∫ 1
0
(u′hv
′
h + uhvh)dx =
∫ 1
0
fvhdx, ∀vv ∈ Vh. (3.3.6)
Nuevamente, este problema tiene solucio´n u´nica por Lema de Lax-Milgram.
Ahora, si escogemos
uh =
N∑
i=1
uiϕi(x),
Observe que (3.3.7) se tiene para toda funcio´n ϕj(x), con j = 1, . . . , N y
obtenemos de esta manera el sistema de N ecuaciones
a
(
N∑
i=1
uiϕi, ϕj
)
= `(ϕj), j = 1, . . . , N.
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Por la linealidad de a se tiene
N∑
i=1
uia(ϕi, ϕj) = `(ϕj), j = 1, . . . , N
que es equivalente al sistema lineal en las inco´gnitas u1, . . . , uN ,
N∑
i=1
ui
∫ 1
0
(ϕ′iϕ
′
j + ϕiϕj)dx =
∫ 1
0
fϕjdx, 1 ≤ j ≤ N. (3.3.7)
En notacio´n matricial se puede escribir como
Ku = b, (3.3.8)
donde u = (u1, . . . , uN)
T , b =
(∫ 1
0
fϕ1dx, . . . ,
∫ 1
0
fϕNdx
)T
es el vector carga
y K = (aij) es la matriz de rigidez dada por aij = aji = a(ϕi, ϕj). Las
entradas de la matriz K se calculan de manera directa. Primero note que
aij = aji = a(ϕi, ϕj) = 0 para |i − j| ≥ 2, ya que ϕi(x) es de soporte
compacto. En consecuencia,
aj,j =
∫ xj
xj−1
[
1
h2j
+
(x− xj−1)2
h2j
]
dx+
∫ xj+1
xj
[
1
h2j+1
+
(xj+1 − x)
h2j
]2
dx
=
[
1
hj
+
1
hj+1
]
+
1
3
[
hj + hj+1
]
aj,j−1 =
∫ xj
xj−1
[
− 1
h2j
+
(xj − x)(x− xj−1)
hj
]
dx
= − 1
hj
+
hj
6
.
Luego el sistema (3.3.8) se puede escribir como

a1 b1 0
b1
. . . . . .
. . . . . . bN−1
0 bN−1 aN




u1
u2
...
uN

 =


∫ 1
0
fϕ1dx∫ 1
0
fϕ2dx
...∫ 1
0
fϕNdx

 ,
donde aj =
1
hj
+ 1
hj+1
+ 1
3
[
hj + hj+1
]
y bj = − 1hj +
hj
6
. En el caso especial de
una malla uniforme hj = h =
1
N+1
, la matriz toma la forma
K =
1
h


2 −1 0
−1 2 . . .
. . . . . . −1
0 −1 2

+ h6


4 1 0
1
. . . . . .
. . . . . . 1
0 1 4

 .
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