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We present a new method that enables the identification and analysis of both transition 
and metastable conformational states from atomistic or coarse-grained molecular 
dynamics (MD) trajectories. Our algorithm is presented and studied by using both 
analytical and actual examples from MD simulations of the helix-forming peptide Ala5, 
and of a larger system, the epidermal growth factor receptor (EGFR) protein. In all cases, 
our method identifies automatically the corresponding transition states and metastable 
conformations in an optimal way, with the input of a set of relevant coordinates, by 
capturing accurately the intrinsic slowest relaxation rate. Our approach provides a general 
and easy to implement analysis method that provides unique insight into the molecular 
mechanism and the rare but crucial rate limiting conformational pathways occurring in 
complex dynamical systems such as molecular trajectories. 
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 I. INTRODUCTION 
Recent advances in both parallelizable computational software and the development of highly-efficient 
supercomputers have extended the timescale accessible to atomistic molecular dynamics (MD) with 
explicit solvent representations to simulations up to the order of milliseconds (1-3). While this enables 
state-of-the-art computational modeling of complex molecular processes such as folding and binding (4), 
the vast amount of complex, high-dimensional data obtained from these simulations requires novel 
analysis methods, on one hand, to make use of all the available information and, on the other hand, to 
extract comprehensible and relevant information. The use of Markov State Models (MSMs, (5, 6)) allows 
to directly extract thermodynamic and kinetic information from MD trajectories, such as free energy 
profiles, equilibrium probabilities and transition rates, and has proven to be a useful tool to analyze data 
from both experiments and simulations (7-11).   
A variety of methods have been proposed that attempt to aggregate the conformational state space, 
projected along certain reaction coordinates (RCs) of interest into macrostates, proposing approaches that 
can be implemented automatically (12-14). Most of these methods rely on kinetic network descriptions 
employed by MSMs. However, while clustering algorithms such as PCCA+ (15) and its advances (16, 17) 
are designed to identify metastable states (e.g., in protein folding terms: the folded, the unfolded and long-
lived intermediate states), none is aimed specifically at the automatic, reliable identification and 
characterization of the rate-determining transition states (TS), which are crucial for the thorough 
understanding of underlying molecular mechanisms and which control the overall kinetics of the system. 
A method that allows the identification of TS, defining them as unstable states with equal probability to 
transition to neighboring metastable states on either side along the reaction coordinate, while concurring 
maximum flux, makes use of the commitment probability of states (18) (i.e. in one dimension, the 
probability to reach one state before it reaches another). However, in complex processes, it is not clear 
how many metastable states are important to describe the overall slow dynamics, and where the key 
kinetic bottleneck is located. 
Here we propose a method for the automatic identification and analysis of both metastable 
conformational states (MS) and TS regions, by optimal and hierarchical construction of MSMs using a set 
of discretized RCs. The use of key RCs has long been a successful approach in many of the major 
enhanced sampling methods (19-22), and it provides a crucial framework to allow the intuitive 
understanding of the data (23). Our algorithm enumerates all possible clusters that could be formed along 
an ordered set of states for each RC, and selects the optimal clustering that maximizes the slowest 
relaxation time of the reduced system. This is both a physically and mathematically meaningful 
optimization process, as the full system’s relaxation time provides an upper bound to the slow relaxation 
processes of this system, and the better the coarse graining, the closer our objective function will be to 
this ideal value. Furthermore, our algorithm does not require higher order eigenvectors besides the second 
eigenvalue (unlike e.g., PCCA+). By increasing the number of coarse-grained states used to describe the 
system, we systematically identify key MSs, until we exhaust the number of relevant MSs, and the first 
optimal TS is identified. This approach helps define the minimal required number of MSs relevant for the 
kinetics of the process. We subsequently combine all the RCs in corresponding direct product states to 
finally obtain a reduced kinetic model of the system described by the complete set of RCs, and the 
corresponding TS that is most relevant to the slowest intrinsic relaxation time (24). 
II. TIMESCALE OPTIMIZATION CLUSTERING 
Based on the fact that any clustering of MSs decreases the measured relaxation times of the intrinsic 
dynamics of a system (25), and considering our main aim of estimating most accurately the slowest 
relaxation process, we target our proposed clustering method towards the maximization of the slowest 
extracted relaxation time (15, 24). 
 
A. 1D Clustering 
 
 Complex, multidimensional trajectories are often analyzed using their projection on simpler 1D RCs. 
Here we start by assuming that a set of degrees of freedom is available, which accounts for the slow 
dynamics of the system. Any continuous 1D RC can be discretized into adequately small “microstates” 
(-states), denoted here as , where is their total number, which capture the same intrinsic 
dynamics as the continuous RC.  In practice, a 1D RC, x(t),  is often binned in equidistant -state 
intervals over RC windows of length x, such that, for a trajectory that samples the interval  
we have . This discretization has an intrinsic ordering inherited from the 
continuous RC. 
To reduce the dimensionality, the typically large number of  -states can be clustered into 
coarse-grained “macrostates” (M-states). Given the projection of a trajectory on a 1D RC, x(t), for 
clustering it into M sorted M-states over a finite domain (i.e., with no periodic boundaries), bi cluster 
boundaries (  1,2, , 1 i M ) are needed. Discretizing x(t) into M macrostates in the interval 
 requires M − 1 boundaries. Any positioning of the boundaries defines a distinct set of M-
states along the RC: 0 min 1 1 1 2 2 2 1 1 1 max[ , ), [ , ),..., [ , ), [ , ]M M M M MS x b S b b S b b S b x         , and we are 
1,..., Ns s N
 min max,x x
 max min   N x x x
N
 min max,x x
searching for the one that maximizes the coarse grained relaxation time (  2 1 1max | , , Mt b b   ).   
When the exact full rate matrix K is known (i.e., not only the transition probabilities from 
trajectories), the reduced rates for each choice of a set of state boundaries, bi, along a Markov chain can 
be obtained using optimal, lagtime-independent expressions (e.g., Eq. 12 in Ref. (24)). When the full 
rate matrix K is not available, approximate reduced Markov matrices can be built, see for example 
Fačkovec et al. (10). Here we considered a lag time τ, for which the corresponding transition count 
matrix C(τ) can be calculated, with elements Cij(τ) corresponding to the number of transitions observed 
from Si to Sj during the observation window τ. Subsequently, the corresponding Markovian transition 
probability matrix can be built, with entries  or using a reversible estimator with an 
iterative approach (26-29). Solving the eigenvalue problem of the Markov matrices T(τ) for each 
possible set of boundaries, the slowest relaxation time is obtained using 
2 2/ log  t , where 2  is the 
second largest eigenvalue, and 
1 1  . Finally, the optimal M-state clustering corresponds to the M−1 
boundary positions, for which the slowest relaxation time, t2, is maximum.  
Importantly, by increasing the number of -states one-by-one, we first obtain all the key MSs, 
corresponding to diagonally-dominated reduced transition probability matrices ( ). Our algorithm 
automatically evaluates the transition probabilities to neighboring states and these are compared with 
the probability to remain in the same state. A TS is defined as an unstable state from which the 
outgoing probabilities to either directions are greater than the probability to stay in the same state, thus 
in our implementation, as we identify new M states, we test for this property and we stop adding 
additional M states once a TS is found. In addition, we also verify the nature of our TS by calculating 
and ensuring that most of the reactant flux goes through these states (see SI Section I) rather than 
around them, in accordance with the maximum flux criteria proposed by Huo and Straub (30). This 
characteristic qualitative change in the properties of the last -state allows us to identify the minimal 
number of key MSs that have to be accounted for in the description of the process along each 1D RC, 
and more generally in N-D.  
 
B. N-D  Clustering 
 
To generalize our approach to the analysis of a trajectory in the N-D state space (i.e., described by N 
1D RCs), each dimension is first clustered into M macrostates as described above. Assuming for 
simplicity that the number of M-states is the same, M, for each dimension (an assumption that is 
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relaxed later, with no loss of generality), a 1D trajectory with NM  states is obtained. We can thus 
define NM  unique states (e.g., of the form    0 0 0 0 0 000000 , , , ,   S S S S S  when the trajectory is in the 
M-state S0 in all  dimensions). The resulting 
NM  macrostates, are relabeled from M-state 0  to 
M-state 
1
 NM , and define our 1
st-level coarse-grained trajectory.  
Finally, to perform a 2nd-level coarse graining, the M-states 
0 1
, ,

  NM  are first ordered (e.g., by 
their commitment probability values, calculated from the right eigenvector corresponding to the 
1 1   
eigenvalue of the Markov model with NM  states (15, 18, 24)) for a computationally feasible algorithm 
analogously to the one presented by Hummer and Szabo (24). We note here that the commitment 
probability cannot in general be used to define transition states in complex systems with multiple states 
(see also Figure S2). Instead, we use the second eigenvector here only to order the states, and we define 
subsequently the boundaries between the coarse-grained states based on this ordering initially. The 
resulting, sorted M-state trajectory are then analyzed one more time according to the 1D clustering 
procedure described above, to find a smaller and coarser grained optimal clustering into L larger “-
states” (i.e., with a maximum corresponding slowest relaxation time, 
21/  ). The resulting 2
nd-level 
coarse graining into -states (i.e., with 2   NL M ) is denoted here by 
1, , L . The ordering 
according to the second right eigenvector is not optimal in all cases, however, we verified in all 
examples presented here, that single state variations do not significantly affect the obtained clustering 
results. We also note that by using an ordering along the second right eigenvector, the continuity of the 
states is no longer ensured, and therefore kinetically disconnected states might be directly adjacent to 
one another. This problem may be overcome by using alternative approaches, for example diffusion 
maps (31) to identify an ordering that is based on kinetic vicinity of the states. 
This final coarse-graining procedure is presented above by considering all the RCs at the same time, 
globally. However, importantly, for complex systems with a large number of RCs it may be necessary 
to perform the final clustering step by hierarchically approximating the coarse graining of the M-states, 
into the -states, 
1, , L , by clustering the M-states, 0 1, , MS S , of only a few (e.g., two) RCs at a 
time in a stepwise manner, and include additional RCs sequentially. This avoids the clustering of an 
unfeasibly large number of M-states 
0 1
, ,

  NM  at the same time. 
 
C. Analytical Investigation 
 
We first tested our clustering method using Markov state models created for a set of analytical free 
energy functions that can be tuned to switch continuously and monotonically between 2-state-like and 
5N
3-state-like dynamics. To define the kinetic model underlying the analytical free energy function F(x), 
we construct an -state Markov chain. The corresponding rate matrix, K, is given by: 
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A is the Arrhenius prefactor (here, A=10), 
Bk  is Boltzmann’s constant, and T is the absolute 
temperature (here 0.596Bk T ).  
Our general aim is to obtain a clustering of the underlying Markov chain into M-state aggregates 
0 1, , MS S  defined by optimal cluster boundaries 1 1, , Mb b that correspond to a maximum slowest 
relaxation time. 
For example, a simplest 3-state coarse graining leads to a reduced 3x3 rate matrix 
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corresponding to the theoretical case of a linear chain of states (e.g., Fig. 1.), with elements depending 
on the coarse graining boundaries. Optimal boundaries are obtained by minimizing the magnitude of 
the resulting 
2  eigenvalue of K (SI, Section II.), which generally corresponds to a separation into 
MSs. However, for 2-state-like systems, the solution of the eigenvalue optimization problem will lead 
to boundaries that identify a TS. Thus, when the 2nd state has a TS-like character, this corresponds to 
reduced rates that approximate 
2  (see also SI, Section II.) as
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Here, we calculated the reduced Markov matrix both using Eq. 12 of Hummer and Szabo (24), and 
also with respect to a lag time τ using (see also SI Section III.): 
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Varying the cluster boundaries bi and maximizing the slowest relaxation time for all reduced Markov 
N
matrices defines the clustering algorithm for the analytical model, with the parameters   and N . 
  
Figure 1. Illustration of automatic optimal clustering into M=3 macrostates for a set of 1D analytical potentials 
(panels a to e, see SI Section III.) in which the intrinsic kinetics is tuned continuously as a function of a control 
parameter from being 2-state-like (a) to 3-state-like (e). The middle region (yellow) between the two boundaries 
identified by the algorithm (vertical lines) is either a TS, in a and b, or it becomes the third MS in c-e. Vertical lines 
correspond to the Hummer and Szabo rates (blue, (24)), and to transition probability matrices at 1000   (red). 
Application of this method to a multitude of free energy profiles (Fig. 1) revealed that the slowest 
timescale optimization clustering successfully identifies all meta-stable states in a system. Once we 
exhausted the number of available important MSs as explained in Section IIIA, the next optimal -state 
is qualitatively different from the metastable macrostates obtained before, and it represents a TS with 
large probabilities to jump to the neighboring M-states (Figs. 1a-b), and most of the flux going through 
the TS. 
III. APPLICATIONS 
We apply our clustering algorithm to the analysis of MD trajectories obtained for two different 
systems (i) the relatively small helix-forming peptide Ala5, and (ii) a larger system, the epidermal 
growth factor receptor (EGFR) protein (32, 33). 
 
A. Conformational Dynamics of Ala5 
 
We first use our algorithm to study the dynamics of alanine pentapeptide (Ala5) - a commonly used 
test system for evaluating the intrinsic conformational kinetics – using atomistic MD trajectories (32, 
34). The Ala5 system (Fig. 2) has the advantage of being sufficiently small for generating converged 
MD sampling, even with an explicit representation of water, using relatively modest computational 
resources. At the same time, it is the smallest peptide that can form a full helical “i,i+4” loop between 
the amide carbonyl of its first residue and the amide hydrogen of its last residue allowing the study of 
secondary structure formation in both theoretical (32, 35-38) and experimental (39, 40) studies. We 
analyzed MD trajectories of Ala5 with TIP3P (41) water molecules initialized from 4 initial conditions, 
of 250 ns length each, and performed at two different temperatures T1 = 300 K, T2 = 350 K, for a total 
simulation time of 2 μs. The simulations were performed using GROMACS (42) with the Amber-GSS 
(43) force field, as described in detail in Ref. (32).  
 Figure 2. A Free energy for the backbone angle Ψ1 of Ala5 calculated for N200 -states at 350 K and lag time 
τ=1 ps. Resulting M-states (vertical boundary lines: b1, b2, b3) are shown for 3-state clustering  with periodic 
boundaries ((b1, b2) being identical for 2-state clustering). B All-helical00000, and all-coil, 22222, conformations 
of Ala5. The five Ψ backbone dihedral angles (yellow) are used as RCs. C For N-D clustering (N=5), -state 
clustering identifies M=3 M-states along each RC (H - red, C – blue, and TS – yellow). Here, the final coarse-
graining in -states is performed for all the RCs M-states (though it can also be done sequentially, see text). 
To cluster the MD trajectory of the Ala5 peptide, the five Ramachandran Ψ angles have been chosen as 
RCs (Fig. S3), as the free energy barriers along the Φ angles are much smaller and thus, they contribute 
less to the slowest relaxation modes (32). In Fig. 2A the clustering result for the 1D profile for Ψ1 is 
demonstrated, where cluster boundaries are shown along the free energy profile calculated from 
N200 Markov -states at 350 K and lag time τ = 1 ps. For all 5 Ψ angles, the two-state assignment 
successfully identified the two meta-stable states corresponding to the two free energy basins and the 
slowest relaxation time is in good accordance with the full 200-state model. As demonstrated in Fig. 2A, 
3-state clustering for meaningful lag times up to the magnitude of the relaxation time (~τ = 500 ps) leads 
to the detection of the small TS state, which is characterized by a small equilibrium population and 
survival probability, and similar transition probabilities to either of the H or C states. For example, 3-
state clustering of the backbone angle Ψ1 at 350 K (Fig. 2A) with N100 -states leads to a slowest 
relaxation time of t2 = 212.45 ps, and the equilibrium probabilities are, π0(H) = 0.662, π1(TS) = 0.001, 
and π2(C) = 0.337. The macrostate boundaries are listed in Table S1, and the transition probabilities are 
T22 = 0.0984, T20 = 0.4756, T21 = 0.4260.  
 
Figure 3. A Transitions near the TS are dominated by conformational dynamics at the 4th alanine residue of Ala5. 
Representative conformations are shown for helical [00000] (yellow cartoon), and TS states [00020] (blue cartoon), 
and [00021] (grey cartoon). B Kinetic network for the optimal coarse grained -states for the Ala5 (350 K, Tables 
S1-S3, Fig. S4). Two macrostates ( and , blue) form the folded ensemble, and five states (4-8, red) form the 
unfolded ensemble. The numbers near each arrow are the corresponding transition rates [ns-1]. 
For convenience, we have labelled the Si M-states with 0 if they are in a helical (H) region of Ψ, 1 if 
they are in a coil (C) region of Ψ, and 2 if they are in a TS region of Ψ. Thus, the all-helical macrostate 
of Ala5 is denoted as [00000], while, for example, [02221] will denote an M-state with the N-terminal 
residue helical, the C-terminal residue coil and the middle residues in their respective TS regions of their 
Ψ angles. 
The 3-state clustering of all 5 Ψ RCs (with boundaries given in Table S1) at 350 K leads to the 
identification of only 8  macrostates at lag times τ = 10 ps as depicted in Fig. 3B and presented in 
Table S2 (including the corresponding -state  populations and the equilibrium probabilities of their 
most populated M-states). The macrostates  and  have the largest population and form the “folded” 
ensemble. In this case,  consists of only one all-helical M-state  0 00000   that has an equilibrium 
population of ~40.84% (Table S2). The 2nd most populated state, , consists of several macrostates that 
add up to 6.91% of the total equilibrium population, of which 00001 is predominant (~6.66%). Thus, 
unfolding at the last C-terminal residue of Ala5 is not sufficient to perturb the overall stability of helical 
conformations, and it maintains Ala5 in its folded ensemble. 
On the other hand, the unfolded ensemble appears to consist of 5  states ( to ) connected with 
noticeably slower rates than those within the folded states, and accounting for more than 52% of the 
total equilibrium population. The “unfolded” ensemble is separated from the helix-rich “folded” 
ensemble by a TS, , that consists of 10 M-states with a total population of only ~0.19%, of which the 
most populated M-states are [2000*], [0200*] and [0002*], where the “*” symbol means that at that 
position either 0 (H) or 1 (C) conformations are observed. Thus, the range of transitions near the TS is 
largely dominated by conformational dynamics at the 1st, 2nd, and 4th residue of Ala5. Interestingly, at 
300 K the 4th residue is the only residue that significantly modulates the TS dynamics (Table S3).  
As illustrated in Fig. 3B, the “unfolded ensemble” states  to  presents at 350 K (i) a specific 
connectivity that depends on how many residues can change cooperatively their state, and (ii) transition 
rates that are lower than in the folded ensemble. 
These observations, enabled by our method agree well with previous experimental and computational 
studies of Ala5 (32), while offering a more detailed, automatic analysis, also identifying TS states.  
 
 
 
 
B. Dynamics of the EGF Receptor 
 
We also apply our algorithm to analyze the dynamics of the epidermal growth factor receptor (EGFR) 
transmembrane helices. The MD data was obtained using the Anton supercomputer (1) and was first 
presented in Ref. (33) in the Shaw group. These simulations include the extracellular module, the 
transmembrane segment, the juxtamembrane segment, and the intracellular kinase domain separately. 
Here, we analyze in detail the 100.2 µs trajectory of the N-terminal transmembrane dimer, including the 
positions of all protein atoms saved with a time step of ∆t = 1 ns at 310 K. 
To identify sensible reaction coordinates from the data containing the positions of all 1042 atoms of the 
protein, time-lagged independent component analysis (tICA) has been used to generate RCs (27, 28). 
Clustering of the one-dimensional trajectory of the first tICA component (Table S4) leads first to the 
identification of two metastable M-states (Fig. 4A, red and blue regions), finding subsequently a first TS-
like M-state (yellow region between boundaries b1 and b2 in Fig. 4A), followed by another meta-stable 
state (S3 macrostate in Fig. 4A).  The cluster boundaries for 2- to 5-state clustering, together with the 
slowest relaxation time and the equilibrium distributions of the respective states are summarized in Table 
S4. The small equilibrium probabilities indicate that the low-populated state is indeed TS-like, which is 
also confirmed by its relative transition probabilities. A representation of the TS conformation at chain A 
is illustrated in Fig. 4B, colored according to the mean absolute correlation between each atom coordinate 
and the first tICA component. 
We used the first 4 tICA components to obtain the corresponding global network of transitions between 
the optimal coarse-grained -states of this EGFR dimer region (Figs. S5-6). The 5th component had a 
much faster relaxation time (Fig. S7), and thus was not included. The overall network is illustrated in Fig. 
4D and presented in more detail in Table S5. Two coarse grained states (1 and 2) form one 
conformational basin separated by the TS-like state 3 (orange) from a second basin formed by 4 and 
5.  
Interestingly, as shown in Table S5, the 2nd tICA component seems to capture best the conformational 
dynamics between the TS state and neighboring conformations corresponding to subtle conformational 
changes at the N terminus of chain B (Fig. 4B). The calculated free energy landscapes (Figs. 4A and S6) 
feature relatively small barriers, which would make any state analysis more challenging. Nevertheless, 
our algorithm succeeds in identifying the essential TS conformation, 3, that separates the much broader 
1 and 2 basins from the ones formed by 4 and 5. Interestingly, to a large extent the 4 basin is quite 
similar to the 3 TS-like conformation, a result that may change when longer trajectories are available. 
Our results thus identify key starting points at the TS configurations for additional simulations that are 
aimed at efficient sampling of the dynamics.  
  
 
  
Figure 4. A Free energy along the first tICA component of the EGFR transmembrane dimer calculated using an 
initial 200-state MSM. Results are shown for 4-state (boundaries b1, b2 and b3) clustering for a lag time of τ = 1 ns. 
Likewise, a 3-state clustering already identifies b1 and b2 boundaries. The TS region (yellow) separates the S1 
macrostate from the others. B Configurations of the transmembrane module of the EGF receptor that are 
representative for the S1, TS and S2 regions of the first tICA component at the N-terminal end of chain A. The 
structures are colored according to their mean absolute correlation with the first tICA component. C Global kinetic 
network obtained using 4 tICA components at lagtime = 1 ns, kinetic rates are shown in 1/10 μs-1. Two coarse 
grained states (1 and 2, blue) form one conformational basin separated by the TS-like state 3 (orange) from a 
second basin formed by 4 and 5 (red). 
IV. CONCLUSIONS 
We present a new approach to identify automatically sensible clustering of metastable and transition 
states along the available reaction coordinates describing the molecular process. An analytical model for 
3-state clustering shows two families of solutions to the optimization problem, one of which leads to the 
identification of metastable states. The second solution yields two metastable and one short-lived state, 
the latter being identified as a transition state, as the application of the algorithm to analytical Markov 
models based on arbitrary free energy functions revealed.  
The algorithm is presented and studied by using both analytical and actual examples from MD 
simulations of the helix-forming peptide Ala5, and of a larger system, the epidermal growth factor 
receptor (EGFR) protein transmembrane region. In all cases, our method identifies automatically the 
corresponding transition states and metastable conformations in an optimal way, with minimal input, by 
capturing accurately the intrinsic slowest relaxation times. We find that this new approach provides a 
general and easy to implement analysis method that provides unique insight into the molecular 
mechanism and the rare but crucial rate limiting conformational pathways occurring in complex 
dynamical systems such as molecular trajectories. 
In contrast to most other available clustering methods and their applications (44-46) that capture 
metastable states or high energy intermediates, our approach provides an automatic identification of all 
important metastable states as well as unstable transition states to describe the slowest process in the 
system. This type of identification of transition states and metastable states allows us to determine the 
molecular mechanisms with the key conformational ensembles and could lead to whole new approaches 
to more efficiently simulate and analyze molecular processes, central to a broad variety of biomolecular 
research and drug design problems. Our approach is fully general and does not rely on any specific 
molecular properties in the analysis of time-dependent trajectories, therefore it may also be applicable to 
time series of complex systems beyond molecular conformations to identify rate limiting events. 
ACKNOWLEDGEMENTS 
We thank Drs. Attila Szabo (NIH) and Alessia Annibale (KCL) for numerous helpful discussions, and 
Albert Pan (D. E. Shaw Research) for his kind assistance with the EGFR simulation data. 
  
REFERENCES 
 
1. Shaw DE, et al. (2009) Millisecond-scale molecular dynamics simulations on Anton. in High Performance 
Computing Networking, Storage and Analysis, Proceedings of the Conference on, pp 1--11. 
2. Lane TJ, Shukla D, Beauchamp KA, & Pande VS (2013) To milliseconds and beyond: challenges in the 
simulation of protein folding. Current opinion in structural biology 23(1):58-65. 
3. Freddolino PL, Harrison CB, Liu Y, & Schulten K (2010) Challenges in protein-folding simulations. Nat 
Phys 6(10):751-758. 
4. Lindorff-Larsen K, Piana S, Dror RO, & Shaw DE (2011) How fast-folding proteins fold. Science 
334(6055):517--520. 
5. Schütte C, Fischer A, Huisinga W, & Deuflhard P (1998) A hybrid Monte Carlo method for essential 
molecular dynamics (ZIB). 
6. Prinz J-H, et al. (2011) Markov models of molecular kinetics: Generation and validation. The Journal of 
chemical physics 134(17):174105. 
7. Cossio P, Hummer G, & Szabo A (2015) On artifacts in single-molecule force spectroscopy. Proceedings 
of the National Academy of Sciences 112(46):14248-14253. 
8. Sirur A, De Sancho D, & Best RB (2016) Markov state models of protein misfolding. The Journal of 
Chemical Physics 144(7):075101. 
9. Bowman GR, Bolin ER, Hart KM, Maguire BC, & Marqusee S (2015) Discovery of multiple hidden 
allosteric sites by combining Markov state models and experiments. Proceedings of the National Academy 
of Sciences 112(9):2734-2739. 
10. Fačkovec B, Vanden-Eijnden E, & Wales DJ (2015) Markov state modeling and dynamical coarse-graining 
via discrete relaxation path sampling. The Journal of Chemical Physics 143(4):044119. 
11. Chung HS, Piana-Agostinetti S, Shaw DE, & Eaton WA (2015) Structural origin of slow diffusion in 
protein folding. Science 349(6255):1504-1510. 
12. Chodera JD, Singhal N, Pande VS, Dill KA, & Swope WC (2007) Automatic discovery of metastable 
states for the construction of Markov models of macromolecular conformational dynamics. The Journal of 
Chemical Physics 126(15):155101. 
13. Pande VS, Beauchamp K, & Bowman GR (2010) Everything you wanted to know about Markov State 
Models but were afraid to ask. Methods 52(1):99-105. 
14. Noé F, Horenko I, Schütte C, & Smith JC (2007) Hierarchical analysis of conformational dynamics in 
biomolecules: Transition networks of metastable states. The Journal of Chemical Physics 126(15):155102. 
15. Deuflhard P, Huisinga W, Fischer A, & Schütte C (2000) Identification of almost invariant aggregates in 
reversible nearly uncoupled Markov chains. Linear Algebra and its Applications 315(1):39--59. 
16. Deuflhard P & Weber M (2005) Robust Perron cluster analysis in conformation dynamics. Linear algebra 
and its applications 398:161--184. 
17. Röblitz S & Weber M (2009) Fuzzy spectral clustering by PCCA+. 
18. Berezhkovskii A & Szabo A (2004) Ensemble of transition states for two-state protein folding from the 
eigenvectors of rate matrices. The Journal of chemical physics 121(18):9186--9187. 
19. Kumar S, Rosenberg JM, Bouzida D, Swendsen RH, & Kollman PA (1992) The weighted histogram 
analysis method for free-energy calculations on biomolecules. I. The method. Journal of Computational 
Chemistry 13(8):1011-1021. 
20. Torrie GM & Valleau JP (1977) Nonphysical sampling distributions in Monte Carlo free-energy 
estimation: Umbrella sampling. Journal of Computational Physics 23(2):187-199. 
21. Laio A & Parrinello M (2002) Escaping free-energy minima. Proceedings of the National Academy of 
Sciences 99(20):12562-12566. 
22. Tiwary P & Berne BJ (2016) Spectral gap optimization of order parameters for sampling complex 
molecular systems. Proceedings of the National Academy of Sciences 113(11):2839-2844. 
23. McGibbon RT & Pande VS (2016) Identification of simple reaction coordinates from complex dynamics. 
arXiv preprint arXiv:1602.08776. 
24. Hummer G & Szabo A (2015) Optimal Dimensionality Reduction of Multistate Kinetic and Markov-State 
Models. The Journal of Physical Chemistry B 119(29):9029-9037. 
25. Prinz J-H, Chodera JD, & Noé F (2014) Estimation and Validation of Markov Models. An Introduction to 
Markov State Models and Their Application to Long Timescale Molecular Simulation,  (Springer), pp 45--
60. 
26. Molgedey L & Schuster HG (1994) Separation of a mixture of independent signals using time delayed 
correlations. Physical Review Letters 72(23):3634-3637. 
27. Pérez-Hernández G, Paul F, Giorgino T, De Fabritiis G, & Noé F (2013) Identification of slow molecular 
order parameters for Markov model construction. The Journal of Chemical Physics 139(1):015102. 
28. Schwantes CR & Pande VS (2013) Improvements in Markov State Model Construction Reveal Many Non-
Native Interactions in the Folding of NTL9. Journal of Chemical Theory and Computation 9(4):2000-2009. 
29. Bowman GR, Beauchamp KA, Boxer G, & Pande VS (2009) Progress and challenges in the automated 
construction of Markov state models for full protein systems. The Journal of chemical physics 131:124101. 
30. Huo S & Straub JE (1997) The MaxFlux algorithm for calculating variationally optimized reaction paths 
for conformational transitions in many body systems at finite temperature. The Journal of chemical physics 
107(13):5000-5006. 
31. Noé F & Clementi C (2015) Kinetic Distance and Kinetic Maps from Molecular Dynamics Simulation. 
Journal of Chemical Theory and Computation 11(10):5002-5011. 
32. Buchete N-V & Hummer G (2008) Coarse Master Equations for Peptide Folding Dynamics†. The Journal 
of Physical Chemistry B 112(19):6057-6069. 
33. Shan Y, et al. (2012) Oncogenic mutations counteract intrinsic disorder in the EGFR kinase and promote 
receptor dimerization. Cell 149(4):860--870. 
34. Buchete N-V & Hummer G (2008) Peptide folding kinetics from replica exchange molecular dynamics. 
Physical Review E 77(3):030902. 
35. Best RB, Buchete NV, & Hummer G (2008) Are current molecular dynamics force fields too helical? 
Biophysical journal 95(1):L07-09. 
36. García AE & Sanbonmatsu KY (2002) α-Helical stabilization by side chain shielding of backbone 
hydrogen bonds. Proceedings of the National Academy of Sciences 99(5):2782-2787. 
37. Berezhkovskii AM, Tofoleanu F, & Buchete N-V (2011) Are Peptides Good Two-State Folders? Journal of 
Chemical Theory and Computation 7(8):2370-2375. 
38. Hummer G, García AE, & Garde S (2001) Helix nucleation kinetics from molecular simulations in explicit 
solvent. Proteins: Structure, Function, and Bioinformatics 42(1):77-84. 
39. Huang C-Y, et al. (2002) Helix formation via conformation diffusion search. Proceedings of the National 
Academy of Sciences of the United States of America 99(5):2788-2793. 
40. Graf J, Nguyen PH, Stock G, & Schwalbe H (2007) Structure and Dynamics of the Homologous Series of 
Alanine Peptides:  A Joint Molecular Dynamics/NMR Study. Journal of the American Chemical Society 
129(5):1179-1189. 
41. Jorgensen WL, Chandrasekhar J, Madura JD, Impey RW, & Klein ML (1983) Comparison of simple 
potential functions for simulating liquid water. The Journal of Chemical Physics 79(2):926-935. 
42. Lindahl E, Hess B, & van der Spoel D (2001) GROMACS 3.0: A package for molecular simulation and 
trajectory analysis. Journal of Molecular Modeling 7(8):306-317. 
43. Nymeyer H & García AE (2003) Simulation of the folding equilibrium of α-helical peptides: A comparison 
of the generalized Born approximation with explicit solvent. Proceedings of the National Academy of 
Sciences 100(24):13934-13939. 
44. Voelz VA, Bowman GR, Beauchamp K, & Pande VS (2010) Molecular simulation of ab initio protein 
folding for a millisecond folder NTL9 (1− 39). Journal of the American Chemical Society 132(5):1526-
1528. 
45. Noé F, Schütte C, Vanden-Eijnden E, Reich L, & Weikl TR (2009) Constructing the equilibrium ensemble 
of folding pathways from short off-equilibrium simulations. Proceedings of the National Academy of 
Sciences 106(45):19011. 
46. Buchete N-V & Hummer G (2008) Coarse master equations for peptide folding dynamics. The Journal of 
Physical Chemistry B 112(19):6057-6069. 
 
