The Erdős-Pósa property usually relates parameters of covering and packing of combinatorial structures, and has been mostly studied in the setting of undirected graphs. In this note, we use results of Chudnovsky, Fradkin, Kim, and Seymour to show that for every directed graph H, the class of all minorexpansions (resp. subdivisions) of H has the vertex-Erdős-Pósa property in the class of tournaments. We also prove that if H is a strongly connected directed graph, the class of all immersion-expansions of H has the edge-Erdős-Pósa property in the class of tournaments. Our results are orthogonal to the recent results of Amiri et al. [arXiv:1603.02504, March 2016 in the sense that we restrict the class of "host graphs", whereas they restrict the class of "guest graphs".
Introduction
In this note we are concerned with the Erdős-Pósa property in the setting of directed graphs. This property, which has mostly been studied on undirected graphs, is originated from the following classic result.
• there is a set X ⊆ V (G) with |X| ≤ f (k) and such that G \ X has no cycle.
This theorem expresses a duality between a parameter of packing, the maximum number of vertex-disjoint cycles in a graph, and a parameter of covering, the minimum number of vertices, the removal of which yields a forest. Informally, we say that a class has the Erdős-Pósa property when such a result holds for graphs in this class. The Erdős-Pósa Theorem states that the class of cycles has this property. Since then, several results appeared, stating that the same type of relation holds for various classes of graphs (see surveys [Ree97, RT16] ). In particular, attention has been drawn by classes defined using containment relations, like the minor relation. A notable extension of the Erdős-Pósa Theorem has been obtained as a byproduct of Graph Minors in [RS86] .
Theorem 2 ( [RS86])
. Let H be an undirected planar graph. There is a function f : N → N, such that for every undirected graph G and every positive integer k, one of the following holds:
• G has k vertex-disjoint subgraphs, each having H as a minor; or
• there is a set X ⊆ V (G) with |X| ≤ f (k) and such that G \ X does not have H as a minor.
In the setting of directed graphs however, a few results are known. Until recently, the largest class of digraphs that has been studied under the prism of the Erdős-Pósa property is the class of directed cycles [RRST96, RS96, GT10, Sey96, HM13] . We should also mention that the directed Erdős-Pósa property, besides its combinatorial interest, has applications in bioinformatics and in the study of Boolean networks [ARS16, ADG04] . The most general result about the directed Erdős-Pósa property is certainly the following extension of Theorem 2 to directed graphs, that appeared recently.
Theorem 3 ( [AKKW16])
. Let H be a strongly connected digraph that is a butterflyminor 1 (resp. topological minor 2 ) of a cylindrical grid. There is a function f : N → N, such that for every digraph G and every positive integer k, one of the following holds:
• G has k vertex-disjoint subdigraphs, each having H as a butterfly-minor (resp. topological minor); or
butterfly-minor (resp. topological minor).
The purpose of this note is to shed some light on the symmetries between directed and undirected graphs wrt. the Erdős-Pósa property by obtaining new Erdős-Pósa type results on directed graphs, using techniques that have been successfully applied to undirected graphs. Following [KS15] , we say that a digraph H is a minor of a graph G if a digraph isomorphic to H can be obtained form G by repeatedly contracting a strongly connected component to a single vertex (this definition differs from the one of butterfly-minor mentioned above). Unlike minors, immersions and topological minors are concepts that are easily extended to the setting of directed graphs as they can be defined in terms of paths. We say that a digraph H is a topological minor of a digraph G if there is a subdigraph of G that can be obtained from a digraph isomorphic to H by replacing arcs by vertex-disjoint directed paths. If we allow these paths to share internal vertices but not arcs, then we say that H is an immersion of G.
Our results hold on superclasses of the well-studied class of tournaments, which consist of all orientations of undirected complete graphs. For s ∈ N, a digraph is said to be s-semicomplete if for every vertex v there are at most s vertices that are not connected to v by an arc (in either direction). A semicomplete digraph is a 0-semicomplete digraph. It is not hard to see that these classes generalize the class of tournaments. Our contributions are the following two theorems. • G contains k vertex-disjoint subdigraphs, each having a digraph of H as a minor (resp. topological minor); or
These theorems deal with two different versions of the Erdős-Pósa property: the first one is related to arc-disjoint subdigraphs and sets of arcs (arc version), whereas the second one is concerned with vertex-disjoint subdigraphs and sets of vertices (vertex version). In Theorem 4, the requirement K 1 ∈ H is necessary as we cannot cover an edgless subgraph (as the one-vertex graph) with arcs. Observe that our results differ from the aforementioned results of [AKKW16] in the sense that we restrict the hosts class (graphs where the packings/coverings are done) whereas they restrict the guests class (graphs that are packed/covered). These two orthogonal lines of research have already been followed in the context of undirected graphs, see e.g. [FST11] . Our proofs rely on the following results (c.f. Section 2 for a definition of cutwidth and pathwidth). 
Theorem 9 ( [KKT15, Theorem 2]).
There is a function h : N × N → N such that every s-semicomplete digraph with pathwidth at least h(s, k) has a subdigraph that is semicomplete and has of pathwidth at least k.
Theorem 6, Theorem 7, and Theorem 8 are exclusion theorems: they relate a graph parameter (in this case, cutwidth or pathwidth) with the absence of a digraph as a substructure. Exclusion theorems have proven useful in order to obtain Erdős-Pósa type results for undirected graphs. The upper-bound on the parameter that they provide is in general directly used to find a small hitting set.
Organization of the paper. Definitions and notation are introduced in Section 2. In Section 3 we prove two lemmas, which are then directly used in the proofs of Theorem 4 and Theorem 5 (Section 4). Section 5 contains directions for future research.
Preliminaries
For every i, j ∈ N we denote by i, j the interval of integers {k ∈ N, i ≤ k ≤ j}.
Digraphs. A digraph is a pair (V, E), where V is a set, the elements of which are called vertices, and E is a multiset, the elements of which (called arcs) belong to V ×V . All the digraphs we consider in this paper are finite (i.e. both V and E are finite), and may have loops or multiple arcs. We denote by V (G) the set of vertices of a digraph G and by E(G) its multiset of arcs. A digraph is nontrivial if it has more than one vertex. If H is a digraph class, an H-subdigraph of a digraph G is a subdigraph of G that is isomorphic to some digraph in H. For every two subsets X, Y ⊆ V (G), we denote by E G (X, Y ) the set of arcs of G of the form (x, y) with x ∈ X and y ∈ Y . For every digraph G we denote by cc(G) the number of connected components of G. A digraph is said to be strongly connected if is has at least one vertex and for every u, v ∈ V (G) there is a directed path from u to v. A strongly connected component of a digraph is a maximal subdigraph that is strongly connected. If G and H are two graphs we denote by H ∪ G their union and by H ⊎ G their disjoint union.
Hitting sets and packings. Given a digraph class H, an H-vertex-hitting set (resp. H-arc-hitting set) of a digraph G is a subset X of V (G) (resp. E(G)) such that G \ X has no H-subdigraph. An H-vertex-packing (resp. H-arc-packing) is a collection of vertex-disjoint (resp. arc-disjoint) H-subdigraphs of G (H), I(H) ) the class of all subdigraph-minimal digraphs containing H as a minor (resp. topological minor, immersion). Notice that H is a minor (resp. topological minor, immersion) of a digraph G iff G has an M(H)-subdigraph (resp. T (H)-subdigraph, I(H)-subdigraph). Digraphs in M(H) (resp. T (H), I(H)) will be called models (resp. subdivisions, expansions) of H. If H is a class, then we also set M(H) = H∈H M(H) (resp. T (H) = H∈H T (H)).
Observe that, according to definition we use, every topological minor of G is an immersion of G. However, this simple remark does not allow us to straightforwardly extract an Erdős-Pósa-type result about the one relation from a result about the other one. Indeed, if any packing wrt. topological minors is a packing wrt. immersions, a hitting set wrt. topological minors is not necessarily a hitting set wrt. immersions, and vice-versa.
Let us now define the parameters cutwidth and pathwidth, that play main roles in the proofs of Theorem 4 and Theorem 5.
Cutwidth. Let n ∈ N and let G be a digraph on n vertices. A enumeration of the vertices of G is a bijection f : 1, n → V (G). The cutwidth of an enumeration f of the vertices of G is equal to max i∈ 2,n |E G ({f (1), . . . , f (i − 1)}, {f (i), . . . , f (n)})|. The cutwidth of G, that we write ctw(G), is the minimum cutwidth over all enumerations of V (G).
Pathwidth.
A path-decomposition of a digraph G is a sequence (X 1 , . . . , X r ) (for some r ∈ N) satisfying the following properties:
(ii) for every arc (u, v) ∈ E(G), there are integers i ∈ 1, r and j ∈ 1, i such that u ∈ X i and v ∈ X j ; (iii) for every i, j ∈ 1, r , if a vertex u ∈ V (G) belongs to X i and X j , then it also belongs to X k for every k ∈ i, j .
The sets {X i } i∈ 1,r are called bags of the path-decomposition. Intuitively, item (ii) asks that every arc of G either have its endpoints in some bag, or is oriented "backwards".
The width of a path-decomposition (X 1 , . . . , X r ) of a digraph G is defined as max i∈ 1,r |X i |−1. The pathwidth of G is the minimum width over all path-decompositions of G.
Separations.
A H-arc-separation of a digraph G is a triple (A, X, B) of disjoint subsets of E(G) such that every H-subdigraph of G \ X has its arcs in exactly one of A and B. In particular, we do not require that (A, X, B) is a partition of E(G).
Hitting sets in digraphs of bounded width
Let H be a class of strongly connected digraphs. In this section, we show that when the cutwidth (resp. pathwidth) of a digraph class is bounded, then the size of a minimum H-hitting set is linearly bounded by the maximum size of an H-packing. More precisely, we show the following lemmas that, together with exclusion theorems, will be used to prove the main results.
Lemma 1. For every class H of nontrivial strongly connected digraphs, every digraph G has an H-arc-hitting set of size at most ν e H (G) · ctw(G).
The following notation allows us to state the forthcoming Lemma 2 in a general way so that it can be used in the proof of both variants of Theorem 5 (minors and topological minors).
If H 1 , . . . , H p are classes of digraphs, we denote by ⋒ p i=1 H i the class of all digraphs of the form H 1 ⊎ · · · ⊎ H p with H i ∈ H i , for every i ∈ 1, p .
Lemma 2. Let H 1 , . . . , H p be classes of connected digraphs and let
A slight extension of Lemma 2 is given by Corollary 1. Even if the statements of the aforementioned lemmas are similar, their proofs carry sensible differences. First, the technique used to prove Lemma 1 rely on the crucial concept of H-arc-separations. Also, contrarily to Lemma 1, Lemma 2 deals with disconnected digraphs H and the technique used to handle this case is different from the one we would use in the connected case.
Proof of Lemma 1. We will prove by induction on k ∈ N the following statement: for
The base case k = 0 is trivial. Let us prove the above statement for k > 0 assuming that it holds for all lower values of k (induction step). Let G be a digraph such that ν e H (G) ≤ k, let n = |V (G)|, and let f : 1, n → V (G) be a enumeration of V (G) of minimum width. We use L i (as left of i) and R i (as right of i) as shorthands for G {f (j)} j∈ 1,i and G {f (j)} j∈ i+1,n , respectively, for every i ∈ 0, n .
Observation 1. For every
, there is no arc going from a vertex of L i to a vertex of R i (though there may be arcs from R i to L i ). Therefore not strongly connected subdigraph of G, and in particular no H-subdigraph of G, can contain arcs from both L i and R i . ⋄ For every i ∈ 0, n , we set p(i) = ν e H (L i ). Observe that p is non-decreasing, from p(0) = 0 to p(n) = ν e H (G). Let i ∈ N be the maximum integer such that p(i) is equal to zero, and let
This definition implies that L i has no H-subdigraph. Therefore, as (E(L i ), X, E(R i )) is an H-arc-separation (cf. Observation 1), every H-subdigraph of G\X belongs to R i . Consequently, if Y is an H-hitting set of R i , then X ∪ Y is an H-hitting set of G. Hence we can write:
Since L i+1 , which is arc-disjoint from R i , contains an H-subdigraph (by definition of i), we have ν e H (R i ) ≤ k − 1. Therefore we can apply the induction hypothesis on R i and get τ e H (R i ) ≤ (k − 1) ctw(R i ). Also we have ctw(R i ) ≤ ctw(G) and |X| ≤ ctw(G). Together with (1) these facts imply
as required. This proves the induction step and concludes the proof.
In the proof of Lemma 2 we use the two following lemmas.
Lemma 3 (see [RS86, (8.6 )]). Let P be a path, let p, k ∈ N, and let {P i } i∈ 1,p be families of subpaths of P . If, for every i ∈ 1, p , there are at least pk elements of P i that are pairwise vertex-disjoint, then for every i ∈ 1, p there is a collection C i ⊆ P i of size k such that the elements of
The following is a well-known result on subpaths of a path, that is, in some sense, an Erdős-Pósa type result.
Lemma 4 (Folklore). Let P be a path (undirected) and let P be a family of subpaths of P . Then for every k ∈ N, one of the following holds:
• P has k vertex-disjoint elements; or
• there is set X ⊆ V (P ) with |X| ≤ k − 1 such that no subgraph of P \ X belongs to P. 
Proofs of Theorem and Theorem 5
Using the lemmas of Section 3, the proofs are now straightforward.
Proof of Theorem 4. Let H be some digraph of H. Let k · H denote the disjoint union of k copies of H, and let f (k) = (k − 1) · ω I k·H for every k ∈ N. Let us show that this function satisfies the statement of Theorem 4. Let G be a semicomplete and let k ∈ N. Let us assume that ν e I(H) (G) < k, otherwise we are done. Obviously ctw(G) ≤ ω I k·H . As every digraph in I(H) is strongly connected and nontrivial, we can apply Lemma 1 and obtain an I(H)-arc-hitting set of G size at most ν
Proof of Theorem 5. We only give the proof for the minor version as the topological minor one is identical (replace every occurrence of M by T ). Let q = |H|, let p = max H∈H cc(H), and let H ∈ H. Let k · H denote the disjoint union of k copies of H We set f (k) = qp · (k + 1) · h s, ω 
Discussion
In this note we proved that the (immersion) expansions of members of any family of strongly connected digraphs have the Erdős-Pósa property in semicomplete digraphs, and that the (minor) models and the subdivisions of members of any finite digraph family also have this property in s-semicomplete digraphs, for fixed s. A novelty is the use of H-arc-separations, that allow us to remove less arcs that we would do with a regular separations (i.e. one that disconnected the graph when removed). This work also shows that some techniques previously used for undirected graphs can be adapted to the setting of directed graphs. Let us now highlight two directions for future research.
Optimization of the gap. The upper bound on ω I H of Theorem 6 that can be obtained from the proof (in [CFS12] ) is ω I H ≤ 72 · 2 2t(t+2) + 8 · 2 t(t+2) , where t = |V (H)| + 2|E(H)|. As a consequence, we have f (k) = 2 O(k 2 t 2 ) in Theorem 4. It would be interesting to know whether a gap that is polynomial in k can be obtained.
The same question can be asked for Theorem 5, however the upper bound of ω T H in Theorem 8 that we can compute from the proof in [FS13] is large (triply exponential).
Generalization. The results presented in this note were related to (generalizations of) semicomplete digraphs. One direction for future research would be to extend them to wider classes of hosts. On the other hand, in Theorem 4, we require the guest digraph to be strongly connected. It is natural to ask if we can drop this condition. This would require a different proof as ours draws upon this condition.
