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We analytically calculate gaps for the ν = 1
3
, 2
5
, and the 3
7
polarized and partially polarized
Fractional Quantum Hall (FQH) states based on the Hamiltonian Chern-Simons theory we have
developed. For a class of potentials that are soft at high momenta (due to the finite thickness of the
sample) we find good agreement with numerical and experimental results.
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The Composite Fermion(CF) picture [1] has been a
very successful organizing principle in understanding the
Fractional Quantum Hall effects(FQHE) [2] as well as
in generating wavefunctions for these states [3]. Chern-
Simons(CS) field theories [4–8] have provided us with a
link between the microscopic formulation of the problem
and experiment, both for incompressible and compress-
ible states [9,10].
Recently we developed a hamiltonian CS theory for
the FQH states [11,12]. Inspired by the work of Bohm
and Pines [13] on the 3D electron gas, we enlarged the
Hilbert space to introduce n high-energy magnetoplas-
mons degrees of freedom, (n also being the number of
electrons) at the same time imposing an equal number
of constraints on physical states. Upon ignoring the cou-
pling between the oscillators and the fermions we ob-
tained some well known wavefunctions [14,1]. However
the fermions still had the bare mass, and the frequency
of the magnetoplasmons was incorrect. Hence a final
canonical transformation was employed to decouple the
fermions from the oscillators in the infrared limit.
We choose to call the final fermions the composite
fermions for the following reasons. First, the final canon-
ical transformation assigns to each fermion the magnetic
moment e/2m as mandated by the arguments of Refs.
[15,16]. Next, the fermions have 1/m∗ = 0 in the ab-
sence of interactions and acquire an interaction depen-
dent 1/m∗. Finally, the formula for the electronic charge
density takes the following form, separable into high- and
low-energy pieces [12], at small q:
ρe(q) =
q√
8π
√
2p
2p+ 1
(A(q) +A†(−q))
+
∑
j e
−iqxj
2p+ 1
− il2(
∑
j
(q ×Πj)e−iqxj ) (1)
where A refers to the oscillators, l = 1/
√
eB is the mag-
netic length, and ~Πj = ~Pj + e ~A
∗(rj) is the velocity op-
erator of the CFs. The oscillator piece saturates Kohn’s
theorem [18], and the rest, to be called ρ¯, satisfies the
magnetic translation algebra [19] to lowest leading or-
der. Note that ρ¯ is a sum of a monopole with charge
e∗ = e/(2p+ 1), which is the charge associated with the
CF, and a dipole piece which alone survives at ν = 1/2
and has the value proposed by Read [17]. (A number of
recent constructions have emphasized this dipolar aspect
[20,21]).
The Hamiltonian of the low-energy sector (dropping
the magnetic moment term) is
H =
1
2
∫
d2q
(2π)2
v(q)ρ¯(−q)ρ¯(q). (2)
where v(q) is the electron-electron interaction. This
hamiltonian is to be supplemented by n constraints
(which will be ignored in the earlier parts of this dis-
cussion).
Earlier, we extracted [11,12] from this Hamiltonian a
“free-particle” part, (corresponding to the diagonal terms
in the sum over particles ) and thereby an effective mass
for the CFs, which we found (for a Coulomb interaction
cutoff at wave vector Q = kF = 1/l) to be
1
m∗ ≃ e
2
ǫl · 16
where ǫ is the dielectric constant. However, we empha-
sized [12] that since the interactions were of the same
magnitude as the “free-particle” term and could renor-
malize this mass considerably, one should calculate di-
rectly observable quantities using the full Hamiltonian.
This is what we shall do now by computing transport
gaps for a few fractions. Since the CF already has many
of the nonperturbative charge and mass renormalizations
built into it, we can expect that we may pass readily from
the hamiltonian to observables using a variety of approx-
imation methods.
We now describe our calculation of gaps for ν =
1
3 ,
2
5 ,
3
7 in the Hartree-Fock (HF) approximation. The
gaps are given by the difference in the expectation of H
between the ground state and a state with a widely sep-
arated particle-hole pair. For the states that appear in
the calculation, we use the ones that appear naturally in
CF theory [1], which are just the eigenstates of the free-
particle part alluded to earlier: p filled CF- Landau levels
(CF-LLs) for the ground state, and states with particle-
hole excitations above it.
Note that we do not convert these CF wavefunctions
to electronic ones (by multiplying by Jastrow factors and
1
projecting to the LLL). Instead we use our formula for
the electronic charge operator ρ¯ (in which these effects
are subsumed by the reduced charge e∗ and the drop-
ping of the oscillator part) and write H in terms of it.
We circumvent the fact that ρ¯ is to be trusted only for
ql ≪ 1 as follows. Consider real samples which have
a finite thickness Λ of the same order as l, so that the
Coulomb interaction is cutoff at large q [22]. It was re-
alized by Haldane and Rezayi [23] that this has a large
effect on the gap, while leaving the wavefunctions essen-
tially unchanged. We will focus on such interactions,
parametrized by λ = Λ/l for which numerical results are
available [24–26]. The advantage is that as λ becomes
large only small-q matrix elements of the density are in-
voked in computing gaps, and we expect our theory to
become more accurate. It is possible that beyond some
large λ the liquid state might cease to be the ground
state. Our theory, which is based on a liquid state with
uniform density, can be expected to work up to this λ.
We work in the symmetric gauge, in which the single-
particle wavefunctions are characterized by the LL index
n and the angular momentum index m. The formalism
in this gauge has been extensively developed [14,27]. The
magnetoexciton wave functions [28] ψn
′
n (q;~r, ~r
′) describe
a particle in the nth LL and a hole in the n′th LL, with
a conserved momentum ~q. In a second quantized no-
tation we can introduce creation (d†nm) and destruction
operators (dnm), and write the magnetoexciton creation
operator as Xn
′
n (q) =
∑
mm′
xmm
′
nn′ (q)d
†
nmdn′m′ where the
x-coefficients are (for m ≥ m′)
xmm
′
nn′ (q) = (−1)n
′
√
2π
L
√
m′!
m!
( iQ+√
2
)m−m′
×Lm−m′m′ (y)e−y/2 (3)
Here Q+ = l
∗(qx + iqy), l∗ = l
√
2p+ 1 is the magnetic
length in the effective field, Lmn is a Laguerre polynomial,
and y = Q2/2. The density operator can now be written
in terms of the above operators as
ρ¯(q) =
∑
nn′
ρn
′
n (q)X
n′
n (q)
ρn
′
n (q) =
(−1)n′+1
2p+ 1
L√
2π
√
n′!
n!
(−iQ+√
2
)n−n′
×e−y/2(nLn−n′n′−1 + 2Ln−n
′
n′ − (n′ + 1)Ln−n
′
n′+1 ) (4)
Apart from the trivial dependence of x on n′, we see the
separation between the angularm labels and the “radial”
n labels. We find that that as ~q → 0 all transition matrix
elements vanish at least as q2, an essential property of
charge density matrix elements in the LLL [19].
We will need the following identities;
∑
m
xmmnn (~q) = (−1)n L√2π δ~Q,0
∑
m
xm1mn1n (~q1)x
mm2
nn2 (~q2) = (−1)n
√
2π
L
e
−i
2
~Q1×~Q2 ×
xm1m2n1n2 (~q1 + ~q2) (5)
The ground state we have assumed is not an eigenstate
of H , which can create particle-hole pairs above it. How-
ever, for rotationally invariant interactions, we find that
the Hamiltonian does not mix a single-particle (or single-
hole) state with any other single-particle (or single-hole)
state, the signature of a HF state. This supports our
view that we are working with the right variables.
Consider transport gaps in the spin-polarized states
of 13 ,
2
5 , and
3
7 . We will work with the model poten-
tial v(r) = e2/ε
√
r2 + Λ2, whose Fourier transform is
v(q) = 2πe2 exp (−qΛ)/εq where Λ is the thickness. In
order to compute the gap to a neutral excitation (with
widely separated quasiparticle and quasihole), which cor-
responds experimentally to the transport gap, we com-
pute the energy to add a single CF to the pth LL, and
add to it the energy to remove a CF from the (p − 1)th
LL. To illustrate how the calculation goes, we work out
the case of the quasihole energy for ν = 13 . The quasihole
state is d0m|Ω >, where |Ω > denotes the GS. Now one
has to compute
∑
nin′i,mim
′
i
x
m1m
′
1
n1n′1
(−q)xm2m
′
2
n2n′2
(q)ρ
n′1
n1(−q)ρn
′
2
n2(q)
< Ω|d†0md†n1m1dn′1m′1d†n2m2dn′2m′2dm0|Ω >c (6)
where the subscript c on the expectation value denotes
that the operators of the external particle are not al-
lowed to contract with themselves (this corresponds to
subtracting the GS energy). Now one performs the stan-
dard Wick contractions, with the proviso that two oper-
ators belonging to the same density are not allowed to
contract with each other (this would correspond to the
q = 0 density, which is cancelled by the background).
After performing the Wick contractions one is left with
sums over the angular momentum indices, which can be
performed by using Eqs.(5).
Similar considerations hold for the quasiparticle en-
ergy. Finally, adding the two together to obtain the gap,
leads to the following expressions
∆(
1
3
) = K3
(
l∗3
Λ3 + h0 + 2h1 + h2 − h3
)
∆(
2
5
) = K5
(
l∗3
Λ3 + h0 + 4h1 +
3
2h2 − 10h3 + 92h4 − 12h5
)
∆(
3
7
) = K7
(
l∗3
Λ3 + h0 + 6h1 + h2 − 1043 h3 + 42512 h4 − 252 h5
+ 74h6 − 112h7
)
hn =
1
Kp(2p+1)2
∫
d2q
(2π)2 v(q)y
ne−y (7)
where Kp = e
2/(εl(2p + 1)5/2), and y = q2l∗2/2. We
can compute the gaps for any potential that has its third
moment finite [29] (this leads to the first term in the
gaps).
Recently, numerical calculations based on CF wave-
functions have been performed [25,26] on the model po-
tential. Since these wave functions have essentially per-
fect overlap with exact ground states [3], we surmise that
the results are essentially exact. Bearing in mind that our
2
results are to be trusted for large λ = Λ/l, we find for
all three fractions an error of about 60% at λ = 2 which
decreases to about 30% for λ = 3.
Table I compares our numbers to those measured on an
experimental sample [30], whose λ has been determined
as explained in ref. [26], based on the detailed calculations
of ref. [31]. The difference (≃ 10−30%) between Ref. [26]
and experiment is presumably due to disorder, Landau-
level mixing etc.
ν λ Ref. [30] Ref. [26] Ours1 Ours2
1/3 2.5 .042 .046 .066 .053
2/5 2.3 .017 .021 .031 .020
3/7 2.2 .010 .015 .020 .011
Table I: Gaps in units of e2/εl. The comparison is be-
tween experiment (Ref. [30]), numerical work (Ref. [26]),
and the results of the preceding calculations. The last
column corresponds to our results with constraints, to
be explained later.
We have also computed the gap to the spin-reversed
quasiparticle for ν = 13 (ignoring the Zeeman energy),
∆SR = K3(h0+2h1+h2). The only results we are aware
of for the model potential(ref( [25]) give values for this
quantity for λ = 0, 1.5. The error at 1.5 is about 30%.
Apart from numbers for the gaps, we have also derived
scaling relations between gaps for p/(2p+1) and p/(2sp+
1), which we will present in detail elsewhere [32].
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λ
0.00
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∆
E(1/3) with 3 CF−LLs
E(2/5) with 5 CF−LLs
E(3/7) with 7 CF−LLs
E(1/3) of ref[26]
E(2/5) of ref[26]
E(3/7) of ref[26]
FIG. 1. Gaps to polarized 1
3
, 2
5
, and 3
7
states and compar-
ison to results of ref.[26]. All energies are in units of e2/εl.
Now let us consider the constraints. The divergence
of gaps at small λ comes from summing over all CF-
LLs in the sum over intermediate states. We know that
the Hilbert space of free fermions is too large for this
problem, which is restricted to the electronic LLL. It is
the role of the constraints, ignored so far, to select the
suitable subspace. In an ideal calculation, a gauge invari-
ant charge operator acting on a physical gauge invariant
state will not mix it with intermediate states which are
unphysical. There will be no need to invoke constraints.
Given that our ρ¯ obeys the magnetic algebra when the
commutators are calculated in the big space with no re-
gard to constraints, we may conclude it is gauge invari-
ant. However, there are two problems: It represents the
density only for small q, and the trial states we sandwich
it between are free particle, non-gauge invariant, states.
While we do not know which states will be selected
by the constraints, we know that (i) in numerical work
[33] the low-lying states are in one-to-one correspondence
with those of independent CFs, and (ii) the number of
constraints is so as to limit the single particle states to
those of one filled electronic LL or 2p+1 filled CF levels.
This suggests a simple, approximate way of dealing with
the constraints: keep the first 2p+1 lowest-lying CF-LL
states. Our results, as shown in Fig.1 in this approxi-
mation, are in reasonable agreement with those of ref.
[26] over a whole range of λ. The last column of Table
I displays the numbers for the appropriate λ. While the
agreement is gratifying, this is not a controlled procedure,
and we cannot be sure that other quantities computed
this way will come out with the same accuracy.
We have also computed gaps to singlet (for 25 ) and
partially polarized states (for 37 ), ignoring the Zeeman
energy, and imposing the constraint as described above.
We choose the many-body GS for the singlet 25 state in
accordance with CF theory [1] to be the n = 0 CF-LL
occupied with both ↑ and ↓ spin CFs. There is only a
single energy gap in this system, since both the particle
and hole energies are symmetric in spin. For partially
polarized 37 we choose the GS to be the n = 0 CF-LL oc-
cupied by both spins, while the n = 1 CF-LL is occupied
by ↑ spins [1]. In the latter case there are distinct en-
ergies for the four possible excitations, with the particle
being ↑ (n = 2 CF-LL), or ↓ (n = 1 CF-LL), and the hole
being ↑ (n = 1 CF-LL) or ↓ (n = 0 CF-LL). Our results
are presented in Fig.2. We are not aware of calculations
of these quantities for the model potential.
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FIG. 2. Gaps to singlet ( 2
5
) and partially polarized ( 3
7
)
states with constraint. All energies are in units of e2/εl.
3
In summary, we have presented analytical calculations
of gaps based on our new formalism, which describes
the physics directly in terms of the true quasiparticles
of the system, the CFs. Central to the analysis is the
hamiltonian Eqn. (2) and electronic density Eqn. (1) ex-
pressed in terms of CF variables. The fact that many
nonperturbative effects like charge and mass renormaliza-
tion are built in facilitates perturbative approximations.
We find agreement with with numerical results to within
25% (for the physical value of λ [26,30]) upon treating
the constraint in the simplest manner. In higher den-
sity samples, where the effective thickness is larger, and
the magnetic length smaller, λ = Λ/l will be larger. As
λ increases, we expect our effective theory will become
more accurate, since we are using ρ¯ matrix elements for
a smaller range of q. We should bear in mind that fluctu-
ation corrections beyond HF may become important for
large λ, since the higher CF-LLs come very close to the
first unoccupied one. We also expect to run into prob-
lems as we approach ν = 1/2, since constraints are known
to play a crucial role in this limit [34,20,35].
Many other physical quantities in the gapped frac-
tions can be computed using this formalism, such as the
magnetoexciton dispersion [23,19,36–38], which we will
present elsewhere. Since we have a concrete microscopic
description of the CFs, we can also couple them to im-
purity and edge potentials.
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