Introduction
Integrated image capture, processing, and communication power on a compact, portable, hand-held device is attracting and has increased interest from computer vision researchers with a goal of applying a diverse collection of vision tasks on the small hand held device. Thetrend of vision applications is focused on camera phones and proposes solutions to the major technical challenges involving mobile vision and pattern recognition.Recent studies in the field of computer vision and pattern recognition show a great amount of interest in content retrieval from images and videos. This content can be in the form of objects, texture, color, shape as well as the relationshipsbetween them. The semantic information provided by an image can be useful for content based image retrieval, as well as for indexing and classification purposes . As statedby Jung, Kim and Jain in [4] , text data is particularly interesting, because text can be used to easily and clearly describe the contents of an image. Text data can be embedded into an image or video in different font styles, sizes, colors, orientations and against a complex background, the problem of extracting the candidate text region becomes a challenging one. Also, current Optical Character Recognition (OCR) techniques can only handle text against a plain monochrome background and cannot extract text from a textured or complex background.
Different approaches for the extraction of text regions from images have been proposed based on basic properties of text. Text has some common distinctive characteristics in terms of frequency, spatial cohesion and orientation information. Spatial cohesion refers to the fact that text characters of the same string appear close to each other and are of similar height, orientation and spacing. Two of the main methods commonly used to determine spatial cohesion are based on edge [1] [2] and connected component [3] features of text characters. The fact that an image can be divided into categories depending on whether or not it contains any text data can also be used to classify candidate text regions. Thus other methods for text region detection, utilize classification techniques such as support vector machines, k-means clustering [7] and neural network based classifiers [10] . The algorithmproposed in [8] uses the focus of attention mechanism from visual perception to detect text regions. Text in images and video sequences pro-vide highly condensed information about thecontents of the images or videos sequencesand can be used for video browsing/retrievalin a large video database. Although texts provide important information about images or video sequences. Detection and segmentation of video or image sequences is not an easy problem. Text extraction is not easy for the following reasons. First of all, text sizes may vary from smaller to big and text fonts may vary in a wide range as well.Secondly, texts present in an image or a videosequence may have multiple colors and appear in very much cluttered background.
Many papers about the extraction of texts from static image or video sequence have been published in recent years. Those methods for texts extraction can be classified as either component based or texture based. In component based text extraction methods, different text regions are detected by analyzing the edges of the candidate regions or homogenous color/grayscale components that contain the characters. For example, Park et al. [1] detected eight orientations of edge pixels in the documents using prewitt masks. In imaging, edge pixels can be classified as either diagonal directional or axial directional. They dilate two kinds of edge pixels using morphological dilation operators. Logical AND is applied to these two edges to obtain the real text regions. Zhong et al. [2] located bounding boxesaround text components using the horizontal spatial variance. Non text regions have lower horizontal spatial variance than that of candidate text regions. The connected components in each candidate text region are of the same color intensity. They determined the color of texts and locate text components in each candidate text region. Finally, real text components are filled in each candidate text region. Chen et al. [3] detected vertical edges and horizontal edges in an image and dilated two kinds of edges using different dilation operators. The logical AND operator is performed on dilated vertical edges and dilated horizontal edges to obtain candidate text regions. Real Text regions are then identified using support vector machine. Text regions usually have a special texture because they consist of identical character components. These components also contrast the background and hence text regions have a periodic horizontal intensity variation due to the horizontal alignment of characters. As a result, text regions can be segmented using texture features. For example, Stephen et al. [4] did the segmentation and labeling of block using the connected component analysis. Paul et al [5] segmented and classified texts in a newspaper by generic texture analysis. Small masks are applied to obtain local textural characteristics.
Most of the text extraction methods were applied to uncompressed images. Few of them proposed to extract texts in the compressed version of images. Zhong et al. [6] extracted captions from the compressed videos (MPEG video and JPEG image) based on Discrete Cosine Transform (DCT). DCT detects edges in different directions from the candidate image. Edge regions containing texts are then detected using a threshold afterward. Acharyya et al. [7] segmented texts in the document images based on wavelet scale-space features. The method used the M-band wavelet which decomposes an image into some M×M band pass channels so as to detect the text regions easily. The intensity of the candidate text edges are used to recognize the real text regions in an M-band image.
Research objective is to extract the text form the colored images using image processing tool. The extraction of text is carried out from any image using Haar Transform. Character reorganization from the image and character extraction form the colored image is also the objective of image extraction.A method to extract texts in images or video sequences using Haar discrete wavelet transform (Haar DWT) is also presented. The edges detection is accomplished by using 2-D Haar DWT and some of the non-text edges are removed using thresholding. After it, different morphological dilation operators to connect the isolated candidate text edges in each detail component sub-band of the binary image. Morphological dilation operators also extract the characters from the images using mathematical morphological and templates.
II. Mathematical Morphology
Mathematical morphology (MM) [1] is a nonlinear branch of the signal processing field and concerns the application of set theory concepts to image analysis and processing. Morphology refers to the study of shapes and structures from a general scientific perspective. Geometric features of images are modified using morphological filters or operators as nonlinear transformations. These operators transform the original image into another image through the iteration with other image of a certain shape and size which is known as structuring element.In general, the structuring element is a set that describes a simple shape that probes an input image. Morphological filters are based on morphological opening and morphological closing with structuring elements. The present filters have several inconveniences in some situations. The image structure is changed general, if undesirable features are eliminated.On the other hand, an image by reconstruction [5] [7] has become a powerful tool that enables us to eliminate undesirable features without necessarily affecting desirable properties. From a practical perspective images by reconstruction are built by means of a reference image, background and foreground markers. In the paper morphological image reconstruction based algorithm are used to obtain the results better than general opening (resp., closing)by reconstruction and to avoid some of the inconveniences.Image segmentation is one of the most important categories of image processing. The main purpose of image segmentation is to divide an original image into homogeneous regions. Image segmentation can be applied as a preprocessing stage for other image processing methods. Several approaches are available for image segmentation methods for image processing.
Features of Morphology
The term morphology refers to the study of shapes and structures from a general scientific perspective. It is also interpreted as shape study using mathematical set theory. In image processing, morphology is the name of a specific methodology for analyzing the geometric structure inherent within an image. The morphological filter, which can be constructed on the basis of the underlying morphological operations, can be more suitable for shape analysis than the standard linear filters since the latter sometimes distort the underlying geometric form of the image.In general, morphological operators transform the original image into another image through the interaction with the other image of a certain shape and size, which is known as the structuring element. The geometric features of an image that are similar in shape and size to the structuring element are preserved.But other features of image are suppressed default. Therefore, morphological operations can simplify the image data, preserving their characteristics, shape and eliminate irrelevancies. In view of applications, morphological operations can be employed for many purposes including segmentation, edge detection, and enhancement of images. Mathematical morphology is based on geometry. Set theory is the theoretical foundations of morphological image processing and the mathematical theory of order. General idea to solve the problem for an image is the use of template shape, which are called structuring elements to quantify the manner in which the structuring element fits within a given image. 
Union
The union of two images A and B is written as ∪ . The meaning of ∪ is that it is a set whose elements are either the elements of A or B or of both. The definition is given by ∪ = def { ∈ ∈ Intersection The union of two images A and B is written as ∩ . The meaning of ∩ is that it is a set whose elements are common to both images A or B. The definition is given by 
Translation
In translation the origin of an image A is shifted to some points, can be defined as Figure 1 shows the all set operations sequentially.
Logical Operations
OR operation is similar to the union operation. AND operation is similar to intersection operation. Not operation is similar to complement operation. If the pixels of image A and B are complement to each other, then the resultant image pixel is black, else the resultant pixel is white. From figure 3 , it is clear how dilation modifies the original image with respect to the shape of the structuring element. Dilation generally has an effect of expanding an image; so consequently, small holes inside foreground can be filled.In another sense, dilation can be a morphological operation on a binary image defined as A⊕B = { Z │ ( ) z  A ≠ ∅} This equation is based on obtaining the reflection of B about its origin and shifting this reflection by Z. In dilation the set of all displacements such that B and A overlap with A by B isusing at least one element.Based on this interpretation, the equation above may be written as A⊕B = {Z │[ ( ) z  A] C } Although dilation is based on set theory, but convolution is based on arithmetic operations, the basic process "flipping" B about its origin and successively "displacing" it so that it slides over set Ais analogous to the convolution process. Even though dilation of an image A by structuring element B can be defined in several ways, all definitions have the same meaning and results in the same output.
Binary Erosion
Definitions: Binary Erosion Erosion of a binary image A by structuring element B, denoted by AΘB, is defined as AΘB = {Z│ Z+ b Є A ,∀ b ЄB} Whereas image dilation can be represented as a union of translates, erosion can be represented as an intersection of the negative translates. Erosion can be redefined as AΘB = ∈ − Where "-b" is the scalar multiple of the vector b by -1. Figure 4 shows the binary erosion.
Fig.4 Illustration of binary erosion on digital setting
The erosion of the original image by the structuring element can be described intuitively by template translation as seen in the dilation process. Erosion shrinks the original image and eliminates small enough peaks.
Binary opening Definition: Binary Opening
Opening is a morphological operation based on erosion and dilation. The opening of a binary image A by the structuring element B, denoted by ( ∘ ) is defined ∘ = ⊝ ⊕ First erode A by B, and then dilate the result by B. In other words, opening is the unification of all B objects entirely contained in A. Figure 5 shows the opening of two images A and B. 
Closing
The closing is the opposite of opening. In opening dilation operation is followed by an erosion process. First, dilate A by B, and then erode the result by B. In other words, closing is the group of points, which the intersection of object B around them with object A is not empty. Figure 6 shows the closing of two images A and B. 
III. Haar Transform & Image Extraction
In Haar Transform, is a method to extract texts in images using Haar discrete wavelet transform (Haar DWT). The edges detection is accomplished by using 2-D Haar DWT and some of the non-text edges are removed using thresholding. In the DWT transform, an image signal can be analyzed by passing it through an analysis filter bank followed by decimation operation. This filter is the combination of a low pass filter and high pass filter at each decomposition level. Fig.7 Haar Transform decomposition . When the signal passes through these filters, it splits into bands. The coarse information is extracted by the low pass filter which corresponds to an averaging operation. The detail information of the signal is extracted by high pass filter because it is corresponds to differencing operation. Two dimensional transform is done by the separation of 1D transforms and output of image is decimated by 2, first with respect to row and then following the filtering of sub images. Now sub images are separated by 2 with respect to column. Afterward, we use different morphological dilation operators to connect the isolated candidate text edges in each detail component sub-band of the binary image. Although the color component may differ in a text region but the information about colors does not help extracting texts from images. For gray-level image, input image is processed directly starting at discrete wavelet transform. This operation separates the image into four possible bands LL, LH, HL and HH respectively. ..
Fig. 8 Flow chart of the proposed text
If the input image is colored, its RGB components are combined to give an intensity image Y as follows Y = 0.299R + 0.587 G + 0.114 B …….
(1) Image Y is then processed with discrete wavelet transform and the whole extraction algorithm afterward. The flow chart of the proposed algorithm is shown in figure 8 . If the input image itself is stored in the DWT compressed form, DWT operation can be omitted in the proposed algorithm.
Haar discrete wavelet transform
The discrete wavelet transform is a very useful tool for signal processing and image analysis especially in multi-resolution representation. In DWT signals are decomposed into different components in the frequency domain. 1-D DWT decomposes an input sequence into two components the average component and the detail component by calculations with a low-pass filter and a high-pass filter [9] . Two-dimensional discrete wavelet transform (2-D DWT) decomposes an input image into four sub-bands, one average component (LL) and three detail components (LH, HL, HH) as shown in figure 9 . In image processing, the multi-resolution of 2-D DWT has been employed to detect edges of an original image. However, 2-D DWT can detect three kinds of edges at a time while traditional edge detection filters cannot. As shown in figure 10the traditional edge detection filters detect three kinds of edges by using four kinds of mask operators. Therefore, processing times of the traditional edge detection filters is slower than 2-D DWT.
LL HL LH HH Fig. 9 2-D DWT decomposition scheme Figure 10 shows a gray level image. The 9-7 taps DWT filters decompose this gray image into four subbands as shown in Figure 10 (b). As we can see, three kinds of edges present in the detail component sub-bands but look unobvious. The detected edges in image become more obvious and the processing time decreases, if we replace the 9-7 taps DWT filters with Haar DWT. The operation for Haar DWT is simpler than that of any other wavelets and applied to image processing especially in multi-resolution representation. Haar DWT has the following important features [17] .  Haar wavelets are real, symmetric and orthogonal.  Its boundary conditions are the simplest among all wavelet-based methods.  The minimum support property allows arbitrary spatial grid intervals.  It can be used to analyze texture and detect edges of characters.  The high-pass filter and the low-pass filter coefficientsare simple (either 1 or -1). Figure 11 shows an example of 256 x 256 images, in which it is divided into 128 x 128 LL, LH, HL and LL bands. Further the image is divided into 64 x 64 LLLL, LLLH, LLHL and LLHH bands as shown in figure 12 (a) and (b). 
IV. Result & Discussion
The simulation work of MATLAB text extraction is tested on different jpg and bmp colour images and the text extraction is done successfully. For different test cases the results are shown the figure 14.
Haar Transform is a good method to transform the text from the colour images. A method of text extraction from images is proposed using the Haar Discrete Wavelet Transform, the Sobel edge detector, the weighted OR operator, thresholding and the morphological dilation operator. Mathematical morphological techniques are used for the detection of text and characters. We have created the templates for the all characters and these templates are used for the edge detection using mathematical morphological operators. These mathematical tools are integrated to detect the text regions from the complicated images. The proposed method is robust against language and font size of the texts. The proposed method is also used to decompose the blocks including multi-line texts into single line text. According to the experimental results, the proposed method is proved to be efficient for extracting the text regions from the images. In future we can use the techniques to extract the special characters and large volume of data. 
V. Conclusion
The text extraction on the colour images using mathematical morphology and Haar DWT is done successfully. Applications of text extraction are huge including the making of digital copies of the ancient scripture to everyday life bills etc. It may be required to be of digital form. This setup can be used to recover textual information from surveillance footage, satellite imaging, tollbooth as in a hybrid approach is used to extract textual information form a video scene. Major application of it is that it can be used in license plate recognition of a vehicle as in an approach to determine license plate number. In the future work we can explore the techniques to recognize the special characters from colour images.
