Abstract. Although community discovery based on social network analysis has been studied extensively in the Web hyperlink environment, limited research has been done in the case of named entities in text documents. The cooccurrence of entities in documents usually implies some connections among them. Investigating such connections can reveal important patterns. In this paper, we mine communities among named entities in Web documents and text corpus. Most existing works on community discovery generate a partition of the entity network, assuming each entity belongs to one community. However, in the scenario of named entities, an entity may participate in several communities. For example, a person is in the communities of his/her family, colleagues, and friends. In this paper, we propose a novel technique to mine overlapping communities of named entities. This technique is based on triangle formation, expansion, and clustering with content similarity. Our experimental results show that the proposed technique is highly effective.
Introduction
Knowledge discovery in social networks has attracted a great deal of attention due to its successful application in Web search engines. PageRank [2] and HITS [9] are two representative Web page ranking algorithms. Both algorithms regard each Web page as an entity in the social network, and each hyperlink is a relationship between the entities. In addition, HITS discovered that there exist multiple Web communities among relevant pages when the query term has several meanings.
Going beyond the hyperlinked Web environment, we believe that communities also exist among named entities in text documents. In the Web, there are explicit links connecting entities. However, such links do not exist in free text documents. In this work, we consider that named entities are implicitly linked if they co-occur in the same sentence.
Our objective in this work is to discover overlapping communities of named entities, i.e. the names of persons, organizations, from Web contents and text documents. Our research is motivated by two major factors.
1. Named entity terms are among the most frequently searched terms on the Web.
Based on a report from Yahoo! in 2005 1 , all the top ten search terms are named entities. For those frequently searched entities, users' interests can be diverse. By finding the overlapping communities, we can separate the various facets about the entity of interest. 2. Named entities are natural actors according to the definition of social networks [13] . The original concept of social network was proposed to study social relationships among people and organizations. By automating data analysis from vast volume of texts, we can analyze social network at a grand scale. Although many community-mining algorithms exist, we are unable to use them for our purpose because they are mainly partitioning algorithms [7] [12] that do not allow the same entity to appear in multiple communities. In contrast, an entity belongs to multiple communities in most of realistic social networks.
Given a named entity, our algorithm works as follows. It first collects a set of relevant documents on the named entity. All the entities co-occurring in the sentences are linked together to generate a named entity graph. We also keep the contextual information, which are noun terms in the co-occurrence sentences. The algorithm then identifies community cores, and clusters those fringe members into the cores.
Related Work
The work on community structure discovery on the Web first appeared in the HITS algorithm [9] . Since then the issue of community discovery has been studied in a variety of environments. However, we are not aware of any work on extracting communities of named entities from text documents at the time of paper submission. [7] proposed a Web community mining algorithm based on Max flow-Min cut. In [12] , a partitioning algorithm was also proposed, so does [3] but in the email context.
In [5] , the authors studied the community issue in a graph from a local perspective. They introduced the concept of "curvature" for each vertex v to measure how well connected v's neighborhood is. The authors made an observation that a community expands mainly by triangles sharing a common edge. The same observation was also made in [12] .
In addition to the Web community issue, other works studied the community structure from other aspects. [4] applied the concept of community in the Word Sense Disambiguation problem. Link analysis also has other applications, such as group membership detection [10] and text summarization [6] .
Another related research focused on extracting binary relations from the Web. In [1] , the author designed an algorithm to find a large number of book/author pairs from only several seeds. [8] extracts relations of named entities from a large text corpus. It groups relations of entities according to their text similarity. The work was not concerned with communities because similar relations do not mean that the entities involved are in the same community.
Problem Definition
This section defines communities, and the objective of this work.
Definition (Community): Given a finite set of entities S = {s 1 , s 2 , …, s n }, a community is a pair C = (T, G), where T is a theme and G ⊆ S is a subset of S that shares the theme T. If s i ∈ G, s i is called a member of the community C. If C = ∅, C is an empty community.
A theme defines a community. Given a theme T, the set of members of the community is uniquely determined. Thus, two communities are equal if they have the same theme. A theme can have a variety of forms: it can be an event or a concept.
An element s i in S can be in any number of communities, i.e. multiple communities may share members. We denote that an entity associates with a set of themes by s i :{T 1 , T 2 , …, T m }, where T k is a theme of community C k , to which entity s i belongs.
Given a data set, which can be a set of Web pages, emails, or text documents, usually there is no metadata regarding community available. The system needs to discover the hidden community structure from the linkage among entities. The forms that communities manifest themselves may vary.
Web pages. Web page authors sharing common interests often cite others' pages through hyperlinks. Members in a Web community are more likely to be linked with their peers than pages outside the community. The text from those community member pages can be used to extract the community theme.
Emails. Members of a community are more likely to communicate with one another. The email contents of the community provide a good summary of the community theme.
Text documents. Named entities within a community are more likely to appear together in the same sentence. The words in those co-occurrence sentences reflect community themes.
The key form of community manifestation is that its members are "linked" to each other in some sense. Such links indicate that they share a common theme. Given a data set containing named entities, our objective in this work is to discover the hidden communities of the named entities, and identify the community themes.
Mining Overlapping Named Entity Communities
There are two main tasks in discovering named entity communities from documents. The first one is to acquire named entity relationships; the second task groups named entities into different communities based on their relationships and the text contents.
Finding Entity Relationships
Given a named entity, the system first searches the Web, blogs or a document collection to find those relevant documents. It then uses a named entity parser MINIPAR [11] to tag the named entities in sentences. Furthermore, each sentence that contains at least two named entities of same type is extracted. All entities in a sentence are considered to be connected pair-wise with an edge.
After all documents are processed, a set of distinctive edges is produced. We attach a strength to each edge, which is computed using mutual information. In our case, the mutual information reflects the closeness of two entities. Let the entities of an edge be a and b, and Pr(a, b) be the co-occurrence probability of (a, b) . If the total cooccurrences of all edges is N, and there are n co-occurrences of a and b, then Pr(a, b) = n/N. Let f(a) and f(b) be the probabilities of occurrences of a and b respectively in the edges. The mutual information is defined as follows:
Mining Communities
Our community-mining algorithm is a core-periphery clustering algorithm. First, we find all cohesive community cores based on the graph topology. After the formation of community cores, we exploit the content information of the relationships within each community core, and group the peripheral entities with the community cores to obtain the final communities.
The basic building blocks of community cores in our algorithm are triangles. A triangle is a complete graph itself, and is a component of larger complete graphs. It was observed in [5] [12] that a community expands predominantly by triangles sharing a common edge.
Our community-mining algorithm consists of three major steps.
Finding Triangles. A triangle is formed by edges connecting three entities. It is defined as follows: Triangle: In a graph G = (V, E), V is a set of vertices, and E is a set of edges among V. For vertices a, b, c ∈ V, if edges (a, b) ∈ E, (a, c) ∈ E, and (b, c) ∈ E, we say vertices a, b, c form a triangle if each edge has at least τ instances and a positive mutual information. τ is a parameter.
Finding Community
Cores. An ideal community core is a complete subgraph, i.e., a clique, consisting of a set of vertices such that each pair of vertices is directly connected by an edge. However, this definition is too strong for practical use because the data may be incomplete. We thus relax this definition and give an operational definition.
Community core: Two candidate cores c 1 and c 2 are merged to form a larger community core if there are at least one triangle from c 1 and one triangle from c 2 that share a common edge and form a complete graph of 4 vertices. The resulting community core satisfies the criterion that each vertex in the core is adjacent to three or more other vertices within the same core. We illustrate the definition with the following example. Fig. 1 shows two candidate cores, where c 1 is a 4-vectex core and c 2 is a triangle (which is a smallest core). Since the triangle CBD in c 1 and the triangle BDE in c 2 shares a common edge. If the link CE exists, BCD and BDE form a 4-vectex complete graph BCDE. Therefore, we can join c 1 and c 2 to produce c 3 . Clustering around Community Cores. Our next task is to group the remaining triangles and edges with the community cores. We exploit the content information of the community cores. If a triangle or an edge has a high content similarity, which is measured by text similarity, with a community core, it indicates that they are likely to share a common theme. Consequently, it will be clustered into that community.
Let the set of cores be C = {c 1 , c 2 , …, c k }, and the remaining elements be S = {s 1 , s 2 , …, s m }, which include both triangles and edges. Those elements could not be merged to the cores form their own communities of smaller sizes.
The algorithm first compares the similarity between each element s i in S with each core. It then adds s i to the core that has the highest content similarity with s i . If s i has 0 similarity with every core, s i forms a small community by itself. The similarity function between triangles is described below.
triangleSimilarity(s i , c j ) computes the similarity of a triangle s i and a core c j . This similarity is the largest similarity between the triangle s i and triangle members in c j that share an edge with s i . If a triangle s i does not have a common edge with any triangle in the core, the similarity is 0.
The similarity between two triangles is computed as follows: If they do not share any edge, then their similarity is 0. If they share an edge, their similarity is computed like this: Let the two triangles be t 1 and t 2 . t 1 has three edges {e a , e b , e c }, and t 2 has three edges {e d , e f , e c }. e c is the common edge. To calculate the triangle similarity between t 1 and t 2, we combine all the keywords in the edges e d and e f together to form a vector v d,f, and combine all the keywords of edges e a and e b to form a vector v a,b . The cosine similarity, which is the standard similarity measure in information retrieval, between the two term vectors is the triangle similarity. In the same way, we can compute the similarity between an edge and a community core.
Empirical Evaluation
This section evaluates the proposed technique. We first describe the test documents used. They come from different sources, as we want to test if the proposed algorithm is generally applicable. Our first document collection is from top 500 Web pages retrieved through the Google search engine for a given entity. The other two document collections are top 1000 relevant documents from Google blog search, and top 300-500 relevant documents from Financial Times (FT) corpus. Table 1 shows our experiment results from the Web pages. Column 1 gives the name of each entity. Column 2 shows the community ID. Column 3 lists entities for each community sorted in descending order of their degree centrality scores. Due to the space limit, we used the initials for the first names in Table 1 . We automatically extracted the top nouns from community context and listed them in the column 4. We also manually added some remarks on the discovered communities in column 5.
To evaluate community members, we manually checked the co-occurrence sentences extracted from original text documents. If an entity member in the discovered community is related to the community theme, we mark the entity member as correct. In Table 1 , we used italic font for incorrect entity members. Among n members extracted for community c, there are m correct members; the community accuracy of c is A(c) = m/n.
Let us now look at the communities of "Bill Clinton". We can see that both communities B1 and B2 contain very relevant persons. While B3 is much smaller, it also contains the family topic. In the Cheney's communities, we would like to point out that "Mary Cheney" and "Lynne Cheney" are grouped into both political and family communities. In fact, both entities are legitimate members, and play different roles in the two communities. These highlight the key feature of our algorithm, mining overlapping communities. In the Table 2 , the communities of "Tom Cruise" were extracted from Weblog data. We can observe that T1 and T2 are strong communities. To our surprise, T3 was a weak community. It indicates that not many blogs paid attention on his movie release. Similarly, T4 was also relevant, but a weak community. The community of "Angelina Jolie" shows the same pattern. Whereas both communities are valid, the private life community is larger than the movie community.
We used a newswire corpus in the last experiment. The results in Table 3 further demonstrate the effectiveness of our algorithm. Taking "Sony" as an example, community S3 lists its peer companies in the entertainment business, and S4 contains its peer Japanese companies. Communities I1 and I2 are also interesting. While there is a considerable overlapping between the workstation and PC makers, the link context reveals two distinct community themes. The accuracy for community extraction from these six entities is 172/193 = 89.1%.
Conclusion
This paper studied the problem of mining named entity communities from text documents. So far little work has been done to investigate this issue. By exploiting the named entity co-occurrence, we mapped text documents into a named entity graph. An effective mining algorithm was proposed to mine overlapping communities using triangle expansion and content similarity. We applied our algorithm on a variety of document collections. Our experimental results show that the algorithm is able to 
