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THE MULTIPLICITY PROBLEMS FOR THE UNITARY
GINZBURG-RALLIS MODELS
CHEN WAN AND LEI ZHANG
Abstract. We consider the local multiplicity problems of the analogy
of the Ginzburg-Rallis model for the unitary group and the unitary simil-
itude group cases. For the unitary similitude group case, by proving a
local trace formula for the model, we are able to prove a multiplicity for-
mula for all tempered representations, which implies that the summation
of the multiplicities is equal to 1 over every tempered local Vogan L-
packet. For the unitary group case, we also prove a multiplicity formula
for all tempered representations which implies that the summation of
the multiplicities is equal to 2 over every tempered local Vogan L-packet.
1. Introduction and Main Results
1.1. Main results. Let F be a nonarchimedean field of characteristic 0 and
E = F (
√
α) be a quadratic extension of F . Let ηE/F : F
× → C× be the
quadratic character associated to E via the local class field theory, NE/F
(resp. trE/F ) be the norm map (resp. trace map), and x→ x¯ be the Galois
action on E. Denote wn to be the symmetric matrix of size n× n given by
wn =
(
wn−1
1
)
and w1 =
(
1
)
.
For ε ∈ F×, let
J2n,ε =

 0 0 wn−10 Aε 0
wn−1 0 0

 where Aε =
(−ε 0
0 1
)
.
Define the unitary similitude group GU2n,ε(F ) = GU(J2n,ε)(F ) to be
(1.1) GU(J2n,ε)(F ) = {g ∈ GL2n(E) : tg¯J2n,εg = λ(g)J2n,ε}
where λ(g) ∈ F× is the similitude factor of g. Note that if ε belongs to
the image Im(NE/F ), then GU(J2n,ε) is quasi-split; if ε /∈ Im(NE/F ), then
GU(J2n,ε) is the non-quasi-split inner form of the quasi-split unitary simili-
tude group. In this paper, we mainly work on the groups Gε = GU(J6,ε).
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Next, we will introduce a spherical subgroup of Gε. Let Pε = MεUε be
the standard parabolic subgroup of GU(J6,ε) with
Mε(F ) ={m(g, h) =
( g
h
λ(h)g∗
)
: g ∈ GL2(E), g∗ = w2tg¯−1w2, h ∈ GU(J2,ε)(F )},
Uε(F ) = {u(X,Y ) =
(
I2 X Y
I2 X′
I2
)
: X,Y ∈Mat2×2(E),X ′ = −A−1ε tXw2,
w2Y +
tY w2 +
tX ′AεX
′ = 0}.
Define a generic character ξε of Uε(F ) to be
ξε(u(X,Y )) = ψ(trE/F (tr(X))).
where ψ is a non-trivial additive character of F . Then the stabilizer of ξε
under the adjoint action of Mε(F ) is
H0,ε(F ) := {m(h, h) : h ∈ GU(J2,ε)(F )}.
Let χF (resp. χE) be a character of F
× (resp. E×). We then define the
character ωε of H0,ε(F ) to be
ωε(m(h, h)) = χE(det(h))χF (λ(h))
where λ is the similitude character of GU(J2,ε)(F ). Let η be the restriction
of the character ωε to the center ZH0,ε(F ) = ZGε(F ) ≃ E×. It is easy to see
that η = χ2E ⊗ (χF ◦NE/F ).
Define Hε = H0,ε ⋉ Uε, which is a spherical subgroup of GU(J6,ε). Then
we have a character ωε ⊗ ξε of Hε(F ). Let πε be a smooth admissible
representation of Gε(F ) with central character η. We define the multiplicity
m(πε) = dim(HomHε(F )(πε, ωε ⊗ ξε)).
The goal of this paper is to study the behavior of the multiplicity m(πε)
over the local Vogan L-packet.
For i = 1, 2, fix εi ∈ F× with ηE/F (εi) = (−1)i−1. Let φ be a tempered
Langlands parameter for GU6(F ). Assume the endoscopic classification
holds for even unitary similitude group (This is expected from the endoscopic
classification of unitary groups in [M15] and [KMSW], together with Xu’s
work [Xu16] on the reduction from the similitude classical groups to classical
groups. We refer the readers to Section 2.8 for details). Then the parameter
φ determines a tempered local Vogan L-packet Πφ = Πφ(Gε1) ∪ Πφ(Gε2)
consisting of a finite number of tempered representations of Gε1(F ) and
Gε2(F ) respectively. Our main theorem can be stated as follows.
Theorem 1.1. For all tempered Langlands parameters φ of GU6(F ), we
have
2∑
i=1
∑
πεi∈Πφ(Gεi )
m(πεi) = 1.
In other words, the summation of the multiplicities over every tempered local
Vogan L-packet is equal to 1.
3Then we study the analogy of the pair (Gε,Hε) for the unitary group
case. For ε ∈ F×, we define the unitary group U(J2n,ε) to be
(1.2) U(J2n,ε)(F ) = {g ∈ GL2n(E) : tg¯J2n,εg = J2n,ε}.
We define G1,ε(F ) = U(J6,ε)(F ). As in the similitude case, we can define
the subgroups H1,ε = H0,1,ε ⋉ U1,ε of G1,ε with H0,1,ε(F ) ≃ U(J2,ε)(F ). We
can also define character ω1,ε ⊗ ξ1,ε of H1,ε(F ) via the characters ψ and χE
(note that here we don’t have similitude character, hence we can only define
the character ω1,ε via the determinant map). Let η1 be the restriction of the
character ω1,ε on the center ZH0,1,ε(F ) = ZG1,ε(F ) ≃ E1 where E1 is the
kernel of the norm map NE/F . It is easy to see that η1 = χ
2
E|E1 . Let π1,ε
be a smooth admissible representation of G1,ε(F ) with central character η1,
we define the multiplicity
m(π1,ε) = dim(HomH1,ε(F )(π1,ε, ω1,ε ⊗ ξ1,ε)).
For i = 1, 2, let εi ∈ F× with ηE/F (εi) = (−1)i−1 as before. Let φ be a
tempered Langlands parameter for U6(F ). By the endoscopic classification
of unitary groups in [M15] and [KMSW], the parameter φ determines a tem-
pered local Vogan L-packet Πφ = Πφ(G1,ε1)∪Πφ(G1,ε2) consisting of a finite
number of tempered representations of G1,ε1(F ) and G1,ε2(F ) respectively.
Our main theorem for the unitary group case can be stated as follows.
Theorem 1.2. For all tempered Langlands parameters φ of U6(F ), we have
2∑
i=1
∑
π1,εi∈Πφ(G1,εi )
m(π1,εi) = 2.
In other words, the summation of the multiplicities over every tempered local
Vogan L-packet is equal to 2.
Remark 1.3. The models (Gε,Hε) (resp. (G1,ε,H1,ε)) can be viewed as
the analogy of the Ginzburg-Rallis model (GR for simplicity) for the unitary
similitude group (resp. unitary group) case. The local multiplicity problem
for the Ginzburg-Rallis model has been considered by the first named author
in [Wan15], [Wan16] and [Wan16b]. We refer the readers to [Wan17] for
the definition of the model and the results.
Remark 1.4. We expect the results in Theorems 1.1 and 1.2 hold for all
generic local Vogan L-packets. For the unitary similitude group case, we
also expect the model (Gε,Hε) to be a Gelfand pair, i.e. m(πε) ≤ 1 for all
irreducible smooth representations of Gε(F ). Theorem 1.1 verifies this in-
equality for all tempered representations. However, the model (G1,ε,H1,ε) is
not a Gelfand pair. In fact, later in our proof, we can show that when G1,ε is
quasi-split, m(π1,ε) = 2 for all generic tempered unramified representations
of G1,ε(F ). For this model, we expect that the multiplicity is always less or
equal to 2.
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Remark 1.5. As in the Ginzburg-Rallis model case, globally we expect that
the period integrals of the models (Gε,Hε) are related to the central value of
the exterior cube L-function.
1.2. Remarks on the proofs. We first discuss the proof of Theorem 1.1
(i.e. the unitary similitude group case). Our proof of Theorem 1.1 uses
Waldspurger’s method in his proof of the local orthogonal Gan-Gross-Prasad
(GGP for simplicity) conjecture in [W10] and [W12]. In other words, we are
going to prove a multiplicity formula
m(πε) = mgeom(πε)
for all the tempered representations πε of Gε(F ). Here mgeom(πε) is defined
in terms of the regular germs of the distribution character θπε. Then Theo-
rem 1.1 will follow from the multiplicity formula together with the behavior
of the distribution characters on the local L-packet. It is worth to mention
that Waldspurger’s method later has been adapted by Beuzart-Plessis in
his proof of the local unitary GGP conjecture ([B12], [B15]), and by the
first named author in his work of the local Ginzburg-Rallis model ([Wan15],
[Wan16]). It has also been used in [B17] and [BW18] for the local multi-
plicity problems of the Galois model and the generalized Shalika model (but
with different proofs of the geometric side of the trace formula).
In order to prove the multiplicity formula, as in all the previous cases, one
needs to prove a local trace formula for the model. We refer the readers to
Section 4 for the definitions of the trace formula and the multiplicity formula
for the model (Gε,Hε). Our proof for the geometric side of the trace formula
is quite similar to the GGP case in [B15] and all the computations are very
similar to the GR case in [Wan15]. As a result, we will only give a sketch
of the proof without providing details (see Section 4.3).
As for the spectral side of the trace formula, our proof is quite different
from the GGP case and the GR case. The main reason is that unlike the pre-
vious cases, we don’t have the Gelfand pair condition for the model (Gε,Hε)
(although it is expected, see Remark 1.4). To avoid using the Gelfand pair
condition, we decompose the Harish-Chandra-Schwartz space C(G(F )) into
two subspaces C(G(F )) = ◦C(G(F )) ⊕ Cind(G(F )) where ◦C(G(F )) corre-
sponds to the discrete series and Cind(G(F )) corresponds to the induced
representations. Then we only need to prove the spectral expansions for
these two subspaces. For the subspace ◦C(G(F )), we uses the method de-
veloped by Beuzart-Plessis for the Galois model case in [B17] which does
not require the Gelfand pair condition. Then for the space Cind(G(F )), we
first prove the multiplicity one result for all the reduced models by applying
the multiplicity formulas of the reduced models (Theorem 4.7). Then in
Appendix A, by applying the orbit method, we can show that the Gelfand
pair condition holds for all tempered representations that are not discrete
series (Proposition 4.8). This allows us to prove the spectral expansion for
the subspace Cind(G(F )) by applying the same argument as in the GGP
case. For details, see Section 6.
5Now let us discuss the proof of Theorem 1.2 (i.e. the unitary group case).
The idea is still to prove a multiplicity formula for all the tempered represen-
tations of G1,ε(F ) and then prove the theorem by applying the multiplicity
formula together with the behavior of the distribution characters on the local
L-packet. However, the proof of the multiplicity formula is quite different
from all the previous cases. To be specific, in all the previous cases, the proof
of the multiplicity formula is based on the proof of a local trace formula for
the model. However, for the model (G1,ε,H1,ε), it is not clear to us how to
prove the local trace formula. There are two reasons: one is that unlike the
previous cases, we have more than one open Borel orbit (in fact, we have
two of them) for the model (G1,ε,H1,ε). The second reason is that when
we study the slice representation (i.e. the conjugation action of H1,ε(F )
on the normal space of the spherical variety G1,ε(F )/H1,ε(F )), the regular
orbits do not correspond to the orbits under the G1,ε(F )-conjugation. Some
G1,ε(F )-conjugation orbits in the normal space will break into two H1,ε(F )-
conjugation orbits (both reasons are related to the fact that there are two
elements in the quotient F×/Im(NE/F )). As a result, we have to prove the
multiplicity formula by a different method. To be specific, we first prove a
relation between the model (G1,ε,H1,ε) and the model (Gε,Hε) (see Propo-
sition 5.2). Then we prove the multiplicity formula for the model (G1,ε,H1,ε)
by applying the multiplicity formula for the model (Gε,Hε) together with
Proposition 5.2. For details, see Section 5.2.
The last thing we want to emphasize about the unitary group case is that
in the multiplicity formula for the unitary group case, the regular germ at
the identity element has coefficient 2 and this is why we have the summation
of the multiplicities over the L-packet is equal to 2. This is different from all
the previous cases. In the GGP case, GR case, and the unitary similitude
group case, the coefficient of the regular germ at the identity element is
1 and the summation of the multiplicities over the L-packet is equal to
1. While in the Galois model and the generalized Shalika model cases, the
multiplicity formulas do not contain the regular germ at the identity element
and the multiplicities are constant over the L-packet. We believe this new
phenomenon should be related to either the fact that there are two open
Borel orbits, or to the fact that in the slice representation, some G1,ε(F )-
conjugation orbits break into two H1,ε(F )-orbits.
1.3. Organizations of the paper. In Section 2, we introduce basic nota-
tion and conventions of this paper. We will also discuss the definitions and
some basic facts of the Harish-Chandra-Schwartz space and the strongly cus-
pidal functions. Then in Section 2.8, we discuss some local representation
theory of the unitary group and the unitary similitude group.
In Section 3, we study the analytic and geometric properties of the model
the model (Gε,Hε). In particular, we show that it is a wavefront spherical
variety and has polynomial growth as a homogeneous space. This gives us
the weak Cartan decomposition. Then we discuss some estimates for various
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integrals which will be used in later sections. The proofs of all the results
in this section are very similar to the GGP case ([B15]) and the GR case
([Wan16]), we will skip them here.
In Section 4, we will state the trace formulas and the multiplicity formu-
las for the model (Gε,Hε) and for its reduced models. In Section 4.3, we
give a sketch of the proof of the geometric side of the trace formula. Since
the idea of the proof is similar to the GGP case and all the computations
are very similar to the GR case, we will skip the details of the proof. Then
by induction, we assume that the multiplicity formulas hold for all reduced
models. Finally in Section 4.6, we discuss some applications of the multi-
plicity formulas for the reduced models. We will postpone the proof of a
technical proposition (i.e. Proposition 4.8) to Appendix A.
In Section 5, we prove our main theorems by assuming the trace formula
holds. Then in Section 6, we will prove the trace formula. Finally, in Appen-
dix A, we prove the technical proposition in Section 4 (i.e. Proposition 4.8)
by applying the orbit method.
1.4. Acknowledgement. We would like to thank Dihua Jiang for suggest-
ing us thinking about this problem. Collaboration on this work started at a
workshop in the American Institute of Mathematics, and the work was com-
pleted at a workshop in Zhejiang University. We thank these institutions
for their hospitality and the organizers for the invitations.
2. Preliminaries
2.1. Notation and conventions. Let F be a p-adic field, and let |·| = |·|F
be the absolute value on F . For every connected reductive algebraic group
G defined over F , let AG be the maximal split center of G and let ZG be
the center of G. We denote by X(G) the group of F -rational characters of
G. Define aG =Hom(X(G),R), and let a
∗
G = X(G)⊗Z R be the dual of aG.
We define a homomorphism HG : G(F ) → aG by HG(g)(χ) = log(|χ(g)|F )
for every g ∈ G(F ) and χ ∈ X(G). Let aG,F (resp. a˜G,F ) be the image
of G(F ) (resp. AG(F )) under HG. Then aG,F and a˜G,F are lattices in
aG. Let a
∨
G,F = Hom(aG,F , 2πZ) and let a˜
∨
G,F = Hom(a˜G,F , 2πZ). Set
a∗G,F = a
∗
G/a
∨
G,F . We can identify ia
∗
G,F with the group of unitary unramified
characters of G(F ) by letting λ(g) = e〈λ,HG(g)〉 for λ ∈ ia∗G,F and g ∈ G(F ).
For a Levi subgroup M of G, let a∗M,0 be the subset of elements in a
∗
M,F
whose restriction to a˜G,F is zero. Then we can identify ia
∗
M,0 with the group
of unitary unramified characters of M(F ) which is trivial on ZG(F ).
Let g be the Lie algebra of G. For a Levi subgroup M of G, let P(M)
be the set of parabolic subgroups of G whose Levi part is M , L(M) be
the set of Levi subgroups of G containing M , and let F(M) be the set of
parabolic subgroups of G containing M . We have a natural decomposition
aM = a
G
M ⊕ aG. Denote by projGM and projG the projections of aM to each
factors. For each P ∈ P(M), we can associate a positive chamber a+P ⊂ aM ,
7and we can also define a function HP : G(F ) → aM by HP (g) = HM (mg)
where g = mgugkg is the Iwasawa decomposition of g.
Let ‖ · ‖ be the height function on G(F ), taking values in R≥1. Then we
define a log-norm σ on G(F ) by σ(g) = sup{1, log(‖g‖)}. We also define
σ0(g) = infz∈ZG(F ){σ(zg)}. Similarly, we can define the log-norm function
on g(F ) as follows: fixing a basis {Xi} of g(F ) over F , for X ∈ g(F ), let
σ(X) = sup{1, sup{log(|ai|)}}, where ai is the Xi-coordinate of X.
Let Mmin be a minimal parabolic subgroup of G. For each Pmin ∈
P(Mmin), let Ψ(Amin, Pmin) be the set of positive roots associated to Pmin,
and let ∆(Amin, Pmin) ⊂ Ψ(Amin, Pmin) be the subset of simple roots.
For x ∈ G (resp. X ∈ g), let ZG(x) (resp. ZG(X)) be the centralizer of x
(resp. X) in G, and let Gx (resp. GX) be the neutral component of ZG(x)
(resp. ZG(X)). Accordingly, let gx (resp. gX) be the Lie algebra of Gx
(resp. GX). Denote by Gss(F ) the set of semisimple elements in G(F ), and
by Greg(F ) the set of regular semisimple elements in G(F ). The Lie algebra
versions are denoted by gss(F ) and greg(F ), respectively. For x ∈ Gss(F )
(resp. X ∈ gss(F )), let DG(x) (resp. DG(X)) be the Weyl determinant.
For two complex valued functions f and g on a set X with g taking
values in the positive real numbers, we write f(x) ≪ g(x), and say that f
is essentially bounded by g, if there exists a constant c > 0 such that for
all x ∈ X, we have |f(x)| ≤ cg(x). We say f and g are equivalent, which is
denoted by f(x) ∼ g(x), if f is essentially bounded by g and g is essentially
bounded by f .
2.2. Measures. Through this paper, we fix a non-trivial additive character
ψ : F → C×. If G is a connected reductive group, we may fix a non-
degenerate symmetric bilinear form 〈·, ·〉 on g(F ) that is invariant under
G(F )-conjugation. For any smooth compactly supported complex valued
function f ∈ C∞c (g(F )), we can define its Fourier transform f → fˆ to be
(2.1) fˆ(X) =
∫
g(F )
f(Y )ψ(〈X,Y 〉) dY
where dY is the self-dual Haar measure on g(F ) such that
ˆˆ
f(X) = f(−X).
Then we get a Haar measure on G(F ) such that the Jacobian of the ex-
ponential map equals 1. If H is a subgroup of G such that the restriction
of the bilinear form to h(F ) is also non-degenerate, then we can define the
measures on h(F ) and H(F ) by the same method.
2.3. Induced representation. Given a parabolic subgroup P =MU of G
and a smooth admissible representation (τ, Vτ ) ofM(F ), let (I
G
P (τ), I
G
P (Vτ ))
be the normalized parabolic induced representation: IGP (Vτ ) is the space of
smooth functions e : G(F )→ Vτ such that
e(mug) = δP (m)
1/2τ(m)e(g), m ∈M(F ), u ∈ U(F ), g ∈ G(F ).
And the G(F )-action is just the right translation.
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For λ ∈ a∗M ⊗R C, let τλ be the unramified twist of τ , i.e. τλ(m) =
exp(λ(HM (m)))τ(m) and let I
G
P (τλ) be the induced representation. By the
Iwasawa decomposition, every function e ∈ IGP (τλ) is determined by its
restriction on K, and that space is invariant under the unramified twist. i.e.
for any λ, we can realize the representation IGP (τλ) on the space I
K
K∩P (τK)
which consists of functions eK : K → Vτ such that
e(mug) = δP (m)
1/2τ(m)e(g), m ∈M(F ) ∩K, u ∈ U(F ) ∩K, g ∈ K.
Here τK is the restriction of τ to the group K ∩M(F ).
2.4. Harish-Chandra-Schwartz space. We use ΞG to denote the Harish-
Chandra function of G. We refer the readers to Proposition 1.5.1 of [B15]
for the basic properties of the function ΞG.
For f ∈ C∞(G(F )) and d ∈ R, let
pd(f) = sup
g∈G(F )
{|f(g)|ΞG(g)−1σ(g)d}.
We define the Harish-Chandra-Schwartz space to be
C(G(F )) = {f ∈ C∞(G(F )) : pd(f) <∞,∀d > 0}.
We also need the weak Harish-Chandra-Schwartz space Cw(G(F )). For d >
0, let Cwd (G(F )) = {f ∈ C∞(G(F )) : p−d(f) <∞}. Then we define
Cw(G(F )) = ∪d>0Cwd (G(F )).
Given a unitary character χ of ZG(F ), we define the Harish-Chandra-
Schwartz space C(ZG(F )\G(F ), χ) (resp. the weak Harish-Chandra-Schwartz
space Cw(ZG(F )\G(F ), χ)) to be the Mellin transform of the space C(G(F ))
(resp. Cw(G(F ))) with respect to χ.
2.5. The Harish-Chandra-Plancherel formula. Fix a unitary character
χ of ZG(F ). For every M ∈ L(Mmin), fix an element P ∈ P(M). Let
Π2(M,χ) be the set of discrete series ofM(F ) whose central character agrees
with χ on ZG(F ). Then ia
∗
M,0 acts on Π2(M,χ) by the unramified twist. Let
{Π2(M,χ)} be the set of orbits under this action. For every orbit O, and for
a fixed τ ∈ O, let ia∨O be the set of λ ∈ ia∗M,0 such that the representation
τ and τλ are equivalent, which is a finite set. For f ∈ C(ZG(F )\G(F ), χ−1),
the Harish-Chandra-Plancherel formula ([W03]) is
f(g) =
∑
M∈L(Mmin)
|WM ||WG|−1
∑
O∈{Π2(M,χ)}
|ia∨O|−1
∫
ia∗
M,0
µ(τλ)tr(I
G
P (τλ)(g
−1)IGP (τλ)(f)) dλ.
Here µ(τλ) is the Plancherel measure andW
G (resp. WM) is the Weyl group
of G (resp. M).
9To simplify our notation, let Πtemp(G,χ) be the union of I
G
P (τ) for P =
MN , M ∈ L(Mmin), τ ∈ O and O ∈ {Π2(M,χ)}. We define a Borel
measure dπ on Πtemp(G,χ) such that∫
Πtemp(G,χ)
ϕ(π) dπ
=
∑
M∈L(Mmin)
|WM | · |WG|−1
∑
O∈{Π2(M,χ)}
|ia∨O|−1
∫
ia∗
M,0
ϕ(IGP (τλ)) dλ
for every compactly supported function ϕ on Πtemp(G,χ). Here by saying
a function ϕ is compactly supported on Πtemp(G,χ) we mean that it is
supported on finitely many orbits O. Then the Harish-Chandra-Plancherel
formula above becomes
f(g) =
∫
Πtemp(G,χ)
tr(π(g−1)π(f))µ(π) dπ.
We also need the metrical Paley-Wiener Theorem. Let C∞(Πtemp(G,χ))
be the space of functions π ∈ Πtemp(G,χ) → Tπ ∈ End(π)∞ such that it is
smooth on every orbits O as functions from O to End(π)∞ ≃ End(πK)∞.
We define C(Πtemp(G,χ)) to be a subspace of C∞(Πtemp(G,χ)) consisting
of those T : π → Tπ such that T is nonzero on finitely many orbits O.
Then the metrical Paley-Wiener Theorem ([W03]) states that we have an
isomorphism between C(ZG(F )\G(F ), χ−1) and C(Πtemp(G,χ)) given by
f ∈ C(ZG(F )\G(F ), χ−1)→ Tf := (π ∈ Πtemp(G,χ)→ π(f) ∈ End(π)∞),
T ∈ C(Πtemp(G,χ))→ fT (g) =
∫
Πtemp(G,χ)
tr(π(g−1)Tπ)µ(π) dπ.
Finally, we introduce two subspaces of C(ZG(F )\G(F ), χ−1). Let Π2(G,χ)
be a subset of Πtemp(G,χ) consisting of all the discrete series, and let
Πtemp,ind(G,χ) = Πtemp(G,χ)rΠ2(G,χ). Let C(Π2(G,χ)) (resp. C(Πtemp,ind(G,χ)))
be a subspace of C(Πtemp(G,χ)) consisting of those T : π → Tπ such that
T is supported on the set Π2(G,χ) (resp. Πtemp,ind(G,χ)). Then any el-
ement T ∈ C(Πtemp(G,χ)) can be uniquely written as T = T1 + T2 with
T1 ∈ C(Π2(G,χ)) and T2 ∈ C(Πtemp,ind(G,χ)). In other words, we have
C(Πtemp(G,χ)) = C(Π2(G,χ)) ⊕ C(Πtemp,ind(G,χ)).
Under the metrical Paley-Wiener Theorem, the subspaces C(Π2(G,χ))
and C(Πtemp,ind(G,χ)) of C(Πtemp(G,χ)) allow us to define the correspond-
ing subspaces of C(ZG(F )\G(F ), χ−1). We define
◦C(ZG(F )\G(F ), χ−1) ={f ∈ C(ZG(F )\G(F ), χ−1) : Tf ∈ C(Π2(G,χ))},
Cind(ZG(F )\G(F ), χ−1) ={f ∈ C(ZG(F )\G(F ), χ−1) : Tf ∈ C(Πtemp,ind(G,χ))}.
Then we have
C(ZG(F )\G(F ), χ−1) = ◦C(ZG(F )\G(F ), χ−1)⊕ Cind(ZG(F )\G(F ), χ−1).
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It is easy to see that the space ◦C(ZG(F )\G(F ), χ−1) is spanned by the
matrix coefficients of all the discrete series of G(F ) with central character
χ−1.
2.6. Quasi-characters. If θ is a smooth function defined on Greg(F ), in-
variant under G(F )-conjugation. We say it is a quasi-character on G(F ) if
for every x ∈ Gss(F ), there is a good neighborhood ωx of 0 in gx(F ), and
for every O ∈ Nil(gx), there exists cθ,O(x) ∈ C such that
(2.2) θ(x exp(X)) =
∑
O∈Nil(gx)
cθ,O(x)jˆ(O,X)
for every X ∈ ωx,reg. Here jˆ(O,X) is the function on greg(F ) representing
the Fourier transform of the nilpotent orbital integral, Nil(gx) is the set of
nilpotent orbits of gx(F ), and we refer the readers to Section 3 of [W10] for
the definition of good neighborhood. The coefficients cθ,O(x) are called the
germs of θ at x. We define
cθ(x) =
1
|Nilreg(gx)|
∑
O∈Nilreg(gx)
cθ,O
to be the average of the germs associated to the regular nilpotent orbits of
gx. In particular, cθ(x) = 0 if Gx is not quasi-split. For any admissible
representation π of G(F ), the distribution character θπ is a quasi-character.
Similarly, if θ is a smooth function on greg(F ) and invariant under G(F )-
conjugation, we say it is a quasi-character on g(F ) if for every X ∈ gss(F ),
there exists an open GX -domain ωX in gX(F ), containing 0, and for every
O ∈ Nil(gX), there exists cθ,O(X) ∈ C such that
(2.3) θ(X + Y ) =
∑
O∈Nil(gX )
cθ,O(X)jˆ(O, Y )
for every Y ∈ ωX,reg. As in the group case, we use cθ(X) to denote the
average of the germs associated to the regular nilpotent orbits.
2.7. Strongly cuspidal functions. We say a function f ∈ C(ZG(F )\G(F ), χ)
is strongly cuspidal if for every proper parabolic subgroup P = MU of G,
and for every x ∈M(F ), we have
(2.4)
∫
U(F )
f(xu) du = 0.
We will denote by Cscusp(ZG(F )\G(F ), χ) (resp. C∞c,scusp(ZG(F )\G(F ), χ))
the subspace of strongly cuspidal functions in C(ZG(F )\G(F ), χ) (resp.
C∞c (ZG(F )\G(F ), χ)). It is easy to see that ◦C(ZG(F )\G(F ), χ) ⊂ Cscusp(ZG(F )\G(F ), χ).
Hence we have
Cscusp(ZG(F )\G(F ), χ) = ◦C(ZG(F )\G(F ), χ) ⊕ Cind,scusp(ZG(F )\G(F ), χ)
where Cind,scusp(ZG(F )\G(F ), χ) is the subspace of strongly cuspidal func-
tions in Cscusp(ZG(F )\G(F ), χ).
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Similarly, we say a function f ∈ C∞c (g(F )) is strongly cuspidal if for every
proper parabolic subgroup P =MU , and for every X ∈ m(F ), we have∫
u(F )
f(X + Y ) dY = 0.
We then define various objects associated to strongly cuspidal functions.
Geometrically, for f ∈ Cscusp(ZG(F )\G(F ), χ) (resp. f ∈ C∞c,scusp(g(F ))),
one can define a quasi-character θf of G(F ) (resp. g(F )) via the weighted
orbital integral. We refer the readers to Section 5.2 of [B15] for details
of the definition. Spectrally, let X (G,χ−1) (resp. Xell(G,χ−1)) be a set
of virtual tempered representations (resp. elliptic representations) of G(F )
with central character χ−1 defined in Section 2.7 of [B15]. As in Section 5.4
of loc. cit., for π ∈ X (G,χ−1), we can define a map
f ∈ Cscusp(ZG(F )\G(F ), χ) 7→ θf (π) ∈ C
via the weighted character (this map is denoted by f 7→ θˆf (π) in loc. cit.).
We refer the readers to Section 5 of [B15] for basic properties of strongly
cuspidal functions.
2.8. Some local representation theory of the groups U2n and GU2n.
In this subsection, we recall some results of the local representation theory of
the unitary group and the unitary similitude group. For i = 1, 2, fix εi ∈ F×
with ηE/F (εi) = (−1)i−1 as before. We start with the unitary group case.
The following theorem follows from the endoscopic classification of unitary
group in [M15] and [KMSW]. Denote Πirr,temp(U2n) = Πirr,temp(U(J2n,ε1))∪
Πirr,temp(U(J2n,ε2)) to be set of all the irreducible tempered representations
of U(J2n,ε1)(F ) and U(J2n,ε2)(F ).
Theorem 2.1 ([M15], [KMSW]). Πirr,temp(U2n) is a disjoint union of finite
sets (i.e. the local tempered Vogan L-packets)
Πirr,temp(U2n) = ∪φΠφ
where φ runs over all the tempered L-parameters of U2n(F ) and Πφ =
Πφ(U(J2n,ε1))∪Πφ(U(J2n,ε2)) consisting of a finite number of tempered rep-
resentations such that the following conditions hold.
(1) For all φ, the distribution character
θΠφ(U(J2n,εi )) :=
∑
πεi∈Πφ(U(J2n,εi ))
θπεi
is stable for i = 1, 2.
(2) Let ψ be any generic character of the maximal unipotent subgroup of
U(J2n,ε1) (up to conjugation, there are two such characters). For all
φ, the L-packet Πφ(U(J2n,ε1)) contains a unique generic representa-
tion with respect to ψ (note that U(J2n,ε2)(F ) is not quasi-split).
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(3) For a pair gi ∈ U(J2n,εi)(F ), we write g1 ↔ g2 if they have the same
characteristic polynomial (i.e. they are in the same stable conjugacy
class). Then for any pair gi ∈ U(J2n,εi)(F )reg with g1 ↔ g2, we have
θΠφ(U(J2n,ε1 ))(g1) = −θΠφ(U(J2n,ε2 ))(g2).
Remark that Item (2) of the theorem was proved in [K02] by assuming
the endoscopic identity holds. The endoscopic identity for unitary group
has been proved in [M15] and [KMSW].
Now we consider the unitary similitude group case. Recall that for ε ∈
F×, GU2n,ε = GU(J2n,ε) and U2n,ε = U(J2n,ε). We have
GU2n,ε(F )/ZGU2n,ε(F )U2n,ε(F )
∼= λ(GU2n,ε(F ))/λ(ZGU2n,ε(F )) = F×/Im(NE/F ) ∼= Z/2Z,
X := Hom(GU2n,ε(F )/ZGU2n,ε(F )U2n,ε(F ),C
×) = {1, λE/F }
where λE/F = ηE/F ◦ λ is a character of GU2n,ε(F ). The proofs of following
three lemmas can be found in [Xu16] for instance.
Lemma 2.2 (Corollary 6.7 [Xu16]). Let πε be an irreducible smooth repre-
sentation of GU2n,ε(F ) and let πε|U2n,ε(F ) be the restriction of πε to U2n,ε(F ).
Then πε|U2n,ε(F ) is multiplicity-free. Moreover, πε|U2n,ε(F ) is irreducible if
and only if πε ≇ πε⊗λE/F . If πε ∼= πε⊗λE/F , then πε|U2n,ε(F ) = π⊕π◦Ad(g)
for some irreducible representation π of U2n,ε(F ), where g ∈ GU2n,ε(F ) with
λ(g) /∈ Im(NE/F ).
Lemma 2.3 (Corrollay 6.4 [Xu16]). If π is an irreducible smooth represen-
tation of U2n,ε(F ), then there exists an irreducible smooth representation πε
of GU2n,ε(F ), which is unique up to twisting by the characters χ ◦ λ where
χ is any character of F×, such that π is a direct summand of πε|U2n,ε(F ).
Lemma 2.4 (Lemma 6.9 [Xu16]). Suppose that πε is an irreducible smooth
unitary representation of GU2n,ε(F ). Then πε is a discrete series if and only
if its restriction to U2n,ε(F ) is a discrete series (not necessarily irreducible).
The same is true for tempered representations.
In order to prove our main theorems, we need to assume that following
conjecture holds. This conjecture is the endoscopy classification of the uni-
tary similitude groups. By the endoscopic classification of the unitary groups
([M15], [KMSW]), this conjecture is expected from Xu’s work [Xu16] on the
reduction from the similitude classical groups to classical groups. Denote
Πirr,temp(GU2n) = Πirr,temp(GU(J2n,ε1))∪Πirr,temp(GU(J2n,ε2)) to be the set
of all the irreducible admissible tempered representations of GU(J2n,ε1)(F )
and GU(J2n,ε2)(F ).
Conjecture 2.5. Πirr,temp(GU2n) is a disjoint union of finite sets (i.e. the
local tempered Vogan L-packets)
Πirr,temp(GU2n) = ∪φΠφ
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where φ runs over all the tempered L-parameters of GU2n(F ) and Πφ =
Πφ(GU(J2n,ε1)) ∪Πφ(GU(J2n,ε2)) consisting of a finite number of tempered
representations such that the following conditions hold.
(1) For all φ, the distribution character
θΠφ(GU(J2n,εi )) :=
∑
πεi∈Πφ(GU(J2n,εi ))
θπεi
is stable for i = 1, 2.
(2) For all φ, the L-packet Πφ(GU(J2n,ε1)) contains a unique generic
representation (note that GU(J2n,ε2)(F ) is not quasi-split).
(3) For gi ∈ GU(J2n,εi)(F ), we write g1 ↔ g2 if they have the same
characteristic polynomial (i.e. they are in the same stable conjugacy
class). Then
θΠφ(GU(J2n,ε1 ))(g1) = −θΠφ(GU(J2n,ε2 ))(g2)
for all pairs gi ∈ GU(J2n,εi)(F )reg with g1 ↔ g2.
3. The model (Gε,Hε)
3.1. The spherical pair (Gε,Hε). Let (G,H0U) be the pair (Gε,H0,εUε)
defined in Section 1 for some ε ∈ F×, and let G0 =Mε. Then the spherical
pair (G,H) can be viewed as the parabolic induction of the spherical pair
(G0,H0). We will use ω ⊗ ξ to denote the character ωε ⊗ ξε. For simplicity,
we omit the subscript ε here. We say a parabolic subgroup Q¯ of G is
good if HQ¯ is a Zariski open subset of G. This is equivalent to say that
H(F )Q¯(F ) is open in G(F ) under the analytic topology. The proof of the
next proposition is very similar to the GR model case (Proposition 4.2 of
[Wan16]), so we will skip it here. The only thing we want to point out is
that the proposition will only hold for the unitary similitude group case as
we will have two open Borel orbits (which correspond to F×/Im(NE/F )) for
the unitary group case.
Proposition 3.1. (1) There exist minimal parabolic subgroups of G that
are good and they are all conjugated to each other by some elements
in H(F ). If P¯min =MminU¯min is a good minimal parabolic subgroup,
we have H ∩ U¯min = {1} and the complement of H(F )P¯min(F ) in
G(F ) has zero measure.
(2) A parabolic subgroup Q¯ of G is good if and only if it contains a good
minimal parabolic subgroup.
(3) Let P¯min =MminU¯min be a good minimal parabolic subgroup and let
Amin = AMmin be the split center of Mmin. Set
A+min = {a ∈ Amin(F ) : |α(a)| ≥ 1 for all α ∈ Ψ(Amin, P¯min)}.
Then we have
(a) σ0(h) + σ0(a)≪ σ0(ha) for all a ∈ A+min, h ∈ H(F ).
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(b) σ(h) ≪ σ(a−1ha) and σ0(h) ≪ σ0(a−1ha) for all a ∈ A+min,
h ∈ H(F ).
(4) (1), (2) and (3) also hold for the pair (G0,H0).
By the proposition above, X = H\G is a spherical variety of G and
X0 = H0\G0 is a spherical variety of G0. Let P¯0 = M0U¯0 be a good
minimal parabolic subgroup of G0, and let A0 = AM0 be the maximal split
center of M0. Set
A+0 = {a ∈ A0(F ) : |α(a)| ≥ 1, ∀α ∈ Ψ(A0, P¯0)}.
By a similar argument as in the Ginzburg-Rallis model case (Proposition
4.4 of [Wan16]), we can prove the weak Cartan decomposition of X and X0.
Proposition 3.2. (1) There exists a compact subset K0 ⊂ G0(F ) such
that G0(F ) = H0(F )A
+
0 K0.
(2) There exists a compact subset K ⊂ G(F ) such that G(F ) = H(F )A+0 K.
3.2. Some estimates. In this subsection, we are going to state several
estimates for various integrals which will be used in later sections. The
proofs of these estimates are very similar to the GR model case (Sections
4.3 and 4.4 of [Wan17]). We will skip them here.
Lemma 3.3. (1) There exist ǫ > 0 and d > 0 such that the integrals∫
ZH0 (F )\H0(F )
ΞG0(h0)e
ǫσ0(h0) dh0 and
∫
ZH(F )\H(F )
ΞG(h)σ0(h)
−d dh
are absolutely convergent.
(2) For all δ > 0, there exists ǫ > 0 such that the integral∫
ZH (F )\H(F )
ΞG(h)eǫσ0(h)(1 + |ι(h)|)−δ dh
is absolutely convergent. Here ι : H(F ) → F is a homomorphism
defined by ι(
(
I2 X Y
I2 X∗
I2
)( g
h
λ(h)g∗
)
) = trE/F (tr(X)). In particular,
we have ξ(h) = ψ(ι(h)) for all h ∈ H(F ).
Let C ⊂ G(F ) be a compact subset with non-empty interior. Define the
function Ξ
H\G
C (x) = volH\G(xC)
−1/2 for x ∈ H(F )\G(F ). If C ′ is another
compact subset with non-empty interior, then Ξ
H\G
C (x) ∼ ΞH\GC′ (x) for all
x ∈ H(F )\G(F ). We will only use the function ΞH\GC for majorization.
From now on, we will fix a particular C, and set ΞH\G = Ξ
H\G
C . The next
proposition gives some basic properties for the function ΞH\G.
Proposition 3.4. (1) There exists d > 0 such that the integral∫
H(F )\G(F )
ΞH\G(x)2σH\G(x)
−d dx
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is absolutely convergent. Here σH\G(x) := infh∈H(F ) σ(hx) for x ∈
H(F )\G(F ).
(2) For all d > 0, there exists d′ > 0 such that∫
ZH (F )\H(F )
ΞG(hx)σ0(hx)
−d′ dh≪ ΞH\G(x)σH\G(x)−d
for all x ∈ H(F )\G(F ).
Proposition 3.5. Let Q¯ = MQU¯Q be a good parabolic subgroup of G. Let
HQ¯ = H ∩ Q¯, and let GQ¯ = Q¯/U¯Q be the reductive quotient of Q¯. Then
(1) HQ¯ ∩ U¯Q = {1}, hence we can view HQ¯ as a subgroup of GQ¯. We
also have δQ¯(hQ¯) = δHQ¯(hQ¯) for all hQ¯ ∈ HQ¯(F ).
(2) There exists d > 0 such that the integral∫
ZH(F )\HQ¯(F )
ΞGQ¯(hQ¯)σ0(hQ¯)
−dδHQ¯(hQ¯)
1/2 dhQ¯
is absolutely convergent.
4. The trace formula and the multiplicity formula
4.1. The distribution Igeom(f). As in the previous section, we will use
(G,H) to denote the pair (Gε,Hε) and ω⊗ξ to denote the character ωε⊗ξε.
Given f ∈ Cscusp(ZG(F )\G(F ), η−1), we have associated the quasi-character
θf on G(F ) in Section 2. Let Tell(H0) be a set of representatives of maximal
elliptic tori in H0. In both cases (i.e. the quasi-split case and the non quasi-
split case), there is a natural bijection between Tell(H0) and the set of all the
quadratic extensions of F . Also it is easy to check that for all T ∈ Tell(H0)
and t ∈ T (F )reg, the Lie algebra of Gt has a unique regular nilpotent orbit
which will be denoted by Ot. We then define
cf (t) := cθf (t) = cθf ,Ot(t).
Proposition 4.1. With the notation above, the integral∫
T (F )/ZG(F )
DH(t)1/2cf (t)ω(t) dt
is absolutely convergent.
Proof. The proof is similar to the GR case in Proposition 5.2 of [Wan15].
We will skip it here. 
Definition 4.2. We define the geometric side of the trace formula to be
Igeom(f) := cf (1) +
∑
T∈Tell(H0)
|W (H0, T )|−1vol(T (F )/ZG(F ))−1
×
∫
T (F )/ZG(F )
DH(t)1/2cf (t)ω(t) dt
where cf (1) = cθf (1) is the regular germ of θf at 1. Note that if the group
is not quasi-split, cf (1) is always equal to 0.
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4.2. The distribution I(f) and Ispec(f). For f ∈ Cscusp(ZG(F )\G(F ), η−1),
define the function I(f, ·) on H(F )\G(F ) to be
I(f, g) =
∫
ZH(F )\H(F )
f(g−1hg)ω ⊗ ξ(h) dh.
By Lemma 3.3, the above integral is absolutely convergent. Then by the
same argument as in the GGP case (Proposition 7.1.1 of [B15]) and the GR
case (Appendix B of [Wan17]), we can show that the integral
(4.1) I(f) :=
∫
H(F )\G(F )
I(f, g) dg
is absolutely convergent for all f ∈ Cscusp(ZG(F )\G(F ), η−1), and it defines
a continuous linear form
Cscusp(ZG(F )\G(F ), η−1)→ C : f → I(f).
I(f) will be the distribution in our trace formula.
Remark 4.3. As in the GGP case and the GR case, although the integral
(4.1) defining I(f) is absolutely convergent, the double integral∫
H(F )\G(F )
∫
ZH(F )\H(F )
f(g−1hg)ω ⊗ ξ(h) dhdg
is not absolutely convergent. As a result, in the proof of the geometric side of
the trace formula, we need to introduce truncated functions on H(F )\G(F ).
We then define the spectral side of the trace formula to be
(4.2) Ispec(f) =
∫
X (G,η)
D(π)θf (π)m(π¯) dπ.
We refer the readers to Section 2.7 of [B15] for the definitions of D(π) and
the measure dπ. Now we are ready to state the trace formula.
Theorem 4.4. For all f ∈ Cscusp(ZG(F )\G(F ), η−1), we have
Ispec(f) = I(f) = Igeom(f).
The spectral expansion will be proved in Section 6, while the geometric
expansion will be proved in the next subsection.
To end this subsection, we define the Lie algebra analogy of the distri-
bution I(f) in the trace formula. This will be used in the proof of the
geometric expansion. Denote g′(F ) (resp. h′(F )) to be the subspace of g(F )
(resp. h(F )) consisting of elements of trace zero. Then g(F ) = g′(F )⊕zg(F )
and h(F ) = h′(F )⊕ zg(F ). For φ ∈ C∞c,scusp(g′(F )), we define
I(φ, g) =
∫
h′(F )
φ(g−1Xg) dX and I(φ) =
∫
H(F )\G(F )
I(φ, g) dg.
As in the group case, the integral defining I(φ) is absolutely convergent.
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4.3. The proof of the geometric expansion. In this subsection, we
prove the geometric side of the trace formula. The idea of the proof is
the same as the GGP case in [W10] and [B15], while all the computations
are very similar to the GR case in [Wan15]. As a result, we will only give a
sketch of the proof without providing details.
First by the standard argument as in the GGP case (Section 11.3 of
[B15]), once we have proved the spectral side of the trace formula (this will
be done in Section 6), we only need to prove the geometric side for compactly
supported functions (i.e. for f ∈ C∞c,scusp(ZG(F )\G(F ), η−1)). Then by the
same argument as in the GR case (Proposition 5.6 of [Wan15]), it is enough
to consider the case when the characters χE, χF and η are trivial.
The next step is to study the distribution I(φ) for the Lie algebra case
(i.e. for φ ∈ C∞c,scusp(g′(F ))). The goal is to express I(φ) in terms of θφˆ = θˆφ
where φˆ is the Fourier transform of φ. In order to do this, we first need to
introduce a sequence of truncated functions κN ∈ C∞c (H(F )\G(F )) (where
N ≥ 1) whose definition is similar to the GR case. For N ≥ 1, we define
IN (φ) =
∫
H(F )\G(F )
κN (g)I(φ, g) dg.
We have I(φ) = limN→∞ IN (φ). Hence, it is enough to consider IN (φ).
Then we study the slice representation which is the conjugation action of
H(F )/ZG(F ) on the space Ξ+h
⊥(F ). Here h⊥ is the orthogonal complement
of h in g and Ξ =
( 0 0 0
I2 0 0
0 −w2Aε 0
)
is an element in u¯(F ) associated to the
character ξ of U(F ). By a very similar computation as in the GR case
(Section 8 of [Wan15]), we can show that over a Zariski open subset, this
action is free and the orbits are the same as the G(F )-conjugacy classes in
g(F ) (i.e. two elements in Ξ + h⊥(F ) are conjugated to each other under
H(F ) if and only if they are conjugated to each other under G(F )). Note
that this will fail for the unitary group case (i.e. the model (G1,ε,H1,ε)),
and it is one of the reasons why we cannot prove the trace formula for the
unitary group case.
After studying the slice representation, by changing φ to its Fourier trans-
form φˆ, we can rewrite IN (φ) as a weighted orbital integral of φˆ whose weight
is given by the truncated function κN . Then we change the truncated func-
tion (which is given by κN ) in the weighted orbital integral to the standard
weight factor defined by Arthur. This requires a long and technical argu-
ment. But due to the similarity between the model (G,H) and the GR
model, this argument will be similar to the GR model case in Section 9 of
[Wan15]. After all the arguments above, we can show that
I(φ) = lim
N→∞
IN (φ) =
∑
T∈T (G)
|W (G,T )|−1
∫
t′0(F )
DG(t)1/2θˆφ(t) dt
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where T (G) is a set of representatives of maximal tori in G, t′(F ) = t(F ) ∩
g′(F ), and t′0(F ) is the image of the slice representation which will be an
open set of t′(F ).
Finally, we just need to apply the standard argument as in the GGP case
(Sections 11.4–11.7 of [B15]) to finish the proof of the geometric side of the
trace formula.
4.4. The multiplicity formula. Let π be a smooth admissible (not neces-
sarily irreducible) tempered representation of G(F ) with central character
η. Define the geometric multiplicity mgeom(π) to be
mgeom(π) := cπ(1) +
∑
T∈Tell(H0)
|W (H0, T )|−1vol(T (F )/ZG(F ))−1
×
∫
T (F )/ZG(F )
DH(t)cπ(t)ω
−1(t) dt.
Here cπ(t) = cθpi(t) is the regular germ of θπ at t. Note that the expression of
mgeom(π) is almost the same as the geometric expansion Igeom(f). The only
difference is that we replace the quasi-character θf by θπ. The multiplicity
formula is just
m(π) = mgeom(π).
In the next section, we will prove the multiplicity formula by assuming the
trace formula holds. Apparently it is enough to prove it for irreducible
tempered representations.
4.5. The reduced models. In this subsection, we will discuss the reduced
models of the pair (G,H). With the notation as in Section 3, the reduced
models are just the models (GQ¯,HQ¯) where Q¯ =MQU¯Q runs over the good
parabolic subgroups of G. This models will be used in the proof of the
spectral side of the trace formula.
We first define the multiplicities for the reduced models. Let τ be a
smooth admissible representation of GQ¯(F ) whose central character equals
η on ZG(F ). Define the multiplicity m(τ) to be
m(τ) := dim(HomHQ¯(F )(τ, (ω ⊗ ξ)|HQ¯(F ) ⊗ δ
1/2
HQ¯
)).
Note that as in Proposition 3.5, when we consider the reduced models, we
need to twist the extra modular character δ
1/2
HQ¯
. For simplicity, we will use
ωQ⊗ξQ (or just ωQ if ξQ is trivial) to denote the character (ω⊗ξ)|HQ¯(F )⊗δ
1/2
HQ¯
.
For our application, we need to divide the reduced models into two cat-
egories. We say the model (GQ¯,HQ¯) is of Type I if it appears both in the
quasi-split case and the non quasi-split case (this is the same situation as
in the GR model case, see Appendix B of [Wan15] for details). This is
equivalent to say that the Levi subgroup MQ(F ) is isomorphic to GL1(E)×
GU(J4,ε)(F ), GL2(E) ×GU(J2,ε)(F ) or GL1(E) ×GL1(E) ×GU(J2,ε)(F ).
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All the rest reduced models are called Type II models. In particular, Type
II models only appear in the quasi-split case.
For the rest part of this section, we will describe the reduce models and
the multiplicity formulas associated to them. We first consider the Type
I reduced models. If MQ(F ) is isomorphic to GL2(E)×GU(J2,ε)(F ), the
reduced model (GQ¯,HQ¯) is just (G0,H0). And the character ωQ on HQ¯ is
just the character ω. In this case, the multiplicity formula is very similar
to the (G,H) case. To be specific, given a smooth admissible tempered
representation τ of G0(F ) whose central character equals η on ZH0(F ), we
define
mgeom(τ) := cτ (1) +
∑
T∈Tell(H0)
|W (H0, T )|−1vol(T (F )/ZG(F ))−1
×
∫
T (F )/ZG(F )
DH0(t)θτ (t)ω
−1(t) dt.
Then the multiplicity formula is just m(τ) = mgeom(τ). The two models we
get here are the only pure inner forms of each other.
If MQ(F ) is isomorphic to GL1(E)×GU(J4,ε)(F ), the reduced model can
be described as follows: GQ¯(F ) =MQ(F ), HQ¯ = H0,Q¯ ⋉ UQ¯ with
H0,Q¯(F ) = {hQ(a, b) =
(
a
)×diag(b, a, b, b) : a, b ∈ E×, NE/F (a) = NE/F (b)},
UQ¯(F ) = {uQ(x, y, z) =
(
1
)×


1 x y z
0 1 0 ε−1x¯
0 0 1 −y¯
0 0 0 1

 : x, y, z ∈ E, z+z¯−ε−1xx¯+yy¯ = 0}.
The character ωQ ⊗ ξQ on HQ¯(F ) is given by
ωQ ⊗ ξQ(hQ(a, b)uQ(x, y)) = χ1(a)χ2(b)ψ(y + y¯)
where χ1 and χ2 are some unitary characters of E
× with η = χ1χ2. We
define the geometric multiplicity to be
mgeom(τ) := cτ (1)+vol(H0,Q¯(F )/ZGQ¯(F ))
−1
∫
ZG
Q¯
(F )\H0,Q¯(F )
DHQ¯(t)cτ (t)ωQ(t) dt
where τ is any smooth admissible tempered representation of GQ¯(F ) whose
central character equals η on ZG(F ). The two models we get here are the
only pure inner forms of each other.
If MQ(F ) is isomorphic to GL1(E)×GL1(E)×GU(J2,ε)(F ), the reduced
model can be described as follows: GQ¯(F ) =MQ(F ), and
HQ¯(F ) = H0,Q¯(F ) = {hQ(a, b) =
(
a
)×(b)×diag(a, b) : a, b ∈ E×, NE/F (a) = NE/F (b)}.
The character ωQ on HQ¯ is given by
ωQ(hQ(a, b)) = χ1(a)χ2(b)
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where χ1 and χ2 are some unitary characters of E
× with η = χ1χ2. We
define the geometric multiplicity to be
mgeom(τ) := cτ (1)+vol(H0,Q¯(F )/ZGQ¯(F ))
−1
∫
ZG
Q¯
(F )\H0,Q¯(F )
DHQ¯(t)cτ (t)ωQ(t) dt
where τ is any smooth admissible tempered representation of GQ¯(F ) whose
central character equals η on ZG(F ). The two models we get here are the
only pure inner forms of each other.
Remark 4.5. By the description above, it is easy to see that the extra
modular character δ
1/2
HQ¯
is trivial for all Type I reduced models.
Then we consider the Type II reduced models. There are three
Type II reduced models (all in the quasi-split case) which correspond to the
cases when MQ(F ) is isomorphic to GL3(E)×GL1(F ),GL2(E)×GL1(E)×
GL1(F ) and GL1(E) × GL1(E) × GL1(E) × GL1(F ). When MQ(F ) =
GL3(E) × GL1(F ), up to modulo the GL1(F )-part which is abelian, the
reduced model can be described as follows: GQ¯(F ) = GL3(E) and HQ¯(F ) =
H0,Q¯(F )⋉ UQ¯(F ) where
H0,Q¯(F ) = {

a 0 0c b 0
0 0 a

 : a, b ∈ E×, c ∈ E, a
b
∈ F×, c
a
∈ √αF},
UQ¯(F ) = {

1 0 x10 1 x2
0 0 1

 : x1, x2 ∈ E}.
And the character ωQ ⊗ ξQ is given by
ωQ ⊗ ξQ(

a 0 0c b 0
0 0 a



1 0 x10 1 x2
0 0 1

) = |a
b
|−3/2χ1(a)χ2(b)ψ(x1)
where χ1 and χ2 are some unitary characters of E
×. Here the factor |ab |−3/2
comes from the extra modular character δ
1/2
HQ¯
.
When MQ = GL2(E) × GL1(E) × GL1(F ), up to modulo the GL1(F )
and GL1(E) parts which are abelian, the reduced model can be described
as follows: GQ¯(F ) = GL2(E), and
HQ¯(F ) = H0,Q¯(F ) = {
(
a 0
c b
)
: a, b ∈ E×, c ∈ E, a
b
∈ F×, c
a
∈ √αF}.
And the character ωQ is given by
ωQ(
(
a 0
c b
)
) = |a
b
|−1/2χ1(a)χ2(b)
where χ1 and χ2 are some unitary characters of E
×, and the factor |ab |−1/2
comes from the extra modular character δ
1/2
HQ¯
.
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When MQ = GL1(E)×GL1(E)×GL1(E)×GL1(F ), the model is abelian
and the multiplicity is trivially equal to 1 for all irreducible representations
(which are just characters).
For all the Type II reduced models, the geometric multiplicity is defined
to be
mgeom(τ) = cτ (1).
Since GQ¯ is a product of the general linear groups for all Type II reduced
models, all these models don’t have any other pure inner form and each
L-packet only contains one element.
Remark 4.6. The most important feature of the Type II reduced models is
that there is no elliptic element in HQ¯(F ) other than the center. As a result,
in the multiplicity formulas for these models, we only have the germ at the
identity element. This is an analogue of the Type II reduced models for the
GR model (see Appendix B of [Wan15]).
The proof of the multiplicity formulas for the reduced models follows from
the same, but easier arguments as the proof of the multiplicity formula for
the model (G,H). Hence by induction, we will assume the multi-
plicity formulas for all the reduced models hold for the rest part
of this paper.
4.6. Some consequences of the multiplicity formulas for the re-
duced models. In this subsection, we discuss some consequences of the
multiplicity formulas for the reduced models. Let (GQ¯,HQ¯) be a reduced
model and let Π be a tempered local Vogan L-packet of GQ¯(F ) whose cen-
tral character equals η on ZG(F ). If the reduced model is of Type II, GQ¯ is
the product of some general linear group. Hence there is no other pure inner
form of the model (GQ¯,HQ¯) and the L-packet Π only contains one element
τ . If the reduced model is of Type I, then there is another pure inner form
of the model (GQ¯,HQ¯) (as we described in the previous subsection) and the
L-packet Π contains representations of both groups and may have more than
one element.
Theorem 4.7. (1)
∑
τ∈Π
m(τ) = 1.
(2) m(τ) ≤ 1 for all irreducible tempered representation τ of GQ¯(F )
whose central character equals η on ZG(F ).
Proof. (2) is a direct consequence of (1). For (1), if the reduced model
is of Type II, by the discussion above, the L-packet Π only contains one
element τ which is an irreducible tempered representation of some general
linear group. Then we know that τ is a generic representation. Combining
the multiplicity formula in the previous section and the work of Rodier in
[Rod81], we have∑
τ∈Π
m(τ) = m(τ) = mgeom(τ) = cτ (1) = 1.
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This proves (1) for Type II reduced models.
Next, we consider the Type I reduced models. We will only consider the
case when GQ¯(F ) ≃ GL2(E)×GU(J2,ε)(F ). The arguments for the rest two
cases are similar. For i = 1, 2, fix εi ∈ F× with ηE/F (εi) = (−1)i−1 and let
GQ¯,εi(F ) = GL2(E)×GU(J2,εi)(F ). Then the L-packet Π is of the form
Π = {τ0 ⊗ τε1 : τε1 ∈ Πφ(GU(J2,ε1))} ∪ {τ0 ⊗ τε2 : τε2 ∈ Πφ(GU(J2,ε2))}
where τ0 is some irreducible tempered representation of GL2(E), and Πφ =
Πφ(GU(J2,ε1)) ∪ Πφ(GU(J2,ε2)) is a tempered local L-packet of GU2(F ) as
in Conjecture 2.5. By the multiplicity formula in the previous subsection,
we know that
∑
τ∈Πm(τ) is equal to
2∑
i=1
∑
τεi∈Πφ(GU(J2,εi ))
cτ0(1)cτεi (1) +
2∑
i=1
∑
τεi∈Πφ(GU(J2,εi ))
∑
Ti∈Tell(GU(J2,εi ))
× ν(Ti)
∫
Ti(F )/ZGU(J2,εi )
(F )
DGU(J2,εi )(ti)θτ0(ti)θτεi (ti)ω
−1
εi (ti) dti
with ν(Ti) = |W (GU(J2,εi), Ti)|−1vol(Ti(F )/ZGU(J2,εi )(F ))−1. Since τ0 is a
tempered representation of GL2(E), it is generic and hence cτ0(1) = 1 by
the work of Rodier in [Rod81]. Moreover, by Conjecture 2.5 (2) together
with Rodier’s work in [Rod81], we have
2∑
i=1
∑
τεi∈Πφ(GU(J2,εi ))
cτ0(1)cτεi (1) =
2∑
i=1
∑
τεi∈Πφ(GU(J2,εi ))
cτεi (1) = 1.
Hence
∑
τ∈Πm(τ) equals
1+
2∑
i=1
∑
Ti∈Tell(GU(J2,εi ))
ν(Ti)
×
∫
Ti(F )/ZGU(J2,εi )
(F )
DGU(J2,εi )(ti)θτ0(ti)θΠφ(GU(J2,εi ))(ti)ω
−1
εi (ti) dti.
Here we recall from Conjecture 2.5 that θΠφ(GU(J2,εi )) =
∑
τεi∈Πφ(GU(J2,εi ))
θτεi .
Now we are ready to prove the theorem. We have a natural bijection
T1 ∈ Tell(GU(J2,ε1))↔ T2 ∈ Tell(GU(J2,ε2))
between the maximal elliptic tori of GU(J2,ε1)(F ) and GU(J2,ε2)(F ). Hence
in order to prove the theorem, it is enough to show that for all T1 ↔ T2, we
have
ν(T1)
∫
T1(F )/ZGU(J2,ε1 )
(F )
DGU(J2,ε1 )(t1)θτ0(t1)θΠφ(GU(J2,ε1 ))(t1)ω
−1
ε1 (t1) dt1
=− ν(T2)
∫
T2(F )/ZGU(J2,ε2 )
(F )
DGU(J2,ε2 )(t2)θτ0(t2)θΠφ(GU(J2,ε2 ))(t2)ω
−1
ε2 (t2) dt2.
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We fix such a pair (T1, T2). It is easy to see that ν(T1) = ν(T2). For t1 ∈
T1(F ) and t2 ∈ T2(F ), we write t1 ↔ t2 if they have the same characteristic
polynomial. Then it is enough to show that for all t1 ∈ T1(F )reg and t2 ∈
T2(F )reg with t1 ↔ t2, we have
DGU(J2,ε1 )(t1)θτ0(t1)θΠφ(GU(J2,ε1 ))(t1)ω
−1
ε1 (t1)
=−DGU(J2,ε2 )(t2)θτ0(t2)θΠφ(GU(J2,ε2 ))(t2)ω
−1
ε2 (t2).(4.3)
Since t1 ↔ t2, we have
DGU(J2,ε1 )(t1)θτ0(t1)ω
−1
ε1 (t1) = D
GU(J2,ε2 )(t2)θτ0(t2)ω
−1
ε2 (t2).
By Conjecture 2.5 (3), we also have θΠφ(GU(J2,ε1 ))(t1) = −θΠφ(GU(J2,ε2 ))(t2).
This proves (4.3) and completes the proof of the theorem. 
The following proposition will be proved in Appendix A by the orbit method.
Proposition 4.8. Let Q¯ = MQU¯Q be a good parabolic subgroup of G, and
let τ be an admissible tempered representation of MQ(F ) whose central char-
acter equals η on ZG(F ). Set π = I
G
Q¯
(τ). Then
m(π) ≤ m(τ).
Remark 4.9. In order to prove Proposition 4.8, it is enough to consider
the case when τ is irreducible.
Corollary 4.10. For all π ∈ Πtemp(G, η) rΠ2(G, η), we have
m(π) ≤ 1.
Proof. Since π ∈ Πtemp(G, η) rΠ2(G, η), we can find a good parabolic sub-
group Q¯ = MQN¯Q of G and an irreducible tempered representation τ of
MQ(F ) such that π = I
G
Q¯
(τ). By Theorem 4.7 (2) and Proposition 4.8, we
have
m(π) = m(IGQ¯(τ)) ≤ m(τ) ≤ 1.
This proves the Corollary. 
The following theorem is a stronger version of Proposition 4.8. It will be
proved in Section 6.1 by assuming Proposition 4.8 holds.
Theorem 4.11. With the same assumptions and notation as in Proposition
4.8, we have m(π) = m(τ).
5. The proof of the main theorems
In this section, we are going to prove our main theorems by assuming the
trace formula in Theorem 4.4 holds. We will prove the unitary similitude
group case in Section 5.1, and the unitary group case in Section 5.2.
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5.1. The unitary similitude group case. We first prove the multiplicity
formula m(π) = mgeom(π) for all tempered representations. For simplicity,
we still use (G,H) to denote (Gε,Hε) and ω⊗ ξ to denote ωε⊗ ξε. We need
a proposition.
Proposition 5.1. Let Q¯ =MQU¯Q be a good parabolic subgroup of G, and let
τ be an irreducible tempered representation MQ(F ) whose central character
equals η on ZG(F ). Set π = I
G
Q¯
(τ). Then
(5.1) m(π) = m(τ) and mgeom(π) = mgeom(τ).
Proof. The first equality follows from Theorem 4.11, so it is enough to prove
mgeom(π) = mgeom(τ). This is a direct consequence of Lemma 2.3 of [W12]
together with the definitions of mgeom(π) and mgeom(τ). 
Now the multiplicity formula will be a direct consequence of the trace
formula in Theorem 4.4, together with (5.1). The argument is the same as
the GGP case (Proposition 11.3.1 of [B15]) and we will skip it here.
We are ready to prove Theorem 1.1. The proof is very similar to the
proof of Theorem 4.7 for the reduced model cases, so we only give a sketch
of it. For i = 1, 2, fix εi ∈ F× with ηE/F (εi) = (−1)i−1 as before. Let
Πφ be a local tempered Vogan L-packet of GU6. Then we can write Πφ as
Πφ = Πφ(Gε1) ∪Πφ(Gε2). Our goal is to show that
(5.2)
∑
π∈Πφ
m(π) =
2∑
i=1
∑
πεi∈Πφ(Gεi )
m(πεi) = 1.
By the multiplicity formula, we have
∑
π∈Πφ
m(π) =
2∑
i=1
∑
πεi∈Πφ(Gεi )

cπεi (1) + ∑
Ti∈Tell(H0,εi )
|W (H0,εi , Ti)|−1
vol(Ti(F )/ZGεi (F ))
−1
∫
Ti(F )/ZGεi
(F )
DHεi (ti)cπεi (ti)ω
−1
εi (ti) dti
)
.
By the same argument as in the proof of Theorem 4.7, together with Con-
jecture 2.5 (2) and (3), we can show that
2∑
i=1
∑
πεi∈Πφ(Gεi )
cπεi (1) = 1,
2∑
i=1
∑
πεi∈Πφ(Gεi )
∑
Ti∈Tell(H0,εi )
ν(Ti)
∫
Ti(F )/ZGεi
(F )
DHεi (ti)cπεi (ti)ω
−1
εi (ti) dti = 0
with ν(Ti) = |W (H0,εi, Ti)|−1vol(Ti(F )/ZGεi (F ))−1. This proves (5.2) and
finishes the proof of Theorem 1.1.
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5.2. The unitary group case. In this subsection, we are going to prove
Theorem 1.2. The idea is to study the relations between the models as-
sociated to unitary similitude groups and the models associated to unitary
groups. We first recall the definition of the character ωε (resp. ω1,ε) of
H0,ε(F ) (resp. H0,1,ε(F )) in Section 1. We recall
ωε(m(h, h)) = χE(det(h))χF (λ(h)) for h ∈ GU(J2,ε)(F ),
ω1,ε(m(h1, h1)) = χE(det(h1)) for h1 ∈ U(J2,ε)(F ),
where χE (resp. χF ) is a character of E
× (resp. F×), λ is the similitude
character, m(h, h) = diag(h, h, λ(h)w2
th¯−1w2) ∈ H0,ε(F ) and m(h1, h1) =
diag(h1, h1, w2
th¯−11 w2) ∈ H0,1,ε(F ). Let ηE/F : F× → C× be the quadratic
character associated to E as before. We define a new character ω′ε of H0,ε(F )
to be
ω′ε(m(h, h)) = χE(det(h))χF (λ(h))ηE/F (λ(h)), h ∈ GU(J2,ε)(F ).
And for any smooth admissible representation πε of Gε(F ) with central
character η (note that ωε is equal to ω
′
ε on the center of Gε(F )), we define
the multiplicity
m(πε)
′ = dim(HomHε(F )(πε, ω
′
ε ⊗ ξε)).
The next proposition is essential in the proof of Theorem 1.2.
Proposition 5.2. For any irreducible smooth representation πε of Gε(F ) =
GU(J6,ε)(F ) with central character η, let π1,ε be the restriction of πε to
G1,ε(F ) = U(J6,ε)(F ) which is a smooth admissible representation (not nec-
essarily irreducible) of G1,ε(F ) with central character η1. Then
m(π1,ε) = m(πε) +m(πε)
′.
Proof. Fix an element Bε ∈ GU(J2,ε)(F ) such that δ = λ(Bε) /∈ Im(NE/F ).
Define hε = m(Bε, Bε) ∈ H0,ε(F ) ⊂ Gε(F ). Then
(5.3)
Gε(F ) = G1,ε(F )ZGε(F ) ∪ hε ·G1,ε(F )ZG1,ε(F ),
Hε(F ) = H1,ε(F )ZHε(F ) ∪ hε ·H1,ε(F )ZH1,ε(F ).
In terms of the characters, we also have
(5.4)
ωε ⊗ ξε|H1,ε(F ) = ω′ε ⊗ ξε|H1,ε(F ) = ω1,ε ⊗ ξ1,ε,
ωε(hε) = −ω′ε(hε) = a
where a ∈ C× is a nonzero complex number. We have the following two
cases.
Case 1: Assume that π1,ε is irreducible. We first prove that
(5.5) m(π1,ε) ≤ 2.
If not, then we can find at least three linearly independent elements l1, l2, l3 ∈
HomH1,ε(F )(π1,ε, ω1,ε ⊗ ξ1,ε). Then li ◦ πε(hε) are also linearly independent
elements in HomH1,ε(F )(π1,ε, ω1,ε ⊗ ξ1,ε). If for 1 ≤ i ≤ 3, ci · li = li ◦
πε(hε) for ci = ±a, then li ∈ HomHε(F )(πε, ωε ⊗ ξε) when ci = a, and
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li ∈ HomHε(F )(πε, ω′ε ⊗ ξε) when ci = −a (this is due to (5.3) and (5.4)).
As m(πε),m(πε)
′ ≤ 1 by Theorem 1.1, there exists 1 ≤ i ≤ 3, such that
li 6= ±a · li ◦ πε(hε). Without loss of generality, we assume that i = 1. Then
we can find v ∈ π1,ε such that
l1(v) = 1 and l1(v
′) 6= ±a where v′ = πε(hε)v.
As l1, l2 and l3 are linearly independent, up to change l2 and l3, we may
assume that
l2(v) = l3(v) = l3(v
′) = 0.
For 1 ≤ i ≤ 3, we define elements Ti ∈ HomHε(F )(πε, ωε ⊗ ξε) and T ′i ∈
HomHε(F )(πε, ω
′
ε ⊗ ξε) to be
(5.6) Ti = a · li + li ◦ πε(hε) and T ′i = a · li − li ◦ πε(hε).
Then we know T1, T
′
1 6= 0. On the other hand, since l3 6= 0, at least one
of T3 and T
′
3 is nonzero. Without loss of generality, we may assume that
T3 6= 0. Since T1(v) = a · l1(v) + l1(v′) 6= 0 and T3(v) = a · l3(v) + l3(v′) = 0,
T1 and T3 are linearly independent which implies that m(πε) ≥ 2. We
get a contradiction and this proves (5.5). Now we are ready to prove the
proposition for this case. There are four subcases.
Case 1(a): If m(πε) = m(πε)
′ = 1, by (5.5), it is enough to show that
m(π1,ε) ≥ 2. Choose nonzero linear functionals l ∈ HomHε(F )(πε, ωε ⊗ ξε)
and l′ ∈ HomHε(F )(πε, ω′ε ⊗ ξε). Then l and l′ are linearly independent
since the characters ωε and ω
′
ε are different. But we also have l, l
′ ∈
HomH1,ε(F )(π1,ε, ω1,ε ⊗ ξ1,ε) by (5.4). This implies that m(π1,ε) ≥ 2.
Case 1(b): If m(πε) = 0 and m(πε)
′ = 1, we choose a nonzero linear
functional l′ ∈ HomHε(F )(πε, ω′ε ⊗ ξε). We have l′ ∈ HomH1,ε(F )(π1,ε, ω1,ε ⊗
ξ1,ε) which implies that m(π1,ε) ≥ 1. Hence it is enough to show that
m(π1,ε) ≤ 1. If not, we can choose l ∈ HomH1,ε(F )(π1,ε, ω1,ε ⊗ ξ1,ε) that is
linearly independent with l′. As in the discussion above, we define elements
T ∈ HomHε(F )(πε, ωε ⊗ ξε) and T ′ ∈ HomHε(F )(πε, ω′ε ⊗ ξε) as in (5.6).
Since m(πε) = 0, we have T = 0 and hence T
′ = 2a · l which is linearly
independent with l′. This implies that m(πε)
′ ≥ 2, a contradiction. This
proves the proposition for this case.
Case 1(c): If m(πε) = 1 and m(πε)
′ = 0, the argument is similar to the
previous case and we will skip it here.
Case 1(d): Ifm(πε) = m(πε)
′ = 0, it is enough to show thatm(π1,ε) = 0.
If not, choose a nonzero linear functional l ∈ HomH1,ε(F )(π1,ε, ω1,ε ⊗ ξ1,ε).
As in the previous cases, we define elements T ∈ HomHε(F )(πε, ωε ⊗ ξε) and
T ′ ∈ HomHε(F )(πε, ω′ε ⊗ ξε) as in (5.6). Since m(πε) = m(πε)′ = 0, we have
T = T ′ = 0 which implies that l = 0. We get a contradiction and this proves
the proposition for Case 1.
Case 2: Assume that π1,ε is reducible. By Lemma 2.2, π1,ε = π1 ⊕ π2.
Moreover, as a vector space, we have πε(hε)π1 = π2 and πε(hε)π2 = π1. In
order to prove the proposition, we only need to show thatm(π1,ε) = m(π1)+
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m(π2) = 2m(πε) = 2m(πε)
′ where m(πj) = dim(HomH1,ε(F )(πj, ω1,ε ⊗ ξ1,ε))
for j = 1, 2. We only prove the identity m(π1)+m(π2) = 2m(πε), the proof
of the other one (i.e. m(π1) +m(π2) = 2m(πε)
′) is similar.
It is easy to see that the map
l1 ∈ HomH1,ε(F )(π1, ω1,ε⊗ξ1,ε) 7→ l2 := l1◦πε(hε) ∈ HomH1,ε(F )(π2, ω1,ε⊗ξ1,ε)
is an isomorphism. This implies that m(π1) = m(π2). So it is enough to
show that m(π1) = m(πε). There are two subcases.
Case 2(a): If m(πε) = 0, we need to show that m(π1) = 0. If not, choose
a nonzero element l1 ∈ HomH1,ε(F )(π1, ω1,ε ⊗ ξ1,ε) and let l2 = l1 ◦ πε(hε)
be an element in HomH1,ε(F )(π2, ω1,ε ⊗ ξ1,ε). Then it is easy to see that
l = a · l1 + l2 is a nonzero element in HomHε(F )(πε, ωε ⊗ ξε) which is a
contradiction. This proves the proposition for this case.
Case 2(b): Ifm(πε) = 1, choose a nonzero element l ∈ HomHε(F )(πε, ωε⊗
ξε) and let l1 = l|π1 . Then l1 ∈ HomH1,ε(F )(π1, ω1,ε ⊗ ξ1,ε). If l1 = 0, for
all w ∈ π2, we have l(w) = a−1 · l(πε(hε)w) = a−1 · l1(πε(hε)w) = 0. This
implies that l = 0 which is a contradiction. Hence l1 6= 0 which implies
that m(π1) ≥ 1. So it remains to show that m(π1) ≤ 1. If not, choose an
element l′1 ∈ HomH1,ε(F )(π1, ω1,ε⊗ ξ1,ε) that is linearly independent with l1.
Set l′ = a · l′1 + l′2 with l′2 = l′1 ◦ πε(hε). Then l′ ∈ HomHε(F )(πε, ωε ⊗ ξε)
and l, l′ are linearly independent. This implies that m(πε) ≥ 2 which is a
contradiction. This completes the proof of the proposition. 
Then we prove a multiplicity formula for the model (G1,ε,H1,ε). To sim-
plify the notation, we will omit the subscript ε. We start with a lemma.
Lemma 5.3. Let π be irreducible tempered representation of G(F ) with
central character η, and let π1 be the restriction of π to G1(F ). Then we have
m(π1) = mgeom(π1) where the geometric multiplicity mgeom(π1) is defined
to be
mgeom(π1) := 2cπ1(1)+
∑
T1∈Tell(H0,1)
|W (H0,1, T1)|−1
×
∫
T1(F )/ZG1 (F )
DH1(t1)cπ1(t1)ω1(t1)
−1 dvt1.
Here cπ1(t) = cθpi1 (t) is the regular germ of θπ1 at t and dvt1 is the Haar
measure on T1(F ) such that the volume of T1(F )/ZG1(F ) is equal to 1.
Proof. Combining Proposition 5.2 with the multiplicity formula for the uni-
tary similitude group case, we have
m(π1) = 2cπ(1)+
∑
T∈Tell(H0)
|W (H0, T )|−1
×
∫
T (F )/ZG(F )
DH(t)cπ(t)ω(t)
−1(1 + ηE/F (λ(t))) dvt(5.7)
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where dvt is the Haar measure on T (F ) such that the volume of T (F )/ZG(F )
is equal to 1. For each T ∈ Tell(H0), let T1 = T ∩H0,1 which is a maximal
elliptic torus of H0,1. There is a bijection between the set Tell(H0) and the
set of quadratic extensions of F . If T corresponds to a quadratic extension
other than E, then there exist an element γ ∈ T (F ) such that T (F ) =
T1(F )ZG(F )∪ γT1(F )ZG(F ) and ker(ηE/F ◦λ|T ) = T1(F )ZG(F ). Hence we
have ∫
T (F )/ZG(F )
DH(t)cπ(t)ω(t)
−1(1 + ηE/F (λ(t))) dvt
=2
∫
T (F )/ZG(F )
DH(t)cπ(t)ω(t)
−11T1(F )ZG(F )(t) dvt
=
∫
T1(F )/ZG1(F )
DH(t1)cπ(t1)ω(t1)
−1 dvt1
where dvt1 is the Haar measure on T1(F ) such that the volume of T1(F )/ZG1(F )
is equal to 1. If T corresponds to E, then ηE/F ◦ λ is trivial on T (F ) and
T (F ) = T1(F )ZG(F ). Hence we have∫
T (F )/ZG(F )
DH(t)cπ(t)ω(t)
−1(1 + ηE/F (λ(t))) dvt
=2
∫
T1(F )/ZG1(F )
DH(t1)cπ(t1)ω(t1)
−1 dvt1
where dvt1 is the Haar measure on T1(F ) such that the volume of T1(F )/ZG1(F )
is equal to 1. Combining the above two equations with (5.7), we have
m(π1) = 2cπ(1)+
∑
T∈Tell(H0)
|W (H0, T )|−1µ(T )
×
∫
T1(F )/ZG1 (F )
DH(t1)cπ(t1)ω(t1)
−1 dvt1
where µ(T ) is equal to 2 if T corresponds to E, and equal to 1 otherwise.
Since π1 is the restriction of π to G1(F ), we have
cπ(1) = cπ1(1) and cπ(t1) = cπ1(t1), for all t1 ∈ T1(F )reg.
Moreover it is easy to see from the definition that
DH(t1) = D
H1(t1), ω(t1) = ω1(t1), ∀t1 ∈ T1(F ).
Hence we have
m(π1) = 2cπ1(1)+
∑
T∈Tell(H0)
|W (H0, T )|−1µ(T )
×
∫
T1(F )/ZG1 (F )
DH1(t1)cπ1(t1)ω1(t1)
−1 dvt1.(5.8)
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To end the proof, we only need to describe the relations between Tell(H0)
and Tell(H0,1). There are two cases. When ηE/F (−ε) = 1, we have a sur-
jective map from Tell(H0,1) to the set of all the quadratic extensions of F .
The fiber of this map has two elements at E, and has one element at all the
other quadratic extensions. If T ′1 ∈ Tell(H0,1) maps to a quadratic extension
other than E, let T ∈ Tell(H0) corresponds to the same quadratic extension.
Then T1 = T ∩H0,1 is a maximal elliptic torus of H0,1 which is conjugated
to T ′1 and we also have |W (H0, T )| = |W (H0,1, T1)|. On the other hand,
if T ′1, T
′′
1 ∈ Tell(H0,1) are the fiber of E, we can choose two maximal el-
liptic tori T and T0 of H0 such that both T and T0 correspond to E and
T1 = T ∩ H0,1 (resp. T1,0 = T0 ∩ H0,1) is a maximal elliptic torus of H0,1
which is conjugated to T ′1 (resp. T
′′
1 ). Moreover, in this case, we also have
|W (H0, T )| = |W (H0,1, T1)| and |W (H0, T0)| = |W (H0,1, T1,0)|. The upshot
is that T and T0 are conjugated to each other in H0, but not in H0,1. Then
the lemma just follows from (5.8).
Now if ηE/F (−ε) = −1, then we have a bijection map from Tell(H0,1) to
the set of all the quadratic extensions of F . If T ′1 ∈ Tell(H0,1) maps to a
quadratic extension other than E, let T ∈ Tell(H0) corresponds to the same
quadratic extension. Then T1 = T ∩H0,1 is a maximal elliptic torus of H0,1
which is conjugated to T ′1 and we also have |W (H0, T )| = |W (H0,1, T1)|. On
the other hand, if T ′1 ∈ Tell(H0,1) maps to the quadratic extension E, let
T ∈ Tell(H0) corresponds to the quadratic extension E. Then T1 = T ∩H0,1
is a maximal elliptic torus of H0,1 which is conjugated to T
′
1. Moreover, in
this case, we have |W (H0, T )| = 2 and |W (H0,1, T1)| = 1. Then the lemma
just follows from (5.8). 
Proposition 5.4. Let π1 be an irreducible admissible tempered representa-
tion of G1(F ) with central character η1. Then m(π1) = mgeom(π1) where
the geometric multiplicity mgeom(π1) is defined in the previous lemma.
Proof. By Lemmas 2.3 and 2.4, there exists an irreducible admissible tem-
pered representation π of G(F ) with central character η such that π1 is a
direct summand of π|G1 . If π1 = π|G1 , then the multiplicity formula just
follows from Lemma 5.3. If not, by Lemma 2.2, we have π|G1 = π1⊕π2 with
π2 = π1◦Ad(g) is another irreducible tempered representation of G1(F ) with
central character η1. Here g is an element in G(F ) with λ(g) /∈ Im(NE/F ).
It is easy to see that we may choose g ∈ H0(F ). By the proof of Proposition
5.2, we have m(π1) = m(π2). By Lemma 5.3, we have
m(π1) +m(π2) = m(π|G1) = mgeom(π|G1) = mgeom(π1) +mgeom(π2).
Hence in order to prove the multiplicity formula, it is enough to show that
(5.9) mgeom(π1) = mgeom(π2).
There are two cases. When ηE/F (−ε) = −1, for any T1 ∈ Tell(H0,1),
Ad(g)T1(F ) is a maximal elliptic torus ofH0,1(F ) that isH0,1(F )-conjugated
to T1(F ) (in fact, we may even choose g properly so that Ad(g)T1(F ) =
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T1(F )). This implies that∫
T1(F )/ZG1 (F )
DH1(t1)cπ1(t1)ω1(t1)
−1 dvt1
=
∫
T1(F )/ZG1 (F )
DH1(t1)cπ2(t1)ω1(t1)
−1 dvt1.(5.10)
Meanwhile, since π2 = π1 ◦ Ad(g), we have
(5.11) cπ1(1) = cπ2(1).
Then (5.9) is a direct consequence of (5.10) and (5.11).
When ηE/F (−ε) = 1, for T1 ∈ Tell(H0,1) that maps to a quadratic exten-
sion of F that is not E, Ad(g)T1(F ) is a maximal elliptic torus of H0,1(F )
that is H0,1(F )-conjugated to T1(F ) (in fact, we may even choose g properly
so that Ad(g)T1(F ) = T1(F )). This implies that∫
T1(F )/ZG1 (F )
DH1(t1)cπ1(t1)ω1(t1)
−1 dvt1
=
∫
T1(F )/ZG1 (F )
DH1(t1)cπ2(t1)ω1(t1)
−1 dvt1.(5.12)
On the other hand, let T1, T
′
1 ∈ Tell(H0,1) be the fiber of E under the surjec-
tive map from Tell(H0,1) to the set of quadratic extensions of F . Then
Ad(g)T1(F ) (resp. Ad(g)T
′
1(F )) is a maximal elliptic torus of H0,1(F )
that is H0,1(F )-conjugated to T
′
1(F ) (resp. T1(F )). This implies that
|W (H0,1, T1)| = |W (H0,1, T ′1)| and∫
T1(F )/ZG1 (F )
DH1(t1)cπ1(t1)ω1(t1)
−1 dvt1 +
∫
T ′1(F )/ZG1 (F )
DH1(t′1)cπ1(t
′
1)ω1(t
′
1)
−1 dvt
′
1
=
∫
T1(F )/ZG1 (F )
DH1(t1)cπ2(t1)ω1(t1)
−1 dvt1 +
∫
T ′1(F )/ZG1 (F )
DH1(t′1)cπ2(t
′
1)ω1(t
′
1)
−1 dvt
′
1.
(5.13)
Finally since π2 = π1 ◦Ad(g), we have
(5.14) cπ1(1) = cπ2(1).
Then (5.9) is a direct consequence of (5.12), (5.13) and (5.14). This finishes
the proof of the proposition. 
Now we are ready to prove Theorem 1.2. The argument is similar to the
unitary similitude group case. For i = 1, 2, fix εi ∈ F× with ηE/F (εi) =
(−1)i−1 as before. Let Πφ = Πφ(G1,ε1) ∪ Πφ(G1,ε2) be a local tempered
Vogan L-packet of U6(F ). Our goal is to show that
(5.15)
2∑
i=1
∑
π1,εi∈Πφ(G1,εi )
m(π1,εi) = 2.
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By the multiplicity formula in Proposition 5.4, we have
2∑
i=1
∑
π1,εi∈Πφ(G1,εi )
m(π1,εi) =
2∑
i=1
∑
π1,εi∈Πφ(G1,εi )
(
2cπ1,εi (1)
+
∑
Ti∈Tell(H0,1,εi )
ν(Ti)
∫
Ti(F )/ZG1,εi
(F )
DH1,εi (ti)cπ1,εi (ti)ω
−1
1,εi
(ti) dti


where ν(Ti) = |W (H0,1,εi, Ti)|−1vol(Ti(F )/ZG1,εi (F ))−1. By the same argu-
ment as in the proof of Theorem 4.7, together with Theorem 2.1 (2) and
(3), we can show that
2∑
i=1
∑
π1,εi∈Πφ(G1,εi )
cπ1,εi (1) = 1,
2∑
i=1
∑
π1,εi∈Πφ(G1,εi )
∑
Ti∈Tell(H0,1,εi )
ν(Ti)
∫
Ti(F )/ZG1,εi
(F )
DH1,εi (ti)cπ1,εi (ti)ω
−1
1,εi
(ti) dti = 0.
This proves (5.15) and finishes the proof of Theorem 1.2.
To summarize, we have reduced the proofs of the main theorems (i.e.
Theorem 1.1 and 1.2) to the proof of the trace formula in Theorem 4.4.
6. The proof of the spectral side of the trace formula
In this section, we will prove the trace formula. Since the geometric side
of the trace formula has already been proved in Section 4.3, we only need to
consider the spectral side. As in the previous sections, we will use (G,H)
to denote (Gε,Hε) and use ω ⊗ ξ to denote ωε ⊗ ξε.
6.1. Explicit intertwining operator Lπ. By Lemma 3.3, for all f ∈
C(ZG(F )\G(F ), η−1), the integral∫
ZH(F )\H(F )
f(h)ω ⊗ ξ(h) dh
is absolutely convergent and defines a continuous linear form on the space
C(ZG(F )\G(F ), η−1).
Proposition 6.1. (1) The linear form
f ∈ C(ZG(F )\G(F ), η−1)→
∫
ZH (F )\H(F )
f(h)ω ⊗ ξ(h) dh
can be extended continuously to Cw(ZG(F )\G(F ), η−1). We will use
PH,ω⊗ξ : f ∈ Cw(ZG(F )\G(F ), η−1)→
∫ ∗
ZH(F )\H(F )
f(h)ω ⊗ ξ(h) dh
to denote this continuous linear form.
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(2) For all f ∈ Cw(ZG(F )\G(F ), η−1), and h0, h1 ∈ H(F ), we have
PH,ω⊗ξ(L(h0)R(h1)f) = ω ⊗ ξ(h0h−11 )PH,ω⊗ξ(f)
where R (resp. L) is the right (resp. left) translation.
Proof. This proof is very similar to the GR case (Proposition 5.1 and Lemma
5.2 of [Wan16]), and we will skip it here. 
Let π be a tempered representation of G(F ) with central character η. For
all T ∈ End(π)∞, define
Lπ(T ) = PH,ξ(tr(π(g−1)T )) =
∫ ∗
ZH (F )\H(F )
tr(π(h−1)T )ω ⊗ ξ(h) dh.
By Proposition 6.1, the map Lπ : End(π)∞ → C is a continuous linear form
in End(π)−∞. Here End(π)−∞ is the topological dual of End(π)∞ endowed
with the strong topology. By Proposition 6.1, for any h, h′ ∈ H(F ), we have
(6.1) Lπ(π(h)Tπ(h′)) = ω ⊗ ξ(hh′)Lπ(T ).
For e, e′ ∈ π, define Te,e′ ∈ End(π)∞ to be the map e0 ∈ π 7→ (e0, e′)e. Set
Lπ(e, e′) = Lπ(Te,e′). Then
Lπ(e, e′) =
∫ ∗
ZH(F )\H(F )
(e, π(h)e′)ω ⊗ ξ(h) dh.
If we fix e′, by (6.1), the map e ∈ π → Lπ(e, e′) belongs to HomH(π, ω⊗ ξ).
Since Span{Te,e′ : e, e′ ∈ π} is dense in End(π)∞, we have
(6.2) Lπ 6= 0⇒ m(π) 6= 0.
Later in this subsection, we will show that the other direction also holds.
Before that, we discuss some basic properties of Lπ.
Lemma 6.2. With the notation above, the followings hold.
(1) The map π ∈ Πtemp(G, η)→ Lπ ∈ End(π)−∞ is smooth.
(2) For f ∈ C(ZG(F )\G(F ), η−1), we have∫
ZH (F )\H(F )
f(h)ω ⊗ ξ(h) dh =
∫
Πtemp(G,η)
Lπ(π(f))µ(π) dπ
with both integrals being absolutely convergent.
(3) For f ∈ Cind(ZG(F )\G(F ), η−1) and f ′ ∈ C(ZG(F )\G(F ), η), we
have∫
Πtemp(G,η)
Lπ(π(f))Lπ(π(f¯ ′))µ(π) dπ
=
∫
ZH(F )\H(F )
∫
ZH (F )\H(F )
∫
ZG(F )\G(F )
f(hgh′)f ′(g) dgω ⊗ ξ(h′) dh′ω ⊗ ξ(h) dh
where the left hand side is absolutely convergent and the right hand
side is convergent in that order but is not necessarily absolutely con-
vergent.
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Proof. The proof is similar to the GGP case (Lemma 8.2.1 of [B15]) and
the GR case (Lemma 6.2.2 of [Wan17]), so we will skip it here. The only
thing we want to point out is that the proof of (3) in both previous cases
uses the Gelfand pair condition (i.e. m(π) ≤ 1 for all irreducible tempered
representations π). But we don’t have this condition for the current model,
all we have is thatm(π) ≤ 1 for all π ∈ Πtemp(G, η)rΠ2(G, η) (see Corollary
4.10). This is why we require f ∈ Cind(ZG(F )\G(F ), η−1) in the statement
of (3) (note that in the previous two cases, the equality in (3) holds for all
f ∈ C(ZG(F )\G(F ), η−1)). 
We then study the behavior of Lπ under the parabolic induction. Let
Q¯ = MQU¯Q be a good parabolic subgroup, and τ ∈ Π2(MQ) be a discrete
series whose central character equals η on ZG(F ). Set π = I
G
Q¯
(τ). Then π is
a tempered representation of G with central character η. Let HQ¯ = H ∩ Q¯.
For T ∈ End(τ)∞, define
Lτ (T ) =
∫
ZH(F )\HQ¯(F )
tr(τ(h−1
Q¯
)T )δHQ¯(hQ¯)
1/2ω ⊗ ξ(hQ¯) dhQ¯.
The integral above is absolutely convergent by Proposition 3.5 (2) together
with the assumption that τ is a discrete series.
Proposition 6.3. With the notation above, we have
Lπ 6= 0 ⇐⇒ Lτ 6= 0.
Proof. The proof is very similar to the GR model case (Proposition 5.6 of
[Wan16]), so we will skip it here. 
The following proposition tells us the relation between Lπ and m(π).
Proposition 6.4. Let π be an irreducible tempered representation of G(F )
with central character η. Then Lπ 6= 0 ⇐⇒ m(π) 6= 0.
Proof. By (6.2), we only need to show that m(π) 6= 0 ⇒ Lπ 6= 0. From
now on, we assume that m(π) 6= 0. Fix 0 6= l ∈ HomH(F )(π, ω ⊗ ξ). For
T ∈ C∞c (Πtemp(G, η)), by the same argument as in the GR model case
(Section 5.5 of [Wan16]), we have
(6.3) l(Tπe) =
∫
H(F )\G(F )
l(π(x)e)
∫
Πtemp(G,η)
LΠ(TΠΠ(x−1))µ(Π) dΠdx
for all e ∈ π. Choose a good parabolic subgroup Q¯ = MQU¯Q of G and
τ ∈ Π2(MQ) such that π is a direct summand of π′ = IGQ¯ (τ). Let
(6.4) O = {IGQ¯ (τλ) : λ ∈ ia∗MQ,0} ⊂ Πtemp(G, η)
be the connected component containing π′. Choose e0 ∈ π such that l(e0) 6=
0, and let T0 ∈ End(π)∞ with T0(e0) = e0. We can easily find an element
T 0 ∈ C∞c (Πtemp(G, η)) such that
T 0π = T0, Supp(T
0) ⊂ O.
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By applying (6.3) to the case e = e0 and T = T
0, we know there exists
λ ∈ ia∗MQ,0 such that Lπ′λ 6= 0 where π′λ = IGQ¯(τλ). By Proposition 6.3, this
implies that Lτλ 6= 0. We need a lemma:
Lemma 6.5. For all λ ∈ ia∗MQ,0, we have
Lτ 6= 0 ⇐⇒ Lτλ 6= 0.
Proof. When the reduced model (GQ¯,HQ¯) is of Type I (defined in Page 18),
it is easy to see from the definition that the nonvanishing property of Lτ is
invariant under the unramified twist.
When the reduced model is of Type II, it is not clear from the definition
that the unramified twist will preserve the nonvanishing property. Instead,
we claim that Lτ is always nonzero in this case. In fact, since τ is a discrete
series, by the same argument as in the GR model case (i.e. Remark 5.12 of
[Wan16]), we have m(τ) 6= 0 ⇒ Lτ 6= 0. Hence it is enough to show that
the multiplicity is always nonzero for Type II reduced models. But this just
follows from Theorem 4.7. 
Back to the proof of the proposition. The lemma above implies that
Lτ 6= 0. Together with Proposition 6.3, we have Lπ′ 6= 0. Since π is a direct
summation of π′, we can write π′ as π ⊕ π0. If Lπ0 6= 0, then m(π0) 6= 0
which implies that m(π′) = m(π) + m(π0) ≥ 2. Meanwhile, by Corollary
4.10, we know that m(π′) ≤ 1. So we get a contradiction. Hence we have
Lπ0 = 0. But since Lπ′ 6= 0, we have Lπ 6= 0. This finishes the proof of the
proposition. 
Now we are ready to prove Theorem 4.11 by assuming Proposition 4.8
holds. We first recall the statement of the theorem. Let Q¯ = MQU¯Q be a
good parabolic subgroup of G, and let τ be an admissible tempered represen-
tation MQ(F ) whose central character equals η on ZG(F ). Set π = I
G
Q¯
(τ).
Our goal is to show that m(π) = m(τ). Without loss of generality, we can
assume that τ is irreducible. By Theorem 4.7 and Proposition 4.8, it is
enough to show that
(6.5) m(τ) 6= 0⇒ m(π) 6= 0.
By applying the same argument in this section to the reduced models, we can
define the operator Lτ via a regularized integral and we can prove analogy
results of Proposition 6.3 and Theorem 6.4 for the reduced models. As a
result, we have
m(τ) 6= 0 ⇐⇒ Lτ 6= 0 ⇐⇒ Lπ 6= 0 ⇐⇒ m(π) 6= 0.
This proves (6.5) and finishes the proof of Theorem 4.11.
To end this subsection, we prove a proposition that will be used later in
the proof of the spectral side of the trace formula.
Proposition 6.6. Let K ⊂ Πtemp(G, η) be a compact subset. Then there
exists an element T ∈ C(Πtemp(G, η)) such that Lπ(Tπ) = m(π) for all
π ∈ K.
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Proof. It is enough to show that for all π′ ∈ Πtemp(G, η), there exists T ∈
C(Πtemp(G, η)) such that Lπ(Tπ) = m(π) for all π in some neighborhood of
π′ in Πtemp(G, η). If π
′ is a discrete series, by Theorem 6.4, we can find
T ′ ∈ End(π′)∞ such that Lπ′(T ′) = m(π′). Then we just need to take any
T ∈ C(Πtemp(G, η)) with Tπ′ = T ′.
If π′ is not a discrete series, we can find a good parabolic subgroup Q¯ =
MQU¯Q of G and τ ∈ Π2(MQ) such that π′ = IGQ¯(τ). Let O = {IGQ¯ (τλ) : λ ∈
ia∗MQ,0} be the connected component containing π′. We first show that
(1): The multiplicity is constant on O (i.e. m(π) = m(π′) for all π ∈ O).
By Theorem 4.11, it is enough to show that the multiplicity m(τ) of the
reduced model (GQ¯,HQ¯) is invariant under unramified twist. When the
reduced model is of Type I, this just follows from the definition. If the
reduced model is of Type II, by Theorem 4.7, the multiplicity is always
equal to 1 and hence invariant under the unramified twist. This proves (1).
Now ifm(π′) = 0, thenm(π) = 0 for all π ∈ O and we can just take T = 0.
If m(π′) 6= 0, by the discussion above together with Corollary 4.10, we know
that m(π) = 1 for all π ∈ O. By Theorem 6.4, we can find T ′ ∈ End(π′)∞
such that Lπ′(T ′) 6= 0. Let T 0 ∈ C(Πtemp(G, η)) be an element with T 0π′ = T ′.
By Lemma 6.2(1), the function π → Lπ(T 0π ) is a smooth function. The value
at π′ is just Lπ′(T ′) 6= 0. Hence we can find a smooth compactly supported
function ϕ on Πtemp(G, η) such that ϕ(π)Lπ(T 0π ) = 1 for all π belonging to
a small neighborhood of π′. Then we just need to take T = ϕT 0 and this
finishes the proof of the Proposition. 
6.2. The proof of the spectral side of the trace formula. In this
subsection, we will prove the spectral side of the trace formula. Since we
only know m(π) ≤ 1 for π ∈ Πtemp(G)rΠ2(G), we need to divide the proof
into two steps.
Step 1: We first prove the spectral side of the trace formula for f ∈
◦C(ZG(F )\G(F ), η−1). For such f , the spectral side only contains discrete
series. By a similar argument as in the Galois model case (Section 3 of
[B17]), we can prove the trace formula without using the multiplicity one
assumption.
Step 2: We then prove the trace formula for f ∈ Cind,scusp(ZG(F )\G(F ), η−1).
For this kind of test functions, the spectral side will only contain tempered
representations which are not discrete series. But for these representations,
the multiplicity one assumption holds by Corollary 4.10. Hence we can prove
the trace formula by the same argument as in the GGP case and the GR
case.
We start with Step 1. For π ∈ Π2(G, η), let
Bπ : π × π∨ → C
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be the bilinear form defined by
Bπ(v, v∨) :=
∫
ZH (F )\H(F )
〈v, π(h)v∨〉(ω ⊗ ξ)(h) dh, (v, v∨) ∈ π × π∨.
Note that the integral above is absolutely convergent by Lemma 3.3. It is
easy to see from the definition that Bπ descents to a bilinear pairing
Bπ : πω⊗ξ × π∨(ω⊗ξ)−1 → C
where πω⊗ξ (resp. π
∨
(ω⊗ξ)−1) is the (H,ω ⊗ ξ)-coinvariant spaces (resp.
(H, (ω ⊗ ξ)−1)-coinvariant) of π (resp. π∨).
Proposition 6.7. Bπ induces a perfect pairing between πω⊗ξ and π∨(ω⊗ξ)−1 .
Proof. This proposition follows from exactly the same argument as Propo-
sition 3.2.1 of [B17] after we establish the next lemma.
Lemma 6.8. For all l ∈ HomH(π, ω⊗ξ), v ∈ π and f ∈ C(ZG(F )\G(F ), η−1),
the integrals∫
H(F )\G(F )
|l(π(x)v)|2 dx and
∫
ZG(F )\G(F )
f(g)l(π(g)v) dg
are absolutely convergent. Moreover, we have
(6.6) l(π(f)v) =
∫
ZG(F )\G(F )
f(g)l(π(g)v) dg.
Proof. By a similar argument as in the GGP case (Lemma 8.3.1 of [B15])
or the GR case (Lemma 6.2.3 of [Wan17]), we have
(6.7) |l(π(x)e)| ≪ ΞH\G(x)σH\G(x)−d
for all e ∈ π and x ∈ H(F )\G(F ). Note that both loc. cit. considered all
tempered representations, and hence the right hand side in both loc. cit. is
ΞH\G(x)σH\G(x)
d. Here since we only consider discrete series, we can have
better bound on the right hand side (i.e. ΞH\G(x)σH\G(x)
−d). Combining
(6.7) with Proposition 3.4, we know that both integrals in the lemma are
absolutely convergent. Finally, (6.6) follows from the standard argument
as in the GGP case (Section 8.5 of [B15]) and the GR case (Section 6.5 of
[Wan17]). 

Now we are ready to prove the spectral side of the trace formula for
f ∈ ◦C(ZG(F )\G(F ), η−1). We fix such a test function f . Without loss of
generality, we may assume that there exist π ∈ Π2(G,χ), v ∈ π and v∨ ∈ π∨
such that f(g) = 〈v, π(g)v∨〉. Then the spectral side becomes
Ispec(f) = tr(π(f))m(π¯) = tr(π(f))m(π).
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For x, y ∈ G(F ), define
Kf (x, y) =
∫
ZH (F )\H(F )
f(x−1hy)ω ⊗ ξ(h) dh.
Then we have
Kf (x, y) = Bπ(π(x)v, π∨(y)v′) and Kf (x, x) = I(f, x).
Let N = m(π) and let v1, · · · , vN be vectors in π whose images in πω⊗ξ
form a basis. We then let v∨1 , · · · , v∨N be vectors in π∨ whose images in
π∨(ω⊗ξ)−1 form the dual basis under the pairing Bπ. As in the Galois model
case (Section 3 of [B17]), we have
I(f) =
∫
H(F )\G(F )
I(f, x) dx =
∫
H(F )\G(F )
Bπ(π(x)v, π∨(x)v′) dx
=
N∑
i=1
∫
H(F )\G(F )
Bπ(π(x)v, v∨i )Bπ(vi, π∨(x)v′) dx
=
N∑
i=1
∫
ZG(F )\G(F )
〈π(g)v, v∨i 〉Bπ(vi, π∨(g)v∨) dg
=
N∑
i=1
〈v, v∨〉
d(π)
Bπ(vi, v∨i ) = tr(π(f)) ·N = tr(π(f))m(π)
where d(π) is the formal degree of π. This proves the spectral side of the
trace formula for all f ∈ ◦C(ZG(F )\G(F ), η−1).
Now it remains to consider the case when f ∈ Cind,scusp(ZG(F )\G(F ), η−1).
We fix such a function f . Then the spectral side does not contain discrete
series. By Corollary 4.10, we have the Gelfand pair condition for all the
representations appear in the spectral side. As a result, we can prove the
trace formula by a similar argument as in the GGP case and the GR case.
To be specific, for f ′ ∈ C(ZG(F )\G(F ), η), define
Kf,f ′(g1, g2) =
∫
ZG(F )\G(F )
f(g−11 gg2)f
′(g) dg, g1, g2 ∈ G(F ),
KHf,f ′(x, y) =
∫
ZH (F )\H(F )
∫
ZH (F )\H(F )
Kf,f ′(h
−1
1 x, h2y)ω ⊗ ξ(h1h2) dh, x, y ∈ G(F ),
Jaux(f, f
′) =
∫
H(F )\G(F )
KHf,f ′(x, x) dx.
Proposition 6.9. All three integrals above are absolutely convergent. More-
over, we have
(6.8) KHf,f ′(x, y) =
∫
Πtemp(G,η)
Lπ(π(x)π(f)π(y−1))Lπ(π(f ′))µ(π) dπ,
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(6.9) Jaux(f, f
′) =
∫
X (G,η)
D(π)θf (π)Lπ(π(f ′)) dπ.
Proof. The proof is very similar to the GGP case (Proposition 9.2.1 and
9.2.2 of [B15]) and the GR case (Proposition 8.2.2 and 8.2.3 of [Wan17]), we
will skip it here. The only thing we want to point out is that the proof of
(6.8) uses Lemma 6.2(3) whose proof uses the Gelfand pair condition. This
is why we need to require f ∈ Cind,scusp(ZG(F )\G(F ), η−1). 
Now we are ready to prove the trace formula. By Lemma 6.2(2), together
with the fact that f ∈ Cind,scusp(ZG(F )\G(F ), η−1), we have
(6.10) I(f, x) =
∫
Πtemp(G,η)rΠ2(G,η)
Lπ(π(x)π(f)π(x)−1)µ(π) dπ.
By Proposition 6.6, there exists a function f ′ ∈ C(ZG(F )\G(F ), η) such that
Lπ(π(f ′)) = m(π)
for all π ∈ Πtemp(G, η) with π(f) 6= 0 (note that π(f) 6= 0 will imply
π ∈ Πtemp(G, η) r Π2(G, η)). We fix such a function f ′. By Theorem 6.4
and Corollary 4.10, for all π ∈ Πtemp(G, η) r Π2(G, η)), Lπ 6= 0 if and only
if m(π) = 1. Then (6.10) becomes
I(f, x) =
∫
π∈Πtemp(G,η)rΠ2(G,η))
Lπ(π(x)π(f)π(x)−1)Lπ(π(f ′))µ(π) dπ.
Combining with Proposition 6.9, we have I(f, x) = KHf,f ′(x, x). Therefore
I(f) = Jaux(f, f
′). Applying Proposition 6.9 again, together with the fact
that Lπ(π(f ′)) = m(π) = m(π¯), we have
I(f) = Jaux(f, f
′) =
∫
X (G,η)
D(π)θf (π)m(π¯) dπ = Ispec(f).
This finishes the proof of the spectral side of the trace formula.
Appendix A. The proof of Proposition 4.8
A.1. Some reduction. We first recall the notation and the statement of
the proposition. Let Q¯ =MQU¯Q be a good parabolic subgroup of G, and τ
be an admissible tempered representation ofMQ(F ) whose central character
equals η on ZG(F ). Set π = I
G
Q¯
(τ). Our goal is to show that
(A.1) m(π) ≤ m(τ).
Here m(π) is the multiplicity for the model (G,H) and m(τ) is the multi-
plicity for the reduced model (GQ¯,HQ¯). We will apply the orbit method to
prove (A.1). To simplify our notation, we assume that the characters η and
ω are trivial. The argument for the general case (i.e. when the characters
are nontrivial) will be exactly the same as this case.
First we consider the analogue of (A.1) for reduced models. LetMQU¯Q =
Q¯ ⊂ Q¯′ =M ′QU¯ ′Q be two good parabolic subgroups, and let (GQ¯′ ,HQ¯′), (GQ¯,HQ¯)
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be the associated reduced models. Given an admissible tempered represen-
tation τ of MQ¯(F ), set τ
′ = I
M ′
Q
Q¯∩M ′
Q
(τ) which is an admissible tempered
representation of M ′
Q¯
(F ). Let m(τ) and m(τ ′) be the multiplicity of the
reduced models (GQ¯,HQ¯) and (GQ¯′ ,HQ¯′) respectively. Then the analogue
of (A.1) for reduced models is just
(A.2) m(τ ′) ≤ m(τ).
The proof of (A.2) follows from the same, but easier arguments as the proof
of (A.1). Hence by induction, we will assume that (A.2) holds for all good
parabolic subgroups Q¯ ⊂ Q¯′.
Then we reduce the proof of (A.1) to the case when Q¯ is a maximal
parabolic subgroup. In general, if Q¯ is not a maximal parabolic subgroup,
we can find a good maximal parabolic subgroup Q¯′ = M ′QU¯
′
Q with Q¯ ⊂ Q¯′.
Let τ ′ = I
M ′Q
Q¯∩M ′
Q
(τ) be an admissible tempered representation of M ′Q(F ) and
let m(τ ′) be the multiplicity for the reduced model (GQ¯′ ,HQ¯′). Then we
have π = IG
Q¯′
(τ ′). Once we have proved (A.1) for all maximal parabolic
subgroups, we have m(π) ≤ m(τ ′). By (A.2), we also have m(τ ′) ≤ m(τ).
This proves (A.1) for the parabolic subgroup Q¯. So from now on, we can
assume that Q¯ is a maximal good parabolic subgroup. Also by Remark 4.9,
we may also assume that τ is irreducible.
Since G/H is a spherical variety, the double coset Q¯(F )\G(F )/H(F ) only
contains finitely many elements, and we denote it by {Q¯γiH : 1 ≤ i ≤ k}.
By the geometric lemma of Bernstein-Zelevinsky in [BZ77], we may reorder
γi such that
Yi = ∪ij=1Q¯(F )γjH(F )
is an open subset of G(F ) for all 1 ≤ i ≤ k. Since Q¯ is a good parabolic
subgroup, we may assume that γ1 = 1.
With the filtration above, for 1 ≤ i ≤ k, define
Vi = {f ∈ IGQ¯ (τ) : supp(f) ⊂ Yi}.
Then we have V1 ⊂ V2 ⊂ · · · ⊂ Vk = π and Vi is H(F )-invariant for all i. In
particular, this implies that
(A.3) m(π) = dim(HomH(F )(π, ξ)) ≤
k∑
i=1
dim(HomH(F )(Vi/Vi−1, ξ)).
Here V0 = {0}. Moreover, for any 1 ≤ i ≤ k, it is easy to see that the map
f ∈ Vi 7→ φf (h) := f(yih)
is an isomorphism between Vi/Vi−1 and ind
H
Hi
(δ
1/2
P τ
γi |Hi) (indHHi is the
compact induction). Here Hi = H(F ) ∩ γ−1i Q¯(F )γi = γ−1i Qi(F )γi with
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Qi(F ) = Q¯(F ) ∩ γiH(F )γ−1i . By reciprocity law, we have
(A.4) HomH(F )(Vi/Vi−1, ξ) ≃ HomQi(F )(τ, (δQiδ−1/2Q¯ )⊗ γiξ)
where the character γiξ is defined by γiξ(q) := ξ(γ−1i qγi) for q ∈ Qi(F ).
Here we view τ as a representation of Q¯(F ) by making it trivial on U¯Q(F ).
Proposition A.1. With the notation above, we have
m(τ) = dim(HomH(F )(V1, ξ)).
Proof. Since γ1 = 1, we have Q1 = H ∩ Q¯ = HQ¯. By (A.4), we have
HomH(F )(V1, ξ) ≃ HomHQ¯(F )(τ, (δHQ¯δ
−1/2
Q¯
)⊗ ξ|HQ¯).
By Proposition 3.5, δQ¯|HQ¯ = δHQ¯ . Hence we have
dim(HomH(F )(V1, ξ)) = dim(HomHQ¯(F )(τ, δ
1/2
HQ¯
⊗ ξ|HQ¯)) = m(τ)
where the last equality is the definition of m(τ). 
The following proposition will be proved in the next subsection.
Proposition A.2. With the notation above, for all 2 ≤ i ≤ k, we have
HomH(F )(Vi/Vi−1, ω) = HomQi(F )(τ, (δQiδ
−1/2
Q¯
)⊗ γiξ) = {0}.
In other words, all the non-open orbits are not distinguished.
Combine Proposition A.1 and A.2 with the inequality (A.3), we have
m(π) ≤ dim(HomH(F )(V1, ξ)) = m(τ).
This proves (A.1). Hence it remains to prove Proposition A.2.
A.2. The proof of Proposition A.2. In this subsection, we are going to
prove Proposition (A.2). In other words, we need to show that the repre-
sentation τ of Q¯(F ) is not (Qi, (δQiδ
−1/2
Q¯
)⊗ γiξ)-distinguished for 2 ≤ i ≤ k
(i.e. all the non-open orbits of Q¯(F )\G(F )/H(F ) are not distinguished).
We will only study the quasi-split case here, and the non quasi-split case
follows from a similar but easier argument (this is because there are less or-
bits in Q¯(F )\G(F )/H(F ) for the non quasi-split case). To simplify the
computation, we will use the matrix w2n instead of J2n,ε to define the
even unitary similitude group, and we set GUn,n = GU(w2n) (in partic-
ular, G(F ) = GU3,3(F )). Since Q¯ is a maximal parabolic subgroup, its Levi
part MQ(F ) is isomorphic to GL2(E) × GU1,1(F ), GL1(E) × GU2,2(F ) or
GL3(E)×GL1(F ).
We first consider the case when MQ(F ) ≃ GL2(E) × GU1,1(F ). In
this case, we may just take Q¯ = P¯ and MQ = M where P¯ is the par-
abolic subgroup opposite to P and P = MU is the standard parabolic
subgroup of G defined in the introduction. We need to compute the double
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coset P¯ (F )\G(F )/H(F ). By the Bruhat decomposition, the double coset
P¯ (F )\G(F )/P (F ) contains 5 elements {P¯ (F )viP (F )| 1 ≤ i ≤ 5} with
v1 = I6, v2 = w(653421), v3 = w(623451), v4 = w(351624), v5 = w(321654).
Here we are using partitions to denote the Weyl elements. To be specific,
w(s1,··· ,sn) is the n-by-n matrix with entries 1 in the (sk, k) positions (1 ≤
k ≤ n) and 0 elsewhere. Then we need to break the orbit P¯ (F )viP (F ) into
orbits in P¯ (F )\G(F )/H(F ).
For i = 1, 2, it is easy to see that M(F ) ⊂ P (F ) ∩ v−1i P¯ (F )vi. To-
gether with the fact that P (F ) = M(F )H(F ), we have P¯ (F )viP (F ) =
P¯ (F )viH(F ) for i = 1, 2. For i = 3, M(F ) ∩ v−1i P¯ (F )vi ≃ BGL2(F ) ×
GU1,1(F ) where BGL2(F ) is the upper triangular Borel subgroup of GL2(E).
Since the double coset
BGL2(F )×GU1,1(F )\GL2(E) ×GU1,1(F )/GU1,1(F )∆
contains two orbits that are represented by I2 × I2 and ( 1 01 1 )× I2, we have
P¯ (F )v3P (F ) = P¯ (F )v31H(F ) ∪ P¯ (F )v32H(F ) with
v31 = v3, v32 = v3 · diag(
(
1 0
1 1
)
, I2,
(
1 0
−1 1
)
).
Similarly, since the double coset
BGL2(F )× B¯0(F )\GL2(E)×GU1,1(F )/GU1,1(F )∆
contains three elements that are represented by I2 × I2, I2 × ( 0 11 0 ) and
( 1 01 1 )× I2 where B¯0(F ) is the lower triangular Borel subgroup of GU1,1(F ),
we have
P¯ (F )v4P (F ) = P¯ (F )v41H(F ) ∪ P¯ (F )v42H(F ) ∪ P¯ (F )v43H(F )
P¯ (F )v5P (F ) = P¯ (F )v51H(F ) ∪ P¯ (F )v52H(F ) ∪ P¯ (F )v53H(F )
with
v41 = v4, v42 = v4 · diag(
(
1 1
0 1
)
, I2,
(
1 −1
0 1
)
), v43 = v4 · w(124356),
v51 = v5, v52 = v5 · diag(
(
1 0
1 1
)
, I2,
(
1 0
−1 1
)
), v53 = v5 · w(124356).
To summarize, the double coset P¯ (F )\G(F )/H(F ) contains 10 orbits {P¯ (F )γiH(F )| 1 ≤
i ≤ 10} with
γ1 = I6, γ2 = w(653421), γ3 = w(623451), γ4 = w(623451) · diag(
(
1 0
1 1
)
, I2,
(
1 0
−1 1
)
),
γ5 = w(351624), γ6 = w(351624) · diag(
(
1 1
0 1
)
, I2,
(
1 −1
0 1
)
), γ7 = w(351624) · w(124356),
γ8 = w(321654), γ9 = w(321654) · diag(
(
1 0
1 1
)
, I2,
(
1 0
−1 1
)
), γ10 = w(321654) · w(124356).
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Now we are ready to prove Proposition A.2 for this case. For 2 ≤ i ≤ 10,
we need to show that
(A.5) HomQi(F )(τ, (δQiδ
−1/2
Q¯
)⊗ γiξ) = {0}
with Qi(F ) = P¯ (F ) ∩ γiH(F )γ−1i . For 2 ≤ i ≤ 9, one can easily show that
the character (δQiδ
−1/2
Q¯
)⊗ γiξ of Qi(F ) is nontrivial on U¯(F ) ∩ γiH(F )γ−1i ,
and then this proves (A.5) as the representation τ of P¯ (F ) is trivial on U¯(F ).
So it remains to consider the last orbit P¯ (F )γ10H(F ). In this case, the
character will be trivial on the unipotent part U¯(F ) ∩ γ10H(F )γ−110 . Hence
we can get rid of this part. So it remains to consider the reductive part
(M(F ),M(F ) ∩ γ10H(F )γ−110 ). By an easy computation of the intersection
and the character, it is enough for us to show that as a representation of
M(F ) ≃ GL2(E)×GU1,1(F ), τ = τ1⊗τ2 is not (M ′, ξ′)-distinguished where
M ′(F ) ={m(a, b, x, y) =
(
b 0
x b
)
×
(
a y
0 b
)
:
a, b ∈ E×, x, y ∈ E with a
b
∈ F× and y
a
∈ √αF}
and the character ξ′ is defined to be
ξ′(m(a, b, x, y)) = |a
b
|2ψ(trE/F (
x
b
)).
Here the |ab |2-part comes from the modular character and the ψ(trE/F (xb ))-
part comes from the character ξ. After we modulo the center, it is enough
to show that τ is not (M ′′, ξ′′)-distinguished where
M ′′(F ) = {m′(a, x, y) =
(
1 0
x 1
)
×
(
a y
0 1
)
: a ∈ F×, x ∈ E, y ∈ √αF}
and ξ′′(m′(a, x, y)) = |a|2ψ(trE/F (x)).
Let B0 = T0N0 be the upper triangular Borel subgroup of GU1,1(F ) and
let JN0(τ2) be the Jacquet module of τ2 with respect to N0(F ). Then in
order to show τ = τ1 ⊗ τ2 is not (M ′, ξ′)-distinguished, it is enough to show
that as a representation of GL2(E)×T0(F ), the representation τ1⊗ JN0(τ2)
is not (M0(F ), ξ0)-distinguished where
M0(F ) = {m0(a, x) =
(
1 0
x 1
)
×
(
a 0
0 1
)
: a ∈ F×, x ∈ E},
ξ0(m0(a, x)) = |a|2ψ(trE/F (x)).
If τ2 is supercuspidal, JN0(τ2) = 0 and hence τ1⊗JN0(τ2) is not (M0(F ), ξ0)-
distinguished. When τ2 is a discrete series, JN0(τ2) is a one dimension
representation of T0(F ) with
|JN0(τ1)(
(
a 0
0 b
)
)| = |a
b
|, a, b ∈ E×, a
b
∈ F×.
43
This implies that τ1 ⊗ JN0(τ2) is not (M0(F ), ξ0)-distinguished. When τ2 is
a tempered representation but not a discrete series, JN0(τ2) = η1⊕η2 where
ηi are characters of T0(F ) with
|ηi(
(
a 0
0 b
)
)| = |a
b
|1/2, a, b ∈ E×, a
b
∈ F×.
This implies that τ1 ⊗ JN0(τ2) is not (M0(F ), ξ0)-distinguished. To sum-
marize, we have proved Proposition A.2 when MQ(F ) is isomorphic to
GL2(E)×GU1,1(F ).
Then we consider the case whenMQ(F ) ≃ GL3(E)×GL1(F ). In this case,
we may choose Q¯(F ) to be the parabolic subgroup of GU3,3(F ) containing
the lower Borel subgroup such that its Levi part is isomorphic to GL3(F )×
GL1(F ). By a similar argument as in the previous case, we can show that the
double coset Q¯(F )\G(F )/H(F ) contains 5 orbits {Q¯(F )γiH(F )| 1 ≤ i ≤ 5}
with
γ1 = I6, γ2 = w(654321), γ3 = w(623451),
γ4 = w(623451) · diag(
(
1 0
1 1
)
, I2,
(
1 0
−1 1
)
), γ5 = w(623451) · w(124356).
For 2 ≤ i ≤ 5, we need to show that
(A.6) HomQi(F )(τ, (δQiδ
−1/2
Q¯
)⊗ γiξ) = {0}
with Qi(F ) = Q¯(F ) ∩ γiH(F )γ−1i . The argument is similar to the previous
case. For 2 ≤ i ≤ 4, one can easily show that the character (δQiδ−1/2Q¯ )⊗ γiξ
of Qi(F ) is nontrivial on U¯Q(F ) ∩ γiH(F )γ−1i , and then this proves (A.6)
as the representation τ is trivial on U¯Q(F ). So it remains to consider the
last orbit Q¯(F )γ5H(F ). In this case, the character will be trivial on the
unipotent part U¯Q(F ) ∩ γ5H(F )γ−15 . Hence we can get rid of this part. So
it remains to consider the reductive part (MQ(F ),MQ(F )∩γ5H(F )γ−15 ). By
an easy computation of the intersection and the character, it is enough for
us to show that as representation of M(F ) ≃ GL3(E)×GL1(F ), τ = τ1⊗ τ2
is not (M ′, ξ′)-distinguished where
M ′(F ) = {m(a, b, x, y, z) = (a)×

b x z0 b y
0 0 b

 : a ∈ F×, b ∈ E×, x, y, z ∈ E}
and the character ξ′ is defined by
ξ′(m(a, b, x, y, z)) = |bb¯
a
|1/2ψ(trE/F (
x
b
+
y
b
)).
Here the | bb¯a |1/2-part comes from the modular character and the ψ(trE/F (xb+
y
b ))-part comes from the character ξ. But this is trivial since τ is a tem-
pered (and hence unitary) representation. This proves Proposition A.2 when
MQ(F ) is isomorphic to GL3(E)×GL1(F ).
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Finally we consider the case when MQ(F ) ≃ GL1(E)×GU2,2(F ). In this
case, let Q′(F ) be the parabolic subgroup of GU3,3(F ) containing the lower
Borel subgroup such that its Levi part is isomorphic to GL1(E)×GU2,2(F ).
Then we can choose Q¯(F ) to be δQ′(F )δ−1 with
δ = diag(
(
1 1
0 1
)
, I2,
(
1 −1
0 1
)
).
By a similar argument as in the previous cases, we can show that the double
coset Q¯(F )\G(F )/H(F ) contains 5 orbits {Q¯(F )γiH(F )| 1 ≤ i ≤ 5} with
γ1 = I6, γ2 = δw(623451) , γ3 = δw(623451)δ, γ4 = δw(321654) , γ5 = δ.
For 2 ≤ i ≤ 5, we need to show that
(A.7) HomQi(F )(τ, (δQiδ
−1/2
Q¯
)⊗ γiξ) = {0}.
The argument is similar to the previous cases. For 2 ≤ i ≤ 4, one can
easily show that the character (δQiδ
−1/2
Q¯
) ⊗ γiξ of Qi(F ) is nontrivial on
U¯Q(F )∩ γiH(F )γ−1i , and this proves (A.7) as the representation τ is trivial
on U¯Q(F ). So it remains to consider the last orbit Q¯(F )γ5H(F ). In this
case, the character will be trivial on the unipotent part U¯Q(F )∩γ5H(F )γ−15 .
Hence we can get rid of this part. So it remains to consider the reductive part
(MQ(F ),MQ(F )∩γ5H(F )γ−15 ). By an easy computation of the intersection
and the character, it is enough for us to show that as a representation of
M(F ) ≃ GL1(E)×GU2,2(F ), τ = τ1⊗τ2 is not (M ′, ξ′)-distinguished where
M ′(F ) ={m(a, b, x,X) = (a)×


b x 0 0
0 b 0 0
0 0 a −ax¯
b¯
0 0 0 a


(
I2 X
0 I2
)
:
a, b ∈ E×, x ∈ E,X ∈Mat2×2(E) with a
b
∈ F×, w2X¯w2 + tX = 0},
and the character ξ′ is defined by
ξ′(m(a, b, x,X)) = | b
a
|3/2ψ(trE/F (
x
b
)).
Here the | ba |3/2-part comes from the modular character and the ψ(trE/F (xb ))-
part comes from the character ξ. Let Q0 = L0N0 be the standard par-
abolic subgroup of GU2,2(F ) with L0(F ) ≃ GL2(E) × GL1(F ) and let
JN0(τ2) be the Jacquet model of τ2 which is a representation of L0(F ) =
{diag(λg,w2tg¯−1w2) : g ∈ GL2(E), λ ∈ F×}. Then in order to show τ =
45
τ1⊗ τ2 is not (M ′, ξ′)-distinguished, it is enough to show that as a represen-
tation of GL1(E)×L0(F ), the representation τ1⊗JN0(τ2) is not (M0(F ), ξ0)-
distinguished where
M0(F ) ={m0(a, b, x) =
(
a
)× diag((b x
0 b
)
,
(
a −ax¯
b¯
0 a
)
) :
a, b ∈ E×, x ∈ E with a
b
∈ F×},
ξ0(m0(a, b, x)) =| b
a
|3/2ψ(trE/F (
x
b
)).
We decompose JN0(τ2) as ⊕ki=1τ2,i based on the central character (i.e. the
center of L0(F ) acts by scalar on τ2,i and the central characters of τ2,i and
τ2,j are different for any i 6= j). We use χi to denote the central character of
τ2,i. Since τ2 is tempered, by Proposition III.2.2 of [W03], all the characters
χi are “positive” than the square root of the modular character. To be
specific, for all 1 ≤ i ≤ k, we have
|χi(diag(
(
b 0
0 b
)
×
(
b¯−1 0
0 b¯−1
)
))| = |bb¯|si , b ∈ E×
for some si ∈ R with si ≥ 2. On the mean time, we have
ξ0(
(
b¯−1
)× diag((b 0
0 b
)
×
(
b¯−1 0
0 b¯−1
)
)) = |bb¯|3/2.
This implies that the representation τ1⊗JN0(τ2) is not (M0(F ), ξ0)-distinguished.
This proves Proposition A.2 whenMQ(F ) is isomorphic to GL1(E)×GU2,2(F ).
Now the proof of Proposition A.2 is complete.
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