Abstract Decadal climate predictability has received considerable scientific interest in recent years, yet the limits and mechanisms for decadal predictability are currently not well known. It is widely accepted that noise due to internal atmospheric dynamics at the air-sea interface influences predictability. The purpose of this paper is to use the interactive ensemble (IE) coupling strategy to quantify how internal atmospheric noise at the air-sea interface impacts decadal predictability. The IE technique can significantly reduce internal atmospheric noise and has proven useful in assessing seasonal-to-interannual variability and predictability. Here we focus on decadal timescales and apply the nonlinear local Lyapunov exponent method to the Community Climate System Model comparing control simulations with IE simulations. This is the first time the nonlinear local Lyapunov exponent has been applied to the state-of-the-art coupled models. The global patterns of decadal predictability are discussed from the perspective of internal atmospheric noise and ocean dynamics.
Introduction
Great progress has been made in seasonal climate prediction over the past decades, which is mainly driven by improved understanding of the limits and mechanisms of seasonal predictability Kumar & Hoerling, 1998; Palmer & Anderson, 1994) . However, decadal prediction remains a challenge in climate research; understanding the sources and limits of decadal predictability is a prerequisite for near-term prediction system development (e.g., Keenlyside et al., 2008; Kirtman et al., 2013; Smith et al., 2012) .
Both internal and external forcing can act as sources of predictability, the relative importance of which is still under debate. Some research argues that the climate could be dominated by internal variability, that is, the anthropogenic forced variability is smaller than internal variability arising from unforced natural changes (Collins & Allen, 2002; Murphy et al., 2010; Wang et al., 2014; Zhang et al., 2014 Zhang et al., , 2015 , at least in the near term. Indeed, internal variability could partially offset the anthropogenic global warming for the coming decades (Keenlyside et al., 2008; Smith et al., 2007) .
Even with prescribed external forcing, there is no consensus on how much of the decadal variability is due to coupled modes and how much is from noise due to internal dynamics within the atmospheric or ocean component (Kirtman et al., 2009) . It is widely accepted that noise due to internal dynamics can impact decadal predictability (e.g., Schneider & Fan, 2007) . For example, if the atmosphere has too much or too little noise this can lead to incorrect estimates of predictability. Here we use the interactive ensemble (IE) coupling strategy to reduce internal atmospheric noise at the air-sea interface, isolating the impact of the noise on decadal predictability. To be clear, we are not arguing that the IE makes for a better model; we simply assert that it allows for the quantification of how noise affects predictability for the particular model in question. The design of the IE is to couple multiple realizations of the atmospheric model to a single realization of the ocean model (Kirtman & Shukla, 2002) , and it has proven useful in quantifying how internal atmospheric dynamics impacts seasonal-to-interannual predictability and teleconnection patterns (Fan & Schneider, 2012; Lopez & Kirtman, 2014; Wu & Kirtman, 2005) .
Distinct from previous work, we focus on decadal timescales and apply the IE to the Community Climate System Model version 4 (CCSM4, Gent et al., 2011; Kirtman et al., 2017) . The purpose of this paper is to (1) provide spatial distributions of decadal predictability based on observations and models, (2) diagnose the impact of atmospheric noise reduction on decadal predictability, and (3) examine the decadal-scale subsurface temperature predictability in the North Atlantic.
Data and Method

Observations and Model Experiments
Two sea surface temperature (SST) observational data sets are used in this study: the National Oceanic and Atmospheric Administration Extended Reconstructed SST version-3b (ERSST.v3b) on 2°× 2°grids for 1854-2015 (Smith et al., 2008) and the Centennial Observation-Based Estimates of SST version-2 (COBE-SST2) from 1850 to 2017 with a resolution of 1°× 1° (Hirahara et al., 2014) . For the subsurface ocean temperature, we use the Simple Ocean Data Assimilation reanalysis version-2.2.4 (SODA.v2.2.4) from 1871 to 2010 on 1°× 1°grids (Carton & Giese, 2008) .
The model used is CCSM4, a state-of-the-art coupled model consisting of the atmosphere (CAM4), ocean (POP2), land, and sea ice component models, all linked through a central flux coupler (Gent et al., 2011) . CAM4 has 26 vertical levels and a horizontal resolution of 0.9°× 1.25°. POP2 is on a dipole grid with nominal 1°horizontal resolution and 60 ocean layers vertically. Here we focus on the air-sea interface and perform two experiments with CCSM4: 500-year present-day (1990 external forcing) control (CTRL) and IE simulations. The CTRL is the standard coupled simulation with one realization of CAM4 coupled to one realization of POP2. By comparison, we couple 10 realizations of CAM4 to a single realization of POP2 in the IE. Each CAM4 realization is statistically identical while the initial condition differs; only the ensemble mean surface fluxes of the heat, momentum, and moisture are coupled to POP2. The first 200 years of the model simulations are taken as model drift and are discarded in the analysis.
IE Technique and Variance Test
The IE can reduce internal atmospheric noise while retaining the deterministic signal of the coupled feedbacks. We assume that the noise statistics among different CAM4 realizations are independent. Since each CAM4 experiences the same SST simulated by POP2, the IE does not, in principle, modify the SST forced signal but significantly reduces the noise. We suggest the IE is efficient to address the signal-noise relationship and can be implemented to diagnose the effect of noise reduction on predictability. In fact, the IE has proven useful for seasonal-to-interannual predictability in coupled models such as the COLA model ; CCSM3 (Kirtman et al., 2011) ; CCSM4 (Kirtman et al., 2017) , and CFS (Stan & Kirtman, 2008) . To clarify how the IE works, we apply a variance test based on the Hasselmann (1976) hypothesis, a "null hypothesis" assumes that the atmosphere is white noise while the ocean is the red noise filter. Following the procedure by Kirtman et al. (2005) , we build a conceptual coupled model:
where A and O are the atmospheric and ocean component, α and β are coupling coefficients (0 < α, β < 1, stable). N and P represent internal noise. M is the number of atmospheric realizations. Then we calculate the IE/CTRL variance ratio, suggesting the coupling strength and the amplitude of atmospheric and oceanic noise.
where σ 2 N and σ 2 P represent internal atmospheric and ocean noise variance. If the IE/CTRL variance ratio is less than 1/M, we conclude that the null hypothesis is correct and the ocean noise is small. If the ratio is between 1/M and 1.0, ocean noise, coupled feedbacks, or nonlinearity can play a role and SST variability is partially atmospheric noise forced. If the ratio exceeds 1.0, we assert that unstable coupling or nonlinearity comes into play.
Nonlinear Local Lyapunov Exponent
The Earth's climate can be generally regarded as a chaotic system that is highly sensitive to initial conditions (Lorenz, 1963; Shukla, 1998) . In chaotic systems, the error, defined as the distance between two initially close trajectories, evolves exponentially with time and become saturated (Dalcher & Kalnay, 1987) . Hence, if there exist initial errors in the climate system (as is always the case), then beyond a period the system becomes random and unpredictable. This period sets an upper limit of predictability and can be quantified by the Lyapunov Exponent that estimates the average growth of initial error. Distinct from the classic Lyapunov Exponent that postulates linear error growth, we apply the nonlinear local Lyapunov exponent (NLLE) to measure the predictability limit. The NLLE determines predictability by seeking local analogs (Branstator et al., 2012) that have the smallest sum of initial and evolutionary errors with respect to the reference point (Chen et al., 2006) . We assume that two points are analogous if they are analogous in both initial and a certain evolutionary time. Following the algorithm provided by Ding et al. (2011 Ding et al. ( , 2016 , we define the NLLE (λ) by the spread rates of analogs,
where X 0 and E 0 are the initial state and initial error and T e is the evolutionary time. In the NLLE diagram, the mean error growth is linear in the beginning but slows down as nonlinearity becomes important and finally reaches saturation. We consider the time at which the error approaches saturation level (mathematically defined as 95% of the maximum variance) as the limit. The NLLE has been used to estimate the predictability of observations (Ding et al., 2016; ; this is the first time the NLLE has been applied to the state-of-the-art coupled models (CCSM4) with and without the IE approach.
Results and Discussion
Decadal SST Predictability
Based on observations and model simulations, we begin by showing the distributions of the decadal SST predictability limit and decadal timescale ratio ( Figure 1 ). The decadal timescale ratio is defined as follows. We first extract decadal SST by removing annual cycle, subtracting the linear trend and applying a 9-year lowpass Lanczos filter (Duchon, 1979) from the monthly data. Following the approach suggested by Boer (2000) , we provide an analogous measure of decadal timescale ratio defined as percentage of 9-year lowpass-filtered variance in the total variance. The decadal timescale ratio indicates the relative intensity of decadal variability and is suggestive of the potential of decadal predictability.
Figures 1a and 1c show decadal SST predictability limit for two observational estimates. Both estimates present very similar patterns: relatively high values in the North Pacific, North Atlantic, Southern Ocean, and tropical Indian Ocean with low values over the central-eastern tropical Pacific, though relatively shorter predictability is detected in the Southern Ocean with COBE-SST2 compared to ERSST.v3b. There exists considerable uncertainty with SST observations because of the insufficient sampling over the historical period (Kennedy, 2014) . The western tropical Pacific displays longer predictability than eastern tropical Pacific, where most of the interannual variability associated with El Niño-Southern Oscillation is relatively small once the low-pass filter is applied. Reasonably coherent spatial patterns also appear in the decadal timescale ratio (Figures 1b and 1d) . The North Atlantic, North Pacific, and Southern Ocean are the three most prominent regions where decadal predictability may occur (Newman, 2007; Zhang et al., 2017) . These results, based on observational estimates, are in good agreement with earlier studies; for example, Ding et al. (2016) have estimated decadal SST predictability using ERSST.v3b, and our results are generally consistent with theirs, though our estimates are somewhat smaller (see also estimates of the Atlantic multidecadal oscillation [AMO] and Pacific decadal oscillation indexes in Figure S7 ), possibly because they use the Gaussian filter to separate the decadal information and five neighboring grid points are applied to calculate the initial and evolutionary error of the reference point to find local analogs .
Compared with observational estimates, CCSM4 CTRL simulations display shorter decadal predictability in most regions, including the Indian Ocean, Southern Ocean, and tropical-subtropical North Atlantic (Figures 1a-1f ). Yet the North Atlantic shows long decadal predictability consistent with previous research (e.g., Branstator et al., 2012; Hawkins & Sutton, 2009 ), which could be explained by, for instance, the Atlantic meridional overturning circulation-related decadal variability (e.g., Latif & Keenlyside, 2011) . Decadal coupled air-sea interactions, especially the interactions between the Atlantic meridional overturning circulation and the North Atlantic oscillation, may greatly contribute to high decadal predictability in the North Atlantic (Li et al., 2013; Sun et al., 2015) . Comparisons of observations and model simulations in the North Atlantic in terms of the mean state, total and decadal-scale variance, empirical orthogonal function and Atlantic multidecadal variability patterns ( Figures S1-S4 ) indicate that SST variability is underestimated in CCSM4, especially in the subtropics. This underestimate is possibly due to the underestimate of ocean-atmosphere interactions (Scaife & Smith, 2018) and the unresolved ocean eddy activities . The North Atlantic multimodel studies suggest that models differ greatly in the timescale, structure, and relation of ocean and atmospheric variability (Ba et al., 2014; Kavvada et al., 2013) , which could lead to different estimates of predictability (Branstator et al., 2012) .
Compared with CTRL, both increased and decreased predictability are found with IE ( Figures 1g and 1h) ; we argue that the impact of noise reduction on decadal predictability is not simply a linear problem but more complex and largely dependent on locations. In general, the IE does not greatly change the mean state of SST, but slight shifts are found, for example, in the Gulf Stream/North Atlantic current region ( Figure S5 ). There are large regions like the subtropical North Atlantic showing relatively longer predictability with the IE, which could be simply explained by the noise reduction in the IE suggesting that the noise is an important factor limiting predictability (Kadow et al., 2017) . Nevertheless, there are considerable regions showing shorter decadal predictability such as the subpolar North Atlantic. A possible mechanism for this is that high-frequency atmospheric noise is important to excite the ocean at lower frequencies; that is, decadal SST variability is the integral response to continuous random excitation by the noise (Griffies & Bryan, 1997; Hasselmann, 1976) . Reducing the noise, therefore, weakens the integrative process that provides the long-term memory and ultimately lowers decadal predictability. This is discussed in more detail with respect to Figure 2 later in the paper.
For each data set whether model-based or observational estimates, two measures of predictability generally agree with each other. The Pearson pattern correlation indicates that for each estimate, the patterns of decadal SST predictability and timescale ratio are positively correlated, with a correlation coefficient between 0.52 and 0.62 (significant at the 0.01 level). Furthermore, a sensitivity test of the length of low-pass filter (e.g., 6-12 years) shows similar results. Here we simply assume the forced trend is linear; we also tested an alternate detrending method by regressing out the global averaged SST (Ting et al., 2009 ) and produce generally consistent results.
Variance Ratio Test
To further interpret the IE simulations, we conduct a variance test presented as the IE/CTRL variance ratio (Figures 2a-2f ; see equation (1)). Both unfiltered and filtered ratios are calculated for years 1-500, 101-500, and 201-500, the different timescales ensure that we have adequately accounted for the spin-up period in the 
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ZHANG AND KIRTMANsimulations. It is clear that the spin-up leads to an overestimate of variance ratio. The spin-up-related overestimation is more substantial in decadal estimates (Figures 2b, 2d , and 2f), particularly in the North Atlantic and Pacific Oceans. The results suggest the upper ocean requires up to 200 years to reach equilibrium. The North Atlantic, for instance, is documented as a region of large model drift due to vigorous convective mixing (Gupta et al., 2013) and is found to have exaggerated limit of predictability without discarding the first 200 years as spin-up. This is also supported by the spurious centennial-scale oscillation in the first 200 years of the AMO index (Figure 2g ). Note that drift-induced variability is damped when reducing the atmospheric noise. The overall power for the AMO index is significantly reduced with the IE by a factor of 10; as shown in Figures 2h and 2i , the AMO power spectra of CTRL and IE (year 201-500) share two dominant signals around 12 and 32 years and some indications of pronounced variability on multidecadal and longer timescales. However, the relative power of the spectral peak in the two simulations is notably different. For instance, in the CTRL, the red power dominates but not in the IE. In the IE, the 32-year timescale dominates and even 12-year timescale is comparable to the red. These changes in the relative amplitudes suggest that the 12-and 32-year periodicities are not necessarily explained by the Hasslemann hypothesis.
The patterns of the unfiltered and filtered IE/CTRL variance ratio show some similarities, but the amplitude of the filtered ratio is relatively small in most regions (Figures 2e and 2f ). This is because the red power is so much larger for the CTRL. At decadal timescales, there are substantial regions with ratio below 0.1 (e.g., regions A and C), where it is reasonable to assume that decadal SST variability is largely forced by internal atmospheric noise. Similar to the reduction in the noise ratio the decadal predictability also decreases in these regions (Figures 1e and 1f) . For regions where the ratio is between 0.1 and 1.0 (e.g., regions B and D), we argue that decadal SST variability is certainly partially forced by the atmosphere but also coupled feedbacks, ocean noise, or nonlinearity could come into play; generally, decadal predictability around these regions increases for the IE. As for the Southern Ocean, both ratios show a maximum around 1.0, which could be attributed to unstable coupled feedbacks and nonlinear dynamics. The ratio in the Southern Ocean is artificially large because of Antarctic sea ice edge issues in terms of surface temperatures and excessive westerly winds in CCSM4 (Kirtman et al., 2017; Landrum et al., 2012) .
Four regions, A-D, in the North Atlantic are chosen for further analysis (Figure 3 ). Area-averaged SST is calculated, and we pick 150 years (year 201-350) for the model to compare with the observational estimates. We 
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ZHANG AND KIRTMANalso analyze the whole 300-year (201-500) simulations that lead to similar results. All the four regions exhibit decadal variability superimposed on multidecadal to centennial variations from observational estimates and model simulations. It is evident that SST variability is damped with the IE at decadal and longer timescales, consistent with the AMO index.
The influence of noise reduction is further investigated with the autocorrelation function, which essentially examines the persistence of decadal variability (Figures 3c, 3f, 3i , and 3l). Although it is still an open question, longer persistence is likely to have longer predictability (Franzke & Woollings, 2011) ; our results are consistent with this argument. In regions A and C where decadal-scale SST variability is mostly forced by atmospheric noise, the IE presents shorter persistence than CTRL, accompanied by decreased predictability. In these regions, any decadal predictability derived from persistence is ultimately due to the ocean filtering the atmospheric noise as suggested by Hasslemann. In regions B and D, where the variance and predictability are also affected by coupled feedback and nonlinearity, longer persistence is detected with reduced noise, suggesting that in these regions the noise serves to limit the predictability. It is worth noting that the variance changes in region B can be related to the slight shifts in the position of SST frontal variability in the North Atlantic ( Figure S5 ).
The persistence of both model simulations is weaker than that of observations in regions C and D should also be underscored. Are the models underestimating predictability? The weaker decadal variability in CCSM4 has been previously noted (Flato et al., 2013) . The Atlantic multidecadal variability pattern in CCSM4 is relatively weaker and does not extend to the tropics as that in the observations ( Figure S4 ). The ocean component model may not resolve most ocean mesoscale features (i.e., fronts and eddies) to sufficiently capture decadal variability. This lack low-frequency variability associated with ocean mesoscale features is noted in eddy-parameterized and eddy-resolving CCSM4 coupled simulations discussed by Siqueira and Kirtman (2016) .
Subsurface Predictability in the North Atlantic
There is ongoing debate regarding the role of ocean dynamics in decadal variability, as well as if and how ocean dynamics impact decadal predictability. There is a wealth of literature that argues that coupled airsea interaction that fundamentally involves ocean dynamics is an important component of decadal variability, which is potentially predictable by coupled GCMs (Hayashi & Jin, 2017; McCarthy et al., 2015; Zhang, 2017) . However, recent work by Clement et al. (2015; Zhang et al., 2016) argues that the AMO variability is purely the response to stochastic forcing and can be produced without changes in ocean dynamics; that is, simple ocean mixed-layer thermodynamic feedbacks are all that is required. Besides, the impact of external forcing has been underscored in driving North Atlantic decadal variability (e.g., Booth et al., 2012) . In other words, the Clement et al. (2015) paper argues for a very limited role for sub-surface temperature (i.e., temperature variability below the mixed-layer).
Here we present decadal-scale subsurface predictability estimates for the upper 300-500 m averaged ocean temperature in the North Atlantic (Figures 4a-f ) and compare with the decadal SST predictability.
Estimates of SODA reanalysis data is used for comparisons with models. We expect the subsurface predictability to increase in comparison with the surface (Griffies & Bryan, 1997) . We also estimate decadal SST predictability with SODA (not shown), the pattern of which is generally consistent but the amplitude is about 10% smaller than with ERSST.v3b and COBE-SST2 in decadal timescale ratio, which indicates the possibly poor quality of the SODA data. In models, there exists a significant difference between SST and subsurface predictability ( Figure S6 , same as Figure 1 but just the North Atlantic) and models fail to capture the significant negative correlation in the subtropics ( Figure S8 ). Although the IE seems to modify decadal-scale subsurface predictability by reducing predictability in areas that are dominated by noise forcing (e.g., Gulf Stream and subpolar North Atlantic) while increasing predictability in areas where coupled feedbacks and nonlinearity play a role, substantial differences between SST and subsurface ocean temperature still exists. Note that the high IE/CTRL variance ratio around region B (as shown in Figure 2f ) can possibly be attributed to the changes of the mean state in this region. Moreover, the IE/CTRL variance ratio for the subsurface (Figures 4g and 4h ) supports our argument regarding the relationship between the variance ratio and changes of decadal predictability. Similarly, decadal subsurface predictability for the IE decreases in regions where atmospheric noise forcing dominates, while increasing in regions where the noise forcing is less important. The results also suggest that the Hasselmann framework (1976) seems to extend to the subsurface. Put simply, if there is relatively large vertical coherence between the surface variability and the subsurface we expect that the Hasselmann arguments would apply to the surface and subsurface. In the subpolar North Atlantic, for example, we detected a strong positive vertical connection between the SST and subsurface variability ( Figure S8 ), associated with the strong deep convection in this area and the Hasselmann arguments seem to apply to both the surface and subsurface (e.g., Latif & Keenlyside, 2011; Vellinga & Wu, 2004) .
Conclusions
The global patterns of decadal SST predictability are presented using the NLLE and decadal timescale ratio; both methods show that CCSM4 simulated decadal predictability is underestimated compared with observational estimates. We speculate this underestimate (at least in CCSM4) could be possibly due to underresolved ocean mesoscale features and underestimated coupled feedbacks. For example, decadal variability associated with ocean eddy activities and coupled air-sea feedbacks could be weak or even absent in low-resolution models, high-resolution CCSM4 with eddy-resolved ocean component model produces more realistic decadal variability (Chen & Kirtman, 2018; Laurindo et al., 2018; Siqueira & Kirtman, 2016) .
The IE technique is introduced to reduce internal atmospheric noise at the air-sea interface, allowing an assessment of noise reduction on decadal predictability. The IE/CTRL variance test, together with the autocorrelation function of four selected regions in the North Atlantic leads to the conclusion that reducing internal atmospheric noise significantly reduces decadal variability but can either increase or decrease decadal predictability. The impact of noise reduction on decadal predictability is conditional: It is likely to have short predictability in regions where atmospheric noise forcing dominates, whereas it is more likely to have longer predictability in regions where ocean noise, nonlinearity, or coupled feedbacks play a role and the noise functions more as a factor limiting predictability. Note that this argument does not hold for all regions; statistical uncertainty remains, as two measures of predictability display inconsistency and we cannot ignore the sampling issues of our model simulations.
Subsurface predictability in the North Atlantic is provided, and we identify surprisingly large differences between model estimated decadal predictability of SST and the upper 300-to 500-m-averaged ocean temperature. The impact of noise reduction on decadal subsurface predictability is consistent with decadal SST estimates: Decadal subsurface predictability for the IE decreases in totally atmospheric forced regions, while increasing in partly atmospheric noise-forced regions. Yet the mechanisms of decreased predictability in the subpolar North Atlantic and increased predictability around the subtropical North Atlantic needs further investigation.
The mechanisms behind decadal climate predictability is a challenge for the climate community. Our results suggest the impact of internal atmospheric noise on decadal predictability, though these results might be model dependent. We are in the process of running CCSM4 CTRL and IE simulations for longer period, and high-resolution climate models will be discussed in future research.
