In recent years several attempts have been made to extend tail modelling towards the modal part of the data. Incorporating second order rates of convergence for distributions of peaks over thresholds (POT), Beirlant et al. ( , 2009 constructed models that can be viewed as special cases from both approaches discussed above. When fitting such second order models it turns out that the bias of the resulting extreme value estimators is significantly reduced compared to the classical tail fits using only the first order tail component based on the Pareto or generalized Pareto fits to peaks over threshold distributions.
Introduction
Extreme value (EV) methodology starts from the assumption that the distribution of the available sample X 1 , X 2 , . . . , X n belongs to the domain of attraction of a generalized extreme value distribution, i.e. there exists sequences (b n ) n and (a n > 0) n such that as n → ∞ max(X 1 , X 2 , . . . , X n ) − b n a n
where P(Y ξ > y) = exp(−(1 + ξy) −1/ξ ), for some ξ ∈ R with 1 + ξy > 0. The parameter ξ is termed the extreme value index (EVI). It is well-known (see e.g. Beirlant et al., 2004 , and de
Haan and Ferreira, 2006)) that (1) is equivalent to the existence of a positive function t → σ t , such that
whereF (x) = P(X > x) and x + denotes the endpoint of the distribution of X. The conditional distribution of X − t given X > t is called the peaks over threshold (POT) distribution, whilē
is the survival function of the generalized Pareto distribution (GPD).
In case ξ > 0, the limit in (1) holds if and only if F is of Pareto-type, i.e.
for some slowly varying function , i.e. satisfying (yt) (t) → 1 as t → ∞, for every y > 1. Paretotype distributions satisfy a simpler POT limit result: as t → ∞ P X t > y|X > t →H P ξ (y) := y −1/ξ , y > 1.
Estimation of ξ and tail quantities such as return periods is then based on fitting a GPD to the observed excesses X − t given X > t, respectively a simple Pareto distribution with survival function y −1/ξ to X/t given X > t in case ξ > 0. The main difficulty in such an EV application is the choice of the threshold t. Most often, the threshold t is chosen as one of the top data points X n−k,n for some k ∈ {1, 2, . . . , n} where X 1,n ≤ X 2,n ≤ . . . ≤ X n,n denotes the ordered sample.
The limit results in (2) and (4) require t to be chosen as large as possible (or, equivalently, k as small as possible) for the bias in the estimation of ξ and other tail parameters to be limited.
However, in order to limit the estimation variance, t should be as small as possible, i.e. the number of data points k used in the estimation should be as large as possible. Several adaptive procedures for choosing t or k have been proposed, but mainly in the Pareto-type case with ξ > 0 under further second-order specifications of (3) or (4), see for instance Chapter 3 in Beirlant et al. (2004) , or Matthys and Beirlant (2000) .
In case of a real-valued EVI, the selection of an appropriate threshold is even more difficult and only a few methods are available. Dupuis (1999) suggested a robust model validation mechanism to guide the threshold selection, assigning weights between 0 and 1 to each data point where a high weight means that the point should be retained since a GPD model is fitting it well.
However, thresholding is required at the level of the weights and hence the method cannot be used in an unsupervised manner.
Another approach consists of proposing penultimate limit distributions in (2) and (4) . In case ξ > 0, under the mathematical theory of second-order slow variation, i.e. assuming that (yt) (t)
where δ t = δ(t) = t −β˜ (t), with β > 0 and˜ slowly varying at infinity (see section 2.3 in de Haan and Ferreira, 2006), the left hand side of (4) equals F (yt) F (t) = y −1/ξ (yt) (t) = y −1/ξ 1 + δ t (y −β − 1) , y > 1.
This then leads to the extension of the Pareto distribution (EPD) to approximate the distribution of X/t given X > t as t → ∞:
H EP ξ,δ (y) := y −1/ξ 1 + δ t (y −1/ξ ) βξ − 1 , y > 1,
with δ t satisfying δ t ↓ 0 as t → ∞. In cases where the second order model (5) holds, such a mixture modelH EP ξ,δ will improve the approximation of X t > u|X > t for values of t which are smaller than the appropriate t-values when modelling the POTs usingH P ξ . So the extension can work when modelling large and moderate extremes. As a byproduct however, at instances, it may even work for the full sample.
In Beirlant et al. (2009) , using an external estimator of ρ = −βξ, the parameters (ξ, δ) are estimated fitting the EPD (slightly adapted, with survival function y(1 +δ t −δ t y −β ) −1/ξ and δ t = δ t ξ) by maximum likelihood on excesses over a random threshold X n−k,n , k = 1, 2, . . . , n.
The result of this procedure is two-fold:
• First, the estimatesξ EP k of ξ are more stable as a function of k compared to the original ML estimator derived by Hill (1975) 
which is obtained by fitting the Pareto distributionH P ξ to the excesses { X n−j+1,n X n−k,n , j = 1, . . . , k} following (4). Indeed, the bias in the simple POT model (4) is estimated when fittingH EP ξ,δ and it is shown that, under the assumption that the EP model for the excesses X/t is correct and that β is estimated consistently, the asymptotic bias ofξ EP k is 0 as long as k(k/n) 2βξ → λ ≥ 0 as k, n → ∞, while the asymptotic bias of H k,n is only 0 when
• On the other hand, the asymptotic variance ofξ EP
k is the asymptotic variance of H k,n .
As an example Figure 1 shows both the Hill estimates H k,n and the bias reduced estimateŝ ξ EP k , obtained from maximum likelihood fitting of (6) In fact in insurance claim data mixtures in the ultimate tail do appear quite often. Moreover the EPD fit appears to extend quite well down to the lower threshold value, i.e. with k up to 600 (but not when using almost all data, k > 600). In this sense, classical first order extreme value modelling can in some cases be extended using mixture modelling in order to capture the characteristics of the bulk of the data.
Other bias reduction techniques in the Pareto-type case ξ > 0 have been proposed among others in Feuerverger and Hall (1999) , Gomes et al. (2000) , Beirlant et al. (1999 and Gomes and Martins (2002) . In Caeiro and Gomes (2011) methods are proposed to limit the variance of bias-reduced estimators to the level of the variance of the Hill estimator H k,n . The price to pay is then to assume a third-order slow variation model specifying (5) even further.
These methods focus on the distribution of the log-spacings of high order statistics. Other construction methods for asymptotically unbiased estimators of ξ > 0 were introduced in Peng (1998) and Drees (1996) .
In this paper we concentrate on bias reduction when using the GPD approximation to the distribution of POTs X − t|X > t, on which the literature is quite limited. This allows to extend bias reduction to the general case ξ > −1/2. We apply the flexible semiparametric GP second-order refined POT approach usingH EP ξ,δ from (6) to all max-domains of attraction. Here the corresponding basic second order regular variation theory can be found in Theorem 2.3.8 in de Haan and Ferreira (2006) stating that
with δ(t) → 0 as t → x + and Ψ ξ,ρ (x) = 1 ρ
which for the cases ξ = 0 andρ = 0 is understood to be equal to the limit as ξ → 0 andρ → 0. We further allow more flexible second-order models than the ones arising from second-order regular variation theory such as in (7) using non-parametric modelling of the second-order component. These new methods are also applied to the specific case of Pareto-type distributions.
In the next section we propose our transformed and extended GPD models, and detail the estimation methods. Some basic asymptotic results are provided in section 3. In the final section we discuss simulation results of the proposed methods and some practical case studies. We then also discuss the evaluation of the overall goodness-of-fit behaviour of the fitted models.
Transformed and extended GPD models
Recently, Naveau et al. (2016) , generalizing Papastathopoulos and Tawn (2013) , proposed to use full models for rainfall intensity data that are able to capture low, moderate and heavy rainfall intensities without a threshold selection procedure. These authors, considering only applications with a positive EVI however, propose to model all data jointly using transformation models with survival functionF
and satisfying constraints to preserve the classical tail GPD fit and a power behaviour for small rainfall intensities:
• lim u↓0Ḡ 
where G t (u)/u → 1 for all u ∈ (0, 1) as t → x + . Note here that for u ∈ (0, 1) and
We also consider a submodel of (T ), approximating the POT distribution with an extended GPD model
where
• B η (1) = 0 and lim u→0 u 1− B η (u) = 0 for every 1 > > 0,
• B η is twice continously differentiable.
Here the parameter η represents a second order (nuisance) parameter. For negative δ-values 
As in Babu et al. (2002) one then replaces the unknown distribution function G itself with the empirical distribution functionĜ n of the available data in order to obtain a smooth
In the present application, data from G t are only available after imputing a value for (ξ, σ).
This then leads to the iterative algorithm from Tencaliec et al. (2018), which is applied to every threshold t, or every number of top k data. We here detail the algorithm for excesses
, using the reparametrization (ξ, τ ) with τ = ξ/σ:
(ii) Iterate for r = 0, 1, . . . until the difference in loglikelihood taken in (ξ
The final estimates of (ξ, τ ) and G t are denoted here by (ξ T k ,τ T k ) andĜ T k . As noted in Tencaliec et al. (2018) the theoretical study of these estimates is difficult. In the simulation study the finite sample characteristics of these estimatorsξ T k are given using m = k a with a fixed value of a usingâ = argmin n k=2 (ξ T k −ξ T n ) 2 in order to stabilize the plots of the estimates of ξ as much as possible. Note that this estimation procedure is computationally demanding.
Estimates of small tail probabilities P(X > c) can be obtained througĥ
Finally, bias reduced estimators of extreme 1 − p quantiles for small p are obtained by setting the above formulas equal to p and solving for c. 
for a given choice of B η . Estimates of small tail probabilities P(X > c) are then obtained througĥ (a) In the parametric approach, denoted (Ep), the second-order result (7) leads to the
in case ξ +ρ = 0 and ξ = 0.
Model (E) allows for bias reduced estimation of (ξ, τ ) under the assumption that the corresponding second-order model (7) is correct for the POTs X − t|X > t. Note that Here
in which the classical estimator of ξ (with δ k = 0), or an appropriate value ξ 0 , is used to substitute ξ, next to an appropriate value ofρ. One can also choose a value of (ξ 0 ,ρ) minimizing the variance in the plot of the resulting estimates of ξ as a function of k.
(b) Alternatively, a non-parametric approach (denoted Ep) can be performed using the Bernstein polynomial algorithm from Tencaliec et al. (2018) . In fact in practice a particular distribution probably follows laws of nature, environment or business and does not have to follow the second-order regular variation assumptions as in (7).
Moreover in the case of a real-valued EVI, the function B η can take different mathematical forms depending on (ξ,ρ) and ξ +ρ being close to 0 or not.
Here a Bernstein type approximation is obtained for u → uB η (u) fromĜ
, and reparametrizing δ k by δ k /δ k * with k * an appropriate value of the number of top data used. The function b η (u) is then substituted
The methods described above of course can be rewritten for the specific case of Pareto-type distributions where the distribution of POTs Y = X t |X > t are approximated by transformed Pareto distributions. The models are then rephrased as
where for u ∈ (0, 1)
and
The above algorithms, now based on the exceedances
are then adapted as follows:
. The resulting estimates are denoted withξ
• In approach (E) the likelihood solutions are given by
Note that the (Ep + ) approach using the parametric version B η (u) = u −ρ − 1 for a particular fixed ρ < 0 equals the EPD method from Beirlant et al. (2009) , while (Ep + ) is new.
Estimators of tail probabilities are then given bŷ
Basic asymptotics under model (E)
We discuss here in detail the asymptotic properties of the maximum likelihood estimators solving 
Extended Generalized Pareto POT modelling. The likelihood equations following from (10) up to linear terms in δ k are now given by
Under the extended model we now state the asymptotic distribution of the estimatorsξ 
where h ξ (x) = (x γ − 1)/γ and δ(U ) regularly varying with indexρ < 0. Moreover in the mathematical derivations one needs the extra condition that for every , ν > 0, and v, vx sufficiently large (Ẽ 2 ) :
Similarly, (E + ) is rewritten as (Ẽ + ) :
The analogue of (Ẽ 2 ) in this specific case is given by
with δ(U ) regularly varying with index ρ < 0.
Finally, in the expression of the asymptotic variances we use
The proof of the next theorem is outlined in the Appendix. It allows to construct confidence intervals for the estimators of ξ obtained under the extended models.
Theorem 1 Let k = k n be a sequence such that k, n → ∞ and k/n → 0 such that √ kδ(U (n/k)) → λ ∈ R. Moreover assume that in (10) and (11), B η is substituted by a consistent estimator as
ii. when ξ > −1/2 with (Ẽ 2 )
is larger than the asymptotic variance ξ 2 of the Hill estimator H k,n . Indeed,
where the above inequality follows using the Cauchy-Schwarz inequality.
Similarly, one can show that
The asymptotic variance ofξ E k equals
which can be shown to be larger than the asymptotic variance (1 + ξ) 2 /k of the classical GPD maximum likelihood estimator. In the parametric case with B η (u) =
In case ξ > 0 with B η (u) = u −ρ − 1, the asymptotic variance ofξ In case of the transformed models (T ) one finds a slider to adapt the degree m of the Bernstein polynoms along m = k a for different values of a ∈ (0, 1). One can also choose a adaptively per sample so as to minimize the variance ofξ k over k = 2, . . . , n (in order to have stable plots over k).
In case of the extended models (E) one finds sliders for the following parameters:
• in case of Pareto modelling: ρ in Ep + , and (k * , m) in Ep + estimation;
• in case of GPD modelling:ρ in Ep, and (k * , m) in Ep estimation.
Again one can indicate to choose these parameters so as to minimize the variance ofξ k over k = 2, . . . , n. The value of ξ in the parametric function B ξ,ρ in Ep is imputed with the classical GPD-ML estimator at the given value of k.
Also bias and RMSE plots of the corresponding tail probability estimates of p = P(X > c) are
given, where c is chosen so that these probabilities equal p = 0.005 or p = 0.003. Here the bias, respectively RMSE, are expressed as the average, respectively the average of squared values, of log(p/p).
One can also change the vertical scale of the plots, smooth the figures by taking moving averages of a certain number of estimates. Finally one can download the figures in pdf.
While on the above link, several other distributions are used and sliders are provided for the different parameters a, m, ρ,ρ, and k * , we collect here the resulting figures for estimation of ξ and estimating 0.003 tail probabilities, when using the minimum variance principle for all parameters, in case of the following subset of models:
• The Burr(τ, λ) distribution withF (x) = (1 + x τ ) −λ for x > 0 with τ = 1 and λ = 2, so that ξ = • The Fréchet (2) distribution withF (x) = 1 − exp −x −2 for x > 0, so that ξ = 1 2 and ρ =ρ = −1.
• The standard normal distribution with ξ = 0 andρ = 0.
• The Exponential distribution withF (x) = e −λx for x > 0, so that ξ = 0 andρ = 0.
• The Reversed Burr distribution withF (x) = (1 + (1 − x) −τ ) −λ for x < 1 with τ = 5 and λ = 1, so that ξ = −1/(τ λ) = − • The extreme value Weibull distribution with F (x) = e −(1−x) α for x < 1 with α = 4, so
In general the minimum variance principle works well, though in some cases some improved results can be obtained by choosing specific values of the parameters a, ρ, m and k * . This is mainly the case for the Pareto-type models when using Tp and Ep, such as for the Fréchet distribution. Also, in case of tail probability estimation using Ep for cases with ξ < 0 particular choices of the corresponding parameters lead to improvements over the minimum variance principle.
When using GP D modelling of the exceedances, overall the Ep approach yields the best results, both in estimation of ξ and tail probabilities. The improvement over the classical GPD maximum likelihood approach is smaller for Ep, and in case of situations where the second order parameterρ equals 0 then Ep basically equals the ML estimators.
In case of simple Pareto modelling for ξ > 0 cases (see Figures 3 and 5 ) the Ep + and Ep + approaches yield serious improvements over the Hill estimator, with small bias for Ep + and Ep + , while parametric approach Ep + naturally exhibits the best RMSE. Note that whenρ = 0 the conditions of the main theorem are not met, in which case the GPD and the bias reductions are known to exhibit a large bias. This is typically the case when ξ = 0. This is also known to be the case using simple Pareto modelling when ρ = 0.
Under Applications the app also offers the analysis of some case studies, some of which are discussed here in more detail. We use the ultimates of the Belgian ultimate car insurance claims used in Figure 1 , in order to illustrate Tp + , Ep + and Ep + , and the winter rainfall data at and Ep. We then present estimates of ξ, σ and tail probabilities P(X > x n,n ) with x n,n denoting the largest observation, so that the estimated probability is supposed to be close to 1/n. An option is provided to construct confidence intervals for ξ on the basis of Theorem 1.
In case k = n the exceedances correspond to the reversely ordered data, i.e. Y j,n = X n−j+1,n .
The goodness-of-fit for the complete data set can be analyzed choosing a specific value θ 0 = (ξ 0 , σ 0 ) using the estimates of (ξ, σ) which were obtained as a function of k, and by estimating the transformation G using one (ii.b) step from the transformation algorithm (A T ) with starting value (ξ 0 , σ 0 ) and with a chosen value m = n a with a ∈ (0, 1) (slider). We then construct transformed P-P plots
whereF n denotes the empirical distribution function based on X n−j+1,n (j = 1, . . . , n). The closer the plot lies to the diagonal, the better the fit of the model defined by the survival function
In Figure 10 , the estimates of ξ and P(X > 4 564 759) using the minimum variance principle are given, next the goodness-of-fit plot as defined in (14) 
Conclusion
In this contribution we have constructed bias reduced estimators of tail parameters extending the classical POT method using the generalized Pareto distribution. The bias can be modelled parametrically (for instance based on second order regular variation theory), or non-parametrically using Bernstein polynomial approximations. A basic asymptotic limit theorem is provided for the estimators of the extreme value parameters which allows to compute asymptotic confidence intervals. A shinyapp has been constructed with which the characteristics and the effectiveness of the proposed methods are illustrated through simulations and practical case studies.
From this it follows that within the proposed methods it is always possible to improve upon the classical POT method both in bias and RMSE.
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Appendix
In this section we provide details concerning the proof of Theorem 1.
Asymptotic distribution ofξ
log Y j,k . As k, n → ∞ and k/n → 0 we have B 
so that, with
Hence, inserting this expansion intoξ k = H k,n +δ k B
k , finally leads to
. We now show that this final expression is a linear combination of two zero centered statistics (up to the required accuracy) which is asymptotically normal with the stated asymptotic variance. To this end let Z n−k,n ≤ Z n−k+1,n ≤ . . . ≤ Z n,n denote the top k + 1 order statistics of a sample of size n from the standard Pareto distribution with distribution function
η is asymptotically equivalent to
Asymptotic distribution ofξ E k . This derivation follows similar lines starting from (13):
as k, n → ∞ and k/n → ∞, so that the system of equations is asymptotically equivalent to
Using a Taylor expansion on the numerator of the right hand side of the first equation leads tô
Imputing this in the second and third equation in ξ and τ , and expanding these equations linearly around the correct values (ξ, τ ), while using, as k, n → ∞ and k/n → 0
leads to the linearized equations
It follows that the right hand sides in (15) can be rewritten as linear combination of two zero centered statistics from which the asymptotic normality of
can be obtained, as stated in Theorem 1:
This is done using similar derivations as in the caseξ and Ep (dash-dotted). Goodness-of-fit plot (bottom right).
