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Dans les Notes d’Orsay ([DouHub84]), A. Douady et J. H. Hubbard construisent l’arbre de
Hubbard d’un polynôme postcritiquement fini. C’est un graphe planaire fini qui détermine le
polynôme : si un second polynôme postcritiquement fini a le même arbre de Hubbard, alors
les deux polynômes sont conjugués par une transformation affine. L’arbre de Hubbard contient
alors toute la dynamique de son polynôme. Il contient même assez d’informations sur son
polynôme pour le reconstruire ([Poi10]). L’intérêt d’un graphe planaire fini qui contient toutes
les informations dynamiques ne se limite pas à la classification. Les travaux récents sur l’entropie
topologique d’un polynôme postcritiquement fini restreint à son arbre de Hubbard en sont une
illustration (voir par exemple [AlsFag00], [Tio13] et [Tio14]).
L’objectif de cette thèse est d’étudier le problème de la construction de graphes planaires finis
qui, munis de la dynamique d’un revêtement ramifié postcritiquement fini de S2 (en particulier
une fraction rationnelle postcritiquement finie) caractérise l’application.
Des graphes planaires finis ont déjà été construits pour classifier certains types de fractions
rationnelles. J. Head commence dans sa thèse la classification des méthodes de Newton cubiques
postcritiquement finies, à l’aide des arbres de Newton ([Hea87]). Dans [Tan97], Tan Lei poursuit
le travail de J. Head et classifie toutes les méthodes de Newton cubiques postcritiquement
finies. Dans sa thèse, Y. Mikulich généralise ce travail et caractérise toutes les méthodes de
Newton postcritiquement finies avec des channel diagrams (voir [MikRuc10]). Plus récemment
dans [CGNPP13], K. Cordwell, S. Gilberston, N. Nuechterlein, K. M. Pilgrim et S. Pinella
classifient des fractions rationnelles dont les points critiques sont des points fixes à l’aide de
multigraphes. Des graphes peuvent également être associés à d’autres outils combinatoires pour
classifier des fractions rationnelles non postcritiquement finies (voir par exemple [DeMPil11]).
Une fraction rationnelle construite à partir d’une finite subdivision rule possède un graphe
planaire fini invariant en avant et contenant l’ensemble postcritique, naturellement donné par
sa construction ([CFKP03]).
Pour un revêtement ramifié postcritiquement fini f de S2 on veut donc construire un graphe
planaire fini, tel que si un second revêtement ramifié postcritiquement fini g de S2 a le même
graphe, alors f et g sont Thurston équivalents. Il nous revient de décider quelles propiétés nos
graphes planaires finis doivent vérifier, et de définir ce que l’on entend par "avoir le même graphe
planaire fini". On définit un ensemble G (f) de classes d’équivalences de graphes admissibles (des
graphes planaires finis invariants, connexes, qui contiennent l’ensemble postcritique de f). On
montre que f et g sont Thurston équivalents dès que G (f) et G (g) ont un élément en commun.
Dans le cas où f est une fraction rationnelle postcritiquement finie telle que G (f) soit non vide,
une fraction rationnelle postcritiquement finie g est conjuguée à f par une transformation de
Möbius si et seulement si l’intersection entre G (f) et G (g) est non vide.
Le reste de la thèse est consacrée à la construction de graphes admissibles dans des classes
d’exemples variés.
Comme premier exemple on construit des graphes admissibles pour les accouplements for-
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mels de polynômes. L’accouplement formel de deux polynômes postcritiquement finis de degré
d ≥ 2 est un revêtement ramifié de S2 postcritiquement fini de degré d. On construit pour un
tel revêtement d − 1 graphes admissibles en utilisant les arbres de Hubbard. À travers ce pre-
mier exemple on voit que pour certains revêtements ramifiés il n’existe pas qu’un seul graphe
admissible. Cette construction nous permet de donner une condition suffisante pour qu’une
fraction rationnelle postcritiquement finie soit Thurston équivalente à un accouplement for-
mel : l’existence d’un graphe admissible contenant les arbres de Hubbard de deux polynômes
(avec quelques conditions techniques supplémentaires).
Dans cette thèse on s’intéresse particulièrement aux fractions rationnelles postcritiquement
finies dont l’ensemble de Fatou est non vide. Si les bords de deux composantes de Fatou pé-
riodiques s’intersectent, on souhaite enregistrer cette information dans un graphe admissible.
Dans ce cas on essaie de construire un graphe admissible à partir de cordes. Si les bords de
deux composantes de Fatou périodiques s’intersectent, une corde entre ces deux composantes
de Fatou est la fermeture de l’union de deux rayons internes, un dans chaque composante de
Fatou, qui aboutissent sur le même point. Comme on cherche à construire un graphe invariant,
on cherche des cordes périodiques. On montre qu’il existe au moins une corde périodique pour
tout couple de composantes de Fatou périodiques dont les bords s’intersectent.
En utilisant des cordes périodiques on a donc un début de graphe admissible. On essaie
de l’étendre par pull-back. Pour cela, on se place dans le cadre plus restreint des fractions
rationnelles postcritiquement finies hyperboliques qui ne possèdent qu’une seule grande orbite
critique. Pour une telle fraction rationnelle, il n’y a qu’un seul cycle de composantes de Fatou.
Ainsi, s’il y a des points d’intersection entre les bords de deux composantes de Fatou périodiques,
alors le début de graphe admissible, construit avec des cordes périodiques, est un graphe planaire
fini invariant contenant tous les points périodiques de l’ensemble postcritique. Il n’est cependant
pas nécessairement connexe et ne contient pas nécessairement tous les points de l’ensemble
postcritique. On propose une procédure pour en faire un graphe admissible. Si par contre les
bords des composantes de Fatou périodiques sont deux à deux disjoints, alors l’ensemble de
Julia est un tapis de Sierpiński (ceci illustre l’importance de connaître les intersections entre
les bords des composantes de Fatou périodiques). On propose dans ce cas-là une piste pour
construire un graphe admissible.
On veut construire des graphes admissibles les plus simples possibles. Pour cela on étudie de
manière plus détaillées les intersections entre les bords des composantes de Fatou périodiques.
On se place alors dans le cadre des fractions rationnelles postcritiquement finies hyperboliques
pré-transitives, c’est-à-dire celles dont l’ensemble postcritique est un cycle (elles n’ont donc
qu’une seule grande orbite critique). On montre qu’il existe un point d’intersection périodique
dont la période est au plus celle du cycle de composantes de Fatou. On étudie également
l’agencement des composantes de Fatou périodiques sur la sphère et on obtient des résultats
significatifs en degré 2 et 3.
L’exemple type d’une fraction rationnelle postcritiquement finie hyperbolique pré-transitive
est z ↦ 1/z2, dont les points critiques sont 0 et∞, avec 0↦∞↦ 0. Dans une dernière partie, on
construit des graphes admissibles pour des perturbations postcritiquement finies hyperboliques
de z ↦ 1/z2, à savoir, des éléments postcritiquement finis hyperboliques de la famille F des
fractions rationnelles quadratiques dont l’un des deux points critiques est l’image de l’autre.
Tous les éléments postcritiquement finis hyperboliques de F sont pré-transitifs. Notons H
l’ensemble des éléments hyperboliques de F et E l’ensemble des éléments de H possédant
un point fixe attractif. On construit un graphe admissible pour l’élément postcritiquement fini
de chaque composante connexe H de H pouvant être connectée à E par une chaîne finie de
composantes connexes de H : on dit que H descend de E . Pour cela on montre qu’en passant
2
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d’une composante hyperbolique à la suivante les composantes de Fatou sont déformées en des
ensembles de Julia remplis. Toutes les composantes connexes deH ne descendent pas de E . On
peut penser, par exemple, à celles dont les éléments ont un tapis de Sierpiński pour ensemble
de Julia (on montre qu’il en existe). On propose un plan pour construire un graphe admissible
pour le centre de toutes les composantes hyperboliques connues qui ne descendent pas de E .
Pour compléter notre étude de cette famille, on identifie des éléments f ∈H tels que les itérées
f 2 sont des accouplements. On utilise pour cela la caractérisation des accouplements formels
par des graphes admissibles.
Décrivons plus en détails le contenu de cette thèse.
Chapitre 1 - Préliminaires
Dans ce premier chapitre on rappelle les bases de la dynamique complexe à une variable.
On se concentre particulièrement sur la dynamique des fractions rationnelles postcritiquement
finies. On définit également l’arbre de Hubbard d’un polynôme postcritiquement fini.
Chapitre 2 - Graphes admissibles
L’arbre de Hubbard d’un polynôme postcritiquement fini est un arbre planaire fini invariant
qui contient les orbites des points critiques. Pour qu’il détermine son polynôme il doit être
accompagné d’informations combinatoires, comme la dynamique sur l’ensemble postcritique,
les degrés locaux, etc. Toutes ces informations caractérisent la pré-image de l’arbre de Hubbard
et la façon dont l’arbre de Hubbard s’y inclut : c’est ce qui détermine le polynôme. Pour un
revêtement ramifié postcritiquement fini de S2, on s’intéresse donc à des graphes planaires finis
invariants, contenant l’ensemble postcritique (on appelle de tels graphes des graphes admis-
sibles) et on s’intéresse à la façon dont ils s’incluent dans leur pré-image. La pré-image d’un
graphe admissible est un graphe planaire fini.
Soit f et g deux revêtements ramifiés postcritiquement finis de S2, possédant chacun un
graphe admissible Γf et Γg respectivement. On dit que les couples (Γf , f) et (Γg, g) sont équi-
valents s’il existe un homéomorphisme ϕ ∶ f−1(Γf)→ g−1(Γg) préservant l’orientation tel que :(i) ϕ(Γf) = Γg ;(ii) ϕ(f−1(P(f))) = g−1(P(g)) (où P(f) désigne l’ensemble postcritique de f) ;(iii) il existe une arête α de f−1(Γf) telle que g(ϕ(α)) = ϕ(f(α)) et g(ϕ(s)) = ϕ(f(s)) pour
chaque sommet s de f−1(Γf) dans α.
Pour un revêtement ramifié postcritiquement fini f de S2, on note
G (f) ∶= {[(Γ, f)] ∶ Γ est un graphe admissible pour f}
où [(Γ, f)] est la classe d’équivalence de (Γ, f).
Théorème 1 Soit f et g deux revêtements ramifiés postcritiquement finis de
S2. Si G (f) ∩ G (g) ≠ ∅ alors f et g sont Thurston équivalents.
Grâce au théorème de W. Thurston sur la caractérisation topologique des fractions ration-
nelles ([DouHub93]) on a le corollaire suivant :
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Corollaire 2 Soit f une fraction rationnelle postcritiquement finie à orbifold
hyperbolique. Si G (f) ≠ ∅, alors une fraction rationnelle postcritiquement fi-
nie g est conjuguée à f par une transformation de Möbius si et seulement si
l’intersection G (f) ∩ G (g) est non vide.
La première partie de la preuve du théorème 1 consiste à créer un homéomorphisme ϕ′ de
f−1(Γf) sur g−1(Γg), isotope à ϕ relativement à P(f), tel que g ○ϕ′ = ϕ ○ f . La seconde partie
consiste à étendre ϕ,ϕ′ en deux homéomorphismes ψ,ψ′ ∶ S2 → S2 conjuguant f et g ; et à
étendre l’isotopie entre ϕ et ϕ′ en une isotopie relative à P(f) entre ψ et ψ′. On obtient ainsi
une équivalence de Thurston entre f et g. On mélange des techniques utilisées dans [DouHub84]
et [BieFisHub92].
Si Γ est un graphe admissible pour f , alors tout graphe planaire fini invariant en avant
contenant Γ est un graphe admissible pour f . Par exemple, la pré-image f−1(Γ) est un graphe
admissible pour f , ainsi que chaque f−n(Γ), n ≥ 0. On se demande alors si on peut construire
deux graphes admissibles Γ1 et Γ2 différents, c’est-à-dire tels qu’il n’existe pas de graphe admis-
sible Γ3 tel que Γ3 ⊂ Γ1 et Γ3 ⊂ Γ2. Pour la plupart des revêtements ramifiés considérés, il existe
plusieurs graphes admissibles différents. Le premier exemple est celui des accouplements formels
de polynômes de degré d ≥ 2 pour lesquels on construit d − 1 graphes admissibles différents.
Chapitre 3 - Graphes admissibles pour les accouplements formels
Nos premiers graphes admissibles sont construits pour les accouplements formels de poly-
nômes. Si P1 et P2 sont deux polynômes postcritiquement finis de degré d ≥ 2, l’accouplement
formel P1 FP2 de P1 avec P2 est un revêtement ramifié de S2, postcritiquement fini de degré d,
qui mélange la dynamique des deux polynômes. Un graphe admissible pour P1 FP2 est obtenu
en connectant l’arbre de Hubbard de P1 et celui de P2 par un arc fait de rayons externes fixes et
d’arcs réglementaires invariants. De cette façon on construit d−1 graphes admissibles différents
pour P1 F P2, d − 1 étant le nombre de rayons externes fixes que l’on peut choisir.
On peut alors se poser la question de la réciproque. Si une fraction rationnelle postcriti-
quement finie possède un graphe admissible dans lequel on reconnaît les arbres de Hubbard de
deux polynômes, est-elle l’accouplement de ces deux polynômes ? Le résultat suivant, énoncé
grossièrement, donne des conditions suffisantes pour que la réponse soit oui.
Théorème 3 Soit f une fraction rationnelle de degré d ≥ 2 postcritiquement
finie et hyperbolique. Supposons qu’il existe deux arbres planaires finis disjoints
Γ1 et Γ2 invariants et contenant chacun d − 1 points critiques (comptés avec
multiplicités). Supposons de plus que f−1(Γ1) soit connexe. Il existe deux po-
lynômes P1 et P2 de degré d tels que ce qui suit soit vrai : s’il existe un arc α
connectant Γ1 et Γ2 d’une bonne façon, alors f est l’accouplement (topologique)
de P1 avec P2.
Pour cela on construit une équivalence entre (Γ1 ∪ α ∪ Γ2, f) et (H,P1 F P2), où H est un
graphe admissible pour P1 F P2 parmi les d − 1 que l’on construit au début du chapitre. Par le
théorème 1, f et P1FP2 sont Thurston équivalents. Comme f est hyperbolique, un théorème de
M. Rees ([Ree92]) assure alors que f est l’accouplement (topologique) de P1 avec P2. L’existence
et l’identification des polynômes P1 et P2 découlent du travail de A. Poirier sur les arbres de
Hubbard abstraits ([Poi10]). Les conditions que l’on requiert sur Γ1 et Γ2 font que chaque Γi,
muni de la structure induite par f , est un arbre de Hubbard abstrait. Le polynôme Pi est donc
le polynôme dont l’arbre de Hubbard est équivalent à Γi.
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Le théorème 3 est énoncé et montré pour une fraction rationnelle f postcritiquement fi-
nie hyperbolique. Dans le cas postcritiquement fini non hyperbolique le même énoncé a pour
conclusion que f et P1 F P2 sont Thurston équivalents. Dans certains cas on peut obtenir que
f est l’accouplement (topologique) de P1 avec P2 en utilisant une amélioration du résultat de
M. Rees par M. Shishikura ([Shi00]).
On utilise le théorème 3 dans le chapitre 7 pour identifier des accouplements de polynômes dans
la famille des itérées secondes des éléments de F. On y construit des graphes planaires finis Γ1
et Γ2 tels que dans le théorème 3, et on les connecte d’une bonne façon.
Chapitre 4 - Intersection de frontières de bassins immédiats attractifs
On s’intéresse particulièrement à la construction de graphes admissibles pour les fractions
rationnelles postcritiquement finies dont l’ensemble de Fatou est non vide. Si f est une telle
fraction rationnelle avec deux composantes de Fatou périodiques distinctes B1 et B2 dont les
bords s’intersectent, l’idée naturelle pour construire un graphe admissible est de commencer par
prendre un rayon interne périodique de B1 et un rayon interne périodique de B2 qui aboutissent
sur le même point de ∂B1∩∂B2. Le problème est donc de savoir si de tels rayons internes existent.
L’existence découle de la thèse de K. M. Pilgrim ([Pil94]) si f est hyperbolique. Dans le cas
postcritiquement fini général, aucune réponse n’est connue. Ce problème se réduit à savoir si
l’intersection ∂B1 ∩ ∂B2 contient un point périodique ([Pom86]). Dans ce chapitre on montre
que ∂B1 ∩ ∂B2 contient un point périodique, et donc que de tels rayons internes existent.
La question de savoir si, pour une fraction rationnelle quelconque, l’intersection entre les
bords de deux bassins immédiats attractifs contient un point périodique, est intéressante en
soi. On obtient le résultat suivant :
Théorème 4 Soit g une fraction rationnelle de degré au moins 2 possé-
dant deux bassins immédiats attractifs distincts B1 et B2 dont les bords s’in-
tersectent. Supposons que les composantes de Fatou Bi soient simplement
connexes et que les frontières ∂Bi soient localement connexes.
1. Si l’intersection ∂B1 ∩ ∂B2 ne contient pas de point critique d’orbite in-
finie et si elle est disjointe de l’ensemble ω-limite de tout point critique
récurrent, alors elle contient un point périodique.
2. Supposons de plus que chaque composante de Fatou qui est envoyée sur
B1 ou B2 par une certain itérée de f soit simplement connexe. Si les
ensembles Pc(f) et P(f) ∩ (∂B1 ∪ ∂B2) ne s’accumulent pas sur l’in-
tersection ∂B1 ∩ ∂B2, alors ∂B1 ∩ ∂B2 contient un point périodique. De
plus, l’ensemble des points d’orbite finie de ∂B1 ∩ ∂B2 est dense dans
∂B1 ∩ ∂B2.
L’ensemblePc(g) est l’ensemble des points deP(g) qui sont cachés, c’est-à-dire ceux dans
l’ensemble de Julia qui ne sont dans la frontière d’aucune composante de Fatou.
L’exemple suivant, dû à C. L. Petersen, illustre la nécessité des hypothèses du théorème.
Soit θ ∈ R un nombre irrationnel, g(z) = e2ipiθz2(z−3)/(1−3z), B1 la composante de Fatou de g
contenant le point fixe attractif 0 et B2 celle contenant le point fixe attractif ∞. L’intersection
∂B1 ∩ ∂B2 est non vide mais ne contient aucun point périodique, car g est topologiquement
conjuguée à z ↦ e2ipiθz sur S1 ⊃ ∂B1 ∩ ∂B2. Les composantes de Fatou Bi sont simplement




Une fraction rationnelle postcritiquement finie satisfait les hypothèses de la partie 2 du théorème
4,. On a donc :
Corollaire 5 Soit g une fraction rationnelle postcritiquement finie possédant
deux bassins immédiats attractifs distincts B1 et B2 dont les bords s’inter-
sectent. L’intersection ∂B1 ∩ ∂B2 contient un point périodique, et l’ensemble
des points d’orbite finie de ∂B1 ∩ ∂B2 est dense dans ∂B1 ∩ ∂B2.
Chapitre 5 - Fractions rationnelles postcritiquement finies hyperboliques possédant
une seule grande orbite critique
Dans ce chapitre on propose des idées pour construire un graphe admissible pour une fraction
rationnelle f postcritiquement finie hyperbolique possédant une seule grande orbite critique,
c’est-à-dire possèdant un point critique c dont la grande orbite GO(c) ∶= {z ∶ ∃m,n ∈ N, fm(z) =
fn(c)} contient tous les points critiques de f . La fraction rationnelle f possède un unique cycle
de composantes de Fatou.
Si J (f) est un tapis de Sierpiński, l’idée consiste à utiliser un résultat de Y. Gao, P.
Haïssinsky, D. Meyer et J. Zeng ([GHMZ]) qui établit l’existence d’une courbe de Jordan C
telle que fn(C) ⊂ C etP(f) ⊂ C. Si n = 1 alors C est un graphe admissible pour f . Si ⋃n−1j=0 f j(C)
est un graphe planaire fini alors c’est un graphe admissible pour f .
Dans le cas contraire, les bords des composantes de Fatou périodiques de f ne sont pas deux
à deux disjoints. En utilisant des rayons internes périodiques qui aboutissent sur le même point,
on construit un graphe presque admissible Γ pour f . C’est un graphe planaire fini invariant en
avant, contenant les points périodiques de P(f). Il n’est pas nécessairement connexe, et ne
contient pas nécessairement tous les points de P(f), s’il y en a qui ne sont pas périodiques.
L’idée dans ce cas consiste à augmenter Γ en rajoutant des morceaux bien choisis des pré-images
successives de Γ. On illustre cette idée par des exemples.
Chapitre 6 - Fractions rationnelles postcritiquement finies hyperboliques
pré-transitives
Dans ce chapitre on étudie de manière plus détaillée les intersections entre les bords des
composantes de Fatou périodiques pour les fractions rationnelles postcritiquement finies hy-
perboliques pré-transitives, c’est-à-dire celles dont l’ensemble postcritique est un cycle. Ces
fractions rationnelles n’ont qu’une seule grande orbite critique. On cherche à construire des
graphes (presque) admissibles les plus simples possibles.
Proposition 6 Soit f une fraction rationnelle postcritiquement finie hyper-
bolique pré-transitive. Si les bords de deux composantes de Fatou périodiques
de f s’intersectent, alors l’intersection contient au moins un point z tel que
fK(z) = z, où K est le nombre de composantes de Fatou périodiques de f .
Une grande partie de ce chapitre est consacrée à l’étude de l’agencement des composantes
de Fatou périodiques, quand l’ensemble de Julia n’est pas un tapis de Sierpiński, ou, de manière
équivalente, quand les bords d’au moins deux composantes de Fatou périodiques s’intersectent.
Considérons une fraction rationnelle f postcritiquement finie hyperbolique pré-transitive. No-
tons B1, . . . ,BK les composantes de Fatou périodiques de f , en respectant la dynamique de f .
Supposons que B1 ∪ ⋅ ⋅ ⋅ ∪BK ait L composantes connexes, avec L < K. Notons C1, . . . ,CL ces
composantes connexes, de sorte que Ci = ∪j≥0Bi+jL pour tout i ∈ {1, . . . , L}. Soit k ∈ {1, . . . , L}.
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⋅ On dit que Ck a une forme d’étoile si l’intersection ∩j≥0Bk+jL contient un point L-
périodique (voir la figure 1).⋅ On dit que Ck a une forme de couronne s’il existe un P ∈ {1, . . . ,K−1} tel que ∂Bk∩∂Bk+P



































Figure 2 – Un exemple où K = 10, L = 2. L’intersection B1 ∩B5 contient un point 10-périodique u.
Le résultat principal que l’on obtient est le suivant :
Proposition 7 Si B1 ∪ ⋅ ⋅ ⋅ ∪BK a strictement moins de K composantes
connexes, alors au moins une de ces trois affirmations est vraie :⋅ les composantes connexes de B1 ∪ ⋅ ⋅ ⋅ ∪BK ont une forme d’étoile ;⋅ les composantes connexes de B1 ∪ ⋅ ⋅ ⋅ ∪BK ont une forme de couronne ;⋅ le degré de f est au moins 4.
Ainsi, si le degré de f est 2 ou 3 et si B1 ∪ ⋅ ⋅ ⋅ ∪BK a L composantes connexes (L < K),
alors il existe un graphe presque admissible qui est une union de L étoiles ou de L courbes de
Jordan.
On utilise ces résultats dans le chapitre 7 où on construit des graphes admissibles pour une
sous-famille des fractions rationnelles postcritiquement finies hyperboliques pré-transitives.
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Chapitre 7 - Perturbations de z ↦ 1/z2
Notons F la famille des fractions rationnelles quadratiques dont l’image d’un des deux
points critiques est l’autre point critique. Cette famille est une perturbation de z ↦ 1/z2 qui est
l’exemple type d’une fraction rationnelle postcritiquement finie hyperbolique pré-transitive. Le
but de ce chapitre est de construire des graphes admissibles pour les éléments postcritiquement
finis hyperboliques de F, éléments tous pré-transitifs.
NotonsH l’ensemble des éléments hyperboliques de F, et E l’ensemble des éléments deH
qui possèdent un point fixe attractif. Une composante hyperbolique est une composante connexe
de H .
On construit par récurrence un graphe admissible pour l’élément postcritiquement fini de
chaque composante hyperbolique H vérifiant la propriété suivante : il existe un chemin γ d’un
point de H à un point de E , tel que γ ∩ (F −H ) soit fini et chaque élément de γ ∩ (F −H )
possède un cycle parabolique. On dit que H descend de E . On utilise de manière essentielle
le travail de G. Cui et L. Tan dans [CuiTan15]. Il nous permet de décrire la déformation de
l’ensemble de Julia le long du chemin γ. Dans la plupart des cas le long de γ les composantes
de Fatou sont déformées en des ensembles de Julia remplis. Pour montrer cela on utilise les
résultats du chapitre 6. Ces graphes admissibles peuvent être construits en utilisant la procédure
vue dans le chapitre 5.
Avant de construire ces graphes admissibles, on paramètre les composantes hyperboliques
par le multiplicateur du cycle attractif. On utilise pour cela le paramétrage de M. Rees des com-
posantes connexes de l’espace des fractions rationnelles quadratiques hyperboliques ([Ree90]).
L’ensemble E est une composante hyperbolique. Toutes les autres composantes hyperboliques
possède un et un seul élément postcritiquement fini. On appelle cet élément le centre de la
composante hyperbolique.
Toutes les composantes hyperboliques ne descendent pas de E . On peut penser, par exemple,
à celles dont le centre a un tapis de Sierpiński pour ensemble de Julia (appelons les îlots). On
peut essayer de construire un graphe admissible pour le centre d’un îlot à partir de la courbe
de Jordan donnée par Y. Gao, P. Haïssinsky, D. Meyer et J. Zeng, comme on l’explique dans le
chapitre 5. On peut alors essayer de construire un graphe admissible pour le centre de chaque
composante hyperbolique qui descend d’un îlot, en suivant la déformation de l’ensemble de
Julia comme pour les composantes hyperboliques qui descendent de E . On ne connaît pas de
composante hyperbolique qui ne soit pas E , qui ne descende pas de E , qui ne soit pas un îlot
et qui ne descende pas d’un îlot.
Pour toute fraction rationnelle f dans F − {z ↦ 1/z2}, il existe un unique c ∈ C − {0} tel
que f soit conjuguée par une transformation de Möbius à Fc(z) = (z2 + c)/z2. Si c ∈ R − {0}
est tel que Fc soit postcritiquement finie, alors la courbe de Jordan R est un graphe admissible
pour Fc. On montre que le paramètre c est déterminé par la position des points l’ensemble
postcritique de Fc sur R.
Il existe une unique composante hyperbolique dont les éléments ont un 2-cycle attractif. On
la note H1/2E . Pour compléter notre étude, on identifie des éléments de F dont l’itérée seconde est
un accouplement. Ces éléments sont les centres des composantes hyperboliques qui descendent
de H1/2E . On utilise pour cela la caractérisation des accouplements formels par des graphes





Soit U et V deux surfaces de Riemann et f ∶ U → V un revêtement ramifié. On appelle point
de ramification de f tout point de U au voisinage duquel f n’est pas injectif. Le degré local
de f en un point x ∈ U est noté degf(x). On note C (f) l’ensemble des points de ramification
de f , et
P(f) ∶= {fn(y) ∶ y ∈ C (f), n ≥ 1}.
On dit que f est postcritiquement fini si P(f) est fini.
La formule suivante, appelée formule de Riemann-Hurwitz, est utilisée tout au long de cette
thèse.
Théorème 1.1.1 Soit U et V deux surfaces de Riemann telles que V soit
connexe. Soit f ∶ U → V un revêtement ramifié de degré d. Le nombre de points
de ramification de f , comptés avec multiplicités, est égal à χ(V) ⋅ d−χ(U), où
χ(⋅) désigne la caractéristique d’Euler-Poincaré.
1.2 Ouverts simplement connexes de C
Le symbole D désigne le disque unité ouvert du plan complexe C, et le symbole Cˆ désigne la
sphère de Riemann.
D’après le théorème d’uniformisation de Riemann, tout ouvert simplement connexe de Cˆ
dont le bord est infini est conformément isomorphe à D.
Soit U un ouvert simplement connexe de Cˆ dont le bord ∂U est infini. Pour les deux théorèmes
suivants on se réfère au chapitre 17 de [Mil06-1].
Théorème 1.2.1 (Fatou ; Riesz et Riesz) Soit ψ ∶ D→ U un isomorphisme
conforme. La limite limr→1ψ(re2ipiθ) est un point pour presque tout angle θ dans
R/Z (par rapport à la mesure de Lebesgue). Pour tout u ∈ ∂U l’ensemble des
angles θ ∈ R/Z tels que limr→1ψ(re2ipiθ) = u est de mesure de Lebesgue nulle.
Théorème 1.2.2 (Carathéodory) Soit ψ ∶ D → U un isomorphisme
conforme. Le bord ∂U est localement connexe si et seulement si ψ admet une
extension continue D→ U .
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Définition 1.2.3 (Point de frontière simple, multiple) Si le bord ∂U est localement
connexe, on dit qu’un point u ∈ ∂U est :⋅ simple dans ∂U si ♯((ψ)−1({u})) = 1,⋅ multiple dans ∂U si ♯((ψ)−1({u})) ≥ 2,
où ψ est l’extension continue de n’importe quel isomorphisme conforme ψ ∶ D→ U .
1.3 Dynamique complexe à une variable
Étant donné une fraction rationnelle f , c’est-à-dire un endomorphisme de Cˆ, la dynamique
complexe à une variable étudie le comportement asymptotique de la suite (fn(z))n≥0.
1.3.1 Ensemble de Fatou, ensemble de Julia
L’ensemble de Fatou d’une fraction rationnelle f de degré au moins 2, noté F (f), est
l’ensemble des points z ∈ Cˆ tels qu’il existe un voisinage de z sur lequel la suite des itérées (fn)n≥1
soit équicontinue. C’est un ouvert de Cˆ totalement invariant par f , i.e f−1(F (f)) = F (f).
L’ensemble de Fatou peut être vide (les applications de Lattès ([Mil06-2]) sont des exemples de
fractions rationnelles sans ensemble de Fatou).
L’ensemble de Julia de f , noté J (f), est le complémentaire de l’ensemble de Fatou de
f . C’est un compact totalement invariant. Contrairement à l’ensemble de Fatou, l’ensemble de
Julia ne peut pas être vide, sinon une sous-suite (fnk)k≥1 convergerait uniformément sur Cˆ vers
une fraction rationnelle g, le degré de fnk devrait alors à la fois converger vers l’infini et valoir
le degré (fini) de g à partir d’un certain rang.
Les ensembles de Fatou et de Julia sont stables par itération, i.eJ (fn) =J (f) pour tout
n ≥ 1.
Le théorème de Montel ci-dessous est fondamental.
Théorème 1.3.1 (Montel) Soit U un ouvert de Cˆ et G une famille d’appli-
cations holomorphes g ∶ U → Cˆ qui omet trois points distincts, c’est-à-dire il
existe trois points distincts a, b, c de Cˆ tels que g(U) ⊂ Cˆ−{a, b, c} pour chaque
g ∈ G. Alors G est équicontinue.
Une propriété intéressante de l’ensemble de Julia est la suivante :
Corollaire 1.3.2 Soit f une fraction rationnelle de degré au moins 2, et U
un ouvert de Cˆ tel que U ∩J (f) soit non vide. L’union ⋃j≥0 f j(U) contient
toute la sphère de Riemann sauf peut-être deux points.
Corollaire 1.3.3 L’ensemble de Julia d’une fraction rationnelle de degré au
moins 2 est ou bien toute la sphère de Riemann ou bien d’intérieur vide.
1.3.2 Points périodiques et cycles
Considérons une fraction rationnelle f de degré au moins 2, et un point z ∈ Cˆ.
L’orbite de z est la suite (fn(z))n≥0. On dit que z est : n-solution (n ∈ N−{0}) si fn(z) = z ;
périodique s’il existe un entier n ≥ 1 tel que z soit n-solution ; n-périodique (n ∈ N − {0}) si
z est n-solution mais pas p-solution pour tout entier 1 ≤ p < n ; pré-périodique si z n’est pas
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périodique mais qu’il existe un m ≥ 0 tel que fm(z) le soit ; finalement périodique si z est
périodique ou pré-périodique.
Supposons maintenant que z soit un point q-périodique. On appelle {z, f(z), . . . , f q−1(z)}
un cycle (un q-cycle si on veut préciser la période), et la dérivée (f q)′(z) =∏q−1j=0 f ′(f j(z)) est
appelée le multiplicateur du cycle. Le multiplicateur régit la dynamique de f au voisinage de
z, comme on le voit dans la section suivante. On dit que le cycle est :⋅ attractif si ∣(f q)′(z)∣ < 1, avec la distinction suivante :⋅ super-attractif si ∣(f q)′(z)∣ = 0,⋅ géométriquement attractif si 0 < ∣(f q)′(z)∣ < 1 ;⋅ parabolique si ∣(f q)′(z)∣ = e2ipiθ pour un nombre rationnel θ ;⋅ indifférent irrationnel si ∣(f q)′(z)∣ = e2ipiθ pour un nombre irrationnel θ ;⋅ répulsif si ∣(f q)′(z)∣ > 1.
Chaque point du cycle est attractif, super-attractif, géométriquement attractif, parabolique,
indifférent irrationnel ou répulsif suivant le cas.
1.3.3 Composantes de Fatou
La dynamique d’une fraction rationnelle f sur son ensemble de Fatou est complètement com-
prise.
On appelle composante de Fatou toute composante connexe de l’ensemble de Fatou. Pour
chaque composante de Fatou B, l’image f(B) est une composante de Fatou et la restriction
f ∶ B → f(B) est un revêtement éventuellement ramifié. On adopte pour les composantes de
Fatou le même vocabulaire que pour les points périodiques, pré-périodiques, etc (voir la section
1.3.2).
Soit u ∈ Cˆ un point Q-périodique.
Si u est attractif alors u ∈ F (f). Soit B la composante de Fatou contenant u. La suite(fnQ∣B )n≥1 converge simplement vers u. On appelle B le bassin immédiat attractif de u.
Si u est parabolique alors u ∈J (f). Il existe au moins une composante de Fatou B telle que
u ∈ ∂B et la suite (fnQ∣B )n≥1 converge simplement vers u. On appelle B un bassin immédiat
parabolique de u.
Si u est indifférent irrationnel alors on a deux cas. Ou bien fQ est linéarisable au voisinage
de u, dans ce cas u ∈ F (f) et on appelle la composante de Fatou contenant u un disque de
Siegel ; ou bien u est dans l’ensemble de Julia et est appelé un point de Cremer.
Une composante de Fatou isomorphe à un anneau sur laquelle f est conjuguée à une rotation
irrationnelle est appelée un anneau de Herman.
Grâce aux deux théorèmes suivant la dynamique de f sur son ensemble de Fatou est complète-
ment comprise.
Théorème 1.3.4 (Classification des composantes de Fatou) Une com-
posante de Fatou périodique d’une fraction rationnelle de degré au moins 2 est
ou bien dans un cycle de bassins immédiats attractifs, ou bien dans un cycle
de bassins immédiats paraboliques, ou bien dans un cycle de disques de Siegel,
ou bien dans un cycle d’anneaux de Herman.
Théorème 1.3.5 (Sullivan) Les composantes de Fatou d’une fraction ration-
nelle de degré au moins 2 sont finalement périodiques.
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Pour des détails sur ces notions, lire [Mil06-1], §8 pour les bassins immédiats géométriquement
attractifs, §9 pour les immédiats super-attractifs, §10 pour les bassins paraboliques, §11 pour
les disques de Siegel et les points de Cremer, §15 pour les anneaux de Herman, et §16 pour les
théorèmes 1.3.4 et 1.3.5.
1.3.4 Points critiques et ensemble postcritique
Considérons une fraction rationnelle f de degré au moins 2. Un point critique de f est un
zéro de la dérivée f ′ de f . De manière équivalente, c’est un point au voisinage duquel f n’est
pas injective (un point de ramification de f vu comme un revêtement ramifié). L’image d’un
point critique est appelée une valeur critique. L’ensemble postcritique de f est
P(f) ∶= {fn(c) ∶ f ′(c) = 0, n > 0}.
On dit que f est postcritiquement finie si l’ensemble P(f) est fini.
Théorème 1.3.6 Un bassin immédiat attractif ou parabolique d’une fraction
rationnelle f de degré au moins 2 contient un point critique de fQ d’orbite
infinie, où Q est la période du bassin.
Pour une preuve de ce théorème, voir [Mil06-1] (§8 pour les bassins immédiats géométriquement
attractifs, §10 pour les bassins paraboliques).
Définition 1.3.7 (Ensemble ω-limite, point critique récurrent) Soit c un point critique
d’orbite infinie de f . L’ensemble ω-limite de c est l’ensemble des points d’accumulation de(fn(c))n≥0. On dit que c est récurrent s’il est dans son ensemble ω-limite.
Théorème 1.3.8 ([Man93]) Tout point de Cremer, tout bord d’un disque de
Siegel ou d’un aneau de Herman est contenu dans l’ensemble ω-limite d’un
point critique récurrent.
Corollaire 1.3.9 Les points périodiques non répulsifs d’une fraction ration-
nelle postcritiquement finie sont super-attractifs. Les composantes de Fatou
périodiques d’une fraction rationnelle postcritiquement finie sont des bassins
immédiats super-attractifs.
1.3.5 Coordonnées de Böttcher
En raison du corollaire 1.3.9, on porte une attention particulière à la dynamique d’une fraction
rationnelle sur un bassin immédiat super-attractif.
Considérons une fraction rationnelle f de degré au moins 2, u un point Q-périodique super-
attractif, et B le bassin immédiat super-attractif de u. Notons ν le degré local de fQ en u
(ν > 1).
Théorème 1.3.10 (Böttcher) Si u n’est pas le seul point critique de fQ
dans B, alors pour un unique r ∈]0; 1[ il existe un isomorphisme conforme φ
défini sur {∣z∣ < r} et à valeurs dans B, tel que φ(0) = u, fQ ○ φ(z) = φ ○ zν et
∂φ({∣z∣ < r}) contienne au moins un point critique de fQ.
Si u est le seul point critique de fQ dans B alors il existe un isomorphisme
conforme φ ∶ D→ B tel que φ(0) = u et fQ ○ φ(z) = φ ○ zν.
Dans tous les cas φ est unique à pré-multiplication par une racine (ν −1)-ième
de l’unité près.
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(Voir [Mil06-1], chapitre 9) Une telle application φ est appelée une coordonnée de Böttcher.
Corollaire 1.3.11 L’ensemble de Julia d’une fraction rationnelle postcriti-
quement finie de degré au moins 2 est connexe.
Preuve . Soit g une fraction rationnelle postcritiquement finie de degré au moins 2. Si l’en-
semble de Julia de g est toute la sphère, alors il est connexe. Supposons que l’ensemble de Fatou
de g soit non vide, et considérons une composante de Fatou périodique B de g. Par le corollaire
1.3.9 et le théorème de Böttcher ci-dessus, B ne peut contenir qu’au plus un point critique, et B
est simplement connexe. De plus, B ne peut contenir qu’au plus une valeur critique. La formule
de Riemann-Hurwitz assure donc que chaque composante de Fatou B′ telle que g(B′) = B est
simplement connexe. On montre alors par réccurence que chaque composante de Fatou Ω telle
que gn(Ω) = B pour un certain entier n ≥ 0 est simplement connexe. Comme toute composante
de Fatou est finalement périodique, on obtient que toutes les composantes de Fatou de g sont
simplement connexes. Ainsi, l’ensemble de Julia de g est connexe. ∎
Rayons internes
Supposons que u soit le seul point critique de fQ dans B. Étant donné le choix d’une
coordonnée de Böttcher φ pour B on appelle rayon interne de B d’angle θ ∈ R/Z l’image
φ({re2ipiθ ∶ r ∈ [0; 1[}).
On dit que le rayon interne de B d’angle θ aboutit en z ∈ ∂B si limr→1 φ(re2ipiθ) = z. D’après le
théorème de Carathéodory (théorème 1.2.2) le bord ∂B est localement connexe si et seulement
si tous les rayons internes de B aboutissent et le point d’aboutissement dépend continuement
de l’angle du rayon interne.
1.3.6 (Sous)-Hyperbolicité
Une fraction rationnelle f de degré au moins 2 est dite hyperbolique s’il existe une métrique
conforme µ définie sur un voisinage V de J (f), telle que pour tout z ∈ V la norme ∣∣∣Dzf ∣∣∣µ
de la différentielle de f en z soit strictement supérieure à 1.
Théorème 1.3.12 Une fraction rationnelle f de degré au moins 2 est hyper-
bolique si et seulement si P(f) ∩J (f) = ∅, ou si et seulement si (fn(c))n≥1
converge vers un cycle attractif pour tout point critique c de f .
On peut trouver une preuve de ce résultat dans le chapitre 19 de [Mil06-1] (théorème 19.1). Si
on exclut le cas trivial où f est conjuguée à z ↦ z±d, l’ensemble postcritique P(f) contient au
moins trois points, et on peut prendre pour µ la métrique de Poincaré sur le voisinage Cˆ−P(f)
de J (f). Dans ce cas, ∣∣∣Dzf ∣∣∣µ > 1 pour tout z ∈ Cˆ −P(f).
Une fraction rationnelle f de degré au moins 2 est dite sous-hyperbolique si ses points
critiques dans son ensemble de Julia sont finalement périodiques et ses points critiques dans
son ensemble de Fatou convergent chacun vers un cycle attractif.
Théorème 1.3.13 Si l’ensemble de Julia d’une fraction rationnelle de degré
au moins 2 sous-hyperbolique est connexe, alors il est localement connexe.
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(Voir [Mil06-1], théorème 19.2). On en déduit immédiatement :
Corollaire 1.3.14 L’ensemble de Julia d’une fraction rationnelle postcriti-
quement finie de degré au moins 2 est localement connexe.
Dans la preuve du théorème 19.2 de [Mil06-1] on apprend en particulier que :
Lemme 1.3.15 Si f est une fraction rationnelle de degré au moins 2 sous-
hyperbolique et si U est une composante de Fatou simplement connexe, alors
∂U est localement connexe.
Lemme 1.3.16 Si f est une fraction rationnelle de degré au moins 2 sous-
hyperbolique, alors pour tout ε > 0 il n’existe qu’un nombre fini de composantes
de Fatou dont le diamêtre est supérieur à ε.
1.3.7 Shrinking lemma
Le lemme suivant est bien connu (voir [LyuMin97], Appendix 2, ou le lemme 2.9 de [CuiTan15]).
On utilise le corollaire 1.3.18 à plusieurs reprises.
Lemme 1.3.17 (Shrinking lemma) Soit f une fraction rationnelle de degré
au moins 2. Soit U un ouvert simplement connexe de Cˆ disjoint de l’ensemble
postcritiqueP(f) et de tout domaine sur lequel f est conjuguée à une rotation.
Pour tout D ⋐ U et tout entier n ≥ 1, soit Cn le maximum des diamètres (par
rapport à la métrique sphérique) des composantes connexes de f−n(D). Alors
Cn → 0 quand n→∞.
Corollaire 1.3.18 Soit f une fraction rationnelle de degré au moins 2 post-
critiquement finie. Soit u et v deux points périodiques répulsifs distincts de f .
Il n’existe aucun arc α de u à v, tel que α − {u, v} ne contienne aucun point
de P(f), et tel que fm(α) = α pour un certain entier m ≥ 0.
Un arc α est l’image de [0; 1] par d’une application continue injective à valeurs dans S2.
Preuve du corollaire 1.3.18. Supposons qu’il existe un tel arc. Soit q un multiple de m et
des périodes de u et v. Soit U et V des voisinages de u et v respectivement sur lesquels f q soit
conjuguée à z ↦ λuz et z ↦ λvz respectivement, ∣λu∣, ∣λv ∣ > 1. Soit β un arc inclus dans α−{u, v}
dont une extrémité est dans U et l’autre dans V . Comme f est postcritiquement finie, il n’existe
pas de domaine sur lequel elle soit conjuguée à une rotation (section 1.3.4). Comme α − {u, v}
ne contient pas de point de P(f), il existe un voisinage simplement connexe W de β disjoint
de P(f). D’après le shrinking lemma, le diamètre de la composante connexe de f−nq(β) qui
contient β devrait tendre vers 0, ce qui est absurde. ∎
1.4 Dynamique des polynômes
Intéressons nous maintenant à la dynamique d’un polynôme P de degré au moins 2. Le
point ∞ est un point fixe super-attractif. Il existe donc une composante de Fatou de P : le
bassin immédiat super-attractif de ∞, que l’on note BP,∞. Puisque ∞ est l’unique point envoyé
par P sur ∞, BP,∞ est l’unique composante de Fatou envoyée par P sur BP,∞. Ainsi, on a{z ∈ C ∶ P n(z)Ð→∞ quand n→∞} = BP,∞.
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L’ensemble de Julia rempli de P , noté K (P ), est par définition le complémentaire
de BP,∞. En d’autres termes, K (P ) est l’ensemble des points dont l’orbite est bornée. Il est
nécessairement non vide puisqu’il contient l’ensemble de Julia J (P ) qui est non vide. C’est
un compact totalement invariant. En utilisant le théorème de Montel, on voit que J (P ) =
∂K (P ) = ∂BP,∞.
On note C ′(P ) l’ensemble des points critiques de P dans C. La topologie de K (P ) est
intimement liée au comportement des points de C ′(P ). Par exemple :
Proposition 1.4.1 L’ensemble de Julia rempli d’un polynôme est connexe si
et seulement s’il contient C ′.
(Pour une preuve, voir [DouHub84], Exposé III, porposition 1)
Supposons que K (P ) soit connexe. Alors BP,∞ est simplement connexe, ne contient pas
d’autre point critique que ∞ et donc possède une coordonnée de Böttcher définie sur tout
le disque unité ouvert D. On préfère voir une coordonnée de Böttcher de BP,∞ comme un
isomorphisme conforme de C−D sur C−K (P ) qui conjugue P à z ↦ zd. Étant donné le choix
d’un tel isomorphisme φ ∶ C−D→ C−K (P ) (il est unique à pré-multiplication par une racine(d − 1)-ième de l’unité) on appelle rayon externe de P d’angle θ ∈ R/Z l’image
φ({re2ipiθ ∶ r > 1}).
Comme pour les rayons internes, le rayon externe de P d’angle θ aboutit sur w ∈J (P ) si la
limite limr→1 φ(re2ipiθ) existe et est w. Par le théorème de Carathéodory (théorème 1.2.2), l’en-
semble de Julia rempli K (P ) est localement connexe si et seulement si φ admet une extension
continue φ ∶ C −D→ C − ˚K (P ).
Proposition 1.4.2 L’ensemble de Julia rempli d’un polynôme postcritique-
ment fini est localement connexe.
D’après le corollaire 1.3.14, l’ensemble de Julia d’un polynôme postcritiquement fini est loca-
lement connexe. Comme l’ensemble de Julia est le bord de l’ensemble de Julia rempli, on en
déduit la proposition 1.4.2.
Enfin, on note
P ′(P ) ∶= {P n(c) ∶ c ∈ C ′(P ), n ≥ 0}.
1.4.1 Arbres de Hubbard
Considérons un polynôme P de degré d ≥ 2 postcritiquement fini. Son ensemble de Julia
rempli K (P ) est localement connexe (proposition 1.4.2) et ses composantes de Fatou pério-
diques sont toutes des bassins immédiats super-attractifs contenant au plus un point critique
(section 1.3.5).
Il existe une famille {φB ∶ D → B} d’isomorphismes conformes, où B parcourt l’ensemble
des composantes de Fatou bornées de P , telle que pour chaque composante de Fatou bornée B
on ait φ−1
P (B) ○P ○ φB(z) = zdB , où dB est le degré de la restriction de P à B (voir [DouHub84],
exposé IV, lemme 1). Si B est une composante de Fatou bornée périodique alors φB est une
coordonnée de Böttcher de B. Ces isomorphismes conformes définissent des rayons internes
dans les composantes de Fatou bornées comme le fait une coordonnée de Böttcher dans une
composante de Fatou bornée périodique.
PuisqueK (P ) est compact, connexe et localement connexe, il est connexe par arcs (voir par
exemple [DouHub84], Exposé II, proposition 2). En associant la connexité par arcs de K (P ),
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le fait que Cˆ −K (P ) soit connexe et le fait que J (P ) soit d’intérieur vide, on obtient la
propriété suivante.
Lemme 1.4.3 (et définition d’arc réglementaire) Pour tous x, y dans
K (P ) il existe un unique arc γyx = γxy ⊂ K (P ) dont les extrémités sont x et
y, et tel que ce qui suit soit vrai : pour toute composante de Fatou bornée B
l’intersection γyx ∩B est contenue dans l’union des fermetures de deux rayons
internes de B. On appelle cet arc l’arc réglementaire de x à y (ou de y
à x).
Ce lemme est montré dans les Notes d’Orsay ([DouHub84], Exposé II, proposition 6).
L’arbre de Hubbard de P est H(P ) ∶= ⋃
x,y∈P ′(P )γyx.
(Voir la figure 1.1)
On explique la façon dont les arbres de Hubbard déterminent les polynômes postcritiquement
finis dans la section 3.3.1.
Figure 1.1 – Deux exemples d’arbres de Hubbard. À gauche l’arbre de Hubbard (en traits blancs) d’un
polynôme postcritiquement fini de la forme z4 + c. Les points blancs représenent les points de P ′. À droite
l’arbre de Hubbard d’un polynôme postcritiquement fini de la forme z2 + c. Les points noirs représentent les
points de P ′ et l’arbre de Hubbard est en traits noirs.
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Chapitre 2
Détermination de revêtements ramifiés
grâce à des graphes admissibles
Dans ce chapitre on définit pour un revêtement ramifié postcritiquement fini f de S2 un
ensemble de graphes admissibles avec une relation d’équivalence entre des graphes admissibles.
Un graphe admissible est un graphe planaire fini connexe invariant en avant et contenant l’en-
semble postcritique de f . La relation d’équivalence entre des graphes admissibles est, à peu de
chose près, la façon dont ils s’incluent dans leur pré-image. On montre que si deux revêtements
ramifiés postcritiquement finis f et g de S2 possèdent des graphes admissibles équivalents, alors
f et g sont Thurston équivalents. Si f et g sont en plus des fractions rationnelles à orbifold
hyperbolique, on obtient que f et g sont conjuguées par une transformation de Möbius, grâce
au théorème de caractérisation topologique des fractions rationnelles de W. Thurston.
Dans la section 2.1 on définit les outils que l’on utilise. Dans la section 2.2 on énonce et
prouve le théorème.
2.1 Outils : isotopies, théorème de Thurston et graphes
planaires finis
On définit ici certains outils que l’on utilise.
Isotopies
Soit X ,Y deux espaces topologiques. Une isotopie entre deux homéomorphismes h et h′ deX sur Y est une application continue H ∶ [0; 1] ×X → Y telle que :⋅ Ht ∶ X → Y ∶ x↦H(t, x) soit un homéomorphisme pour tout t ∈ [0; 1] ;⋅ H0 = h et H1 = h′, ou bien H0 = h′ et H1 = h.
Soit S un ensemble fini de points de X . Deux homéomorphismes h,h′ ∶ X → Y sont dits isotopes
relativement à S s’il existe une isotopie H entre h et h′ telle que Ht(s) = H0(s) pour tous
t ∈ [0; 1] et s ∈ S.
Théorème de caractérisation topologique des fractions rationnelles de Thurston
Le symbole S2 désigne un espace topologique homéomorphe à la sphère unité de R3.
Soit F ∶ S2 → S2 un revêtement ramifié postcritiquement de degré au moins 2.
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Il existe une plus petite fonction vF parmi les fonctions v ∶ S2 → N∗ ∪ {∞} telles que :⋅ v(x) = 1 pour tout x ∉P(F ),⋅ v(x) soit un multiple de v(y)degF (y) pour chaque y ∈ F −1(x).
S’il existe un point de ramification z de F tel que F q(z) = z pour un certain entier q ≥ 1, alors
νF (F n(z)) =∞ pour tout entier n ≥ 0.
Le couple (S2, vF ) est une orbifold et peut être appelée l’orbifold de F (voir l’appendice E
de [Mil06-1] pour une introduction sur les orbifolds.). La caractéristique d’Euler de (S2, νF ) est
la quantité
χ(S2, νF ) ∶= 2 − ∑
x∈S2(1 − 1vF (x)).
Douady et Hubbard expliquent dans [DouHub93] que χ(S2, νF ) ≤ 0 et classifient complètement
les revêtements ramifiés postcritiquement finis dont l’orbifold a une caractéristique d’Euler nulle
(voir la section 9 de [DouHub93]).
Définition 2.1.1 (Revêtement ramifié PCFOH) On dira que F est postcritiquement
fini à orbifold hyperbolique (PCFOH en abrégé) si χ(S2, νF ) < 0.
L’adjectif hyperbolique se justifie ainsi : si p ∶ S′ → S2 est un revêtement ramifié tel que S′
soit simplement connexe et le degré local de p en chaque point z ∈ S′ soit νF (p(z)), alors S′ est
conformément isomorphe au disque unité D.
Remarque. Une fraction rationnelle PCFOH n’est pas forcément hyperbolique au sens où
les orbites critiques restent loin de l’ensemble de Julia (comme défini dans la section 1.3.6).
En effet, l’orbifold de F est hyperbolique dès que P(F ) a au moins cinq points. Ainsi, toute
fraction rationnelle postcritiquement finie est PCFOH dès que son ensemble postcritique est
assez grand, qu’elle soit hyperbolique ou non.
Définition 2.1.2 (Équivalence de Thurston) Deux revêtements ramifiés f, g ∶ S2 → S2 de
degré au moins 2 sont dits Thurston équivalents s’il existe deux homéomorphismes ψ,ψ′ ∶
S2 → S2 préservant l’orientation tels que ψ et ψ′ soient isotopes relativement à P(f), et
g ○ ψ′ = ψ ○ f .
Le résultat suivant est un corollaire du théorème de caractérisation topologique des fractions
rationnelles de Thurston :
Théorème 2.1.3 ([DouHub93], théorème 1) Deux fractions rationnelles
PCFOH de degré au moins 2 sont conjuguées par une transformation de Möbius
si et seulement si elles sont Thurston équivalentes.
Graphes planaires finis
Un arc est un espace topologique homéomorphe à l’intervalle unité [0; 1].
Définition 2.1.4 (Graphe (planaire) fini) Un graphe fini est le quotient d’une union finie
disjointe d’arcs par une relation d’équivalence sur les extrémités des arcs. On appelle sommets
d’un graphe fini les images des extrémités par l’application quotient. Un graphe planaire fini
est l’image par un homéomorphisme d’un graphe fini dans S2.
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Soit Γ un graphe planaire fini. On note S(Γ) l’ensemble des sommets de Γ. Un point de
branchement de Γ est un point x ∈ Γ tel que pour tout voisinage U de x assez petit, U ∩Γ−{x}
ait au moins trois composantes connexes. Un bout de Γ est un point x ∈ Γ tel que pour tout
voisinage de x il existe un voisinage plus petit V tel que V ∩ Γ − {x} ait une seule composante
connexe. Une arête de Γ est la fermeture d’une composante connexe de Γ − S(Γ). Une arête
est homéomorphe ou bien à l’intervalle unité [0; 1] ou bien au cercle unité S1. Deux sommets
de Γ peuvent être les extrémités de deux arêtes différentes. On dit que deux sommets de Γ
sont consécutifs s’il existe une arête de Γ contenant ces sommets. On dit que deux arêtes de
Γ sont adjacentes si un sommet de Γ est dans ces deux arêtes. La valence d’un sommet x
de Γ, notée vΓ(x), est le nombre minimal de composantes connexes de U ∩ Γ − {x} pour tout
voisinage U de x assez petit (la valence de x n’est pas forcément égale au nombre d’arêtes de
Γ contenant x, car une arête de Γ contenant x peut être une courbe de Jordan).
Figure 2.1 – Deux exemples de graphes planaires finis. Dans celui de droite une arête est homéomorphe
au cercle unité S1 et deux arêtes partagent les mêmes extrémités. Comme un graphe planaire fini n’est pas
nécessairement connexe, l’union de ces deux graphes planaires finis est aussi un graphe planaire fini.
Finalement, on dit qu’un homéomorphisme entre deux graphes planaires finis Γ1 et Γ2
préserve l’orientation s’il préserve l’ordre circulaire des arêtes de Γ1 en chaque point de
branchement de Γ1 (c’est la restriction d’un homéomorphisme de S2 préservant l’orientation,
voir le lemme 2.2.6).
2.2 Détermination de revêtements ramifiés grâce à des graphes
admissibles
On travaille uniquement avec des revêtements ramifiés de S2 préservant l’orientation.
2.2.1 Graphes admissibles
Soit f ∶ S2 → S2 un revêtement ramifié postcritiquement fini.
Définition 2.2.1 (Graphe admissible) Un graphe admissible pour f est un graphe pla-
naire fini connexe Γ tel que f(Γ) ⊂ Γ et S(Γ) = P(f) ∪ {points de branchement de Γ} ∪{bouts de Γ}.
Remarque. Un arbre de Hubbard n’est pas un graphe admissible pour son polynôme puisqu’il
ne contient pas le point critique à l’infini. Par contre, l’union d’un arbre de Hubbard avec un
rayon externe fixe α et l’arc réglementaire connectant le point d’aboutissement de α à l’arbre
de Hubbard, est un graphe admissible pour le polynôme.
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Par définition d’un graphe planaire fini et puisqueP(f) est fini, Γ−S(Γ) n’a qu’un nombre
fini de composantes connexes et chacune d’elles est homéomorphe à ]0; 1[.
Lemme 2.2.2 Soit Γ un graphe admissible pour f .
1. Pour toute composante connexe α de f−1(Γ) − f−1(S(Γ)), la restriction
de f à α est injective.
2. La pré-image f−1(Γ) est un graphe planaire fini connexe.
Preuve . 1. Soit α une composante connexe de f−1(Γ)− f−1(S(Γ)). Le revêtement f envoie α
dans une composante connexe de Γ − S(Γ) qui est homéomorphe à ]0; 1[. Ainsi, si f n’est pas
injectif sur α c’est qu’il existe un point dans α au voisinage duquel f n’est pas injectif, i.e qu’il
existe un point de ramification de f dans α. Or α ne contient aucun point de ramification de
f étant donné que f(C (f)) ⊂ S(Γ).
2. L’ensemble f−1(S(Γ)) est fini, et chaque composante connexe de f−1(Γ) − f−1(S(Γ)) est
envoyée homéomorphiquement sur une composante connexe de Γ−S(Γ) (par 1.). Ainsi, f−1(Γ)−
f−1(S(Γ)) n’a qu’un nombre fini de composantes connexes, chacune étant homéomorphe à ]0; 1[.
Pour voir que f−1(Γ) est connexe il suffit d’utiliser la formule de Riemann-Hurwitz : comme Γ
contient tous les points de f(C (f)), chaque composante connexe de S2−f−1(Γ) est simplement
connexe. ∎
2.2.2 Détermination de revêtements ramifiés grâce à des graphes ad-
missibles
Définition 2.2.3 (Équivalence entre graphes admissibles) Soit f et g deux revêtements
ramifiés postcritiquement finis. Soit Γf un graphe admissible pour f et Γg un graphe admissible
pour g. Les couples (Γf , f) et (Γg, g) sont dits équivalents s’il existe un homéomorphisme
ϕ ∶ f−1(Γf)→ g−1(Γg) préservant l’orientation tel que :
(i) ϕ(Γf) = Γg ;
(ii) ϕ(f−1(P(f))) = g−1(P(g)) ;
(iii) il existe une composante connexe a de f−1(Γf) − f−1(S(Γf)) telle que g(ϕ(a)) = ϕ(f(a))
et g(ϕ(s)) = ϕ(f(s)) pour chaque point s de f−1(S(Γf)) dans a.
Dans ce cas on appelle ϕ une équivalence entre (Γf , f) et (Γg, g).
Théorème 2.2.4 Soit f et g deux revêtements ramifiés postcritiquement fi-
nis. S’il existe un graphe admissible Γf pour f et un graphe admissibles Γg
pour g tels que (Γf , f) et (Γg, g) soient équivalents, alors f et g sont Thurston
équivalents.
Le théorème de Thurston (2.1.3) nous permet d’en déduire le corollaire suivant :
Corollaire 2.2.5 Soit f une fraction rationnelle PCFOH possédant un graphe
admissible Γf . Une fraction rationnelle PCFOH g est conjuguée à f par une
transformation de Möbius si et seulement s’il existe un graphe admissible Γg
pour g tel que (Γf , f) et (Γg, g) soient équivalents.
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Preuve . S’il existe un graphe admissible Γg pour g tel que (Γf , f) et (Γg, g) soient équivalents,
alors f et g sont Thurston équivalentes par le théorème 2.2.4, et donc conjuguées par une
transformation de Möbius par le théorème de Thurston.
Supposons qu’il existe une transformation de Möbius M telle que M ○ f = g ○M . Alors
M(Γf) est un graphe admissible pour g, et M est une équivalence entre (Γf , f) et (Γg, g). ∎
Le reste de ce chapitre constitue la preuve du théorème 2.2.4. Cette preuve mélange des tech-
niques utilisées dans [DouHub84] et [BieFisHub92].
Soit f et g deux revêtements ramifiés postcritiquement finis possédant chacune un graphe
admissible Γf et Γg respectivement, tels que (Γf , f) et (Γg, g) soient équivalents.
Les graphes planaires finis f−1(Γ1) et g−1(Γg) sont munis des ensembles de sommets f−1(S(Γf))
et g−1(S(Γg)) respectivement.
Soit ϕ une équivalence entre (Γf , f) et (Γg, g). Par hypothèse, il existe un arête α de f−1(Γf)
telle que g(ϕ(α)) = ϕ(f(α)) et g(ϕ(s)) = ϕ(f(s)) pour chaque sommet s de f−1(Γf) dans α.
Idée de la preuve
Pour montrer que f et g sont Thurston équivalent on doit construire deux homéomorphismes
préservant l’orientation ψ,ψ′ ∶ S2 → S2 isotopes relativement à P(f) et tels que g ○ ψ′ = ψ ○ f
(définition 2.1.2). On le fait en cinq étapes.
La première étape consiste à construire l’homéomorphisme ψ ∶ S2 → S2 qui est simple-
ment une extension de ϕ ∶ f−1(Γf) → g−1(Γg). Cette extension est faite radialement sur les
composantes connexes de S2 − f−1(Γf) qui sont des disques topologiques. Comme ϕ préserve
l’orientation, ψ préserve l’orientation (lemme 2.2.6).
Dans une deuxième étape on crée un homéomorphisme ϕ′ ∶ f−1(Γf) → g−1(Γg) préservant
l’orientation, isotope à ψ∣f−1(Γf ) = ϕ relativement aux sommets de f−1(Γf) (en particulier re-
lativement aux points de P(f)), et tel que g ○ ϕ′ = ψ ○ f∣f−1(Γf ) (proposition 2.2.7 et lemme
2.2.9).
On construit ensuite un homéomorphisme ψ′V d’un voisinage V de f−1(Γf) sur un voisinage
de g−1(Γg), induisant ϕ′ et tel que g ○ψ′V = ψ ○f∣V (proposition 2.2.11). Pour cela on relève ψ au
voisinage de chaque point de f−1(Γf). C’est possible puisque degf(x) = degg(ϕ′(x)) pour tout
point x ∈ f−1(Γf). On montre alors que tous ces relevés locaux se recollent pour former ψ′V .
Pour finir la construction de ψ′ on crée pour chaque composante connexe C du complé-
mentaire de f−1(Γf) un homéomorphisme ψ′C préservant l’orientation tel que g ○ ψ′C = ψ ○ f∣C .
On montre que les homéomorphismes ψ′C et ψ′V se recollent en un homéomorphisme global
ψ′ ∶ S2 → S2 préservant l’orientation qui vérifie donc g ○ ψ′ = ψ ○ f (proposition 2.2.14).
La dernière étape consiste à étendre l’isotopie entre ψ et ψ′ sur f−1(Γf) relativement aux
sommets de f−1(Γf) en une isotopie sur S2 relativement aux sommets de f−1(Γf) (lemme
2.2.15). Les composantes connexes de f−1(Γf) et g−1(Γg) sont des disques topologiques. On
peut facilement étendre une isotopie entre deux homéomorphismes du cercle unité relative à un
ensemble fini de points en une isotopie sur le disque unité fermé relative au même ensemble de
points.
Preuve
Lemme 2.2.6 Il existe un homéomorphisme ψ ∶ S2 → S2 préservant l’orien-
tation et induisant ϕ sur f−1(Γf).
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Preuve . Puisque les pré-images f−1(Γf) et g−1(Γg) sont connexes, les composantes connexes
de S2 − f−1(Γf) et S2 − g−1(Γg) sont des disques topologiques.
Supposons que f−1(Γf) soit une courbe de Jordan. Choisissons une orientation sur f−1(Γf),
notons C1 la composante connexe du complémentaire de f−1(Γf) qui est à la droite de Γ, et
C2 celle à la gauche. Alors on peut étendre radialement ϕ en un homéomorphisme préservant
l’orientation de C1 sur la composante connexe de S2 − g−1(Γg) qui est à la droite de g−1(Γg)
(par rapport à l’orientation induite par l’orientation sur f−1(Γf) et ϕ). Et on peut étendre de
même ϕ sur C2. On crée ainsi une extension globale ψ ∶ S2 → S2 qui est un homéomorphisme
préservant l’orientation.
Supposons maintenant que f−1(Γf) ne soit pas une courbe de Jordan. Puisque ϕ respecte
les ordres circulaires des arêtes de f−1(Γf) aux points de branchement de f−1(Γf), pour toute
composante connexe C du complémentaire de f−1(Γf) il existe une composante connexe de
g−1(Γg), notée Ĉ, telle que ∂Ĉ = ϕ(∂C). Cette composante Ĉ est unique puisque f−1(Γf) n’est
pas une courbe de Jordan, et si C ′ est une autre composante connexe de S2 − f−1(Γf) alors Ĉ ′
est distincte de Ĉ. Fixons une composante connexe C de f−1(Γf). Soit φ ∶ D → C et φˆ ∶ D → Ĉ
des isomorphismes conformes et φ ∶ D → C et φˆ ∶ D → Ĉ leur extension continue respective.
Un point simple de ∂C est envoyé par ϕ sur un point simple de ∂Ĉ. Pour tout u ∈ S1 tel que
x = φ(u) soit un point simple on note $(u) l’unique point v ∈ S1 tel que ϕ(x) = φˆ(v). Posons
Θ = {u ∈ S1 ∶ φ(u) est un point simple de ∂C}.
L’application $ définie sur Θ est continue injective. Puisque f−1(Γf) est un graphe planaire fini
le complémentaire S1 −Θ n’a qu’un nombre fini de composantes connexes. Notons Θ1, . . . ,Θn
ces composantes connexes en respectant l’ordre trigonométrique à partir d’un point base u0 ∈ Θ.
Notons Θ̂1, . . . , Θ̂m les composantes connexes de S1−$(Θ) en respectant l’ordre trigonométrique
à partir de $(u0). Le fait que ϕ préserve l’orientation implique que n = m et que ϕ(φ(Θi)) =
φˆ(Θ̂i) pour tout i = 1, . . . , n. De plus, φ et φˆ sont injectives sur chaque Θi et Θ̂i respectivement.
On peut donc étendre $ sur S1 de la façon suivante : pour u ∈ Θi, $(u) est l’unique v ∈ Θ̂i tel
que ϕ(φ(u)) = φˆ(v). Puisqu’il y a un point de Θ dans le bord de chaque composante connexe
Θi, on est assuré que l’application $ ∶ S1 → S1 ainsi définie est un homéomorphisme préservant
l’orientation. L’extension radiale consiste alors à poser
ψ(φ(ru)) = φˆ(r$(u))
pour tout u ∈ S1 et tout r ∈ [0; 1[. ∎
Proposition 2.2.7 Il existe un homéomorphisme ϕ′ ∶ f−1(Γf)→ g−1(Γg) pré-
servant l’orientation tel que :⋅ ϕ′(s) = ψ(s) pour tout sommet s de f−1(Γf) ;⋅ ϕ′(a) = ψ(a) pour tout arête a de f−1(Γf) ;⋅ g ○ ϕ′ = ψ ○ f∣f−1(Γf ).
Preuve . Il suffit de montrer l’assertion suivante :
Assertion 2.2.8 On a g(ψ(s)) = ψ(f(s)) pour tout sommet s de f−1(Γf) et
g(ψ(a)) = ψ(f(a)) pour toute arête a de f−1(Γf).
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En effet, supposons que cette assertion soit vraie. On définit alors pour chaque arête a de
f−1(Γf)
ϕ′˚a ∶= (g∣ψ(˚a))−1 ○ ψ ○ f∣˚a,
où a˚ désigne l’arête a privée des sommets de f−1(Γf) qu’elle contient. Comme ψ∣f−1(Γf ) = ϕ est
une équivalence entre (Γf , f) et (Γg, g), on a ψ(f−1(P(f))) = g−1(P(g)) (information (ii)
dans la définition 2.2.3 de cette équivalence). On sait donc que ψ(a) est un arête de g−1(Γg),
que ˚ψ(a) = ψ(˚a) et que g est injective sur ψ(˚a) (voir le lemme 2.2.2). Comme f est injective
sur a˚, chaque ϕ′˚a est bien définie et g(ϕ′˚a(˚a)) = ψ(f (˚a)).
Pour étendre ϕ′˚a sur a on pose simplement ϕ′˚a(s) = ψ(s). C’est une extension continue que l’on
note ϕ′a. Cette extension est injective, puisque ψ(a) contient deux sommets de g−1(Γg) si et
seulement si a contient deux sommets de f−1(Γf).
On définit alors
ϕ′ ∶ f−1(Γf)→ g−1(Γg)
en recollant tous les ϕ′a. On a par construction ϕ′(a) = ψ(a) pour toute arête a de f−1(Γf),
ϕ′(s) = ψ(s) pour tout sommet s de f−1(Γf), et g ○ ϕ′ = ψ ○ f∣f−1(Γf ). Ainsi ϕ′ est un homéo-
morphisme préservant l’orientation puisque ψ ∶ f−1(Γf)→ g−1(Γg) en est un.
Preuve de l’assertion 2.2.8. Par définition de l’équivalence ϕ, il existe une arête α de f−1(Γf)
telle que g(ψ(α)) = ψ(f(α)) et g(ψ(s)) = ψ(f(s)) pour tout sommet s de f−1(Γf) dans α. On
va étendre par récurrence cette propriété sur toutes les arêtes de f−1(Γf).
Notons A0 = {α}, S0 l’ensemble des sommets de f−1(Γf) dans α et définissons pour tout
i ≥ 1
Ai ∶= A0∪⋅ ⋅ ⋅∪Ai−1∪{a ∶ a est une arête de f−1(Γf) adjacente à une arête de f−1(Γf) dans Ai−1}
et
Si ∶= S0∪⋅ ⋅ ⋅∪Si−1∪{s ∶ s est un sommet de f−1(Γf) consécutif à un sommet de f−1(Γf) dans Si−1}.
Puisque qu’un graphe admissible est connexe et n’a qu’un nombre fini d’arêtes et de sommets, il
existe un entier N ≥ 1 tel que SN soit l’ensemble des sommets de f−1(Γf) et AN soit l’ensemble
des arêtes de f−1(Γf).
On sait donc que g(ψ(s)) = ψ(f(s)) pour tout s ∈ S0 et g(ψ(a)) = ψ(f(a)) pour toute
a ∈ A0. Supposons que pour un certain q ≥ 0 on ait g(ψ(s)) = ψ(f(s)) pour tout s ∈ Sq et
g(ψ(a)) = ψ(f(a)) pour toute a ∈ Aq.
Soit a une arête de f−1(Γf) dans Aq+1 et a˜ une arête de f−1(Γf) dans Aq adjacente à a. Soit e˜ un
sommet de f−1(Γf) dans a et a˜. Comme e˜ ∈ a˜ on a e˜ ∈ Sq. On sait donc que g(ψ(a˜)) = ψ(f(a˜))
et g(ψ(e˜)) = ψ(f(e˜)). Puisque ψ préserve l’ordre circulaire des arêtes de Γf en f(e˜), l’image
ψ(f(a)) est complètement déterminée par les informations suivantes :⋅ ψ(f(e˜)),⋅ ψ(f(a˜)),⋅ la position de a par rapport à a˜ parmi les arêtes de f−1(Γf) en e˜.
De même puisque ψ préserve l’ordre circulaire des arêtes de f−1(Γf) en e˜, l’image g(ψ(a)) est
complètement déterminée par les informations suivantes :⋅ g(ψ(e˜)),⋅ g(ψ(a˜)),⋅ la position de a par rapport à a˜ parmi les arêtes de f−1(Γf) en e˜.
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Puisque g(ψ(e˜)) = ψ(f(e˜)) et g(ψ(a˜)) = ψ(f(a˜)), il vient que g(ψ(a)) = ψ(f(a)). Par la même
occasion on obtient g(ψ(e)) = ψ(f(e)) pour l’éventuel autre sommet de f−1(Γf) dans a. Comme
chaque sommet de f−1(Γf) dans Sq+1 est dans une arête de f−1(Γf) dans Aq+1, on a montré
que g(ψ(s)) = ψ(f(s)) pour chaque sommet s de f−1(Γf) dans Sq+1 (voir les figures 2.2 et 2.3).
Par récurrence on a donc g(ψ(s)) = ψ(f(s)) pour tout s ∈ SN et g(ψ(a)) = ψ(f(a)) pour toute
a ∈ AN , ce qui prouve l’assertion. ◻
Ceci termine la preuve de la proposition 2.2.7. ∎
On remarque que :
Lemme 2.2.9 L’homéomorphisme ϕ′ et la restriction ψ∣f−1(Γf ) sont isotopes
relativement aux sommets de f−1(Γf).
Preuve . Soit a une arête de f−1(Γf). Si a est homéomorphe à [0; 1], alors les restrictions
ϕ′∣a et ψ∣a peuvent être vues commes deux homéomorphismes de [0; 1] sur [0; 1] coïncidant
sur {0,1}, ils sont donc isotopes relativement aux deux sommets de f−1(Γf) dans a. Si a est
homéomorphe au cercle unité S1, alors les restrictions de ϕ′∣a et ψ∣a peuvent être vues commes
deux homéomorphismes de S1 sur S1 préservant l’orientation et coïncidant sur {1}, ils sont donc
isotopes relativement à l’unique sommet de f−1(Γf) dans a. Toutes ces isotopies se recollent en
une isotopie entre ϕ′ et la restriction ψ∣f−1(Γf ) relative aux sommets de f−1(Γf). ∎
Pour relever ψ sur un voisinage de f−1(Γf), remarquons que :
Lemme 2.2.10 degf(x) = degg(ϕ′(x)) pour tout x ∈ f−1(Γf).
Preuve . Rappelons que pour un graphe planaire fini T la valence d’un point u ∈ T est notée
vT (u). Soit s un sommet de f−1(Γf). On a d’un côté
degg(ϕ′(s)) = vg−1(Γg)(ϕ′(s))/vΓg(g(ϕ′(s)))
et d’un autre côté
degf(s) = vf−1(Γf )(s)/vΓf (f(s)).
Comme ϕ′ induit un homéomorphisme de Γf sur Γg, les valences sont préservées, i.e
vg−1(Γg)(ϕ′(s)) = vf−1(Γf )(s) et vΓg(g(ϕ′(s))) = vΓf (f(s)),
d’où l’égalité degf(s) = degg(ϕ′(s)).
Comme les points critiques de f et g sont des sommets de f−1(Γf) et g−1(Γg) respectivement,
et comme ϕ′ envoie les sommets de f−1(Γf) sur ceux de g−1(Γg), on a degf(x) = degg(ϕ′(x)) = 1
pour tout point de f−1(Γf) qui n’est pas un sommet. ∎
Proposition 2.2.11 Il existe un voisinage V de f−1(Γf) et un homéomor-
phisme ψ′V de V sur un voisinage de g−1(Γg) préservant l’orientation, induisant
ϕ′ et tel que g ○ ψ′V = ψ ○ f∣V .
Preuve . Soit z un point de f−1(Γf) et Uz un voisinage de f(z). Quitte à rétrécir Uz il existe
un voisinage Vz de z tel que f ∶ Vz − {z} → Uz − {f(z)} soit un revêtement non ramifié de
degré degf(z), et il existe également un voisinage Wz de ϕ′(z) tel que g ∶ Wz − {ϕ′(z)} →
ψ(Uz) − {ψ(f(z))} soit un revêtement non ramifié de degré degg(ϕ′(z)) = degf(z). Il existe
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Figure 2.2 – Dans cet exemple e˜ est une extrémité de trois arêtes de f−1(Γf) et f(e˜) est une extrémité de
trois arêtes de Γf . Les images de l’arête a˜ (en pointillés) et les images de e˜ (en carrée) par les applications sont














Figure 2.3 – Dans cet exemple e˜ est une extrémité de six arêtes de f−1(Γf) et f(e˜) est une extrémité de
deux arêtes de Γf . Les images de l’arête a˜ (en pointillés) et les images de e˜ (en carrée) par les applications sont
déjà connues par hypothèse de récurrence.
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ρz //Wz − {ϕ′(z)}
g degg(ϕ′(z))=degf (z)

Uz − {f(z)} ψ // ψ(Uz) − {ψ(f(z))}
(Voir par exemple [Ful95], section 19b) On note ψ′z celui qui induit ϕ′ sur Vz ∩ f−1(Γf). On
prolonge ψ′z sur Vz par ψ′z(z) = ϕ′(z).
On montre maintenant que l’on peut recoller tous les ψ′z en un homéomorphisme ψ′V ∶ V →W
avec V ∶= ⋃z∈f−1(Γf ) Vz et W ∶= ⋃z∈f−1(Γf )Wz. Il suffit de montrer que ψ′x et ψ′y coïncident si
Vx ∩Vy ≠ ∅. Quitte à rétrécir encore les voisinages Uz, chaque intersection Uz1 ∩Uz2 est connexe
et contient une partie de Γf , et il n’existe pas deux points critiques x1 et x2 de f tels que
Ux1 ∩ Ux2 ≠ ∅. Soit x et y deux points de f−1(Γf) tels que Vx ∩ Vy ≠ ∅. Un de ces deux points
n’est pas un point critique de f , disons que c’est y. L’intersection Vx ∩ Vy n’a donc qu’une
seule composante connexe et celle-ci contient une partie de f−1(Γf). Soit D cette composante
connexe. Étant donné que ψ′x et ψ′y coïncident surD∩f−1(Γf) on a ψ′x(D) = ψ′y(D). Maintenant,
f est injectif sur D et g est injectif sur ψ′x(D) = ψ′y(D), donc il existe un unique relevé local de
ψ défini sur D, c’est (g∣ψ′y(D))−1 ○ ψ ○ f∣D. Ainsi ψ′x et ψ′y coïncident sur Vx ∩ Vy. Tous les ψ′z se
recollent en un homéomorphisme ψ′V ∶ V → W avec V ∶= ⋃z∈f−1(Γf ) Vz et W ∶= ⋃z∈f−1(Γf )Wz et











Pour relever ψ sur les composantes connexes de S2−f−1(Γf) on aura besoin du lemme suivant :
Lemme 2.2.12 On a ψ(f(C)) = g(ψ(C)) pour toute composante connexe C
de S2 − f−1(Γf).
Preuve . Soit C une composante connexe de S2 − f−1(Γf). Alors ψ(C) est une composante
connexe de S2 − g−1(Γg). Puisque g(ψ(a)) = ψ(f(a)) pour chaque arête a de f−1(Γf) on a
g(ψ(∂C)) = ψ(f(∂C)). Le lemme est donc montré à part si deux composantes connexes dis-
tinctes de S2 − Γg partagent la même frontière.
Supposons que deux composantes connexes distinctes de S2−Γg partagent la même frontière.
Alors Γg est une courbe de Jordan.
Assertion 2.2.13 ∂C est une courbe de Jordan, f envoie homéomorphique-
ment Γf et g envoie hoéomorphiquement ψ(∂C) sur Γg.
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Preuve . Supposons par l’absurde que ∂C ne soit pas une courbe de Jordan. Soit φ ∶ D→ C un
isomorphisme conforme et φ ∶ D→ C son extension continue. Notons u = φ(0). Puisque ∂C n’est
pas une courbe de Jordan, il existe un point v ∈ ∂C et deux éléments ξ, ξ′ ∈ R/Z distincts tels
que φ(e2ipiξ) = φ(e2ipiξ′) = v. Notons R = φ({re2ipiξ ∶ 0 ≤ r ≤ 1}) et R′ = φ({re2ipiξ′ ∶ 0 ≤ r ≤ 1}). Par
injectivité de ψ ○ f sur C (l’injectivité de f sur C découle de la formule de Riemann-Hurwitz),
les images ψ(f(R)) et ψ(f(R′)) ne s’intersectent qu’en ψ(f(u)) et ψ(f(v)). Il existe donc
une composante connexe B de S2 − (ψ(f(R)) ∪ ψ(f(R′))) telle que ∂B ∩ Γg = ψ(f(v)). Soit
A la composante connexe de C − (R ∪ R′) qui est envoyée par ψ ○ f sur B. L’intersection
∂A ∩ ∂C contient une infinité de points, étant donné que l’ensemble des éléments ζ ∈ R/Z tels
que φ(e2ipiζ) = v doit être de mesure de Lebesgue nulle. Ainsi une infinité de point est envoyée
par ψ ○ f sur ψ(f(v)). C’est absurde, donc ∂C est une courbe de Jordan. (Voir la figure 2.4)
φ ψ ○ f
D C ψ(f(C))
Figure 2.4 – L’action de φ sur {re2ipiξ ∶ 0 ≤ r ≤ 1} et {re2ipiξ′ ∶ 0 ≤ r ≤ 1} et celle de ψ ○ f sur R et R′.
Supposons que f ne soit pas injectif sur ∂C. Alors il existe deux angles distincts ξ, ξ′ ∈ R/Z tels
que f(φ(e2ipiξ)) = f(φ(e2ipiξ′)). Avec R = φ({re2ipiξ ∶ 0 ≤ r ≤ 1}) et R′ = φ({re2ipiξ′ ∶ 0 ≤ r ≤ 1}) on
aboutit de la même façon que précédemment à une absurdité. Donc f est injectif sur ∂C. De
même, g est injectif sur ψ(∂C). ◻
Comme ψ○f et g○ψ préservent l’orientation sur ∂C et f, g,ψ préservent l’orientation sur S2, les
images g(ψ(C)) et ψ(f(C)) sont complètement déterminées par une orientation préalablement
choisie sur ∂C, donc sont égales. ∎
Proposition 2.2.14 Il existe un homéomorphisme ψ′ ∶ S2 → S2 préservant
l’orientation, induisant ψ′V et tel que g ○ ψ′ = ψ ○ f .
Preuve . Pour chaque composante connexe C de S2−f−1(Γf) on a que f est injective sur C et
g est injective sur ψ(C) (comme on l’a dit dans la preuve précédente cela découle de la formule
de Riemann-Hurwitz). On peut donc définir
ψ′C ∶= (g∣ψ(C))−1 ○ ψ ○ f∣C
qui coïncide avec ψ′V sur C∩V . Les ψ1C se recollent donc avec ψ′V pour former l’homéomorphisme
ψ′ ∶ S2 → S2 désiré. ∎
Lemme 2.2.15 Les homéomorphismes ψ ∶ S2 → S2 et ψ′ ∶ S2 → S2 sont
isotopes relativement à l’ensemble des sommets de f−1(Γf).
Preuve . On sait que ψ et ψ′ sont isotopes sur f−1(Γf) relativement aux sommets de f−1(Γf).
Étant donné qu’une composante connexe de S2−f−1(Γf) est un disque topologique, il est facile
(néanmoins expliqué ci-dessous) d’étendre l’isotopie relative aux sommets de f−1(Γf) sur son
bord en une isotopie relative aux sommets de f−1(Γf) sur sa fermeture. Les isotopies sur chaque
27
CHAPITRE 2. DÉTERMINATION DE REVÊTEMENTS RAMIFIÉS GRÂCE À DES
GRAPHES ADMISSIBLES
fermeture de composante connexe de S2 − f−1(Γf) se recollent en une isotopie globale entre ψ
et ψ′ relative aux sommets de f−1(Γf).
Soit C une composante connexe de S2−f−1(Γf). La restriction ψ∣C est une extension radiale
de ψ∣∂C (voir le lemme 2.2.6). Soit h ∶ C → D et h′ ∶ ψ(C)→ D les homéomorphismes utilisés pour
cette extension. Soit (ϕt)t∈[0;1] une isotopie relative aux sommets de f−1(Γf) entre ϕ0 = ψ∣∂C et
ϕ1 = ψ′∣∂C . Pour tout t ∈ [0; 1] notons ψt l’extension radiale de ϕt à C en utilisant h et h′. Alors(ψt)t∈[0;1] est une isotopie relative aux sommets de f−1(Γf) de ψ0 = ψ∣C à ψ1 qui coïncide avec
ψ′ sur ∂C. On peut voir ψ1 et ψ′∣C comme deux homéomorphismes de D sur D qui coïncident
sur le cercle unité S1. Ils sont donc isotopes relativement à S1. En effet, il suffit de voir qu’un
homéomorphisme ρ ∶ D → D qui coïncide avec l’identité sur S1 est isotope à l’identité sur D
relativement à S1, par
H(t, re2ipiθ) = { re2ipiθ sur D −Dt
tρ(re2ipiθ/t) sur Dt
où Dt ∶= {z ∈ C ∶ ∣z∣ < t}.
En concaténant (ψt)t∈[0;1] et l’isotopie relative à S1 entre ψ1 et ψ′∣C , on obtient une isotopie
relative aux sommets de f−1(Γf) entre ψ∣C et ψ′∣C . ∎
Les homéomorphismes ψ ∶ S2 → S2 et ψ′ ∶ S2 → S2 sont tels que :⋅ ψ et ψ′ préservent l’orientation,⋅ g ○ ψ′ = ψ ○ f ,⋅ ψ et ψ′ sont isotopes relativement à P(f).
Les revêtements ramifiés f et g sont donc Thurston équivalents par définition.




Dans ce chapitre on voit le premier exemple de construction de graphes admissibles pour
toute une classe de revêtements ramifiés de S2. Cette classe est celle des accouplements for-
mels de polynômes postcritiquement finis. Cet exemple illustre le fait que l’on peut construire
plusieurs graphes admissibles pour un revêtement ramifié donné.
Soit P1 et P2 deux polynômes postcritiquement finis de même degré d ≥ 2. L’accouplement
formel de P1 et P2, noté P1 F P2, est un revêtement ramifié de S2 qui mélange la dynamique
des deux polynômes. Sur un hémisphère de S2 la dynamique est celle de P1, sur l’autre la
dynamique est celle de P2. Un graphe admissible pour P1 F P2 est construit en connectant les
arbres de Hubbard de P1 et P2 par des rayons externes fixes et les arcs réglementaires, dans les
ensembles de Julia remplis, des arbres de Hubbard aux points d’aboutissement de ces rayons
externes fixes. De cette façon on construit d− 1 graphes admissibles différents pour P1 FP2. Ce
nombre correspond au nombre de rayons externes fixes que l’on peut choisir. Ce travail est fait
dans la section 3.2.
L’accouplement formel P1 F P2 n’est certainement pas topologiquement conjugué à une
fraction rationnelle, à cause de la dynamique au voisinage de l’équateur qui est super-attractive.
Pour effacer cette obstruction, on peut enlever le bassin immédiat super-attractif de l’équateur
en quotientant S2 par une relation d’équivalence sur les rayons externes. On appelle l’application
induite par P1 F P2 l’accouplement topologique de P1 et P2, on la note P1∐P2. Ce nouveau
revêtement ramifié peut être, quant à lui, topologiquement conjugué à une fraction rationnelle.
Si une fraction rationnelle f est topologiquement conjuguée à P1∐P2, alors on dit que f est
l’accouplement de P1 et P2.
Supposons qu’une fraction rationelle postcritiquement finie f possède un graphe admissible
dans lequel on reconnaît les arbres de Hubbard de deux polynômes. Est-ce-que f est l’accou-
plement de ces deux polynômes ? Dans ce chapitre on donne une condition suffisante pour que
la réponse soit oui (voir la section 3.3).
3.1 Accouplements de polynômes
Ici on donne rapidement les différentes définitions d’accouplements. On peut lire [MeyPet12] et
[Mil04] pour plus de détails.
Soit P1 et P2 deux polynômes moniques de même degré d ≥ 2 dont les ensembles de Julia
remplis
K (P1) = {z ∈ C ∶ P n1 (z)↛∞} et K (P2) = {z ∈ C ∶ P n2 (z)↛∞}
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sont localement connexes (et donc connexes). On choisit pour chaque k ∈ {1,2} une coordonnée
de Böttcher pour le bassin immédiat de l’infini BPk,∞, i.e un isomorphisme conforme
φPk,∞ ∶ C −D→ C −K (Pk)
tel que φ−1Pk,∞ ○ Pk ○ φPk,∞(z) = zd. On note Rk(t) le rayon externe de Pk d’angle t ∈ R/Z, i.eRk(t) = φPk,∞({re2ipit ∶ r > 1}).
Pour k = 1,2 soit ©k ∶= C ∪ {∞ ⋅ e2ipit ∶ t ∈ R/Z} une compactification de C par l’ajout d’un
cercle à l’infini, munie d’une topologie qui la rend homéomorphe au disque unité fermé D. On
étend continuemment Pk ∶ C→ C en Pk ∶©k →©k en posant Pk(∞ ⋅ e2ipit) =∞ ⋅ e2ipidt.
Identifions S2 à la sphère unité de C×R. Soit ν1 un homéomorphisme de©1 sur l’hémisphère
supérieur de S2 et ν2 un homéomorphisme de ©2 sur l’hémisphère inférieur de S2, tels que
l’union
ν1(R1(t)) ∪ ν2(R2(−t))
soit connexe pour tout t ∈ R/Z (voir la figure 3.1).
Puisque les applications ν1 ○ P1 ○ ν−11 et ν2 ○ P2 ○ ν−12 coïncident sur l’équateur {(e2ipit,0) ∶
t ∈ R/Z} on peut les recoller. On obtient alors un revêtement ramifié de S2 que l’on appelle




















Figure 3.1 – La dynamique de P1 F P2 est ν1 ○ P1 ○ ν−11 sur l’hémisphère supérieur et ν2 ○ P2 ○ ν−12 sur
l’hémisphère inférieur.
Soit ∼r la plus petite relation d’équivalence sur S2 engendrée par∃ξ ∈ R/Z ∶ x, y ∈ ν1(R1(ξ)) ∪ ν2(R2(−ξ)) ⇒ x ∼r y.
L’accouplement topologique de P1 et P2 est l’application P1∐P2 ∶ S2/ ∼r→ S2/ ∼r induite
par l’accouplement formel P1 F P2.
La premier problème est de savoir si S2/ ∼r est homéomorphe à la sphère S2. Pour le résoudre
on peut utiliser le résultat suivant :
Théorème 3.1.1 (R. L. Moore) Soit ∼ une relation d’équivalence fermée
sur S2 (i.e l’ensemble des paires (x, y) telles que x ∼ y est un fermé de S2×S2)
telle que chaque classe d’équivalence soit connexe sans être toute la sphère.
Le quotient S2/ ∼ est homéomorphe à S2 si et seulement si aucune classe
d’équivalence ne sépare la sphère en plusieurs composantes connexes.
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ACCOUPLEMENTS FORMELS
Si S2/ ∼r est homéomorphe à S2 alors P1∐P2 est un revêtement ramifié de degré d de S2.
La question qui se pose naturellement est : est-ce-que P1∐P2 est "équivalent" à une fraction
rationnelle ?
Supposons que S2/ ∼r soit homéomorphe à la sphère S2. Soit pi ∶ S2 → S2/ ∼r l’application
quotient.
On dit que P1 et P2 sont accouplables s’il existe un homéomorphisme h et une fraction











On appelle alors la fraction rationnelle F un accouplement de P1 et P2, ou l’accouplement
de P1 et P2 si F est unique à conjugaison par une transformation de Möbius près.
Remarque. Si F est postcritiquement finie à orbifold hyperbolique (PCFOH) (voir la section
2.1) alors elle est unique à conjugaison par une transformation de Möbius près, cela découle du
théorème de Thurston 2.1.3.
Figure 3.2 – D’un accouplement formel à un accouplement topologique. (Merci à A. Chéritat pour cette
image.)
Il ne faut pas oublier que l’accouplement formel et l’accouplement topologique de P1 et P2
sont définis après un choix de coordonnées de Böttcher pour BP1,∞ et BP2,∞. Si le degré d de P1
et P2 est supérieur ou égal à 3 alors il y a plusieurs combinaisons possibles d’une coordonnée
de Böttcher de BP1,∞ et d’une coordonnée de Böttcher de BP2,∞. Pour une certaine coordonnée
de Böttcher φ1 de BP1,∞ et une certaine coordonnée de Böttcher φ2 de BP1,∞ on devrait donc
plutôt parler des accouplements de (P1, φ1) et (P2, φ2). Si on n’a pas besoin de préciser ce choix
alors on parlera juste des accouplements de P1 et P2.
3.2 Arbres de Hubbard étendus et graphes admissibles pour
les accouplements formels
Soit P un polynôme postcritiquement fini de degré d ≥ 2.
On a donné la définition dans les préliminaires de l’arbre de Hubbard H(P ) de P (section
1.4.1). On la rappelle brièvement ici. L’arc réglementaire dans K (P ) joignant deux points
x, y ∈ K (P ) est l’unique arc γyx dans K (P ) joignant x à y qui passe par des rayons internes
quand il traverse des composantes de Fatou. L’arbre de Hubbard H(P ) de P est alors l’union
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des arcs réglementaires dans K (P ) joignant les points de P ′(P ) = {P n(c) ∶ P ′(c) = 0, n ≥ 0}.
L’arbre de Hubbard H(P ) est un graphe planaire fini comme défini dans la section 2.1. C’est
même un arbre planaire fini.
Définition 3.2.1 (Arbre planaire fini) Un arbre planaire fini est un graphe planaire fini
connexe Γ tel que ce qui suit soit vrai : pour tous x, y ∈ Γ il existe un unique arc γ ⊂ Γ dont les
extrémités sont x et y.
Lemme 3.2.2 Si l’intérieur d’un arc réglementaire ne contient pas de point
critique alors P est injectif sur cet arc réglementaire.
Ce lemme est montré dans [DouHub84] (exposé IV, lemme 1). Il découle de l’unicité d’un arc
réglementaire entre deux points.
Corollaire 3.2.3 P (H(P )) ⊂ H(P ).
Preuve . Il suffit de décomposer H(P ) en une union d’arcs réglementaires entre deux points
deP ′(P ) et ne contenant pas d’autre points deP ′(P ). Si γyx est un de ces arcs réglementaires
alors par injectivité de P sur γyx on a P (γyx) = γP (y)P (x). Ainsi on a
P (H(P )) = ⋃
u,v∈P (P ′(P ))γvu.
Comme P (P ′(P )) ⊂P ′(P ), on obtient P (H(P )) ⊂ H(P ). ∎
Arbres de Hubbard étendus
Pour l’accouplement formel de deux polynômes postcritiquement finis P1 et P2, l’union
ν1(H(P1)) ∪ ν2(H(P2))
est un graphe planaire fini invariant vers l’avant et contenant l’ensemble postcritiqueP(P1FP2).
Cependant cette union n’est pas connexe, donc ce n’est pas un graphe admissible. On connecte
ν1(H(P1)) et ν2(H(P2)) en étendant les arbres de Hubbard.
Soit m ∈ {0, . . . , d − 2}. Étant donné que le rayon externe de P d’angle m/(d − 1) est fixe, il
aboutit en un point fixe de P que l’on note rm. On note γP (m) le plus petit arc réglementaire de
rm à un point de H(P ) (en prenant n’importe quel point x ∈ H(P ), l’arc réglementaire γP (m)
est la fermeture de γxrm −H(P )). C’est bien défini par unicité de l’arc réglementaire entre deux




qui est un arbre planaire fini.
Lemme 3.2.4 P (H(P,m)) ⊂ H(P,m).
Preuve . Comme on sait déjà que P (H(P )) ⊂ H(P ) il suffit de montrer que P (γP (m)) ⊂H(P,m).
Soit y le point de H(P ) tel que γP (m) = γyrm . Puisque les points critiques de P sont dansH(P ) l’intérieur de γyrm ne contient aucun point critique. Donc P est injectif sur γyrm . Ainsi
P (γyrm) est l’arc réglementaire γP (y)rm qui est inclus dans γP (m) ∪ H(P ) = H(P,m) (puisque
γP (m) = γxrm −H(P ) pour tout x ∈ H(P )). ∎
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Figure 3.3 – Les trois arbres de Hubbard étendus (en traits pleins) pour l’exemple de la forme z4 + c dans
la figure 1.1. Les pointillés représentent pour chaque cas le rayon externe utilisé.
Graphes admissibles pour les accouplements formels
Notons RP (θ) le rayon externe de P d’angle θ ∈ R/Z.
Lemme 3.2.5 (et définition) Soit P1, P2 deux polynômes postcritiquement
finis de degré d ≥ 2. Pour tout m ∈ {0, . . . , d − 2} l’union
H(P1 F P2,m) ∶= ν1(H(P1,m) ∪RP1( md − 1))⋃ν2(H(P2,−m) ∪RP2( −md − 1))
est un arbre admissible pour P1 F P2.
Preuve . Les ensembles ν1(H(P1,m) ∪RP1( md−1)) et ν2(H(P2,−m) ∪RP2( −md−1)) sont des arbres
planaires finis dont l’intersection contient un et un seul point. Donc H(P1 FP2,m) est un arbre
planaire fini. Par construction il est invariant en avant et contient P(P1 F P2), c’est donc un
arbre admissible. ∎
Ainsi on peut construire d − 1 graphes admissibles pour le revêtement ramifié P1 F P2.
3.3 Reconnaître un accouplement
Dans cette section on utilise les graphes admissibles pour donner des conditions suffisantes
pour qu’une fraction rationnelle postcritiquement finie hyperbolique f de degré d ≥ 2 soit un
accouplement de polynômes. Sommairement, s’il existe deux arbres planaires finis disjoints Γ1
et Γ2 tels que :⋅ chaque Γi contienne d − 1 points critiques,⋅ les bouts de chaque Γi soient des points des orbites critiques de f ,⋅ f(Γi) ⊂ Γi,⋅ f−1(Γ1) soit connexe (on ne demande pas que f−1(Γ2) soit connexe),
et s’il existe un arc α connectant d’une bonne façon Γ1 et Γ2, alors f est un l’accouplement de
deux polynômes que l’on peut identifier (voir la proposition 3.3.9).
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L’idée est d’utiliser le théorème 2.2.4 pour montrer que f est Thurston équivalente à un accou-
plement formel. Une fois fait, que f soit l’accouplement est un corollaire du théorème de M.
Rees suivant :
Théorème 3.3.1 ([Ree92], §0.15) Si l’accouplement formel de deux poly-
nômes postcritiquement finis hyperboliques est Thurston équivalent à une frac-
tion rationnelle, alors ces deux polynômes sont accouplables et l’accouplement
est la fraction rationnelle.
Utilisation
On utilisera cela dans le chapitre 7 dans lequel on étudiera la famille
{Fc(c) = z2 + c
z2
∶ c ∈ C − {0}}
On y trouvera des paramètres c pour lesquels l’itérée F 2c se comporte comme l’accouplement (si
jamais ils sont accouplables) d’un polynôme de la forme z4 + a avec un polynôme de la forme
b(z2−1)2. On montrera que ce sont effectivement des accouplements en construisant deux arbres
planaires finis disjoints Γ1 et Γ2 vérifiant les conditions requises et un arc α les connectant d’une
bonne façon.
3.3.1 Caractérisation d’un polynôme par son arbre de Hubbard
Expliquons d’abord comment un arbre de Hubbard caractérise son polynôme à conjugaison
par une transformation affine près (voir [DouHub84], Exposé VI).
Soit P un polynôme postcritiquement fini.
Lemme 3.3.2 P −1(H(P )) = ⋃x,y∈P−1(P ′(P )) γyx, c’est un arbre planaire fini.
Cela découle du lemme 3.2.2.
En tant qu’arbres planaires finis, H(P ) et P −1(H(P )) doivent être munis chacun d’un
ensemble de sommets. L’ensemble des sommets de H(P ) est l’ensemble P ′(P ) ∪ Sess(H(P )),
où on rappelle que Sess(H(P )) est l’ensemble des points de branchement et des bouts de H(P ).
Les sommets de P −1(H(P )) sont les pré-images par P des sommets de H(P ). (Voir la section
2.1 pour le vocabulaire dédié aux graphes planaires finis.)
Remarque. Les bouts de H(P ) sont des points de P ′(P ).
Définition 3.3.3 (Bourgeons de H(P )) Un bourgeon de H(P ) est la fermeture d’une com-
posante connexe de P −1(H(P )) −H(P ).
L’arbre de Hubbard H(P ) est muni de la structure faite des cinq informations suivantes :(i) les ordres circulaires entre les arêtes de H(P ) aux points de branchement de H(P ) ;(ii) les degrés locaux aux points de P ′(P ) ;(iii) la dynamique de P sur P ′(P ) ;(iv) les angles entre les arêtes de H(P ) aux points de C ′(P ) ∩F (P ) ;(v) l’ordre circulaire des arêtes de P −1(H(P )) aux points de C ′(P ) ∩J (P ).
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On rappelle que F (P ) et J (P ) sont respectivement l’ensemble de Fatou de P et l’ensemble
de Julia de P . L’ensemble C ′(P ) est l’ensemble des points critiques de P dans C.
Les angles entre les arêtes de H(P ) aux points de C ′(P )∩F (P ) sont mesurés par rapport
à des coordonnées de Böttcher préalablement choisies pour les composantes de Fatou bornées
de P .
Que fait-on de l’ordre circulaire des arêtes de P −1(H(P )) en un point u ∉ C ′(P ) ∩J (P ) ?
Si u ∈ C ′(P ) ∩F (P ), alors celui-ci est déterminé par les angles entre les arêtes de H(P ) en u.
Cette information est déjà retenue dans la structure de H(P ). Supposons que u ne soit pas un
point de C ′(P ). Alors P (u) est un sommet de H(P ). En effet, ou bien u est un bout de H(P )
et donc c’est un sommet de H(P ), ou bien P −1(H(P )) − {u} a au moins trois composantes, et
donc H(P )−{P (u)} a au moins trois composantes connexes puisque P est injectif au voisinage
de u. L’ordre circulaire des arêtes de P −1(H(P )) en u est déterminé par l’ordre circulaire des
arêtes de H(P ) en P (u). Cette information est déjà retenue dans la structure de H(P ).
Théorème 3.3.4 ([DouHub84], exposé VI) Soit P et Q deux polynômes
postcritiquement finis de degré au moins 2. S’il existe un homéomorphisme
entre H(P ) et H(Q) préservant les structures alors P et Q sont conjugués par
une transformation affine.
Soit P et Q deux polynômes postcritiquement finis de degré au moins 2 tels qu’il existe un
homéomorphisme ϕ ∶ H(P )→ H(Q) préservant les informations (ii) et (iii). Un point critique
est dans l’ensemble de Fatou si et seulement s’il est finalement envoyé dans un cycle contenant
un point critique. Ainsi, un point x est un point critique de P dans F (P ) si et seulement si
ϕ(x) est un point critique de Q dans F (Q). Cela a donc du sens de demander à ce que ϕ
préserve l’information (iv).
La préservation de l’information (v) demande des explications, étant donné que ϕ n’est
pas défini sur P −1(H(P )). Soit u un point de C ′(P ) ∩J (P ). Notons A1, . . . ,Ar les arêtes de
P −1(H(P )) en u et B1, . . . ,Br′ celles de Q−1(H(Q)) en ϕ(u), en respectant l’ordre trigonomé-
trique. Le nombre r (resp. r′) dépend uniquement du nombre d’arêtes de H(P ) en P (u) (resp.
de H(Q) en ϕ(P (u))) et du degré local de P en u (resp. de Q en ϕ(u)). Puisque ϕ préserve ces
informations, on a r = r′. Quitte à renuméroter, supposons que A1 soit une arête de H(P ) et que
ϕ(A1) = B1. Que ϕ préserve l’information (v) signifie que ϕ(Ak) = Bk pour tout k ∈ {1, . . . , r}
tel que Ak soit une arête de H(P ).
3.3.2 Reconnaître un accouplement
Dans toute cette section on considère donc une fraction rationnelle f postcritiquement finie
de degré d ≥ 2 telle que ce qui suit soit vrai. Il existe deux arbres planaires finis disjoints Γ1 et
Γ2 tels que :⋅ Γ1 et Γ2 contiennent chacun d − 1 points critiques (comptés avec multiplicités),⋅ f(Γ1) ⊂ Γ1 et f(Γ2) ⊂ Γ2,⋅ f−1(Γ1) soit connexe (on ne demande pas que f−1(Γ2) soit connexe),⋅ les bouts de Γ1 et Γ2 soient des points des orbites critiques de f .
On commence par munir chaque Γi de la même structure qu’un arbre de Hubbard.
Lemme 3.3.5 Les pré-images f−1(Γ1) et f−1(Γ2) sont des arbres planaires
finis.
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Preuve . Soit b + 1 ≥ 1 le nombre de composantes connexes de Cˆ − f−1(Γ1). Chacune de ces
composantes connexes est simplement connexe puisque f−1(Γ1) est connexe (par hypothèse).
Parmi elles, une seule contient des points critiques, et celle-ci en contient exactement d − 1
(comptés avec multiplicités), c’est celle qui contient Γ2. Soit U une composante connexe de
Cˆ − f−1(Γ1) qui ne contient pas de point critique. La formule de Riemann-Hurwitz assure que
U est envoyée avec un degré 1 sur son image. La formule de Riemann-Hurwitz dit donc que la
composante connexe de Cˆ − f−1(Γ1) qui contient Γ2 est un disque topologique à b trous. Ainsi
b = 0, Cˆ − f−1(Γ1) n’a qu’une seule composante connexe et f−1(Γ1) est un arbre planaire fini.
Chaque composante connexe de Cˆ−f−1(Γ2) doit contenir au moins une composante connexe
de f−1(Γ1). Puisque f−1(Γ1) n’a qu’une seule composante connexe, on en déduit que Cˆ−f−1(Γ2)
n’a qu’une seule composante connexe et donc que f−1(Γ2) est un arbre planaire fini. ∎
Remarque. On obtient donc que f−1(Γ2) est connexe.
Définition 3.3.6 (Bourgeons de Γi) Un bourgeon de Γi est la fermeture d’une composante
connexe de f−1(Γi) − Γi.
Pour alléger les écritures notons P ′(f) =P(f) ∪C (f) l’union des orbites critiques de f .
En tant qu’arbres planaires finis, Γi et f−1(Γi) doivent être munis de sommets. Les sommets de
Γi sont les points de (P ′(f) ∩ Γi) ∪ Sess(Γi). Les sommets de f−1(Γi) sont les pré-images par
f des sommets de Γi.
On munit chaque Γi d’une structure faite des cinq informations suivantes :⋅ les ordres circulaires entre les arêtes de Γi aux points de branchement de Γi ;⋅ les degrés locaux ;⋅ la dynamique de f sur P ′(f) ∩ Γi ;⋅ les angles entre les arêtes de Γi aux points de C (f) ∩ Γi ∩F (f) ;⋅ l’ordre circulaire des arêtes de f−1(Γi)) aux points de C (f) ∩ Γi ∩J (f).
Comme pour un arbre de Hubbard, les angles entre les arêtes de Γi aux points de C (f) ∩ Γi ∩
F (f) sont mesurés par rapport à des coordonnées de Böttcher préalablement choisies, et ils
déterminent l’ordre circulaire des arêtes de f−1(Γi) aux points de x ∈ C (f) ∩ Γi ∩F (f). Si un
bourgeon de Γi s’attache à Γi en un point u qui n’est pas un point de C (f) ∩ Γi, alors l’ordre
circulaire des arêtes de f−1(Γi) en u est déterminé par l’ordre circulaire des arêtes de Γi en
f(u), information déjà retenue.
Définition 3.3.7 On dit que le triplet (f,Γ1,Γ2) est similaire au couple de polynômes (P1, P2)
si pour chaque i = 1,2 il existe un homéomorphisme ϕi ∶ H(Pi) → Γi préservant les structures.
Dans ce cas on dit que le couple (ϕ1, ϕ2) est une similitude entre (f,Γ1,Γ2) et (P1, P2).
D’après le théorème 3.3.4 si (f,Γ1,Γ2) est similaire au couple de polynômes (P1, P2) alors P1
et P2 sont uniques à conjugaison par une transformation affine près.
Par soucis de simplicité on va énoncer et démontrer les résultats suivants seulement dans le
cas où f est hyperbolique. On ne les utilisera que dans ce cas-là. On peut énoncer et démontrer
des résultats équivalents dans le cas général. Le premier de ces deux résultats découle de l’étude
des arbres de Hubbard abstraits de A. Poirier ([Poi10]).
Proposition 3.3.8 Si f est hyperbolique alors il existe un couple de polynômes(P1, P2) tel que (f,Γ1,Γ2) soit similaire à (P1, P2).
36
3.3. RECONNAÎTRE UN ACCOUPLEMENT
Pour m ∈ {0, . . . , d − 2} notons γm = H(P1 F P2,m) − (ν1(H(P1)) ∪ ν1(H(P2))), c’est-à-dire
le plus petit arc dans H(P1 F P2,m) d’un point de ν1(H(P1)) et à un point de ν2(H(P2)).
Dans le plan dynamique de f , on dit qu’un arc α connecte Γ1 et Γ2 si une de ces extrémités
est un point de Γ1, l’autre est un point de Γ2, et l’intérieur α˚ est dans Cˆ − (Γ1 ∪ Γ2).
Proposition 3.3.9 Supposons que f soit hyperbolique. Supposons qu’il existe
un arc α connectant Γ1 et Γ2, un m ∈ {0, . . . , d−2} et un choix d’une coordonnée
de Böttcher Φ1 pour BP1,∞ et d’une coordonnée de Böttcher Φ2 pour BP2,∞ tels
que ce qui suit soit vrai :⋅ f(Γ1 ∪ α ∪ Γ2) ⊂ Γ1 ∪ α ∪ Γ2,⋅ il existe un homéomorphisme ϕ ∶ H((P1, φ1) F (P2, φ2),m) → Γ1 ∪ α ∪ Γ2
préservant l’orientation tel que :⋅ (ϕ ○ ν1, ϕ ○ ν2) soit une similitude entre (f,Γ1,Γ2) et (P1, P2),⋅ si γm∩νi(H(Pi)) est un point critique alors ϕ préserve l’angle entre
γm et νi(H(Pi)).
Alors (P1, φ1) et (P2, φ2) sont accouplables et l’accouplement est f .
Puisque f est hyperbolique, les polynômes P1 et P2 le sont, donc tout point critique de Pi
est dans F (Pi). Les angles entre γP1(m) et H(P1), et entre γP2(−m) et H(P2), sont mesurables
si les points d’attaches sont des points critiques (grâce aux coordonnées de Böttcher).
La proposition 3.3.8 reste vraie si f n’est pas hyperbolique. La proposition 3.3.9 a un énoncé
équivalent quand f n’est pas hyperbolique, mais la conclusion est seulement que f est Thurston
équivalente à l’accouplement formel (P1, φ1) F (P2, φ2). Dans certains cas on peut obtenir que
f est l’accouplement (topologique) de (P1, φ1) avec (P2, φ2) en utilisant un résultat de M.
Shishikura ([Shi00]) qui étend le théorème 3.3.1 de M. Rees.
Preuve des propositions 3.3.8 et 3.3.9
Preuve de la proposition 3.3.8. Comme on l’a déjà dit cela découle du travail de A. Poirier
sur les arbres de Hubbard abstraits (voir l’annexe A et [Poi10]). Il suffit de voir Γi comme un
arbre de Hubbard abstrait avec la structure suivante.⋅ La dynamique sur les sommets induite par f .⋅ L’application degré sur l’ensemble des sommets donnant les degrés locaux de f .⋅ Les angles (entre les arêtes aux sommets) suivants :⋅ en un sommet dans F (f), les angles donnés par les coordonnées de Böttcher ;⋅ en un sommet u dans J (f), les angles naturellement donnés par un multiple de
1/duvΓi(f l(u)), où f l(u) est périodique et du est le degré local de f l en u.
Les angles entre les arêtes en un point u de C (f) ∩J (f) ∩ Γi déterminent l’ordre circulaire
des arêtes de f−1(Γi) en u (l’information (v)).
D’après A. Poirier (voir le théorème 7.9.8), il existe deux polynômes P1 et P2 tels que(f,Γ1,Γ2) soit similaire à (P1, P2) si et seulement si pour tout i = 1,2 et pour toute arête δ de
Γi dont les extrémités sont des points de l’ensemble de Julia, ce qui suit est vrai : il existe un
entier n ≥ 1 tel que fn(δ) ne soit pas une arête de Γi (c’est la condition d’expansivité de Γi).
Ainsi la proposition découle de l’assertion suivante.
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Assertion 3.3.10 Soit δ une arête de Γi dont les extrémités sont des points
de l’ensemble de Julia. Il existe un entier n ≥ 1 tel que fn(δ) ne soit pas une
arête de Γi.
Preuve . Supposons par l’absurde que pour tout entier n ≥ 0 l’image fn(δ) soit une arête. Soit u
et v les deux extrémités de δ. Comme Γi n’a qu’un nombre fini d’arêtes, il existe un entier l ≥ 0 et
un entier m ≥ 1 tels que fm(f l(δ)) = f l(δ) et f 2m(f l(u)) = f l(u) et f 2m(f l(v)) = f l(v). Comme
f l(δ) est une arête de Γi, f l(δ) − {f l(u), f l(v)} ne contient aucun point de P(f). D’après le
shrinking lemma, il n’existe aucun arc α entre f l(u) et f l(v) tel que f l(δ)− {f l(u), f l(v)} soit
disjoint de P(f) et tel que fm(α) = α (corollaire 1.3.18). C’est donc absurde. ◻ ∎
Ce qui suit maintenant constitue la preuve de la proposition 3.3.9.
Supposons donc que f soit hyperbolique, et qu’il existe un arc α connectant les arbres Γ1
et Γ2, un m ∈ {0, . . . , d − 2} et un choix d’une coordonnée de Böttcher Φ1 pour BP1,∞ et d’une
coordonnée de Böttcher Φ2 pour BP2,∞ tels que ce qui suit soit vrai :⋅ f(Γ1 ∪ α ∪ Γ2) ⊂ Γ1 ∪ α ∪ Γ2,⋅ il existe un homéomorphisme ϕ ∶ H((P1, φ1)F(P2, φ2),m)→ Γ1∪α∪Γ2 préservant l’orien-
tation tel que :⋅ (ϕ ○ ν1, ϕ ○ ν2) soit une similitude entre (f,Γ1,Γ2) et (P1, P2),⋅ si γm∩νi(H(Pi)) est un point critique alors ϕ préserve l’angle entre γm et νi(H(Pi)).
Pour alléger les écritures notons g = (P1, φ1) F (P2, φ2), Hi = νi(H(Pi)), H = H(g,m), Γ =
Γ1 ∪ α ∪ Γ2 et P ′i(g) = (P(g) ∪C (g)) ∩Hi.
Pour tous x, y ∈ g−1(Hi) notons [x; y] l’arc dans g−1(Hi) entre x et y, et ]x; y[ l’arc [x; y]
privé de x et y. C’est bien défini puisque g−1(Hi) est un arbre. De même pour tous x, y ∈ f−1(Γi)
notons [x; y] l’arc dans f−1(Γi) entre x et y, et ]x; y[ l’arc [x; y] privé de x et y. Il ne devrait
pas y avoir d’ambiguïté.
Les sommets et les arêtes de Hi et g−1(Hi) sont les images par νi des sommets et des arêtes
de H(Pi) et P −1i (H(Pi)) respectivement. On a déjà défini les sommets et les arêtes de Γi.
On va bien sûr montrer que ϕ s’étend en une équivalence entre (H,g) et (Γ, f) (définition
2.2.3). On le fait en deux étapes. D’abord on étend chaque restriction ϕ ∶ Hi → Γi en un ho-
méomorphisme ϕ ∶ g−1(Hi) → f−1(Γi) préservant l’orientation. Ensuite on étend ϕ ∶ H → Γ
en un homéomorphisme ϕ ∶ g−1(H) → f−1(Γ) préservant l’orientation. La condition (iii) de la
définition 2.2.3 (celle sur une arête de g−1(H)) sera vérifiée au cours de ces extensions.
Comme on l’a déjà expliqué, le fait que (P1, φ1) et (P2, φ2) soient accouplables et que l’accou-
plement soit f découle de la Thurston équivalence entre g et f et du théorème 3.3.1 de M.
Rees.
Lemme 3.3.11 Pour tout i = 1,2, ϕ ∶Hi → Γi s’étend en un homéomorphisme
de g−1(Hi) sur f−1(Γi) péservant l’orientation, tel que f(ϕ(x)) = ϕ(g(x)) pour
tout sommet x de g−1(Hi).
Preuve .
Assertion 3.3.12 Les sommets de f−1(Γi) dans Γi sont les images par ϕ des
sommets de g−1(Hi) dans Hi. De plus, f(ϕ(s)) = ϕ(g(s)) pour tout sommet s
de g−1(Hi) dans Hi.
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Preuve . Par définition d’une similitude entre (f,Γ1,Γ2) et (P1, P2), on a f(ϕ(z)) = ϕ(g(z))
pour tout point z de P ′i(g). Soit x et y deux points de P ′i(g) tels qu’il n’y a pas de point
de P ′i(g) dans ]x; y[. En particulier il n’y a pas de point critique de g dans ]x; y[. Donc g est
injectif sur [x; y] ainsi que ϕ ○ g, d’où ϕ ○ g([x; y]) = [ϕ(g(x));ϕ(g(y))]. Comme ϕ préserve les
degrés locaux, il n’y a pas de point critique de f dans ]ϕ(x);ϕ(y)[, donc f est injective sur[ϕ(x);ϕ(y)] et
f ○ ϕ([x; y]) = [f(ϕ(x)); f(ϕ(y))] = [ϕ(g(x));ϕ(g(y))] = ϕ ○ g([x; y]).
Soit a1, . . . , an les sommets de g−1(Hi) dans ]x; y[, numérotés dans l’ordre en partant de x. Soit
b1, . . . , bl les sommets de f−1(Γi) dans ]ϕ(x);ϕ(y)[, numérotés dans l’ordre en partant de ϕ(x).
Par injectivité de ϕ ○ g sur [x; y] et de f sur [ϕ(x);ϕ(y)], on a n = l et f(bk) = ϕ(g(ak)) pour
tout k. On peut donc isotoper ϕ sur [x; y] relativement à x et y de sorte que ϕ(ak) = bk. Comme
les bouts de Hi sont des points de P ′i(g), pour tout sommet s de g−1(Hi) dans Hi il existe
deux points x et y de P ′i(g) tels qu’il n’y a pas de point de P ′i(g) dans ]x; y[ et s ∈ [x; y].
On a donc montré que f(ϕ(s)) = ϕ(g(s)) pour tout sommet s de g−1(Hi) dans Hi. Comme les
bouts de Γi sont des points de P ′(f), chaque sommet de f−1(Γi) dans Γi est l’image par ϕ
d’un sommet de g−1(Hi) dans Hi. ◻
Si un bourgeon de Hi s’attache à Hi en un point u alors u est un sommet de g−1(Hi). Soit
u un sommet de g−1(Hi) tel qu’un bourgeon de Hi s’attache à Hi en u. Soit v un sommet de
g−1(Hi) tel qu’il n’y a pas de sommet de g−1(Hi) dans ]u; v[. Notons B0 = [u; v] et B1, . . . ,Br
les bourgeons de g−1(Hi) qui s’attachent à Hi en u, de sorte que la numérotation B0,B1, . . . ,Br
respecte l’ordre trigonométrique. Soit B′0 = ϕ(B0) et B′1, . . . ,B′r les bourgeons de f−1(Γi) qui
s’attachent à Γi en ϕ(u), de sorte que la numérotation B′0,B′1, . . . ,B′r respecte l’ordre trigono-
métrique. On sait que le nombre r de bourgeons est le même des deux côtés puisque ϕ ○ νi est
une similitude.
Prenons un k ∈ {1, . . . , r}. La restriction de g sur Bk est injective, car Bk ne contient pas de point
critique sauf peut-être le point u. Ainsi g(Bk) est la fermeture d’une composante connexe de
Hi−{g(u)}, et celle-ci est déterminée par g(B0) et le nombre k. De même, f est injective sur B′k
et f(B′k) est la fermeture d’une composante connexe de Γi − {f(ϕ(u))}, déterminée par f(B′0)
et le nombre k. Puisque ces informations sont préservées par ϕ et puisque f(ϕ(u)) = ϕ(g(u))
(par l’assertion 3.3.12 puisque u est un sommet), on a f(B′k) = ϕ(g(Bk)). Ainsi on peut étendre
ϕ à Bk par (f∣Bk)−1 ○ ϕ ○ g∣Bk .
Cela définit une extension homéomorphe de ϕ de g−1(Hi) sur f−1(Γi) préservant l’orientation.
Quitte à isotoper cette extension sur les bourgeons, on a en plus f(ϕ(x)) = ϕ(g(x)) pour tout
sommet x de g−1(Hi). ∎
Lemme 3.3.13 ϕ s’étend en un homéomorphisme de g−1(H) sur f−1(Γ) pré-
servant l’orientation.
Preuve . La pré-image g−1(γm) est faite de d arcs β1, . . . , βd. De même, la pré-image f−1(α)
est faite de d arcs α1, . . . , αd. Les numérotations sont faites comme indiqué dans la figure 3.4,
avec β1 ⊂ γm et α1 ⊂ α. On veut bien sûr étendre ϕ sur g−1(H) en envoyant βk sur αk.
Soit ui le point γm ∩Hi.
Assertion 3.3.14 Quitte à isotoper ϕ relativement aux sommets de g−1(Hi)
on a ϕ(g−1({ui})) = f−1({ϕ(ui)}).
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Figure 3.4 – On a montré que g−1(Hi) et f−1(Γi) sont homéomorphes. On numérote les relevés β1, . . . , βd et
α1, . . . , αd de sorte que β1 ⊂ γm et α1 ⊂ α, et de sorte à respecter l’ordre dans les anneaux Cˆ−(g−1(H1)∪g−1(H2))
et Cˆ − (f−1(Γ1) ∪ f−1(Γ2)) respectivement. Dans cette figure il est évident que l’on peut étendre ϕ sur g−1(H)
en envoyant chaque βk sur αk.
Preuve . Si ui est un sommet de Hi alors on n’a pas besoin d’isotoper ϕ car les points de g−1(ui)
sont des sommets de g−1(Hi). Supposons que ui ne soit pas un sommet de Hi. Ce n’est donc
pas un bout de Hi. Pour tout v ∈ g−1({ui}) il existe deux sommets x et y de g−1(Hi) tels que]x; y[ ne contienne pas de sommet de g−1(Hi)mais contienne v. De plus, v est le seul point de
g−1({ui}) dans [x; y]. Puisque f([ϕ(x);ϕ(y)]) = ϕ(g([x; y])), il y a un et un seul point v′ de
f−1({ϕ(ui)}) dans ]ϕ(x);ϕ(y)[. On peut donc isotoper ϕ sur [x; y] relativement à x et y de
sorte que ϕ(v) = v′. ◻
Notons bik le point βk ∩ g−1(Hi) et aik le point αk ∩ f−1(Γi). La façon dont βk s’attache à
g−1(Hi) en bik est determinée par k, le degré de g en bik et la façon dont γm s’attache à Hi. De
même, la façon dont αk s’attache à f−1(Γi) en aik est determinée par k, le degré de f en aik et
la façon dont α s’attache à Γi. Pour étendre ϕ en un homéomorphisme de g−1(H) sur f−1(Γ)
préservant l’orientation (en envoyant βk sur αk), il suffit donc de montrer que ϕ(bi1) = ai1.
Puisque l’on a décidé que β1 ⊂ β, le point bi1 est dans un bourgeon B de Hi qui s’attache à
Hi en ui. C’est le seul point de la forme bik dans ce bourgeon, puisque g est injectif sur B. De
même, le point ai1 est dans un bourgeon B′ de Γi qui s’attache à Γi en ϕ(ui). C’est le seul point
de la forme aik dans ce bourgeon, puisque f est injective sur B′. Il suffit alors de montrer que
ϕ(B) = B′. Si ϕ(B) est le seul bourgeon de Γi qui s’attache à Γi en ϕ(ui) et qui contient un
point de la forme aik, alors il n’y a pas le choix. S’il y en a plusieurs alors le point ϕ(ui) est un
point critique de f . Dans ce cas on a encore ϕ(B) = B′ puisque ϕ préserve l’angle entre γm et
Hi, et cet angle détermine les bourgeons B et B′. ∎
Ainsi l’extension ϕ ∶ g−1(H)→ f−1(Γ) est un homéomorphisme préservant l’orientation tel que :(i) ϕ(H) = Γ ;(ii) ϕ(g−1(P(g))) = f−1(P(f)) ;(iii) f(ϕ(α)) = ϕ(g(α)) et f(ϕ(s)) = ϕ(g(s)) pour chaque arête α de g−1(H) et chaque
sommet s de g−1(H).
Par le théorème 2.2.4, f et g sont Thurston équivalents.
Ceci termine la preuve de la proposition 3.3.9.
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Chapitre 4
Intersection de frontières de bassins
immédiats attractifs
Soit f une fraction rationnelle postcritiquement finie, possédant deux composantes de Fa-
tou périodiques distinctes B1 et B2 dont les bords s’intersectent. Pour construire un graphe
admissible pour f , l’idée naturelle est de commencer par prendre un rayon interne périodique
de B1 et un rayon interne périodique de B2 qui aboutissent sur le même point de ∂B1∩∂B2. Le
problème est donc de savoir si de tels rayons internes existent. L’existence découle de la thèse de
K. M. Pilgrim ([Pil94]) si f est hyperbolique. Dans le cas postcritiquement fini général, aucune
réponse n’est connue. Grâce à un résultat de C. Pommerenke ([Pom86]), ce problème se réduit
à savoir si l’intersection ∂B1 ∩ ∂B2 contient un point périodique. Dans ce chapitre on voit que
∂B1 ∩ ∂B2 contient toujours un point périodique, et donc que de tels rayons internes existent
toujours.
4.1 Contexte et énoncé
Contexte. Dans ce chapitre f est une fraction rationnelle de degré au moins 2 possédant
deux bassins immédiats attractifs distincts B1 et B2 tels que ∂B1 ∩ ∂B2 ≠ ∅.
On donne des conditions suffisantes pour que l’intersection ∂B1 ∩ ∂B2 contienne au moins
un point périodique, et même d’autres conditions suffisantes pour que l’ensemble des points
finalement périodiques de ∂B1 ∩ ∂B2 soit dense dans ∂B1 ∩ ∂B2 (théorème 4.1.2).
Pour illustrer la nécessité des hypothèses du théorème, on donne dans la section 4.2 un
exemple où il n’y a pas de point périodique dans ∂B1 ∩ ∂B2. Dans cet exemple l’ensemble
de Julia est localement connexe. Cette condition, pourtant assez forte, n’est pas suffisante.
Cet exemple est dû à C. L. Petersen. (Je remercie J. H. Hubbard pour m’avoir parler de cet
exemple.)
On verra que la condition qui paraît être la bonne est une sorte d’expansivité sur l’intersec-
tion ∂B1 ∩ ∂B2. Cette propriété apparaît, sous des formes différentes, dans chacun des groupes
de conditions du théorème 4.1.2 qui assurent l’existence d’un point périodique dans ∂B1 ∩∂B2.
Dans l’exemple de C. L. Petersen, la fraction rationnelle f n’est pas expansive sur ∂B1 ∩ ∂B2.
Pour énoncer le théorème, définissons un point caché.
Définition 4.1.1 (Point caché) Un point z de l’ensemble de Julia J (f) est dit caché s’il
n’existe aucune composante de Fatou B telle que z ∈ ∂B.
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On note Pc(f) l’ensemble des points cachés de l’ensemble postcritique de f qui est, on le
rappelle,
P(f) = {fn(c) ∶ f ′(c) = 0, n > 0}.
Théorème 4.1.2 Supposons que les composantes de Fatou Bi soient simple-
ment connexes et que les bords ∂Bi soient localement connexes.
1. Si l’intersection ∂B1∩∂B2 ne contient pas de point critique d’orbite infi-
nie et est disjoint de l’ensemble ω-limite de tout point critique récurrent,
alors elle contient un point périodique.
2. Supposons de plus que chaque composante de Fatou qui est finalement
envoyée sur B1 ou B2 soit simplement connexe. Si les ensembles Pc(f)
et P(f)∩(∂B1∪∂B2) ne s’accumulent pas sur l’intersection ∂B1∩∂B2,
alors ∂B1 ∩ ∂B2 contient un point périodique, et l’ensemble des points
finalement périodiques de ∂B1 ∩ ∂B2 est dense dans ∂B1 ∩ ∂B2.
Afin de prouver la partie 1 de ce théorème on montre :
Proposition 4.1.3 Supposons que la composante de Fatou B1 soit simplement
connexe et que sont bord ∂B1 soit localement connexe. Si x ∈ ∂B1 ∩ ∂B2 est
multiple dans ∂B1 et si l’orbite de x ne contient aucun point critique, alors x
est finalement périodique.
On rappelle qu’un point x ∈ ∂B1 est dit multiple dans ∂B1 si pour un isomorphisme ψ ∶ D→ B1
d’extension continue ψ ∶ D → B1 on a ♯((ψ)−1({x})) ≥ 2. On redéfinit cette notion dans la
section 4.3 en termes de bouts premiers de B1.
Remarque. Dans la partie 1 du théorème 4.1.2, l’hypothèse "l’intersection ∂B1 ∩ ∂B2 est dis-
jointe de l’ensemble ω-limite de tout point critique récurrent" n’est pas redondante par rapport
à l’hypothèse "l’intersection ∂B1 ∩ ∂B2 ne contient pas de point critique d’orbite infinie". En
effet, contenir un point de l’ensemble ω-limite d’un point citique récurrent n’implique pas conte-
nir ce point critique récurrent. Par exemple, tout bord d’un disque de Siegel est contenu dans
l’ensemble ω-limite d’un point critique récurrent, et il existe des disques de Siegel dont le bord
ne contient pas de point critique (voir [Her86]).
La partie 2 du théorème 4.1.2 s’inspire fortement du chapitre 5 de la thèse de K. M. Pil-
grim ([Pil94]). On peut déduire facilement de son travail que si f est postcritiquement finie
hyperbolique alors l’ensemble des points finalement périodiques de ∂B1 ∩ ∂B2 est non vide et
dense dans ∂B1 ∩ ∂B2. On utilise son idée et ses techniques. De la partie 2 du théorème 4.1.2
on déduit immédiatement le corollaire suivant :
Corollaire 4.1.4 Si f est postcritiquement finie, alors l’intersection ∂B1∩∂B2
contient un point périodique, et l’ensemble des points finalement périodiques de
∂B1 ∩ ∂B2 est dense dans ∂B1 ∩ ∂B2.
En effet, si f est postcritiquement finie alorsJ (f) est connexe (corollaire 1.3.11), donc toutes
les composantes de Fatou sont simplement connexes, les bords ∂Bi sont localement connexes
(lemme 1.3.15), et les ensemblesPc(f) etP(f)∩(∂B1∪∂B2) sont finis, donc ne s’accumulent
pas sur ∂B1 ∩ ∂B2.
D’après le théorème 2 dans [Pom86], étant donné que la composante de Fatou Bi est sim-
plement connexe et que son bord est localement connexe, s’il existe un point périodique répulsif
dans ∂Bi alors il existe un rayon interne périodique de Bi qui aboutit sur ce point. On obtient
alors :
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Corollaire 4.1.5 Si f est postcritiquement finie alors il existe un rayon in-
terne périodique de B1 et un rayon interne périodique de B2 qui aboutissent
sur le même point de ∂B1 ∩ ∂B2.
Remarque. Il serait intéressant d’étudier l’existence d’un point périodique dans ∂B1 ∩ ∂B2
sans l’hypothèse que les bords ∂Bi soient localement connexes. C. L. Petersen montre dans
[Pet93] que s’il existe un point périodique répulsif ou parabolique x dans ∂Bi, alors x est
périodiquement accessible depuis Bi tant que ce qui suit est vrai : x n’est pas dans le bord
d’une composante de Fatou non périodique B telle que fm(B) = Bi pour un certain entier
m ≥ 1.
Plan du chapitre
On voit d’abord dans la section 4.2 un exemple où l’intersection ∂B1 ∩ ∂B2 ne contient
aucun point périodique. Dans la section 4.3 on parle de bouts premiers d’un ouvert simplement
connexe de C, et de déformation quasi-conforme. Dans la section 4.4 on prouve la proposition
4.1.3. La partie 1 du théorème 4.1.2 est prouvée dans 4.5 et la partie 2 dans la section 4.6.
4.2 Exemples où ∂B1 ∩ ∂B2 ne contient aucun point pério-
dique
Considérons
G0(z) = z2 z − 3
1 − 3z .
Les points 0,∞ et 1 sont des points critiques fixes. On vérifie facilement que G0 ∶ S1 → S1 est
un homéomorphisme.
Fixons un nombre irrationnel θ. Il existe un unique ρθ ∈ S1 tel que la restriction de Gθ ∶=
ρθ.G0 à S1 ait un nombre de rotation θ. La restriction de Gθ à S1 est topologiquement conjuguée
à la rotation irrationnelle z ↦ e2ipiθz (voir [Yoc84]).
Les points 0 et ∞ sont toujours des points fixes super-attractifs de Gθ. Notons B0 et B∞ les
composantes de Fatou de Gθ contenant 0 et ∞ respectivement. On déduit immédiatement de
Gθ(S1) = S1 que B0 est incluse dans le disque unité ouvert D. De même, B∞ ⊂ Cˆ − D. Ainsi,
l’intersection ∂B0 ∩ ∂B∞ est ou bien vide ou bien incluse dans S1.
Le point 1 est toujours un point critique mais n’est plus un point fixe. C. L. Petersen montre
dans [Pet96] (théorème 1.3) que le point 1 est dans ∂B∞. Puisque Gθ commute avec z ↦ 1/z,
on en déduit que le point 1 est aussi dans ∂B0. Ainsi, ∂B0 ∩ ∂B∞ est non vide.
Comme ∂B0∩∂B∞ ⊂ S1 etGθ∣S1 est conjuguée à la rotation irrationnelle z ↦ e2ipiθz, l’intersection
non vide ∂B0 ∩ ∂B∞ ne peut contenir aucun point périodique.
Remarques.On remarque que le point 1 est un point critique d’orbite infinie dans ∂B0∩∂B∞ et
aussi un point critique récurrent. En effet, puisque la restriction de Gθ à S1 est topologiquement
conjuguée à la rotation irrationnelle z ↦ e2ipiθ, chaque point de S1 a une orbite infinie et chaque
orbite est dense dans S1. C. L. Petersen montre également que l’ensemble de Julia J (Gθ) est
localement connexe (théorème B dans [Pet96]). On en déduit :⋅ les seules hypothèses de la partie 1 du théorème 4.1.2 que ne vérifient pas ces exemples
sont "∂B0 ∩ ∂B∞ ne contient pas de point critique d’orbite infinie" et "∂B0 ∩ ∂B∞ est
disjoint de l’ensemble ω-limite de tout point critique récurrent" ;
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⋅ tous les points multiples de ∂B0 ∩ ∂B∞ sont des pré-images du point 1, et Gnθ (1) est un
point simple (i.e n’est pas multiple) pour tout n ≥ 1.
4.3 Bouts premiers et déformation quasi-conforme
4.3.1 Bouts premiers
Soit U un ouvert simplement connexe de Cˆ dont le bord ∂U est infini. Dans cette section
on parle de bouts premiers de U , de locale connexité de ∂U et des points simples et multiples
dans ∂U . On se réfère ai chapitre 17 de [Mil06-1].
Le seul but de cette section est d’établir la proposition 4.3.7 qui nous sert dans la preuve de
la partie 1 du théorème 4.1.2. On l’utilise pour montrer que si B est une composante de Fatou
de f telle que f(B) = B1 (resp. B2) et ∂B ∩ ∂B1 ≠ ∅ (resp. ∂B ∩ ∂B2 ≠ ∅), alors tout point de
∂B ∩ ∂B1 (resp. ∂B ∩ ∂B2) est un point critique.
On a déjà vu dans les préliminaires le théorème suivant :
Théorème 4.3.1 (Fatou ; Riesz et Riesz) Soit ψ ∶ D→ U un isomorphisme
conforme. Pour presque tout angle θ ∈ R/Z (par rapport à la mesure de Le-
besgue) le rayon interne d’angle θ
ψ({re2ipiθ ∶ r ∈ [0; 1]})
aboutit, i.e la limite limr→1ψ(re2ipiθ) est un point. Pour tout u ∈ ∂U l’ensemble
des angles θ ∈ R/Z tels que limr→1ψ(re2ipiθ) = u est de mesure de Lebesgue
nulle.
(Voir [Mil06-1], théorème 17.4)
Un arc transverse de U est un ensemble A ⊂ U homéomorphe à ]0; 1[, tel que A soit
homéomorphe à [0; 1] et tel que les extrémités de A soient les seuls points de A dans ∂U .
Si A est un arc transverse de U alors U −A a exactement deux composantes connexes que
l’on appelle des voisinages d’arcs transverses.
On appelle chaîne fondamentale de U toute suite (Nj)j≥0 de voisinages d’arcs transverses
de U telle que :⋅ N1 ⊃ N2 ⊃ N3 ⊃ . . . ;⋅ les fermetures Aj des arcs transverses Aj = U ∩ ∂Nj sont disjointes ;⋅ diam(An)→ 0 quand n→∞ avec la métrique sphérique.
On dit que deux chaînes fondamentales (Nj)j≥0 et (N ′j)j≥0 de U sont équivalentes si tout Nq
contient un certain N ′p et si tout N ′m contient un certain Nl. Une classe d’équivalence de chaînes
fondamentales de U est appelée un bout premier de U .
L’impression d’une chaîne fondamentale (Nj)j≥0 de U est l’intersection ⋂j≥0Nj. Il est
immédiat de voir que deux chaînes fondamentales équivalentes ont la même impression, on
parlera donc d’impression d’un bout premier.
Lemme 4.3.2 Pour tout isomorphisme conforme ψ ∶ D → U et tout θ ∈ R/Z
il existe une chaîne fondamentale (Nj)j≥0 de D dont l’impression est le point
e2ipiθ et telle que (ψ(Nj))j≥0 soit une chaîne fondamentale de U .
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(Voir [Mil06-1], théorème 17.9)
Corollaire 4.3.3 Pour tout u ∈ ∂U il existe un bout premier de U dont l’im-
pression contient u.
Preuve . Soit ψ ∶ D→ U un isomorphisme conforme. Appelons secteur une composante connexe
de D privé de deux rayons. Prenons deux rayons de D dont les images par ψ aboutissent (deux
tels rayons existent par le théorème 4.3.1). Soit V0 une composante connexe de D privé de ces
deux rayons telle que u ∈ ψ(V0). Soit v0 l’angle de V0. Prenons deux rayons de D dans V0 dont les
images par ψ aboutissent et tels que chaque composante connexe de V0 privée de ces deux rayons
ait un angle inférieur à v0/2. Soit V1 une composante connexe de V0 privée de ces deux rayons
telle que u ∈ ψ(V1). Soit v1 l’angle de V1. On construit ainsi par récurrence une suite (Vn)n≥0
de secteurs de D décroissante (pour l’inclusion), dont la suite des angles (vn)n≥0 tend vers 0 et
telle que u ∈ ψ(Vn) pour tout n ≥ 0. Il existe un et un seul ξ ∈ R/Z tel que e2ipiξ ∈ ⋂n≥0 Vn. Par le
lemme 4.3.2 il existe une chaîne fondamentale (Nj)j≥0 de D dont l’impression est le point e2ipiξ
et telle que (ψ(Nj))j≥0 soit une chaîne fondamentale de U . Le point u est dans l’impression de
la chaîne fondamentale (ψ(Nj))j≥0. ∎
Lemme 4.3.4 Le bord ∂U est localement connexe si et seulement si l’impres-
sion de chaque bout premier de U est un point.
(Voir [Mil06-1], chapitre 17)
Théorème 4.3.5 (Carathéodory) Soit ψ ∶ D → U un isomorphisme
conforme. Le bord ∂U est localement connexe si et seulement si ψ admet une
extension continue D→ U .
Cela découle du lemme 4.3.4 ci-dessus et du théorème 17.12 dans [Mil06-1].
Définition 4.3.6 (Point de frontière simple, multiple) On dit qu’un point u ∈ ∂U est :⋅ simple dans ∂U si u est dans l’impression d’un seul bout premier de U ;⋅ multiple dans ∂U si u dans l’impression d’au moins deux bouts premiers de U .
Remarque. Si ∂U est localement connexe alors on retrouve bien la définition 1.2.3 d’un
point multiple dans ∂U , à savoir : u ∈ U est simple dans ∂U (resp. multiple dans ∂U) si♯((ψ)−1({u})) = 1 (resp. ♯((ψ)−1({u})) ≥ 2), où ψ ∶ D → U est l’extension continue d’un iso-
morphisme conforme ψ ∶ D→ U . Cette définition ne dépend pas du choix de ψ.
Proposition 4.3.7 Supposons que ∂U soit localement connexe. Soit u ∈ ∂U .
1. Pour tout voisinage V de u il existe au moins une composante connexe
de V ∩U donc le bord contient u.
2. S’il existe un voisinage V de u tel que V ∩ U admette au moins deux
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1. Soit V un voisinage de u. D’après le corollaire 4.3.3 et le lemme 4.3.4 il existe une chaîne
fondamentale (Nj)j≥0 de U dont l’impression ⋂j≥0Nj est le point u. Le diamètre de Nk
tend vers 0 quand k →∞. Ainsi pour un entier Q ≥ 0 assez grand on a NQ ⊂ V . Comme
l’ouvert NQ est connexe, il détermine une composante connexe de V ∩ U dont le bord
contient u.
2. Soit V un voisinage de u tel qu’il existe deux composantes connexes U1 et U2 de V ∩U dont
le bord contient u. Soit ψ ∶ D → U un isomorphisme conforme, ψ ∶ D → U son extension
continue, et Wi ∶= ψ−1(Ui). Les Wi sont disjoints et il existe ui ∈Wi tel que ψ(ui) = u. Si
u1 ≠ u2, alors x est bien multiple.
Supposons que u1 = u2 = x. Soit (Nj)j≥0 une chaîne fondamentale de D d’impression le
point x. Comme ∂U est localement connexe, (ψ(Nj))j≥0 est une chaîne fondamentale de U
en u. Il existe un Q ≥ 0 tel que ψ(NQ) ⊂ V . Par définition d’une chaîne fondamentale, les
fermetures des arcs transverses Ak = D∩Nk sont disjointes, donc il existe un entier P ≥ 1
tel que B(x; 1/P )∩D ⊂ NQ. Comme u ∈Wi on a Wi ∩B(u; 1/P ) ≠ ∅ donc Wi ∩NQ ≠ ∅ et
par suite Ui ∩ ψ(NQ) ≠ ∅, d’où ψ(NQ) ⊂ Ui puisque ψ(NQ) ⊂ V ∩U est connexe et Ui est
une composante connexe de V ∩U . Comme U1 ∩U2 = ∅ c’est absurde. ∎
4.3.2 Déformation quasi-conforme
Dans la preuve de la proposition 4.1.3 et celle de la partie 2 du théorème 4.1.2, on déforme
quasi-conformément f pour que les composantes de Fatou Bi soient des bassins immédiats
super-attractifs, avec un unique point critique (théorème 4.3.9). Cela nous permet de travailler
avec des rayons internes (voir la section 1.3.5).
Définition 4.3.8 (Application quasi-conforme) Soit U,V deux ouverts de C. Une appli-
cation ψ ∶ U → V est dite quasi-conforme si :⋅ elle est un homéomorphisme,⋅ les dérivées partielles ∂ψ et ∂ψ existent au sens des distributions et sont dans L2loc (i.e
sont localement de carré intégrables),⋅ il existe un réel K ≥ 1 tel que ∣∂ψ∣ ≤ K−1K+1 ∣∂ψ∣ dans L2loc.
Voir [BraFag14] pour l’utilisation des applications quasi-conformes en dynamique complexe.
Théorème 4.3.9 Soit g une fraction rationnelle possédant un bassin immé-
diat attractif q-périodique, sur lequel gq est de degré m. Il existe une fraction
rationnelle g0, une application ψ ∶ Cˆ→ Cˆ quasi-conforme, et un compact C ⊂ B,
tels que :⋅ ψ soit analytique sur B −C et sur chaque composante de Fatou qui n’est
pas finalement envoyée par f sur B,⋅ ψ ○ f0 ○ ψ−1 sur ψ(B −C),⋅ f0 soit conjuguée à z ↦ zm sur ψ(B).
Ce théorème est prouvé dans [CarGam95] (Théorème VI 5.1).
Supposons que g possède deux bassins immédiats attractifs B1 et B2 dont les bords s’inter-
sectent. Si ψ(∂B1 ∩ ∂B2) contient un point périodique de f0 et si l’ensemble des points finale-
ment périodiques de f0 dans ψ(∂B1 ∩∂B2) est dense dans ψ(∂B1 ∩∂B2), alors par conjugaison
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∂B1 ∩∂B2 contient un point périodique de g et l’ensemble des points finalement périodiques de
g de ∂B1 ∩ ∂B2 est dense dans ∂B1 ∩ ∂B2.
Si chaque composante de Fatou de g qui est finalement envoyée sur B est simplement
connexe, alors on peut déformer quasi-conformément g de la même manière de sorte que tous
les points critiques de g dans ces composantes de Fatou soient d’orbite finie.
4.4 Preuve de la proposition 4.1.3
On rappelle le résultat :
Proposition 4.4.1 Supposons que la composante de Fatou B1 soit simplement
connexe et que son bord ∂B1 soit localement connexe. Si x ∈ ∂B1 ∩ ∂B2 est
multiple dans ∂B1 et si l’orbite de x ne contient pas de point critique, alors x
est finalement périodique.
Réductions. On suppose que f(B1) = B1 et f(B2) = B2, quitte à travailler avec une itérée de
f .
On suppose que a1 est un point critique de f et que c’est le seul point critique de f dans B1,
quitte à travailler avec une déformation quasi-conforme de f .
Notons d1 le degré de la restriction de f à B1.
Soit φ1 ∶ D→ B1 une coordonnée de Böttcher de B1 , i.e un isomorphisme conforme tel que
φ−11 ○f ○φ1(z) = zd1 (voir la section 1.3.5). Comme le bord ∂B1 est localement connexe, φ admet
une extension continue φ1 ∶ D → B1. Notons R1(t) le rayon interne de B1 d’angle t ∈ R/Z, i.eR1(t) = φ1({re2ipit ∶ r ∈ [0; 1[}).
Soit x ∈ ∂B1∩∂B2 un point multiple dans ∂B1 dont l’orbite ne contient aucun point critique.
Par définition, il existe deux angles θ, θ′ ∈ R/Z distincts tels que φ1(e2ipiθ) = φ1(e2ipiθ′) = x.
Lemme 4.4.2 On a e2ipidn1 θ ≠ e2ipidn1 θ′ pour tout n ≥ 0.
Preuve . Si e2ipid
p−1
1 θ ≠ e2ipidp−11 θ′ et e2ipidp1θ = e2ipidp1θ′ pour un certain entier p ≥ 1, alors fp−1(x) est
un point critique de f , car les rayons internes R1(dp−11 θ) et R1(dp−11 θ′) qui sont distincts sont
envoyés sur le même rayon interne R1(dp1θ) = R1(dp1θ′), donc f n’est pas injective au voisinage
de fp−1(x). Or l’orbite de x ne contient pas de point critique, c’est donc absurde. ∎
Pour tout entier n ≥ 0 notons Vn la composante connexe de Cˆ − (R1(dn1θ) ∪R1(dn1θ′)) qui ne
contient pas B2. On a Vn ∩B2 = {fn(x)}. Notons
In ∶= (φ1)−1(Vn ∩ ∂B1),
c’est la fermeture d’une composante connexe de S1 − {e2ipidn1 θ, e2ipidn1 θ′}.
Lemme 4.4.3 S’il existe de entiers M,N ≥ 0 distincts tels que e2ipidN1 θ ∈ IM
ou e2ipidN1 θ′ ∈ IM alors fN(x) = fM(x).
Preuve . Supposons qu’il existe des entiers M,N ≥ 0 distincts tels que e2ipidN1 θ ∈ IM .
Alors le rayon interne R1(dN1 θ) est dans VM ainsi que son point d’aboutissement fN(x). Comme
VM ∩B2 = {fM(x)} et fN(x) ∈ B2, on a fN(x) = fM(x).
De même pour e2ipidN1 θ′ ∈ IM . ∎
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Figure 4.1 – Si x, f(x) et f2(x) sont distincts alors les intervalles I0, I1 et I2 sont disjoints.
Pour tout entier n ≥ 0 notons In ∶= ⋃nk=0 Ik. Si fN(x) ∉ {x, f(x), . . . , fN−1(x)} pour un certain
entier N ≥ 1, alors grâce aux lemmes 4.4.2 et 4.4.3 on sait que e2ipidN1 θ et e2ipidN1 θ′ sont dans
une même composante connexe de S1 − IN−1, et que IN est la composante connexe de S1 −{e2ipidN1 θ, e2ipidN1 θ′} qui est disjointe de IN−1 (voir la figure 4.1).
Le lemme suivant assure qu’il existe un entier Q ≥ 1 tel que fQ(x) ∈ {x, f(x), . . . , fQ−1(x)},
sinon pour tout n assez grand In contiendrait au moins d21 intervalles fermés disjoints d’angles
supérieur ou égal à 1/d21, ce qui serait absurde puisque In ⊂ S1.
Lemme 4.4.4 Soit d ≥ 2. Pour tous ξ, ζ ∈ R/Z distincts il existe un entier
N ≥ 0 tel que les deux composantes connexes de S1 −{e2ipidN ξ, e2ipidN ζ} aient un
angle supérieur ou égal à 1/d2.
Preuve . Soit ξ, ζ ∈ R/Z distincts tels qu’une composante connexe de S1 − {e2ipiξ, e2ipiζ} ait
un angle t strictement inférieur à 1/d2. Soit N ≥ 1 tel que 1/dN+2 ≤ t < 1/dN+1. Alors une
composante connexe de S1 − {e2ipidN ξ, e2ipidN ζ} a pour angle dN t avec 1/d2 ≤ dN t < 1/d. L’autre
composante connexe de S1 − {e2ipidN ξ, e2ipidN ζ} a donc pour angle 1 − dN t > 1 − 1/d > 1/d2. ∎
Ceci termine la preuve de la partie 1 du théorème 4.1.2.
4.5 Preuve de la partie 1 du théorème 4.1.2
On rappelle le résultat :
Théorème 4.5.1 Supposons que les composantes de Fatou Bi soient simple-
ment connexes et que les bords ∂Bi soient localement connexes. Si ∂B1 ∩ ∂B2
ne contient pas de point critique d’orbite infinie et est disjoint de l’ensemble
ω-limite de tout point critique récurrent, alors ∂B1 ∩ ∂B2 contient un point
périodique.
Réduction. Sans perte de généralité on suppose que f(B1) = B1 et f(B2) = B2, quitte à
travailler avec une itérée de f .
Idée de la preuve et outils
Après d’autres réductions, la restriction f ∶ ∂B1 ∩∂B2 → ∂B1 ∩∂B2 devient fortement dilatante
grâce au théorème 4.5.3 dû à Mañé.
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Définition 4.5.2 (Application fortement dilatante) Soit g une fraction rationnelle de
degré au moins 2, et X ⊂ Cˆ un compact. On dit que g est fortement dilatante sur X s’il
existe un entier N ≥ 0 tel que minx∈X ∣∣(gn)′(x)∣∣ > 1 pour tout n ≥ N , où la norme est définie
par la métrique sphérique.
Théorème 4.5.3 ([Man93]) Soit g une fraction rationnelle de degré au
moins 2. Soit X ⊂ J (g) un compact invariant ne contenant pas de point
critique ni de point parabolique. Si X est disjoint de l’ensemble ω-limite de
tout point critique récurrent, alors g est fortement dilatante sur X.
Après une dernière réduction on montre que f ∶ ∂B1∩∂B2 → ∂B1∩∂B2 est distance-expanding et
ouverte (en utilisant la proposition 4.1.3) dans le but d’utiliser le théorème 4.5.5 sur l’existence
d’un point périodique pour les applications ouvertes et distance-expanding.
Définition 4.5.4 (Application distance-expanding) Soit (X,ρ) un espace métrique. Une
application continue T ∶ X → X est dite distance-expanding par rapport à la métrique ρ s’il
existe des constantes λ > 1, η > 0 et N ≥ 1 tels que pour tous x, y ∈X,
ρ(x, y) ≤ η ⇒ ρ(TN(x), TN(y)) ≥ λρ(x, y).
Théorème 4.5.5 ([PrzUrb10], chapitre 4) Soit (X,ρ) un espace mé-
trique compact, et T ∶ X → X une application continue, ouverte et distance-
expanding. Pour tout β > 0 assez petit, il existe un α > 0 tel que si x ∈ X et
ρ(x,TL(x)) ≤ α pour un certain L ≥ 1, alors la boule de centre x et de rayon
β contient un point périodique.
Preuve
Si ∂B1∩∂B2 contient un point critique d’orbite finie ou un point parabolique, alors ∂B1∩∂B2
contient un point périodique. On suppose désormais que ∂B1 ∩ ∂B2 ne contient aucun point
critique d’orbite finie ni aucun point parabolique. La restriction f ∶ ∂B1 ∩ ∂B2 → ∂B1 ∩ ∂B2 est
alors fortement dilatante, par le théorème de Mañé.
Si ∂B1∩∂B2 contient un point multiple dans ∂B1 ou ∂B2, alors on sait que ce point est finalement
périodique, grâce à la proposition 4.1.3. À partir de maintenant on suppose également que
∂B1 ∩ ∂B2 ne contient aucun point multiple dans ∂B1 ni dans ∂B2.
Sous ces réductions on montre maintenant que la restriction f ∶ ∂B1 ∩ ∂B2 → ∂B1 ∩ ∂B2 est
distance-expanding et ouverte, pour ensuite utiliser le théorème 4.5.5.
Proposition 4.5.6 La restriction f ∶ ∂B1 ∩ ∂B2 → ∂B1 ∩ ∂B2 est distance-
expanding.
Preuve . Comme f ∶ ∂B1 ∩∂B2 → ∂B1 ∩∂B2 est fortement dilantante, il existe un entier N ≥ 0
tel que
min
z∈∂B1∩∂B2 ∣∣(fN)′(z)∣∣ > 1.
Comme ∂B1 ∩ ∂B2 est compact, on va pouvoir étendre cette propriété de f sur un voisinage U
de ∂B1 ∩ ∂B2, et montrer que si x, y ∈ ∂B1 ∩ ∂B2 sont assez proches, alors la géodésique entre
fN(x) et fN(y) se relève en un chemin de x à y dans U . En comparant les longueurs de la
géodésique et de son relevé, on obtiendra la proposition.
Soit 1 < λ < minz∈∂B1∩∂B2 ∣∣(fN)′(z)∣∣. Pour tout x ∈ ∂B1∩∂B2 soit rx > 0 tel que ∣∣(fN)′(z)∣∣ ≥
λ pour tout z ∈ B(x; rx). Posons U ∶= ⋃x∈∂B1∩∂B2 B(x; rx).
49
CHAPITRE 4. INTERSECTION PÉRIODIQUE
Assertion 4.5.7 Il existe une constante  > 0 telle que B(x; ) ⊂ U pour tout
point x ∈ ∂B1 ∩ ∂B2.
Preuve . Supposons par l’absurde qu’il existe une suite (n)n≥0 ⊂ R∗+ convergeant vers 0 et une
suite (xn)n≥0 ⊂ ∂B1 ∩ ∂B2 telles que B(xn; n) /⊂ U pour tout n ≥ 0. Soit y ∈ ∂B1 ∩ ∂B2 un point
d’accumulation de (xn)n≥0. Il existe un Q ≥ 0 tel que B(xQ; Q) ⊂ B(y; ry). Mais B(y; ry) ⊂ U ,
c’est donc absurde. ◻
Assertion 4.5.8 Il existe des constantes η, ζ > 0 tels que
fN(B(x; η)) ⊂ B(fN(x); ζ) ⊂ fN(B(x; ))
pour tout x ∈ ∂B1 ∩ ∂B2.
Preuve . On montre d’abord l’existence de la constante ζ telle que B(fN(x); ζ) ⊂ fN(B(x; ))
pour tout x ∈ ∂B1∩∂B2. Supposons par l’absurde qu’il existe une suite (ζk)k≥0 ⊂ R∗+ convergeant
vers 0 et une suite (xk)k≥0 ⊂ ∂B1 ∩ ∂B2 telles que B(fN(xk); ζk) /⊂ fN(B(xk; )) pour tout
k ≥ 0. Soit y ∈ ∂B1 ∩ ∂B2 un point d’accumulation de (xk)k≥0. Puisque fN est une application
ouverte, l’image fN(B(y; /2)) est un ouvert. Il existe donc une constante δ > 0 telle que
B(fN(y), δ) ⊂ fN(B(y; /2)). Pour un entier K ≥ 0 assez grand on a
B(fN(xK); ζK) ⊂ B(fN(y); δ) ⊂ fN(B(y; /2)) ⊂ fN(B(xK ; )).
Il y a donc contradiction.
L’existence de la constante η > 0 telle que fN(B(x; η)) ⊂ B(fN(x); ζ) pour tout x ∈ ∂B1 ∩ ∂B2
est simplement la continuité uniforme de fN sur le compact ∂B1 ∩ ∂B2. ◻
Maintenant, soit x, y ∈ ∂B1∩∂B2 tels que d(x, y) < η. Alors fN(y) ∈ B(fN(x); ζ) par l’assertion
4.5.8. Soit Γ la géodésique de fN(x) à fN(y). On a Γ ⊂ B(fN(x); ζ). L’assertion 4.5.8 nous
dit aussi que B(fN(x); ζ) ⊂ fN(B(x; )). Donc il existe un arc γ ⊂ B(x; ) de x à y tel que
fN(γ) = Γ. Grâce à l’assertion 4.5.7 et au fait que ∣∣(fN)′(z)∣∣ ≥ λ sur B(x; ), on peut enfin
écrire
d(fN(x), fN(y)) ≥ λd(x, y).
En effet, si Γ(t) et γ(t) sont des paramétrages de Γ et γ respectivement, avec Γ(t) = fN(γ(t)),
alors
d(fN(x), fN(y)) = ∫ 1
0
∣∣Γ′(t)∣∣dt = ∫ 1
0





∣∣γ′(t)∣∣dt = λl(γ) ≥ λd(x, y)
où l(γ) est la longeur de γ. Ceci prouve la proposition. ∎
Proposition 4.5.9 La restriction f ∶ ∂B1 ∩ ∂B2 → ∂B1 ∩ ∂B2 est ouverte.
Preuve . Soit O ⊂ ∂B1∩∂B2 tel que f(O) ne soit pas ouvert. Montrons que O n’est pas ouvert.
Puisque ∂B1 ∩ ∂B2 − f(O) n’est pas fermé, il existe une suite (yn)n≥0 ⊂ ∂B1 ∩ ∂B2 − f(O)
qui converge vers un certain y ∈ f(O). Soit x ∈ O tel que f(x) = y. Comme on suppose que
∂B1 ∩ ∂B2 ne contient pas de point critique, il existe un voisinage U de x et un voisinage
V de y tels que f ∶ U → V soit un homéomorphisme. À partir d’un certain rang n le point
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xn ∶= f−1(yn) ∩ U est donc bien défini, et la suite (xn)n≥0 converge vers x. On a xn ∉ O pour
tout n ≥ 0 car f(xn) = yn ∉ f(O). Pour montrer que O n’est pas ouvert il ne reste plus qu’à
montrer que xn ∈ ∂B1 ∩ ∂B2 pour tout n assez grand.
Pour chaque n ≥ 0 il existe deux composantes de Fatou Bn1 et Bn2 telles que xn ∈ ∂Bn1 ∩ ∂Bn2 et
f(Bni ) = Bi.
Assertion 4.5.10 Pour n assez grand, Bni = Bi.
Preuve . Par l’absurde, supposons par exemple que Bn1 ≠ B1 pour une infinité d’entiers n.
Il existe donc une composante de Fatou B telle que B ≠ B1, f(B) = B1 et xn ∈ ∂B pour
une infinité d’entiers n. Donc x ∈ ∂B. Puisque f ∶ B → B1 est un revêtement éventuellement
ramifié de degré fini, la formule de Riemann-Hurwitz assure que le bord ∂B a un nombre
fini de composantes connexes (on rappelle que B1 est supposée simplement connexe). Chaque
composante connexe de ∂B est localement connexe, car ∂B1 est localement connexe. Soit W˜ la
composante connexe de ∂B contenant x et W la composante connexe de Cˆ − W˜ contenant B.
L’ouvert W est simplement connexe avec un bord infini et localement connexe.
Il existe une composante connexe UB de U ∩W telle que x ∈ UB (proposition 4.3.7) et si U
est assez petit alors UB est en fait une composante connexe de U ∩B. De même, il existe une
composante connexe UB1 de U∩B1 telle que x ∈ UB1 . Ainsi, f(UB) et f(UB1) sont deux connexes
distincts (car f est injective sur U) de V ∩B dont le bord contient y. La proposition 4.3.7 assure
alors que y est multiple dans ∂B1. C’est absurde puisque par hypothèse l’intersection ∂B1∩∂B2
ne contient aucun point multiple dans ∂B1. ◻
Donc pour n assez grand xn ∈ ∂B1 ∩ ∂B2, ce qui prouve la proposition. ∎
Pour finir la preuve de la partie 1, prenons un point z ∈ ∂B1∩∂B2 et un point d’accumulation
w de l’orbite de z. Soit β > 0 et α la constante apparaissant dans le théorème 4.5.5. Il existe
des entiers P > Q ≥ 0 tels que fP (z), fQ(z) soient dans la boule de centre w et de rayon α/2,
donc
d(fQ(z), fP (z)) = d(fQ(z), fP−Q(fQ(z))) ≤ α.
On peut donc appliquer le théorème 4.5.5 avec x = fQ(z) et L = P −Q. On obtient qu’il existe
un point périodique dans l’intersection de ∂B1 ∩∂B2 avec boule de centre fQ(z) et de rayon β.
Ceci termine la preuve de la partie 2 du théorème 4.1.2.
Commentaires
À priori les hypothèses de cette partie ne sont pas suffisantes pour impliquer la densité des
points finalement périodiques de ∂B1 ∩ ∂B2 dans ∂B1 ∩ ∂B2.
Soit x ∈ ∂B1∩∂B2. En utilisant le théorème 4.5.5 on a obtenu que pour tout β > 0 assez petit
il existe un entier p(β) ≥ 0 tel que B(fp(β)(x);β) ∩ (∂B1 ∩ ∂B2) contienne un point périodique
ω(β). Donc près de x il existe un point finalement périodique, envoyé par fp(β) sur ω(β).
Si x était un point d’accumulation de sa propre orbite, alors x serait accumulé par une suite
de points périodiques de ∂B1 ∩ ∂B2.
Si p(β) = p était constant par rapport à β, alors en faisant tendre β vers 0 on pourrait créer
une suite (ωn)n≥0 ⊂ ∂B1 ∩ ∂B2 de points périodiques convergeant vers fp(x), et en raisonnant
de la même façon que dans la preuve du lemme 4.5.9 on pourrait montrer que x est accumulé
par une suite de points finalement périodiques de ∂B1 ∩ ∂B2.
Mais x n’a aucune raison d’être un point d’accumulation de sa propre orbite, ni p(β) d’être
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constant par rapport à β. Ainsi, en faisant tendre β vers 0 il n’y a aucune raison pour qu’un
des points finalement périodiques près de x qui sont envoyés par fp(β) sur les points ω(β) soit
dans ∂B1 ∩ ∂B2.
Les conditions de la partie 2 du théorème 4.1.2 assurent qu’un de ces points est dans ∂B1∩∂B2,
ce qui donnera la densité des points finalement périodiques de ∂B1 ∩ ∂B2 dans ∂B1 ∩ ∂B2.
4.6 Preuve de la partie 2 du théorème 4.1.2
On rappelle le résultat :
Théorème 4.6.1 Supposons que les bords ∂Bi soient localement connexes,
et que toute composante de Fatou qui est finalement envoyée sur B1 ou B2
soit simplement connexe. Si ni Pc(f) ni P(f)∩(∂B1∪∂B2) ne s’accumulent
sur ∂B1 ∩ ∂B2 alors ∂B1 ∩ ∂B2 contient un point périodique, et l’ensemble des
points finalement périodiques de ∂B1 ∩ ∂B2 est dense dans ∂B1 ∩ ∂B2.
On note ai le point périodique attractif de f dans Bi.
Réductions.⋅ Comme pour les deux premières parties on suppose que f(B1) = B1 et f(B2) = B2, quitte
à travailler avec une itérée de f .⋅ On suppose sans perte de généralité que tous les points critiques dans ⋃n≥0 f−n(B1 ∪
B2) sont d’orbite finie, quitte à travailler avec une déformation quasi-conforme de f . En
particulier, a1 et a2 sont des points critiques, et ai est le seul point dans Bi de l’ensemble
GO(P(f)) ∶= ⋃
c∈C (f)⋃j∈Z f j(c).
⋅ Si ♯P(f)=2, alors f est Möbius conjuguée à z ↦ zd ou z ↦ 1/zd pour un certain d ≥ 2,
et dans ce cas le résultat que l’on veut montrer est clair. On suppose donc en plus que♯P(f) > 2.
Notations. Puisqu’il n’y aura pas d’ambiguïté on notera J = J (f), P = P(f) et Pc =
Pc(f).
Chemins, arcs et isotopies
Soit X un ensemble fini de points de la sphère topologique S2.
Un chemin est l’image d’une application continue de [0; 1] dans S2. Un arc est l’image
d’une application continue injective de [0; 1] dans S2.
Soit α un arc et αˆ ∶ [0; 1]→ S2 une application continue injective telle que αˆ([0; 1]) = α. On
appelle extrémités de α les points αˆ(0) et αˆ(1). L’intérieur de α est α˚ ∶= αˆ(]0; 1[).
On dit qu’un arc α est dans (S2,X) si α˚ ⊂ S2 −X.
Une isotopie entre un arc α et un arc β est une application continue H ∶ [0; 1] × [0; 1] → S2
telle que :⋅ H(s, [0; 1]) soit un arc pour tout s ∈ [0; 1] ;⋅ H(0, [0; 1]) = α et H(1, [0; 1]) = β, ou alors H(0, [0; 1]) = β et H(1, [0; 1]) = α.
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Deux arcs α et β dans (S2,X) sont dits isotopes relativement à X s’il existe une isotopie
H entre α et β telle que :⋅ H(s, [0; 1]) soit un arc dans (S2,X) pour tout s ∈ [0; 1] ;⋅ pour k, i ∈ {0,1}, si H(k, i) ∈X alors H(s, i) =H(k, i) pour tout s ∈ [0; 1].
On note alors α ∼X β. On note [α]X la classe d’isotopie relativement à X d’un arc α dans(S2,X).
Cordes
Pour chaque i = 1,2 on choisit une coordonnées de Böttcher φi ∶ D → Bi, bien définie car
Bi est simplement connexe et ai est le seul point critique de f dans Bi. On note φi l’extension
continue de φi à D, bien définie car le bord ∂Bi est localement connexe. Pour tout θ ∈ R/Z on
note Ri(θ) le rayon interne de Bi d’angle θ.
Définition 4.6.2 (Corde) Soit θ, ρ ∈ R/Z tels que les rayons internes R1(θ) et R2(ρ) abou-
tissent sur le même point. On appelle l’union R1(θ)∪R2(ρ) une corde entre a1 et a2 (ou entre
B1 et B2). On note χ l’ensemble des cordes entre a1 et a2.
(Voir [Pil94]) Ici on parlera simplement de corde, sans préciser ni a1 ni a2, puisqu’il n’y aura
pas d’ambiguïté.
Remarque. L’application de χ vers ∂B1 ∩ ∂B2 qui à une corde α associe le point α ∩J est
surjective, puisque les bords ∂Bi sont localement connexes. Supposer que ∂B1∩∂B2 est non vide
équivaut donc à supposer que χ est non vide. Par contre cette application n’est pas injective si
les bords ∂Bi ne sont pas des courbes de Jordan, i.e s’il y a des points multiples.
Le lemme suivant est évident.
Lemme 4.6.3 Si une corde α est finalement périodique alors le point α∩J
est finalement périodique.
Si α et β sont deux cordes distinctes alors on a trois cas (voir la figure 4.2) :
1. ♯(α˚ ∩ β˚) = 0, dans ce cas α ∪ β est une courbe de Jordan et son complémentaire n’a que
deux composantes connexes ;
2. ♯(α˚ ∩ β˚) = 1, dans ce cas le complémentaire de α ∪ β a trois composantes connexes, dont
exactement deux sont des domaines de Jordan ;
3. α ∩ β est un rayon interne, dans ce cas α ∪ β n’est pas une courbe de Jordan mais son
complémentaire a quand même deux composantes connexes.
Remarque. Les cas 2 et 3 n’apparaissent que lorsqu’au moins une des composantes de Fatou
Bi n’est pas un domaine de Jordan.
a1 a1 a1
a2 a2 a2
Figure 4.2 – À gauche le cas 1, au milieu le cas 2 et à droite le cas 3.
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Lemme 4.6.4 Pour n’importe quelles cordes α et β il y a des points de l’en-
semble de Julia dans chaque composante connexe de Cˆ − (α ∪ β).
Preuve . Cela découle du théorème 4.3.1 qui assure que pour tout x ∈ Bi l’ensemble des angles
ξ ∈ R/Z tels que Ri(ξ) aboutisse sur x est de mesure de Lebesgue nulle. ∎
Une corde est en particulier un arc. Puisque le point ai est le seul point de GO(P) dans
la composante de Fatou Bi, pour tout entier n ≥ 0 une corde α est dans (S2, f−n(P)) si et
seulement si le point α ∩J n’est pas un point de f−n(P). De même, une corde α est dans(S2,GO(P)) si et seulement si le point α ∩J n’est pas un point de GO(P).
On note χ(S2, f−n(P)) l’ensemble des cordes dans (S2, f−n(P)), et χ(S2,GO(P)) l’en-
semble des cordes dans (S2,GO(P)). On a




Remarque. Si α est une corde dans (S2,GO(P)), alors pour tout entier n ≥ 0 l’image fn(α)
est une corde dans (S2,GO(P)), puisque l’ensemble GO(P) est invariant par f .
Lemme 4.6.5 Si une corde α n’est pas dans (S2,GO(P)) alors le point
α ∩J , qui est un point de ∂B1 ∩ ∂B2, est finalement périodique.
Preuve . Cela découle du fait queP ∩ (∂B1 ∩∂B2) est fini (sinon l’ensembleP ∩ (∂B1 ∪∂B2)
s’accumulerait sur ∂B1 ∩ ∂B2 et cela contredirait les hypothèses). ∎
4.6.1 Preuve sans détails
On écrit ici la preuve sans les preuves des résultats techniques utilisés.
On s’occupe d’abord de montrer l’existence d’un point d’intersection périodique. La densité
des points d’intersection finalement périodiques découlera de la preuve de cette existence.
On commence par voir que :
Lemme 4.6.6 Muni de la métrique de Hausdorff, l’ensemble χ est compact.
(Voir le lemme 4.6.15.) Pour montrer cette compacité on utilise de manière essentielle la locale
connexité des bords ∂Bi. On note dH la distance de Hausdorff.
Comme on la expliqué dans le lemme 4.6.5 il n’y a rien à faire pour les cordes qui ne sont
pas dans (S2,GO(P)). On se concentre donc sur la dynamique des cordes dans les ensembles
χ(S2, f−n(P)) et χ(S2,GO(P)).
L’idée directrice est la suivante :
Proposition 4.6.7 Soit α ∈ χ(S2,GO(P)). S’il existe un entier Q ≥ 1 tel
que la suite ([fn(α)]f−1(P))n≥0 soit Q-cyclique (resp. pré-cyclique) alors α est
Q-périodique (resp. pré-périodique).
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(Voir la proposition 4.6.28.) Ainsi l’objectif est de construire une corde β ∈ χ(S2,GO(P)) telle
que la suite ([fn(β)]f−1(P))n≥0 soit cyclique. La proposition 4.6.7 découle des deux propositions
suivantes.
Proposition 4.6.8 Soit N ≥ 0 un entier, α ∈ χ(S2,GO(P)) et βN ∈
χ(S2,P) tels que βN ∈ [fN(α)]P . Il existe une unique β0 telle que :⋅ β0 ∈ [α]f−1(P),⋅ fN(β0) = βN ,⋅ [f i(β0)]f−1(P) = [f i(α)]f−1(P) pour tout 0 ≤ i ≤ N − 1.
Plus précisément, β0 ∈ [α]f−N (P).
(Voir la proposition 4.6.23.) Il est plus précis de dire que β0 ∈ [α]f−N (P), mais il est plus fort de
dire que β0 est unique dans [α]f−1(P), et pas seulement dans [α]f−N (P).
Proposition 4.6.9 1. Pour tout ε > 0 il existe un entier N ≥ 0 tel que :
pour toutes cordes α,β ∈ χ(S2, f−N(P)),
[α]f−N (P) = [β]f−N (P) ⇒ dH(α,β) < ε.
2. Pour toutes cordes α,β ∈ χ(S2,GO(P)), si [α]f−n(P) = [β]f−n(P) pour
tout entier n ≥ 0 alors α = β.
(Voir la proposition 4.6.19.) En plus de servir à prouver la proposition 4.6.7, les propositions
4.6.8 et 4.6.9 servent à construire une corde qui engendre peut-être une suite cyclique, avec la
proposition suivante :
Proposition 4.6.10 Pour tout K ≥ 0 et toute corde α ∈ χ(S2,GO(P)) il
existe des entiers M,N ≥K distincts tels que [fM(α)]P = [fN(α)]P .
(Voir la proposition 4.6.29.) C’est dans la preuve de cette proposition que l’on utilise le fait que
ni Pc(f) ni P(f) ∩ (∂B1 ∪ ∂B2) ne s’acumulent sur ∂B1 ∩ ∂B2.
Avec les propositions 4.6.7, 4.6.8, 4.6.9 et 4.6.10 on est maintenant en mesure de prouver
que ∂B1 ∩ ∂B2 contient un point périodique, et la densité.
Soit α une corde.
Premier cas : α ∉ χ(S2,GO(P)).
Dans ce cas le point α∩J est finalement périodique, comme il est expliqué dans la preuve du
lemme 4.6.5.
Deuxième cas : α ∈ χ(S2,GO(P)) et la suite ([fn(α)]f−1(P))n≥0 est finalement cyclique.
Dans ce cas la corde α est finalement périodique grâce au lemme 4.6.7. Donc le point α ∩J
est finalement périodique.
Troisième cas : α ∈ χ(S2,GO(P)) et la suite ([fn(α)]f−1(P))n≥0 n’est pas finalement cy-
clique.
Dans ce cas on construit à partir de α une suite de cordes (βq)q≥0 ⊂ χ(S2,GO(P)) qui va
converger vers une corde β qui vérifiera le cas 1 ou le cas 2. Le point β ∩J sera donc fina-
lement périodique. Ce point sera également aussi proche que l’on voudra de α ∩J , ce qui
prouvera la densité.
D’après la proposition 4.6.10 il existe des entiers N ≥ 0 et Q ≥ 1 tels que[fN+Q(α)]P = [fN(α)]P .
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Pour alléger les notation on va changer de corde. On considère maintenant β0 ∶= fN(α).
On applique la proposition 4.6.8 à β0 ∈ [fQ(β0)]P : il existe une corde β1 ∈ χ(S2,GO(P))
isotope à β0 relativement à f−Q(P) telle que
[f i(β1)]f−1(P) = [f i(β0)]f−1(P)
pour tout 0 ≤ i ≤ Q − 1 et
fQ(β1) = β0.
On a donc [fkQ+i(β1)]f−1(P) = [f i(β0)]f−1(P)
pour tout k ∈ {0,1} et tout 0 ≤ i ≤ Q − 1, et
β1 ∈ [f 2Q(β1)]P
puisque f 2Q(β1) = fQ(β0) ∈ [β0]P et β1 ∈ [β0]P .
Supposons que l’on ait construit n cordes β1, . . . , βn dans (S2,GO(P)) telles que pour tout
l ∈ {1, . . . , n} on ait :
βl ∈ [βl−1]f−2l−1Q(P)[fkQ+i(βl)]f−1(P) = [f i(β0)]f−1(P)
pour tout k ∈ {0, . . . ,2l − 1} et tout 0 ≤ i ≤ Q − 1, et
βl ∈ [f 2lQ(βl)]P .
On applique à nouveau la proposition 4.6.8, cette fois à βn ∈ [f 2nQ(βn)]P : il existe une corde
βn+1 ∈ χ(S2,GO(P)) ∩ [βn]f−2nQ(P) telle que
[f i(βn+1)]f−1(P) = [f i(βn)]f−1(P)
pour tout 0 ≤ i ≤ 2nQ − 1 et
f 2
nQ(βn+1) = βn.
On a donc [fkQ+i(βn+1)]f−1(P) = [f i(β0)]f−1(P)
pour tout k ∈ {0, . . . ,2n+1 − 1} et tout 0 ≤ i ≤ Q − 1, et
βn+1 ∈ [f 2n+1Q(βn+1)]P
puisque f 2n+1Q(βn+1) = f 2nQ(βn) ∈ [βn]P et βn+1 ∈ [βn]P .
On construit ainsi par récurrence une suite (βq)∞q=0 ⊂ χ(S2,GO(P)) telle que(i) βq+1 ∈ [βq]f−2qQ(P), et donc
βq+i ∈ [βq]f−2qQ(P)
pour tout entier i ≥ 0 ;(ii) [fkQ+i(βq)]f−1(P) = [f i(β0)]f−1(P) pour tout k ∈ {0, . . . ,2q − 1} et tout 0 ≤ i ≤ Q − 1.
Assertion 4.6.11 La suite (βq)∞q=0 converge vers une corde β, et le point β∩J
est finalement périodique.
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Preuve . Le point (i) et la proposition 4.6.9 montre que la suite (βq)q≥0 est de Cauchy. Par
compacité de χ, la suite converge vers une corde β.
Si la corde β n’est pas dans (S2,GO(P)) alors elle vérifie le cas 1 et le point β ∩J est
finalement périodique. Si β est dans (S2,GO(P)), alors par passage à la limite on a
[fkQ+i(β)]f−1(P) = [f i(β0)]f−1(P)
pour tout k ∈ N et 0 ≤ i ≤ Q−1. La suite ([f i(β)]f−1(P))∞i=0 est donc Q-cyclique. La corde vérifie
donc le cas 2 et le point β ∩J est finalement périodique. ◻
On obtient ainsi l’existence d’un point périodique dans ∂B1 ∩ ∂B2.
On a construit une corde β ∈ [fN(α)]f−Q(P) telle que le point β ∩J soit finalement pé-
riodique. Même si le point β ∩J est peut-être un point de GO(P), il n’est pas un point
de f−Q(P). On peut donc appliquer la proposition 4.6.8 à β ∈ [fN(α)]f−Q(P). On obtient
une corde γ ∈ [α]f−(N+Q)(P) telle que le point γ ∩J soit finalement périodique. Maintenant,
d’après la proposition 4.6.10 on peut faire tendre N vers ∞. On crée alors une suite (γn)n≥0 ⊂ χ
qui converge vers α (d’après la proposition 4.6.9) et telle que les points γn ∩J soient tous
finalement périodiques. Puisque les bords ∂Bi sont localement connexes, il vient que la suite(γn∩J )n≥0 converge vers α∩J , d’où la densité de l’ensemble des points finalement périodiques
de ∂B1 ∩ ∂B2 dans ∂B1 ∩ ∂B2.
Ceci termine la preuve de la partie 2 du théorème 4.1.2.
Remarques
Pour les prochains chapitres, remarquons les deux faits suivants :
Corollaire 4.6.12 Soit α ∈ χ(S2,GO(P)) telle que fQ(α) ∈ [α]P pour un
certain Q ≥ 1. Soit β la corde limite comme dans la preuve de la partie 2 du
théorème 4.1.2. Si β est dans (S2,GO(P)), alors β est Q-solution.
Preuve . Dans la preuve de la partie 2 du théorème 4.1.2 la corde β, si elle est dans (S2,GO(P)),
engendre une suite ([fn(β)]f−1(P))∞n=0 Q-cyclique. ∎
Lemme 4.6.13 Soit M ≥ 1 et α une corde M-périodique dans (S2,GO(P)).
S’il existe une corde β ∈ χ(S2,GO(P)) distincte de α et telle que β ∈ [α]P ,
alors χ(S2,GO(P)) est infini.
Preuve . Pour tout l ≥ 1 la corde β est isotope relP à f lM(α) = α. On applique le lemme 4.6.8
à β ∈ [f lM(α)]P : il existe une corde βlM isotope rel f−lM(P) à α, telle que f lM(βlM) = β.
Il n’existe aucun l tel que βlM = α, car f lM(α) = α ≠ β. De plus, la suite (βlM)l≥1 converge
vers α, donc n’est pas stationnaire. Ainsi, la suite (βlM)l≥1 est infinie. Puisque (βlM)l≥1 ⊂
χ(S2,GO(P)), l’ensemble χ(S2,GO(P)) est infini. ∎
4.6.2 Détails
Topologie de Hausdorff sur χ - Preuve du lemme 4.6.6
Puisqu’une corde est un compact on peut mettre la topologie de Hausdorff sur χ. Notons d la
métrique sphérique.
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Définition 4.6.14 (Distance de Hausdorff) Soient K et K ′ deux fermés de S2. La dis-
tance de Hausdorff entre K et K ′ est
dH(K,K ′) ∶= max{max
u∈K d(u,K ′),maxv∈K′ d(K,v)}.
Muni de la métrique de Hausdorff, l’ensemble F (S2) des fermés de S2 est un compact. Quand
on dira qu’un compact converge, ça sera toujours au sens de la métrique de Hausdorff.
Lemme 4.6.15 L’ensemble χ est compact pour la métrique de Hausdorff.
Preuve . Ceci vient du fait que les bords ∂Bi sont localement connexes.
Il suffit de montrer que χ est fermé dans (F (S2), dH). Soit (αn)n≥0 une suite de cordes conver-
geant vers un ensemble A.
Assertion 4.6.16 Pour chaque k ∈ {1,2} l’intersection A ∩ Bk est un rayon
interne.
Preuve . L’idée est que si A ∩ Bk n’est pas un rayon interne alors à partir d’un certain rang
αn ∩Bk n’est pas un rayon interne.
Supposons que A ∩Bk ne soit pas un rayon interne. La pré-image φ−1k (A ∩Bk) n’est pas un
rayon de D. Il existe alors deux points distincts b = rbe2ipiθb et c = rce2ipiθc dans φ−1k (A∩Bk) avec
e2ipiθb ≠ e2ipiθc . Soit δ > 0 et  > 0 assez petits pour que :⋅ [θb − δ; θb + δ] ∩ [θc − δ; θc + δ] = ∅ ;⋅ B(b; ) ⊂ {re2ipit ∶ 0 ≤ r < 1, t ∈ [θb − δ; θb + δ]} ;⋅ B(c; ) ⊂ {re2ipit ∶ 0 ≤ r < 1, t ∈ [θc − δ; θc + δ]}.
Ainsi il n’existe aucun rayon R de D tel que R∩B(b; ) ≠ ∅ et R∩B(c; ) ≠ ∅. Pourtant, il existe
un N ≥ 0 tel que (αN ∩Bk) ∩ φk(B(b; )) ≠ ∅ et (αN ∩Bk) ∩ φk(B(c; )) ≠ ∅, par convergence
de Haussdorff de αn vers A. Comme φ−1k (αN ∩Bk) est un rayon de D, c’est une contradiction.
Ainsi, A ∩Bk est un rayon interne. ◻
On note Ak le rayon interne A ∩Bk, et θk son angle, i.e Ak = φk(Rk(θk)). On a Ak ⊂ A car A
est un fermé. Soit bk le point d’aboutissement de Ak.
Assertion 4.6.17 La suite de points (αn ∩J )n≥0 converge vers bk, pour k ∈{1,2}.
Preuve . Pour tout ε > 0, il existe une constante δ > 0 telle que si ξ ∈]θk−δ; θk+δ[ alors φk(e2ipiξ)
est dans B(bk; ε), car l’extension φk est continue sur D. Par convergence de Hausdorff, il existe
un N tel que pour tout p ≥ N on ait
αp ∩Bk ⊂ φk({re2ipiξ ∶ 0 ≤ r < 1; ξ ∈]θk − δ; θk + δ[}).
Donc pour tout p ≥ N le point d’aboutissement αp ∩J est dans B(bk; ε). Ainsi, la suite(αn ∩J )n≥0 converge vers bk. ◻
Notons b ∶= b1 = b2. Tout point de αn ∩ Bk converge vers un point de Ak et le point αn ∩J
converge vers b, donc A = A1 ∪ b ∪A2, c’est une corde. ∎
Quand on traitera de convergence de Hausdorff on utilisera :
Définition 4.6.18 (ε-voisinage) Soit K un compact de S2 et ε > 0. Un ε-voisinage de K
est un voisinage V de K tel que d(z,K) < ε pour tout z ∈ V .
Remarque. Si (Kn)n≥0 est une suite de compact qui converge vers un ensemble K, alors pour
tout ε > 0 et tout ε-voisinage V de K il existe un entier N ≥ 0 tel que Kp ⊂ V pour tout p ≥ N .
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Convergence de Hausdorff dans χ(S2,GO(P)) - Preuve de la proposition 4.6.9
Une convergence de Hausdorff de cordes dans (S2,GO(P)) s’estime avec des isotopies relatives
à des pré-images de P.
Proposition 4.6.19 1. Pour tout ε > 0 il existe un entier N ≥ 0 tel que :
pour toutes α,β ∈ χ(S2, f−N(P)),
[α]f−N (P) = [β]f−N (P) ⇒ dH(α,β) < ε.
2. Pour toutes α,β ∈ χ(S2,GO(P)), si [α]f−n(P) = [β]f−n(P) pour tout
n ≥ 0 alors α = β.
Pour prouver cette proposition on utilise les trois lemmes suivants.
Lemme 4.6.20 Soit M ≥ 0 un entier. Deux cordes α,β ∈ χ(S2, f−M(P))
sont isotopes rel f−M(P) si et seulement si une seule composante connexe du
complémentaire de α ∪ β contient tous les points de f−M(P) − {a1, a2}.
Preuve . Le complémentaire de α ∪ β a au plus trois composantes connexes. ∎
Lemme 4.6.21 Pour tout ε > 0 il existe une constante η > 0 telle que ce qui
suit soit vrai. Pour toutes α,β ∈ χ, si dH(α,β) ≥ ε alors il existe au moins
deux composantes connexes de Cˆ−(α∪β) dans lesquelles on puisse mettre une
boule de centre un point de J et de rayon η.
Preuve . Rappelons que pour toutes α,β ∈ χ il y a des points de J dans chaque composante
connexe de Cˆ − (α ∪ β) (voir le lemme 4.6.4).
Par l’absurde supposons qu’il existe une constante ε > 0, une suite (ηn)n≥0 ⊂ R∗+ convergeant
vers 0 et une suite ((αn, βn))n≥0 ⊂ χ × χ telles que pour tout n ≥ 0 :⋅ dH(αn, βn) ≥ ε ;⋅ il n’existe pas deux composantes connexes de Cˆ−(αn∪βn) dans lesquelles on puisse mettre
une boule de centre un point de J et de rayon ηn.
On munit χ×χ de la topologie produit, c’est un compact. Soit (α,β) un point d’accumulation de
la suite ((αn, βn))n≥0. Dans la topologie produit cela implique que les suites (αn)n≥0 et (βn)n≥0
convergent vers α et β respectivement.
Puisque dH(αn, βn) ≥ ε pour tout n ≥ 0, on a dH(α,β) ≥ ε. En particulier, α ≠ β. Si Cˆ−(α∪β) a
trois composantes connexes, on choisit une des deux composantes connexes qui sont un domaine
de Jordan, on la note U1, et on note U2 la composante connexe qui n’est pas un domaine de
Jordan. Si Cˆ−(α∪β) n’a que deux composantes connexes alors on les notes U1 et U2. Dans tous
les cas il existe une constante η > 0 telle que ce qui suit soit vrai : il existe un point zi ∈J ∩Ui
tel que B(zi; η) ⊂ Ui.
Pour tout δ > 0 et tous δ-voisinages Vα et Vβ de α et β respectivement il existe un N tel que
αN ⊂ Vα et βN ⊂ Vβ. Si δ est assez petit, alors d’une part z1 et z2 sont dans deux composantes
connexes distinctes de Cˆ − (αN ∪ βN), et d’autre part B(zi; η/2) ⊂ Cˆ − (αN ∪ βN). Ainsi, si on
prend δ assez petit pour que ηN < η/2 alors il y a contradiction. (voir la figure 4.3) ∎
Lemme 4.6.22 Soit η > 0. Si Q est assez grand alors pour tout z ∈ J la
boule B(z; η) contient au moins un point de f−Q(P).
59
CHAPITRE 4. INTERSECTION PÉRIODIQUE
z1
z2
Figure 4.3 – Un exemple où la suite ((αn, βn))n≥0 s’accumule sur (α,β) avec Cˆ − (α ∪ β) qui a trois
composantes connexes. La corde α est en pointillés, la corde β est en tirets.
Preuve . Supposons par l’absurde qu’il existe une suite (qn)n≥0 croissante convergeant vers
l’infini et une suite (zn)n≥0 ⊂ J telle que B(zn; η) ne contienne pas de point de f−qn(P)
pour tout n. Soit w ∈J un point d’accumulation de la suite (zn)n≥0. Supposons que B(w; η)
contienne un point a de f−M(P) pour un certain M ≥ 0. Alors il existe un N ≥ 0 tel que
B(zN ; η) contienne aussi le point a. Or si on prend N assez grand pour que qN ≥M , la boule
B(zN ; η) ne peut pas (par hypothèse) contenir de point de f−M(P) ⊂ f−qN (P). Donc B(w; η)
ne contient aucun point de f−m(P) pour tout m ≥ 0. Mais ceci est impossible. En effet, l’union⋃∞n=0 fn(B(w; η)) est toute la sphère sauf éventuellement deux points (voir le lemme 1.3.2).
Comme ♯P > 2, l’union ⋃∞n=0 fn(B(w; η)) contient donc au moins un point de P, d’où la
boule B(w; η) doit contenir au moins un point de f−M(P) pour un certain M ≥ 0. ∎
Preuve (preuve de la proposition 4.6.9).
1. Soit ε > 0 et η la constante strictement positive correspondant au lemme 4.6.21. D’après
le lemme 4.6.22 il existe un N ≥ 0 tel que f−N(P) ait un point dans toutes les boules
de centre un point de J et de rayon η. Ainsi pour toutes α,β ∈ χ(S2, f−N(P)) si
dH(α,β) ≥ ε alors au moins deux composantes connexes de Cˆ − (α ∪ β) contiennent un
point de f−N(P), donc [α]f−N (P) ≠ [β]f−N (P) par le lemme 4.6.20.
2. C’est une conséquence immédiate de 1.∎
Correction - Preuve de la proposition 4.6.8
Proposition 4.6.23 Soit N ≥ 0 un entier, α ∈ χ(S2,GO(P)) et βN ∈
χ(S2,P) tels que βN ∈ [fN(α)]P . Il existe une unique corde β0 telle que :⋅ β0 ∈ [α]f−1(P),⋅ fN(β0) = βN ,⋅ [f i(β0)]f−1(P) = [f i(α)]f−1(P) pour tout 0 ≤ i ≤ N − 1.
Plus précisément, β0 ∈ [α]f−N (P).
La preuve utilise les lemmes 4.6.25 et 4.6.26.
Définition 4.6.24 (Relevés) SoitM ≥ 0 un entier et a un arc dans (S2, f−M(P)). On appelle
relevé de a toute fermeture d’une composante connexe de f−1(˚a).
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Pour tout entier m ≥ 0, tout arc a dans (S2, f−m(P)) et tout relevé a˜ de a, la restriction de f
à a˜ est un homéomorphisme sur a, puisque a˚ ne contient pas de valeur critique de f .
Remarque. Pour tout entier n ≥ 1 une corde α ∈ χ(S2, f−n(P)) est toujours un relevé de
f(α).
Lemme 4.6.25 Soit M ≥ 0 un entier, Γ ∈ χ(S2, f−M(P)) et γ1, . . . , γd les
relevés de Γ.
1. γ˚p ∩ γ˚q = ∅ dès que p ≠ q.
2. Les relevés γi sont deux à deux non isotopes relativement à f−(M+1)(P).
Preuve .
1. Si les intérieurs n’étaient pas deux à deux disjoints alors tout point d’intersection se-
rait un point critique de f . Ce serait absurde puisque chaque relevé est un arc dans(S2, f−(M+1)(P)) et f−M+1(P) contient les points critiques de f .
2. Si deux relevés étaient isotopes relativement à f−(M+1)(P), alors il existerait une com-
posante connexe de Cˆ − (γ1 ∪ ⋅ ⋅ ⋅ ∪ γd) qui ne contiendrait aucun point de f−(M+1)(P).
Or cette composante connexe est envoyée par f sur S2 − Γ qui contient des points de
f−M(P), puisque ♯ f−M(P) > 2 (on rappelle que l’on suppose ♯P > 2). C’est absurde.∎
Lemme 4.6.26 Soit M ≥ 0 et α,β ∈ χ(S2, f−M(P)) isotopes relativement à
f−M(P). Pour tout relevé α˜ de α il existe un et un seul relevé β˜ de β isotope
rel f−(M+1)(P) à α˜. Si α˜ est une corde alors β˜ est une corde.
Preuve . (Existence) Par le lemme 4.6.20, une seule composante connexe V de Cˆ − (α ∪ β)
contient tous les points de f−M(P) − {a1, a2}.
Commençons par le cas où Cˆ − (α ∪ β) n’a que deux composantes connexes. Soit U la
composante connexe de Cˆ− (α∪β) qui ne contient aucun point de f−M(P)− {a1, a2}. Comme
U est un disque ne contenant aucune valeur critique, la formule de Riemann-Hurwitz assure que
f−1(U) a exactement d composantes connexes, chacune d’elle étant en disque envoyé par f sur
U de manière propre avec un degré 1. Soit α˜ un relevé de α. Parmi les d composantes connexes
de f−1(U) il y en a une dont la frontière contient α˜. Appelons-la W . La partie ∂W − ˚˜α est
un relevé β˜ de β. Puisque U ne contient aucun point de f−M(P), W ne contient aucun point
de f−(M+1)(P). De plus l’intersection ˚˜α ∩ ˚˜β est vide, donc W est une des deux composantes
connexes de Cˆ − (α˜ ∪ β˜). Ainsi, on a bien [α˜]f−(M+1)(P) = [β˜]f−(M+1)(P) par le lemme 4.6.20.
Dans le cas où le complémentaire de α ∪ β a trois composantes connexes, soit U1 et U2 les
deux composantes connexes de Cˆ−(α∪β) qui ne contiennent aucun point de f−M(P)−{a1, a2}.
La preuve est la même que celle du cas précédent.
(Unicité) Si deux relevés β˜1 et β˜2 de β sont isotopes rel f−(M+1)(P) à α˜, alors β˜1 est isotope
rel f−(M+1)(P) à β˜2, ce qui contredit le résultat 4.6.25(2).
Supposons maintenant qu’un relevé α˜ de α soit une corde. Alors β˜ est un arc entre a1 et a2.
L’intersection β˜ ∩Bi est un rayon interne de Bi. Si β˜ − (B1 ∪B2) est autre chose qu’un point
alors ça doit contenir un point critique, ce qui serait absurde puisque β est dans (S2, f−M(P)).
Donc β˜ − (B1 ∪B2) est un point et β˜ est une corde. ∎
Preuve de la proposition 4.6.8. Soit N ≥ 0 un entier, α ∈ χ(S2,GO(P)) et βN ∈ χ(S2,P)
tels que βN ∈ [fN(α)]P . Par la proposition 4.6.26, il existe un unique relevé βN−1 de βN isotope
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relativement à f−1(P) à fN−1(α), et βN−1 ∈ χ(S2, f−1(P)). En particulier, βN−1 ∈ [fN−1(α)]P .
On montre par récurrence que pour chaque 1 ≤ i ≤ N il existe un unique relevé βN−i de βN−i+1
tel que fk(βN−i) ∈ [fk(fN−i(α))]f−1(P) pour tout 0 ≤ k ≤ i − 1, et βN−i ∈ χ(S2, f−i(P)).
Pour construire βN−(i+1) on peut être plus précis et appliquer la proposition 4.6.26 à f−i(P).
On obtient alors βN−i ∈ [fN−i(α)]f−i(P), jusqu’à β0 ∈ [α]f−N (P). ∎
Cyclicité - Preuve de la proposition 4.6.7
On montre maintenant l’idée directrice de la preuve de la partie 3 du théorème 4.1.2 : si une
corde α ∈ χ(S2,GO(P)) engendre une suite ([f j(α)]f−1(P))∞j=0 cyclique alors α est périodique.
Définition 4.6.27 (Cyclicité) Soit α ∈ χ(S2,GO(P)).⋅ On dit que ([fn(α)]f−1(P))∞n=0 est cyclique s’il existe un entier Q ≥ 1 tel que pour tout
n ≥ 0 [fn+Q(α)]f−1(P) = [fn(α)]f−1(P).⋅ On dit que ([fn(α)]f−1(P))∞n=0 est pré-cyclique s’il existe un entier M ≥ 1 tel que la suite([fn(α)]f−1(P))∞n=M soit cyclique, mais pas ([fn(α)]f−1(P))∞n=M−1.⋅ On dit que ([fn(α)]f−1(P))∞n=0 est finalement cyclique si elle est cyclique ou pré-cyclique.
Proposition 4.6.28 Soit α ∈ χ(S2,GO(P)). S’il existe un entier Q ≥ 1 tel
que la suite ([f j(α)]f−1(P))∞j=0 soit Q-cyclique (resp. pré-cyclique) alors α est
Q-périodique (resp. pré-périodique).
Preuve . On va montrer le cas cyclique. Une fois fait, le cas pré-cyclique est immédiat.
Supposons qu’il existe un entier Q ≥ 1 tel que la suite ([f j(α)]f−1(P))∞j=0 soit Q-cyclique. Pour
tout n ≥ 0 on a [fn+Q(α)]f−1(P) ∈ [fn(α)]f−1(P) donc en particulier fn+Q(α) ∈ [fn(α)]P . On
applique la proposition 4.6.8 à fn+Q(α) ∈ [fn(α)]P : pour tout n ≥ 0 il existe une unique corde
βn ∈ [α]f−1(P) telle que
fn(βn) = fn+Q(α)
et [f i(βn)]f−1(P) = [f i(α)]f−1(P) pour tout 0 ≤ i ≤ n − 1.
Cette corde est fQ(α). La proposition 4.6.8 nous dit aussi que fQ(α) = βn ∈ [α]f−n(P) pour
tout n ≥ 0, donc fQ(α) = α par le résultat 4.6.9(2). ∎
Toute corde dans (S2,GO(P)) est finalement périodique à isotopie rel P près -
Preuve de la proposition 4.6.10
Onmontre enfin la dernière des quatre propositions, qui dit que pour toute corde α ∈ χ(S2,GO(P))
la suite ([fn(α)]P)∞n=0 contient deux fois la même classe.
Proposition 4.6.29 Pour tout K ≥ 0 et toute corde α ∈ χ(S2,GO(P)) il
existe M,N ≥K distincts tels que [fM(α)]P = [fN(α)]P .
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Preuve . Il suffit de le montrer pour K = 0, puisque fn(α) est une corde pour tout n ≥ 0.
Par l’absurde, supposons que pour tous m,n ≥ 0 distincts les classes [fm(α)]P et [fn(α)]P
soient distinctes. Par le lemme 4.6.20, cela équivaut à : pour tous m,n ≥ 0 distincts il y a un
point deP dans au moins deux composantes connexes de Cˆ− (fm(α)∪fn(α)). En particulier,
pour tous m,n ≥ 0 distincts on a fm(α) ≠ fn(α).
On va construire une suite de points (zn) ⊂P qui va converger vers un point de ∂B1 ∩ ∂B2, et
cette suite sera, quitte à extraire, dansPc ouP∩(∂B1∪∂B2), ce qui contredira les hypothèses.
Puisque χ est compact, il existe une corde β ∈ χ sur laquelle s’accumule une sous-suite de(fn(α))∞n=0.
Soit ε > 0 et U un ε-voisinage de β. Il existe m0, n0 ≥ 0 distincts tels que les cordes fm0(α) et
fn0(α) soient incluses dans U .
Premier cas : Cˆ−(fm0(α)∪fn0(α)) a trois composantes connexes. Dans ce cas deux d’entre
elles sont incluses dans U et ne contiennent pas le point β ∩J . Par le lemme 4.6.20, au moins
une de ces deux composantes connexes contient un point de P qui n’est donc pas β ∩J .
Second cas : Cˆ− (fm0(α)∪ fn0(α)) a deux composantes connexes. Dans ce cas une d’entre
elles est incluse dans U , notons la V . Si V ne contient pas le point β ∩J , alors toujours
par lemme 4.6.20 V contient un point de P qui n’est pas β ∩J . Supposons maintenant
que V contienne le point β ∩J . Alors V contient β˚. Il existe p0, q0 ≥ 0 distincts tels que
les cordes fp0(α) et f q0(α) soient incluses dans V . Il existe une composante connexe V ′ de
Cˆ − (fp0(α) ∪ f q0(α)) qui soit incluse dans V . Ou bien V ′ ne contient pas β ∩J et donc
contient un point de P distinct de β ∩J ; ou bien V ′ contient β ∩J . Dans le dernier cas,
V − V ′ ⊂ V a deux composantes connexes, chacune d’entre elles contenant un point de P par








Figure 4.4 – Chaque composante connexe de V − V ′ (en foncé sur la figure) doit contenir un point de P,
car les cordes ne sont pas isotopes rel P. Ce point n’est pas β ∩J .
Dans tous les cas le ε-voisinage U contient un point de P qui n’est pas le point β ∩J . En
faisant tendre ε vers 0 on construit une suite (zn)n≥0 ⊂P non stationnaire qui converge vers
un point z ∈ β.
Assertion 4.6.30 Quitte à extraire une sous-suite, on a (zn)n≥0 ⊂ Pc ou(zn)n≥0 ⊂P ∩ (∂B1 ∪ ∂B2).
Preuve . Supposons qu’aucune sous-suite de (zn)n≥0 ne soit incluse dans Pc. Alors quitte à
extraire une sous-suite on peut supposer que (zn)n≥0 ⊂ P −Pc. Par construction de (zn)n≥0,
une infinité de points de (zn)n≥0 sont séparés deux à deux par des cordes. Ainsi, par le lemme
4.6.31 ci-dessous on en déduit que (zn)n≥0 ⊂P ∩ (B1 ∪B2). Puisque l’on suppose que ai est le
seul point de P dans Bi, on en conclut que (zn)n≥0 ⊂P ∩ (∂B1 ∪ ∂B2). ◻
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En particulier, (zn)n≥0 ⊂J donc z = limn→∞ zn = β ∩J ∈ ∂B1 ∩ ∂B2. Comme on suppose que
ni Pc ni P ∩ (∂B1 ∪ ∂B2) ne s’accumule sur ∂B1 ∩ ∂B2, il y a contradiction. Ceci prouve la
proposition. ∎
Lemme 4.6.31 Il existe un nombre fini de composantes de Fatou F1, . . . , FN
telles que P −Pc ⊂ F1 ∪ ⋅ ⋅ ⋅ ∪ FN .
Preuve . Cela découle des faits qu’il n’y ait qu’un nombre fini de points critiques et que chaque




finies hyperboliques avec une seule grande
orbite critique
Dans le chapitre 4 on a construit un début de graphe admissible pour une fraction ration-
nelle postcritiquement finie possédant deux composantes de Fatou périodiques dont les bords
s’intersectent. Pour construire un graphe admissible, on peut essayer d’étendre ce début de
graphe admissible par pull-back.
On se place dans le contexte suivant :
Contexte. Dans tout ce chapitre f est une fraction rationnelle postcritiquement finie hyper-
bolique possédant une unique grande orbite critique, c’est-à-dire possédant un point critique c
dont la grande orbite GO(c) ∶= {z ∶ ∃m,n ∈ N, fm(z) = fn(c)} contient tous les points critiques
de f .
La fraction rationnelle f possède un unique cycle non répulsif, et celui-ci est super-attractif.
Elle possède donc un unique cycle de composantes de Fatou.
L’ensemble de Julia J (f) est un tapis de Sierpiński si et seulement si les bords des com-
posantes de Fatou périodiques de f sont deux à deux disjoints (définition 5.1.1 et proposition
5.1.2). Si c’est le cas, on peut chercher à construire un graphe admissible avec un résultat de
Y. Gao, P. Haïssinsky, D. Meyer et J. Zeng ([GHMZ]) (voir la section 5.1).
Supposons queJ (f) ne soit pas un tapis de Sierpiński. Notons B1, . . . ,BK les composantes
de Fatou périodiques de f . Soit L le nombre de composantes connexes de B1 ∪ ⋅ ⋅ ⋅ ∪BK , L <K. Si
p, q ∈ {1, . . . ,K} sont distincts et ∂Bp∩∂Bq est non vide, alors il existe une corde périodique entre
Bp et Bq (voir le chapitre 4, définition 4.6.2 pour la définition d’une corde). Grâce à ces cordes
périodiques, on peut construire un graphe planaire fini Γ à L composantes connexes, invariant
en avant et contenant les points périodiques de l’ensemble postcritiqueP(f) = {fn(c) ∶ f ′(c) =
0, n > 0}. Si B1 ∪ ⋅ ⋅ ⋅ ∪BK est connexe et si tous les points deP(f) sont périodiques, alors Γ est
un graphe admissible. Sinon, on propose une procédure pour en faire un graphe admissible. Elle
consiste à augmenter les composantes connexes de Γ en rajoutant des morceaux de pré-images
bien choisis.
Notations. Puisqu’il n’y aura pas d’ambiguïté, on notera J l’ensemble de Julia J (f), F
l’ensemble de Fatou F (f) et P l’ensemble postcritique P(f).
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5.1 Tapis de Sierpiński
Définition 5.1.1 (Tapis de Sierpiński) Un compact de C est un tapis de Sierpiński s’il
est connexe, localement connexe, nulle part dense et si les frontières des composantes connexes
de son complémentaire sont des courbes de Jordan deux à deux disjointes.
Proposition 5.1.2 L’ensemble de Julia J est un tapis de Sierpiński si et
seulement si les bords des composantes de Fatou périodiques de f sont deux à
deux disjoints
Preuve . Comme f est postcritiquement finie,J est connexe (corollaire 1.3.11) et localement
connexe (corollaire 1.3.14). L’ensemble de JuliaJ (f) est nulle part dense sinon il serait toute
la sphère de Riemann. Le lemme 5.1.3 ci-dessous assure que les bords des composantes de Fatou
sont des courbes de Jordan. L’ensemble de Julia est donc un tapis de Sierpiński si et seulement
si les bords des composantes de Fatou sont deux à deux disjoints.
Supposons qu’il existe deux composantes de Fatou distinctes B et B′ telles que ∂B∩∂B′ ≠ ∅.
Donnons des coordonnées de Böttcher aux composantes de Fatou de f . Soit w ∈ ∂B ∩ ∂B′, R
le rayon interne de B qui aboutit en w, et R′ celui de B′. Comme les bords des composantes
de Fatou sont des courbes de Jordan, on sait que pour tout n ≥ 0 les rayons internes fn(R) et
fn(R′) sont ou bien les mêmes ou bien dans des composantes de Fatou différentes. S’il existait
un N ≥ 0 tel que fN(R) = fN(R′) alors w serait un point critique de fN . Comme J ne
contient pas de point critique c’est impossible. Donc les rayons internes fn(R) et fn(R′) ne
sont jamais dans la même composante de Fatou et les composantes de Fatou fn(B) et fn(B′)
sont distinctes pour tout n ≥ 0. Quand n est assez grand pour que fn(B) et fn(B′) soient
périodiques, fn(w) est un point d’intersection entre les bords de deux composantes de Fatou
périodiques. ∎
Lemme 5.1.3 Toutes les composantes de Fatou de f sont des domaines de
Jordan.
C’est un corollaire direct du théorème de K. M. Pilgrim suivant :
Théorème 5.1.4 ([Pil96], théorème 1.2) Soit g une fraction rationnelle
postcritiquement finie hyperbolique. Si tous les points postcritiques de g sont
périodiques, alors il existe au moins un cycle de composantes de Fatou de g
fait de domaines de Jordan, et toute composante de Fatou qui est finalement
envoyée dans ce cycle est un domaine de Jordan.
Remarque. Dans le chapitre 6 on donne un exemple de fraction rationnelle postcritiquement
finie hyperbolique avec une seule grande orbite critique dont l’ensemble de Julia est un tapis
de Sierpiński (voir la section 6.6.3).
Graphes admissibles pour des tapis de Sierpiński ?
Supposons que l’ensemble de Julia J soit un tapis de Sierpiński.
Y. Gao, P. Haïssinsky, D. Meyer et J. Zeng montrent que pour tout entier n ≥ 0 assez grand
il existe une courbe de Jordan C telle que fn(C) ⊂ C et P ⊂ C ([GHMZ]). La courbe de JordanC est alors un graphe admissible pour l’itérée fn (puisque P(fn) =P).
L’idée pour construire une telle courbe de Jordan est la suivante. Soit ∼ la relation d’équi-
valence sur S2 définie par
x ∼ y ⇔ x = y ou il existe une composante de Fatou B telle que x, y ∈ B.
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Lemme 5.1.5 Le quotient S2/ ∼ est homéomorphe à S2.
Preuve . Il suffit de montrer que ∼ vérifie les conditions du théorème de R. L. Moore (3.1.1).
Montrons d’abord qu’elle est fermée. Soit (xn)n≥0 → x et (yn)n≥0 → y deux suites conver-
gentes telles que xn ∼ yn pour tout n ≥ 0. S’il existe une sous-suite (xnk)k≥0 telle qu’aucun point
xnk ne soit dans la fermeture d’une composante de Fatou, alors ynk = xnk pour tout k ≥ 0,
donc x = y. S’il existe une composante de Fatou B et une sous suite (xnk)k≥0 telle que xnk ∈ B
pour tout k ≥ 0, alors x ∈ B, ynk ∈ B pour tout k ≥ 0 et y ∈ B, donc x ∼ y. Si ces deux
situations ne sont pas vérifiées, alors il existe une sous-suite (xnk)k≥0 et une suite (Bk)k≥0 de
composantes de Fatou distinctes telles que xnk ∈ Bk pour tout k ≥ 0. Donc ynk ∈ Bk pour tout
k ≥ 0. Comme f est hyperbolique et J est connexe, on a diam(Bk) → 0 (voir par exemple le
lemme 1.3.16 ou directement [Mil06-1], lemme 19.4). Ainsi x = y. La relation d’équivalence ∼ est
donc fermée. Les classes d’équivalence sont connexes, ce sont des points ou des fermetures de
composantes de Fatou, car pour toutes composantes de Fatou distinctes B,B′ on a B ∩B′ = ∅.
Aucune classe d’équivalence n’est égale à S2. Enfin, comme les composantes de Fatou sont des
domaines de Jordan, aucune classe déquivalence ne sépare la sphère en au moins deux compo-
santes connexes. Toutes les hypothèses du théorème de R. L. Moore sont vérifiées, donc S2/ ∼
est bien homéomorphe à S2. ∎
L’application f˜ induite par f sur S2/ ∼ est une application de Thurston expansive, au sens
suivant : f˜ est un revêtement ramifié postcritiquement fini et il existe une courbe de Jordan C
contenant l’ensemble postcritique de f˜ , telle que le maximum des diamètres des composantes
connexes du complémentaire de f˜−n(C) converge vers 0 (voir [BonMey10]). Les points critiques
de f˜ sont les images par l’application quotient des composantes de Fatou de f contenant les
points critiques de f . M. Bonk et D. Meyer montre dans [BonMey10] que pour tout n assez
grand il existe une courbe de Jordan C˜ telle que f˜n(C˜) ⊂ C˜ et P(f˜) ⊂ C˜.
Y. Gao, P. Haïssinsky, D. Meyer et J. Zeng construisent la courbe de Jordan C dans le plan
dynamique de f en relevant C˜ et en comblant les trous (créés par les composantes de Fatou)
par des rayons internes.
Pour construire un graphe admissible pour f , l’idée est de réfléchir aux questions suivantes :⋅ est-ce-que l’on peut avoir n = 1 ? (si oui alors C est un graphe admissible pour f) ?⋅ est-ce-que que ⋃n−1j=0 f j(C) est un graphe planaire fini ? (si oui alors c’est un graphe admis-
sible pour f) ?
Remarque. On n’a pas utilisé le fait que f soit hyperbolique avec une unique grande or-
bite critique. Cette piste pour construire un graphe admissible vaut donc pour toute fraction
rationnelle postcritiquement finie dont l’ensemble de Julia est un tapis de Sierpiński.
5.2 Graphe presque admissible
Dans toute cette section on suppose que f a K composantes de Fatou périodiques. On note
BP l’union des composantes de Fatou périodiques de f . On suppose que l’ensemble de Julia de
f n’est pas un tapis de Sierpiński, i.e que BP a strictement moins de K composantes connexes.
Lemme 5.2.1 Soit L < K le nombre de composantes connexes de BP .
Il existe un graphe planaire fini invariant en avant, ayant L composantes
connexes et contenant les points périodiques de P.
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Preuve . Si les bords de deux composantes de Fatou B et B′ s’intersectent, alors on prend
une corde périodique α(B,B′) = α(B′,B) entre B et B′. On considère alors X ∶= ⋃α(B,B′) où
l’union parcours les couples de composantes de Fatou périodiques dont les bords s’intersectent.
L’union⋃j≥0 f j(X) est un graphe planaire fini invariant en avant, ayant L composantes connexes
et contenant les points périodiques de P. ∎
On obtient un graphe planaire fini avec des composantes connexes plus ou moins compliqués
en fonction du choix des cordes α(B,B′) (voir la figure 5.1). L’objet du chapitre 6 est d’étudier
les intersections périodiques entre les bords des composantes de Fatou périodiques pour faire
des graphes planaires finis avec des composantes connexes les plus simples possibles.
Remarque. Si BP est connexe et si tous les points postcritiques de f sont périodiques, alors
le graphe du lemme 5.2.1 est un graphe admissible pour f .
Figure 5.1 – Dans cet exemple, BP est connexe. Le point à l’infini est un point de P. Suivant le choix des
cordes que l’on prend on construit un graphe plus ou moins compliqué.
On suppose maintenant qu’il existe un graphe planaire fini Γ invariant en avant, ayant
M <K composantes connexes et contenant les points périodiques de P.
Définition 5.2.2 (Relevé) Soit α un arc. Un relevé de α par fk est un arc β envoyé homéo-
morphiquement par fk sur α.
Supposons que α soit un arc d’un point x à fk(x). Soit δ le degré local de fk en x. Alors il
existe au moins δ relevés de α par fk qui comptent x parmi leurs extrémités. On note Rel’x,k(α)
l’ensemble non vide (puisque δ ≥ 1) de ces relevés.
Soit Γ1 une composante connexe de Γ.
Un arc primaire dans Γ1 est un arc dans Γ1 d’un point de P à son image par fM
(on remarque que pour tout x ∈ P on a fM(x) ≠ x, puisque M < K). On note primarc(Γ1)
l’ensemble (fini) des arcs primaires dans Γ1.
Soit α0 ∈ primarc(Γ1) d’extrémités a0 et fM(a0). Construisons une extension de α0. Soit
d0 ≥ 1 le degré local de fM en a0. L’ensemble Rel’a0,M(α0) a au moins d0 éléments. Choisissons
un élément α1 de Rel’a0,M(α0). Soit a1 l’extrémité de α1 qui n’est pas a0. On a fM(a1) = a0.
Soit d1 ≥ 1 le degré local de fM en a1. L’ensemble Rel’a1,M(α1) a au moins d1 éléments. On
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construit ainsi par récurrence une suite de point (an)n≥0 et une suite d’arcs (αn)n≥0 telles que
pour tout n ≥ 0 :⋅ fM(an+1) = an,⋅ αn+1 soit un arc de an+1 à an,⋅ fM ∶ αn+1 → αn soit un homéomorphisme.
L’union ⋃j≥0αj est appelée une extension de α0. On note ext(α0) l’ensemble des extensions
de l’ar primaire α0.
On dit qu’une extension ⋃j≥0 βj de β0 ∈ primarc(Γ1) est⋅ non dégénérée s’il existe un entier N ≥ 2 tel que ♯(βN ∩βN−1) = ♯(βN ∩(Γ1∪⋃N−1j=0 βj)) = 1
et βN ∩P = ∅ ;⋅ dégénérée sinon.
Si l’extension ⋃j≥0 βj est non dégénérée, alors on appelle partie non dégénérée de ⋃j≥0 βj
l’union ⋃j≥m βj, où m est le plus petit entier n ≥ 1 tel que ♯(βn∩βn−1) = ♯(βn∩(Γ1∪⋃n−1j=0 βj)) = 1
et βn ∩P = ∅.
Lemme 5.2.3 Soit β0 un arc primaire dans Γ1. Soit ⋃j≥0 βj une extension
non dégénérée de β0. Si ⋃j≥m βj est la partie non dégénérée de ⋃j≥0 βj, alors⋃j≥m βj est un arc de longueur finie dont l’extrémité limn→∞ βn est un point
fixe de fM . L’union Γ1 ∪⋃j≥0 βj est un graphe planaire fini connexe invariant
par fM .
Preuve . Pour tout n ≥ 0, la pré-image f−nM(Γ1) est un graphe planaire fini. Comme Γ1∪⋃nj=0 βj
est connexe et inclus dans f−nM(Γ1) (par construction), l’union Γ1 ∪ ⋃nj=0 βj est un graphe
planaire fini pour tout n ≥ 0.
Puisque ♯(βm ∩ βm−1) = ♯(βm ∩ (Γ1 ∪⋃m−1j=0 βj)) = 1, puisque fM ∶ βn+1 → βn est un homéo-
morphisme pour tout n ≥ m et puisque fM(Γ1 ∪⋃nj=0 βj) ⊂ Γ1 ∪⋃n−1j=0 βj pour tout n ≥ m, on a♯(βn ∩ βn−1) = ♯(βn ∩ (Γ1 ∪⋃n−1j=0 βj)) = 1 pour tout n ≥m. De plus, pour tout n ≥m + 1 le point
βn ∩ (Γ1 ∪ ⋃n−1j=0 βj) est un bout du graphe planaire fini Γ1 ∪ ⋃n−1j=0 βj. Ainsi, en rajoutant βn à
Γ1 ∪⋃n−1j=0 βj on ne crée par de nouveau point de branchement et on n’augment pas la valence
d’un sommet de Γ1 ∪⋃n−1j=0 βj à part pour un de ses bouts.
On utilise l’hyperbolicité de f (voir la section 1.3.6) pour montrer qu’il existe une constante
λ > 1 telle que
lµ(βn+1) ≤ lµ(βn)
λ
pour tout n ≥ m. Puisque f est hyperbolique, il existe une métrique conforme µ définie sur
Cˆ −P telle que la norme ∣∣∣Dzf ∣∣∣µ de la différentielle Dzf de f en z ∈ Cˆ −P soit strictement
supérieure à 1 (voir la section 1.3.6). Pour chaque x ∈ P, prenons un voisinage Vx de x de
sorte que pour C = Cˆ − ⋃x∈P Vx on ait f−1(C) ⊂ C et βm ⊂ C. Par compacité de C, il existe
une constante λ > 1 telle que ∣∣∣Dzf ∣∣∣µ ≥ λ pour tout z ∈ C. Comme fM ∶ βn+1 → βn est un
homéomorphisme, on a l’inégalité annoncée.
Ainsi, ⋃j≥m βj est un arc de longueur finie et Γ1∪⋃j≥0 βj est un graphe planaire fini. Puisque
fM(βn+1) = βn, le point limn→∞ βn est un point M -solution. Par construction, on a l’inclusion
fM(Γ1 ∪⋃
j≥0βj) ⊂ Γ1 ∪⋃j≥0βj. ∎
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Soit ⋃j≥0 βj une extension non dégénérée de β0 ∈ primarc(Γ1). On dit que ⋃j≥0 βj est perti-
nente si la période du point limn→∞ βn est strictement plus petite que M . On note pertext(β0)
l’ensemble des extensions non dégénérées pertinentes de l’arc primaire β0.
Lemme 5.2.4 Soit β0 un arc primaire dans Γ1. Si ⋃j≥0 βj est une extension
non dégénérée pertinente de β0, alors l’union
M−1⋃
k=0 fk(Γ1 ∪⋃j≥0βj)
est un graphe planaire fini invariant, ayant au plus M/2 composantes connexes
et contenant les points périodiques de P.
Preuve . Comme Γ1 est une des M composantes connexes d’un graphe planaire fini invariant,
si k1, k2 ∈ {0, . . . ,M − 1} sont distincts alors fk1(Γ1) ∩ fk2(Γ1) = ∅.
Pour tout k ∈ {0, . . . ,M − 1} et tout x ∈ fk(Γ1 ∪ ⋃j≥0 βj) il existe un entier q ≥ 0 tel que
f qM(x) soit dans fk(Γ1). Ainsi, si k1, k2 ∈ {0, . . . ,M − 1} sont distincts alors fk1(Γ1 ∪⋃j≥0 βj)∩
fk2(Γ1 ∪⋃j≥0 βj) = ∅.




est un graphe planaire fini. Il est invariant et contient les points périodiques de P.
Puisque l’extension ⋃j≥0 βj est pertinente, Γ1 ∪ ⋃j≥0 βj contient un point M -solution, de
période R <M . Comme R divise M , on a R ≤M/2. L’union ⋃M−1k=0 fk(Γ1 ∪⋃j≥0 βj) a au plus R
composantes connexes. ∎
On est parti d’un graphe planaire fini Γ invariant en avant, ayant M < K composantes
connexes et contenant les points périodiques de P. S’il existe un arc primaire, dans une des
M composantes connexes de Γ, qui admet une extension non dégénérée pertinente, alors on a
vu que l’on peut construire un graphe planaire fini Γ′ invariant en avant, ayant R < M com-
posantes connexes et contenant les points périodiques de P. La suite consiste donc à chercher
des extensions non dégénérées pertinentes pour un arc primaire dans une des R composantes
connexes de Γ′.
On donne maintenant des exemples. Dans l’exemple de la figure 5.2 et celui de la figure 5.3
on voit des extensions dégénérées. Dans l’exemple de la figure 5.4 on voit un exemple d’extension
non dégénérée non pertinente.
Dans le dernier exemple (5.6) la procédure que l’on vient de décrire ne permet pas de
construire un graphe admissible. Cet exemple est particulier : il s’agit du tuning d’une fraction
rationnelle postcritiquement finie hyperbolique possédant une seule grande orbite critique, dont
l’ensemble de Julia est un tapis de Sierpiński. Soyons plus précis.
Notons g la fraction rationnelle de la figure 5.6. Soit B une composante de Fatou de g. On
dit qu’un composante de Fatou Ω de g est reliée à B s’il existe un arc γ d’un point de Ω à un
point de B, tel que l’intersection γ ∩J (g) soit finie. On définit
KB =⋃Ω
où l’union parcours l’ensemble des composantes de Fatou de g reliées à B. Pour chaque com-
posante de Fatou B de g il existe un polynôme PB et un homéomorphisme ψB ∶K (PB)→KB
(on rapelle que K (PB) est l’ensemble de Julia rempli de PB, section 1.4).
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Il existe une fraction rationnelle h postcritiquement finie hyperbolique avec une seule grande
orbite critique, et une application continue surjective ϕ ∶ Cˆ→ Cˆ, telles que :⋅ l’ensemble de Julia de h soit un tapis de Sierpiński ;⋅ pour toute composante de Fatou U de h, il existe une composante de Fatou B de g telle
que ϕ(U) =KB ;⋅ pour toute composante de Fatou B de g il existe une composante de Fatou U de h telle
que KB = ϕ(U) ;⋅ si U1 et U2 sont deux composantes de Fatou distinctes de h, alors ϕ(U1) ∩ ϕ(U2) = ∅ ;⋅ si x n’est dans le bord d’aucune composante de Fatou de h, alors ϕ−1({ϕ(x)}) = {x}.
Ceci est montré dans le chapitre 7.
On définit alors une relation d’équivalence ≈ sur S2 par
x ≈ y ⇔ x = y ou il existe une composante de Fatou B telle que x, y ∈KB.
De la même façon que dans la preuve du lemme 5.1.5, on montre que S2/ ≈ est homéomorphe à
S2. L’application ≈g induite par g est une application de Thurston expansive. Pour un entier n
assez grand il existe donc une courbe de Jordan
≈C telle que ≈gn(≈C) ⊂ ≈C etP(≈g) ⊂ ≈C. De la même
façon que Y. Gao, P. Haïssinsky, D. Meyer et J. Zeng, on peut essayer de relever
≈C et construire
une courbe de Jordan C telle que gn(C) ⊂ C et P(g) ⊂ C. Au lieu de combler les trous causés
par les composantes de Fatou avec des rayons internes, cette fois il faudrait combler les trous
causés par les ensembles de Julia remplis KB avec des arcs réglementaires dans KB.
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Figure 5.2 – Un exemple où K = 6 et BP a deux composantes connexes (les points postcritiques sont tous
périodiques). On part donc d’un graphe planaire fini à deux composantes connexes Γ1 et Γ2. Ici Γ1 et Γ2 sont
des étoiles à trois branches. Les figures se concentrent sur Γ1 (en tirets). Pour chaque figure une extension
différentes (en pointillés). En haut à gauche, l’extension choisie est dégénérée, elle s’accumule sur Γ1 (en traits
pleins). En haut à droite, l’extension est dégénérée, elle s’accumule sur une courbe de Jordan (en traits pleins).
En bas à gauche, l’extension est non dégénérée et pertinente. Son extrémité est un point fixe. Ainsi avec cette
extension on construit un graphe admissible. En bas à droite, une autre extension non dégénérée pertinente.
Son extrémité est aussi un point fixe. On construit également un graphe admissible avec cette extension.
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Figure 5.3 – Un exemple où K = 10 et BP a deux composantes connexes (les points postcritiques sont tous
périodiques). On part donc d’un graphe planaire fini à deux composantes connexes Γ1 et Γ2. Ici Γ1 et Γ2 sont
des courbes de Jordan. Les figures se concentrent sur Γ1 (en tirets). Pour chaque figure une extension différentes
(en pointillés). En haut, l’extension est dégénérée. En bas, l’extension est non dégénérée et pertinente. Son
extrémité est un point fixe. Avec cette extension on construit donc un graphe admissible.
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Figure 5.4 – Un exemple où K = 9 et BP a trois composantes connexes (les points postcritiques sont tous
périodiques). On part donc d’un graphe planaire fini à trois composantes connexes Γ1, Γ2 et Γ3. Ici Γ1, Γ2 et Γ3
sont des étoiles à trois branches. Les figures se concentrent sur Γ1 (en tirets). Pour chaque figure une extension
différentes (en pointillés). En haut, l’extension est non dégénérée mais non pertinente, son extrémité est un
point 3-périodique. En bas, l’extension est non dégénérée et pertinente. Son extrémité est un point fixe. Avec
cette extension on construit donc un graphe admissible.
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Figure 5.5 – Un exemple où K = 8 et BP a quatre composantes connexes (les points postcritiques sont tous
périodiques). On part donc d’un graphe planaire fini à quatre composantes connexes Γ1, Γ2, Γ3 et Γ4. Ici les
composantes connexes Γi sont des arcs. Sur la première figure, Γ1 (en tirets) et une extension non dégénérée
pertinente (en pointillés). L’extrémité de cette extension est un point 2-périodique. En prenant les images on
construit donc un graphe planaire fini à deux composantes connexes Γ′1 et Γ′2. La deuxième figure montre Γ′1
qui contient Γ1. Dans la dernière figure est dessinée une extension non dégénérée pertinente. Son extrémité est
donc un point fixe. Avec ces deux extensions successives on construit donc un graphe admissible.
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Figure 5.6 – Un exemple où K = 56 et BP a sept composantes connexes (les points postcritiques sont
tous périodiques). On part donc d’un graphe presque admissible à sept composantes connexes Γ1, . . . ,Γ7. Ici les
composantes connexes Γi sont des étoiles à huit branches. Sur la figure, Γ1 (en tirets) et les trois extensions non
dégénérées que l’on peut construire (en pointillés). Aucune n’est pertinente, c’est-à-dire les extrémités sont des






Définition 6.1.1 (Fraction rationnelle postcritiquement finie hyperbolique pré tran-
sitive) Une fraction rationnelle f de degré au moins 2 postcritiquement finie hyperbolique est
dite pré-transitive si son ensemble postcritique P(f) ∶= {fn(c) ∶ f ′(c) = 0, n > 0} est un cycle.
On précise de période K si P(f) est un K-cycle.
La classe des fractions rationnelles postcritiquement finies hyperboliques pré-transitives est
donc un sous-classe de celle des fractions rationnelles postcritiquement finies hyperboliques
ayant une unique grande orbite critique.
Remarque. Soit f une fraction rationnelle postcritiquement finie hyperbolique pré-transitive.
Au moins un des points critiques de f , disons cˆ, est périodique, et pour tout point critique c
de f le point f(c) est dans le cycle engendré par cˆ. Cela n’implique pas que tous les points
critiques de f soient dans le cycle. Par exemple, les points critiques de la fraction rationnelle
G(z) = (−2z2 + 1)/(z4 − 2z2 + 1) sont 0 (triple), ∞ (simple), 1 (simple) et −1 (simple), avec
la dynamique −1 ↦ ∞ ↦ 0 ↦ 1 ↦ ∞. Cependant si le degré de f est 2 alors ses deux points
critiques sont périodiques, sinon l’image du point critique non périodique aurait au moins trois
pré-images par f .
Lemme 6.1.2 Il n’existe pas de fraction rationnelle de degré d ≥ 2 postcriti-
quement finie hyperbolique pré-transitive de période 1. Toute fraction ration-
nelle de degré d ≥ 2 postcritiquement finie hyperbolique pré-transitive de période
2 est conjuguée par une transformation de Möbius à z ↦ z−d.
Preuve . Soit f une fraction rationnelle de degré d ≥ 2 postcritiquement finie hyperbolique
pré-transitive. Supposons que f soit de période 1. Soit α1, . . . , αn les points critiques de f , avec
f(αi) = α1 pour tout i = 1, . . . , n. Soit m(αi) la multiplicité de αi en tant que point critique.
Alors α1 a au moins ∑nj=1(m(αj) + 1) = 2d − 2 + n > d pré-images par f , c’est absurde.
Supposons que f soit de période 2. Soit α1, . . . , αp, β1, . . . , βq les points critiques de g, avec
g(αi) = β1 pour tout i = 1, . . . , p et g(βi) = α1 pour tout i = 1, . . . , q. Soit m(.) la multiplicité
d’un point critique de g. En combinant les relations ∑pj=1(m(αj) + 1) ≤ d, ∑qj=1(m(βj) + 1) ≤ d
et ∑pj=1m(αj) +∑qj=1m(βj) = 2d − 2 on obtient p + q ≤ 2 donc p = q = 1. Ainsi g est conjuguée
par une transformation de Möbius à z ↦ z−d. ∎
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HYPERBOLIQUES PRÉ-TRANSITIVES
On ne s’occupe donc que des fractions rationnelles postcritiquement finies hyperboliques pré-
transitives de période au moins 3.
Contexte. Dans tout ce chapitre f est une fraction rationnelle de degré au moins 2 postcri-
tiquement finie hyperbolique pré-transitive de période K ≥ 3.
Par le corollaire 4.1.4, une intersection non vide entre les bords de deux composantes de
Fatou périodiques de f contient toujours au moins un point périodique. On s’intéresse mainte-
nant à la période d’un point d’intersection périodique, au nombre de points d’intersections et
à l’agencement des composantes de Fatou périodiques sur la sphère.
Plan du chapitre
Dans la section 6.2 on rappelle des faits importants qui nous servent ici. Dans la section
6.3 on définit l’ordre circulaire d’une famille de composantes de Fatou de f attachées en un
point w. Dans la section 6.4 on montre qu’une intersection non vide entre les frontières de deux
composantes de Fatou périodiques contient toujours un point K-solution, i.e un point fixe par
fK . Ensuite dans la section 6.5 on montre principalement que si deux frontières de composantes
de Fatou périodiques s’intersectent en plus d’un point, alors il existe deux composantes de
Fatou périodiques dont les bords s’intersectent et qui contiennent chacune un point critique.
Enfin dans la section 6.6 on étudie l’agencement des composantes de Fatou périodiques. Notons
B1, . . . ,BK les composantes de Fatou périodiques de f . On montre en particulier qu’en degré
2 et 3, si B1 ∪ ⋅ ⋅ ⋅ ∪BK a strictement moins de K composantes connexes, alors ces composantes
connexes ont des formes d’étoiles ou de couronnes.
6.2 Rappels et notations
Puisqu’il n’y aura pas d’ambiguïté, on notera J l’ensemble de Julia J (f), F l’ensemble
de Fatou F (f) et P =P(f).
Pour tout a ∈ P on note Ba la composante de Fatou contenant a. On choisit pour tout
le chapitre une famille cohérente de coordonnées de Böttcher pour les composantes de Fatou
périodiques. Pour tous x, y ∈ P distincts on note χx,y l’ensemble des cordes entre x et y. On
rappelle qu’une corde entre x et y est la fermeture de l’union d’un rayon interne de Bx et d’un
rayon interne de By qui aboutissent au même point de ∂Bx ∩ ∂By (voir la définition 4.6.2).
La fraction rationnelle f satisfait toutes les hypothèses de la partie 2 du théorème 4.1.2.
On peut donc appliquer tous les résultats vus dans la section 4.6 à tous x, y ∈P distincts tels
que l’intersection ∂Bx∩∂By soit non vide. De plus, l’ensemble de Julia ne contient aucun point
critique, de sorte que toute corde α entre x et y soit dans (S2,GO(P)), i.e que le point α∩J
ne soit pas dans la grande orbite GO(c) ∶= {z ∶ ∃m,n ∈ N, fm(z) = fn(c)}.
On rappelle que les composantes de Fatou de f sont des domaines de Jordan (lemme 5.1.3).
On en déduit :
78
6.3. ORDRE CIRCULAIRE ET NOMBRE DE ROTATION
Lemme 6.2.1 Soit x et y deux points distincts de P.
1. L’application χx,y → ∂Bx ∩ ∂By ∶ α ↦ α ∩J est une bijection.
2. Soit α une corde M-périodique entre x et y pour un certain entier M ≥ 1.
S’il existe β ∈ χx,y − {α} isotope à α relativement à P, alors ∂Bx ∩ ∂By
est infini.
3. Une corde α entre x et y est n-périodique si et seulement si le point
d’intersection α ∩J ∈ ∂Bx ∩ ∂By est n-solution.
Preuve . L’application χx,y → ∂Bx ∩ ∂By ∶ α ↦ α ∩J est surjective par connexité locale des
bords des composantes de Fatou. Elle est aussi injective puisque les bords des composantes
de Fatou sont des courbes de Jordan. Le point 2. est une réinterpretation du lemme 4.6.13
sachant le point 1, et sachant que χx,y = χx,y(S2,GO(P)). Le point 3 découle du fait que les
composantes de Fatou soient des domaines de Jordan. ∎
6.3 Ordre circulaire et nombre de rotation
Définition 6.3.1 (Composantes de Fatou attachées) On dit qu’une composante de Fatou
B de f est attachée en un point u si u ∈ ∂B.
Supposons qu’au moins trois composantes de Fatou distinctes U1, U2, U3, . . . , Un soient atta-
chées en un point w. Puisque les composantes de Fatou de f sont des domaines de Jordan, pour
chacune d’elles il existe un unique rayon interne qui aboutit sur w. Soit Ri celui de Ui. L’ordre
circulaire des composantes de Fatou U1, U2, U3, . . . , Un en w est celui des arcs R1,R2,R3, . . . ,Rn.
Supposons qu’au moins trois composantes de Fatou périodiques de f soient attachées en un
point w Q-périodique. Notons U1, U2, U3, . . . , Un ces composantes de Fatou, en respectant l’ordre
trigonométrique autour de w. Puisque w n’est pas un point critique de fQ, fQ préserve l’ordre
circulaire des composantes de Fatou U1, U2, U3, . . . , Un en w. Il existe donc un p ∈ {1, . . . , n − 1}
tel que fQ(Um) = Up+m. On appelle la fraction p/n le nombre de rotation de f en w.
On utilise le lemme suivant à plusieurs reprises.
Lemme 6.3.2 Soit U1, U2, U3 trois composantes de Fatou de f . L’intersection
U1 ∩U2 ∩U3 contient au plus deux points. Si elle contient deux points alors ces
deux points ne sont pas dans la même grande orbite.
Preuve . Supposons que ♯(U1 ∩ U2) ≥ 2. Soit χ l’ensemble des cordes entre U1 et U2. Chaque
composante connexe de Cˆ−(U1∪U2) est incluse dans une composante connexe de Cˆ−⋃χα, car⋃χα ⊂ U1 ∪U2. Soit V la composante connexe de Cˆ− (U1 ∪U2) contenant U3, V ′ la composante
connexe de Cˆ−⋃χα contenant V , et β, γ les deux cordes bordant V ′. Les seuls points de U1∩U2
que contient V ′ sont β ∩∂U1 et γ ∩∂U1, donc U1∩U2∩U3 ne peut contenir que ces deux points.
Supposons que U1∩U2∩U3 contienne deux points u et v. L’ordre circulaire des composantes
de Fatou U1, U2, U3 en u est l’inverse de celui en v. Étant donné que f doit préserver l’ordre
circulaire, il ne peut pas exister d’entiers p, q ≥ 0 tels que fp(u) = f q(v). ∎
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6.4 Point d’intersection K-solution
Proposition 6.4.1 Soit x et y deux points distincts de P tels que ∂Bx ∩∂By
soit non vide. L’intersection ∂Bx∩∂By contient au moins un point K-solution.
Le lemme technique suivant sera utilisé à plusieurs reprises dans ce chapitre, notament pour
prouver cette proposition.
Lemme 6.4.2 Soit x ∈ P et Q ≥ 1 un entier tel que fQ(x) ≠ x. S’il existe
deux cordes α et β entre x et fQ(x) telles que fn(α) et fn(β) ne soient pas
isotopes relativement à P pour tout entier n ≥ 0, alors il existe des entiers
L,M ≥ 0 tels que les points fL(x) et fQ+L(x) ne soient pas dans la même
composante connexe de Cˆ − (fM(α) ∪ fM(β)). (Voir la figure 6.1)
fM(x) fL(x) fQ+M(x) fQ+L(x)
fM(α)
fM(β)
Figure 6.1 – Illustration du lemme 6.4.2.
Preuve . Pour tout entier n ≥ 0, fn(α) et fn(β) sont deux cordes entre fn(x) et fQ+n(x) non
isotopes relativement à P. Il y a donc un point de P dans chaque composante connexe de
Cˆ − (fn(α) ∪ fn(β)). Pour tous entiers l,m ≥ 0 tels que f l(x) ∉ {fm(x), fQ+m(x)} notons Ul,m
la composante connexe de Cˆ − (fm(α) ∪ fm(β)) qui contient f l(x).
Par l’absurde, supposons que pour tous entiers l,m ≥ 0 tels que f l(x) ∉ {fm(x), fQ+m(x)} le
point fQ+l(x) soit dans Ul,m. On va montrer par récurrence que l’ensemble P est alors infini,
ce qui sera absurde, puisque que f est postcritiquement finie.
Comme ♯P ≥ 3 (en effet P est un K-cycle avec K ≥ 3), il existe un entier l1 ≥ 0 tel que
f l1(x) ∉ {x, fQ(x)}. Puisque fQ+l1(x) ∈ Ul1,0, les cordes f l1(α) et f l1(β) sont incluses dans
Ul1,0, et comme elles ne sont pas isotopes relativement à P il existe un entier l2 ≥ 0 tel que
f l2(x) ∉ {f l1(x), fQ+l1(x)} et Ul2,l1 ⊂ Ul1,0. Les points x, f l1(x) et f l2(x) sont trois points
distincts.
On construit ainsi une suite de points distincts x, f l1(x), . . . , f lN (x) tels que
Ul1,0 ⊃ Ul2,l1 ⊃ ⋅ ⋅ ⋅ ⊃ UlN ,lN−1 .
Comme fQ+lN (x) ∈ UlN ,lN−1 , les cordes f lN (α) et f lN (β) sont incluses dans UlN ,lN−1 , et puis-
qu’elles ne sont pas isotopes relativement à P il existe un entier lN+1 ≥ 0 tel que f lN+1(x) ∉{f lN (x), fQ+lN (x)} et UlN+1,lN ⊂ UlN ,lN−1 . De plus, f lN+1 ∉ {x, f l1(x), . . . , f lN (x)}. On obtient par
récurrence que P est infini. ∎
Preuve de la proposition 6.4.1. Soit x, y ∈ P distincts tels que ∂Bx ∩ ∂By soit non vide.
Pour montrer que ∂Bx∩∂By contient un point K-solution il suffit de montrer que χx,y contient
une corde K-solution, et d’après le corollaire 4.6.12, pour cela il suffit de montrer qu’il existe
un entier M ≥ 0 et une corde α ∈ χfM (x),fM (y) tels que fK(α) soit isotope à α relativement à
80
6.5. NOMBRE DE POINTS D’INTERSECTION
P.
Comme P est un cycle, soit Q ∈ {1, . . . ,K − 1} tel que y = fQ(x).
Par l’absurde, supposons que pour tout entier m ≥ 0 et toute corde α ∈ χfm(x),fm(y), les
cordes α et fK(α) ne soient pas isotopes relativement à P, i.e qu’il y ait un point de P dans
chaque composante connexe de Cˆ−(α∪fK(α)). Choisissons un corde α0 entre x et y. Les cordes
fn(α0) et fn(fK(α0)) ne sont donc jamais isotopes relativement à P. D’après le lemme 6.4.2
il existe des entiers L,M ≥ 0 tels que les points fL(x) et fQ+L(x) ne soient pas dans la même
composante connexe du complémentaire de fM(α)∪fM(fK(α0)). Alors les quatre composantes
de Fatou distinctes BfL(x),BfQ+L(x),BfM (x) et BfQ+M (x) sont attachées en fM(α0) ∩J et en
fK(fM(α0))∩J (voir la figure 6.2). Comme fK(fM(α0))∩J = fK(fM(α0)∩J ), fK inverse
l’ordre circulaire des composantes de Fatou BfL(x),BfQ+L(x),BfM (x),BfQ+M (x) entre fM(α0)∩J
et fK(fM(α0) ∩J ). C’est absurde puisque fK est injective au voisinage de fM(α0) ∩J . ∎





Figure 6.2 – Les carrées représentent les points d’intersection fM(α0) ∩J et fK(fM(α0)) ∩J . Comme
fL(x) et fQ+L(x) ne sont pas dans la même composante connexe de Cˆ − (fM(α0) ∪ fK(fM(α0))), les deux
cordes fL(α0) et fK(fL(α0)) doivent passer par un de ces deux points. Comme les composantes de Fatou sont
des domaines de Jordan, elles ne peuvent pas passer par le même point.
Remarque. Dans ces preuves on a utilisé de manière essentielle le fait que l’ensemble postcri-
tique soit un cycle, pour être sûr que chaque point de P soit dans l’orbite de chaque point de
P.
6.5 Nombre de points d’intersection
Le but de cette section est de montrer la proposition suivante :
Proposition 6.5.1 Soit x et y deux points distincts de P. Si ♯∂Bx ∩∂By > 1
alors il existe des entiers P,Q ≥ 0 tels que fP (x) et fQ(y) soient distincts,
critiques et ∂BfP (x) ∩ ∂BfQ(y) ≠ ∅.
Les résultats suivant servent à prouver cette proposition.
Lemme 6.5.2 Soit x et y deux points distincts de P tels que ∂Bx ∩ ∂By
soit non vide. Si α et β sont deux cordes distinctes entre x et y telles que
fK(α) = fK(β), alors il existe un N ∈ {0, . . . ,K − 1} tel que fN(x) et fN(y)
soient des points critiques.
Preuve . Ceci découle du fait que les composantes de Fatou sont des domaines de Jordan.
Il existe donc un N ∈ {0, . . . ,K − 1} tel que fN(α ∩ Bx) ≠ fN(β ∩ Bx) mais fN+1(α ∩ Bx) =
fN+1(β ∩Bx). Donc fN(x) est un point critique. Si fN(α∩By) = fN(β ∩By) alors BfN (x) n’est
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pas un domaine de Jordan puisque les rayons internes distincts α∩Bx et β ∩Bx aboutissent au
même point. Donc fN(α ∩By) ≠ fN(β ∩By). Si fN+1(α ∩By) ≠ fN+1(β ∩By) alors de même
BfN+1(y) n’est pas un domaine de Jordan, donc fN+1(α ∩By) = fN+1(β ∩By). Ainsi, fN(y) est
également un point critique. ∎
Proposition 6.5.3 Soit x et y deux points distincts de P. Si ∂Bx ∩ ∂By est
infini alors il existe un entier N ≥ 0 tel que fN(x) et fN(y) soient des points
critiques.
Preuve . L’ensemble ∂Bx ∩ ∂By est compact, et la restriction fK ∶ ∂Bx ∩ ∂By → ∂Bx ∩ ∂By
est continue, distance-expanding (voir la définition 4.5.4 et le lemme 4.5.6) et ouverte (voir le
lemme 4.5.9). Par le lemme 6.5.4 ci-dessous, si fK ∶ ∂Bx ∩∂By → ∂Bx ∩∂By était injective alors
∂Bx ∩ ∂By serait fini. Comme ∂Bx ∩ ∂By est infini, la restriction fK ∶ ∂Bx ∩ ∂By → ∂Bx ∩ ∂By
n’est pas injective.
Soit donc w,w′ ∈ ∂Bx∩∂By deux points distincts tels que fK(w) = fK(w′). Soit α,α′ ∈ χx,y tels
que α∩J = w et α′∩J = w′. Comme Bx et By sont des domaines de Jordan et fK(α), fK(α′)
sont deux cordes passant par fK(w) = fK(w′), on a fK(α) = fK(α′). On conclut par le lemme
6.5.2 qui assure qu’il existe un entier N ≥ 0 tel que fN(x) et fN(y) soient des points critiques.∎
Ce lemme est bien connu.
Lemme 6.5.4 Soit (X,ρ) un espace métrique compact. S’il existe un homéo-
morphisme h ∶X → h(X) ⊂X distance-expanding, alors X est fini.
Preuve . Soit λ > 1, η > 0 et N ≥ 1 tels que pour tous x, y ∈X on ait
ρ(x, y) ≤ η ⇒ ρ(hN(x), hN(y)) ≥ λρ(x, y).
L’application hN ∶ X → hN(X) ⊂ X est un homéomorphisme, donc h−N ∶ hN(X) → X est
uniformément continue. Ainsi, il existe δ > 0 tel que pour tous x, y ∈X,
ρ(hN(x), hN(y)) < δ ⇒ ρ(x, y) < η ⇒ ρ(x, y) ≤ δ/λ
et donc pour tout entier p ≥ 0
ρ(hpN(x), hpN(y)) < δ ⇒ ρ(x, y) ≤ δ/λp.
Maintenant, puisque X est compact et hpN(X) ⊂ X, on peut recouvrir hpN(X) par M sous-
ensembles de diamètre δ, pour un certain M qui ne dépend pas de p. On peut donc recouvrir
X par M ensembles de diamètre δ/λp. Comme ceci vaut pour tout p, on en déduit que X a au
plus M points. ∎
Proposition 6.5.5 Soit x et y deux points distincts de P. Si ∂Bx ∩ ∂By est
fini alors il y a au plus deux points périodiques dans ∂Bx ∩ ∂By.
Preuve . Supposons par l’absurde que α,β, γ soient trois cordes périodiques distinctes entre x
et y. Comme P est un cycle, soit Q ∈ {1, . . . ,K − 1} tel que y = fQ(x).
Par le corollaire 6.2.1, puisque χx,y est fini il y a un point de P dans chaque composante
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connexe du complémentaire de α ∪ β ∪ γ. En fait, pour tout entier n ≥ 0 l’ensemble χfn(x),fn(y)
est fini et il y a un point deP dans chaque composante connexe de Cˆ−(fn(α)∪fn(β)). Par le
lemme 6.4.2 il existe donc deux entiers L,M ≥ 0 tels que les points fL(x) et fQ+L(x) ne soient
pas dans la même composante connexe de Cˆ − (fM(α) ∪ fM(β)).
Donc les trois cordes distinctes fL(α), fL(β) et fL(γ) (distinctes car α,β et γ sont distinctes
et périodiques) passent par le même point du Julia : fM(α ∩J ) ou fM(β ∩J ). Dans ce cas
la composante de Fatou BfM (x) n’est pas un domaine de Jordan, ce qui est absurde. ∎
Proposition 6.5.6 Soit x et y deux points distincts de P. Si ∂Bx ∩ ∂By
est fini et contient deux points périodiques, alors ces points ont une période
strictement inférieur à K. De plus, il existe des entiers P,R ≥ 0 tels que fP (x)
et fR(y) soient distincts, critiques et ∂BfP (x) ∩ ∂BfR(y) ≠ ∅.
Preuve . Comme P est un cycle, soit Q ∈ {1, . . . ,K − 1} tel que y = fQ(x).
Soit α et β deux cordes distinctes périodiques entre x et y. Puisque χfn(x),fn(y) est fini pour
tout n ≥ 0, il y a un point de P dans chaque composante connexe de Cˆ− (fn(α)∪ fn(β)). Par
le lemme 6.4.2, il existe deux entiers L,M ≥ 0 tels que les points fL(x) et fQ+L(x) ne soient
pas dans la même composante connexe de Cˆ − (fM(α) ∪ fM(β)). On a donc
{fM(α ∩J ), fM(β ∩J )} ⊂ BfM (x) ∩BfL(x) ∩BfQ+M (x) ∩BfQ+L(x).
Alors ou bien
fL(α) ∩ fM(α) ≠ ∅ et fL(β) ∩ fM(β) ≠ ∅
ou bien
fL(α) ∩ fM(β) ≠ ∅ et fL(β) ∩ fM(α) ≠ ∅.
Le deuxième cas est impossible, car dans celui-ci fM(α∩J ) serait envoyé par une certaine itérée
de f sur fM(β ∩J ), et alors cette itérée de f inverserait l’ordre circulaire des composantes de
Fatou BfM (x),BfL(x),BfQ+M (x),BfQ+L(x) entre α∩J et β∩J , ce qui serait absurde (puisque f
est injective au voisinage de chaque point de J (f)). Donc seul le premier cas est possible, et
on a fM(α∩J ) = fL(α∩J ) et fM(β∩J ) = fL(β∩J ), ce qui prouve la première affirmation
de la proposition (en effet, on peut prendre L,M <K).
En particulier, on a montré que χx,fM (x), χfM (x),fL(x), χfL(x),fL(fM (x)) et χx,fL(fM (x)) sont
non vides. Si ces quatre ensembles de cordes sont finis, alors il y a un point de P dans chaque
composante connexe du complémentaire de α ∪ β ∪ fM(α) ∪ fM(β) (voir la figure 6.3).





α ∩Jf = fM (α ∩Jf )
β ∩Jf = fM (β ∩Jf )
Figure 6.3 – Les carrés représentent les points β ∩Jf = fM(β ∩Jf) et α ∩Jf = fM(α ∩Jf).
Ou bien il existe deux composantes de Fatou périodiques qui sont attachées en une infinité de
points ; ou bien l’ensembleP est infini (comme dans la preuve de la proposition 6.4.1). Il existe
donc deux composantes de Fatou périodiques qui sont attachées en une infinité de points, et
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d’après la proposition 6.5.3 il existe des entiers P,R ≥ 0 tels que fP (x) et fR(y) soient distincts,
critiques et l’intersection ∂BfP (x) ∩ ∂BfR(y) soit non vide. ∎
Preuve de la proposition 6.5.1. Si ♯∂Bx ∩ ∂By =∞, alors c’est la proposition 6.5.3.
Si ∞ > ♯∂Bx ∩ ∂By > 1 et ∂Bx ∩ ∂By contient deux points périodiques alors c’est la proposition
6.5.6.
Si ∞ > ♯∂Bx ∩ ∂By > 1 et ∂Bx ∩ ∂By ne contient qu’un seul point périodique, alors tout autre
point de ∂B1 ∩ ∂B2 est une pré-image par une certaine itérée de f de ce point périodique.
Autrement dit, il existe une corde périodique α ∈ χx,y et toute autre corde β ∈ χx,y est une
pré-image par une certaine itérée de f de α. Donc il existe un N ≥ 0 tel que fN−1(β) ≠ fN−1(α)
et fN(β) = fN(α). Ainsi fN−1(x) et fN−1(y) sont des points critiques, comme il est expliqué
dans le lemme 6.5.2. ∎
6.6 Agencement des composantes de Fatou périodiques
Pour simplifier, on notera dans cette section B1, . . . ,BK les composantes de Fatou pério-
diques de f , de sorte à respecter la dynamique de f . On notera BP ∶= B1∪⋅ ⋅ ⋅∪BK . On rappelle
que l’on suppose que K = ♯P ≥ 3.
On s’intéresse ici à l’agencement des composantes de Fatou périodiques lorsque BP a stric-
tement moins de K composantes connexes, i.e lorsqu’il existe deux composantes de Fatou pé-
riodiques dont les bords s’intersectent. Si les bords des composantes de Fatou périodiques sont
deux à deux disjoints, on sait que J est un tapis de Sierpiński (défintion 5.1.1 et proposition
5.1.2). Dans la section 6.6.3 on voit un exemple de fraction rationnelle postcritiquement finie
pré-transitive dont l’ensemble de Julia est un tapis de Sierpiński.
6.6.1 Étoiles et Couronnes
Disons que BP ait L composantes connexes, avec L <K.
Chaque composante connexe est envoyée par f sur une autre composante connexe, et l’ap-
plication de premier retour d’une composante connexe est fL. On peut donc noter C1, . . . ,CL
les composantes connexes de BP de sorte que Ci = ∪j≥0Bi+jL pour tout i ∈ {1, . . . , L}. L’en-
tier L divise K, et chaque composante Ci contient exactement K/L composantes de Fatou
périodiques.
Définition 6.6.1 (Forme d’étoile, de couronne) Soit k ∈ {1, . . . , L}.⋅ On dit que Ck a une forme d’étoile si l’intersection ∩j≥0Bk+jL contient un point L-
périodique (voir la figure 6.4).⋅ On dit que Ck a une forme de couronne s’il existe un P ∈ {1, . . . ,K − 1} tel que ∂Bk ∩
∂Bk+P contienne un point K-périodique et ♯{Bk+jP ∶ j ≥ 0} =K/L (voir la figure 6.5).
Si une des composantes connexes Ci a une forme d’étoile (resp. de couronne) alors toutes
les composantes connexes Ci ont une forme d’étoile (resp. de couronne). Ces formes ne sont
pas exclusives, i.e les composantes connexes de BP peuvent mélanger une forme d’étoile et une
forme de couronne (voir la figure 6.6).
Remarque. Les points d’intersections mis en avant dans les définitions d’étoiles et de couronnes
ne sont pas forcément les seuls points d’intersection entre des bords de composantes de Fatou
périodiques dans une même composante connexe Ci.
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Exemples. Des exemples d’étoiles et de couronnes sont donnés dans la section 6.6.2.
Proposition 6.6.2 Si BP a strictement moins de K composantes connexes
alors au moins une de ces trois affirmations est vraie :⋅ les composantes connexes de BP ont une forme d’étoile ;⋅ les composantes connexes de BP ont une forme de couronne ;⋅ le degré de f est au moins 4.
La preuve utilise les lemmes 6.6.4 et 6.6.5, le corollaire 6.6.6 et le lemme 6.6.8. Dans la preuve
de la proposition 6.6.2, on montre en particulier le résultat suivant :
Proposition 6.6.3 Dans le contexte précédent, supposons que les composantes
connexes C1, . . . ,CL aient des formes d’étoiles. Si un point d’intersection entre
les bords de deux composantes de Fatou périodiques est M-périodique pour
M <K, alors M = L.
Soit x un point M -périodique (M < K) au bord d’une composante de Fatou périodique BQ.
Alors toutes les composantes de Fatou de la famille {BQ+jM ∶ j ≥ 0} sont attachées en x.
Lemme 6.6.4 Supposons qu’il existe un point N-périodique au bord d’une
composante de Fatou périodique pour un certain N < K. Alors N est le plus
petit entier n tel que {B1+jn ∶ j ≥ 0} = {B1+jN ∶ j ≥ 0}. En particulier, N ≤K/2.
Preuve . Soit z un point N -périodique au bord de B1. Par l’absurde supposons qu’il existe
un entier 1 ≤ Q < N tel que {B1+jQ ∶ j ≥ 0} = {B1+jN ∶ j ≥ 0}. Le bord ∂B1+Q contient le point
fQ(z) qui est N -périodique et distinct de z. Ainsi, l’intersection ∩j≥0B1+jN contient deux points
distincts : z et fQ(z). Comme ♯({B1+jN ∶ j ≥ 0} ≥ 3, il y a inversement de l’ordre circulaire par
fQ des composantes de Fatou de la forme B1+iN , i ≥ 0, entre z et fQ(z), c’est absurde.
Si N >K/2 alors il existe un entier 1 ≤ Q < N tel que {B1+jQ ∶ j ≥ 0} = {B1+jN ∶ j ≥ 0}. ∎
Lemme 6.6.5 S’il existe un entier 1 ≤M <K et des entiers P,Q ∈ {1, . . . ,K}
distincts tels que l’intersection ∂BP ∩∂BQ contienne un point M-périodique ω,
alors BQ ∈ {BP+jM ∶ j ≥ 0}. Autrement dit les composantes de Fatou de la
forme BP+iM (i ≥ 0) sont les seules composantes de Fatou attachées en ω.
Preuve . Supposons que BQ ∉ {BP+jM ∶ j ≥ 0}. Dans ce cas {BP+jM ∶ j ≥ 0}∩ {BQ+jM ∶ j ≥ 0} =∅.
On a ω ∈ ∩j≥0∂BP+jM et ω ∈ ∩j≥0∂BQ+jM . Si on écrit la famille {BP+jM ,BQ+jM ∶ j ≥ 0} en
respectant l’ordre circulaire des composantes de Fatou attachées en ω alors une composante
de Fatou de la forme BP+iM doit toujours être entre deux composantes de Fatou de la forme
BQ+iM , i.e quitte à décaler l’écriture on doit avoir{BP+jM ,BQ+jM ∶ j ≥ 0} = {BP+i1M ,BQ+i2M ,BP+i3M ,BQ+i4M , . . .}.
Soit k(P,Q) le plus petit entier k ≥ 0 tel que BP+k = BQ. AlorsK−k(P,Q) est le plus petit entier
k ≥ 0 tel que BQ+k = BP . Les entiers k(P,Q) et K −k(P,Q) ne sont pas des multiples de M car
on suppose que BQ ∉ {BP+jM ∶ j ≥ 0}. Puisque ω ∈ ∩j≥0∂BP+jM , on a fk(P,Q)(ω) ∈ ∩j≥0∂BQ+jM ,
et fk(P,Q)(ω) ≠ ω car k(P,Q) n’est pas un multiple de M et ω est un point M -périodique.
Soit γ une courbe de Jordan telle que :
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Figure 6.4 – Un exemple où K = 9, L = 3 et les composantes connexes de B1 ∪ ⋅ ⋅ ⋅ ∪B9 ont des formes
d’étoiles. Il peut y avoir d’autres points d’intersection entre les bords de composantes de Fatou périodiques dans




















Figure 6.5 – Un exemple où K = 10, L = 2 et les composantes connexes de B1 ∪ ⋅ ⋅ ⋅ ∪B10 ont des formes de
couronnes. Il peut y avoir d’autres points d’intersection entre les bords de composantes de Fatou périodiques















Figure 6.6 – Un exemple où K = 6, L = 2 et les composantes connexes de B1 ∪ ⋅ ⋅ ⋅ ∪B6 mélangent une forme
d’étoile et une forme de couronne. Il peut y avoir d’autres points d’intersection entre les bords de composantes
de Fatou périodiques dans une même composante connexe Ci.
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⋅ γ ∩J = {ω, fk(P,Q)(ω)} ;⋅ γ ∩F ⊂ BQ ∪BQ+M .
À cause de l’ordre circulaire les composantes de Fatou BP+iM ne sont pas toutes dans la même
composante connexe de Cˆ − γ.
De même, puisque ω ∈ ∩j≥0∂BQ+jM , on a fK−k(P,Q)(ω) ∈ ∩j≥0∂BP+jM , et fK−k(P,Q)(ω) ≠ ω car





Figure 6.7 – La courbe en pointillés représente la courbe de Jordan γ. Puisque BP et BP+M sont attachées
en fK−k(P,Q)(ω) on a forcément fK−k(P,Q)(ω) = fk(P,Q)(ω).
Ainsi, il y a au moins quatre composantes de Fatou périodiques qui sont attachées en deux
points distincts et ces deux points sont dans la même orbite. C’est interdit à cause de l’ordre
circulaire de ces composantes de Fatouq que f doit préserver. ∎
Corollaire 6.6.6 Soit u un point d’intersection périodique entre les bords de
deux composantes de Fatou périodiques. Supposons que la période de u soit
strictement inférieure à K. La période de u est R si et seulement si exactement
K/R composantes de Fatou périodiques sont attachées en u.
Preuve . Sans perte de généralité disons que u ∈ ∂B1.
Supposons que u soit R-périodique, R <K. Par le lemme 6.6.4, aucune composante de Fatou
périodique de la forme B1+k, k ∈ {1,R − 1}, n’est dans la famille {B1+jR ∶ j ≥ 0}. Par le lemme
6.6.5, aucune composante de Fatou périodique de la forme B1+k, k ∈ {1,R−1}, n’est attachée en
u. Ainsi, aucune composante de Fatou périodique de la forme B1+k+iR, i ≥ 0 et k ∈ {1, . . . ,R−1},
n’est attachée en u. Donc il y a exactement K/R composantes de Fatou périodiques qui sont
attachées en u : celles de la forme B1+iR, i ≥ 0.
Réciproquement, supposons qu’exactement K/R composantes de Fatou périodiques soient
attachées en u. SoitM <K la période de u. On vient de voir qu’exactement K/M composantes
de Fatou périodiques soient attachées en u, d’où M = R. ∎
Lemme 6.6.7 Supposons qu’il existe un entier P ≥ 1 tel que B1+P ≠ B1, et tel
que ∂B1 ∩ ∂B1+P contienne un point M-périodique u et un point N-périodique
v, avec M,N <K. Alors M = N .
Preuve . Supposons par l’absurde queM ≠ N . Alors le nombre de composantes de Fatou pério-
diques attachées en u est différent du nombre de composantes de Fatou périodiques attachées
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en v (corollaire 6.6.6). Toutes les composantes de Fatou de la forme B1+iP (i ≥ 0) sont attachées
en u et en v, car {B1+jP ∶ j ≥ 0} ⊂ {B1+jM ∶ j ≥ 0} et {B1+jP ∶ j ≥ 0} ⊂ {B1+jN ∶ j ≥ 0}
(lemme 6.6.5). Il existe donc une composante de Fatou BQ qui n’est pas dans la famille{B1+jP ∶ j ≥ 0} mais qui est attachée en un des deux points, u ou v. Disons que c’est u.
Alors {BQ+jP ∶ j ≥ 0} ∩ {B1+jP ∶ j ≥ 0} = ∅ et les composantes de Fatou de la forme BQ+iP(i ≥ 0) sont toutes attachées en u. Par préservation de l’ordre circulaire en u par fP les compo-
santes de Fatou BQ+iP ne sont pas dans la même composante connexe de Cˆ− ({B1+jP ∶ j ≥ 0}).
Or elles sont aussi attachées en fQ−1(v) ≠ u (puisque par hypothèse u et v ne sont pas de la
même période ils ne peuvent pas être dans le même cycle). Donc fQ−1(v) = v et BQ est aussi
attachée en v. Ainsi chaque composante de Fatou périodique attachée en u est aussi attachée
en v. Au final le nombre de composantes de Fatou attachées en u est le même que le nombre
de composantes de Fatou attachées en v, c’est absurde. ∎
Lemme 6.6.8 S’il existe un P ∈ {1, . . . ,K − 1} premier avec K tel que l’in-
tersection ∂B1 ∩ ∂B1+P soit non vide, alors BP est connexe en forme d’étoile
ou de couronne.
Preuve . Soit P ∈ {1, . . . ,K − 1} premier avec K.
Si ∂B1 ∩ ∂B1+P contient un point M -périodique u pour un certain M < K, alors grâce
au lemme 6.6.5 on sait que B1+P ∈ {B1+jM ∶ j ≥ 0}. Puisque P est premier avec K on a♯{B1+jP ∶ j ≥ 0} =K, et on vient de voir que {B1+jP ∶ j ≥ 0} ⊂ {B1+jM ∶ j ≥ 0}, donc {B1+jM ∶ j ≥
0} = {B1, . . . ,BK}. D’où M = 1 par le corollaire 6.6.6, BP est connexe et a une forme d’étoile.
Si ∂B1∩∂B1+P contient un pointK-périodique alors ça correspond exactement à la définition
d’une couronne puisque ♯{B1+jP ∶ j ≥ 0} =K. ∎
Au passage on remarque que :
Corollaire 6.6.9 Supposons que K soit un nombre premier. Alors ou bien
J est un tapis de Sierpiński ou bien BP est connexe en forme d’étoile ou de
couronne. Si BP est connexe et u est un point d’intersection K-solution entre
les bords de deux composantes de Fatou périodiques, ou bien u est un point fixe
ou bien u est K-périodique.
Preuve de la proposition 6.6.2. On va la montrer quand BP est connexe. Pour le cas non
connexe la preuve est la même en se concentrant sur une composante connexe.
Supposons donc que BP soit connexe. Il existe un P ∈ {1, . . . ,K − 1} tel que l’intersection
∂B1 ∩ ∂B1+P soit non vide. Soit u ∈ ∂B1 ∩ ∂B1+P un point K-solution.
Assertion 6.6.10 Si u est M-périodique pour un certain M < K alors au
moins une de ces deux affirmations est vraie :⋅ BP a une forme d’étoile ;⋅ M =K/2 et il y a un point d’intersection K-périodique entre les bords de
deux composantes de Fatou périodiques.
Preuve . On regarde le nombre de composantes de Fatou périodiques dans la famille {B1+jM ∶
j ≥ 0}, i.e le nombre de composantes de Fatou attachées en u (voir le lemme 6.6.5).
Cas A : ♯{B1+jM ∶ j ≥ 0} =K. Dans ce cas u est un point fixe par le corollaire 6.6.6, et BP a
une forme d’étoile.
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Cas B : ♯{B1+jM ∶ j ≥ 0} ∈ {3, . . . ,K − 1}. (On montre que ce cas est impossible) Dans ce cas
B1+2M ∉ {B1,B1+M}. Comme la famille {B1+jM ∶ j ≥ 0} ne contient pas toutes les composantes de
Fatou périodiques, il existe une composante de Fatou BQ ∉ {B1+jM ∶ j ≥ 0} telle que ∂B1∩∂BQ ≠∅ (puisque BP est connexe). Toutes les composantes de Fatou de la forme BQ+iM , i ≥ 0, sont
attachées en fQ−1(u), et fQ−1(u) ≠ u car seules les composantes de Fatou de la forme B1+iM ,
i ≥ 0, sont attachées en u (lemme 6.6.5). Soit v ∈ ∂B1 ∩ ∂BQ un point K-solution. On a
fM(v) ∈ ∂B1+M ∩ ∂BQ+M . Le point v ne peut pas être M -périodique, toujours par le lemme
6.6.5.








Figure 6.8 – La courbe en pointillés représente le courbe de Jordan γ. Puisque B1+2M et BQ+2M sont
attachées en f2M(v) on a forcément f2M(v) ∈ {u, fQ−1(u), v, fM(v)}.
Puisque fQ−1 préserve l’ordre circulaire de la famille {B1+jM ∶ j ≥ 0} entre u et fQ−1(u), les
composantes de Fatou B1+2M et BQ+2M ne sont pas dans la même composante connexe de
Cˆ−γ. Or B1+2M et BQ+2M sont attachées en f 2M(v), donc f 2M(v) ∈ {u, fQ−1(u), v, fM(v)}.
Comme v n’est pas M -périodique on a f 2M(v) ∉ {u, fQ−1(u)} donc f 2M(v) ∈ {v, fM(v)}.
Si f 2M(v) = fM(v) alors fM(v) est M -solution, donc v est M -solution ce qui n’est pas
vrai puisque l’on suppose fM(v) ≠ v. Ainsi f 2M(v) = v.
Si ♯{B1+jM ∶ j ≥ 0} est impair, alors il vient que toutes les composantes de Fatou de la
forme B1+iM , i ≥ 0, sont attachées en v et en fM(v). Il y a donc inversement de l’ordre
circulaire par fM de la famille {B1+jM ∶ j ≥ 0} entre v et fM(v), c’est absurde.
Supposons donc que R = ♯{B1+jM ∶ j ≥ 0} soit pair. Alors on peut écrire la famille{B1+jM ∶ j ≥ 0} en respectant l’ordre circulaire de la façon suivante
{B1+j1M ,B1+j2M , . . . ,B1+jRM}
de sorte que jk soit pair pour tout k ∈ {1, . . . ,R/2} et impair pour tout k ∈ {R/2+1, . . . ,R}.
Avec cet ordre circulaire il n’existe pas de nombre de rotation pour fM en u tel que l’ordre
circulaire soit préservé. C’est absurde. On ne peut donc pas avoir non plus ♯{B1+jM ∶ j ≥ 0}
pair.
Ainsi f 2M(v) = v est aussi absurde, et le cas B1 est impossible.
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Cas B2 : fM(v) = v. Dans ce cas v est N -périodique pour un certain N <M (on rappelle
que v ne peut pas être M -périodique). Donc ♯{B1+jN ∶ j ≥ 0} ∈ {3, . . . ,K}, par le lemme
6.6.4 et le corollaire 6.6.6.
Si ♯{B1+jN ∶ j ≥ 0} ∈ {3, . . . ,K − 1} alors en échangeant les rôles de u et v on se retrouve
dans le cas B1 avec fN(u) ≠ u. On vient de voir que ce cas est impossible.
Supposons maintenant que ♯{B1+jN ∶ j ≥ 0} = K, i.e que v soit un point fixe. Alors par
préservation de l’ordre circulaire par f de la famille {B1+jN ∶ j ≥ 0} en v, les composantes
de Fatou de la forme B2+iM , i ≥ 0 (qui sont distinctes de celles de la forme B1+iM , i ≥ 0),
ne sont pas dans une même composante connexe de Cˆ −⋃j≥0B1+jM . Or ces composantes
de Fatou sont toutes attachées en f(u), donc f(u) ∈ {u, v}. C’est absurde, car u et v ne
sont pas dans le même cycle et u n’est pas un point fixe. Ainsi le cas B2 est également
impossible.
Au final, le cas B est impossible.
Cas C : ♯{B1+jM ∶ j ≥ 0} = 2 c’est-à-dire M = K/2. De même, puisque BP est connexe il existe
un Q tel que BQ ∉ {B1,B1+K/2} et ∂B1∩∂BQ ≠ ∅. On a fQ−1(u) ∈ ∂BQ∩∂BQ+K/2 et fQ−1(u) ≠ u.
Soit v ∈ ∂B1 ∩ ∂BQ un point N -périodique pour un certain N ≤ K. On sait que N ≠ K/2 par
le lemme 6.6.5. On a donc deux cas, par le lemme 6.6.4 : N < K/2 et N = K. On divise le cas
N <K/2 en deux cas : N = 1 et 1 < N <K/2.
Cas C1 : N = 1. (On montre que ce cas est impossible) Dans ce cas toutes les composantes
de Fatou périodiques sont attachées en v. Soit γ une courbe de Jordan telle que :⋅ γ ∩J = {u, v} ;⋅ γ ∩F ⊂ B1 ∪B1+K/2.
Puisque B1+K/2+K/2 = B1, la composante de Fatou B1+K/2 est placée, dans l’ordre circulaire
autour de v, de façon à ce que pour toute composante de Fatou BQ ∉ {B1,B1+K/2} la
composante de Fatou BQ+K/2 ne soit pas dans la même composante connexe de Cˆ−γ que
BQ. Étant donné que BQ et BQ+K/2 sont attachées en fQ−1(u), on a fQ−1(u) = u. Comme
ceci est vrai pour toute composante de Fatou BQ ∉ {B1,B1+K/2}, on obtient que u est un
point fixe. C’est absurde puisque u est K/2-périodique.
Cas C2 : 1 < N <K/2. Alors ♯{B1+jN ∶ j ≥ 0} ∈ {3, . . . ,K − 1}, on se retrouve dans le cas
B qui est impossible.
Cas C3 : N =K. On a donc un point d’intersection K-périodique entre deux bords de
composantes de Fatou périodiques. ◻
Dans la preuve de cette assertion on a vu en particulier que si BP a une forme d’étoile alors u
est un point fixe (ceci montre la proposition 6.6.3).
Pour continuer la preuve on étudie donc les points d’intersection K-périodiques. On rappelle
que u est un point de ∂B1 ∩ ∂B1+P .
Assertion 6.6.11 Si u est K-périodique alors au moins une de ces trois af-
firmations est vraie :⋅ BP a une forme d’étoile ;⋅ BP a une forme de couronne ;⋅ le degré de f est au moins 4.
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Preuve . Supposons que u soit K-périodique. On s’intéresse ici au nombre de composantes de
Fatou dans la famille {B1+jP ∶ j ≥ 0}.
Cas A : ♯{B1+jP ∶ j ≥ 0} =K. Dans ce cas BP a une forme de couronne par définition.
Cas B : ♯({B1+jP}j≥0) ∈ {3, . . . ,K − 1}. Comme la famille {B1+jP ∶ j ≥ 0} ne contient pas toutes
les composantes de Fatou périodiques, il existe un Q tel que B1+Q ∉ {B1+jP ∶ j ≥ 0} et ∂B1 ∩
∂B1+Q ≠ ∅. Soit v ∈ ∂B1 ∩ ∂B1+Q un point M -périodique pour un certain M ≤K.
Cas B1 : ♯{B1+jM ∶ j ≥ 0} =K. Alors v est un point fixe et BP a une forme d’étoile.
Cas B2 : ♯{B1+jM ∶ j ≥ 0} ∈ {3, . . . ,K − 1}. On se retrouve dans le cas B de l’assertion
6.6.10 qui est impossible.
Cas B3 : ♯{B1+jM ∶ j ≥ 0} = 2. (i.e Q =M =K/2) On montre dans ce cas que le degré de f
est au moins 4. Soit R,R′ et R′′ les rayons internes de B1 qui aboutissent en u, fK−P (u)
et v respectivement. Le point fK−P (u) est un point de ∂B1−P ∩ ∂B1. Soit p0 le plus petit
entier naturel k tel que {B1+jk ∶ j ≥ 0} = {B1+jP ∶ j ≥ 0}, et soit q0 le plus petit entier
naturel k tel que {B1+k+jP ∶ j ≥ 0} = {B1+Q+jP ∶ j ≥ 0}. On a q0 < p0, donc
1 < 1 + q0< 1 + p0< 1 + q0 + p0< 1 + 2p0< 1 + q0 + 2p0⋮< 1 + (♯{B1+jP ∶ j ≥ 0} − 1)p0< 1 + q0 + (♯{B1+jP ∶ j ≥ 0} − 1)p0≤ K
L’ordre circulaire des rayons internes f q0(R), f q0(R′), f q0(R′′) au centre de B1+q0 est l’in-
verse de celui des rayons internes R,R′,R′′ au centre de B1, donc la restriction f q0 ∶
B1 → B1+q0 est de degré strictement supérieur à 1. Ainsi il y a un point critique de
f parmi les centres de B1, . . . ,Bq0 . À son tour, l’ordre circulaire des rayons internes
fp0(R), fp0(R′), fp0(R′′) au centre de B1+p0 est l’inverse de celui des rayons internes
f q0(R), f q0(R′), f q0(R′′) au centre de B1+q0 , donc il y a un point critique de f parmi les
centres de B1+q0 , . . . ,Bp0 . De même on montre que pour tout i ≥ 0 il y a un point critique de
f parmi les centres deB1+ip0 , . . . ,Bq0+ip0 et parmi les centres deB1+q0+ip0 , . . . ,B(i+1)p0 . Ainsi
f admet au moins 2 ⋅♯{B1+jP ∶ j ≥ 0} points critiques distincts. Comme ♯{B1+jP ∶ j ≥ 0} ≥ 3
cela fait au moins 6 points critiques, d’où le degré de f est au moins 4 (voir la figure 6.9).
Cas B4 : ♯{B1+jM ∶ j ≥ 0} = 1. (i.e M = K) Dans ce cas on peut montrer que le degré de
f est au moins 4 avec la même idée que dans le cas B3.
Cas C : ♯{B1+jP ∶ j ≥ 0} = 2 (i.e P = K/2) Si K = 4 alors B1 touche forcément une compo-
sante de fatou périodique de la forme B1+R avec R premier avec K (c’est B2 ou B4). Donc
B1 ∪B2 ∪B3 ∪B4 est en forme d’étoile ou de couronne par le lemme 6.6.8.
Supposons maintenant que K > 4. Il existe alors un Q tel que B1+Q ∉ {B1+jP ∶ j ≥ 0} et
∂B1 ∩ ∂B1+Q ≠ ∅. Soit v ∈ ∂B1 ∩ ∂B1+Q un point M -périodique pour un certain M ≤K.
Cas C1 : ♯{B1+jM ∶ j ≥ 0} =K Dans ce cas v est fixe et BP a une forme d’étoile.
Cas C2 : ♯{B1+jM ∶ j ≥ 0} ∈ {3, . . . ,K − 1} Dans ce cas on retombe dans le cas B de l’asser-
tion 6.6.10 qui est impossible.
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Figure 6.9 – Un exemple avec K = 6 et P = 2. Il y a un point critique au centre de chaque composante de
Fatou.
Cas C3 : ♯{B1+jM ∶ j ≥ 0} = 1 (i.e M = K) Comme ♯{B1+jQ ∶ j ≥ 0} ≠ 2 on a ♯{B1+jQ ∶ j ≥
0} ≥ 3 et on retombe dans le cas B où BP a une forme d’étoile ou le degré de f est au moins 4.
Cas C4 : ♯{B1+jM ∶ j ≥ 0} = 2 (i.e M = K/2) Ce cas est impossible car B1+Q ≠ B1+K/2. Or
B1+K/2 serait la seule composante de Fatou périodique à pouvoir être attachée en v. ◻
6.6.2 Exemples d’étoiles et de couronnes
Dans chaque exemple que l’on voit le point 0 est un point de l’ensemble postcritique. On
numérote les composantes de Fatou périodique B1, . . . ,BK de sorte que le point 0 soit dans B1.
Lemme 6.6.12 Soit F−1(z) = (z2 − 1)/z2. La fermeture BP(F−1) est connexe
avec une forme d’étoile.
Preuve . La fraction rationnelle F−1 a pour points critiques 0 (simple) et ∞ (simple) avec
la dynamique 0 ↦ ∞ ↦ 1 ↦ 0, ce qui en fait une fraction rationnelle postcritiquement finie
hyperbolique pré-transitive de période 3. Notons ri(θ) le point d’aboutissement du rayon interne
de Bi d’angle θ. On a les orbites suivantes :
r0(0) ↦ r∞(0) ↦ r1(0) ↦ r0(0)
r0(1/3) ↦ r∞(2/3) ↦ r1(1/3) ↦ r0(1/3)
r0(2/3) ↦ r∞(1/3) ↦ r1(2/3) ↦ r0(2/3)
Chacun de ces points est ou bien fixe ou bien 3-périodique. Puisque F−1 est de degré 2 elle n’a
que six points 3-périodiques. Étant donné que 0,∞ et 1 sont déjà 3-périodiques, au moins deux
de ces orbites sont en fait des points fixes. Ainsi ∂B0 ∩ ∂B∞ ∩ ∂B1 contient deux points fixes,
BP(F−1) est connexe avec une forme d’étoile. (Voir la figure 6.10). ∎
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Figure 6.10 – L’ensemble de Julia de F−1.
Lemme 6.6.13 Soit ν = −2.89528942734848 . . . solution de l’équation
G3c(1) = 0 avec Gc(z) = (z3 + c)/z3. La fermeture BP(Gν) est connexe avec
une forme de couronne. De plus, l’intersection entre les bords de deux compo-
santes de Fatou périodiques contient au plus un point.
Preuve . La fraction rationnelle Gν a pour points critiques 0 (double) et ∞ (double) avec la
dynamique 0 ↦ ∞ ↦ 1 ↦ a = Gν(1) ↦ b = G2ν(1) ↦ 0, ce qui en fait une fraction rationnelle
postcritiquement finie hyperbolique pré-transitive de période 5. On trouve numériquement que
les points de P(Gν) sont distribués sur R de la façon suivante :−∞ < a < 0 < 1 < b < +∞.
Si u ∈ R et Gν(u) = w alors G−1ν (w) = {u, e2ipi/3u, e4ipi/3u}, donc G est injective sur R.
Ainsi pour tous x, y ∈ P(Gν) consécutifs sur R (i.e tel qu’il existe une composante connexe
de R − {x, y} sans point de P(Gν)), les points Gν(x) et Gν(y) sont consécutifs sur R, et la
composante connexe de R − {x, y} qui ne contient pas de point de P(Gν) est envoyé de façon
injective par Gν sur la composante connexe de R−{Gν(x),Gν(y)} qui ne contient pas de point
de P(Gν). Ainsi on a la suite d’homéomorphismes
[0; 1] GνÐ→ [−∞;a] GνÐ→ [1; b] GνÐ→ [a; 0] GνÐ→ [b;+∞] GνÐ→ [0; 1]
Assertion 6.6.14 Pour i = 1 ou i = 3 l’intersection ∂Bi ∩ [0; 1] ne contient
qu’un seul point noté wi. De plus Bi ∩ [0; 1] est le rayon interne de Bi abou-
tissant sur wi.
Preuve . Supposons que ∂B1 ∩ [0; 1] contienne deux points u et v avec u < v. Si R est un rayon
interne de B1 aboutissant sur v, alors le conjugué complexe de R est aussi (par symétrie de Gν
par rapport à la conjugaison complexe) un rayon interne de B1 aboutissant sur v. Étant donné
que 0 < u < v la rayon interne R n’est pas inclu dans la droite réel donc son conjugué complexe
est distinct de lui. Donc B1 a au moins deux rayons internes aboutissant sur v, c’est absurde
puisque les composantes de Fatou sont des domaines de Jordan. Ainsi ∂B1 ∩ [0; 1] ne contient
qu’un seul point w1.
De la même manière on montre que ∂B3 ∩ [0; 1] ne contient qu’un seul point w3.
Le fait que les composantes de Fatou soient des domaines de Jordan implique également que
Bi ∩ [0; 1] soit le rayon interne de Bi aboutissant sur wi, i = 1 ou i = 3. ◻
De l’assertion 6.6.14 et du fait que la restriction G5ν ∶ [0; 1] → [0; 1] soit un homéomorphisme,
on déduit que la restriction G5ν ∶ [w1;w3]→ [w1;w3] est un homéomorphisme. Comme w1 et w3
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sont des points périodiques répulsifs, on a w1 = w3 (voir le lemme 1.3.18). Ainsi ∂B1 ∩ ∂B3 est
non vide. Le point d’intersection ∂B1 ∩∂B3 ∩ [0; 1] est 5-périodique vu la dynamique de Gν sur
R, et par conséquent BP(Gν) a une forme de couronne (voir la figure 6.11).
Montrons maintenant que si une intersection entre les bords de deux composantes de Fatou
périodiques est non vide alors elle ne contient qu’un seul point. Par la proposition 6.5.1 il suffit
de montrer que ∂B1 ∩ ∂B2 est vide.
Supposons par l’absurde que ∂B1 ∩ ∂B2 contienne un point u. Par le même raisonnement
que dans la preuve de l’assertion 6.6.14 on voit que u n’est pas réel, à cause du point a.
Par symétrie de Gν par rapport à la conjugaison complexe, le conjugué complexe u de u est
aussi dans ∂B1 ∩ ∂B2. Alors l’intersection ∂B3 ∩ ∂B4 contient les points G2ν(u) et G2ν(u) qui
sont distincts. Comme B3 et B4 ne sont pas dans la même composante connexe de B1 ∪B2 il
vient que {G2ν(u),G2ν(u)} = {u,u} et donc que B3 et B4 sont attachés en u et u. De même,
l’intersection ∂B4∩∂B5 contient les points G3ν(u) et G3ν(u) qui sont distincts. Comme B4 et B5
ne sont pas dans la même composante connexe de B1 ∪B2 il vient également que que B5 est
attachée en u et u. Ainsi toutes les composantes de Fatou périodiques sont attachées en u et u
qui sont en fait des points fixes. On obtient en particulier que ∂B1 ∩ ∂B2 = {u,u}.
Mainenant, Gν est de degré 3 et 0,∞ sont des points critiques doubles. Donc ∂B1 ∩ ∂B2 doit
contenir toutes les pré-images par Gν des points u et u. C’est impossible car ∂B1∩∂B2 = {u,u}.









Figure 6.11 – Une image partielle de J (Gc0).
Lemme 6.6.15 Soit σ = −2.618033988 . . . solution de l’équation F 2c (1) = 0
avec Fc(z) = (z2+c)/z2. La fermeture BP(Fσ) a deux composantes connexes en
forme d’étoiles. De plus, l’intersection entre les bords de deux composantes de
Fatou périodiques contient au plus un point.
Preuve . La fraction rationnelle Fσ a pour points critiques 0 (simple) et ∞ (simple) avec la
dynamique 0↦∞↦ 1↦ a = Fσ(1)↦ 0, ce qui en fait une fraction rationnelle postcritiquement
finie hyperbolique pré-transitive de période 4. On trouve numériquement que les points de
P(Fσ) sont distribués sur la droite réelle de la façon suivante :−∞ < a < 0 < 1 < +∞.
Comme Fσ est paire, ses restrictions à R+ et R− sont injectives. Puisque le point ∞ est la seule
pré-image par Fσ de 1 et puisque le point 0 est la seule pré-image par Fσ de ∞, on a la suite
d’homéomorphismes [0; 1] FσÐ→ [−∞;a] FσÐ→ [0; 1].
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Exactement de la manière que dans la preuve du lemme 6.6.13 on montre facilement que
B1 ∩ [0; 1], B2 ∩ [−∞;a], B3 ∩ [0; 1] et B4 ∩ [−∞;a] sont des rayons internes, avec (B1 ∩ [0; 1])∪(B3 ∩ [0; 1]) = [0; 1] et (B2 ∩ [−∞;a]) ∪ (B4 ∩ [−∞;a]) = [−∞;a]. Cela découle du fait que Fσ
est réelle et que ses composantes de Fatou sont des domaines de Jordan.
Montrons que ∂B1∩∂B2 est vide. Si ce n’est pas le cas alors B1,B2,B3 et B4 sont attachées
en deux points fixes u et u. Vu la répartition des points de P(Fσ) sur R, Fσ ne préserve pas
l’ordre circulaire des composantes de Fatou B1,B2,B3 et B4 en ces deux points fixes, c’est
absurde.
Étant donné que ∂B1∩∂B2 est vide on sait que toute intersection non vide entre les bords de
deux composantes de Fatou périodiques contient un seul point (proposition 6.5.1). On obtient







Figure 6.12 – Une image partielle de J (Fσ).
En reprenant les mêmes arguments que dans les exemples précédent on montre facilement le
lemme suivant :
Lemme 6.6.16 Soit ρ = −0.306660932 . . . solution de l’équation F 6c (1) = 0
avec Fc(z) = (z2 + c)/z2. La fermeture BP(Fρ) a quatre composantes connexes
en forme d’étoiles. De plus si l’intersection entre les bords de deux composantes
de Fatou périodiques est non vide alors elle ne contient qu’un seul point.
Soit c1 = −5.302323081088.. + i12.86996656855... solution de l’équation H6c (1) = 0 avec la
fraction rationnelle Hc(z) = (z3 + cz − (2/3)c)/z3. Les points critiques de Hc1 sont 0 (double),∞ (simple) et 1 (simple), avec la dynamique 0 ↦ ∞ ↦ 1 ↦ Hc1(1) ↦ H2c1(1) ↦ H3c1(1) ↦ 0, ce
qui en fait une fraction rationnelle postcritiquement finie pré-transitive de période 6. On pense
que Hc1 réalise la figure 6.6, i.e que BP(Hc1) a deux composantes connexes qui mélangent une
forme d’étoile et une forme de couronne (voir la figure 6.13).
Enfin, soit c2 = −9,2973...+i10,06... solution de R8c(1) =∞ avec Rc(z) = 1/(1+cz2−(2/3)cz3).
Les point critiques de la fraction rationnelle Rc2 sont ∞ (double), 0 (simple) et 1 (simple), avec
la dynamique ∞ ↦ 0 ↦ 1 ↦ ⋅ ⋅ ⋅ ↦ ∞, ce qui en fait une fraction rationnelle postcritiquement
finie pré-transitive de période 10. On pense que Rc2 réalise la figure 6.5, i.e que BP(Rc2) a deux
composantes connexes en forme de couronne (voir la figure 6.14).
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Figure 6.13 – Une image partielle de J (Hc1). Les points noirs sont les points 0, 1, et H2c1(1).
Figure 6.14 – L’ensemble de Julia Rc2 . Les points blancs sont les points de l’ensemble postcritique (privé
de ∞).
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6.6.3 Tapis de Sierpiński
Il existe des fractions rationnelles postcritiquement finies hyperboliques pré-transitives dont
l’ensemble de Julia est un tapis de Sierpiński (définition 5.1.1). On en donne tout de suite un
exemple en degré 2 et en période 5 dans le lemme 6.6.17. Le corollaire 6.6.20 affirme que si g
est une fraction rationnelle postcritiquement finie hyperbolique pré-transitive de degré 2 et de
période 3 ou 4, alors l’ensemble de Julia n’est pas un tapis de Sierpiński (voir aussi [DFGJ14],
où le corollaire 6.6.20 est aussi prouvé, indépendamment).
Lemme 6.6.17 Soit ω = −0,47134651... solution de l’équation F 3c (1) = 0 avec
Fc(z) = (z2 + c)/z2. L’ensemble de Julia de Fω est un tapis de Sierpiński.
Preuve . La fraction rationnelle Fω est postcritiquement finie hyperbolique pré-transitive de
période 5. On trouve numériquement l’ordre suivant :
−∞ < b = F 4ω(0) < 0 < a = F 3ω(0) < 1 < +∞.
Comme l’affirme la proposition 5.1.2 pour montrer queJ (Fω) est un tapis de Sierpiński il suffit
de montrer que les bords des composantes de Fatou périodiques sont deux à deux disjoints.
Puisque 5 est un nombre premier, on sait par le corollaire 6.6.9 qu’ou bien J (Fω) est
un tapis de Sierpiński ou bien BP(Fω) est connexe avec un forme détoile ou de couronne. De
plus, si BP(Fω) est connexe et v est un point d’intersection K-solution entre les bords de deux
composantes de Fatou périodiques, alors ou bien v est un point fixe ou bien v est K-périodique.
Il est impossible que BP(Fω) soit connexe avec une forme d’étoile. En effet, si c’était le
cas alors par définition l’intersection B1 ∩ B2 ∩ B3 ∩ B4 ∩ B5 contiendrait un point fixe u. Vu
la répartition des points de P(Fω) sur R, Fω ne pourrait pas préserver l’ordre circulaire des
composantes de Fatou périodiques en u, et ce serait absurde.
Assertion 6.6.18 Pour tous p, q ∈ {1, . . . ,5} distincts, ∂Bp ∩ ∂Bq ∩R = ∅.
Preuve . Supposons qu’il existe p, q ∈ {1, . . . ,5} distincts tels que ∂Bp ∩ ∂Bq contienne un point
réel u. Soit x le centre de Bp et y celui de Bq. Il existe un entierm ≥ 0 tel que chaque composante
connexe de R − {Fmω (x), Fmω (y)} contienne un point de P(Fω). Les points Fmω (x) et Fmω (y)
sont les centres de Bp+m et Bq+m respectivement. L’intersection ∂Bp+m∩∂Bq+m contient le point
réel Fmω (u). Par symétrie de Fω par rapport à la conjugaison complexe, Bp+m ou Bq+m n’est
pas un domaine de Jordan, ce qui est absurde. ◻
Assertion 6.6.19 ∂B1 ∩ ∂B2 est vide.
Preuve . Supposons que ∂B1∩∂B2 soit non vide. Alors ∂B4∩∂B5 est non vide. Soit u ∈ ∂B4∩∂B5.
Par symétrie de Fω par rapport à la conjugaison complexe, le conjugué complexe u de u est
aussi dans ∂B4 ∩ ∂B5. Les points F 2ω(u) et F 2ω(u), qui sont deux points distincts, sont dans
∂B1 ∩ ∂B2. Or les composantes de Fatou B1 et B2 ne sont pas dans la même composante
connexe de B4 ∪B5, donc {F 2ω(u), F 2ω(u)} = {u,u}. Ainsi le point u est 4-solution, donc fixe
par le corollaire 6.6.9. Dans ce cas BP(Fω) est connexe avec une forme d’étoile, c’est impossible
comme on l’a déjà expliqué. ◻
Alors ∂B1 est disjoint de tout autre bord d’une composante de Fatou périodique, sinon
l’intersection entre ∂B1 et ce bord contiendrait au moins deux points (un point et son conjugué
complexe) et par le corollaire 6.5.1 ∂B1 ∩ ∂B2 serait non vide. ∎
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Figure 6.15 – Une image de Fω.
Montrons maintenant que 5 est la période minimale pour une fraction rationnelle pré-transitive
de degré 2 dont l’ensemble de Julia est un tapis de Sierpiński.
Lemme 6.6.20 Soit g une fraction rationnelle postcritiquement finie hyper-
bolique pré-transitive de degré 2 et de période K ∈ {3,4}. L’ensemble de Julia
de g n’est pas un tapis de Sierpiński.
Preuve . Supposons queJ (g) soit un tapis de Sierpiński. Donnons des coordonnées de Bött-
cher aux composantes de Fatou périodiques de g. La restriction gK∣B est de degré 4 pour chaque
composante de Fatou périodique B, car g n’a que deux points critiques et ceux-ci ne sont pas
dans la même composante de Fatou (sinon cette composante de Fatou serait envoyée sur son
image avec un degré 3, par la formule de Riemann-Hurwitz). Donc les points d’aboutissement
des rayons internes d’angle m/3 (m ∈ {0,1,2}) des K composantes de Fatou périodiques sont
K-solutions (voir le lemme 6.6.21 ci-dessous). Ces points forment trois K-cycles distincts pour
g. Il y a ainsi au moins quatre K-cycles distincts pour g, étant donné que P(g) est aussi un
K-cycle. Mais g est de degré 2, donc n’a que deux 3-cycles et trois 4-cycles. ∎
Lemme 6.6.21 Soit g une fraction rationnelle postcritiquement finie hyper-
bolique pré-transitive de période K ≥ 2 et B une composante de Fatou pério-
dique, munie d’une coordonnée de Böttcher. Les points K-solutions de ∂B sont
les points d’aboutissement des rayons internes de B d’angle m/(D − 1), où m
est dans {0, . . . ,D − 2} et D =∏K−1j=0 deg(g∣fj(B)) = deg(gK∣B).
Preuve . Soit w un point K-solution dans ∂B. Tout simplement, puisque B est un domaine










Figure 7.1 – Un point c ∈ C − {0} est colorié en jaune si la fraction rationnelle Fc(z) = (z2 + c)/z2 possède
un cycle attractif, ou, de manière équivalente, si Fc est hyperbolique. (Merci à A. Chéritat pour cette image.)
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7.1 La famille
L’exemple type d’une fraction rationnelle postcritiquement finie hyperbolique pré-transitive
(c’est-à-dire une fraction rationnelle postcritiquement finie hyperbolique dont l’ensemble post-
critique est un cycle) est z ↦ 1/z2. Pour tout a ∈ C, l’un des deux points critiques de la
perturbation z ↦ a + 1/z2 est l’image de l’autre. Dans ce chapitre on étudie la famille
{Fc(z) = z2 + c
z2
∶ c ∈ C − {0}}
dans laquelle est représentée de manière unique chaque classe conforme de fractions rationnelles
quadratiques dont l’image d’un des deux points critiques est l’autre point critique (sauf celle
contenant z ↦ 1/z2).
Pour tout c ∈ C−{0}, les points critiques de Fc sont 0 et∞, avec la dynamique 0↦∞↦ 1↦ . . .
On note
H ∶= {c ∈ C − {0} ∶ Fc est hyperbolique},
E ∶= {c ∈ C − {0} ∶ Fc a un point fixe attractif}
et H1/2E ∶= {c ∈ C − {0} ∶ Fc a un 2-cycle attractif}.
Pour tout c ∈ E l’ensemble de Julia de Fc est totalement disconnexe (voir le lemme 7.2.2).
On appelle composante hyperbolique toute composante connexe de H .
Pour toute c ∈ C−{0}, Fc n’a qu’un seul cycle de composantes de Fatou, puisqu’elle n’a qu’une
seule grande orbite critique.
Définition 7.1.1 (Période) Soit c ∈ C−{0} tel que Fc soit hyperbolique. On dit que Fc est de
période K si son cycle de composantes de Fatou est de période K. On dit qu’une composante
connexe H de H est de période K si pour c ∈H la fraction rationnelle Fc est de période K.
Dans ce chapitre on construit des graphes admissibles pour certains éléments postcritique-
ment finis hyperboliques de cette famille.
Chaque composante hyperbolique H distincte de E et H1/2E possède un unique élément
cH tel que FcH soit postcritiquement finie. On appelle cet élément le centre de H. Dans la
section 7.6 on construit par récurrence un arbre admissible pour le centre de chaque composante
hyperbolique H vérifiant la propriété suivante : il existe un arc γ ⊂ C− {0} de cH à un point de
E , tel que ♯(γ ∩ (C−H )) < +∞ et pour chaque c ∈ γ ∩ (C−H ) la fraction rationnelle Fc ait un
cycle parabolique. On dit que H descend de E . Supposons, sans perte de généralité, que γ ne
traverse pas deux fois la même composante hyperbolique. Notons H0, . . . ,Hn les composantes
hyperboliques traversées par γ, numérotées dans l’ordre, avec H0 = E et Hn = H. Choisissons
pour chaque i ∈ {0, . . . , n} un point ci ∈ γ ∩Hi, et notons γi la partie de γ entre ci et ci+1. Les
résultats de G. Cui et L. Tan dans [CuiTan15] nous permettent de suivre la déformation de
l’ensemble de Julia le long de γ. On montre que pour tout i ∈ {2, . . . , n − 1}, le long de γi les
composantes de Fatou sont déformées en des ensembles de Julia remplis, de sorte que Fci+1 soit
renormalisable. On utilise cela pour construire un graphe admissible pour le centre de Hi+1 à
partir d’un graphe admissible pour le centre de Hi (i ≥ 2). Dans certains cas (que l’on identifie),
ceci est aussi vrai pour i = 1. Dans tous les cas, pour construire un graphe admissible pour
le centre de H, il suffit de construire un graphe admissible pour le centre de H1 et pour celui
de H2. Même si le centre de H1 et celui de H2 ne sont pas renormalisables, on peut suivre la
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déformation de l’ensemble de Julia le long de γ1 et γ2 et construire ces graphes admissibles. On
utilise la procédure développée dans le chapitre 5.
Pour pouvoir utiliser les résultats de G. Cui et L. Tan on a besoin de paramétrer les com-
posantes hyperboliques par le multiplicateur du cycle attractif (section 7.3). Pour tout c ∈H
notons λ(c) le multiplicateur du cycle attractif de Fc. On s’occupe d’abord de H1/2E . On montre
que H1/2E est une composante hyperbolique et que la fonction c ∈ H1/2E ↦ λ(c) est un isomor-
phisme sur D − {0}. On obtient même H1/2E = {z ∈ C ∶ ∣z∣ > 4}. On s’occupe ensuite de E . On
montre que E est une composante hyperbolique et que la fonction c ∈ E ↦ λ(c) est un isomor-
phisme sur D − {0}. Pour montrer cela on utilise une formule de J. Bobenrieth qui donne les
points fixes de Fc et leur multiplicateur ([Bob02]). Pour toute autre composante hyperbolique
H, il existe un unique élément cH ∈ H tel que FcH soit postcritiquement finie, et la fonction
c ∈ H ↦ λ(c) est un revêtement ramifié de degré 3 au-dessus de D, uniquement ramifié en
cH . On obtient ce paramétrage grâce à un résultat de M. Rees qui paramètre les composantes
connexes de l’espace des fractions rationnelles quadratiques hyperboliques ([Ree90]).
On a aussi besoin de poursuivre l’étude, commencée dans le chapitre 6, de l’agencement
des composantes de Fatou périodiques B1, . . . ,BK pour un paramètre c dans une composante
hyperbolique de période K ≥ 3 (section 7.4). On a vu dans le chapitre 6 que si B1 ∪ ⋅ ⋅ ⋅ ∪BK
a strictement moins de K composantes connexes alors celles-ci ont des formes d’étoiles ou de
couronnes. On voit ici que si B1 ∪ ⋅ ⋅ ⋅ ∪BK a strictement moins de K composantes connexes
alors celles-ci n’ont pas des formes de couronnes, et donc ont des formes d’étoiles.
Toutes les composantes hyperboliques ne descendent pas de E . On peut penser, par exemple,
à celles dont les éléments ont un tapis de Sierpiński pour ensemble de Julia, que l’on appelle
des îlots. On sait qu’il existe des îlots (voir le lemme 6.6.17). On peut essayer de construire un
graphe admissible pour le centre de chaque îlot en utilisant le résultat de Y. Gao, P. Haïssinsky,
D. Meyer et J. Zeng (voir le chapitre 5, section 5.1). On peut alors essayer de construire un
graphe admissible pour le centre de chaque composante hyperbolique qui descend d’un îlot, en
suivant la déformation de l’ensemble de Julia, comme pour les composantes hyperboliques qui
descendent de E . On ne connaît pas de composante hyperbolique qui ne soit pas E , qui ne
descende pas de E , qui ne soit pas un îlot et qui ne descende pas d’un îlot. Nous n’avons pas
encore de classification des composantes hyperboliques de cette famille.
Pour tout c ∈ R − {0} tel que Fc soit postcritiquement finie, la courbe de Jordan R est un
graphe admissible pour Fc. On montre que pour tout c ∈ C−{0} tel que Fc soit postcritiquement
finie, s’il existe un graphe admissible pour Fc qui soit une courbe de Jordan alors c est déterminée
par la position des points de l’orbite critique sur cette courbe (section 7.8).
Pour finir cette thèse, on identifie des paramètres c tels que les itérées F 2c sont des ac-
couplements (section 7.9). Ces paramètres sont les centres des composantes hyperboliques qui
descendent de H1/2E . On utilise pour cela la caractérisation des accouplements par des graphes
admissibles vue dans le chapitre 3.
7.2 Ce que l’on sait déjà sur cette famille
Cette famille a déjà été étudiée. M. Lyubich montre dans [Lyu86] que l’ensemble postcritique
de Fc est dense dans Cˆ pour un ensemble Gδ-dense de paramètres c. J. Bobenrieth montre
dans [Bob99] que H est dense dans C si et seulement si l’ensemble des paramètres c tels que
J (Fc) = Cˆ est d’intérieur vide. Cet ensemble est de mesure de Lebesgue non nulle d’après
un résultat de M. Rees ([Ree86]). J. Bobenrieth étudie aussi les perturbations des paramètres
paraboliques au bord de E dans [Bob02].
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Lemme 7.2.1 ([Mil93], lemme 8.2) L’ensemble de Julia d’une fraction ra-
tionnelle quadratique est ou bien connexe ou bien totalement disconnexe. Il est
totalement disconnexe si et seulement si les deux points critiques convergent
vers un point fixe attractif ou vers un point fixe parabolique de multiplicité 2
(sans être dans la grande orbite de celui-ci).
Corollaire 7.2.2 Pour tout c ∈ C − {0}, l’ensemble de Julia de Fc est ou
bien connexe ou bien totalement disconnexe. Il est totalement disconnexe si et
seulement si c ∈ E ∪ {−4/27}.
Preuve . Les deux points critiques de Fc convergent vers un point fixe attractif si et seulement
si c ∈ E . Les deux points critiques de Fc convergent vers un point fixe parabolique de multiplicité
2 si et seulement si c = −4/27. ∎
Lemme 7.2.3 Soit c ∈ H . Les deux points critiques de Fc sont dans des
composantes de Fatou périodiques. Ces composantes de Fatou sont distinctes
si et seulement si la période de Fc est au moins 2.
Preuve . La composante de Fatou B2 de Fc contenant le point ∞ est périodique, puisque tout
cycle de bassins immédiats attractifs doit contenir au moins un point critique. Étant donné que
le point 0 est le seul point qui soit envoyé par Fc sur le point ∞, la composante de Fatou B1
contenant le point 0 est la seule composante de Fatou qui soit envoyée par Fc sur B2. Donc
B1 est aussi périodique. Supposons que Fc soit de période au moins 2. Les points 0 et ∞ ne
peuvent pas être dans la même composante de Fatou car aucune composante de Fatou n’est
fixe. ∎
On rappelle que l’on sait que pour un paramètre c tel que Fc soit postcritiquement fini hyper-
bolique, les composantes de Fatou de Fc sont des domaines de Jordan (lemme 5.1.3).
7.3 Paramétrage des composantes hyperboliques par le mul-
tiplicateur du cycle attractif
Pour tout c ∈H notons λ(c) le multiplicateur du cycle attractif de Fc.
7.3.1 Paramétrage de H1/2E
Pour tout c ∈ C − {0} la fraction rationnelle Fc a un et un seul 2-cycle, puisqu’elle est de degré
2.
Proposition 7.3.1 Pour tout c ∈ C − {0} le multiplicateur du 2-cycle de Fc
est 4/c. Ainsi, H1/2E = {c ∈ C ∶ ∣z∣ > 4} et la fonction c ∈ H1/2E ↦ λ(c) est un
isomorphisme sur D − {0}.
Définition 7.3.2 (Rayons internes de H1/2E ) On appelle rayon interne de H1/2E d’angle
θ ∈ R/Z l’image par z ↦ 4/z du rayon de D − {0} d’angle θ.
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Preuve de la proposition 7.3.1. Soit c ∈ C − {0}. Si {u, v} est le 2-cycle de Fc alors son
multiplicateur est




) = 4c2(uv)3 .
Les points fixes de Fc sont les solutions de l’équation z3 − z2 − c = 0. Les points fixes de F 2c ,
autrement dit les points fixes de Fc et les points 2-périodiques de Fc, sont les solutions de
0 = z5 − (1 + c)z4 + 2cz3 − 2cz2 + c2z − c2 = (z3 − z2 − c)(z2 − cz + c).
Les points 2-périodiques de Fc sont donc les solutions de z2 − cz + c = 0. Précisément, le 2-cycle
de Fc est {u, v} avec u + v = c et uv = c. On a donc




Lemme 7.3.3 Pour tout c ∈ H1/2E l’ensemble de Julia J (Fc) est un quasi-
cercle.
Preuve . Soit c ∈ H1/2E . L’ensemble de Julia J (Fc) est connexe, et les deux points critiques 0
et ∞ ne sont pas dans la même composante de Fatou (lemme 7.2.3). La composante de Fatou
contenant 0 est la seule qui soit envoyée sur celle contenant ∞, et réciproquement. Ainsi il n’y
a pas d’autre composante de Fatou. D. Sullivan a montré que l’ensemble de Julia d’une fraction
rationnelle hyperbolique avec seulement deux composantes de Fatou est un quasi-cercle (voir
par exemple [CarGam95], VI, théorème 2.1). ∎
7.3.2 Paramétrage de E
Suivant Bobenrieth dans [Bob02] on considère la fraction rationnelle φE (u) = −4u/(2 + u)3.
Proposition 7.3.4 Pour tout u ∈ C − {−2,0}, le point 2/(2 + u) est un point
fixe de FφE (u) de multiplicateur u. La restriction de φE à D − {0} est un iso-
morphisme sur E . La restriction de φE à D est un homéomorphisme sur E .
L’inverse de φE ∶ D − {0}→ E est la fonction c ∈ E → λ(c).
Corollaire 7.3.5 L’ensemble E est connexe et ∂E − {0} est une courbe de
Jordan.
Définition 7.3.6 (Rayons internes de E ) On appelle rayon interne de E d’angle θ ∈ R/Z
l’image par φE du rayon de D − {0} d’angle θ.
Preuve de la proposition 7.3.4. Pour tout u ∈ C − {−2,0} on a
FφE (u)( 22 + u) = 1 − 4u(2 + u)3 (2 + u)24 = 1 − u2 + u = 22 + u
et
F ′φE (u)( 22 + u) = −2( −4u(2+u)3 )8 (2 + u)3 = u.
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Ainsi, pour tout u ∈ C − {−2,0} le point 2/(2 + u) est un point fixe de FφE (u) de multiplicateur
u. Donc φE (D − {0}) ⊂ E .
On a φ−1E (C − {0}) = C − {−2,0}, et les points critiques de φE sont 1 et ∞. Ainsi, pour tout
c ∈ C − {0, φE (1)}, φ−1E (c) contient trois points distincts u1, u2, u3, et les trois points fixes de Fc
sont 2/(2 + u1), 2/(2 + u2) et 2/(2 + u3) avec pour multiplicateur respectif u1, u2 et u3.
Montrons que E = φE (D − {0}). On sait déjà que φE (D − {0}) ⊂ E . Le point φE (1) n’est
pas dans E . En effet, s’il l’était alors FφE (1) aurait un point fixe attractif et un point fixe
parabolique. Or chacun de ces deux points devrait attirer un point critique de FφE (1) (théorème
1.3.6). Comme FφE (1) n’a qu’une seule grande orbite critique c’est impossible. Ainsi, pour tout
c ∈ E , φ−1E (c) contient trois points distincts u1, u2, u3, et les trois points fixes de Fc sont 2/(2+u1),
2/(2+u2) et 2/(2+u3) avec pour multiplicateur respectif u1, u2 et u3. Donc un des ui est dans
D − {0}, et donc c ∈ φE (D − {0}). Ainsi, E ⊂ φE (D − {0}) et E = φE (D − {0}).
Montrons maintenant que E = φE (D). Pour tout c ∈ ∂E − {0}, on a c ∈ C − {0}, car E est
borné (∣c∣ < 4 pour tout c ∉ H1/2E , proposition 7.3.1). Ainsi, pour tout c ∈ ∂E − {0} il existe un
u ∈ ∂D tel que φE (u) = c. Donc E ⊂ φE (D). Par continuité de φE , on a φE (D) ⊂ φE (D − {0}) = E .
Montrons pour finir que la restriction de φE à D est injective. Le point 0 est l’unique point
de D qui est envoyé par φE sur 0. Supposons qu’il existe deux points distincts u1, u2 de D− {0}
tels que φE (u1) = φE (u2). Alors 2/(2 + u1) et 2/(2 + u2) sont deux points fixes non répulsifs
distincts de FφE (u1). Dans [Shi87], M. Shishikura montre qu’une fraction rationnelle ne peut pas
avoir strictement plus de cycles non répulsifs que de grandes orbites critiques. Comme FφE (u1)
n’a qu’une seule grande orbite critique, elle ne peut pas avoir deux points fixes non répulsifs
distincts. Donc φE est injective sur D. ∎
7.3.3 Paramétrage des autres composantes hyperboliques
Puisque E et H1/2E sont connexes, ce sont des composantes hyperboliques, et toutes les autres
composantes hyperboliques sont de période au moins 3.
Proposition 7.3.7 Soit H une composante hyperbolique de période supérieure
ou égale à 3. Il existe un unique point c de H tel que le cycle attractif de Fc
soit super-attractif, ou, de manière équivalente, tel que Fc soit postcritiquement
finie. La fonction c ∈ H → λ(c) est un revêtement ramifié de degré 3 de D,
uniquement ramifié au point c tel que Fc soit postcritiquement finie, avec une
multiplicité maximale.
Définition 7.3.8 (Centre d’une composante hyperbolique) Le centre d’une composante
hyperbolique H de période au moins 3 est l’unique paramètre c ∈H tel que Fc soit postcritique-
ment finie. On le note cH .
NotonsM2H l’espace des fractions rationnelles quadratiques hyperboliques (à conjugaison
par une transformation de Möbius près). La propositon 7.3.7 est un corollaire de deux résultats
montrés par Mary Rees dans [Ree90]. Elle y paramètre les composantes connexes de M2H .
Dans le but de simplifier au maximum la lecture on ne détaillera pas ici la façon dont on
utilise ces résultats, mais on donne simplement une idée rapide. Les détails sont écrits dans
l’annexe B.
Preuve de la proposition 7.3.7 (idée). Soit H une composante hyperbolique (de notre
famille) de période au moins 3. Soit Hˆ la composante connexe de M2H qui contient H. Pour
tout g ∈ Hˆ :
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⋅ les deux points critiques de g, notés c1 et c2, sont dans un même cycle de composantes
de Fatou,⋅ la composante de Fatou U1 contenant c1 n’est pas la composante de Fatou U2 contenant
c2,⋅ g(U1) = U2.
Mary Rees montre dans [Ree90] :⋅ qu’il existe un unique élément postcritiquement fini dans Hˆ, appelé le centre de Hˆ et noté
gHˆ ,⋅ que l’on peut paramétrer Hˆ par l’association du multiplicateur du cycle attractif et de la
position de g(c1) par rapport à c2 dans U2, et que ce paramétrage est un revêtement ramifié
de degré 3 dont le seul point de ramification est gHˆ , avec une multiplicité maximale.
Soit C l’intersection de Hˆ avec notre famille, c’est-à-dire C = {g ∈ Hˆ ∶ g(c1) = c2}. Il est
raisonnable de penser que C soit paramétrée par le multiplicateur du cycle attractif, car il n’y
a plus aucune liberté sur la position de g(c1) par rapport à c2 dans U2, on a g(c1) = c2.
Pour g ∈ Hˆ notons λ(g) le multiplicateur du cycle attractif de g. Pour chaque µ ∈ D il existe
un ensemble F IIµ et il existe une fonction v définie sur Hˆ, tels que v(g) ∈ F IIλ(g), et tels que
l’application
PHˆ ∶ Hˆ → U ∶= {(µ, ξ) ∶ µ ∈ D, ξ ∈ F IIµ }
g ↦ (λ(g), v(g))
soit un revêtement ramifié de degré 3, uniquement ramifié en gHˆ , avec une multiplicité maximale.
On a gHˆ ∈ C, car gHˆ(c1) = c2. Il existe un ensemble connexe A ⊂ U , homéomorphe à D par la
projection pi de la première coordonnée, tel que P −1
Hˆ
(A) = C. Chaque composante connexe de
C est donc envoyée par PHˆ sur A. Comme C contient gHˆ qui est un point de ramification
de PHˆ de multiplicité maximale, chaque composante connexe de C contient gHˆ . Donc C est
connexe. Ainsi la restriction PHˆ ∶ C → A est un revêtement ramifié de degré 3. Comme H est
une composante connexe de C, on a C =H. La composition
H
PHˆÐ→ A piÐ→ D,
est l’application c ∈H ↦ λ(c). Comme pi ∶ A→ D est un homéomorphisme, c ∈H ↦ λ(c) est un
revêtement ramifié de degré 3 dont le seul point de ramification est le centre de Hˆ, avec une
multiplicité maximale. ∎
Lemme 7.3.9 Soit H une composante hyperbolique de période au moins 3.
1. Le bord ∂H est localement connexe.
2. Il existe un isomorphisme φH ∶ D→H tel que pour tout z ∈ D,
λ(φH(z)) = z3.
Preuve . 1. Soit K ≥ 3 la période de H. Puisque chaque Fc n’a qu’une seule grande orbite
critique, l’ensemble
ZK = {(c, z) ∈ C − {0} × Cˆ ∶ z est un point K-périodique attractif de Fc}
est un ensemble semi-algébrique. Dans [BocCosRoy87] on peut voir que l’image de la projection(c, z) ∈ ZK ↦ c est un ensemble semi-algébrique. La composante hyperbolique H est une
105
CHAPITRE 7. UNE FAMILLE DE FRACTIONS RATIONNELLES
POSTCRITIQUEMENT FINIES HYPERBOLIQUES PRÉ-TRANSITIVES
composante connexe de l’image de (c, z) ∈ ZK ↦ c. On peut également voir dans [BocCosRoy87]
que H est un ensemble semi-algégrique (en tant que composante connexe d’un ensemble semi-
algégrique), et que ∂H est un ensemble semi-algégrique (en tant que bord d’un ensemble semi-
algébrique).
2. L’application c ∈ H − {cH} → λ(c) est un revêtement non ramifié de degré 3 de D − {0}.
Il existe donc un homéomorphisme φH ∶ D − {0} → H − {cH} tel que λ(φH(z)) = z3 pour tout
z ∈ D − {0} (voir par exemple [Ful95], section 19b). Comme c ∈H − {cH}↦ λ(c) est analytique
et localement injective, l’homéomorphisme φH est analytique. On le prolonge analytiquement
à D par φH(0) = cH . ∎
Définition 7.3.10 (Rayons internes) Soit H une composante hyperbolique de période au
moins 3. On appelle rayon interne de H d’angle θ ∈ R/Z l’image par φH d’un rayon de D
d’angle θ/3 +m/3, m ∈ {0,1,2}.
Pour tout θ ∈ R/Z, H a donc exactement trois rayons internes d’angle θ.
7.4 Agencement des composantes de Fatou périodiques
Tout au long de cette section on considère une composante hyperbolique H de période K ≥ 3
et on note f ∶= FcH pour alléger les écritures. On note B1, . . . ,BK les composantes de Fatou
périodiques de f en respectant la dynamique de f , en partant de 0 ∈ B1. On rappelle que l’on
note BP(f) l’union des composantes de Fatou périodiques de f . On choisit une famille cohérente
de coordonnées de Böttcher pour les composantes de Fatou périodiques de f . On note Ri(θ) le
rayon interne de Bi d’angle θ ∈ R/Z.
On sait que
Lemme 7.4.1 L’ensemble de Julia J (f) est un tapis de Sierpiński si et
seulement si BP(f) a strictement moins de K composantes connexes.
(Voir le lemme 5.1.2) Dans le chapitre 6 on a étudié l’agencement des composantes de Fatou
périodiques pour une fraction rationnelle postcritiquement finie hyperbolique avec un cycle pour
ensemble postcritique. L’ensemble postcritique de f est un cycle. On a obtenu entre autres les
faits suivants :
Lemme 7.4.2
1. Si ∂B1 ∩ ∂B2 = ∅ alors pour tous p, q ∈ {1, . . . ,K} distincts l’intersection
∂Bp ∩ ∂Bq contient au plus un point.
2. Si J (f) n’est pas un tapis de Sierpiński alors les composantes connexes
de BP(f) ont une forme d’étoile ou de couronne, et éventuellement les
deux.
3. S’il existe l,m ∈ {1, . . . ,K} et deux points distincts u et v dans ∂Bl∩∂Bm
tels que f(u) = f(v), alors {Bl,Bm} ⊂ {B1,B2}.
4. Supposons que BP(f) ait 1 ≤ L < K composantes connexes en forme
d’étoiles. Si un point d’intersection entre les bords de deux composantes
de Fatou périodiques est M-périodique pour M <K, alors M = L.
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Le point 1 découle de la proposition 6.5.1 étant donné que B1 et B2 sont les seules composantes
de Fatou de f contenant des points critiques. Le point 2 découle de la proposition 6.6.2 étant
donné qu’ici le degré est 2. Le point 3 est le lemme 6.5.2. Enfin, le point 4 est simplement la
proposition 6.6.3.
Dans cette section on montre :
Proposition 7.4.3 Si J (f) n’est pas un tapis de Sierpiński alors les com-
posantes connexes de BP(f) n’ont pas une forme de couronne.
Proposition 7.4.4 1. Si BP(f) est connexe alors l’intersection ⋂j≥1Bj
contient un ou deux points, et ceux-ci sont fixes. Si, de plus, l’intersection
entre les bords de deux composantes de Fatou périodiques contient un point
M-périodique pour M <K, alors M = 1.
2. Si BP(f) a 1 < L <K composantes connexes alors ses composantes connexes
ont une forme d’étoile. De plus, toute intersection entre les bords de deux
composantes de Fatou distinctes contient au plus un point.
Proposition 7.4.5 Supposons que BP(f) soit connexe. Soit u ∈ ⋂j≥1Bj.
1. Supposons que le nombre de rotation de f en u ne soit ni 1/K ni(K − 1)/K. Alors ⋂j≥1Bj = {u}. Il n’y a qu’un nombre fini de point
d’intersection entre les bords de deux composantes de Fatou périodiques,
et chacun de ces points est finalement envoyé sur le point u.
2. Supposons que le nombre de rotation de f en u soit 1/K ou (K − 1)/K.
Alors ⋂j≥1Bj = {u,u} (où u est le conjugué complexe de u). Toute in-
tersection entre les bords de deux composantes de Fatou périodiques est
réduite à {u,u} sauf celles de la forme ∂Bl ∩ ∂Bl+1 qui contiennent une
infinité de points.
Tout cela nous permet de définir le nombre de rotation d’une composante hyperbolique.
Définition 7.4.6 (Nombre de rotation d’une composante hyperbolique) Soit H ′ une
composante hyperbolique de période K ′ ≥ 3 et B′1, . . . ,B′K′ les composantes de Fatou périodiques
de FcH′ . On dit que H ′ est de nombre de rotation p/q si B′1 ∪ ⋅ ⋅ ⋅ ∪B′K a K ′/q composantes
connexes et ⋂j≥0Bi+jK′/q contient un point en lequel FK′/qcH′ a pour nombre de rotation p/q.
Remarque. Si H est de nombre de rotation p/q avec q <K, alors H n’a qu’un seul nombre de
rotation. Si H est de nombre de rotation p/K avec p ∉ {1,K−1}, alors H n’a qu’un seul nombre
de rotation. Si H est de nombre de rotation 1/K ou (K − 1)/K, alors H a deux nombres de
rotation qui sont 1/K et (K − 1)/K.
La preuve de la proposition 7.4.3 consiste en les lemmes 7.4.7 et 7.4.8. La proposition 7.4.4
découle de cette proposition et des résultats rappelés dans le lemme 7.4.2. La preuve du point
2 de la proposition 7.4.5 consiste en les lemmes 7.4.10, 7.4.12 et 7.4.16.
Notation. Dans la preuve du point 2 de la proposition 7.4.5 on voit qu’il existe une composante
hyperbolique H de nombre de rotation 1/K, et qu’elle est unique. On la note H1/KE . Cette
notation est justifiée dans la section 7.6.1.
Remarque. On voit dans la section 7.5 que pour tout K ≥ 3 et tout p ∈ {1, . . . ,K − 1} qui
ne divise pas K, il existe une composante hyperbolique H de nombre de rotation p/K (étant
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donné qu’il n’y a qu’un seul cycle de composantes de Fatou, il ne peut évidemment pas exister
de composante hyperbolique de période p/q si p divise q.)
Lemme 7.4.7 Si BP(f) est connexe alors BP(f) n’a pas une forme de cou-
ronne.
Preuve . Supposons que BP(f) soit connexe avec une forme de couronne. Cela signifie qu’il
existe un r ∈ {1, . . . ,K − 1} tel que ∂B1 ∩ ∂B1+r contienne un point w K-périodique et ♯{B1+jr ∶
j ≥ 0} =K.
Le point fK−r(w) est dans ∂B1−r ∩ ∂B1. Soit R le rayon interne de B1 aboutissant sur w,
R′ celui aboutissant sur fK−r(w), et
Γ ∶= K−1⋃
j=0 f j(R ∪R′).
(Voir la figure 7.2) C’est une courbe de Jordan telle que Γ ∩J (f) = {w,f(w), . . . , fK−1(w)}
et sur laquelle f est injective.
Notons γ la fermeture de la composante connexe de Γ− {0,∞} qui contient w. On a γ ∩B1 = R
et γ ∩B2 = f(R′). De plus, l’arc γ est un relevé de f(γ).
D’après le lemme 6.6.21, puisque la restriction de fK à B1 est de degré 4 les angles des rayons
internes R et R′ (qui sont fixes par fK) sont dans {0,1/3,2/3}.
Supposons que R = R1(0) et R′ = R1(1/3). Alors f(R) = R2(0) et f(R′) = R2(2/3). Comme
f est injective sur γ, l’image f(γ) est un arc du point ∞ au point 1 qui sont les deux valeurs
critiques de f . Donc l’intérieur de f(γ) ne contient pas de valeur critique. Soit γ˜ le relevé de
f(γ) qui n’est pas γ. C’est un arc de 0 à ∞ dont l’intérieur ne contient aucun point périodique.
On a γ˜ ∩ B1 = R1(1/2) et γ˜ ∩ B2 = R2(1/6). Les intérieurs de γ et γ˜ sont disjoints, sinon un
point d’intersection serait un point critique. Comme R1(1/2) et R2(1/6) ne sont pas dans la
même composante connexe de S2 − Γ, l’intérieur ˚˜γ de γ˜ intersecte Γ. Puisque γ˜ et Γ ne sont
faits que de fermetures de rayons internes de composantes de Fatou, tout point de Γ ∩ ˚˜γ est
dans P(f) ∪ {w,f(w), . . . , fK−1(w)} qui ne contient que des points périodiques. Or les deux
seuls points de γ˜ qui sont périodiques sont ses extrémités 0 et ∞, donc c’est absurde. On ne
peut donc pas avoir R = R1(0) et R′ = R1(1/3) (voir la figure 7.2).
Pour les autres choix d’angles pour R et R′, le même raisonnement aboutit à la même
absurdité. Ainsi BP(f) ne peut pas avoir une forme de couronne si BP(f) est connexe. ∎
La preuve du lemme 7.4.7 ne dépend pas du fait qu’un point critique soit l’image de l’autre
point critique. Ce lemme reste vrai quelles que soient les positions des deux points critiques
dans le cycle. La preuve du lemme 7.4.8 suivant, par contre, dépend du fait qu’un point critique
soit l’image de l’autre point critique.
Lemme 7.4.8 Si BP(f) a 1 < L < K composantes connexes alors elles n’ont
pas une forme de couronne.
Preuve . Supposons que BP(f) ait 1 < L < K composantes connexes en forme de couronne.
Cela signifie qu’il existe un r ∈ {1, . . . ,K − 1} tel que ∂B1 ∩ ∂B1+r contienne un point w K-
périodique et ♯{B1+jr ∶ j ≥ 0} =K/L.
Le point fK−r(w) est dans ∂B1−r ∩ ∂B1. Soit R le rayon interne de B1 aboutissant sur w, R′
celui aboutissant sur fK−r(w), et
Γ ∶= K−1⋃
j=0 f j(R ∪R′).
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Figure 7.2 – La courbe de Jordan Γ est la courbe en pointillés. Si R = R1(0) et R′ = R1(1/3) alors
R1(1/2) − {0} et R2(1/6) − {0} ne sont pas dans la même composante connexe de S2 − Γ.
C’est une union de L courbes de Jordan disjointes telle que Γ∩J (f) = {w,f(w), . . . , fK−1(w)}
et sur laquelle f est injective. Notons Γi la composante connexe de Γ intersectant Bi, i ∈{1, . . . , L}. Chaque restriction f ∶ Γi → Γi+1 est un homéomorphisme (voir la figure 7.3).
D’après le lemme 6.6.21, les points ω et fK−r(ω) sont les points d’aboutissement des rayons
internes de B1 d’angles dans {0,1/3,2/3}.
Supposons que R = R1(0) et R′ = R1(1/3). Soit Γ˜1 ∶= f−1(Γ2) − Γ1. C’est une courbe de
Jordan telle que :⋅ Γ˜1 ∩ Γ1 = {0} ;⋅ le seul point périodique dans Γ˜1 soit le point 0, et donc Γ˜1 ∩ Γ2 = ∅ ;⋅ Γ˜1 ∩B1 = R1(1/2) ∪R1(5/6).
(Voir la figure 7.4.) Ainsi le complémentaire de Γ1 ∪ Γ˜1 a trois composantes connexes, chacune
étant un disque envoyé par f sur une composante connexe de S2 − Γ2. L’une de ces trois
composantes connexes est envoyée sur son image avec un degré 2, on la note U1. Précisément,
U1 est la composante connexe de S2 − (Γ1 ∪ Γ˜1) contenant R1(3/8) et R1(7/8). L’image f(U1)
est donc la composante connexe de S2 − Γ2 contenant le rayon interne R2(3/4).
De même, on définit
Γ˜2 ∶= f−1(Γ3) − Γ2
(Γ3 peut très bien être Γ1). C’est une courbe de Jordan telle que :⋅ Γ˜2 ∩ Γ2 = {∞} ;⋅ le seul point périodique de Γ˜2 soit le point ∞, et donc Γ˜2 ∩ Γ1 = ∅ ;⋅ Γ˜2 ∩ Γ˜1 = ∅ (car Γ1 ∩ Γ2 = ∅) ;⋅ Γ˜2 ∩B2 = R2(1/2) ∪R1(1/6) (car Γ2 ∩B2 = R2(0) ∪R2(2/3)).
Ainsi le complémentaire de Γ2 ∪ Γ˜2 a également trois composantes connexes, chacune étant un
disque envoyé par f sur une composante connexe du complémentaire de Γ3. L’une de ces trois
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composantes connexes est envoyée sur son image avec un degré 2, on la note U2. Précisément,
U2 est la composante connexe de S2 − (Γ2 ∪ Γ˜2) contenant R2(1/8) et R2(5/8).
Comme U1 est un disque envoyé avec un degré 2 sur son image, la formule de Riemann-Hurwitz
assure que le point critique ∞ est dans U1, et donc Γ2 ∪ Γ˜2 est inclus dans U1, puisque Γ2 ∪ Γ˜2
est disjoint de Γ1 ∪ Γ˜1.
De même, comme U2 est un disque envoyé avec un degré 2 sur son image, le point critique 0
doit être dans U2. Mais alors f(U1) est inclus dans U1, ce qui implique que U1 est inclus dans
l’ensemble de Fatou F (f) (par le théorème de Montel 1.3.1). C’est absurde (Voir les figures
7.3, 7.4 et 7.5). Donc on ne peut pas avoir R = R1(0) et R′ = R1(1/3).
Les autres choix d’angles pour R et R′ aboutissent à la même absurdité. ∎
La proposition 7.4.3 découle des lemmes 7.4.7 et 7.4.8.
Preuve de la proposition 7.4.4. Supposons que BP(f) ait 1 ≤ L <K composantes connexes.
On sait par le point 2 du lemme 7.4.2 que ces composantes connexes ont une forme d’étoile ou
de couronne, et éventuellement les deux. On sait maintenant par la proposition 7.4.3 qu’elles
ont une forme d’étoile.
Si L = 1 alors par définition l’intersection ∩j≥1Bj contient un point fixe u. L’intersection∩j≥1Bj contient au plus deux points étant donné que les composantes de Fatou Bi sont des
domaines de Jordan (voir le lemme 6.3.2). S’il y a un deuxième point v dans ∩j≥1Bj alors il est
forcément fixe puisque l’ordre circulaire des composantes de Fatou Bi en v est l’inverse de celui
en u. La dernière affirmation découle du point 4 du lemme 7.4.2.
Si 1 < L < K alors l’intersection entre les bords de deux composantes de Fatou périodiques
ne contient au plus qu’un point, car ∂B1 ∩ ∂B2 = ∅ étant donné que B1 et B2 ne sont pas dans
la même composante connexe de BP(f) (point 1. du lemme 7.4.2). Supposons que l’intersection
entre les bords de deux composantes de Fatou distinctes B et B′ contienne au moins deux points.
Alors ∂fm(B) ∩ ∂fm(B′) contient au moins deux points jusqu’à ce que {fm(B), fm(B′)} ={B1,B2}. Or ∂B1 ∩ ∂B2 = ∅, donc ∂fm(B)∩ ∂fm(B′) contient au moins deux points pour tout
m ≥ 0. C’est absurde. ∎
Preuve du point 1 de la proposition 7.4.5. (Voir la figure 7.6) Supposons que BP(f) soit
connexe et que l’intersection ∩j≥1Bj contienne un point u en lequel le nombre de rotation de f
ne soit ni 1/K ni (K − 1)/K. Remarquons que dans ce cas on a forcément K ≥ 5.
L’intersection ∂B1∩∂B2 doit contenir le point −u, puisque les bords ∂B1 et ∂B2 contiennent
tous les deux le point u et sont tous les deux envoyés avec un degré 2 sur leur image respective.
Comme le nombre de rotation de f en u n’est ni 1/K ni (K − 1)/K, les composantes de Fatou
B3, . . . ,BK ne sont pas toutes dans la même composante connexe de Cˆ − (B1 ∪B2). Ainsi,∩j≥1Bj = {u}.
Assertion 7.4.9 ∂B1 ∩ ∂B2 = {u,−u}.
Preuve . Supposons qu’il existe un troisième point v dans ∂B1 ∩ ∂B2. On a f(v) ≠ u et en fait
fn(v) ≠ u pour tout n ∈ {0, . . . ,K}, d’après le point 4 du lemme 7.4.2. Notons U1, . . . , UK les
composantes de Fatou périodiques en respectant l’ordre trigonométrique autour du point u, en
partant de U1 = B1. Soit l ∈ {2, . . . ,K − 1} tel que B1+l = UK . On a {B1+l,B2+l} ∩ {B1,B2} = ∅.
Les composantes de Fatou B1+l et B2+l ne sont pas dans la même composante de Cˆ−(B1 ∪B2).
Puisque f l(v) ∈ ∂B1+l∩∂B2+l, on obtient f l(v) ∈ {u,−u}, donc f l+1(v) = u. Or l+1 ∈ {3, . . . ,K},
donc c’est absurde. ◻
Ainsi pour tout p ∈ {1, . . . ,K} l’intersection ∂Bp ∩∂Bp+1 ne contient qu’au plus deux points
qui sont finalement envoyés sur u, sinon ∂B1 ∩ ∂B2 contiendrait au moins trois points.
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Figure 7.4 – La courbe de Jordan Γ˜1 est la courbe en tirets de gauche, Γ˜2 est celle de droite. La composante




Figure 7.5 – On doit avoir f(U1) ⊂ U1 pour que 0 soit dans U2.
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Notons ri(θ) le point d’aboutissement du rayon interne de Bi d’angle θ. Quitte à changer
les coordonnées de Böttcher que nous avons choisies au début de la section, disons que u = ri(0)
pour tout i ∈ {1, . . . ,K}. Comme ∂B1 ∩ ∂B2 contient −u = r2(1/2), il faut qu’une pré-image de
B1 par f soit attachée en r1(1/4) et une en r1(3/4). Puisque ces points ne sont pas dans la
même composante connexe de Cˆ − (B1 ∪B2), ce n’est pas la même pré-image qui est attachée
aux deux points. Disons par exemple que BK soit attachée à B1 en r1(3/4) et que l’autre pré-
image soit attachée à B1 en r1(1/4). dans ce cas-là, aucune composante de Fatou périodique
ne peut être attachée à B1 en r1(θ) pour tout θ ∈]1/4; 1/2[.
Montrons qu’aucune composante de Fatou périodique ne peut être attachée à B1 en r1(θ)
pour tout θ ∈]0; 1/4[∪]1/2; 3/4[∪]3/4; 1[. Supposons qu’une composante de Fatou périodique
soit attachée à B1 en r1(θ) pour un certain θ ∈]0; 1/4[. Alors cette composante de Fatou n’est
pas B2, par l’assertion 7.4.9. Donc r1(θ) n’est jamais envoyé sur u, par le point 4 du lemme 7.4.2.
Ainsi 4nθ ∈]0; 1/4[ pour tout entier n ≥ 0. C’est impossible. Du coup aucune composante de
Fatou périodique n’est attachée à B1 en r1(θ) pour tout θ ∈]0; 1/4[. On montre de la même façon
qu’aucune composante de Fatou périodique n’est attachée à B1 en r1(θ) pour tout θ ∈]3/4; 1[.
Supposons maintenant qu’une composante de Fatou périodique soit attachée à B1 en r1(θ)
pour un certain θ ∈]1/2; 3/4[. Par le même raisonnement on obtient 4nθ ∈]1/2; 3/4[ pour tout
entier n ≥ 0 donc forcément θ = 2/3. Disons que cette composante soit Um. Alors Um−1 doit
être attachée à UK en un autre point que u. Seulement, Um−1 et UK ne sont pas dans la même
composante connexe de Um ∪B1 ni dans la même composante connexe de B1 ∪B2, donc on a
forcément r1(2/3) = −u = r1(1/2). Alors B1 n’est pas un domaine de Jordan, ce qui est absurde.
La preuve est identique dans le cas où BK est attachée à B1 en r1(1/4) et que l’autre pré-image
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Figure 7.6 – Un exemple avec K = 7 et un nombre de rotation 5/7.
On prouve maintenant la partie 2 de la proposition 7.4.5. Supposons que BP(f) soit connexe
et que ⋂j≥1Bj contienne un point fixe u en lequel le nombre de rotation de f soit 1/K ou(K−1)/K. L’idée est la suivante. Les lemmes 7.4.10 et 7.4.12 montrent qu’il existe un paramètre
cK tel que :⋅ FcK soit postcritiquement finie hyperbolique de période K ;
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⋅ ⋂j≥1 Ωj contienne deux points fixes, où Ω1, . . .ΩK sont les composantes de Fatou pério-
diques de FcK ;⋅ le nombre de rotation de FcK en un de ces deux points soit 1/K et celui en l’autre soit(K − 1)/K.
Le lemme 7.4.16 montre que ce paramètre cK est unique. On en déduit donc que f = FcK . Le
paramètre cK est réel, donc le deuxième point de ⋂j≥1Bj est le conjugué complexe u de u.
Justifions tout de suite l’affirmation sur le nombre de points d’intersection. Soit l ∈ {1, . . . ,K}.
Supposons que Bm ∉ {Bl−1,Bl+1}. Vu les nombres de rotations, Bm et Bl ne sont pas dans la
même composante connexe de Cˆ − (Bl−1 ∪Bl+1). Dans ce cas l’intersection ∂Bl ∩ ∂Bm ne peut
contenir que les points u et u. Supposons maintenant que Bm ∈ {Bl−1,Bl+1}. Alors la corde
entre Bm et Bl qui passe par le point u est isotope relativement à P(f) à celle passant par
le point u. Ces deux cordes sont périodiques puisque les points u et u sont périodiques. Par le
point 2 du corollaire 6.2.1, l’intersection ∂Bl ∩ ∂Bm contient alors une infinité de points.
Lemme 7.4.10 Pour tout entier q ≥ 3 il existe un paramètre réel cq tel que
0 = F qcq(0) < F q−1cq (0) < ⋅ ⋅ ⋅ < F 4cq(0) < F 3cq(0) < 1.
Preuve . Notons Xq la fonction c ↦ F qc (0). La preuve repose sur l’étude de Xq. L’ensemble
des zéros de Xq contient l’ensemble des paramètres c tels que Fc soit postcritiquement finie
hyperbolique de période q. L’ensemble des pôles de Xq contient les zéros de Xq−1.
On aura besoin de la dérivée de Xq. Là où cette dérivée est définie, on la calcule grâce à la
formule
X ′q(c) = −2c(Xq−1(c))3 (Xq−1)′(c) + 1(Xq−1(c))2 .
Pour q = 3 on a c3 = −1. Le lemme découle de l’assertion suivante.
Assertion 7.4.11 Pour tout q ≥ 4 il existe des réels c3 < ⋅ ⋅ ⋅ < cq < 0 tels que
pour tout 4 ≤ k ≤ q :
(i) la fonction Xk soit définie, continue et dérivable sur ]ck−1; 0[ ;
(ii) X ′k(c) > 0 pour tout c ∈]ck−1; 0[ ;
(iii) Xk(ck) = 0 ;
(iv) 0 <Xk−1(ck) < ⋅ ⋅ ⋅ <X3(ck) < 1 ;
(v) 0 <Xk(c) < ⋅ ⋅ ⋅ <X3(c) < 1 pour tout c ∈]ck; 0[.
Preuve . Montrons cette assertion par récurrence.
On a
X4(c) = (1 + c)2 + c(1 + c)2 .
La fonction X4 est bien définie, continue et dérivable sur l’intervalle ]c3; 0[, donc (i) est vrai
pour q = 4. La dérivée de X4 (X4)′(c) = 1 − c(1 + c)3 .
est strictement positive sur ]c3; 0[, donc (ii) est vrai pour q = 4. On résoud l’équation du second
degré X4(c) = 0, on trouve deux solutions dont (−3 +√5)/2 que l’on note c4. On a c3 < c4 < 0,
ainsi (iii) est vrai pour q = 4. De plus, c4 est l’unique solution de l’équation X4(c) = 0 dans
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]c3; 0[. On a aussi 0 <X3(c4) = 1 + c4 = (−1 +√5)/2 < 1 donc (iv) est vrai pour q = 4. Pour tout
c ∈]c4; 0[ on a 0 < X3(c) = 1 + c < 1 et donc X4(c) < X3(c) < 1 car la fonction z ↦ Fc(z) est
strictement croissante sur ]0; 1] pour tout c < 0. Enfin, la fonction X4 est strictement croissante
sur ]c3; 0[ donc pour tout c ∈]c4; 0[ on a 0 = X4(c4) < X4(c), d’où 0 < X4(c) < X3(c) < 1 pour
tout c ∈]c4; 0[. Ainsi (v) est vrai pour q = 4.
Supposons maintenant que l’assertion soit vraie pour un certain q ≥ 4.
(i) Comme Xq est définie, continue, dérivable sur ]cq−1; 0[, avec X ′q(c) > 0 pour tout ]cq−1; 0[,
et comme Xq(cq) = 0 avec cq ∈]cq−1; 0[, on a Xq(c) > 0 pour tout c ∈]cq; 0[. Donc la fonction
Xq+1 est bien définie, continue et dérivable sur ]cq; 0[.
(ii) On a
X ′q+1(c) = −2c(Xq(c))3X ′q(c) + 1(Xq(c))2 .
Pour tout c ∈]cq; 0[ on a −2c > 0, et par hypothèse de récurrence Xq(c) > 0 et X ′q(c) > 0. Ainsi,
X ′q+1(c) > 0 pour tout c ∈]cq; 0[.
(iii) Puisque Xq+1(0) = 1, puisque la fonction Xq+1 a un pôle en cq et puisque X ′q+1(c) > 0
sur ]cq; 0[, il existe un unique paramètre cq+1 ∈]cq; 0[ tel que Xq+1(cq+1) = 0.
(iv) Par hypothèse de récurrence on a 0 < Xq(c) < ⋅ ⋅ ⋅ < X3(c) < 1 pour tout c ∈]cq; 0[, donc
on a bien 0 <Xq(cq+1) < ⋅ ⋅ ⋅ <X3(cq+1) < 1.
(v) Par hypothèse de récurrence on a 0 <Xq(c) < ⋅ ⋅ ⋅ <X3(c) < 1 pour tout c ∈]cq; 0[. Comme
la fonction z ↦ Fc(z) est strictement croissante sur ]0; 1] pour c < 0, on a Xq+1(c) < ⋅ ⋅ ⋅ <X3(c) <
1 pour tout c ∈]cq+1; 0[. De plus, la fonction Xq+1 est strictement croissante sur [cq+1; 0[, donc
on a 0 =Xq+1(cq+1) <Xq+1(c) pour tout c ∈]cq+1; 0[, d’où 0 <Xq+1(c) < ⋅ ⋅ ⋅ <X3(c) < 1 pour tout
c ∈]cq+1; 0[. ◻ ∎
Lemme 7.4.12 Pour tout entier q ≥ 3, les q composantes de Fatou pério-
diques de Fcq sont toutes attachées en deux points fixes u et u (le conjugué
complexe de u) en lesquels Fcq a pour nombre de rotation respectif 1/q et(q − 1)/q.
On utilise le résultat suivant, dû à K. M. Pilgrim :
Théorème 7.4.13 ([Pil94]) Soit g une fraction rationnelle postcritiquement
finie hyperbolique de degré au moins 2. Soit x, y ∈P(g) des points périodiques.
S’il existe un arc γ dans (S2,P(g)) tel que fM(γ) soit isotope relativement
à P(g) à γ pour un certain M ≥ 1, alors les bords des composantes de Fatou
contenant x et y s’intersectent.
Preuve du lemme 7.4.12. Soit q ≥ 3 un entier. Notons Ω1, . . . ,ΩK les composantes de Fatou
périodiques de Fcq , en respectant la dynamique de Fcq et avec 0 ∈ Ω1.
Assertion 7.4.14 ∂Ω1 ∩ ∂Ω2 ≠ ∅.
Preuve . La fraction rationnelle Fcq est paire, sa restriction à la demi-droite [0;+∞] est donc
injective, ainsi que sa restriction à la demi-droite [−∞; 0]. On a donc une suite d’homéomor-
phismes
[1;+∞] Fcq→ [F 3cq(0); 1] Fcq→ [F 4cq(0);F 3cq(0)] Fcq→ . . . Fcq→ [0;F q−1cq (0)] Fcq→ [−∞; 0] Fcq→ [−∞; 1]
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et l’union de ces intervalles est R. Donc 0 et∞ sont les seuls points de R qui soient envoyés dans
l’intervalle [1;+∞]. Comme 0 est la seule pré-image par Fcq de∞, et que∞ est la seule pré-image
par Fcq de 1, chaque relevé de l’arc [1;+∞] est un arc entre 0 et ∞ dont l’intérieur n’intersecte
par la droite réelle. Ainsi, si δ est un relevé de [1;+∞], il est isotope à F qcq(δ) = [−∞; 0]
relativement à P(Fcq). Par le théorème 7.4.13, les bords ∂Ω1 et ∂Ω2 s’intersectent. ◻
On en déduit que BP(Fcq ) est connexe, puisque ∂Ωi ∩ ∂Ωi+1 ≠ ∅ pour tout i. Soit u ∈ ∂Ω1 ∩ ∂Ω2
un point q-solution (voir la proposition 6.4.1).
Assertion 7.4.15 Le point d’intersection u n’est pas réel.
Preuve . Le point −1 est le centre d’une composante de Fatou, il n’est donc pas dans Ω1 ni dans
Ω2, et u ≠ −1.
Supposons que u soit dans ] −∞;−1[. Soit R u rayon interne de Ω1 aboutissant sur u. À cause
du point −1, R n’est inclus dans la droite réelle, donc son conjugué complexe, distinct de R, est
un deuxième rayon interne de Ω1 aboutissant sur u. C’est absurde puisque Ω1 est un domaine
de Jordan (voir le lemme 5.1.3). On prouve de la même manière que u n’est ni dans ]− 1; 0[, ni
dans ]0; 1[ et ni dans ]1;+∞[. Ainsi u n’est pas réel. ◻
Donc u ∈ C −R. Par symétrie (cq est un paramètre réel) le conjugué complexe u de u est aussi
un point d’intersection entre ∂Ω1 et ∂Ω2. Soit M ≤ q la période de u, et donc aussi celle u. Si
M = q alors BP(Fcq ) a une forme de couronne, c’est absurde (proposition 7.4.3). Donc M < q.
On a alors M = 1, d’après le point 4. du lemme, 7.4.2 puisque BP(Fcq ) est connexe. Ainsi, u
et u sont des points fixes. D’après la répartition des points de P(Fcq) sur R, le nombre de
rotation de Fcq au point de partie imaginaire strictement positive est (q−1)/q, et celui au point
de partie imaginaire strictement négative est 1/q. ∎
Le lemme suivant termine la preuve de la partie 2 de la proposition 7.4.5.
Lemme 7.4.16 Soit a1, a2 deux paramètres tels que :⋅ Fai soit postcritiquement finie hyperbolique de période q ≥ 3 ;⋅ les q composantes de Fatou périodiques de Fai soient attachées en un
point fixe bi en lequel le nombre de rotation de Fai est p/q.
Alors a1 = a2.
Preuve . (Voir le chapitre 2) On définit Γi comme l’union des fermetures des rayons internes
des composantes de Fatou périodiques de Fai qui aboutissent sur bi. C’est un graphe admissible
pour Fai . Soit ϕ ∶ F −1a1 (Γ1) → F −1a2 (Γ2) un homéomorphisme qui envoie ±F na1(0) sur ±F na2(0)
quelque soit l’entier n ≥ 0. L’homéomorphisme ϕ est une équivalence entre (Γ1, Fa1) et (Γ2, Fa2)
(voir la figure 7.7). Par le théorème 2.2.4 les fraction rationnelles Fa1 et Fa2 sont conjuguées
par une transformation de Möbius. Ainsi, a1 = a2. ∎
7.5 D’une composante hyperbolique à une autre
Définition 7.5.1 (Composantes hyperboliques attachées) Deux composantes hyperbo-
liques H et H ′ sont dites attachées en c si c ∈ ∂H ∩ ∂H ′.
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Figure 7.7 – Un exemple avec q = 5 et p = 2. À gauche Fa1 et à droite Fa2 . Les graphes admissibles Γi sont
les graphes entre traits pleins. Leur pré-image respective est l’union des traits pleins et des traits en tirets.
Soit H et H ′ deux composantes hyperboliques attachées en un point c qui est le point
d’aboutissement d’un rayon interne de H d’angle rationnel p/q ∈]0; 1[, où p/q est écrit de
manière irréductible. Dans cette section on utilise des résultats de G. Cui et L. Tan dans
[CuiTan15] pour décrire la déformation de l’ensemble de Julia quand le paramètre va de H
dans H ′ en passant par c. Soyons plus précis. Il existe un chemin γ d’un point de H − {cH} à
un point de H ′ − {cH′}, tel que γ ∩ (C −H ) = {c}, et le long duquel les composantes de Fatou
sont en quelque sorte quotientées par la lamination d’un polynôme. On montre alors que H ′ est
l’unique composante hyperbolique attachée à H en c, que sa période est q fois celle de H, et
qu’elle est de nombre de rotation p/q. Si les composantes de Fatou de FcH sont des disques (de
manière équivalente, si la période de H est au moins 2), alors le long de γ elles sont déformées
en des ensembles de Julia remplis. On montre que FcH′ est à allure polynomiale au voisinage
de ces ensembles de Julia remplis dans presque tous les cas (sous-section 7.5.3). Elles le sont
si H n’est pas de la forme H1/KE (K ≥ 2). On donne une condition suffisante pour que cela soit
vrai dans le cas où H est de la forme H1/KE pour K ≥ 3.
Pour la théorie des applications à allure polynomiale, voir [DouHub85].
Définition 7.5.2 (Application à allure polynomiale) Une application à allure poly-
nomiale de degré d est un triplet (U,U ′, h) où U et U ′ sont des ouverts simplement connexes




Théorème 7.5.3 ([DouHub85], théorème 1) Soit (U,U ′, h) une applica-
tion à allure polynomiale de degré d ≥ 2. Il existe un polynôme P de degré d
et un homéomorphisme quasi-conforme φ d’un voisinage de l’ensemble de Ju-
lia rempli K (P ) sur un voisinage de Kh, tels que φ ○ P = h ○ φ au voisinage
de K (P ), et ∂φ = 0 sur K (P ). Si Kh est connexe, alors P est unique à
conjugaison par une transformation affine près.
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7.5.1 Toiles et pincements
Dans toute cette sous-section on considère un paramètre c tel que f = Fc soit hyperbolique
de période K ≥ 1, sans être postcritiquement finie. On note B1, . . . ,BK les composantes de
Fatou périodiques de f , en respectant la dynamique de f . On suppose que 0 ∈ B1. Pour chaque
i ∈ {1, . . . ,K} on note bi le point attractif de f dans Bi. Comme f n’est pas postcritiquement
finie, b1 n’est pas le point 0.
Définition 7.5.4 (p/q-toile) Soit p/q ∈]0; 1] un nombre rationnel écrit de manière irréductible.
Une p/q-toile de f est l’union de q arcs α0, . . . , αq−1 tels que :⋅ α˚i ⊂ B1 −P(f), pour tout i = 0, . . . , q − 1 ;⋅ αi soit un arc de b1 à un point de ∂B1, pour tout i = 0, . . . , q − 1 ;⋅ α˚k ∩ α˚l = ∅ si k ≠ l ;⋅ fK envoie homéomorphiquement αi sur αi+1 pour tout i (modulo q) ;⋅ si on renote β0, . . . , βq−1 les arcs α0, . . . , αq−1, de sorte à respecter l’ordre trigonométrique
autour de b1, alors fK(βi) = βi+p pour tout i (modulo q).
(Voir la figure 7.8) Il est facile de construire des p/q-toiles de f , par exemple en utilisant le







Figure 7.8 – Un exemple avec p/q = 3/8. Les points représentent l’orbite critique. Dans cette figure les points
αi ∩∂B1 sont distincts, mais ce n’est pas dans la définition d’une toile. Quoi qu’il en soit, le lemme 7.5.7 assure
qu’ils sont bien distincts.
Définition 7.5.5 (Pincement) Soit A une p/q-toile de f . On dit qu’une fraction rationnelle
g est la pincée de f le long de A s’il existe une famille continue (φt)t≥0 d’applications
quasi-conformes telle que :⋅ (ft ∶= φt ○ f ○ φ−1t )t≥0 converge uniformément vers g quand t→∞ ;⋅ f0 = f ;⋅ (φt)t≥0 converge uniformément vers une application continue surjective ϕ ∶ Cˆ → Cˆ quand
t→∞ ;⋅ ϕ ○ f = g ○ ϕ ;⋅ ϕ(J (f)) =J (g) ;⋅ ϕ(x) = ϕ(y) si et seulement s’il existe un entier n ≥ 0 tel qu’une composante connexe de⋃nj=0 f−j(A) contienne x et y.
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On dit que ϕ est un pincement de f le long de A.
Remarques. 1. Les composantes de Fatou de g sont les images par ϕ des composantes connexes
de F (f) −⋃j≥0 f−j(A).
2. Les points ϕ(0) et ϕ(∞) sont des points critiques simples de ϕ.
3. Si A est une 1-toile alors ϕ ∶J (f)→J (g) est un homéomorphisme. Si, de plus, la période
K de Fc est au moins 2, alors l’homéomorphisme ϕ ∶J (f) →J (g) préserve l’orientation sur
les bords des composantes de Fatou (qui sont des courbes de Jordan).
Il est bien sûr inenvisageable de pincer f le long d’une p/q-toile A telle que pour un certain
entier n ≥ 0 le complémentaire de ⋃nj=0 f−j(A) ne soit pas connexe. Les lemmes 7.5.6, 7.5.7 et
7.5.10 assurent que pour tout entier n ≥ 0 le complémentaire de ⋃nj=0 f−j(A) est connexe.
Lemme 7.5.6 Soit A = α0 une 1-toile de f . Pour tout entier n ≥ 0, le com-
plémentaire de ⋃nj=0 f−j(A) est connexe.
Preuve . Pour tout i = 0, . . . ,K − 1, l’image f i(A) est un arc dans B1+i, du point attractif
b1+i à un point de ∂B1+i, dont l’intérieur est inclus dans B1+i. Donc l’union ⋃K−1j=0 f j(A) est un
arbre planaire fini. Pour tout entier n ≥ 0, ⋃nj=0 f−j(A) est un graphe planaire fini. Supposons
que pour un certain entier n ≥ 0 le complémentaire de ⋃nj=0 f−j(A) ne soit pas connexe. Alors⋃nj=0 f−j(A) contient une courbe de Jordan C. Comme fn(⋃nj=0 f−j(A)) ⊂ ⋃K−1j=0 f j(A), l’image
fn(C) est contenue dans un arbre planaire fini. Par conséquent, C contient au moins deux points
critiques de fn. C’est absurde étant donné que A ∩P(f) = ∅. ∎
Lemme 7.5.7 Supposons que A = α0 ∪ ⋅ ⋅ ⋅ ∪ αq−1 soit une p/q-toile de f avec
q ≥ 2. Les points αi ∩∂B1 sont deux à deux distincts. En particulier, A est une
étoile à q branches.
Preuve . Notons ai le point αi ∩ ∂B1. Par définition d’une p/q-toile, on a fK(ai) = ai+1 pour
tout i (modulo q).
Assertion 7.5.8 Les points ai sont q points distincts ou un seul point.
Preuve . Supposons que les points ai ne soient pas q points distincts. En d’autres termes,
supposons que la période des ai par fK , qui est forcément la même pour tous, soit m < q. Pour
tout i = 0, . . . ,m − 1 et tout k ≥ 0, ai+km = ai. Supposons que m ≠ 1. Alors les arcs de la forme
α2+km (k ≥ 0) sont distincts de ceux de la forme α1+km (k ≥ 0). De plus, les intérieurs des arcs
α2+km (k ≥ 0) ne sont pas tous dans la même composante connexe de Cˆ−⋃j≥0α1+jm (puisque fK
préserve l’ordre circulaire des arcs αi en b1). Dans ce cas a2 = a1, et donc m = 1. C’est absurde.◻
Assertion 7.5.9 Les points ai ne sont pas un seul point.
Preuve . Supposons que K = 1 et que les ai soient un et un seul point. Pour qu’il n’y ait
pas trop de notations, on se contente de prouver le cas K = 1 dans le cas où p = 1, c’est-
à-dire la numérotation α0, . . . , αq−1 respecte l’ordre trigonométrique autour du point b1. Dans
le cas général, le raisonnement est exactement le même. Le complémentaire de A est fait de
q domaines de Jordan. Notons Ji celui dont la frontière est αi ∪ αi+1. Puisque A est envoyée
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homéomorphiquement par f sur elle-même et ne contient pas de point critique de f , la pré-image
f−1(A) a deux composantes connexes dont une est A. Notons A′ l’autre composante connexe
de f−1(A). Quitte à renuméroter, supposons que A′ ⊂ Jq−1. Le complémentaire de f−1(A) a
exactement 2q − 1 composantes connexes. Une est un anneau C inclus dans Jq−1, et les 2q − 2
restantes sont des domaines de Jordan. Parmi eux il y a J0, . . . , Jq−2. On a donc f(Ji) = Ji+1
pour tout i = 0, . . . , q − 2 et f(C) = J0. On remarque que f(C) ∩ C = ∅, puisque C ⊂ Jq−1.
Chacun des 2q−2 domaines de Jordan est envoyé sur son image avec un degré 1 car sa frontière
l’est. Grâce à la formule de Riemann-Hurwitz on sait qu’aucun de ces domaines de Jordan ne
contient de point critique, et donc que l’anneau C contient les deux points critiques de f . Mais






















Figure 7.9 – Un exemple où les points ai sont un point fixe a, avec q = 4 et p = 1.
Supposons maintenant que K ≥ 2 et que les points ai soient un et un seul point a. Alors
fK(a) = a. Comme les bords des composantes de Fatou sont des courbes de Jordan, il existe un
voisinage V de a tel que l’intersection V ∩∂B1 soit un arc β. La fermeture de chaque composante
connexe β1 et β2 de β − {a} est un arc contenu dans son image par fK , car a est un point fixe
de fK et la restriction fK∣∂B1 est topologiquement conjuguée à la restriction de z ↦ z4 sur S1.
Cependant, les q ≥ 2 arcs α0, . . . , αq−1 aboutissent sur a et ils s’échangent non trivialement par
fK . Ainsi fK ne préserve pas l’ordre circulaire de la famille {β1, β2, α0, . . . , αq−1} en a, ce qui
est absurde puisque fK est localement injective en a. ◻ ∎
Lemme 7.5.10 Soit A = α0 ∪ ⋅ ⋅ ⋅ ∪ αq−1 une p/q-toile de f , avec q ≥ 2. Pour
tout entier n ≥ 0, chaque composante connexe de ⋃nj=0 f−j(A) est envoyée ho-
méomorphiquement sur A par une certaine itérée de f .
Pour la suite, remarquons qu’on déduit de ce lemme les deux faits suivants :
Corollaire 7.5.11 Soit A = α0 ∪ ⋅ ⋅ ⋅ ∪ αq−1 une p/q-toile de f , avec q ≥ 2. Soit
ϕ un pincement de f le long de A.⋅ Pour tout x, y ∈ Cˆ, si ϕ(x) = ϕ(y) alors il existe une composante de Fatou
B telle que x, y ∈ B ;⋅ Pour tout x, y ∈ Cˆ, s’il existe un entier m ≥ 0 tel que fm(x) = fm(y)
alors ϕ(x) ≠ ϕ(y).
Preuve . 1. Par définition de ϕ, si ϕ(x) = ϕ(y) alors il existe un entierm ≥ 0 et une composante
connexe D de ⋃mj=0 f−j(A), tels que x, y ∈ D. D’après le lemme 7.5.10, il existe un entier l ≥ 0
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tel que f l ∶ D → A soit un homéomorphisme. Donc il existe une composante de Fatou B telle
que D ⊂ B. Par conséquent, x, y ∈ B.
2. Comme fK ∶ A → A est un homéomorphisme, pour tout entier n ≥ 0, pour toute compo-
sante connexe D de ⋃nj=0 f−j(A), et pour tout entier k ≥ 0, la restriction fk ∶D → fk(D) est un
homéomorphisme. Donc si ϕ(x) = ϕ(y) alors fk(x) ≠ fk(y) pour tout entier k ≥ 0. ∎
Preuve du lemme 7.5.10. Puisque A est un arbre planaire fini (lemme 7.5.7) disjoint de
l’ensemble postcritique, il suffit de montrer que pour tout entier n ≥ 0 chaque composante
connexe de ⋃nj=0 f−j(A) est envoyée sur A par une certaine itérée de f .
Pour tout entier n ≥ 0, chaque composante connexe de ⋃nj=0 f−j(A) est envoyée par fn dans⋃K−1j=0 f j(A). Le lemme est donc montré pour K = 1.
Supposons que K ≥ 2. Comme pour tout entier n ≥ 0 on a fn(⋃nj=0 f−j(A)) ⊂ ⋃K−1j=0 f j(A),
il suffit de montrer que A est une composante connexe de ⋃K−1j=0 f j(A), autrement dit que
A ∩ fm(A) = ∅ pour tout m ∈ {1, . . . ,K − 1}. Par l’absurde, supposons qu’il existe un entier
m ∈ {1, . . . ,K − 1} tel que A ∩ fm(A) ≠ ∅. Notons ai le point αi ∩J (f). Autrement dit,
fm({a0, . . . , aq−1}) et {a0, . . . , aq−1} ont un point en commun. Par suite, fm({a0, . . . , aq−1}) ={a0, . . . , aq−1}.
Assertion 7.5.12 f 2m(e) = e pour tout e ∈ {a0, . . . , aq−1}.
Preuve . Renotons u0, . . . , uq−1 les points ai, de sorte à respecter l’ordre circulaire, en partant
de u0 = a0. Il existe un k tel que fm(a0) = uk. Puisque fm respecte l’ordre circulaire des arcs αi
en b1, on a
fm(uk) = uk−k = u0.
(Voir la figure 7.10). Donc f 2m(a0) = a0, puisque f 2m(a0) = fm(uk) et u0 = a0. Par suite































Figure 7.10 – Un exemple avec p/q = 3/8 et fm(a0) = u5.
Ainsi le lemme est montré pour K = 2, car dans ce cas m = 1, donc f 2m(a0) = f 2(a0) = a0, mais
a0 n’est pas fixe pour f 2 (on rappelle que q ≥ 2, donc f 2(a0) = a1 ≠ a0).
Supposons donc en plus que K ≥ 3. Si f 2m(B1) = B1 alors 2m =K et les points de {a0, . . . , aq−1}
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sont K-solutions, ce que l’on sait être faux (encore une fois, comme q ≥ 2 on a fK(a0) = a1 ≠
a0). Donc f 2m(B1) ∉ {B1, fm(B1)}. Les trois composantes de Fatou distinctes B1, fm(B1) et
f 2m(B1) sont attachées aux q points a0, . . . , aq−1. On a alors q = 2 (car les composantes de Fatou
sont des domaines de Jordan disjoints (voir le lemme 6.3.2)), et fK échange l’ordre circulaire
des composantes de Fatou B1, fm(B1) et f 2m(B1) entre a0 et a1. C’est absurde. Le lemme est
donc également montré pour K ≥ 3. ∎
7.5.2 Composantes hyperboliques attachées
Proposition 7.5.13 Soit p/q ∈]0; 1[ un nombre rationnel écrit de façon irré-
ductible. Soit H une composante hyperbolique de période K ≥ 1 et c le point
d’aboutissement d’un rayon interne de H d’angle p/q. Il existe une unique com-
posante hyperbolique distincte de H et attachée à H en c. Elle est de période
qK et de nombre de rotation p/q.
Preuve . Commençons par l’assertion suivante :
Assertion 7.5.14 H est l’unique composante hyperbolique de période K dont
le bord contient c.
Preuve . La fraction rationnelle Fc a un point K-périodique z qui engendre un cycle de mul-
tiplicateur µ = e2ipip/q. On a µ ≠ 1 puisque p/q ∈]0; 1[. La famille Ft dépend analytiquement du
paramètre t. En vertu du théorème des fonctions implicites, il existe un voisinage V de c et
deux fonctions analytiques z(⋅) et µ(⋅) définies sur V , tels que : z(c) = z ; µ(c) = µ ; pour tout
v ∈ V , z(v) soit l’unique point K-périodique de Fv proche de z et µ(v) soit le multiplicateur
du K-cycle de Fv engendré par z(v) (voir par exemple [CarGam95], III, lemme 2.5). Tous les
autres K-cycles de Fc sont répulsifs, puisqu’il n’y a qu’une seule grande orbite critique. Comme
il n’y a qu’un nombre fini de K-cycles, quitte à réduire V on peut supposer que pour tout v ∈ V
le K-cycle engendré par z(v) soit le seul qui ne soit pas forcément répulsifs. A. Epstein montre
dans [Eps] (proposition 14) que la fonction µ(⋅) est injective au voisinage de c, donc sur V si
V est assez petit. Ainsi, ∣µ(v)∣ < 1 si et seulement si v ∈ V ∩H, ce qui prouve l’assertion. ◻
Supposons qu’il existe une composante hyperbolique H˜ distincte de H et attachée à H en c.
Montrons que H˜ est de période qK et de nombre de rotation p/q. Soit K˜ la période de H˜. Par
l’assertion 7.5.14, on a K˜ ≠K. Soit θ ∈ R/Z tel que le rayon interne de H˜ d’angle θ aboutisse sur
c. Supposons que θ ≠ 0. Alors Fc a un K˜-cycle de multiplicateur e2ipiθ. Or Fc a déjà un K-cycle
parabolique et n’a qu’une seule grande orbite critique. Donc c’est absurde (voir la section 1.3.4).
Ainsi, tout rayon interne de H˜ qui aboutit sur c est d’angle 0. Dans [CuiTan15] il est montré
qu’il existe un paramètre c˜ ∈ H˜ − {cH˜} tel que Fc soit le pincement de Fc˜ le long d’une 1-toile
de Fc˜. Donc Fc et Fc˜ sont topologiquement conjuguées sur les ensembles de Julia. L’ensemble
de JuliaJ (Fc) est connexe, puisque Fc a un cycle parabolique de multiplicateur distinct de 1
(corollaire 7.2.2). L’ensemble de Julia J (Fc˜) est donc aussi connexe. Par conséquent H˜ ≠ E .
Donc les composantes de Fatou de Fc˜ sont des domaines de Jordan, ainsi que celles de Fc.
Soit h ∶ J (Fc) → J (Fc˜) un homéomorphisme conjuguant Fc et Fc˜. La fraction rationnelle
Fc a un K-cycle parabolique {p1, . . . , pK} de multiplicateur e2ipip/q. Il y a donc exactement q
composantes de Fatou périodiques de Fc attachées en chaque pi. En chaque point h(pi) sont
alors attachées exactement q composantes de Fatou périodiques de Fc˜ et le nombre de rotation
de FKc˜ en chaque h(pi) est p/q. D’après la proposition 7.4.4, Fc˜ a qK composantes de Fatou
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B˜1, . . . , ˜BqK , et B˜1 ∪ ⋅ ⋅ ⋅ ∪ ˜BqK a K composantes connexes. La composante hyperbolique H˜ est
donc de période qK et de nombre de rotation p/q.
Montrons maintenant qu’il existe au plus une composante hyperbolique distincte de H et
attachée à H en c. Supposons que deux composantes hyperboliques H1 et H2 distinctes de H
soient attachées à H en c.
Si H = E et si c est le point d’aboutissement du rayon interne de E d’angle 1/2, alors H1 et H2
sont toutes les deux de période 2, donc H1 =H2 = H1/2E .
Supposons que l’on ne soit pas dans le cas que l’on vient de résoudre. Comme H1 et H2 sont
de période plus grande que celle de H, ni H1 ni H2 ne sont E .
Assertion 7.5.15 FcH1 et FcH2 sont conjuguées par un homéomorphisme pré-
servant l’orientation.
Preuve . On a vu plus haut que pour chaque i = 1,2 il existe un paramètre ci ∈Hi − {cHi} et un
homéomorphisme hi ∶J (Fci)→J (Fc) qui conjugue Fci et Fc. De plus, l’homéomorphisme hi
préserve l’orientation sur les bords des composantes de Fatou qui sont des courbes de Jordan.
Pour chaque i = 1,2, soit ψi ∶ J (FcHi) → J (Fci) un homéomorphisme qui conjugue FcHi et
Fci et qui préserve l’orientation sur les bords des composantes de Fatou. On considère alors h =
ψ−12 ○h−12 ○h1○ψ1 qui est un homéomorphisme deJ (FcH1) surJ (FcH2) préservant l’orientation
sur les bords des composantes de Fatou, et conjuguant FcH1 et FcH2 . Comme les composantes de
Fatou de FcH1 et FcH2 sont des domaines de Jordan, il est facile d’étendre radialement h en un
homéomorphisme h ∶ Cˆ→ Cˆ en utilisant des coordonnées de Böttcher préalablement choisies des
deux côtés. Puisque h préserve l’orientation sur les bords des composantes de Fatou, h préserve
l’orientation. Enfin, on a bien FcH2 ○ h = h ○ FcH1 car le degré de la restriction de FcH1 à une
composante de Fatou B quelconque est égal au degré de la restriction de FcH2 à la composante
de Fatou h(B) (ce degré se voit sur ∂B). ◻
Comme H1 et H2 ne sont ni E ni H1/2E , elles sont de période au moins 3. Par conséquent,
l’orbifold de chacune est hyperbolique (voir la section 2.1). Par l’assertion 7.5.15 et le théorème
de Thurston, on a que FcH1 et FcH2 sont conjuguées par une transformation de Möbius. Ainsi
cH1 = cH2 , et donc H1 =H2.
Pour finir la preuve de la proposition 7.5.13, montrons l’existence d’une composante hy-
perbolique distincte de H et attachée à H en c. Toujours dans [CuiTan15], il est montré qu’il
existe une fraction rationnelle sous-hyperbolique g et une famille continue (φt)t≥0 d’applications
quasi-conformes telles que :(i) (gt ∶= φt ○ g ○ φ−1t )t≥0 converge uniformément vers Fc quand t→∞ ;(ii) g0 = g ;(iii) (φt)t≥0 converge uniformément vers une application continue surjective Φ ∶ Cˆ → Cˆ quand
t→∞ ;(iv) Fc ○Φ = Φ ○ g ;(v) Φ ∶J (g)→J (Fc) soit un homéomorphisme ;(vi) Φ soit injective sur un ouvert contenant tous les points critiques de g dans l’ensemble de
Fatou F (g).
Étant donné (iv) et (v), un point critique de g dans J (g) est envoyé par Φ sur un point
critique de Fc dans J (Fc). Or Fc n’a pas de point critique dans J (Fc). Ainsi, g n’a pas de
point critique dansJ (g) donc g est hyperbolique. Étant donné (iv) et (vi), un point critique
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de g dans F (g) est envoyé par Φ sur un point critique de Fc de même multiplicité. Ainsi, g
n’a que deux points critiques w1 et w2, ils sont simples et g(w1) = w2 et g(w2) ≠ w1. Il existe
donc un paramètre c˜ tel que g soit conjuguée par une transformation de Möbius à Fc˜, et Fc˜ est
hyperbolique. Soit H˜ la composante hyperbolique contenant c˜. Comme on l’a déjà expliqué plus
haut, par conjugaison topologique entre Fc˜ et Fc sur les ensembles de Julia, H˜ est de période
qK > K donc est distincte de H. La famille (gt)t≥0 détermine un chemin dans H˜ de c˜ à c. Par
conséquent, Fc ∈ ∂H˜. ∎
7.5.3 Tuning
SoitH une composante hyperbolique de périodeK ≥ 2, c ∈H−{cH} et f = Fc. Soit p/q ∈]0; 1[
un nombre rationnel écrit de façon irréductible, c′ le point d’aboutissement d’un rayon interne
de H d’angle p/q, et g = Fc′ . Il est montré dans [CuiTan15] que g est la pincée de f le long
d’une p/q-toile de f . Soit A = α0 ∪ ⋅ ⋅ ⋅ ∪αq−1 cette p/q-toile et ϕ un pincement de f le long de A.
Soit H˜ la composante hyperbolique distincte de H et attachée à H en c′. Soit c˜ ∈ H˜ − {cH˜}
et f˜ = Fc˜. On a vu qu’il existe un homéomorphisme ϕ˜ ∶J (g) →J (f˜) tel que f˜ ○ ϕ˜ = ϕ˜ ○ g.
On étend ϕ˜ en un homéomorphisme ψ˜ ∶ Cˆ → Cˆ (les composantes de Fatou sont des domaines
de Jordan).
Enfin, soit Φ = ψ˜ ○ ϕ.
Pour chaque composante de Fatou B de f , l’intersection B ∩ ⋃j≥0 f−j(A) est comme la
lamination d’un polynôme. Quand on pince f le long de A, on s’attend donc à ce que les
composantes de Fatou de f soient déformées en des ensembles de Julia remplis de polynômes.
Si B est périodique alors il existe peut-être un voisinage U de Φ(B) tel que (f˜K(U), U, f˜K) soit
une application à allure polynomiale, de sorte que la restriction de f˜K à Φ(B) soit conjuguée
à un polynôme restreint à son ensemble de Julia rempli (voir la définition 7.5.2 et le théorème
7.5.3).
Dans cette section on voit que si H n’est pas de la forme H1/KE (K ≥ 2) alors il existe un tel
voisinage. On donne une condition suffisante dans le cas où H est de la forme H1/KE avec K ≥ 3.
On note B1 la composante de Fatou de f contenant le point 0.
Proposition 7.5.16 Si Φ(B1) est plein, alors il existe un voisinage U de
Φ(B1) tel que (f˜K(U), U, f˜K) soit une application à allure polynomiale, avec
Kf˜K∣U = Φ(B1).
On rappelle qu’un fermé X ⊂ S2 est dit plein si S2 −X est connexe.
Lemme 7.5.17 Notons ai le point αi∩J (f). L’image Φ(B1) est pleine si et
seulement si aucun point ai n’est un point d’intersection entre ∂B1 et le bord
d’une autre composante de Fatou.
Définition 7.5.18 (Satellite dégénéré) On dit que H˜ est un satellite dégénéré de H si les
points ai sont des points d’intersection entre ∂B1 et le bord d’une autre composante de Fatou.
Preuve du lemme 7.5.17. Supposons qu’un des points ai soit un point d’intersection entre
∂B1 et le bord d’une autre composante de Fatou. En itérant, on obtient qu’il existe une com-
posante de Fatou périodique B distincte de B1, telle que tous les points ai soient des points
d’intersection entre ∂B1 et ∂B. Si fM(B) = B1, alors les points fM(ai) sont des points de
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∂B1 ∩ ∂fM(B1). Comme p/q ∈]0; 1[, on a q ≥ 2 donc ϕ(B1) ne peut pas être plein. Par consé-
quent Φ(B1) n’est pas plein puisque c’est l’image de ϕ(B1) par l’homéomorphisme ψ˜.
Supposons maintenant qu’aucun des points ai ne soit un point d’intersection entre ∂B1 et
le bord d’une autre composante de Fatou. Soit n ≥ 0 un entier et D une composante connexe
de ⋃nj≥0 f−j(A). Chaque point de D ∩J (f) est finalement envoyé sur un point ai, donc aucun
point de D∩J (f) n’est un point d’intersection entre les bords de deux composantes de Fatou.
Donc si D ∩B1 ≠ ∅ alors D ⊂ B1. On a par conséquent{y ∈ Cˆ ∶ ∃x ∈ B1 tel que ϕ(x) = ϕ(y)} = B1.
Si x ∉ B1 alors ϕ(x) ∉ ϕ(B1), d’où ϕ(Cˆ − B1) ∩ ϕ(B1) = ∅, et ϕ(Cˆ − B1) = Cˆ − ϕ(B1) car ϕ
est surjective. Ainsi Cˆ−ϕ(B1) est connexe puisque Cˆ−B1 l’est. Par conséquent, Cˆ−Φ(B1) est
connexe et Φ(B1) est plein. ∎
Preuve du lemme 7.5.16. Par continuité, Φ(B1) est compact, connexe et localement connexe.
De plus, f˜K(Φ(B1)) = Φ(B1). Supposons que ϕ(B1) soit plein. D’après le lemme 7.5.17, les
points ai ne sont pas des points de contact entre ∂B1 et le bord d’une autre composante de
Fatou. En particulier, la composante hyperbolique H n’est pas H1/2E (dans laquelle il n’y a que
deux composantes de Fatou) et B1 n’est pas la seule composante de Fatou envoyée par fK sur
B1.
On va d’abord montrer que Φ(B1) est une composante connexe de (f˜K)−1(Φ(B1)). Ensuite,
on va utiliser l’hyperbolicité de f˜K pour contruire le voisinage U .
Assertion 7.5.19 ϕ(B1) est une composante connexe de (gK)−1(ϕ(B1)).
Preuve . Puisque J (f) ne contient aucun point critique et que les composantes de Fatou de
f sont des domaines de Jordan, B1 est une composante connexe de (fK)−1(B1). D’après le
corollaire 7.5.11, si fK(x) = fK(y) alors ϕ(x) ≠ ϕ(y). Donc ϕ((fK)−1(B1)) = (gK)−1(ϕ(B1)).
Il suffit donc de montrer que si B′ est une composante de Fatou distincte de B1 envoyée par
fK sur B1, alors ϕ(B′) ∩ ϕ(B1) = ∅. Supposons qu’il existe un point x ∈ B′ et un point y ∈ B1
tels que ϕ(x) = ϕ(y). Par le corollaire 7.5.11 il existe une composante de Fatou Ω telle que
x, y ∈ Ω. Donc les points x et y sont des points d’intersection entre des bords de composantes de
Fatou. Puisque les points x et y sont finalement envoyés sur les points ai, les points ai sont des
points d’intersection entre des bords de composantes de Fatou. Comme on suppose que ϕ(B1)
est plein, c’est absurde. Ainsi ϕ(B1) est une composante connexe de (gK)−1(ϕ(B1)). ◻
Par conjugaison topologique sur les ensembles de Julia entre g et f˜ , Φ(B1) est une composante
connexe de (f˜K)−1(Φ(B1)).
Pour alléger les écritures, notons h = f˜K , et C = Φ(B1). Comme h est hyperbolique, il
existe un voisinage V de J (h), une métrique conforme µ définie sur V , et une constante
λ > 1, tels que ∣∣∣Dzh∣∣∣µ ≥ λ pour tout z ∈ V . Notons η le minimum des distances entres deux
composantes connexes de h−1(C). On a η > 0 puisque C est une composante connexe de h−1(C).
Soit 0 < ε < η/2. Notons Nε le ε-voisinage de ∂C par rapport à la métrique µ. Quitte à réduire
ε, on a :⋅ Nε ∪C est simplement connexe (car C est plein),⋅ Nε ⊂ V et h−1(Nε) ⊂ V .
Comme Nε ⊂ V , tout point w ∈ Nε peut être joint à ∂C par une géodésique (par rapport à µ)
incluse dans V . Pour tout z ∈ h−1(Nε) on a donc
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Notons W = Nε ∪C. Soit U la composante connexe de h−1(W ) qui contient C. Puisque ε < η/2,
on a U ⊂ W . Il n’y a qu’un point critique triple de h dans C. Quitte à choisir ε plus petit, le
point critique triple de h dans C est le seul point critique de h dans U . De plus, h ∶ C → C est
de degré 4 et h−1(C) ∩ U = C, donc h ∶ U →W est de degré 4. On en déduit par la formule de
Riemann-Hurwitz que U est simplement connexe.
On a donc un voisinage simplement connexeW de C et une composante connexe simplement
connexe U de h−1(W ) telle que U ⊂ W . Le triplet (W,U,h) est donc une application à allure
polynomiale de degré 4. De plus, par (∗) on a
Kh∣U = ⋂
j≥0h
−j∣U (U) = Φ(B1).
∎
Corollaire 7.5.20 Si H n’est pas de la forme H1/KE (K ≥ 2) alors Φ(B1) est
plein.
Preuve . Supposons que H ne soit pas de la forme H1/KE (K ≥ 2). On a montré dans la section
7.4 que dans ce cas chaque point d’intersection entre les bords de deux composantes de Fatou
est finalement envoyé par f sur un point K-solution. Comme on travaille avec q ≥ 2, les points
ai ne sont pas K-solutions. Ainsi, les points ai ne sont pas des points d’intersection entre ∂B1
et le bord d’une autre composante de Fatou. Par le lemme 7.5.17, Φ(B1) est plein. ∎
SiH = H1/2E alors les points ai sont des points d’intersection entre ∂B1 et ∂f(B1) (puisque B1
et f(B1) sont les seules composantes de Fatou). Il ne nous reste plus que le cas H = H1/KE avec
K ≥ 3. Jusqu’à la fin de cette section nous nous plaçons dans ce cas. On donne une condition
suffisante pour que Φ(B1) soit plein.
On note B1, . . . ,BK les composantes de Fatou périodiques de f , en respectant la dynamique.
La fermeture B1 ∪ ⋅ ⋅ ⋅ ∪BK est connexe et contient deux points fixes. On note u celui en lequel
f a pour nombre de rotation (K − 1)/K et u l’autre. En étudiant la dynamique de f sur R, il
est facile de montrer que le troisième et dernier point fixe de fK dans ∂B1 est le point ∂B1∩R−.
Notons v ce point. Si les points ai sont des points d’intersection entre ∂B1 et le bord d’une
autre composante de Fatou, alors cette composante de Fatou est ou bien B2 ou bien BK .
B1B2 BKr1(0) = v
r1(1/6)
r1(5/6) u = r1(2/3)
u = r1(1/3)
Figure 7.11 – Les tirets symbolisent le fait qu’il y ait une infinité de points d’intersection entre les bords.
Les points de ∂B1 ∩ ∂B2 sont des points de la forme r1(θ) pour θ ∈ [1/6; 1/3] ∪ [2/3; 5/6].
Soit h ∶ S1 → ∂B1 un homéomorphisme tel que fK(h(z)) = h(z4). Pour tout θ ∈ R/Z on note
r1(θ) le point h(e2ipiθ). Quitte à changer d’homéomoprhisme, on suppose que v = r1(0). Ainsi,
u = r1(1/3) et u = r1(2/3).
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On rappelle que 0 est un point critique triple de fK , et que c’est le seul point critique de fK
dans B1.
Lemme 7.5.21 Les points ai sont tous dans une même composante connexe
de ∂B1 − {v, u, u}.
Preuve . Chaque composante connexe de B1−f−K(A) est un domaine de Jordan. Soit A′,A′′ et
A′′′ les composantes connexes de f−K(A)∩B1 qui ne sont pas B1 ∩A. Notons U la composante
connexe de B1 − f−K(A) qui contient le point 0. Alors U est envoyée avec un degré 4 par fK
sur son image. La frontière de U est également envoyée avec un degré 4 par fK sur son image.
Pour toute autre composante connexe V de B1 − f−K(A), V et ∂V sont envoyés avec un degré
1 sur leur image respective. Ainsi, les composantes connexes A′,A′′ et A′′′ sont nécessairement
dans une même composante connexe de B1 −A et Ai ∩ ∂U ≠ ∅ pour chaque i = 1,2,3.
Si le bord d’une composante connexe W de B1 − f−K(A) contient le point fixe attractif de
fK dans B1, alors fK(W ) ∩W = ∅, et W ne contient pas de point fixe de fK . Les points v, u
et u ne peuvent donc pas être au bord d’une composante connexe de B1 − f−K(A) dont le bord
contient aussi le point fixe attractif de fK dans B1. Ainsi, les points v, u et u sont tous dans le
bord d’une même composante connexe de B1 − A : celle qui contient les pré-images A′,A′′ et






Figure 7.12 – Ce disque représente B1. Ici q = 2. Le point 0 est marqué par la croix. Les pré-images A′,A′′
et A′′′ sont en tirets.
Proposition 7.5.22 Si les points ai sont de la forme r1(θi) pour θi ∈ [0; 1/3],
alors Φ(B1) est plein. De même, si les points ai sont de la forme r1(θi) pour
θi ∈ [2/3; 0], alors Φ(B1) est plein.
Preuve . Supposons que les points ai soient de la forme r1(θi) pour θi ∈ [0; 1/3]. Par le lemme
7.5.17 il suffit de montrer que les points ai ne sont pas des points de contact entre ∂B1 et
le bord d’une autre composante de Fatou périodique. Supposons qu’ils le soient. Alors cette
autre composante de Fatou est B2, et les angles θi sont dans ]1/6; 1/3[ (voir la figure 7.11).
Cependant, il n’existe aucun θ ∈]1/6; 1/3[ tel que 4nθ ∈]1/6; 1/3[ pour tout entier n ≥ 0. Comme
θi+1 = 4nθi, on en déduit que les points ai ne sont pas des points de ∂B1 ∩ ∂B2. Ainsi, Φ(B1)
est plein.
La preuve est la même si les points ai sont de la forme r1(θi) pour θi ∈ [2/3; 0]. ∎
Des observations sur ordinateur laissent penser que si les points ai sont de la forme r1(θi)
pour θi ∈ [1/3; 2/3], alors ils sont des points d’intersection entre ∂B1 et ∂BK et donc H˜ est un
satellite dégénéré de H.
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7.5.4 Quel polynôme ?
Restons dans le contexte de la section précédente et supposons que H˜ ne soit pas un satellite
dégénéré deH. Soit P le polynôme correspondant au théorème 7.5.3 (comme Φ(B1) est connexe,
P est unique à conjugaison par une transformation affine près). C’est un polynôme de degré 4
avec un point critique triple, il est donc de la forme z4+c (à conjugaison par une transformation
affine près).
Le polynôme P a exactement q composantes de Fatou bornées périodiques U1, . . . , Uq, avec⋂qj=1Uj ≠ ∅ et le nombre de rotation de P au point d’intersection est p/q. En effet, notons b1
le point attractif de f dans B1 et prenons un voisinage N de b1 sur lequel fK soit conjuguée
à z ↦ (fK)′(b1)z. Les composantes connexes N1, . . . ,Nq de N − A, numérotées en respectant
la dynamique de fK , déterminent des composantes de Fatou Ω1, . . . ,Ωq de f˜ dans Φ(B1) telles
que :⋅ f˜K(Ωi) = Ωi+1 ;⋅ ⋂qj=1 Ωj = {Φ(b1)} ;⋅ le nombre de rotation de f˜ en Φ(b1) soit p/q.
Chaque point de B1 est finalement envoyé par fK dans le voisinage N , donc chaque composante
de Fatou de f˜ dans Φ(B1) est finalement envoyée par f˜ sur les composantes de Fatou Ωi. Ainsi,
les composantes de Fatou Ωi sont les seules composantes de Fatou périodiques de f˜ dans Φ(B1).
Il est facile de montrer le fait suivant :
Lemme 7.5.23 Pour toutes composantes de Fatou bornées U et U ′ de P , et
tous ω ∈ U et ω′ ∈ U ′, l’arc réglementaire α de P de ω à ω′ ne contient qu’un
nombre fini de point de J (P ). Ainsi, chaque point de α∩J (P ) est un point
d’intersection entre les bords d’au moins deux composantes de Fatou bornées
de P .
On utilise cette remarque dans la section suivante.
Enfin, en étudiant les composantes connexes de B1 −⋃j≥0 f−j(A) (qui sont envoyées par Φ
sur les composantes de Fatou de Φ(B1)), on peut montrer que les points d’intersection entre
∂B1 et d’autres bords de composantes de Fatou de f sont envoyés par Φ sur des points de
Φ(B1).
7.5.5 Les autres composantes de Fatou de f
Restons dans le même contexte. Considérons une composante de Fatou B de f qui ne soit
ni B1 ni B2 = f(B1). Puisque B1 est la seule composante de Fatou de f qui est envoyée par f
sur B2, il existe un entier m ≥ 1 tel que fm ∶ B → B1 soit un homéomorphisme. Ainsi, Φ(B) est
homéomorphe à l’ensemble de Julia rempli K (P ), où P est le polynôme décrit dans la section
précédente.
Regardons maintenant la composante de Fatou B2. De la même façon que pour B1, on
montre qu’il existe un voisinage V de Φ(B2) tel que (f˜K(V ), V, f˜K) soit une application à
allure polynomiale, avec Kf˜K∣V = Φ(B2). Soit Q le polynôme correspondant au théorème 7.5.3.
Comme fK a trois points critiques simples dans B2 (∞ et les deux points qui sont envoyés
par fK−1 sur 0) dont l’un est l’image des deux autres par fK , le polynôme Q a trois points
critiques simples dont l’un est l’image des deux autres par Q. Le polynôme Q a exactement q
composantes de Fatou périodiques V1, . . . , Vq, avec ⋂qj=1 Vj ≠ ∅ et le nombre de rotation de Q
au point d’intersection est p/q.
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7.6 Graphes admissibles pour les composantes hyperbo-
liques qui descendent de E
Définition 7.6.1 (Composante hyperbolique satellite) Soit H une composante hyperbo-
lique.⋅ Un satellite de H est une composante hyperbolique distincte de H, attachée à H au point
d’aboutissement d’un rayon interne de H d’angle rationnel différent de 0.⋅ On dit qu’une composante hyperbolique H ′ descend de H s’il existe des composantes
hyperboliques H0, . . . ,Hn telles que H0 = H, Hn = H ′, et Hi soit un satellite de Hi−1
(i = 1, . . . , n).
Dans cette section on construit par récurrence un arbre admissible pour le centre de chaque
composante hyperbolique qui descend de E . On le fait en trois étapes :
1. on construit un arbre admissible pour le centre de chaque satellite de E (sauf H1/2E qui
n’a pas de centre) ;
2. on construit un arbre admissible pour le centre de chaque satellite dégénéré de chaque
satellite de E ;
3. on montre que si H descend de E et si son centre possède un arbre admissible, alors on
peut construire un arbre admissible pour le centre de chaque satellite non dégénéré H˜ de
H.
Pour la troisième étape, on utilise le fait que le centre de H˜ soit renormalisable pour faire
une construction intuitive. Supposons que Γ soit un arbre admissible pour le centre de H, et
considérons une composante de Fatou de FcH telle que Γ ∩B ≠ ∅. Soit x1, . . . , xm les points de
Γ∩∂B. Comme on l’a montré, la composante de Fatou B est déformée en un ensemble de Julia
rempli qu’on peut noter KB. Pour contruire un arbre admissible pour le centre de H˜, on prend
l’union des arcs réglementaires dans KB qui joignent les points correspondant aux points xi et
les éventuels points de l’ensemble postcritique dans KB (voir la figure 7.13).
Figure 7.13 – À gauche, l’intersection entre Γ et la fermeture d’une composante de Fatou B. Les points xi
sont marqués avec des points blancs. La composante de Fatou B est déformée en un ensemble de Julia rempli (à
droite). On prend alors l’union des arcs réglementaires dans cet ensemble de Julia rempli qui joignent les points
correspondant aux points xi (marqués par des points blancs) et les éventuels points de l’ensemble postcritique
(dans cet exemple il y en a, marqués par des carrés blancs).
On construit des arbres admissibles vérifiant les propriétés suivantes.
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Définition 7.6.2 Soit c ∈ C−{0} tel que Fc soit postcritiquement finie hyperbolique. Un graphe
admissible Γ pour Fc est dit :⋅ réglementaire, si pour chaque composante de Fatou B de Fc, l’intersection B ∩Γ est un
point ou la fermeture de rayons internes de B ;⋅ optimal, si ses bouts sont des points de P(Fc) ;⋅ essentiellement Fatou, si pour chaque composante de Fatou B de Fc chaque point de
Γ ∩ ∂B est un point d’intersection entre ∂B et le bord d’une autre composante de Fatou ;⋅ bon, s’il est réglementaire, optimal et essentiellement Fatou.
Pour les satellites de E qui ne sont pas de la forme H1/KE (K ≥ 2) et pour les composantes
hyperboliques qui descendent d’elles, on construit un seul arbre admissible. Pour les satellites
de E de la forme H1/KE avec K ≥ 3 et pour les composantes hyperboliques qui descendent d’elles,
on construit deux arbres admissibles. Pour les composantes hyperboliques qui descendent deH1/2E on construit trois arbres admissibles.
7.6.1 Bons arbres admissibles pour les satellites de E
Soit p/q ∈]0; 1[ un nombre rationnel écrit de façon irréductible. Notons Hp/qE le satellite de
E attaché au point d’aboutissement du rayon interne de E d’angle p/q. D’après la proposition
7.5.13, Hp/qE est de période q et de nombre de rotation p/q. Autrement dit, la fraction rationnelle
fp/q = FcHp/q
E
a exactement q composantes de Fatou périodiques, toutes attachées en un point
fixe u auquel le nombre de rotation de fp/q est p/q. Notons B1, . . . ,Bq les composantes de Fatou
périodiques de fp/q, et Ri le rayon interne de Bi qui aboutit sur le point u. Le lemme suivant
est évident.
Lemme 7.6.3 L’union ⋃qj=1Rj est un bon arbre admissible pour fp/q.
Remarque. Si p = 1 ou p = q − 1, alors on sait que l’intersection ⋃qj=1Bj contient un deuxième
point qui est le conjugué complexe u de u (proposition 7.4.5). Dans ce cas il existe un deuxième
bon arbre admissible pour fp/q qui est l’union des fermetures des rayons internes qui aboutissent
sur u.
Tout ce qu’on a vu jusqu’ici nous permet de remarquer les deux faits suivants.
Lemme 7.6.4 Les satellites de E sont les seules composantes hyperboliques
de période au moins 2 dans lesquelles l’union de la fermeture des composantes
de Fatou périodiques est connexe.
Preuve . Cela découle des résultats 7.4.4, 7.4.16 et 7.5.13. ∎
Lemme 7.6.5 Pour tout q ≥ 2, H1/qE =H(q−1)/qE .
Preuve . Pour q = 2 c’est évident. Pour tout q ≥ 3 la fraction rationnelle Fcq , où cq est le
paramètre dans le lemme 7.4.10, est à la fois le centre de H1/qE et celui de H(q−1)/qE , par les
lemmes 7.4.12 et 7.4.16. Ainsi on a l’égalité attendue. ∎
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Figure 7.14 – H1/qE =H(q−1)/qE pour tout q ≥ 3.
7.6.2 Bons arbres admissibles pour les satellites dégénérés de H1/KE
Soit K ≥ 2. Soit p/q ∈]0; 1[ un nombre rationnel écrit de manière irréductible, et cˆ le point
d’aboutissement d’un rayon interne de H1/KE d’angle p/q. Soit H˜ le satellite de H1/KE attaché en
cˆ.
Soit c ∈ H1/KE tel que f = Fc ne soient pas postcritiquement finie. Soit A = α0 ∪ ⋅ ⋅ ⋅ ∪αq−1 une
p/q-toile de f telle que Fcˆ soit la pincée de f le long de A. Soit ϕ un pincement de f de long
de A.
Soit f˜ = FcH˜ , ϕ˜ ∶J (Fcˆ) →J (f˜) un homéomorphisme conjuguant Fcˆ et f˜ . On étend ϕ˜ en
un homéomorphisme ψ˜ ∶ Cˆ→ Cˆ (les composantes de Fatou sont des domaines de Jordan).
Soit Φ = ψ˜ ○ ϕ.
On note B1 la composante de Fatou de f contenant le point 0. Si K = 2 alors les trois points
fixes de fK dans ∂B1 sont des points fixes de f . Si K ≥ 3, alors deux des trois points fixes de
fK dans ∂B1 sont des points fixes de f . On choisit un point fixe f dans ∂B1, on le note u.
On rappelle que, par définition d’un pincement, les composantes de Fatou de f˜ sont les
images par Φ des composantes connexes deF (f)−⋃j≥0 f−j(A). En particulier, les composantes
de Fatou de f˜ incluses dans Φ(B1) sont les images par Φ des composantes connexes de B1 −⋃j≥0 f−j(A).
Idée
On va construire une suite (U ′n)n≥0 de composantes connexes de B1 −⋃j≥0 f−j(A) telles que
les composantes de Fatou Ωn = Φ(U ′n) de f˜ vérifieront :⋅ 0 ∈ Ω0 ;⋅ f˜K ∶ Ωn → Ωn−1 avec un degré 1, pour tout entier n ≥ 1 ;⋅ Ωn ∩Ωn−1 ≠ ∅, pour tout entier n ≥ 1 ;⋅ (Ωn)n≥0 converge vers le point fixe Φ(u) de f˜ quand n→∞.
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Supposons que l’on ait construit cette suite (U ′n)n≥0.
La composante hyperbolique H˜ est de période qK et de nombre de rotation p/q. D’après
la proposition 7.4.4, l’intersection entre les bords de deux composantes de Fatou distinctes
contient au plus un point. L’intersection ⋂j≥0 f˜ jK(Ω0) est un point K-périodique que l’on note
δ0. Pour tout n ≥ 1, notons δn le point d’intersection entre Ωn et Ωn−1. On a donc f˜K(δn) = δn−1
pour tout n ≥ 1. Pour tout m ≥ 0 notons Rm le rayon interne de Ωm qui aboutit sur le point
δm, et notons R′m celui qui aboutit sur δm+1. L’union
Γ = ⋃
j≥0 f˜ j(R0)
est un graphe planaire fini ayant K composantes connexes et contenant les points deP(f˜). Les
composantes connexes de Γ sont des étoiles à q branches. Soit Γ1 la composante connexe de Γ qui
contient le point 0. L’arc β0 = R0∪f˜K(R0) est un arc primaire dans Γ1 (voir la section 5.2), c’est-
à-dire un arc dans Γ1 du point 0 à f˜K(0). L’arc β1 = R1 ∪R′0 est envoyé homéomorphiquement
par f˜K sur β0. Pour tout n ≥ 2, l’arc βn = Rn ∪R′n−1 est envoyé homéomorphiquement par f˜K
sur βn−1. Par construction, la fermeture
β = ⋃
j≥0βj
est un arc du point δ0 au point fixe Φ(u). Pour reprendre le vocabulaire de la section 5.2, ⋃j≥0 βj
est une extension non dégénérée pertinente de l’arc primaire β0. L’union Γ1 ∪ β est un arbre
planaire fini. Comme le point Φ(u) est un point fixe de f˜ , l’union
⋃
j≥0 f˜ j(Γ1 ∪ β)
est un arbre admissible pour f˜ . C’est un bon arbre admissible par construction.
On construit donc trois bons arbres admissible pour le centre de H1/2E et deux bons arbres
admissibles pour le centre de H1/KE si K ≥ 3 (c’est le nombre de points fixes de f dans ∂B1 que
l’on peut choisir).
Construction de la suite (U ′n)n≥0
Notons A0 = B1 ∩A et U0 la composante connexe de B1 −A0 qui contient le point 0. Dans
la preuve du lemme 7.5.21 (qui reste vrai si K = 2) on a montré que :⋅ le point u est dans le bord de U0 ;⋅ il existe une composante connexe A1 de B1 ∩ f−K(A) telle que u ne soit pas dans le bord
de la composante connexe de B1 −A1 qui contient le point 0 ;⋅ la composante connexe U1 de B1 − f−K(A) dont le bord contient le point u est envoyée
homéomorphiquement par fK sur U0.
(Voir la figure 7.12). Notons b0 le point fixe attractif de f dans B1, et b1 le point de A1 qui
est envoyé par fK sur b0. Soit A2 la composante connexe de f−K(A1) qui est incluse dans U1,
b2 le point de A2 qui est envoyé par fK sur b1, et U2 la composante connexe de B1 − A2 qui
est envoyée par fK sur U1. On a U2 ⊂ U1. La restriction fK ∶ U2 → U1 est un homéomorphisme.
Enfin, u ∈ U2. On construit ainsi trois suites (An)n≥0, (bn)n≥0 et (Un)n≥0 telles que pour tout
n ≥ 1 :⋅ fK(An) = An−1, fK(bn) = bn−1 et fK(Un) = Un−1 ;
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⋅ An ⊂ Un−1 ;⋅ Un est la composante connexe de B1 −An dont le bord contient u ;⋅ bn ∈ An.
(Voir la figure 7.15). Les images Φ(Un) ne sont pas des composantes de Fatou de f˜ , puisque les
Un ne sont pas des composantes connexes de B1 −⋃j≥0 f−j(A).
Soit N un voisinage de b0 sur lequel fK est conjugué à z ↦ (fK)′(b0)z, et tel que 0 ∈ ∂N .
Soit γ un arc de fK(0) à b0 tel que son intérieur γ˚ soit dans N − A. La pré-image f−K(γ)
est faite de quatre arcs d’intérieurs deux à deux disjoints, chacun de 0 à une pré-image de b0
par fK . Soit γ0 celui de 0 à b0, γ1 celui de 0 à b1 et γ′ = γ0 ∪ γ1. On a γ˚ ∩⋃j≥0 f−j(A) = ∅ et
fK(γ′) = γ, donc par invariance de ⋃j≥0 f−j(A) on a γ˚′ ∩⋃j≥0 f−j(A) = ∅. Ainsi, γ˚′ est inclus
dans une composante connexe de B1 −⋃j≥0 f−j(A). Il existe donc une composante connexe U ′0
de U0−⋃j≥0 f−j(A) qui contient le point 0 et dont le bord contient b0 et b1. Puisque la restriction
fK ∶ U1 → U0 est un homéomorphisme, il existe une composante connexe U ′1 de U1−⋃j≥0 f−j(A)
dont le bord contient les points b1 et b2. On crée ainsi une suite (U ′n)n≥0 telle que fK ∶ U ′n → U ′n−1
soit un homéomorphisme, et telle que U ′n soit une composante connexe de Un−⋃j≥0 f−j(A) dont
le bord contient bn et bn+1. Les composantes connexes U ′n sont en particulier des composantes
connexes de B1 −⋃j≥0 f−j(A). La suite (U ′n)≥0 est ce que l’on cherchait à construire. Comme f˜







Figure 7.15 – Illustration avec q = 2.
7.6.3 D’un bon arbre admissible à un autre
Soit H une composante hyperbolique de période K ≥ 3, f = FcH et c ∈H −{cH}. Soit cˆ ∈ ∂H
un paramètre parabolique et H˜ le satellite de H attaché en cˆ. On suppose que H˜ n’est pas un
satellite dégénéré de H. Soit f˜ = FcH˜ et c˜ ∈ H˜ − {cH˜}.
La fraction rationnelle Fcˆ est une pincée de Fc. Soit ϕ un pincement. Soit ϕ˜ un homéo-
morphisme de J (Fcˆ) sur J (Fc˜) conjuguant Fcˆ et Fc˜. On étend ϕ˜ en un homéomorphisme
ψ˜ ∶ Cˆ→ Cˆ.
Soit h ∶J (f)→J (Fc) un homéomorphisme conjuguant Fc et f , et h˜ ∶J (Fc˜)→J (f˜) un
homéomorphisme conjuguant Fc˜ et f˜ . On étend h et h˜ en des homéomorphismes h, h˜ ∶ Cˆ→ Cˆ.
On considère enfin l’application Υ = h˜ ○ ψ˜ ○ ϕ ○ h. On a :⋅ Υ ○ f = f˜ ○Υ sur J (f) ;⋅ pour toute composante de Fatou B de f , l’image Υ(B) est homéomorphe à un ensemble
de Julia rempli connexe et localement connexe.
On munit les composantes de Fatou de f et celles de f˜ de coordonnées de Böttcher.
Soit B une composante de Fatou de f . Puisque Υ(B) est homéomorphe à un ensemble
de Julia rempli connexe et localement connexe, on peut parler d’arc réglementaire de Υ(B).
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Comme pour un polynôme, pour tous points x, y ∈ Υ(B) distincts l’arc réglementaire de
Υ(B) de x à y est l’unique arc dans Υ(B) de x à y tel que ce qui suit soit vrai : pour chaque
composante de Fatou Ω de f˜ dans Υ(B), l’intersection Γ ∩ Ω est contenue dans l’union des
fermetures de deux rayons internes de Ω. Pour un nombre fini de points y1, . . . , yl ∈ Υ(B), on
note [y1; . . . ; yl]Υ(B) l’union des arcs réglementaires dans Υ(B) joignant les points y1, . . . , yl.
C’est un arbre planaire fini.
Maintenant on suppose que f possède un bon arbre admissible Γ et on construit un bon
arbre admissible Γ˜ pour f˜ .
Soit (Bi)i∈I l’ensemble des composantes de Fatou B de f telles que B ∩ Γ ≠ ∅. Pour tout
i ∈ I notons Ti = Bi ∩ Γ. Puisque Γ est réglementaire, Ti est la fermeture de l’union de rayons
internes de Bi.
Soit i ∈ I. Soit x1, . . . , xm les points de Γ ∩ ∂Bi. On définit
γ(Ti) = [Υ(x1); . . . ; Υ(xm);p1; . . . ;pr]Υ(Bi),
où p1, . . . , pr sont les points de P(f˜) dans Υ(Bi). Si Bi n’est pas périodique alors il n’y a pas
de point de P(f˜) dans Υ(Bi), mais m ≥ 2, car Γ est optimal.
Soit
Γ˜ = Υ(Γ ∩J (f)) ∪⋃
i∈I γ(Ti).
Proposition 7.6.6 Γ˜ est un bon arbre admissible.
Preuve .
Assertion 7.6.7 Υ est injective sur Γ ∩J (f).
Preuve . Supposons qu’il existe deux points x, y ∈ Γ ∩J (f) distincts tels que Υ(x) = Υ(y).
D’après le corollaire 7.5.11, il existe une composante de Fatou B de f telle que x, y ∈ B. Puisque
Γ est essentiellement Fatou, les points x, y sont des points d’intersection entre ∂B et le bord
d’une autre composante de Fatou. Or le satellite H˜ est non dégénéré, donc Υ n’identifie pas des
points qui sont des points d’intersection entre les bords de composantes de Fatou distinctes.
C’est donc absurde. ◻
Pour tout i ∈ I, notons mi le nombre de points de Γ ∩ ∂Bi. On distingue trois cas : Bi n’est
pas périodique et mi = 2 ; Bi n’est pas périodique et mi ≥ 3 ; Bi est périodique. Dans le premier
cas γ(Ti) est un arc (il n’y a pas de point deP(f˜) dans Υ(Bi) si Bi n’est pas une composante
de Fatou périodique) ; dans les deux derniers cas γ(Ti) est un arbre planaire fini. Comme Γ est
fini, il n’existe qu’un nombre fini d’éléments I qui vérifient les deux derniers cas.
Enfin, puisque H˜ est un satellite non dégénéré, on a Υ−1(Υ(B)) = B pour toute composante
de Fatou B de f (voir la preuve du lemme 7.5.17). Ainsi, pour tout i ∈ I on a
Υ(x) ∈ γ(Ti)⇒ x ∈ Ti.
Alors Γ˜ est un arbre planaire fini. Par construction il contient les points de P(f˜) et ses bouts
sont des points de P(f˜).
Montrons que f˜(Γ˜) ⊂ Γ˜. Comme Υ ○ f = f˜ ○Υ sur J (f), on a f˜(Υ(Γ ∩J (f))) = Υ(f(Γ ∩
J (f))) et donc
f˜(Υ(Γ ∩J (f))) ⊂ Υ(Γ ∩J (f))
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puisque f(Γ ∩J (f)) ⊂ Γ ∩J (f).
Pour tout i ∈ I notons X(Ti) l’ensemble des bouts de γ(Ti) et des points de P(f˜) dans γ(Ti).
Notons i∗ l’élément de I tel que f(Bi) = Bi∗ . Prenons deux points x, y ∈ X(Ti) tels que l’arc
réglementaire dans Υ(Bi) de x à y, que l’on note α, ne contienne pas de point critique de f˜ à
part peut-être x ou y. Alors f˜ est injective sur α donc l’image f˜(α) est l’arc réglementaire dans
Υ(Bi∗) de f˜(x) à f˜(y). Or f˜(x) et f˜(y) sont des points de X(Ti∗), donc par construction de
γ(Ti∗) on a f˜(α) ⊂ γ(Ti∗). Ainsi, en décomposant γ(Ti) en arcs entre des points de X(Ti) qui ne
contiennent pas de point critique de f˜ à part peut-être leurs extrémités, on obtient f˜(γ(Ti)) ⊂
γ(Ti∗) et donc f˜(⋃i∈I γ(Ti)) ⊂ ⋃i∈I γ(Ti). Comme on a déjà f˜(Υ(Γ ∩J (f))) ⊂ Υ(Γ ∩J (f)),
on conclut que f˜(Γ˜) ⊂ Γ˜.
Ainsi Γ˜ est un arbre admissible optimal.
Montrons que Γ˜ est essentiellement Fatou. Soit B une composante de Fatou de f˜ telle que
Γ˜∩∂B soit non vide. Soit y ∈ Γ˜∩∂B. Supposons qu’il existe un x ∈ Γ∩J (f) tel que Υ(x) = y.
Soit Bˆ la composante de Fatou de f telle que B ⊂ Υ(Bˆ). Puisque Υ−1(Υ(Bˆ)) = Bˆ, on a
x ∈ Γ ∩ ∂Bˆ. Étant donné que Γ est essentiellement Fatou, le point x est un point d’intersection
entre ∂Bˆ et les bords d’autres composantes de Fatou de f . Or, on peut montrer que de tels
points sont envoyés par Υ sur des points qui ne sont dans le bord d’aucune composante de Fatou
de f˜ (voir la section 7.6.2). C’est absurde. Il n’existe donc pas de x ∈ Γ∩J (f) tel que Υ(x) = y.
Il existe donc un m ∈ I tel que y soit dans l’intérieur de γ(Tm), c’est-à-dire dans γ(Tm) privé de
ses bouts. Soit α un arc dans l’intérieur de γ(Tm) qui contient le point y. On sait qu’un tel arc
ne contient qu’un nombre fini de point deJ (f˜), donc les points de α∩J (f˜), et en particulier
le point y, sont des points d’intersection entre les bords d’au moins deux composantes de Fatou
de f˜ (voir la section 7.5.4).
Finalement, montrons que Γ˜ est réglementaire. Soit B une composante de Fatou de f˜ telle
que Γ˜∩B contienne au moins deux points distincts y1 et y2. Comme on a vu dans le paragraphe
précédent, il existe un m ∈ I tel que y1 et y2 soient dans γ(Tm). Par définition de γ(Tm), l’arc
dans γ(Tm) de y1 à y2 est l’arc réglementaire dans Υ(Bm) de y1 à y2. Comme y1 et y2 sont dans
le bord de B ⊂ Υ(Bm), cet arc réglementaire n’est rien d’autre que l’union des fermetures des
rayons internes de B qui aboutissent sur y1 et y2. Ainsi, Γ˜ est bien réglementaire. ∎
7.7 Graphes admissibles pour d’autres composantes hyper-
boliques
Dans la section précédente on a construit un graphe admissible pour le centre de chaque
composante hyperbolique qui descend de E . Malheureusement, toutes les composantes hyper-
boliques ne descendent pas de E . En effet, dans une composante hyperbolique qui descend de E
les ensembles de Julia ne sont pas des tapis de Sierpiński, puisqu’il y a des points d’intersection
entre des bords de composantes de Fatou périodiques. Or on sait qu’il existe des paramètres c
tels que Fc soit postcritiquement finie hyperbolique et avec un tapis de Sierpiński pour ensemble
de Julia (voir le lemme 6.6.17 dans lequel on donne un exemple). Ces paramètres déterminent
des composantes hyperboliques qui ne descendent pas de E .
Appelons îlot toute composante hyperbolique dans laquelle les ensembles de Julia sont des
tapis de Sierpiński. Dans le chapitre 5 on discuté de la construction d’un graphe admissible
pour le centre d’un îlot en utilisant le résultat de Y. Gao, P. Haïssinsky, D. Meyer et J. Zeng.
Soit H un îlot. Ce résultat assure que pour tout entier n ≥ 0 assez grand il existe une courbe
de Jordan C telle que P(FcH) ⊂ C et F ncH(C) ⊂ C. Tout satellite de H est non dégénéré, et
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tout satellite d’une composante hyperbolique qui descend de H est non dégénéré. À partir d’un
graphe admissible pour le centre de H on peut donc essayer de construire par récurrence un
graphe admissible pour le centre de chaque composante hyperbolique qui descend de H, comme
dans la section 7.6.3.
On ne connaît pas de composante hyperbolique qui ne soit pas E , qui ne descende pas de E ,
qui ne soit pas un îlot et qui ne descende pas d’un îlot. Nous n’avons pas encore de classification
des composantes hyperboliques de cette famille.
7.8 Courbe de Jordan pour graphe admissible
Si c ∈ R − {0} est tel que Fc soit postcritiquement finie (pas forcément hyperbolique), alors
la courbe de Jordan R est un graphe admissible pour Fc. Dans cette section on montre que c
est déterminé par la position des points de l’orbite critique sur R.
Soit c ∈ C − {0} tel que Fc soit postcritiquement finie. Notons P ′(Fc) = {F nc (0) ∶ n ≥ 0}.
Appelons pré-période de Fc le plus petit entier p ≥ 0 tel que le point F pc (0) soit périodique,
et période de Fc la période du cycle dans P(Fc) (déjà définie si Fc est hyperbolique). Si C
est une courbe de Jordan contenant l’ensemble P ′(Fc), les trois points 0, ∞ et 1 donnent une
orientation préférée sur C.
Proposition 7.8.1 Soit c1, c2 ∈ C − {0} deux paramètres tels que Fc1 et Fc2
soient postcritiquement finies de même pré-période et de même période. Sup-
posons que pour chaque i = 1,2 il existe une courbe de Jordan Ci qui soit un
graphe admissible pour Fci. Si l’ordre induit par l’orientation de C1 surP ′(Fc1)
et l’ordre induit par l’orientation de C2 sur P ′(Fc2) coïncident, alors c1 = c2.
À priori, si Fc est postcritiquement finie non hyperbolique alors un graphe admissible ne
contient pas forcément le point 0 qui n’est pas dans l’ensemble postcitique. Dans la preuve de
la proposition 7.8.1 on voit que le point 0 est nécessairement dans Ci, et donc que l’ensemble
P ′(Fci) est bien inclus dans Ci.
Pour prouver cette proposition on utilise le lemme suivant :
Lemme 7.8.2 Soit c ∈ C − {0} tel que Fc soit postcritiquement finie et pos-
sède un graphe admissible C qui soit une courbe de Jordan. Alors Fc n’est pas
injective sur C.
Preuve . Si Fc n’est pas hyperbolique alors elle n’est pas injective sur P(Fc), donc elle n’est
pas injective sur C qui contient P(Fc).
Supposons que Fc soit hyperbolique. Alors P ′(Fc) =P(Fc). Par l’absurde supposons que
Fc soit injective sur C et donc que Fc ∶ C → C soit un homéomorphisme préservant l’orienta-
tion. Pour tous a, b ∈ P(Fc) tels qu’une composante connexe de C − {a, b} ne contient aucun
point de P(Fc), notons ]a; b[=]b;a[ cette composante connexe et [a; b] = [b;a] sa fermeture.
Soit x, y ∈ P(Fc) tels qu’une composante connexe de C − {x, y} ne contienne aucun point de
P(Fc). Comme C−]x; y[ contient tous les points de P(Fc), et Fc(P(Fc)) = P(Fc), il vient
que Fc(]x; y[) ne contient aucun point de P(Fc). Ainsi il y a une composante connexe deC −{Fc(x), Fc(y)} qui ne contient aucun point deP(Fc), et Fc([x; y]) = [Fc(x);Fc(y)]. Soit K
la période de Fc. On a alors que FKc ∶ [x; y]→ [x; y] est un homéomorphisme. Remarquons que
K est le plus petit entier k ≥ 0 tel que F kc (]x; y[)∩]x; y[≠ ∅, sinon ce plus petit entier serait K/2,
dans ce cas on aurait FK/2c (x) = y, FK/2c (y) = x, et Fc ne pourrait pas être un homéomorphisme
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préservant l’orientation sur C.
Notons Bx et By les composantes de Fatou contenant x et y respectivement. L’assertion sui-
vante prouve le lemme, puisqu’on sait qu’il n’existe pas de point d’intersection K-périodique
entre les bords de deux composantes de Fatou périodiques distinctes.
Assertion 7.8.3 L’intersection ∂Bx ∩ ∂By contient un point K-périodique.
Preuve . Soit $ ∶ [0; 1] → [x; y] une application continue injective avec $(0) = x et $(1) = y.
Par compacité, soit tx le plus petit t ∈ [0; 1] tel que $(t) ∈ ∂Bx, et ty le plus grand t ∈ [0; 1]
tel que $(t) ∈ ∂By. Alors FKc ($(tx)) = $(tx) et FKc ($(ty)) = $(ty). Donc FKc ∶ $([tx; ty]) →
$([tx; ty]) est un homéomorphisme. Comme l’arc $([tx; ty]) est disjoint deP(Fc), le corollaire
1.3.18 assure que$([tx; ty]) soit un point. C’est donc un point d’intersectionK-périodique entre
∂Bx et ∂By. ◻ ∎
Preuve de la proposition 7.8.1. Supposons que la pré-période soit 3 et que la période soit
1. Un calcul rapide montre que c1 = c2 = −2.
À partir de maintenant on suppose que l’on n’est pas dans le cas que l’on vient de résoudre.
Dans ce cas les orbifolds de Fc1 et Fc2 sont hyperboliques. Pour montrer que c1 = c2 il suffit
alors de construire une équivalence entre (C1, Fc1) et (C2, Fc2) (voir le chapitre 2).
Pour tous a, b ∈ P(Fci) distincts, notons Γba l’intervalle dans Ci de a à b (par rapport
l’orientation qu’on a donné à Ci), et notons Γ˚ba l’intervalle Γba privé des points a et b.
Assertion 7.8.4 0 ∈ Ci.
Preuve . Si Fci est hyperbolique alors 0 ∈ P(Fci), donc 0 ∈ Ci. Supposons que Fci ne soit pas
hyperbolique et par l’absurde que 0 ne soit pas dans Ci. Alors ∞ n’est pas dans Fci(Ci). Comme
Fci(Ci) ⊂ Ci, on en déduit que Fci(Ci) est un arc. Donc Ci contient deux points critiques. C’est
absurde. ◻
Soit ϕ ∶ C1 → C2 un homéomorphisme tel que ϕ(0) = 0, ϕ(∞) = ∞ et ϕ(1) = 1. Quitte à
isotoper ϕ relativement à {0,∞,1}, on a ϕ(P ′(Fc1)) =P ′(Fc2) et donc ϕ(Fc1(x)) = Fc2(ϕ(x))
pour tout x ∈P ′(Fc1), puisque les ordres de P ′(Fc1) et P ′(Fc2) sur C1 et C2 respectivement
coïncident.
Comme ni Γ˚∞0 ni Γ˚0∞ ne contiennent de point critique, Fci est injective sur Γ∞0 et Γ0∞. Puisque Fci
n’est pas injective sur Ci (lemme 7.8.2) on a forcément Fci(Γ∞0 ) = Fci(Γ0∞). Ou bien Fci(Γ∞0 ) =
Fci(Γ0∞) = Γ∞1 ou bien Fci(Γ∞0 ) = Fci(Γ0∞) = Γ1∞. L’image est déterminée par la position de
Fci(1). Ainsi
ϕ(Fc1(Γ∞0 )) = ϕ(Fc1(Γ0∞)) = Fc2(ϕ(Γ∞0 )) = Fc2(ϕ(Γ0∞)),
et on peut isotoper ϕ relativement àP ′(Fc1) de sorte que ϕ(F −1c1 (P ′(Fc1))∩C1) = F −1c2 (P ′(Fc2))∩C2 et ϕ(Fc1(x)) = Fc2(ϕ(x)) pour tout x ∈ F −1c1 (P ′(Fc1)) ∩ C1.
Supposons que Fci(Γ∞0 ) = Γ∞1 (c’est toujours le cas si Fc est hyperbolique). La pré-image
F −1ci (Γ1∞) est faite de deux arcs αi et βi de 0 à∞, tels que α˚i et β˚i soient inclus dans Cˆ−C mais pas
dans la même composante connexe. Disons que αi est à gauche de Ci. On étend homéomorphi-
quement ϕ en un homéomorphisme de F −1c1 (C1) sur F −1c2 (C2) en envoyant homéomorphiquement
α1 et β1 sur α2 et β2 respectivement. On note toujours ϕ cette extension, elle préserve l’orien-
tation. Puisque ϕ(Fc1(α1)) = ϕ(Fc1(β1)) = Fc2(ϕ(α2)) = Fc2(ϕ(β2)) , on peut isotoper ϕ sur α1
136
7.9. ACCOUPLEMENTS
et β1 relativement à {0,∞} de sorte que ϕ(F −1c1 (P ′(Fc1))∩(α1∪β1)) = F −1c2 (P ′(Fc2))∩(α2∪β2)
et ϕ(Fc1(x)) = Fc2(ϕ(x)) pour tout x ∈ F −1c1 (P ′(Fc1)) ∩ (α1 ∪ β1). Ainsi on a
ϕ(F −1c1 (P ′(Fc1))) = F −1c2 (P ′(Fc2))
et ϕ(Fc1(x)) = Fc2(ϕ(x)) pour tout x ∈ F −1c1 (P ′(Fc1)). On a donc ϕ(Fc1(δ)) = Fc2(ϕ(δ)) pour
chaque fermeture δ de composante connexe de C1−F −1c1 (P ′(Fc1)) et ϕ(Fc1(x)) = Fc2(ϕ(x)) pour
chaque point de F −1c1 (P ′(Fc1)) dans δ. Ainsi ϕ est une équivalence entre (C1, Fc1) et (C2, Fc2).∎
7.9 Accouplements
Dans cette section on montre que le centre de chaque composante hyperbolique qui descend
deH1/2E est un accouplement. À la fin de la section on repère d’autres composantes hyperboliques
dont les centres devraient être des accouplements.
Soit c tel que Fc soit postcritiquement finie hyperbolique de période K ≥ 4. L’itérée seconde
F 2c a exactement quatre points critiques distincts : le point 0 qui est triple, le point ∞ = Fc(0)
qui est simple, le point FK−1c (0) qui est simple, et enfin le second point qui est envoyé par Fc
sur 0 qui est simple. Ce dernier point n’est pas périodique et c’est le seul point critique de F 2c
qui ne l’est pas.
Notons P ′(F 2c ) =P(F 2c )∪C (F 2c ). L’ensemble P ′(F 2c ) est simplement P(Fc) auquel on a
rajouté le point non périodique qui est envoyé par Fc sur 0.
Définition 7.9.1 (Composante hyperbolique (réglementairement) dissociable) Soit
H une composante hyperbolique de période au moins 4. On dit que H est dissociable s’il existe
deux arbres planaires finis disjoints Γ1 et Γ2 tels que :(i) les bouts de Γi soient des points de P ′(F 2cH) ;(ii) Γ1 contienne le point 0 et Γ2 contienne les trois autres points critiques de F 2cH ;(iii) FcH(Γ1) ⊂ Γ2 et FcH(Γ2) ⊂ Γ1 ;(iv) Γ1 contienne un point fixe de F 2cH ;
On dit que H est réglementairement dissociable si, par ailleurs, pour chaque composante
de Fatou B de FcH :(v) l’intersection (Γ1 ∪ Γ2) ∩B est un point ou la fermeture de rayons internes de B ;(vi) les points de (Γ1 ∪Γ2)∩∂B sont des points d’intersection entre des bords de composantes
de Fatou de FcH .
Proposition 7.9.2 Si H est une composante hyperbolique dissociable, alors
l’itérée F 2cH est un accouplement.
Proposition 7.9.3 Si H est une composante hyperbolique réglementairement
dissociable qui descend de E , alors tout satellite non dégénéré de H est régle-
mentairement dissociable.
Proposition 7.9.4 Pour chaque composante hyperbolique H qui descend deH1/2E , l’itérée F 2cH est un accouplement.
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Preuve de la proposition 7.9.4. Étant donné les propositions 7.9.2 et 7.9.3, il suffit de
montrer que chaque satellite de H1/2E est réglementairement dissociable.
Soit p/q ∈]0; 1[ un nombre rationnel écrit de façon irréductible. Notons Hp/q
1/2 le satellite deH1/2E attaché au bout du rayon interne de H1/2E d’angle p/q. D’après la proposition 7.5.13, la
composante hyperbolique Hp/q
1/2 est de période 2q et de nombre de rotation p/q. Notons f = FcHp/q
1/2
et B1, . . . ,B2q les composantes de Fatou périodiques de f , avec 0 ∈ B1. Par définition du nombre
de rotation d’une composante hyperbolique, B1 ∪ ⋅ ⋅ ⋅ ∪B2q a deux composantes connexes. Par






sont non vides, réduites à un point, et il n’y a pas d’autre point d’intersection entre les bords
de deux composantes de Fatou périodiques. Notons w1 l’unique point dans ⋂j impairBj et w2
l’unique point dans ⋂j pairBj. Choisissons les coordonnées de Böttcher des composantes de
Fatou périodiques de sorte que le rayon interne Ri(θ) de Bi qui aboutit sur le point w1 si i est
impair, w2 si i est pair, soit celui d’angle 0. Notons
Γ1 = ⋃
j impair
Rj(0) et T2 = ⋃
j pair
Rj(0).
Les arbres planaires finis Γ1 et T2 sont disjoints. Leurs bouts sont des points de P(f). L’arbre
Γ1 contient le point 0 et T2 contient le point ∞ et le point f 2q−1(0). Le point w1 ∈ Γ1 est un
point fixe de f 2 car f(w1) = w2 et f(w2) = w1. Puisque f ∶ B2 → B3 est de degré 2, au bout
du rayon interne R2(1/2) est attachée une composante de Fatou B envoyée sur B1 par f . Le
centre de B est le point critique non périodique de f 2. On pose alors
Γ2 = T2 ∪R2(1/2) ∪R,
où R est le rayon interne de B qui aboutit sur le même point que R2(1/2). Ce rayon interne
R est envoyé par f sur R1(0) (voir la figure 7.16). Les arbres planaires finis Γ1 et Γ2 satisfont
les conditions (i), (ii), (iii), (iv), (v) et (vi) de la définition d’une composante hyperbolique
réglementairement dissociable, donc Hp/q






Figure 7.16 – Illustration pour p/q = 1/3.
Preuve de la proposition 7.9.3. Soit H une composante hyperbolique réglementairement
dissociable qui descend de E , et Γ1 et Γ2 tels que dans la définition 7.9.1. Soit H˜ un satellite
non dégénéré de H. À partir de Γ1 et Γ2 on construit de la même façon que dans la section 7.6.3
deux arbres planaires finis disjoints Γ˜1 et Γ˜2 (dans le plan dynamique du centre de H˜) vérifiant




Preuve de la proposition 7.9.2. Soit H une composante hyperbolique de période au moins
4 dissociable. Soit Γ1 et Γ2 comme dans la définition d’une composante hyperbolique disso-
ciable. Notons f = FcH . Les arbres planaires finies Γ1 et Γ2 sont disjoints, invariants par f 2
et contiennent chacun trois points critiques de f 2 (comptés avec multiplicités). La pré-image(f 2)−1(Γ1) est connexe puisque Γ1 contient un point critique de f 2 de multiplicité maximale.
Enfin, les bouts de Γ1 sont des points de P ′(f 2), ainsi que ceux de Γ2. On est donc dans le
contexte de la section 3.3. L’idée de cette preuve est alors de connecter Γ1 et Γ2 de telle façon
que l’on puisse utiliser la proposition 3.3.9. Pour connecter Γ1 et Γ2 on utilise la procédure
développée dans le chapitre 5 (section 5.2). Notons β0 l’arc dans Γ1 du point 0 au point f 2(0).
C’est un arc primaire dans Γ1. On va construire une extension non dégénérée pertinente de β0.
Assertion 7.9.5 Pour tout entier n ≥ 0, (f 2)−n(Γ1) est un arbre planaire fini.
Preuve . Cette assertion se montre par récurrence avec le lemme 3.3.5. ◻
Assertion 7.9.6 Le point 1 est un bout de Γ1.
Preuve . Étant donné que f 2(Γ1) ⊂ Γ1, si le point f 2n(0) n’est pas un point critique de f 2
alors le nombre de composantes connexes de Γ1 − {f 2(n+1)(0)} est au moins égal à celui de
Γ1 − {f 2n(0)}. Comme 0 est le seul point critique de f 2 dans Γ1, si Γ1 − {1} a au moins deux
composantes connexes alors Γ1 − {f 2n(0)} a au moins deux composantes connexes pour tout
n ≥ 0. Mais les bouts de Γ1 sont des points de la forme f 2n(0) donc c’est absurde. ◻
La pré-image (f 2)−1(Γ1)−{0} a donc quatre composantes connexes. La fermeture de chacune
d’entre elles est envoyée homéomorphiquement par f 2 sur Γ1. Notons C0 la fermeture qui
contient le point 1, et choisissons une autre fermeture que l’on note C1.
Soit β0 l’arc dans C0 du point 0 au point 1 = f 2(0). Donc β0 ⊂ C0. Notons β1 le relevé de β0
par f 2 qui est dans k ≥ 0. Pour tout n ≥ 1 il existe un unique relevé βn+1 de βn par f 2 dont une
extrémité est aussi un extrémité de βn. On a β˚n∩ β˚n−1 pour tout entier n ≥ 0 puisque β˚1∩ β˚0 = ∅
et puisque la restriction f 2 ∶ βn → βn−1 est un homéomorphisme pour tout entier n ≥ 0.
Montrons qu’il existe un entier m ≥ 0 tel que βm ∩ Γ1 = ∅. Supposons par l’absurde que
βm ∩ Γ1 ≠ ∅ pour tout m ≥ 0. Alors βm ⊂ Γ1 pour tout m ≥ 0. Ainsi, ⋃j≥0 βj est un arc et
limn→∞ βn est un point fixe de f 2 dans C1 ∩ Γ1.
Assertion 7.9.7 Soit w1 un point fixe de f 2 dans Γ1. Il existe une composante
connexe D de Γ1 − {w1} telle que f 2(D) ∩D = ∅. Par conséquent, il n’y a pas
de point fixe de f 2 dans C1 ∩ Γ1.
Preuve . Étant donné que les bouts de Γ1 sont des points de P ′(f 2), w1 n’est pas un bout de
Γ1. On peut alors choisir deux bouts a et b de Γ1 qui ne sont pas dans la même composante
connexe de Γ1 − {w1}. Supposons que le point 0 ne soit pas dans la composante connexe D de
Γ1 −{w1} qui contient le point a. Le point 0 est le seul point critique de f 2 dans Γ1 donc f 2 est
injective sur D. Puisque b est dans l’orbite de a on a f 2(D) ∩D = ∅. Supposons maintenant
qu’il existe un point fixe u de f 2 dans C1∩Γ1. L’arc dans Γ1 de u à 0 est envoyé par f 2 sur l’arc
dans Γ1 de u à 1 qui contient l’arc dans Γ1 de u à 0. Puisque f 2 est injective au voisinage du
point u, on obtient que pour toute composante connexe D de Γ1 − {u} l’intersection f 2(D)∩D
est non vide. C’est absurde. ◻
Ainsi, il existe un entier m ≥ 0 tel que βm∩Γ1 = ∅. Puisque (f 2)−n(Γ1) est un arbre planaire
fini pour tout n ≥ 0, l’union ⋃j≥0 βj est une extension non dégénéré de β0 et l’union Γ1 ∪⋃nj=0 βj
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est un arbre planaire fini pour tout n ≥ 0. Par hyperbolicité de f 2, la fermeture ⋃j≥0 βj, qu’on
note β, est un arc de longueur finie et l’extrémité limn→∞ βn de β est un point fixe de f 2. Notons
w ce point.
Montrons que w est un point fixe de f . Il n’y a pas de point fixe de f dans Γ1 ni dans Γ2, car
Γ1 et Γ2 sont disjoints et f(Γ1) ⊂ Γ2, f(Γ2) ⊂ Γ1. Par définition, Γ1 et Γ2 contiennent chacun
un point fixe de f 2. Ces deux points sont donc des points 2-périodiques. Comme f est de degré
2, elle n’a que deux points 2-périodiques qui sont donc ces deux points. Pour montrer que w
est un point fixe de f il suffit donc de montrer que w ∉ Γ1 ∪ Γ2. Le point w est l’extrémité de
l’arc β qui vérifie β ⊂ f 2(β) par construction. Si w était un point de Γ1, alors par l’assertion
7.9.7 il y aurait un problème de préservation d’ordre circulaire par f 2 au point u, ce qui serait
absurde.
Du fait que w ∉ Γ1 on déduit aussi que Γ1 ∪⋃j≥0 βj est un arbre planaire fini.
Notons β′ l’arc β − Γ1. Soit (P1, P2) le couple de polynômes similaire au triplet (f 2,Γ1,Γ2),
et (ϕ1, ϕ2) une similitude (voir la définition 3.3.7 et la proposition 3.3.8). Pour construire
β nous n’avons utilisé que des informations qui sont dans la structure de Γ1. Comme ces
informations sont préservées par ϕ1 il vient qu’il existe une coordonnée de Böttcher pour le
bassin immédiat d’attraction BP1,∞ telle que l’homéomorphisme ϕ1 ∶ H(P1) → Γ1 s’étende en
un homéomorphisme ϕ1 ∶ H(P1,0)→ Γ1 ∪β′ préservant l’orientation, et préservant l’angle entre
β′ et Γ1 si le point β′ ∩ Γ1 est le point critique 0.
Pour tout entier n ≥ 0 notons $n = f(βn). La restriction de f sur chaque βn est injective,
donc$0 est l’arc dans Γ2 de∞ à f 2(∞), et pour tout n ≥ 1,$n est un relevé par f 2 de$n−1 dont
une extrémité est aussi une extrémité de $n−1. L’image f(β) =$ = ⋃j≥0$j est un arc de f 2(∞)
au point fixe w. On peut construire cet arc par le même procédé que β et voir qu’il ne dépend
que de la structure de Γ2. Notons $′ l’arc $ − Γ2. Il existe une coordonnée de Böttcher pour
le bassin immédiat d’attraction BP2,∞ telle que l’homéomorphisme ϕ2 ∶ H(P2) → Γ2 s’étende
en un homéomorphisme ϕ2 ∶ H(P2,0) → Γ2 ∪$′ préservant l’orientation, et préservant l’angle
entre $′ et Γ2 si le point $′ ∩ Γ2 est un point critique de f 2.
Notons enfin
α = β ∩$ − (Γ1 ∪ Γ2)
et
ϕ ∶ H(P1 F P2,0)→ Γ1 ∪ α ∪ Γ2
le recollement de ϕ1 et ϕ2. La proposition 3.3.9 assure que f est l’accouplement de P1 et P2,
munis des coordonnées de Böttcher choisies pour BP1,∞ et BP2,∞. ∎
Autres accouplements
Les définitions de composante hyperbolique dissociable et réglementairement dissociable
ont été spécialement établies pour les molécules de H1/2E . Les preuves qui les suivent dépendent
d’elles et ne marchent pas pour d’autres cas. Cependant, on peut affaiblir les conditions sur
Γ1 et Γ2 dans la définition d’une composante hyperbolique réglementairement dissociable pour
montrer (avec la même idée) que pour tout entier K ≥ 4 pair, le centre de H1/KE , le centre de
chaque satellite non dégénéré de H1/KE et le centre de chaque molécule de ces satellites, sont des
accouplements.
Pour le centre c de H1/KE , le fait que les composantes de Fatou périodiques soient toutes
attachées en deux points nous permet de construire deux arbres planaires finis disjoints Γ1 et











Figure 7.17 – Illustration pour K = 6. Les composantes de Fatou périodiques sont notées B1, . . . , ,B6 en
respectant la dynamique, avec 0 ∈ B1. La composante de Fatou B est la composante de Fatou contenant le point
critique non périodique de F 2c . Les arbres Γ1 et Γ2 sont tracés en traits épais.
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Annexe A - Arbres de Hubbard abstraits
Un graphe fini est un espace topologique obtenu en quotientant un nombre fini d’arcs
(des espaces topologiques homéomorphes à l’intervalle unité [0; 1]) disjoints par une relation
d’équivalence sur leurs extrémités. Les images par l’application quotient de ces extrémités sont
appelés les sommets, et les images des arcs les arêtes. Un arbre fini est un graphe fini Γ tel
que pour tous x, y ∈ Γ il existe un unique arc dans Γ d’extrémités x et y.
Suivant A. Poirier dans [Poi10], un arbre fini H est muni de la structure suivante.⋅ Une application f ∶ S → S, où S est l’ensemble des sommets de H, telle que f(s) ≠ f(s′)
si s et s′ sont les extrémités d’une même arête.⋅ Une fonction degré deg ∶ S → N − {0} telle que 1 +∑s∈S(deg(s) − 1) > 1.⋅ Une fonction angle (a, a′)↦∠(a, a′) qui envoie un couple d’arêtes partageant une extré-
mité sur un angle dans Q/Z, avec⋅ ∠(a′, a) = −∠(a, a′),⋅ ∠(a, a′) = 0 si et seulement si a′ = a,⋅ ∠(a, a′′) =∠(a, a′) +∠(a′, a′′).
On dit qu’un sommet s est critique si deg(s) > 1 ; de type Fatou s’il est finalement envoyé
par f dans un cycle contenant un sommet critique ; ou de type Julia s’il est finalement envoyé
par f sur un cycle ne contenant pas de sommet critique.
L’application f ∶ S → S est étendue en une application f ∶ H → H en envoyant homéo-
morphiquement toute arête d’extrémités s et s′ sur l’arc dans H de f(s) à f(s′). L’application
angle est aussi étendue aux couples d’arcs qui ont une extrémité en commun qui est un sommet.
L’arbre H est appelé arbre de Hubbard abstrait si :⋅ ∠(f(a), f(a′)) = deg(s)∠(a, a′) quand a et a′ sont deux arêtes partageant une extrémité
s ;⋅ si s est un sommet périodique de type Julia, et a, a′ sont deux arêtes dont une extrémité
est s, alors∠(a, a′) est un multiple de 1/m, oùm est le nombre d’arêtes dont une extrémité
est s.
Enfin, l’arbre H est dit expansif si pour toute arête a de H dont les extrémités sont des
sommet de type Julia, il existe un entier n ≥ 1 tel que fn(a) ne soit pas une arête.
Théorème 7.9.8 ([Poi10], théorème 1.1) Un arbre de Hubbard abstrait est
réalisé en tant qu’arbre de Hubbard d’un polynôme postcritiquement fini si et
seulement s’il est expansif. S’il y a réalisation alors le polynôme est unique à
conjugaison par une transformation affine près.
Soit H un arbre de Hubbard abstrait expansif. Que signifie "H est réalisé en tant qu’arbre de
Hubbard du polynôme P" ?
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Notons H ′ le plus petit arbre inclus dans H contenant les sommets critiques de H et leur
orbite respective (dans [Poi10] cet arbre est appelé l’arbre minimal). Que H soit réalisé en tant
que l’arbre de Hubbard du polynôme P signifie qu’il existe un homéomorphisme ϕ ∶H → H(P )
préservant les sommets, la dynamique sur les sommets, les degrés et les angles entre les arêtes.
On rappelle que H(P ) désigne l’arbre de Hubbard de P . Si s est un sommet de H(P ) dans
l’ensemble de Fatou, alors les angles entre les arêtes de H(P ) dont une extrémité est s sont
donnés par des coordonnées de Böttcher. Si s est un sommet de H(P ) dans l’ensemble de Julia,
alors les angles entre les arêtes de H(P ) dont une extrémité est s sont naturellement donnés
par un multiple de 1/m, où m est le nombre (fini) de composantes connexes de K (P ) − {s}
(K (P ) est l’ensemble de Julia rempli de P ).
144
Annexe B - Paramétrage des composantes
hyperboliques de période au moins 3
Dans cette annexe on détaille l’utilisation que l’on fait des résultats de Mary Rees pour
paramétrer les composantes hyperboliques de période au moins 3 par le multiplicateur du cycle
atractif (voir la section 7.3.3).
On rappelle que l’on note M2H l’ensemble des fractions rationnelles de degré 2 hyper-
boliques à conjugaison par une transformation de Möbius près. On distingue quatre types de
composantes connexes de M2H (on reprend les noms donnés par Mary Rees) :⋅ type I : les deux points critiques sont dans le bassin immédiat attractif d’un point fixe
attractif.⋅ type II : les deux points critiques sont dans un même cycle de composante de Fatou mais
pas dans la même composante de Fatou (donc ce cycle de composantes de Fatou est de
période au moins 2) ;⋅ type III : un seul point critique est dans un cycle de composantes de Fatou, l’autre est
dans une composante de Fatou qui est finalement envoyée dans ce cycle ;⋅ type IV : les deux points critiques sont dans deux cycles de composantes de Fatou dis-
tincts.
Dans [Ree90] Mary Rees paramètre les composantes connexes de M2H . Bien sûr nous nous
intéressons particulièrement à son paramétrage des composantes connexes de M2H de type
II.
Le premier des deux résultats que nous utilisons est le suivant :
Théorème 7.9.9 ([Ree90]) Soit Hˆ une composante connexe de M2H de
type II, III ou IV. Il existe un et un seul élément de Hˆ qui soit postcritiquement
fini. On appelle cet élément le centre de Hˆ.
Dans ce qui suit on définit des objets essentiels pour énoncer le second résultat que l’on utilise.
Pour simplifier au maximum on ne parle que du cas qui nous intéresse. Les assertions mettent
en valeur des qui comptent pour nous.
Soit Hˆ une composante connexe de M2H de type II dans laquelle une composante de
Fatou contenant un point critique est l’image de la composante de Fatou contenant l’autre
point critique.
Soit g ∈ Hˆ. On note :⋅ c1 et c2 les points critiques de g ;⋅ Ui la composante de Fatou contenant ci ;⋅ ai le point périodique attractif dans Ui ;
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⋅ K la période du cycle attractif de g ;⋅ λ le multiplicateur du cycle attractif de g.
D’après la nature de Hˆ on peut supposer et on suppose que g(U1) = U2.
Cas λ ≠ 0
Supposons que λ ≠ 0. En d’autres termes, c1 ≠ a1 et c2 ≠ a2.
Les points critiques de gK dans U1 sont c1 et les pré-images dans U1 de c2 par g, que l’on
note e1 et e′1. Si g(c1) = c2 alors c1 = e1 = e′1, sinon c1, e1 et e′1 sont trois points distincts. De
même les points critiques de gK dans U2 sont c2 et les pré-images dans U2 de c1 par gK−1, que
l’on note e2 et e′2. Si gK−1(c2) = c1 alors c2 = e2 = e′2, sinon c2, e2 et e′2 sont trois points distincts.
Il existe une fonction holomorphe φi ∶ ⋃j≥0 g−jK(Ui)→ C telle que φi(ai) = 0 et φi(gK(z)) =
λφi(z), et qui soit bi-holomorphe sur un voisinage de ai (c’est une linéarisation de Koenigs de
gK au voisinage de ai, étendue au bassin d’attraction de ai).
Si la condition (∗i) ∣φi(ci)∣ = min{∣φi(ci)∣, ∣φi(ei)∣, ∣φi(e′i)∣}
est vérifiée alors ψi ∶= ((φi/φi(ci))∣D)−1 est l’unique application de D dans Ui telle que :⋅ ψi soit holomorphe injective sur D et homéomorphe de D sur ψi(D) ;⋅ ψi(λz) = gK(ψi(z)) sur D ;⋅ ψi(0) = ai et ψi(1) = ci.
La vérification de (∗i) ne dépend pas du choix de φi, car φi est unique à multiplication par une
constante non nulle près.
Lemme 7.9.10
1. Il existe un i ∈ {1,2} tel que la condition (∗i) soit vérifiée.
2. Si (∗1) est vérifiée alors (∗2) est vérifiée si et seulement s’il existe un
α ∈ C tel que ∣λ∣ ≤ ∣α∣ ≤ 1 et gK−1(c2) = ψ1(α).
3. Si (∗1) et (∗2) sont vérifiées alors ψ2(λ/α) = g(c1).
Preuve . Choisissons une linéarisation de Koenigs φ1 de gK au voisinage de a1, étendue au
bassin d’attraction de a1 par gK . Soit φ2 ∶= φ1 ○ gK−1. On vérifie facilement que φ2 est une
linéarisation de Koenigs de gK au voisinage de a2, étendue au bassin d’attraction de a2 par gK .
On vérifie tout aussi facilement que φ1(c1) = φ2(e2) = φ2(e′2) et φ2(c2) = λφ1(e1) = λφ1(e′1).
1. Supposons que (∗1) ne soit pas vérifiée, autrement dit ∣φ1(e1)∣ < ∣φ1(c1)∣.
On a alors ∣φ2(c2)∣ < ∣λ∣.∣φ1(c1)∣ = ∣λ∣.∣φ2(e2)∣ < ∣φ2(e2)∣ = ∣φ2(e′2)∣ donc (∗2) est vérifiée.
2. Supposons maintenant que (∗1) soit vérifiée. On a ∣φ1(c1)∣ = min{∣φ1(c1)∣, ∣φ2(c2)/λ∣} donc∣φ2(c2)∣ ≥ ∣λ∣.∣φ1(c1)∣ = ∣λ∣.∣φ2(e2)∣ = ∣λ∣.∣φ2(e′2)∣.
Si (∗2) est vérifiée alors
∣λ∣.∣φ2(e2)∣ = ∣λ∣.∣φ2(e′2)∣ ≤ ∣φ2(c2)∣ ≤ ∣φ2(e2)∣ = ∣φ2(e′2)∣
autrement dit ∣λ∣.∣φ1(c1)∣ ≤ ∣φ1(gK−1(c2))∣ ≤ ∣φ1(c1)∣.
Comme ψ1 ∶= ((φ1/φ1(c1))∣D)−1 on obtient en divisant ∣φ1(c1)∣
∣λ∣ ≤ ∣ψ−11 (gK−1(c2))∣ ≤ 1
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∣λ∣ ≤ ∣α∣ ≤ 1
avec α = ψ−11 (gK−1(c2)) donc gK−1(c2) = ψ1(α).
Réciproquement, si gK−1(c2) = ψ1(α) pour un certain ∣λ∣ ≤ ∣α∣ ≤ 1 alors
φ2(c2) = φ1(gK−1(c2)) = φ1(ψ1(α)) = ∣φ1(c1)∣ψ−11 (ψ1(α)) = ∣φ1(c1)∣α
et donc ∣φ2(c2)∣ ≤ ∣φ1(c1)∣ = ∣φ2(e2)∣ = ∣φ2(e′2)∣, d’où (∗2) est vérifiée.
3. On a
λ = λφ1(c1)
φ1(c1) = φ1(gK(c1))φ1(c1) = φ2(g(c1))φ1(c1)
et
α = ψ−11 (gK−1(c2)) = φ1(gK−1(c2))φ1(c1) = φ2(c2)φ1(c1)
d’où ψ2(λ/α) = g(c1). ∎
Assertion 7.9.11 Si g(c1) = c2 alors (∗1) est vérifiée car c1 = e1 = e′1, et (∗2)
est également vérifiée car gK−1(c2) = gK(c1) = ψ1(λ).
Considérons maintenant le produit de Blaschke
τλ ∶ Cˆ → Cˆ
z ↦ z z+λ
1+λz .
On a les propriétés suivantes : J (τλ) = S1 ; τλ a deux points fixes attractifs en 0 et ∞ ; le
multiplicateur de 0 est λ ; τλ n’a qu’un seul point critique dans D que l’on note c(λ).
Assertion 7.9.12 La fonction λ ∈ D − {0} → c(λ) est continue, et c(λ) → 0
quand λ→ 0. On peut donc étendre continuement la fonction λ ∈ D−{0}→ c(λ)
à D par c(0) = 0.
Puisque c(λ) est le seul point critique de τλ dans D, il existe une unique application (linéarisation
de Koenigs normalisée) σλ ∶ D→ D telle que :⋅ σλ soit holomorphe injective sur D et homéomorphe de D sur σλ(D) ;⋅ σλ(λz) = τλ(σλ(z)) sur D ;⋅ σλ(0) = 0 et σλ(1) = c(λ).
On définit alors
F IIλ ∶= (D − σλ({∣z∣ < ∣λ∣})) × {1,2}(σλ(z),1) ∼ (σλ(λ/z),2) pour ∣λ∣ ≤ ∣z∣ ≤ 1 .
On note <> la classe d’équivalence pour la relation d’équivalence définie dans F IIλ .
Assertion 7.9.13 < (c(λ),2) >∈ F IIλ .
On définit ensuite Fλ,0 ∶= σλ(D), et si (∗i) est vérifiée alors on définit ϕi ∶ Fλ,0 ×{i}→ Ui par
ϕi = ψi ○ σ−1λ .
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D’un côté, le disque ouvert Fλ,0 contient la valeur critique de τλ dans D, donc par la formule
de Riemann-Hurwitz Fλ,n ∶= τ−nλ (Fλ,0) est un disque pour tout n ≥ 0, et Fλ,n − Fλ,n−1 est un
anneau pour tout n ≥ 1. La restriction τλ ∶ Fλ,n+1 − Fλ,n → Fλ,n − Fλ,n−1 est un revêtement non
ramifié de degré 2 pour tout n ≥ 1.
De l’autre côté, si (∗i) est vérifiée posons Ain ∶= (gK)−n(ψi(D)) ∩ Ui. Tant que Ain+1 ne
contient pas d’autre point critique de gK que ci, la restriction gK ∶ Ain+1 −Ain → Ain −Ain−1 est
un revêtement non ramifié de degré 2. Si Ni est le plus petit entier n tel que Ain+1 contienne un
autre point critique de gK que ci, alors la restriction gK ∶ AiNi −ψi(D)→ AiNi−1 − gK(ψi(D)) est
un revêtement non ramifié de degré 2. On peut donc étendre la commutation gK ○ ϕi = ϕi ○ τλ
à Fλ,Ni × {i}. Précisément, N1 est le plus petit entier n tel que gK−1(c2) ∈ A1n, et N2 est le plus
petit entier n tel que g(c1) ∈ A2n.
On définit enfin
v(g) ∶= { < ((ϕ1)−1(gK−1(c2)),1) > si (∗1) est vérifiée< ((ϕ2)−1(g(c1)),2) > si (∗2) est vérifiée
Si (∗1) et (∗2) sont vérifiées en mêm temps alors v(g) est bien défini. En effet, grâce au lemme
7.9.10 on a d’un côté
(ϕ1)−1(gK−1(c2)) = σλ((ψ1)−1(gK−1(c2))) = σλ((ψ1)−1(ψ1(α))) = σλ(α)
et de l’autre côté





et on a bien (σλ(α),1) ∼ (σλ(λ/α),2) d’après la définition de F IIλ . En particulier, v(g) ∈ F IIλ .
Assertion 7.9.14 On a v(g) ≠< (0, i) >.
Preuve . En effet, si (∗1) est vérifiée alors on a (ϕ1)−1(gK−1(c2)) = 0 seulement si gK−1(c2) = a1.
Mais gK−1 ∶ U2 → U1 est de degré 2, gK−1(a2) = a1 et c2 ≠ a2 donc c’est impossible. De même si(∗2) est vérifiée. ◻
Cas λ = 0
Supposons maintenant que λ = 0, i.e c1 = a1 ou c2 = a2.
Si la condition (∗1) c1 = a1, c2 ≠ a2
est vérifiée alors il existe un unique r ∈]0; 1[ et une unique fonction ϕ1 ∶ {∣z∣ < r}→ U1 tels que :
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⋅ ϕ1 soit holomorphe injective sur {∣z∣ < r} ;⋅ ϕ1(z2) = gK(ϕ1(z)) sur {∣z∣ < r} ;⋅ ϕ1(0) = c1 = a1 et ϕ1({∣z∣ = r2}) contient gK−1(c2).
C’est la coordonnée de Böttcher de gK au voisinage de a1.
Si la condition (∗2) c2 = a2, c1 ≠ a1
est vérifiée alors on note ϕ2 la fonction correspondante.
Si ni (∗1) ni (∗2) n’est vérifiée, i.e si c1 = a1 et c2 = a2, alors il n’existe pas de telles fonctions.
Dans tous les cas on définit
F II0 ∶= D × {1,2}(0,1) ∼ (0,2)
et
v(g) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
< ((ϕ1)−1(gK−1(c2)),1) > si (∗1) est vérifiée< ((ϕ2)−1(g(c1)),2) > si (∗2) est vérifiée< (0,1) >=< (0,2) > si ni (∗1) ni (∗2) n’est vérifiée
On a bien v(g) ∈ F II0 .
Assertion 7.9.15 v(g) =< (0, i) > si et seulement si g(c1) = c2 et gK−1(c2) =
c1.
Preuve . En effet, si g(c1) = c2 et gK−1(c2) = c1 alors (∗1) et (∗2) ne sont pas vérifiées donc
par définition v(g) =< (0,1) >=< (0,2) >. Réciproquement, si par exemple (∗1) est vérifiée,
alors c1 = a1, donc gK−1(a2) = c1, donc gK−1(c2) ≠ a1 car gK−1 ∶ U2 → U1 est de degré 2, donc(ϕ1)−1(gK−1(c2)) ≠ 0. ◻
Le théorème
On définit enfin
Y II ∶= ⋃
µ∈D{µ} × F IIµ
et on peut écrire le théorème de Mary Rees :
Théorème 7.9.16 ([Ree90]) L’application PHˆ ∶ Hˆ → Y II définie par
PHˆ(g) = (λ, v(g)) est un revêtement ramifié de degré 3 dont le seul point de
ramification est le centre de Hˆ, avec PHˆ(g) = (0,< (0,2) >) si et seulement si
g est le centre de H.
Pour appliquer ce résultat remarquons :
Lemme 7.9.17 g(c1) = c2 si et seulement si v(g) =< (c(λ),2) >.
On rappelle que si λ ≠ 0 alors c(λ) est le point critique du produit de Blaschke τλ dans D, et
que c(0) = 0.
Preuve du lemme 7.9.17. Supposons que λ ≠ 0. Si g(c1) = c2, alors (∗1) et (∗2) sont bien
vérifiées (remarque 7.9.11), et
v(g) =< ((ϕ2)−1(g(c1)),2) >=< (σλ((ψ2)−1(c2)),2) >=< (σλ(1),2) >=< (c(λ),2) > .
Réciproquement, si v(g) =< (c(λ),2) >, alors (∗2) est vérifiée, et c(λ) = (ϕ2)−1(g(c1)). Comme
ϕ2 est un homéomorphisme et ϕ2(c(λ)) = c2, on a bien c2 = g(c1).
Supposons maintenant que λ = 0. Alors c(λ) = 0 (remarque 7.9.12), et on sait par la remarque
7.9.15 que v(g) =< (0,2) > si et seulement si g(c1) = c2 et gK−1(c2) = c1. ∎
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ANNEXE B - PARAMÉTRAGE DES COMPOSANTES HYPERBOLIQUES DE PÉRIODE
AU MOINS 3
Preuve de la proposition 7.3.7
Preuve de la proposition 7.3.7. Soit H une composante hyperbolique (de notre famille)
de période K ≥ 3. Soit Hˆ la composante connexe de M2H qui contient H. On reprend les
notations utilisées plus haut, c’est-à-dire pour g ∈ Hˆ les points critiques de g sont c1 et c2, Ui
est la composante de Fatou contenant ci, g(U1) = U2, et λ est le multiplicateur du cycle attractif
de g. On rappelle que pour tout µ ∈ D − {0} le point c(µ) est le point critique du produit de
Blaschke τµ dans D, et que l’on prolonge continuement par c(0) = 0.
Soit C ∶= {g ∈ Hˆ ∶ g(c1) = c2} et A ∶= {(µ,< (c(µ),2) >) ∶ µ ∈ D}.
On a < (c(µ),2) >∈ F IIµ pour tout µ ∈ D−{0} (voir l’assertion 7.9.13), c(0) = 0 et < (0,2) >∈ F II0
par construction. Donc A ⊂ Y II . Comme g(c1) = c2 si et seulement si v(g) =< (c(λ),2) > (voir
le lemme 7.9.17) on voit que P −1
Hˆ
(A) = C. Ainsi, la restriction PHˆ ∶ C → A est un revêtement
ramifié de degré 3 dont le seul point de ramification est le centre de Hˆ (qui existe et est unique
par le théorème 7.9.9) avec une multiplicité maximale.
Comme la fonction µ ∈ D → c(µ) est continue, l’ensemble A est connexe et homéomorphe à
D par la projection de la première coordonnée pi(µ, (c(µ),2)) = µ. Ainsi chaque composante
connexe de C est envoyée par PHˆ sur A, et comme le centre de Hˆ est le seul point qui soit
envoyé par PHˆ sur (0,< (0,2) >) ∈ A, chaque composante connexe de C contient le centre de
Hˆ. Donc C est connexe.
Comme H est une composante connexe de C qui est connexe, on a H = C. La composition
H
PHˆÐ→ A piÐ→ D
qui donne le multiplicateur du cycle attractif est un revêtement ramifié analytique de degré
3 dont le seul point de ramification est le centre de Hˆ avec une multiplicité maximale. En
particulier, le centre de Hˆ est dans H. ∎
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Résumé. On réfléchit à une façon de déterminer une fraction rationnelle postcritiquement finie à
conjugaison par une transformation de Möbius près, à l’aide de graphes planaires finis munis de la
dynamique de l’application. Étant donné une telle fraction rationnelle f , on définit un ensemble G(f)
de classes d’équivalences de graphes admissibles (des graphes planaires finis invariants, connexes, qui
contiennent l’ensemble postcritique de f). On montre que si G(f) est non vide, alors f et g sont
conjuguées par une transformation de Möbius si et seulement si G(f) ∩ G(g) ≠ ∅. Cela nous amène à
réfléchir à la construction de graphes admissibles pour une fraction rationnelle postcritiquement finie.
On montre qu’une intersection non vide entre les bords de deux composantes de Fatou périodiques
contient au moins un point périodique. On construit des graphes admissibles pour certains éléments
de la famille des fractions rationnelles quadratiques dont l’un des deux points critiques est l’image de
l’autre, avec des techniques utilisables dans de nombreuses autres familles.
Mots-clés : Dynamique complexe, dynamique holomorphe, fractions rationnelles, graphes, caractéri-
sation.
Abstract. We think of a way to determine a postcritically finite rational map up to Möbius conjugacy,
using planar finite graphs fitted with the dynamics of the map. Given such a rational map f , we define a
set G(f) of equivalence classes of admissible graphs (invariant, connected planar finite graphs containing
the postcritical set). We show that if G(f) is non-empty, then f and g are Möbius conjugate if and
only if G(f) ∩ G(g) ≠ ∅. This leads us to think about the construction of admissible graphs for a
postcritically finite rational map. We show that a non-empty intersection between the boundaries of
two periodic Fatou components contains at least one periodic point. We construct admissible graphs
for some elements of the family of quadratic rational maps whose one of the two critical points is the
image of the other, with technics usable in a lot of other families.
Keywords : Complex dynamics, holomorphic dynamics, rational maps, graphs, characterization.
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