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Abstract 
In this paper, a new nonlinear control synthesis technique, 
8 - D  method, is employed to  design a missile 
longitudinal autopilot. The 8 - D technique yields 
suboptimal solutions to nonlinear optimal control problems 
in the sense that it provides approximate solution to the 
Hamilton-lacobi-Bellman (HIB) equation. Semi-global 
asymptotic stability can be achieved by  manipulating the 
perturbation terms which are added to the cost function in 
developing a series solution. Furthermore, this method can 
be used to provide an approximate closed-form solution to 
the state dependent Riccati equation. The particular 8 - D  
methodology adopted in this paper i s  referred to as 
8 - D  H., design. The 8 - D  M m  design has the same 
structure as that of IinearH.,, except that the two Riccati 
equations are state dependent. By using 0 - D  technique, 
we would eliminate the need for online computations of 
Riccati equations as in the recently popular State 
Dependent Riccati Equation (SDRE) technique. A missile 
longitudinal autopilot design demonstrates the capabilities 
of 8 - D  method. 
Keyword Nonlinear Systems, Optimal Control, Perturbation 
Methods, Missile Autopilot 
1. Introduction 
The dynamics of high performance aircrafts and missiles are 
inherently nonlinear due to inertial coupling, aerodynamic effects 
and actuator limits. Though autopilot designs are typically based 
on linearized dynamics models, modern missile systems often 
operate in flight regimes where nonlinearities significantly affect 
the dynamic response. Many nonlinear control methods have 
been proposed for missile autopilot design in the past In [ I ] ,  a 
power series expansion was used in the design of nonlinear 
automatic flight control systems undergoing high angles of 
attack. This method was also applied to the control of highly 
maneuverable aircraft in 121 and compared with the performance 
of a conventional PI gain scheduled controller. The results 
showed similar performances. Wise and Sedwick [3] employed 
nonlinear H- optimal control to design a pitch plane autopilot for 
agile missiles. The control law was obtained by approximating 
the solution to the Hamilton-lacobi-Isaacs equation using the 
classical method of characteristics. However, the design is still 
based an a gain scheduled linear H -  solution with the linearized 
dynamics. n e  nonlinearity is considered as a deviation from the 
linearized solution. The conclusion of this paper indicated that 
contribution of the nonlinear design is small. 
Another recently emerging technique that systematically solves 
the nonlinear regulator problem is the State Dependent Riccati 
Equation (SDRE) method (Cloutier et al., 1996) [4]. By turning 
the equations of motion into a linear-like structure, this approach 
permits the designer lo employ linear optimal control methods 
such as the LQR methodology and the H- design technique for 
the synthesis of nonlinear control systems. It can be used for a 
broad class of nonlinear regulator problems 151. In [61. a state 
dependent Riccati differential equation approach was used to 
design an integrated missile guidance and control. The problem 
was formulated as a nonlinear H., control problem. As stated in 
this p a p ,  the SDRE approach is computationally intensive and, 
thus, requires significantly processor capability for online 
implementation. The reason is that the SDRE method needs 
online computation of the algebraic Riccati equation at each 
sample tlme when implemented. The method developed in this 
study yields approximately analytical solutions.. 
In this paper. a new suboptimal nonlinear controller synthesis 
( 8- D approximation) technique based on approximate solution 
to the Hamilton-Jacobi-Bellman (HJB) equation is proposed. By 
introducing an intermediate variable 0 and perturbations to the 
cost function, the HIB equation is reduced to a set of recursive 
algebraic equations. By manipulating the perturbation terms 
properly, semi-glabal asymptotic stability can be achieved and 
the system performance can also be modulated in a flexible way. 
In [ 7 ] ,  the SDRE H, method was used to design a full-envelope 
pitch autopilot. However, solving two Riccati equations on-line is 
very time-consuming. In  this paper, the 0 - D  H_ design is 
proposed to address the same problem as in [7]. We demonstrate 
that the 8 - D H_ design does not require on-line solutions of 
Riccati equation and gives an approximate closed form solution 
to the two state dependent Riccati equations associated with the 
nonlinear H.. problem. 
The longitudinal missile dynamics is described in Section 2. In 
Section 3, the 8 - D  H- formulation is given and is used to 
design the autopilot in Section 4. Numerical results and analysis 
are given in Section 5. Conclusions are made in Section 6. 
2. Missile Longitudinal Dynamics 
The missile model used in this paper is taken from [7 ] .  The 
model assumes constant mass, i.e. post burnout, no roll rate, zero 
roll angle, no sideslip. and no yaw rate. The nonlinear equations 
of motion for a rigid airframe reduce to two force equations, one 
moment equation, and one kinematic equation. 
(1) ," U + Q W = L  c 
S = Q  (4) 
The force and moments aboul the center of gravity are 
Z F ~ "  = Lsina-Dcosa-mgsin8  (3 
C M .  = M D  (7) 
FBZ = -Lcosa - Dsin a +mgcosO (6)  
where a is the angle of attack; 8 is the pitch angle; L is the lift; 
D is the drag and Mr is the pitching moment. 
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L=-pV’SC,,  D = - p V 2 S C , ,  M,=-pV2SdCm (8)  
where p is the air density: V is the missile speed. 
In t e rm of the normal force coefficient C, the lift coefficient C, 
and the drag caefficient C ,  are: 
where C ,  is drag coefficient at a zero degree angle of attack. 
The nondimensional aerodynamic coefficients for the missile at 
20,OOOft altitude are 171: 




C ,  =a$ t b,a(d+cn(2 --)a t d J  
Cm =a,$ + b#Id t c , ( -7  + - ) a  t d J + e m Q  
a. =19.mbm =-31.m1cn =4.717,dn =-1.%C, =O.W 
(1.2) 4. =4044t2bm =-64.015,cm =2YQdm = - l l . a e m  =-1.719 
In order to calculate the aerodynamic coefficients, Mach number 
M, angle of attack a pilch rate p are needed. Hence, these 
variables are used as state variables in this study. The required 
relationships are: 
8M 
3 (1 1) 
The numerical values are given: 
W V 
U a 
t a n a = - - , V i = U ’ + W ’ , M = - - , y = 8 - a  (13) 
. v . uu+mv 
a ’  V and M = -  V = - -  (14) 
where y is the flight path angle. 
Expanding these equations in term of the aerodynamic 
coefficients yields the equations of motion: 





The physical parameters used in this model at 20,OoOft altitude 
are given by [71: 
A second-order actuator dynamics is included in the design and 
analysis. This model is given by 
where the damping ratio, 5 = 0.7 , and the natural frequency, 
mm =50 
3. Formulation of the 8 - D H.. problem 
Consider the general nonlinear system 
i=  / ( x ) t B , ( x ) w + B ” ( x ) u  (24) 
z = c,(x) t D,(x)u (25) 
Y =c,(x)+D,&)w (26) 
where XE R ” , u E  Rm,u  E R“ , w is the exogenous input 
including tracking command and noises injected into the system; 
U is the control, z is the regulated output and y is the 
measurement output. Assume that all these functions are smooth 
and f(O)=O. It is desired to find a controller such that the closed 
loop system is internally stable and for y t 0 
[llz(f)l(df Y* [ l lW) l (dt  (27) 
for all T 2 0  and all W E  &(O,T).  Then the exogenous signals 
will be attenuated by y . The 8-D H -  formulation is a natural 
extension of the linear H -  design. 
Bring the nonlinear dynamics to the linear-like structure 
X = A ( x ) x + B , ( x ) w t  Bu(x)u (28) 
z = C,(x)x t D y ( x ) u  
y = C,(X)X + D&)W 
(29) 
(30) 
such that (A,B,) , (A,B,)  and (C , ,A) , (Cy ,A)  are pointwise 
srabilizable and detectable for X E  R ,  where 51 is a compact set 
in R“ . Then the following formulation is similar to the standard 
linear H -  problem except that the coefficent matrices of x, U and 
w are state dependent. 
Solve the two state-dependent Riccati equations given below in 
terms of their Hamiltonians 
A -  BJ?;’RL y-‘B,Bj- BwR;‘BU’ 
-R, tR,,R;’RL - ( A -  BJi;’RI)’ 
] (32) ( A  - &R;’CY)’ -q t l‘,+?i’V,; y”C:C, - C;R;‘C? -(A - V&CY) g ~ 3 1 ~ P , i , = i & ? 5 ~ - ~ , s = a ~ f I , d = a n ~ . ~ ~ ~ ~ , ~ = 1 ~ 4 ~ 1 ~  where Po is the static pressure: I, is the moment of inertia about 
body Y axis; S is the reference area; d is the reference distance; 
m is the missile mass; a is the ambient speed of sound. Substitute 
them into Eqs (15)-(18) yields: 
~ = a ~ z d s i n a - a ~ ~ 9 ~ z ~ ~ ~ ~ - o ~ ~ ~ ~ ~ ~ - - ~ ~ ~  M 
where V, = B,B,’ V,, = E N D L  Rw = DwDL 
Here we omit the x in A(x), B(x) and C,(x) for brevity. Assume 
that the solution to Hamiltonians (31) and (32) me X and Y 
respectively. 
Construct the nonlinear feedback conuoller via 
R, = CfC, R,, = C;D, Ru = OLD,, (33) 
3 (19)  
- a m 2 - u m 2 d n d - o . m  isinY 
M 
a=0.4m8Mdma-a~19M~~a~a-a201aU(2--)a~a !L! dt = 4; t B‘ym (34)  
3 (20) 
y has to be sufficiently large such that 
where p is the maximum eigenvalue. 
8M Q = 49 .82M‘d  - 7 8 . 8 6 M ‘ l ~ j a t  3.60M2(-7 +-)a 
( i ) X ( i ) > O  (ii) Y(P)>Oand(iii) p [ X ( i ) Y ( 2 ) ] < y ’  3 (22) 
- 14 .54MV-  2.12M2Q 
409 Proceedings 01 the American Control Conference Denver, Colorado June 4-6.2003 
At this point. this is the same formulation as SDRE H-. 
However, to employ the SDRE H _  controller, one needs to 
solve the algebraic Riccati equalion on-line at each sample state. 
The 0 -  D suboptimal control technique, in contrast, can be 
used to find an approximate closed form solution to the state 
dependent Riccati equation like Eqs. (31) and (32) [B]. The basic 
procedure of applying 0 -  D method is summarized as follows. 
For details, the reader is referred to [B]. 
Consider the class of nonlinear time-invariant systems 
Find the controller that minimizes J where 
i= /(x) t S ( x ) u  (39) 
(40) 
J =-[(xTQx+u'Ru)dt  1 
2 
Write the original state equation as: 
A(x1 X(X1 
9 9 
i =  J ( x l +  B(r)u =l&+S(-llx+[g. +9--1u (4L) 
where A, is a constant matrix such that (&,go) is a stabilirable 
pair and (&+A(x ) ,B(x ) )  is pointwise controllable; 0 is an 
intermediate variable. Assume that f ( x )  is locally Lipschitz in x 
on a compact set IL and f(O)=O. 
By adding perlurbations to the cost function: 
I = L[-I~ , (Q + 2 D , B ' ) ~ +  u ~ ~ u i d r  (42) 
2 "  ,.I 
and expanding the resulting perturbed Hamilton-lacobi-Bellman 
equation we can obtain 8- D suboptimal controller given by 
U = -R-'B~(x)C~.(X,B)B'X (43) 
/LO 
where T,(i = O; . .n )  satisfy the following equations 
T o A ,  + AorTa - T o g . R - ' g , ' T .  + Q = 0 (44) 
&r<-q (45) 
r , c a - g ~ ~ g ~ z ) + ( ~ ~ - z g ~ ~ g O T ) r , = ~ - - + T ~ ~ ~ s T ~ + z B R ~ g ~ ~  T.43 A'(x1T 
+ T ~ ~ R - , ~ T ~ + T ~ ~ ~ R - ' ~ , T T ,  9 9  + T , ~ , R - ~ X ~ T ~ ~ T , ~ R - ~ ~ , T T ~ - D ~  9 9 (46) 
T.(A, -g ,R- 'g , 'T , )+(a ' -T~g,R- 'g ,T)T.  =---- 
+CT,(@ 7 + s R  go IC.,., t ~ T , R R ~ ' ~ ' C . ~ . ,  +~,T,g.R-'g:T.-,  (47) 
The perturbation matrices D( s are constructed as 
9 9  9 9  
T".>A(rI AT(rlT"., . D. 
8 8 
1.1 1 8 T R , r  "-> "-1 
i-0 I 4  ,*l 
U, = k p - L - -  T A W  ArWG1 (48) e e  
W x l  A ' W  -t .,,,, I (49) ,- 9 
where k, and I , > O . i = l ; . . n  are design paramelers used to 
adjust the system transient performance. 
D( is chosen such that 
T. ,A(x)  A'(xlT., D, 'I T A X )  A ' ( x L I  (51) 
8 0 8 9 
where E, is a small number and E, = 1 - k,C" . E, is needed to 
ensure the convergence and stability of the above algorithm. On 
the other hand. the exponential term e-',' with 1, > 0 is used lo let 
the perturbation terms in the cost function and HIB equation 
diminish as the time evolves. Assume that P ( x )  = ~ T , ( x , B ) e ' .  
As a result, P(x1 can be considered as an approximate solution 
to the state dependent Riccati equation [4]: 
,=o 
41 
AT(x)P(xl+ P ( x l A ( x ) -  P(rlB(r)R-'(xlB'(x)P(r)  t Q(4 = O  ( 5 2 )  
4. Missile Longitudinal Autopilot Design 
The objective in this paper is to design an optimal controller 
which is able to drive the system to track the commanded normal 
acceleration (in g). The tracking block diagram is shown in 
Figure 1. The control weight is p,. The plant and output 
disturbance weights are p, and p, . The dynamic weight on 




or in a state space form: W, = p$]=[-"p"' ;] (54) 
- .  _ -  
The states for the design and simulation are: 
x =  LM,a,y,Q,G,b,x,l' 
The control is: u = g  ( 5 5 )  
The measurement is y, = [n, M Q]' (56) 
where nz is the normal acceleration (in g's) which is described 
bv the equation: 
n, = c Fa + cos8 =-Mac, + cos(y + a) (57) 
mz mg , 
In terms of the flight conditions at 20,M)Oft altitude 
4 =12WlM1d - 2 a 6 5 9 M 1 1 0 1 a - 6 4 1 1 M 2 ( 2 - - ~ - l . ~ M ' ~ + ~ + ~  M 
3 
The acceleration command y, = n4 (58)  
Y =bG nz M Ql' (59) 
Sa the output vector in the control design is: 
The exogenous input is: 
w = b +  Ada, 4, Aplr (60) 
The plant noise weights are chosen to be: 
p, =[0.2 0.01 0.01 0.2 0.01 O.Ol]T (61) 
The measurement noise weights on n, , M and Q respectively 
are: 
.=[ ; n;j (62) 
The noise weights are chosen to be the same as the variance of 
the random number generator used in the simulation.The control 
weight p, was used as the design parameter. 
The slate dependent coefficient matrix A(x) and Cy(+) in (28) 
and (30) are given in the appendix. The other coefficient matrices 
in state mace (28)-(30) are eiven bv 
0.01 o 
.=[; 3 D w = [ ; < ] .  cy=[: ;], .-=[I 0 O 0 Pa 0 1  
In order to avoid numerical problems during the simulation, in 
siny . 
(Al), -is set to 1 when y is less than IO4 . 
The factorization of nonlinear equation (41) is as follows: 
Y 
with A(x) defined by (AI). The advantage of choosing this 
factorization is that in the 8- D formulation To is solved from 
4 and go in (41) and (44). If we select a = A ( a )  and 
Proceedings ol the American Control Conference 
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go = B ( x , ) ,  we would have a goad starting point for because 
A(x,) and B(x,) retain much more system information than an 
arbitrary choice of 4 and g, would have. 
5. Numeriral Results and Analysis 
The simulation scenario is to initially command zero g then at 
one second start a square wave normal accerleration command of 
magnitude 20g's returning to zero at 3 seconds.The initial 
conditions for the simulation were: Mach number 2.5 with the 
rest of variables being 0. The simulation was run at 100 samples 
per second. In solving the two state dependent Riccati equations 
(31) and (32) with the 8-  D method, we used T, ,T and T, in 
Eq. (43). Three terms have been found to be good enough for 
approximation in this problem (as well as some others that we 
have solved). More terms could be added if needed. The 8- D 
design parameters were chosen as: 
D, =o.me*[---- T,AW A'WT, , ,  (64) 
8 e 
The control weight pc is set to 0.5. Figures 2-8 demonstrate the 
results when we set y to 4. We stan by selecting a large enough 
constant y to make sure the three conditions of H -  solution, i.e. 
X(i)>O,Y(i )>O and p[X(i )Y( i )J<y* are satisfied. Then y 
is reduced until one of these conditions is violated. Setting a 
constant y is for the purpose of estimating a lower bound of y '  
that can be used as a starling point for seeking a value of y as 
we compute controller at each state. In doing so, we can reduce 
the on-line iteration time. AS can be seen in Figure 2, the 
achieved normal acceleration tracks the command very well. The 
control trajectory and state responses are a11 well-behaved which 
are shown in Figures 3-7. Figure 8 shows that p(X(C)Y(i)l is 
less than y'. We present the plot of p[X(.?)Y(P)] because 
usually the condition of p[X(.?)Y(P)I< y* is most likely to fail 
before the other two conditions, i.e. X ( i )  > 0 and Y(P) > 0 fail 
(see [91). Figures 9 shows the tracking performance when y is 
se1 to 3.75. As can he seen, the cracking performance degrades 
after about 2.5 second. This can be related very well to the 
history of pIX(i)Y(i)]  in Figure IO. The condition 
p[X(,i)Y(P)]< y2 is violated quickly after 2.5 second. 
After we know the rough lower hound of y , we proceeded to 
search for smaller y when applying the 8- D H.. controller at 
each time. An iterative process was used at each epoch to find a 
y starting from 4 such that the three conditions (i-iii) are 
satisfied. Figures 11-14 show the results where y is found to be 
in the range of [0.05.2.851. As observed from Figure 11. tracking 
history is good and is not much different from Figure 2. The only 
discernible difference occurs from 0.1 second to 0.2 second. 
Figures 12-13 present the control effort and p[X(i)Y(i)]  
history. They are all well behaved. Note that Figure 14 is the 
zoomed plot of Figure 13 between zero and one second for 
clarity. 
As for implementation issues, it can be noticed that once To is 
solved from Eq. (44) that is a standard algebraic Riccati equation, 
the coefficient matrix .+g,R-'gcT, in Eqs. (45)-(47) is a 
constant mavin. So 8- D algorithm needs only one matrix 
inverse operation oftline. when solving the linear Lyapunov 
equations (45)-(47) That is to say, when solving (45)-(47). we 
only need to rearrange the left hand side of the equations such 
that they form a linear matrix equation: ATn = Q. (x.1) and then 
Ta = A ; ' Q n ( x . i )  where &is a constant matrix and Q(x.l)is 
the right hand side of (45)-(47). When implemented online, this 
method involves only three 7 x 7  matrix multiplications and 
three 7x7 matrix additions if we take three t e rm in control. 
However, in comparison, SDRE needs computation of the 1 x 7  
algebraic Riccati equation at each sample time. The number of 
computations will become more significant if we want to solve 
higher order problems with the SDRE method. 
On the other hand, if employing the SDRE H- controller, 
another computational load has lo be carried other than solving 
the algebraic Riccati equation on line since checking the 
conditions (i-iii) involves the eigenvalue calculations. Although 
the 8- D H .  also needs to evaluate these conditions, the closed 
form controller makes the number of on-line computations much 
less than the SDRE H- controller. 
6. Conclusions 
In this paper, a new suboptimal nonlinear conuol synthesis 
technique was applied to the missile longitudinal autopilot 
design. The new nonlinear 8- D He design extends the linear 
H _  design. Approximately closed-form solutions to the two 
state dependent Riccati equations in the nonlinear H- 
formulation can be obtained by the 6 - D  method. Compared 
with SDRE H -  design. this approach does not need intensive 
on-line computation of Riccati equation and thus easy to 
implement. This technique can be applied to a broader class of 
nonlinear coni01 problems. 
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Figure 1: 0 - D  H _  Tracking Block Diagram 
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Figure 2 Normal acceleration tracking when y = 4 
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Figure 4: Mach number response when y = 4 
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Figure 5 :  Pitch rate response when y = 4 
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Figure 6 Angle of attack response when y = 4 
Piweedings of the American Control Canlerence 
412 Denver, Colorado June 4-6.2003 
a* 
(l,I.. . . . . . . . . . . . .  
I ,... ; . . . . .  : . . . . . . . . . .  
:.. . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
E o . " - '  " :  
xo.4... . :  . .  : . .  . I . . .  . . . . .  . . :  . . . . . . . .  
o,) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . i .  . . . .  I . . . . .  
o,2... . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ~ 
O.( 
. .  
Figure 10 Variationof p(fi8) when y=3.75 
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Figure 11: Normal acceleration tracking with varying y 
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Figure 14: Zoomedplot of p(f?)  with varying y 
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