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The southwest of Western Australia (SWWA) is an area of significant agri-
cultural production and an internationally recognised biodiversity hotspot. The
region has experienced marked rainfall reductions over the last four decades and
there is uncertainty as to the extent of future changes to the hydrological regime.
Hence, there is a need for regional climate information in SWWA to better in-
form climate adaptation strategies for several key sectors, including agriculture
and forestry. The overarching aim of this project is to provide such information,
with a focus on changes in rainfall and temperature extremes.
The Weather Research and Forecasting (WRF) model was used as a regional
climate model for SWWA. Given the known sensitivity of WRF to physics options
and driving data, the most appropriate physical parameterisations were tested on
a yearly time-scale. Based on these findings, a 30-year climatology was produced
for SWWA (1981-2010) at a 5 km resolution by downscaling ERA-Interim re-
analysis. Comparisons against observations showed that the model was able to
simulate the daily, seasonal and annual variation of temperature and precipita-
tion well, including extreme events. The model was then used to downscale an
ensemble of 4 general circulation models (GCMs) for the historical period (1970-
1999) and compared against both observations and the GCMs. WRF was shown
to add value to the GCM data for 3 out of the 4 GCMs evaluated, particularly
in the spatio-temporal distribution of winter rainfall.
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Finally, the ensemble was run from 2030-2059 to examine projected cli-
mate change in SWWA. Results project that maximum temperature extremes
will increase, consistent with mean changes however the variance of maximum
temperatures is not projected to change significantly. While mean minimum
temperatures are not projected to increase as much as maximum temperatures,
there is strong evidence that the variability of minimum temperatures will in-
crease. This has the potential to raise the likelihood of night time temperature
extremes. Simulations project a reduction in rainfall, particularly during winter.
This decline is related to fewer frontal systems traversing the SWWA and hence
fewer rain days. The study found no evidence to suggest that the intensity of
rain bearing winter storms is likely to change.
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2.1 Summary of the parameterisation configurations evaluated in the sen-
sivitiy study conducted for SWWA (LSM-land surface model, LW-
longwave radiation scheme, SW-shortwave radiation scheme, CS-convective
scheme, PBL-planetary boundary layer scheme, SLS-surface layer scheme,
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PBL Planetary boundary layer
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PX Pliem Xu surface layer scheme
4
R95pTOT Annual total precipitation when rainfall exceeds the 95th percentile
RCM Regional climate model
RCP Representative concentration pathway
RE Relative entropy
REF Reference experiment for the sensitivity study in Chapter 3
RMS Root mean square
RRTM Rapid radiative and transfer model
RRTMG Rapid radiative and transfer model general circulation
RTG Name for the experiment in Chapter 3 using the Rapid Radiative Transfer
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Research indicates that the earth’s climate is currently changing at a faster
rate than it has in the past thousand years (Marcott et al., 2013; Smith et al.,
2015). Indeed, there is evidence from ice core samples to suggest the the current
rate of warming is more rapid than at any time in the previous 400,000 years
(Petit et al., 1999). Since 1950, global temperatures have risen by approximately
0.5oC (Pachauri and Meyer, 2014) however, the complexity of interactions be-
tween atmospheric, ocean and land surface processes mean that climate change
will not be felt equally around the world (Graversen et al., 2008; Fasullo, 2010;
Taylor et al., 2013). As a consequence of the non uniform impact of climate
change globally, there is growing interest in examining climate change at regional
scales.
1.1 The south west of Western Australia (SWWA)
The south west of Western Australia is a region of high biological diversity,
which also supports an urban population on its coastal margin and extensive
rain fed cereal crops towards the interior. Situated between the approximate
coordinates of 28 to 34oS and 115 to 120oE, the region’s dry climate and low
soil fertility means that the biota and agricultural resources of SWWA are highly
susceptible to changes in climate. As such, the region is at risk of substantial
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negative impacts if measures are not taken to adapt to future climate change
(Kingwell, 2006).
SWWA has a Mediterranean climate, with dry, hot summers and cool, wet
winters (Gentilli, 1971). This seasonality is underpinned by the subtropical high
pressure belt in summer and mid latitude westerlies in winter (Sturman and
Tapper, 2005) which shift position seasonally as the subtropical high pressure
belt gradually moves northwards during winter and autumn. The extent of this
shift is influenced by the strength of the southern annular mode (Hendon et al.,
2007). Winter rainfall is primarily driven by frontal processes, when the mid
latitude westerlies channel storms over the region, and convective rainfall is the
most common source of precipitation in the summer (Seddon, 1972). Large scale
summer rainfall events occur every two to three years in SWWA and are caused
by moisture being advected southwards from tropical disturbances in Australia’s
north west via meridional troughs (Wright, 1974).
Australia’s position in the mostly marine southern hemisphere means that
SWWA is generally dominated by cool maritime air masses during winter months
with warmer, drier continental air masses influencing summer conditions (Oliver,
1970). Coastal regions are also influenced by the presence of the Leeuwin Current,
which drives warm tropical waters south resulting in a moderation of winter
temperatures and increased rainfall in the region relative to other western coastal
margins in the southern hemisphere (Reason et al., 1999). A shallow, meridional,
low pressure heat trough, known as the west coast trough, is a consistent summer
feature which generally lies slightly inland of the coastline. It is a major influence
on the magnitude of summer winds, particularly in coastal areas (Kepert and
Smith, 1992).
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In addition to large scale influences on SWWA climate, regional scale fea-
tures have also been found to have an impact on the climate of the region. The
Darling Scarp, running parallel to the coastline at approximately 30 km inland,
is the most notable topographical feature in the region and is shown in Figure
1.1. This escarpment results in a rapid increase in elevation of about 300 m and
the feature has been found to influence both airflow and precipitation (Pitts and
Lyons, 1989, 1990).
Land cover change in SWWA, where native vegetation has been cleared for
the production of annual cultivars, has been extensive (Huang et al., 1995). The
altered surface characteristics of the cleared land, such as increased albedo and
reduced roughness length, have been demonstrated by Lyons (2002) to reduce the
occurrence of convective clouds, because vertical development of the boundary
layer is impeded. Studies have also shown that land cover change in SWWA has
contributed to a reduction in rainfall for the region (Nair et al., 2011; Kala et al.,
2010; Pitman et al., 2004) while more recent studies have identified SWWA as a
region of strong land-atmosphere coupling (Hirsch et al., 2014a,b, 2015).
There has been a discernible increase of 0.45oC in the average tempera-
ture across SWWA since the 1970s (Bates et al., 2008) which is in line with the
global mean increase of 0.5oC since 1950 (Pachauri and Meyer, 2014). In addi-
tion, SWWA has also experienced a significant decline in rainfall since the 1970s,
equaling 15% of total rainfall (Bates et al., 2008) which is shown in Figure 1.2.
While land cover change has contributed to rainfall decline in SWWA, this shift
in the hydrological regime has been primarily attributed to the strengthening of
the Hadley Cell and the southern annular mode, which have in turn shifted the




Figure 1.1: Elevation (m) maps illustrating (a) the position of south west Western
Australia (SWWA) relative to Australia, (b) the position of the Darling Scarp
relative to SWWA and (c) the topography of the Darling Scarp.
sult of this southerly shift is that fewer rain bearing cold fronts traverse SWWA
during the winter and consequently the region experiences fewer rain events.
The agricultural region in SWWA is primarily dedicated to the cultivation
of wheat. Other cereal crops grown include barley and oats, and the combined
commodity value of wheat and these other cultivars can exceed $5 billion Aus-
tralian per annum (Australian Bureau of Statistics, 2014). Agriculture in SWWA
is almost exclusively rain fed and as such cereal crops grow from May to October,
which is the highest rainfall period of the year. Unsurprisingly, the success of
this crop is heavily dependent on the hydrological conditions during the growing
season. The rainfall decline observed in SWWA has not had a negative effect on
the overall yield of the region’s cereal crop to date (Turner and Asseng, 2005)
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Figure 1.2: Time series of Southwest Western Australia rainfall (mm). Solid trace
depicts early winter (May to July) totals and dotted trace late winter (August
to October) totals. Means for the periods 1900 to 1974 and 1975 to 2004 are
represented by horizontal lines (Bates et al., 2008).
because this rainfall reduction has taken place during the wettest months of July
and August, when rainfall exceeds cropping requirements. However, Steffen et al.
(2010) and Risbey (2011) argue that ongoing reductions in SWWA rainfall are
likely to become deleterious to cereal crops, especially in the more marginal inland
farmlands to the east of the region, and as such, an ongoing decline in rainfall
remains one of the major risks of climate change to agriculture in SWWA.
Temperature increases are of concern to agriculture in SWWA because of
the risk from extreme heat days, especially during the grain filling period in
spring, when the kernel develops much of its weight and protein content (Wardlaw,
1995). Asseng et al. (2011) suggest that for each extreme heat day above 34oC
in the filling period, up to 5% of total wheat yield may be lost. Hence, the
future spatiotemporal distribution of extreme temperatures is a major concern
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for SWWA agriculture.
Globally, night time temperatures are warming faster than daytime tem-
peratures (Collins et al., 2013). This suggests that the number of frost days
experienced in SWWA may decline, reducing the impact of frost on the crop, and
potentially allowing for longer growing periods (Turner et al., 2011). However,
frost conditions are also influenced by cloud cover, wind speed and topography,
which means the occurrence of frost displays a high level of spatial distribution.
Furthermore, evidence from the observational record suggests that there are ar-
eas in SWWA where frost days are actually increasing, despite an increase in
mean night time temperatures (Dittus et al., 2014). Consequently, the regional
distribution of frost, and future changes in response to climate change, requires
further investigation.
While the agricultural sector has been largely unaffected by rainfall declines
in SWWA to date, the reduction in rainfall is already threatening many areas of
native vegetation and is driving biodiversity loss in the region (Fitzpatrick et al.,
2008). The impact of the observed rainfall decline on native vegetation is indirect.
For example, research has found that reduced rainfall has little effect on species
regeneration but permits increased disturbance from invasive species (Standish
et al. 2012) and increases plant stress, which in turn makes vegetation more
susceptible to attacks from pests such as bark beetles (Williams et al., 2012).
Furthermore, Brouwers et al. (2012) found that the combined impact of extreme
high temperatures and reduced rainfall was a factor in increased forest mortality
events in SWWA between 2002 and 2008. Therefore, it is apparent that the
diversity of native vegetation in SWWA is under risk as a consequence of future
climate change (Hansen et al., 2001). The narrow environmental niche of many
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of the region’s endemic species means that high resolution projections of climate
change are needed in order to develop effective adaptation strategies for both
managed forests and the conservation of native vegetation.
Climate change in SWWA has resulted in varied and complex changes and
the impacts of these changes on forestry, conservation and agriculture are consid-
erable. An understanding of the processes and significance of changes in future
temperature and rainfall in SWWA is critical for adaptation planning in the
region. Further research using high resolution projections of climate change is
needed to develop this understanding.
1.2 Models for Simulating Climate Change
To date, the most authoritative projections of future climate change have
been derived from General Circulation Models (GCMs) (Stocker et al., 2013).
These models resolve atmospheric and land surface processes and couple these
with oceanic circulation models to simulate past climate, and provide projections
of future climate change using scenarios of greenhouse gas concentrations and
other designated climate perturbations. Projections of future climate from GCMs
represent large scale climate features at a resolution currently in the range of 100
to 250 km.
While GCMs are able to identify broad trends in climate change, they are
not of a sufficiently high spatial resolution to resolve many of the local influences
that play such an important role in regional climate (Knutti and Sedláček, 2012;
Donat et al., 2010; Ekström et al., 2005). In addition, GCMs cannot replicate
the impact of regional scale topography, such as the Darling Scarp in SWWA, on
rainfall and turbulent airflow because studies have shown that model horizontal
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resolutions finer than 10 km are needed to resolve these processes (Pitts and
Lyons, 1990). Furthermore, because of the need to average data over a large grid
cell, the magnitude of localised extreme events, such as high intensity rainfall, is
frequently underestimated (Mishra et al., 2012).
This lack of resolution and hence difficulty in representing local influences
on climate means that GCMs are limited in their effectiveness for projecting cli-
mate change at regional scales. This presents challenges for industries such as
agriculture, forestry and conservation, which are in need of high resolution (1
to 10 km) projections of climate change that can incorporate local effects and
accurately represent extreme conditions. The most commonly used method for
high resolution climate modelling dynamically downscales GCM data to the de-
sired resolution using regional climate models (RCMs) (Christensen et al., 2007).
RCMs have been used extensively to dynamically downscale GCMs in order to
provide high resolution information on climate extremes and the spatial distri-
bution of temperature and rainfall changes. Examples of studies that have used
RCMs to dynamically downscale GCMs include; Mearns et al. (2009) and Salathé
et al. (2008) for North America, Argüeso et al. (2012a) for the Iberian Peninsula
in Europe, and Evans and McCabe (2013) for Eastern Australia. An assessment
of these dynamical downscaling studies highlights the importance of local influ-
ences on regional climatology. For example, in their study over the United States
Pacific Northwest, Salathé et al. (2008) showed that the RCM produced cloud
cover and circulation patterns that were substantially different to the GCM. This
in turn influenced the spatial distribution of regional projections of temperature
and precipitation.
Statistical downscaling is a technique that has also been applied to GCM
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data to provide high resolution climate projections. Rather than employing a dy-
namical model, statistical downscaling uses empirical relationships between large
scale climate predictors such as mean sea level pressure to predict regional scale
predictands such as temperature (von Storch et al., 1993). This downscaling
technique is less computationally expensive when compared to dynamical down-
scaling. However, statistical downscaling does not resolve atmospheric dynamics
and processes, hence it is difficult to explore the drivers of projected changes
using this method.
While dynamical downscaling using RCMs does resolve regional climate
processes, regional climate modelling is not without its limitations. RCMs are
constrained by the uncertainty inherent in the GCM that they are downscaling
and frequently this process introduces additional uncertainty into future climate
projections (Pielke and Wilby, 2012). As such, the merits of using an RCM
to add value to a GCM are not always guaranteed. This is especially true for
regions where large scale atmospheric processes dominate the regional climatology
because, in this situation, a model with a higher resolution may not be necessary
to resolve the mechanisms driving the climate. If the dynamics and physics of
the GCM are more suited to replicating these conditions, then it is possible that
the RCM will not add value to the GCM it is downscaling. Conversely, in those
regions where local effects strongly influence the regional climatology, such as
areas where there is strong land-atmosphere coupling or where regional scale
topography influences climate, then regional climate simulations are likely to add
significant value to the GCM projections.
To address the issues surrounding the merits of dynamical downscaling using
an RCM, Xue et al. (2014) examined some of the factors that have a strong impact
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on downscaling ability. They showed that the inherent systematic biases of the
GCM that is being downscaled and the choice of RCM configuration; including
domain size and shape, model resolution and physical parameterisation choices
are crucial to ensuring that dynamical downscaling does indeed add value. Xue
et al. (2014) also reiterates that even a skillful RCM will not necessarily add
value to the GCM if the region of interest is not strongly influenced by local
effects. Hirsch et al. (2014a) has shown that SWWA is a region of strong land
atmosphere coupling. Furthermore, the presence of regional scale topography in
SWWA that has a demonstrated influence on the meteorology (Pitts and Lyons,
1990) suggests that in SWWA, a suitably configured RCM can add substantial
value to climate projections from a GCM.
1.3 Aims of Thesis
SWWA is a region of significant agricultural production and an internation-
ally recognised biodiversity hotspot. Furthermore, SWWA has been established
as a region of strong land-atmosphere coupling where regional processes influence
the climate. However, there is currently no high resolution regional climate in-
formation available for SWWA. Therefore, the overarching aim of this thesis is to
evaluate and run a high resolution regional climate model to create projections
of future climate change for SWWA. The capabilities of the RCM in SWWA
are evaluated by critically examining the factors found to be important for re-
gional climate modelling to add value to GCM data. Through a comprehensive
evaluation of the RCM, the following research questions are addressed:
1. The most effective RCM physical parameterisation configuration is heavily
dependent on the location and geography of the study area. Consequently
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this thesis answers the question: What is the most appropriate RCM
physical parameterisation configuration for the climate and geog-
raphy of SWWA?
2. Because long term, high resolution regional climate simulations have not
previously been undertaken for SWWA, it is necessary to establish the abil-
ity of the RCM to reproduce the mean and extreme conditions of SWWA. As
such, the thesis addresses the question: Using the most effective phys-
ical parameterisation configuration determined in research ques-
tion 1, can the RCM reproduce a historical 30 year climatology
for SWWA using reanalysis data as lateral boundary conditions?
3. Regional climate modelling does not always add value to the GCMs being
downscaled. Hence, to establish whether the RCM can add value to GCMs
in SWWA, the thesis addresses the question: Using lateral boundary
conditions from an ensemble of GCMs, can the RCM reproduce
the historical climatology of SWWA better than the GCM and
how do the results compare with the reanalysis simulation from
question 2?
4. Having quantified the ability of an ensemble of GCM driven simulations
to evaluate the historical climate in question 3, the thesis addresses the
question: What are the differences between climate projections
from the driving GCMs and the RCM, what processes drive these
differences, and are the future changes projected by the RCM
statistically significant?
This thesis is structured as follows. Chapter 2 outlines the data and meth-
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ods used, and includes a detailed description of the RCM. Chapter 3 addresses the
first research question by detailing the sensitivity tests used to establish the most
appropriate model physical parameters for use in SWWA. Chapter 4 addresses
the second research question by evaluating a historical 30 year climatology for
1981-2010, produced by the RCM using reanalysis data for lateral boundary con-
ditions (LBCs). The third research question is addressed in Chapter 5, where an
ensemble of 30 year historical climate simulations, from 1970-1999, using GCMs
as LBCs are evaluated. The time periods for the reanalysis driven simulation
used to answer research question 2 and the GCM driven simulations used to ad-
dress research question 3 differ because the appropriate reanalysis data was not
available prior to 1980. The fourth research question is explored in Chapter 6,
which details the analysis of an ensemble of RCMs from 2030-2059 relative to




This Chapter describes the RCM and summarises the experimental design,
including the data used to evaluate the model and the metrics used to compare
simulations with observations. Methods to evaluate the statistical significance of
projected climate change are also discussed. More specific details are provided in
the Methods section of each Chapter and as such, only a general overview of the
methods is provided here.
2.1 The Weather Research and Forecasting Model
For the purposes of dynamically downscaling GCM or reanalysis data,
mesoscale, limited area, numerical weather prediction models are used as RCMs.
In this study, the Weather Research and Forecasting (WRF) model Advanced
Research Core (Skamarock et al., 2008) version 3.3 is used. The WRF modelling
framework represents the state of the art in mesoscale atmospheric modelling
and, at the start of this project, WRF 3.3 was the most up to date version of
the model available. WRF has been used extensively for similar regional climate
simulations in Africa (Flaounas et al., 2010), Asia (Chotamonsak et al., 2011),
eastern Australia (Evans and McCabe, 2010), Europe (Argüeso et al., 2012b;
Garćıa-Dı́ez et al., 2012) and North America (Mearns et al., 2009).
For the purposes of long-term regional climate simulations, a modified ver-
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sion of WRF by Evans and McCabe (2010) was used to enable the longwave
radiation parameterisation scheme to read monthly CO2 concentrations for the
duration of the simulations. Historical concentrations of CO2 were taken from
monthly observations at the Baring Head Clean Air Monitoring Station in New
Zealand (Keeling et al., 2001) for reanalysis driven simulations. These measure-
ments are determined to be representative of CO2 concentrations in the southern
hemisphere. For future climate simulations, monthly CO2 concentrations are
taken from the A2 emissions scenario of the Intergovernmental Panel on Climate
Change (IPCC) Special Report on Emissions Scenarios (Nakićenović et al., 2000)
which is discussed in further detail in Section 2.1.4.2.
2.1.1 Domain Configuration
GCMs provide inputs at a resolution of between 100 and 250 km which
RCMs commonly downscale to resolutions of 10 km or finer. Research has shown
that very large differences between the resolution of the lateral boundary con-
ditions (LBCs) and the RCM can have a deleterious effect on the model out-
put (Denis et al., 2003). To minimise the downscaling ratio, RCMs frequently
downscale GCM LBCs in steps, using a series of nested domains with increasing
resolution, and this nesting approach is employed here. Common downscaling
ratios are between 1:2 and 1:5. WRF provides the capability for one-way nest-
ing; where the parent domain passses information to the child domain only, or
two-way nesting; where the child domain can also pass information back to the
parent domain. In this study, one-way nesting is used, which is the most common
approach employed in the regional climate simulations to reduce instability over
longer term simulations (Argüeso et al., 2012b).
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To ensure the best result from the RCM, the most appropriate domain con-
figuration needs to be determined because RCMs are known to be sensitive to
domain size and position (Seth and Giorgi, 1998). Miguez-Macho et al. (2004)
highlights two major considerations when determining domain size and position;
the quality of the LBCs in the vicinity of the RCM outer domain boundary,
and the ability of the RCM dynamics to capture all the synoptic conditions en-
capsulated by the domain. Because the RCM derives its external atmospheric
conditions exclusively from the lateral boundaries, any issues with this data will
invariably propagate throughout the model. Hence, the outer domain needs to
be chosen to minimise areas where the boundary conditions are likely to be inac-
curate, such as areas of complex terrain.
A three domain configuration, with grid spacing of 50, 10 and 5 km and
30 vertical layers, is used for the 30-year climate simulations. The 50 km outer
domain follows the Australasian domain for the Coordinated Regional Downscal-
ing Experiment (CORDEX) (Giorgi et al., 2009). The CORDEX project aims
at unifying regional downscaling projects though the use of common projections
and outer model domains at the continental scale. The innermost, 5 km domain
enables a sufficiently high model resolution to permit convection to be explicitly
resolved, which will be discussed in further detail in Section 2.1.3, and to im-
prove the representation of regional scale topography. The extent of the outer
domain and the two nested grids are shown in Figure 2.1. All regional climate
simulations employ this domain configuration, except in Chapter 3, where a two
domain configuration (50:10 km) is used due to the large number of simulations
required for the sensitivity analysis carried out in this Chapter.
While the 5 km grid spacing permits convection to be explicitly resolved,
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Figure 2.1: The extent of the outer domain and the 10 km (Grid 2) and 5 km
(Grid 3) domains.
this grid resolution lies within a grey-zone for resolving convection (Gerard, 2007).
At a 5 km resolution, the assumptions underpinning convective parameterisation
are violated and the explicit simulation of convection is not optimal until grid
spacing is finer than approximately 3 km. As such, simulations at this horizontal
resolution are generally avoided. The decision to use a 5 km horizontal resolution
in this study was made because it became apparent that convective rainfall was
poorly simulated at a 10 km resolution. The computational and storage resources
required to run simulations at a resolution finer than 3 km were restrictive and
therefore a compromise was made at 5 km.
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2.1.2 Spectral Nudging
The nature of regional climate modelling dictates that simulations are run
for long periods of time, generally exceeding a decade. Unfortunately, mesoscale
models tend to suffer from systematic error growth as the time since initialisa-
tion increases (Lo et al., 2008). This problem is largely overcome in short term
simulations through frequent model reinitialisations however this approach is un-
desirable in regional climate modelling because of the long spin up periods, of 2
months to a year, required to reach soil dynamic equilibrium (Chen et al., 1997).
Spectral nudging has been found to reduce systematic error growth in long
term simulations (Bowden et al., 2012). The nudging process relaxes the large-
scale atmospheric circulations within the RCM outer domain to the conditions
found at the lateral boundaries. This prevents the RCM from drifting away
from the large scale synoptic conditions which reduces error propagation and the
possibility of numerical instability (von Storch, 2000). Spectral nudging is able
to nudge the model towards large scale circulations using wave numbers, while
maintaining the finer scale features developed at the resolution of the RCM.
Spectral nudging was found to produce a more skillful representation of climate
in the RCM compared to other nudging methods in a number of studies (Liu et al.,
2012; Omrani et al., 2012) and hence, this technique is applied here. Nudging
is applied to the outer domain, above the planetary boundary layer (PBL) only
and to features whose wavelengths exceed 1000 km.
In their review of regional climate modelling, Giorgi and Gutowski Jr (2015)
found that one of the risks of employing spectral nudging was that the RCM be-
comes constrained by the nudging and hence is less able to develop circulations
and internal variability independently of the boundary conditions. However, in
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a study which compared the effects of spectral nudging on temperature and pre-
cipitation simulations in the Arctic, Glisan et al. (2013) found that nudged sim-
ulations provided a better representation of climate when compared with non
nudged simulations. Furthermore, Glisan et al. (2013) established that spectral
nudging did not limit the model’s ability to simulate temperature and rainfall ex-
tremes. Finally, Otte et al. (2012) conducted a multidecadal climate simulation
over the United States using coarse lateral boundary conditions to match those
from general circulation models and found that nudging improved the accuracy
of both monthly means and extremes. These findings suggest that model internal
variability is not substantially impacted by the nudging process.
2.1.3 Model Parameterisations
WRF explicitly resolves the state of the atmosphere using compressible,
nonhydrostatic Euler equations (Skamarock et al., 2008). However, where there
are sub-grid scale processes that cannot be explicitly solved by these govern-
ing equations, parameterisation schemes are used to approximate the processes.
Physical parameterisations are critical components of any numerical weather pre-
diction model because the processes they approximate can exert a significant in-
fluence over larger scale features. Furthermore, sub grid scale phenomena are
the most common aspects of weather and climate that are felt at human scales
and as a consequence, their representation is essential (Stensrud, 2009). The sub-
grid scale processes that are parameterised within WRF include the land surface,
PBL, convection, microphysics and radiation.
The cloud microphysical processes that drive the cloud particle life cycle
are parameterised by microphysics schemes in WRF. The main difference be-
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tween microphysics schemes is the number of water phase changes considered by
the scheme. For example, the 3-class microphysics scheme resolves 3 states of
cloud water; water/ice, vapour and rain/snow, while the 5-class scheme resolves
5 states; cloud water and ice, rain, snow and vapour. Additionally, microphysics
schemes can be single moment or double moment. Double moment schemes cal-
culate hydrometeor number concentrations while single moment schemes use a
predetermined distribution function for hydrometeor size (Lim and Hong, 2009).
More complex microphysics options are available in WRF, however these add a
considerable computational overhead and consequently are not frequently used in
regional climate simulations. The microphysics options that are used in this the-
sis are the WRF single moment 3-class scheme (Hong et al., 2004), WRF single
moment 5-class scheme (Hong et al., 2004) and the WRF double moment 5-class
(Lim and Hong, 2010).
Convection schemes are used to parameterise convective processes and the
shallow cloud development that takes place within a grid cell. Convective pa-
rameterisation is generally not used at horizontal resolutions finer than 5 km
because at this level, convective eddies can be explicitly resolved by the model’s
dynamical core. Convection schemes are important in regional climate models
to accurately represent the heavy rain often associated with deep convection.
The Kain Fritsch (KF) (Kain and Fritsch, 1993) and Betts Miller Janjic (BMJ)
(Janjic, 1994) convection schemes are used in this thesis.
The PBL scheme accounts for unresolved vertical fluxes of heat, momentum
and moisture within the PBL (Hu et al., 2010). One of the primary difficulties
for a PBL scheme relates to closure. Because the turbulent fluxes can never be
completely resolved by the PBL scheme, a closure scheme is necessary. PBL
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schemes will generally use either a local or non-local closure scheme. A local
closure scheme assumes that fluxes can be described by the state of variables at
the same level or neighboring levels only. Conversely, a non-local closure scheme
assumes that flux values at any level are dependent on variables from the entire
vertical profile (Argüeso et al., 2012a). The choice of PBL scheme also prescribes
the surface layer scheme (SLS), because each SLS is tied to a PBL scheme in WRF
3.3. The SLS determines the friction and exchange coefficients which are needed
by the land surface model (LSM) and PBL schemes to calculate surface heat
and moisture fluxes. The PBL schemes used in this thesis include the Yonsei
University (YSU) scheme (Hong et al., 2006) and the Asymmetric Convective
Model 2 (AC2) (Pleim, 2007) scheme while the SLSs that are used include the
Eta Similarity scheme (MO) (Monin and Obukhov) and Pliem-Xu (PX) scheme
(Pleim, 2006).
Surface fluxes in WRF are governed by the LSM. The LSM uses information
from the SLS, radiation, cumulus and microphysics schemes to provide heat and
moisture fluxes over the land surface by determining surface (and subsurface)
temperature, moisture, albedo and vegetative cover (Pitman, 2003). The LSMs
available in WRF 3.3 are single column models which do not allow for horizontal
interactions and transport. They vary in their complexity from the simple 5-layer
diffusion scheme to the Rapid Update Cycle (RUC) LSM which incorporates
vegetation processes as well as multi-level soil and snow processes. The Noah
(Mukul Tewari, 2004) and RUC (Benjamin et al., 2004) LSMs are used in this
thesis.
Longwave and shortwave radiation schemes determine radiative flux by par-
titioning the absortivity, reflectivity and transmissivity of the atmosphere. Short-
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wave radiation schemes handle solar fluxes while longwave radiation schemes are
responsible for the flux of longwave radiation from the atmosphere and the earth’s
surface, as determined by the LSM. Longwave radiation schemes account for the
influence of clouds, water vapour and CO2 concentrations on radiative flux di-
vergence. The longwave radiation schemes used in this thesis include the rapid
radiative transfer model (RRTM) (Mlawer et al., 1997), the RRTM scheme for
GCMs (RRTMG) (Iacono et al., 2008) and the Community Atmosphere Model
(CAM) (Collins et al., 2004). Shortwave radiation schemes used in this thesis
include CAM, RRTMG and the Dudhia shortwave scheme (Dudhia, 1989).
Because there are so many parameterisation options available within WRF,
it is not feasible to test every possible permutation for a given domain configura-
tion. Instead, this thesis relies on existing literature to provide a set of reference
parameterisations that, based on their past performance in similar circumstances,
can be expected to perform skillfully in SWWA. The sensitivity of each individ-
ual parameterisation option in this reference cohort is then tested by evaluating
a second, skillfully performing option for that particular parameterisation. A
summary of the simulations that were conducted to test the sensitivity of WRF
parameterisations for SWWA are illustrated in Table 2.1. Full details of the
sensitivity tests that were conducted for SWWA are found in Chapter 3.
2.1.4 Lateral Boundary Conditions
LBCs are provided as inputs to WRF at 6 hourly intervals. They represent
the state of the atmosphere external to the WRF outer domain and as such, the
accuracy of the LBCs is fundamental to the skill of the RCM. Input data required
by WRF includes sea surface temperatures, winds, geopotential height, potential
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Table 2.1: Summary of the parameterisation configurations evaluated in the sen-
sivitiy study conducted for SWWA (LSM-land surface model, LW-longwave ra-
diation scheme, SW-shortwave radiation scheme, CS-convective scheme, PBL-
planetary boundary layer scheme, SLS-surface layer scheme, MIC-microphysics
scheme)
LSM LW SW CS PBL/SLS MIC
NOAH RRTM Dudhia KF YSU/MO WSM 5-class
RUC RRTM Dudhia KF YSU/MO WSM 5-class
NOAH RRTM Dudhia BMJ YSU/MO WSM 5-class
NOAH RRTMG RRTMG KF YSU/MO WSM 5-class
NOAH CAM CAM KF YSU/MO WSM 5-class
NOAH RRTM Dudhia KF ACM2/MO WSM 5-class
NOAH RRTM Dudhia KF ACM2/PX WSM 5-class
NOAH RRTM Dudhia KF YSU/MO WSM 3-class
NOAH RRTM Dudhia KF YSU/MO WDM 5-class
temperature and humidity. Boundary conditions are drawn from a number of
sources to fulfill specific purposes. For example, reanalysis are used as LBCs
for determining the sensitivity of WRF to different options, and to establish a
baseline climatology. To project future climate change, LBCs from GCMs are
required.
2.1.4.1 Reanalysis
Reanalysis datasets are produced by combining global numerical weather
prediction models with observations via data assimilation techniques. Observa-
tional data sources include radiosondes, satellite and buoy data (Dee et al., 2014).
Because they are derived from observations, reanalysis datasets are often referred
to as “perfect” boundary conditions as they are a close approximation of real
world conditions. Using reanalysis data as boundary conditions, model configu-
rations can be tested and then evaluated against observations to explore specific
weather events and interannual climate variability.
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There are a number of different reanalysis datasets available which differ in
their utility and systematic errors. This is particularly true for the southern hemi-
sphere, where observations are relatively sparse. Because there are differences
between reanalysis data sets, the sensitivity testing which is detailed in Chap-
ter 3 is also used as an opportunity to compare three reanalysis packages; the
National Center for Environmental Prediction (NCEP) Final Operational Global
Data Assimilation System (FNL) (National Centers for Environmental Predic-
tion, 2000), European Centre for Medium-Range Weather Forecasts ERA-interim
(ERA-Int) (Dee et al., 2011) and finally the National Center for Atmospheric Re-
search/NCEP Reanalysis Data (NNRP) (Kalnay et al., 1996).
2.1.4.2 General Circulation Models
As previously discussed, GCMs are the primary source of global climate
change data and projections. These models are used to simulate future climate
change by incorporating projected climate forcings, such as projected increases in
atmospheric CO2 concentrations. Most GCMs use different dynamical cores and
parameterisations. Consequently, there is a large spread of climate projections
between the different models. Because of the variability between GCMs, an
ensemble of simulations using LBCs from a number of GCMs is frequently used
to explore this uncertainty and to ensure that results are not model specific.
In this study, GCMs from the Coupled Model Intercomparison Project
(CMIP) Phase 3 (CMIP3) are used. It should be noted that currently, GCMs
from CMIP Phase 5 (CMIP5) are the state of the art for global climate models,
however, at the commencement of this research the 6-hourly fields needed for
WRF boundary inputs were not readily available for CMIP5 GCMs, hence the
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choice of the CMIP3 models. Knutti and Sedláček (2012) compared the relative
merits of GCMs from both CMIP5 and CMIP3 and found that, after taking into
consideration differences in the climate change scenarios, the magnitude and spa-
tial distribution of temperature and precipitation between the two generations of
models were generally consistent. This indicates that there is still merit in using
CMIP3 GCM data as LBCs because these models perform comparably with the
current state of the art CMIP5 models.
The GCMs used in this thesis include; the Max Planck Institute ECHAM5
model (Roeckner, 2003) (ECHAM5), Center for Climate System Research Model
for Interdisciplinary Research on Climate 3.2 (MIROC) (Hasumi and Emori,
2004), National Center for Atmospheric Research Community Climate System
Model version 3 (CCSM3) (Collins et al., 2006) and Commonwealth Scientific
and Industrial Research Organisation Mark 3.5 (CSIRO) (Gordon et al., 2002).
These models were chosen primarily because the required inputs to run WRF
were readily available from these modelling groups.
Future projections of atmospheric CO2 concentrations in GCMs are deter-
mined by the choice of emission scenario. Although the present increased level of
greenhouse gases in the atmosphere has already contributed to climate change and
will continue to do so in the future, it is not possible to know with any certainty
the extent of future greenhouse gas emissions and therefore the impact that these
future emissions will have on climate. Because of this uncertainty, the IPCC has
developed a number of scenarios for emissions concentrations based on expected
future development and mitigation outcomes. The scenarios were published by
the IPCC in a Special Report on Emissions Scenarios (SRES) (Nakićenović et al.,
2000) and these scenarios were used in its third and fourth Assessment Reports,
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published in 2001 and 2007 respectively. Of these scenarios, A2 was among
the most emissions intensive and it closely matches the current global emissions
trajectory, hence we use CO2 concentrations from the A2 emission scenario for
future climate simulations. In its most recent Fifth Assessment Report, the IPCC
uses amended emissions scenarios, called representative concentration pathways
(RCPs), which are based on the expected radiative forcing under each pathway in
2100 (Taylor et al., 2012). The new scenario, RCP8.5 is approximately equivalent
to the A2 scenario from previous IPCC Assessment Reports.
2.1.5 Static Fields
In addition to an initial state of the atmosphere and ongoing 6 hourly bound-
ary condition inputs, WRF requires information regarding the state of the land
surface including topography, soil type and land use. WRF provides these static
fields from the U.S. Geological Survey (Gesch et al., 1999) at a 1 km resolution
and with 24 land use categories. For short model intialisations, static land use
and sea surface temperature data is generally used. However, longer simulations
benefit from varying both sea surface temperature and vegetation fraction. In
this study, WRF is configured to update sea surface temperatures using data
from the boundary conditions and these are updated 6 hourly in line with other
inputs from the boundary conditions. Vegetation fraction and surface albedo




Observational data is needed to compare climate variables such as temper-
ature and precipitation with model output to evaluate the validity of results from
both the sensitivity study (Chapter 3) and the historical climate simulations in
Chapters 4 and 5. For this purpose, observational data from a daily gridded
data set of maximum and minimum temperatures and rainfall provided by the
Australian Bureau of Meteorology (BOM) is used. This data was produced as a
contribution to the Australian soil water availability project (AWAP) (Raupach
et al., 2009). The AWAP temperature and precipitation data is at resolution of 5
km, and is an interpolation from a network of weather stations across Australia
(Jones et al., 2009).
Previous regional climate simulations in Australia have used the AWAP
dataset for model evaluation (Evans and McCabe, 2010; Evans et al., 2011).
Furthermore, the data was evaluated by King et al. (2013) to examine extreme
rainfall characteristics. They found that AWAP showed good agreement with
station data. King et al. (2013) also found that AWAP had a tendency to un-
derestimate the frequency of heavy rainfall events and overestimate that of very
low rainfall events, however it generally performed reasonably well in capturing
the inter-annual variability and spatial extent of extreme rainfall events. They
suggest caution in using the data in areas of low station density in north west and
central Australia. However, these regions are sufficiently removed from SWWA so
as to not influence the quality of the observational data for this study. A climatol-
ogy of SWWA using the AWAP data is shown in Figure 2.2 which illustrates the
average seasonal mean rainfall, maximum temperatures and minimum tempera-
tures for 1981-2010. White dots on the DJF panel for maximum temperature and
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Figure 2.2: Climatological seasonal means of the Australian Water Availability
Project (AWAP) data (a) maximum temperatures, (b) minimum temperatures
and (c) rainfall interpolated to the 5 km WRF domain. The stations which have
been used to generate the AWAP data set are shown as white dots on the DJF
plots in (a) for temperature and (c) for precipitation (Andrys et al., 2015).
rainfall indicate the location of the weather stations used by Jones et al. (2009)
to compile this gridded dataset. The AWAP data was interpolated using simple
inverse distance weighting to both the 10 km and 5 km WRF domains (Figure
2.1) to facilitate comparison with the WRF model output.
2.3 Extreme Climate Indices
Extremes of temperature and precipitation, and how they are likely to
change in the future, are a primary focus of this thesis. While an extreme event is
universally considered to be one that happens rarely, this term is highly subjective
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because the return period for such an event can be measured in years, decades,
centuries or even longer periods. For the purposes of this research, events that
occur approximately annually are considered extreme. The 30-year span of the
regional climate simulations used in this study do not provide enough data to
adequately quantify changes to extreme events that occur less frequently than
this.
To quantify annually occurring extremes, a selection of the core indices
developed by the World Meteorological Organisation working group, the Expert
Team on Climate Change Detection and Indices (ETCCDI) (Persson et al., 2007)
are used. A number of these indices have been modified to be more relevant to the
proposed applications of this research. For example, the frost days (FD) index
provides an annual count of days where minimum temperature is lower than 0oC.
However, Kala et al. (2009) demonstrated that screen temperatures below 2oC
often implies foliage temperatures of less than 0oC and hence frost damage to
crops in SWWA. Consequently the threshold of 2oC for FD is used throughout
this thesis. Furthermore, the ETCCDI summer days (SU) index is an annual
count of days where temperatures exceed 25oC. This threshold is changed to
34oC for two reasons; primarily, the average maximum temperature for SWWA
is approximately 22oC and as such, a 25oC day would not be considered an
extreme event in the region. Secondly, Asseng et al. (2011) and Wardlaw (1995)
determined that temperatures in excess of 34oC can have significant impact on
grain yields in SWWA, particularly in the reproductive and grain filling stages of
the crop cycle. The threshold of 34oC is therefore used for the SU index to reflect
the risk of damage to crops above this level.
Other temperature based indices used in this thesis include the hottest an-
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nual maximum temperature (TXX), the coldest annual minimum temperature
(TNN) and the diurnal temperature range (DTR). There are many other tem-
perature based indices defined by the ETCCDI which are based on baseline cli-
matology percentiles, however for the agricultural applications considered in this
research, the threshold based approach of the FD and SU indices is considered to
be the most relevant.
The precipitation indices used in this study are applied as defined by the
ETCCDI. Rainfall indices include; the 5-day maximum precipitation intensity
(Rx5day):
Rx5dayj = max(RRkj) (2.1)
where RRkj is the precipitation amount for the 5-day interval ending k, in






where RRwj is the daily precipitation amount on wet days W when RR ≥
1 mm in period j and W is the number of wet days in j; and the annual total




RRwj, where RRwj > RRwn95 (2.3)
where RRwj is the daily precipitation amount on a wet day W when RR ≥
1 mm in period j and RRwn95 is the 95th percentile of precipitation on wet days
in the 1981-2010 period.
In addition, the longest spell of consecutive wet days (CWD) and dry days
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(CDD) as well as the total number of rain days (PRCPTOT) are also considered.
2.4 Cold Front Detection
SWWA winter rainfall is heavily influenced by the number of cold fronts
which traverse the region during this season. An example of a common winter
synoptic weather pattern, including a cold front off the coast of SWWA which is
moving in an eastward direction to cross over the region, is shown in Figure 2.3.
For a model to represent rainfall accurately in SWWA, an accurate simulation
of the number of cold fronts traversing the region is essential. Traditionally,
cold fronts have been identified by the manual inspection of synoptic charts and
satellite imagery, however methods for quantifying and automatically detecting
fronts from model data have also been developed.
In an analysis of the synoptic conditions surrounding the 1983 Ash Wednes-
day bushfires in eastern Australia, Mills (2005) established that the strength and
depth of the horizontal temperature gradient at the baroclinic zone of the front
was directly proportional to the intensity of the frontal system. Hope et al.
(2014) compared the Mills (2005) thermal gradient recognition (TGR) method
and a number of other automated front detection algorithms against manual front
detection for SWWA and found that TGR was able to detect fronts most of the
time, particularly for the strong fronts which bring much of the rain to the region.
Hope et al. (2014) also found that TGR was skillful at replicating the climatic
trends in the number of winter front days in SWWA.
This research employs TGR as a means to quantify the number of days
that winter cold fronts traverse over SWWA in Chapters 5 and 6. Horizontal
thermal gradients of greater than 0.025oC km-1 that extend from the surface to
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Figure 2.3: Mean sea level pressure analysis over Australia showing a cold front
off the coast of Western Australia. This front is typical of the systems that impact
SWWA during the winter (Bureau of Meteorology, 2016).
850 hPa, accompanied by daily domain averaged rainfall greater than 0.5 mm are
classified as fronts. In their evaluation, Hope et al. (2014) employed a smaller
temperature gradient of 0.013oC km-1 compared to the higher threshold employed
in this research. This is due to the fact that Hope et al. (2014) analysed reanalysis
data at a 250 km resolution which would have smoothed out the baroclinic zone
within cold fronts. Here, TGR is conducted on data at a resolution of 10 and 5
km, with better defined baroclinicity hence, a larger threshold is warranted.
2.5 Statistical Methods for Quantifying Climate Change
One of the research questions addressed in this thesis is to determine the sta-
tistical significance of the changes projected by the RCM. For climate variables
that are averaged annually or seasonally, Gaussian distributions can be safely
assumed. However, annually averaged climate variables are frequently auto cor-
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related. This can cause increases in Type 2 errors from the significance test,
where significant differences between climate variables are indicated when none
exist. To account for the issues associated with auto correlation and small sam-
ple sizes, Zwiers and von Storch (1995) suggested a modification to the standard
Student’s t-test. This modified t-test is used in Chapter 6 to test the signifi-
cance of changes to annually averaged climate variables. The modified t-test has
been used extensively to evaluate the significance of projected changes in climate
variables in previous studies (Argüeso et al., 2012b; Leibensperger et al., 2012).
The merits of using null hypothesis significance testing to establish the
significance of projected climate change are not universally acknowledged. For
example Nicholls (2001) argues that the choice of significance level in null hypoth-
esis significance testing is arbitrary and hence and not very informative. Nicholls
(2001) suggests alternatives to this approach including using techniques such as
confidence intervals or Monte Carlo resampling. Monte Carlo resampling is used
in conjunction with other statistical techniques in this thesis and this is discussed
towards the end of this section. However, confidence intervals are not well suited
to spatial data sets, which form the basis of much of this research, because of
the difficulty of representing the confidence interval spatially. On the basis of the
available tools for understanding the statistical significance of climate projections,
the use of null hypothesis significance testing is therefore justified.
A further goal of this thesis is to quantify projections of future climate vari-
ability. Changes to climate variability are important because of their impact on
climate extremes. This point is illustrated in Figure 2.4, which shows a daytime
temperature distribution with a mean of 23oC and a standard deviation of 5oC.
For this distribution, the likelihood that the maximum temperature will exceed
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34oC is 2.28%. When the mean of this distribution is increased by 5% to 24.15oC,
the likelihood of temperatures exceeding 34oC increases to 3.92%. Figures 2.4(b)
and (c) highlight the increased likelihood of maximum temperatures exceeding
34oC when the standard deviation and skewness are increased by 5% and finally,
in Figure 2.4(d) the increased likelihood of extreme temperatures is highlighted
when the mean, standard deviation and skewness all increase by 5%. It is ap-
parent that, when increases in the statistical moments occur simultaneously, the
increased likelihood of extreme temperatures is amplified. Therefore, understand-
ing how the statistical moments of temperature distributions may change in the
future is critical to understanding how extreme climate variables may also change.
When examining the significance of changes to daily temperature distribu-
tions, the Student’s t-test is limited in its utility because this test assumes that
data is normally distributed, and there is evidence to suggest that daily tem-
peratures in SWWA are not Gaussian in their distribution (Trewin, 2001). Fur-
thermore, the Student’s t-test or the F-test, for testing differences in standard
deviation, do not consider higher order statistical moments of the distribution
which may also increase the likelihood of extremes, including skewness and kur-
tosis. In this thesis, a method for examining the significance of changes that
does not assume a particular distribution or focus solely on mean and standard
deviation changes is investigated using relative entropy.
Relative entropy (RE) is a measure of the difference between two probability
density functions (PDFs). RE has been used previously to compare GCM simu-
lations with observations (Tippett et al., 2004; Shukla et al., 2006) and to detect
observed changes in climate extremes (Naveau et al., 2014). RE is calculated
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Figure 2.4: Representative temperature distributions showing (a) the likelihood
of maximum temperatures in excess of 34oC and the the likelihood of maximum
temperatures in excess of 34oC when the statistical moments of (b) mean, (c)
standard deviation and (d) skewness are increased by 5%. The final distribution
(e) shows the cumulative effect of increased statistical moments on the likelihood








where p(x) and q(x) are the historical and future simulation PDFs respec-
tively.
The statistical significance of the RE value is determined using a Monte
Carlo resampling technique using a method adapted from Tippett et al. (2004).
Random samples are extracted from the historical distribution and the RE of
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the sample with respect to the historical simulation is calculated. This process
is then repeated 1,000 times and the sorted results provide the likelihood that
the RE of the future simulation exceeds the RE of the historical simulation by
chance. Projected changes are considered to be significant if they exceed the 95%
percentile of the sorted random RE values. Establishing the statistical significance
of higher order statistical moments is achieved through decomposing temperature
distributions, by first removing the mean and then the standard deviation from
the distributions. While Tippett et al. (2004) use the Monte Carlo method to
compare climate simulations with observations, this is the first time the that the
approach has been applied to projections of future climate and decomposed data.
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CHAPTER 3
SENSITIVITY OF WRF TO DRIVING DATA
AND PHYSICS OPTIONS ON A SEASONAL
TIME SCALE FOR THE SOUTH WEST OF
WESTERN AUSTRALIA
3.1 Overview and author contributions
This Chapter addresses the first research question; what is the most appro-
priate model physical parameterisation configuration for the climate and geog-
raphy of SWWA? To answer this question, the sensitivity of WRF to different
parameterisation options is tested and the impact of different sea surface temper-
ature inputs and reanalysis datasets as LBCs is also explored. This is a critical
first step in the regional climate modelling process because WRF is known to be
sensitive to parameterisation options and LBCs, and this sensitivity can vary for
different climatic regimes. Because sensitivity testing requires a large number of
experiments, simulations are carried out over a single year to capture at least
one complete seasonal cycle. As a consequence of this experimental design, inter-
annual variability was not sampled. Whilst this is an inherent limitation of the
study, it nonetheless allows for a large number of sensitivity experiments to be
carried out, which would otherwise not be feasible with longer simulations due
to computational constraints. The most suitable parameterisation options for a
reference experiment are chosen based on a literature review of recent WRF sen-
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sitivity studies. Each parameterisation option in the reference experiment is then
compared with one alternate option which has also been found to demonstrate
strong performance in previous sensitivity studies using WRF.
J. Kala, J. Andrys, T. J. Lyons, and I. J. Foster were responsible for the
overall experimental design of this paper. J. Kala carried out 70% and J. Andrys
30% of the simulations and the analysis and writing of the paper was lead by J.
Kala and J. Andrys equally. T. J. Lyons provided significant inputs and feedback
throughout the process as the principal investigator and primary supervisor for
this project. I. J. Foster was involved in the early stages of the project and
provided significant feedback at the revision stage. B. J. Evans assisted in the
compilation and running of WRF at the early stages and provided significant
feedback at the revision stage. J. Andrys contributed significantly throughout
all stages of this paper, from running the simulations, carrying out the analysis,
writing, and addressing the reviewer comments.
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Abstract Regional climate models are sensitive to the
forcing data used, as well as different model physics
options. Additionally, the behaviour of physics parame-
terisations may vary depending on the location of the
domain due to different climatic regimes. In this study, we
carry out a sensitivity analysis of the weather research and
forecasting model to different driving data and model
physics options over a 10-km resolution domain in the
southwest of Western Australia, a region with Mediterra-
nean climate. Simulations are carried out on a seasonal
time-scale, in order to better inform future long-term
regional climate simulations for this region. We show that
the choice of radiation scheme had a strong influence on
both temperature and precipitation; the choice of planetary
boundary layer scheme has a particularly large influence on
minimum temperatures; and, the choice of cumulus scheme
or more complex micro-physics did not strongly influence
precipitation simulations. More importantly, we show that
the same radiation scheme, when used with different
driving data, can lead to different results.
Keywords Dynamical downscaling  Physics
parameterisation  Regional climate modeling  WRF
1 Introduction
The south-west of Western Australia (SWWA, see Fig. 1)
is a region of significant agricultural production, with an
estimated 13 million hectares of native vegetation cleared
for agricultural land-use since the late 1820s (Huang et al.
1995; Andrich and Imberger 2013). Grains are the main
crops grown, with the commodity value of wheat, barley,
and oats varying seasonally from approximately $3,000
million to more than $5,000 million between 2006 and
2010 (ABS 2010). The region’s crops are grown from
winter to spring and rain-fed, and hence, crop yields are
impacted heavily by inter-annual variations in temperature
and precipitation. SWWA is also home to some of Aus-
tralia’s most iconic forests, which are sensitive to changes
in temperature and precipitation (Hughes et al. 1993;
Hughes 2003; Evans and Lyons 2013). An understanding
of the current climate of SWWA and how it might change
in the future is therefore crucial for the planning and
management of the region’s agriculture and forestry
sectors.
SWWA experiences a Mediterranean climate, with hot
and dry summers, and cool and wet winters (Gentilli 1971).
Its climate is mainly driven by the position of the sub-
tropical high pressure belt, which brings hot and dry con-
tinental air from the interior to the southwest during
summer. Continental heating during summer results in
surface heat troughs which control the penetration of sea-
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breezes and modulates temperature along the coast (Ma
and Lyons 2000; Ma et al. 2001). As the subtropical high
pressure belt gradually moves northwards during winter
and autumn, the region experiences most of its annual
rainfall via the passage of frontal systems. Complex
interactions between blocking-highs and frontal systems
result in cut-off lows which are thought to account for up to
40 % of the austral summer and spring rainfall (Pook et al.
2011) in central WA. Summer rainfall is also influenced by
the passage of northwest cloud bands (Tapp and Barrell
1984). Coastal regions are influenced by the presence of the
Leeuwin Current, an anomalous western boundary current
which drives warm tropical waters southwards (against
prevailing winds) resulting in a moderation of winter
temperatures and increased rainfall in the region relative to
other western coastal margins (Reason et al. 1999). The
main topographic influence on temperature and precipita-
tion in SWWA is the Darling Scarp (Pitts and Lyons 1989),
which extends 200 km in a north–south direction from
approximately 31S to 34S roughly 25 km from the coast,
representing a sudden increase in topography of about 300
m from sea level (Fig. 1c). Previous studies have shown
that a minimum horizontal resolution of 500 m is required
to adequately simulate dynamical features of wind flow
along the scarp (Pitts and Lyons 1990). However, these
simulations were restricted to a short time-scale of a few
days, and did not explicitly focus on precipitation. Kala
et al. (2010) carried out longer simulations, focussing on
two frontal events but at a lower resolution (20 km), and
showed that whilst their model was able to capture the
overall precipitation patterns, it was not able to accurately
resolve orographically induced precipitation close to the
coast due to a poor representation of the scarp.
In summary, there is considerable knowledge about the
current climate of SWWA, however, there is limited
information about current and future impacts at the regio-
nal scale. Regional climate models (RCMs) are a widely
adopted tool to investigate current and future climatic
changes at the regional scale. RCMs can dynamically
downscale the synoptic fields from re-analysis products
and/or global circulation models (GCMs), usually in the
order of 100–250 km, to a finer resolution which is relevant
at the farm/forest scale (1–10 km). An RCM which is being
increasingly used for such purposes is the Weather
Research and Forecasting (WRF) Advanced Research
(WRF–ARW) modelling system (Skamarock et al. 2008).
WRF has been used in regional climate simulations for the
continental United States (Liang et al. 2005; Lo et al. 2008;
Zhang et al. 2009; Leung and Qian 2009; Bukovsky and
Karoly 2009; Caldwell et al. 2009; Salathe et al. 2010;
Bukovsky and Karoly 2011), East Asia (Kim and Song
2010; Yuan et al. 2012), as well as Eastern Australia
(Evans and McCabe 2010), and is one of the RCMs being
used for the Coordinated Regional climate Downscaling
Experiment (CORDEX) (Giorgi et al. 2009) within the
World Climate Research Program. WRF can be operated
under a variety of configurations which can lead to varying
results (e.g., Lo et al. 2008; Bukovsky and Karoly 2009;
Argüeso et al. 2011; Awan et al. 2011; Evans et al. 2011),
and hence it is crucial to test for the most appropriate
model setup for a particular purpose over a given region/
domain.
(a) (b) (c)
Fig. 1 a Map showing the topography of the outer grid domain (50-
km resolution), the boundary of the second inner nested grid
representing SWWA, and the location of the city of Perth; b topog-
raphy of the second inner nested domain (10-km resolution) and
location of the Darling Scarp, and; c topography of the Darling Scarp
(9-arc seconds topography from Geoscience Australia (Hutchinson
et al. 2009). Note that the maps shown in a and b are the
computational grids used for the simulations whereas the map shown
in c is only for the purpose of illustrating the sharp increase in
topography associated with the Darling Scarp
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Different model versions and various settings of WRF
were tested by Bukovsky and Karoly (2009) for the con-
tinental United States over a 4-month period. They gen-
erally recommend the use of sea surface temperature (SST)
updates, no inner nest feedback (i.e., no 2-way nesting), use
of the NOAH land surface scheme (Ek et al. 2003) rather
than the less complex 5-layer diffusion scheme, and the
Kain-Fristch (KF) scheme (Kain 2004) for convection. The
effects of different WRF parameterisations were tested on a
yearly time-scale for the European Alpine region (Awan
et al. 2011), and it was found that parameterisations were
sensitive to not just the region, but also the season. For
example, cumulus and microphysics schemes have a
stronger influence during summer months, while the PBL
and radiation schemes have an influence throughout the
year. This was related to the land-surface having a stronger
influence as compared to large-scale synoptic fields, due to
stronger surface heating during summer months. Overall,
their best model performance was achieved by using the
KF scheme for convection (cumulus parameterisation); the
Yonsei University (YSU) scheme (Hong et al. 2006) for the
PBL with the Monin-Obukhov (MO) scheme for the sur-
face layer; and the Dudhia scheme (Dudhia 1989) for
radiation. Awan et al. (2011) also reported their results to
be region specific, namely, that WRF tends to over-predict
precipitation in mountainous regions during both summer
and winter months.
Argüeso et al. (2011) investigated different WRF pa-
rameterisations for regional climate simulations over
Southern Spain for a 10-year period. They determined that
the cumulus and PBL schemes had a crucial impact on
precipitation whereas the microphysics scheme had no
noticeable impact. Minimum temperatures were sensitive
to the choice of PBL scheme. Overall, they found that the
combination of the Betts-Miller-Janjic (BMJ) cumulus
scheme (Betts 1986; Betts and Miller 1986; Janjić 1994,
2000) with the Asymmetric Convective Model (AC2) PBL
scheme (Pleim 2007a, b) and the WRF single moment
3-class microphysics scheme to perform the best. Flaounas
et al. (2011) and Crétat et al. (2011) investigated the
impacts of different convective and PBL schemes over
Africa and found that the choice of PBL schemes have the
strongest effect on temperature, and that precipitation
variability was strongly influenced by the choice of con-
vective parameterisation scheme. Evans et al. (2011) car-
ried out a 36-member WRF physics ensemble for storm
events on the east coast of Australia. They found that
whilst no particular combination of schemes performed
best for all events, variables and metrics, the MYJ PBL
scheme and BMJ cumulus schemes were robust in per-
formance. They suggest that the YSU PBL scheme, KF
scheme for convection, and RRTMG radiation scheme
should not be used in combination for Eastern Australia.
Evans et al. (2011) also point out that the choice of physics
scheme becomes more important as rainfall intensity
increases.
Other than radiation, cumulus, and PBL schemes, the
choice of land surface model (LSM) can strongly influence
near surface temperature, moisture and winds. Jin et al.
(2010) investigated four LSMs in WRF and found that the
more complex Community Land Model (CLMv3), gener-
ally outperformed the simper NOAH, RUC (Smirnova
et al. 2000), and soil thermal diffusion scheme. They found
no close relationship between the choice of LSM and
precipitation. Prabha et al. (2011) investigated the influ-
ence of NOAH and RUC LSMs on low-level jet dynamics
and found that the RUC LSM performed better as com-
pared to NOAH at lower elevations, but NOAH performed
better at higher elevations. They also found that the NOAH
LSM resulted in higher vertical mixing as compared to
RUC under stable conditions with low winds and high
pressure. They however did not examine influences on
precipitation. Mooney et al. (2012) on the other hand, have
shown that LSM choice not only influences temperature,
but precipitation simulations, especially during the summer
season over Europe. Namely, they showed that use of the
NOAH LSM as compared to the RUC LSM, resulted in
lower biases for temperature, but simulations using the
RUC LSM generally had lower precipitation biases as
compared to those using NOAH. Finally, a recent study by
Stéfanon et al. (2013) showed that use of the simple ther-
mal diffusion scheme in WRF does not allow for the
accurate simulation of heat-wave conditions over Europe,
and more sophisticated LSMs such as the RUC, which
explicitly resolve the treatment of soil processes is
required.
Based on the current literature, it is clear that WRF is
sensitive to the domain (location and boundaries), as well
as different model parameterisations. Adequate testing of
model configuration is therefore essential before carrying
out long-term regional climate simulations. Accordingly,
the aim of this paper is to test different model physics
parameterisations and input data on simulated precipitation
and temperature maxima and minima for SWWA. This
forms the first part of a broader research project which aims
at carrying out regional climate impact assessments for the
agricultural and forestry sectors of SWWA. We note that
the choice of model horizontal and vertical resolution can
be equally important to the choice of boundary conditions
and physics options. However, the resolution issue is not
explicitly addressed in this paper, as model resolution for
long term climate simulation is inherently limited to
computational and storage constraints. This paper focuses
on finding the best physics options and input forcing data,
given these constraints. The next section describes the
numerical experiments carried out, followed by a
Sensitivity of WRF to driving data and physics options 635
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Yearly simulations were carried out with WRF–ARW
Version 3.3 from October 2009 to November 2010, with
the first 2 months being model spin-up and not used in the
analysis. Two nested grids (1-way nesting) were used
spanning 5,150 km 9 4,200 km and 1,760 km 9 1,440 km,
at 50 and 10 km resolutions respectively as shown in Fig.
1a, b. Both nested grids used 30 vertical levels, with levels
more densely spaced within the PBL. Given the relatively
long simulation period, use of nudging techniques was
required to prevent model drift. This is commonly used for
regional climate simulations (e.g., Argüeso et al. 2011) to
ensure that the simulations retain the large scale features
important in regional climate modeling. Based on previous
studies which have investigated the influence of grid
(analysis) versus spectral nudging techniques (Lo et al.
2008; Bowden et al. 2011; Liu et al. 2012; Omrani et al.
2013), we opted for spectral nudging applied to the outer
domain (50 km) and above the PBL. Deep soil tempera-
tures were set to a 150-day lagged averaging period and a
series of sensitivity tests were carried out by changing the
source of lateral boundary-conditions, SSTs, and the fol-
lowing model parameterisation schemes as outlined in
Table 1; LSM, cumulus/convective, longwave and short-
wave radiation, PBL, and cloud-microphysics.
The reference experiment (REF) was chosen because it
follows the same configuration as in Evans and McCabe
(2010) (except that Evans and McCabe (2010) used
WRF3.0.1) which has shown adequate results for southeast
Australia. REF uses 6-hourly boundary conditions from the
2.5 9 2.5 resolution National Centre for Atmospheric
Research (NCAR) / National Centre for Environmental Pre-
diction (NCEP) (commonly referred to as NNRP); the NOAH
land surface model (LSM) (Chen and Dudhia 2001a, b); the
Rapid Radiative Transfer Model (RRTM) (Mlawer et al.
1997) and Dudhia schemes for long wave and shortwave
radiation respectively; the KF scheme for convection; the
YSU PBL scheme with MO surface layer scheme; surface
skin temperatures within the NNRP data as SSTs; and the
5-class single moment microphysics scheme (WSM 5-Class).
Experiment N_SST is the same as REF, except that
weekly mean SSTs from the National Oceanic and Atmo-
spheric Administration (NOAA) SST product is used
(Reynolds et al. 2002) and are interpolated to 6-hourly
fields for use in WRF. The NOAA SST is at a 1.0 9 1.0
resolution and derived from satellites and in-situ mea-
surements. On the other hand, NNRP data used in REF
incorporate an earlier version of the same SST data-set
(Reynolds and Smith 1994), which are interpolated to daily
values and used in the coupled ocean-atmosphere data
assimilation system (Kalnay et al. 1996) to produce the
NNRP product. When running WRF for the REF simula-
tion, these SST data are not used directly, and the surface
skin temperature output from NNRP is used instead, as the
source of SST in WRF. Hence, the difference between
experiments N_SST and REF is that N_SST uses a higher
resolution SST in a direct fashion, whereas REF has a
lower resolution, and indirectly incorporates satellite esti-
mates of SST. This is illustrated in Fig. 2 for JJA (winter)
and SON (spring) showing that NOAA SSTs are higher by
up to 1.4 C close to the coast.
Table 1 Summary of numerical
experiments carried out
BC boundary conditions, LSM
land surface model, LW
longwave radiation scheme, SW
shortwave radiation scheme, CS
cumulus scheme, PBL planetary
boundary layer scheme, SLS
surface layer scheme, SST sea
surface temperature source,
MIC microphysics scheme
Experiment BC LSM LW SW CS PBL/SLC SST MIC
REF NNRP NOAH RRTM Dudhia KF YSU/MO NNRP WSM 5-class
N_SST NNRP NOAH RRTM Dudhia KF YSU/MO NOAA WSM 5-class
FNL FNL NOAH RRTM Dudhia KF YSU/MO NCEP-FNL WSM 5-class
ERA ERA-INT NOAH RRTM Dudhia KF YSU/MO ERA-INT WSM 5-class
RUC NNRP RUC RRTM Dudhia KF YSU/MO NNRP WSM 5-class
BMJ NNRP NOAH RRTM Dudhia BMJ YSU/MO NNRP WSM 5-class
RTG NNRP NOAH RRTMG RRTMG KF YSU/MO NNRP WSM 5-class
CAM NNRP NOAH CAM CAM KF YSU/MO NNRP WSM 5-class
AC2 NNRP NOAH RRTM Dudhia KF AC2/MO NNRP WSM 5-class
AC2_P NNRP NOAH RRTM Dudhia KF AC2/PX NNRP WSM 5-class
3C NNRP NOAH RRTM Dudhia KF YSU/MO NNRP WSM 3-class
5C_D NNRP NOAH RRTM Dudhia KF YSU/MO NNRP WDM 5-class
FNL_RTG FNL NOAH RRTMG RRTMG KF YSU/MO FNL WSM 5-class
ERA_RTG ERA-INT NOAH RRTMG RRTMG KF YSU/MO ERA-INT WSM 5-class
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Experiments FNL and ERA are the same as REF, except
that the 6-hourly boundary conditions are taken from the
1.0 9 1.0 NCEP Final (NCEP-FNL) Operational Global
Data Assimilation System and the 1.5 9 1.5 ERA-interim
(ERA-Int) re-analysis product (publicly available version)
from the European Centre for Medium-Range Weather
Forecasts (ECMWF) respectively. The NCEP-FNL data
includes observations from the Global Telecommunica-
tions Systems and many other data sources, and is gener-
ated using the same model used by NCEP for their Global
Forecast System (GFS). NCEP-FNL data are prepared after
GFS is initialised such that the observational data can be
used, but the product is only available from late 1999 to
present. The ERA-Int data emanates from the ECMWF’s
ERA-40 product and involves better representations of the
hydrological cycle, quality of the stratospheric circulation,
handling of biases, and use of observations. The data are
available from 1979 onwards and more detail can be found
in Dee et al. (2011). These experiments were carried out
because, as to the author’s knowledge, no previous study
has explicitly compared these three re-analysis products in
WRF. Additionally, these simulations will help better
inform the influence of using data from different sources
(e.g., different GCMs) as input forcing for future climate
projections for future studies in this region.
The RUC simulation differs from REF in that it uses the
RUC LSM (Smirnova et al. 2000), rather than the NOAH
LSM (Chen and Dudhia 2001a, b). This experiment was
carried out as the choice of LSM can have a large influence
on temperature and precipitation (e.g., Prabha et al. 2011;
Mooney et al. 2012; Stéfanon et al. 2013). Whilst the
NOAH LSM is the most commonly used LSM in WRF for
regional climate modelling (e.g., Evans and McCabe 2010;
Argüeso et al. 2011; Awan et al. 2011; Argüeso et al.
2012), the RUC LSM is of comparable complexity but has
not been as extensively evaluated.
The BMJ simulation differs from REF in that the BMJ
scheme is used for convection rather than KF. The choice of
convective scheme can have a strong influence on precipita-
tion simulations (Bukovsky and Karoly 2009; Argüeso et al.
2011; Awan et al. 2011). Whilst the majority of studies use the
KF scheme (Bukovsky and Karoly 2009; Evans and McCabe
2010; Awan et al. 2011), Argüeso et al. (2011) found the BMJ
scheme performed better for their simulations. Experiments
RRTMG and CAM consider different radiation schemes;
RTG uses a modified version of the shortwave RRTM scheme
for application in GCMs, RRTMG , for both longwave and
shortwave radiation and the Community Atmosphere Model
schemes are used for longwave and shortwave radiation in the
CAM experiment. The accurate resolution of shortwave and
longwave radiation is essential for modelling low level tem-
peratures, and the PBL and the radiation schemes tested in this
experiment tackle the problem in different ways. The CAM
schemes use a Delta-Eddington approximation for shortwave
radiation absorption and scattering (Collins et al. 2004), and
the RRTMG model, like the RRTM model, uses the corre-
lated-k method for radiative transfer (Iacono et al. 2008). Both
CAM and RRTMG schemes use overlapping cloud fraction
algorithms to determine the cloudiness of the grid whereas the
RRTM/Dudhia parameterisaion considers only a binary
measure of grid cloudiness. CAM and RRTMG radiation
schemes differ further from Dudhia/RRTM in that they take
into account the concentrations of trace gases, aerosols, ozone,
and carbon-dioxide, and they consider reflected shortwave
radiation fluxes.
PBL and land surface schemes are varied in experiments
AC2 and AC2_P. These experiments differ from REF
through the use of the AC2 scheme for PBL with the MO
land surface scheme in the case of experiment AC2 and
with the Pleim-Xiu (PX) surface layer scheme (Pleim
2006) in experiment AC2_P. These experiments were
undertaken as a result of Argüeso et al. (2011) findings that
the AC2 scheme performed better for their simulations as
compared to the more widely used YSU/MO schemes. The
PX scheme was also tested as the AC2 scheme can be used
in conjunction with both the MO and PX schemes.
Fig. 2 Countour plots showing the difference in sea surface temperature between the REF and N_SST experiments (C) by season. Negative
values indicate that the N_SST simulation had higher sea surface temperatures relative to REF
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Simulations 3C and 5C_D test the sensitivity of micro-
physics schemes. The 3C experiment is the same as in
REF, except it employs the simpler 3-class microphysics,
rather than the more complex 5-class scheme used in REF.
The 3-class scheme only resolves 3 states of cloud water,
namely water/ice, vapour, and rain/snow, whereas the
5-class scheme includes cloud water and ice, rain, snow,
and vapour. The 5C_D experiment employs the double
moment 5-class scheme rather than the single moment
scheme of the REF experiment. The double moment
scheme computes hydrometeor number concentrations,
allowing for more flexibility, whereas the single moment
schemes have a pre-defined distribution function for
hydrometeor sizes (Lim and Hong 2009). As a rule of
thumb, high resolution simulations of individual storm
events usually require more complex microphysics pa-
rameterisations, which may not be necessary for regional
climate runs (from a computational perspective) hence it is
useful to test several schemes to strike the right balance.
We note that more complex 6-class schemes exist in WRF
which include graupel, however, this form of precipitation
is rarely observed in SWWA, and hence these schemes
were not tested.
The final two experiments, FNL_RTG and ERA_RTG,
were conducted as a consequence of the results from the
experiment RTG which will be discussed later. These
simulations differ from the REF experiment because they
employ the RRTMG radiation scheme (for both longwave
and shortwave radiation), and they use the NCEP-FNL
(FNL_RTG) and ERA-Int (ERA_RTG) lateral boundary
conditions.
2.2 Observations, regionalisation and data analysis
Daily gridded observations of precipitation and maximum
and minimum temperatures were obtained from the Aus-
tralian Bureau of Meteorology (BoM) (Jones et al. 2009) as
part of the Australian Soil Water Availability Project
(AWAP) (Raupach et al. 2008, 2009). These data are at a
resolution of 0.05 9 0.05 (approximately 5 km 9 5 km)
and are obtained by interpolating data from a network of
stations (Jones et al. 2009). The number of stations used
varies with time and their location are shown as the white
dots in Figs. 4a, b for precipitation and temperature
respectively. The AWAP data-set has been previously used
in evaluating climate simulations over Australia (Evans
and McCabe 2010; Evans et al. 2011). King et al. (2013)
evaluated the AWAP data-set against station observations
for extreme rainfall events and found that whilst the
product tends to underestimate the frequency of heavy
rainfall events and overestimate that of very low rainfall
events, it generally performs reasonably well in capturing
the inter-annual variability of extreme rainfall events, and
their spatial extents. The latter caution against the use of
AWAP when the aim is to examine trends and variability in
extremes in regions with poor coverage of station locations.
This is not an issue for this study as the focus is on the
ability of WRF to simulate the seasonal variation over a 1
year period.
An initial comparison of the WRF output to the BoM
AWAP gridded data showed that the model had errors
specific to particular land use regions within the model
domain. Considering these particularities, we distinguish 3
regions as illustrated in Fig. 3; the coastal region, agri-
cultural region and the predominantly inland rangelands.
The northern reaches of the coastal region accommodates
the overwhelming majority of the SWWA population in the
Perth metropolitan area and the south and east of the region
contains most of the remaining forest in the SWWA. The
agricultural region, which consists almost exclusively of
cereal crops in the winter and spring and bare earth for the
remainder of the year, is physically bounded to the east by
nature reserves and a vermin proof fence (Lyons et al.
1993), but it is constrained also by the rainfall gradient,
which declines markedly from west to east as the distance
from the coast increases (Fig. 4a). The eastern boundary of
the agricultural region is therefore the approximate limit at
which rain fed crops are viable. The rangelands region,
which comprises the majority of the SWWA is a semi-arid
to arid zone which is sparsely vegetated and remains in a
relatively pristine state. As defined, these land use regions
are particularly relevant for management of the agriculture
and forestry sectors in the SWWA however they also
represent different climatic regions, particularly with
Fig. 3 Regionalisation used during analysis (red coast, blue agricul-
tural region, yellow rangelands). Each black dot in the 3 regions
represent the location of a precipitation station used for further
analysis, namely, the Perth Airport station at the coast, the Cunderdin
in the agricultural region, and Norseman in the rangelands
638 J. Kala et al.
123
respect to rainfall; with the coastal region receiving the
majority of the rainfall while the agricultural region
receives on average about half the rainfall of the coast
which is a combination of frontal and convective processes.
Statistics were computed for each region (Fig. 3) after
removing the relaxation zone from the grid boundaries, and
shown in Taylor diagrams (Taylor 2001) and bias plots
(biases are shown in absolute and percentage terms, i.e.,
scaled by the mean of the observations).
Whilst the use of a gridded data-set such as AWAP is
very useful in evaluating WRF, it has limited use in
investigating the intensity, location, and frequency of
rainfall events. To this end, we also selected 3 precipitation
stations, one in each region, to carry out a time-series
analysis. These stations are shown in Fig. 3 and were
chosen because they are Bureau of Meteorology stations
with long term quality controlled data and are on approx-




Fig. 4 a Precipitation (mm month-1), b maximum temperature (C),
and c minimum temperature over SWWA during DJF, MAM, JJA,
and SON of 2010 from the Australian Bureau of Meteorology. White
dots in the DJF panels a and b show precipitation and temperature
station locations and the black solid line represents the approximate
boundaries of the agricultural region
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2.3 Climatology
The BoM-AWAP data is illustrated in Fig. 4 showing the
seasonal mean summer (December–January–February or
DJF), autumn (March–April–May or MAM), winter (June–
July–August or JJA), and spring (September–October–
November or SON) precipitation, maximum temperatures,
and minimum temperatures for 2010. During DJF, pre-
cipitation is mostly confined inland and brought about by
North-West cloud bands and surface convection. Precipi-
tation increases during MAM and JJA as the cold-fronts
associated with the sub-tropical high pressure cells move
further North, with maximum precipitation during JJA and
a distinct east–west gradient. Precipitation decreases on the
West coast during SON as the cold-fronts move further
South, and North-West cloud bands and convection lead to
precipitation further inland. Maximum and minimum
temperatures both show a North-South gradient, with the
highest temperatures confined to the North-West and
coolest temperatures to the South-West.
Figure 5 shows the seasonal anomalies for precipitation




Fig. 5 Same as in Fig. 4 except showing the seasonal 2010 anomaly from 1970 to 2010
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the period 1970–2010. 2010 was clearly a dryer than
average year, especially during JJA (winter) and SON
(spring), and warmer than average, especially in SON, DJF
(summer), and MAM (autumn) during the day (maximum
temperatures), but cooler than average in JJA during the
night (minimum temperatures). This overall warming and
drying trend has been observed since the mid 1970’s from
streamflow and station observations and been consistent to
date (Bates et al. 2008). The overall warming and drying
trend is also consistent with future climate projections for
this region. Namely, Moise and Hudson (2008) conducted
an analysis of IPCC AR4 coupled ocean-atmosphere
(a)
(b)
Fig. 6 a Precipitation (mm month-1), b maximum temperature (C), and c minimum temperature over SWWA during DJF, MAM, JJA, and
SON of 2010 from the outer 50-km domain (D01) and inner 10-km nested domain (D02) for the REF experiment (Table 1)
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GCMs, and found that all of them consistently predict a
25–30 % decrease in winter rainfall for southwest Aus-
tralia. The more recent IPCC AR5 report (Collins et al.
2013) also identifies SWWA as a region of strong agree-
ment for decreases in maximum 5-day precipitation and
increase in consecutive dry days. Hence, whilst the choice
of 2010 does not constitute an average year in a climato-
logical sense, it is representative of future changes in cli-
mate for this region. Since the aim of this study is to
investigate a WRF configuration which will be used for
regional climate projections, the choice of 2010 (dryer and
warmer than average) is particularly relevant.
3 Results
Before analysing the influence of the different forcing data
and physics options, we first briefly examine the effect of
the use of the higher resolution 10-km inner nested grid as
compared to the outer 50-km grid, as illustrated in Fig. 6
showing seasonal precipitation, maximum and minimum
temperatures from the REF experiment for the two
domains. The main influence of the inner nest is to better
resolve coastal processes, especially for precipitation, with
the outer domain clearly unable to capture much of the
coastal rainfall as compared to the observations (Fig. 4).
This is not unexpected as the topography is better resolved
for the inner nest (Fig. 1). The influence of the inner 10-km
grid on temperature is less evident as compared to
precipitation, but similarly, the differences are mostly at
the coast (for example JJA minimum temperatures). Both
domains show very similar patterns and biases as compared
to the observation (Fig. 4).
3.1 Temperature
Figures 7 and 8 show Taylor diagrams for maximum and
minimum temperatures respectively (the coastal region is
represented by squares, the agricultural region by triangles,
and the rangelands by circles). The arc on the Taylor dia-
grams show the spatial correlation pattern, while the hor-
izontal and vertical axes represent the ratio of the variance
of the model to the observations. The dashed concentric
circles represent the centred pattern root-mean-square
(RMS) difference. Hence, for a perfect model, the point
should lie on the 1:1 curved line (equal variance to the
observations), and as close as possible to the horizontal
axis (zero RMS difference and pattern correlation of one).
Absolute and percentage biases are shown in Tables 2 and
3.
All simulations show high pattern correlation of 0.8–1.0
for maximum temperatures. The RMS errors and relative
variances are higher during JJA (austral winter) as com-
pared to the other seasons. Maximum temperatures are
simulated well by the REF experiment in terms of corre-
lation, RMS error, and variance however there is a sys-
tematic negative bias which is highest in DJF and SON,
between 3–4 C. There is considerable variation in the bias
(c)
Fig. 6 continued




Fig. 7 Taylor diagrams for
maximum temperature during
a DJF, b MAM, c JJA, and
d SON, for the experiments in






Fig. 8 Same as in Fig. 7, except
for minimum temperature
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between the regions however, there is no consistency
between the seasons in this regard; for example, the coastal
region is simulated with the least bias in MAM but in SON
the coastal bias exceeds that of both the agricultural region
and rangelands. This may be partly due to the fact that the
regionalisation used reflects the east–west precipitation
gradient, whereas the temperature gradient is, as expected,
north-south. This is clearly a shortfall of this study, and a
separate regionalisation for temperature could be more
appropriate. However, the context here is to provide future
climate information to the agricultural and forestry sectors,
and hence, we use a regionalisation based on broad land-
use classes.
Reflecting the trend observed in maximum tempera-
tures, night time minimum temperatures are also system-
atically underestimated by the REF experiment however
there is considerably less variation in the bias between the
coastal, rangeland and agricultural regions. The percentage
bias is also greater for minimum temperatures than for
maximum; biases were generally below 12 % of maxi-
mum temperatures however minimum temperature biases
are generally greater than 12 %, and in some cases (the
winter minima in the agricultural region and rangelands)
bias exceeds 50 %. The correlation of both minimum and
maximum temperatures in the REF experiment were high,
except for some simulations during JJA for the rangelands
(low density of station observations) and the variance ratio
was less than 2, showing good performance.
The N_SST experiment results were very similar to that
of the REF experiment showing that use of NOAA SSTs
rather than skin temperatures within NNRP has little
influence on temperatures. The FNL and ERA simulations
however, demonstrate significantly lower bias relative to
the REF experiment, and all experiments driven by NNRP
boundary conditions, for maximum temperatures, espe-
cially in the warmer months (DFJ, MAM and SON). Both
simulations had a slight positive bias for minimum tem-
peratures. While the correlations of these experiments are
high, they do exhibit some noticeable differences in vari-
ance between models and observations when compared to
the NNRP driven experiments, particularly with respect to
minimum temperatures. For example, when compared to
REF, RMS errors and the variance ratio are higher during
DJF at the coast and in the agricultural regions. However,
for impact studies focussing on agriculture and forestry, it
is temperature extremes, rather than variability, which has
the strongest impact. Hence, the reduction in bias is a major
advantage of using the FNL and ERA-interim data-sets
over the NNRP. We also note that while both sets of
driving data perform better than NNRP, there is however
little difference between the performance of these two re-
analysis packages. Of particular relevance to agriculture is
surface soil moisture and temperature and an examination
of the differences between the 3 re-analysis showed that
FNL and ERA had higher surface soil temperatures as
compared to REF by 2–3 C (not shown), reflecting the
(a)
(b)
Fig. 9 Differences in seasonal a sensible, and b latent heat flux (W m2) between the REF and RUC experiments (Table 1)
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lower screen temperature bias for these two experiments as
compared to REF (Tables 2 and 3). The FNL and ERA
experiments also showed slightly higher soil moisture as
compared to REF by about 0:050:1 m3 m3 which can
be explained by the higher precipitation for these two
experiments, discussed later in Sect. 3.2.
The RUC experiment has large positive biases as com-
pared to the REF experiment for maximum temperature
ranging from 5 to 9 C especially during the SON, DJF,
and MAM seasons (Table 2), whilst the biases for mini-
mum temperature were slightly lower as compared to REF
(Table 3). The Taylor diagram for maximum temperature
(Fig. 7) shows that the RUC experiment had large variance
ratios as well as RMS error, especially for JJA and SON, as
compared to REF experiment, whilst there were no marked
differences for minimum temperature (Fig. 8). Figure 9
shows the seasonal differences in sensible and latent heat
flux between the REF and RUC experiments. During DJF
and SON, the RUC experiment had higher sensible heat
over most of the agricultural region and rangelands by
about 15-30 W m2 and lower latent heat flux by about
5-15 W m2, reflecting the large biases in maximum tem-
perature. Differences in soil moisture between the two
experiments were less than 0:1 m3 m3.
The BMJ experiment results were very similar to the
REF experiment, showing little change in bias or RMS and
variance ratio or spatial correlation pattern. Changing the
radiation scheme showed more interesting results. CAM
shows a slight reduction in negative bias relative to the REF
experiment however the improvement observed by the use
of the RRTMG radiative scheme for longwave and short-
wave radiation (in experiment RTG) is significant, and
produces the strongest model performance across all sim-




Fig. 10 Seasonal means of differences in incoming shortwave radiation (W m2) between the a REF and RTG, b FNL and FNL_RTG, and
c ERA and ERA_RTG experiments (Table 1)
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and JJA, the negative bias is almost eliminated entirely by
the RTG experiment and there is at least a 1 C improve-
ment in DJF and SON. It was as a result of these findings
that the FNL_RTG and ERA_RTG model simulations were
run to further assess the merits of the RRTMG scheme when
used with the FNL and ERA-interim re-analyses.
When the FNL and ERA-Interim boundary conditions
are used along with the RRTMG longwave and shortwave
radiation schemes in experiments FNL_RTG and
ERA_RTG, the results show a reduction in the negative
bias for maximum temperatures, indicating some
improvement as compared to to the FNL and ERA simu-
lations (Table 2). For minimum temperatures, the FNL and
ERA simulation had small positive biases, and use the
RRTMG scheme results in an increase in these biases
(Table 3), i.e., the net effect of the RRTMG scheme is
warmer temperatures. For the REF experiment, the biases
were mostly negative both maximum and minimum tem-
peratures, and hence, the RTG simulation showed a
reduction in bias for both maximum and minimum tem-
peratures. For the FNL and ERA experiments, biases were
negative for maximum temperature, but positive for mini-
mum temperatures, and hence use of the RRTMG scheme
in FNL_RTG and ERA_RTG improved the maximum
temperature bias, but increased the minimum temperature
bias. The net warming effect of the RRTMG scheme (in
experiments RTG, FNL_RTG and ERA_RTG) can be
explained by the high incoming shortwave radiation as
compared to use of the Dudhia scheme (in experiments
REF, FNL, and ERA) as illustrated in Fig. 10 showing





Fig. 11 Seasonal means of minimum PBL heights for a AC, b AC2_P, and c REF simulations (Table 1)
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Whilst the use of different micro-physics had little to no
influence on temperature, the use of the AC2 PBL scheme
increased the negative bias for maximum temperatures,
most notably in DJF, MAM, and SON, especially in the
rangelands region. This negative bias is further enhanced
when the AC2 PBL scheme is employed in combination
with the Pliem Xu surface layer scheme (experiment
AC2_P). However, for maximum temperatures, the AC2_P
simulations result in lower biases as compared to the AC2
experiment, during DJF and SON. The high negative bias
for minimum temperatures can be related to a rapid col-
lapse of the nocturnal PBL as illustrated in Fig. 11,
showing the seasonal daily average minimum PBL height
for the AC2, AC2_P and REF experiments.
3.2 Precipitation
Figure 12 shows Taylor diagrams for precipitation and the
absolute and percentage biases are shown in Table 4. A
clear seasonal pattern is evident for all simulations and
regions, with biases, RMS errors and ratio of variances
being generally higher during DJF and MAM (austral
summer and autumn) and lower during JJA and SON
(winter and spring). The weak performance in precipitation
for all simulations during summer can be attributed to the
difficulty in accurately simulating the intensity of the
convective rainfall events which dominate rainfall in
summer and autumn, especially in the rangelands region.
Winter rain is mostly from frontal systems, i.e., synopti-
cally driven and strongly influenced by the forcing data,
and hence, JJA and SON precipitation show lower errors.
Biases for the REF experiment are negative except for
coastal region during DJF (low rainfall season), showing
the WRF generally under-predicts precipitation, and addi-
tionally, the bias is most negative for the rangelands
regions, ranging from -80 to -100 % (a bias of -100 %
indicates that the model hardly captured any of the
observed rainfall). Precipitation in this region is relatively
small in magnitude compared to the coast (see Fig. 4) and
strongly influenced by surface convection all year-round,
rather than synoptically driven. Given the spatial paucity of
the observational network in the rangelands there is an
inherent disconnect between the observation of small scale
convective storms and the model’s ability to simulate such
events.
The spatial correlations varied generally between 0.8
and 1.0, showing that WRF reproduced spatial patterns of
precipitation reasonably well. Frontal rainfall, which is the
source of most of the precipitation along the coast and in
the agricultural region in JJA (Fig. 12c) and SON (Fig.
12d), is well simulated however the negative bias in the
REF simulation is not insignificant, particularly in the
(a) (b)
(c) (d)
Fig. 12 Same as in Figure 7,
except for precipitation
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agricultural areas (55 %). Previous studies in the SWWA
have highlighted the meteorological importance of the
Darling Scarp (a sloping, 300 m high escarpment, 25km
inland which runs parallel to the north-south coastline) and
the need to run simulations at a very fine scale to capture
the influence on precipitation of this topographical feature
(Pitts and Lyons 1990; Kala et al. 2010). Hence, it is likely
that the resolution of this simulation is not accounting for
the influence of the scarp on frontal rainfall.
To better quantify the ability of WRF to simulate the
intensity, timing, and frequency of rainfall events, we
carried out a station-level comparison of the REF simulated
precipitation against 3 stations (Fig. 3), one located in each
region and at roughly the same latitude, illustrated in Fig.
13. Close to the coast, the timing of rainfall events is very
well captured, with the exception of a large rainfall event in
late March, and WRF generally under-predicts precipita-
tion. Within the agricultural and rangelands region, as the
intensity of rainfall decreases further from the coast, the
REF experiment clearly is unable to capture small rainfall
events, especially at the Norseman station. Namely, REF
only simulated 3 rainfall events, whereas the observations
show well in excess of 15 rainfall events.
The use of the NOAA SSTs in the N_SST experiment as
compared to the REF experiment results in a reduction in
bias for precipitation along the coast and to a lesser degree
in the agricultural region during JJA and SON. There is a
large increase in percentage bias at the coast and the
agricultural region during DJF, however, this corresponds
to a very small change in absolute bias. This is expected as
DJF rainfall in these regions is relatively small. Figure 2
shows the difference in SST between the N_SST and REF
experiments during JJA and SON, and illustrates that the
use of surface skin temperature data in the REF experiment
as a surrogate for SST is predominantly underestimating
SST, especially close to the coast. In terms of winter pre-
cipitation, there is merit in employing the satellite derived
NOAA SST data as used in the N_SST experiment, espe-
cially when simulation domains contain a significant per-
centage of sea surface, as is the case here. While the
NOAA SSTs are providing a benefit in winter coastal
model performance, it is however worth noting that, in
addition to a slight bias increase in DJF, the N_SST sim-
ulation did result in an increase in relative variance and
RMS errors for precipitation in the warmer months of DJF
and MAM. For this region, accurate simulations of pre-
cipitation along the coast during JJA is of prime impor-
tance as it is the main source of water for rain-fed
agriculture. Hence, we argue that the use of NOAA SSTs is
a better option.
The FNL and ERA simulations show a clear improve-




Fig. 13 Time series of daily
precipitation (mm) from 1st of
December 2009 to 30th of
November 2010 at the: a Perth
(Coast), b Cunderdin
(Agricultural), and c Norseman
(Rangelands) stations (Fig. 3).
Black lines represent the
observations and the blue lines
the REF experiment
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the REF experiment. This is especially noticeable for the
rangelands region, with smaller biases during JJA and SON
as compared to much larger and negative (close to -100
%) bias for the REF experiment. During DJF, the FNL
simulation produces a larger bias for the coastal and agri-
cultural regions, as compared to the REF experiment, while
the ERA simulation only improves the bias at the coast.
However both the ERA and FNL simulations shows higher
spatial correlation pattern and lower variance ratio and
RMS errors as compared to the REF experiment, but the
ERA simulations performs best overall. An examination of
the differences in SST between the REF and ERA and REF
and FNL simulations did not reveal any clear spatial pat-
terns which could explain the differences in precipitation
simulations.
Use of the RUC LSM had little influence on precipita-
tion as compared to REF, except for higher RMS error and
variance ratio at the coast for MAM and larger negative
bias at the coast during JJA. It was interesting to note that
although RUC produced less precipitation than REF, as
shown by the larger negative bias, the RUC simulations
had larger latent heat flux during JJA at the coast, a
counter-intuitive result. This suggests that the RUC LSM
has a larger evaporative flux as compared to the NOAH
LSM when soil water is available (i.e., during MAM and
JJA), which could be due to the different treatment of
above ground processes (e.g., vegetation evaporation),
surface processes (e.g., run-off), as well was sub-surface
processes (root zone drainage) between the two LSMs. To
adequately quantify these differences would required run-
ning both LSMs offline with the same forcing, which is
outside of the scope of this paper.
The BMJ simulation had fairly similar biases compared
to the REF (which uses the KF scheme) experiment during
DJF but smaller ratio of variance and RMS errors, showing
a better simulation of variability of precipitation. During
MAM, JJA, and SON, the BMJ simulation had higher
(more negative) bias at the coast as compared to the REF
experiment, but lower variance ratio. Hence, both the KF
and BMJ schemes have their merits and disadvantages.
However the higher bias during JJA and SON at the coast
is not insignificant (almost double) and as such, it appears
that the KF scheme may be more appropriate in this case.
b Fig. 14 Differences in: a Convective available potential energy
(CAPE) (J kg-1), b lifting condensation level (LCL) (m), and
c precipitable water (PW) (kg m-2) between the REF and RTG
(REF–RTG), FNL and FNL_RTG (FNL–FNL_RTG), and ERA and
ERA_RTG (ERA–ERA_RTG) experiments (Table 1)
(c)
b Fig. 14 continued
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The RTG and CAM simulations had similar biases to REF,
except that the bias at the coast during SON was almost
twice as large. SON is the austral spring, and represents a
transition from frontal (synoptically driven) precipitation,
to the summer regime when surface convection has a larger
role. Hence, it appears that the radiation schemes are par-
ticularly sensitive during that transition period.
The AC2 and AC2_P simulations produced similar
results during DJF and MAM, but both simulations had
lower bias during JJA at the coast as compared to REF, and
the AC2_P simulation showed a slight improvement in bias
during SON at the coast. There were no major differences
in the variance ratios, RMS errors, and spatial correlations.
Similarly, the 3C and 5C_D simulations produced very
similar results to the REF experiment for precipitation, i.e.,
the use of a simpler and less computationally expensive
microphysics scheme (3C) appears to be appropriate.
The FNL_RTG and ERA_RTG schemes were con-
ducted as result of an improvement in bias in maximum
and minimum temperature when comparing the RTG to the
REF simulation discussed earlier in Sect. 3.1. The
FNL_RTG and ERA_RTG produced very similar results
for precipitation during JJA and SON as compared to the
FNL and ERA simulations respectively, but there was a
marked increase in bias at the rangelands during DJF and
MAM. Namely, the precipitation bias increased from 9.5
and 5.8 mm month-1 during DJF and MAM at the range-
lands for the FNL experiment, to 22.3 and 19.0 mm
month-1 for the FNL_RTG experiment, and from 8.9 and
9.6 mm month-1 to 21.3 and 25.3 mm month-1 for the
ERA as compared to the ERA_RTG experiment (Table 4).
However, no such increase in bias was observed for the
RTG experiment as compared to the REF experiment,
showing that the RRTMG scheme results in different
behaviour with different sources of driving data. We fur-
ther explored this by examining the changes in convective
available potential energy (CAPE), lifting condensation
level (LCL), and precipitable water (PW) between the
REF, FNL, and ERA simulations (i.e., using the Dudhia/
RRTM shortwave/longwave schemes) and the RTG,
FNL_RTG, and ERA_RTG (i.e., using the RRTMG/
RRTMG shortwave/longwave scheme), as illustrated in
Fig. 14. Use of the RRTMG scheme clearly results in an
increase in CAPE between 60–140 J kg-1 during DJF and
MAM for the FNL_RTG and ERA_RTG simulations as
compared to FNL and ERA respectively, whilst the dif-
ferences in CAPE between RTG as compared to REF is
much smaller. Higher CAPE implies larger positive
buoyancy and higher likelihood of convection and associ-
ated precipitation. Additionally, use of the RRTMG
scheme clearly resulted in lower LCL and higher PW for
all seasons within the rangelands for the FNL_RTG and
ERA_RTG simulations as compared to FNL and ERA
respectively. Hence, the increased positive buoyancy,
lower LCL and larger amount of PW can explain the large
positive precipitation biases.
4 Discussion
The REF experiment provided a reasonable simulation at
the seasonal scale for the domain of the interest. However,
the negative biases for maximum and minimum tempera-
tures are not insignificant, given that impacts on agriculture
and forestry are not only dependant on precipitation, but
also temperature extremes (van Gool and Vernon 2005;
Lobell et al. 2012). Additionally, given the known issues of
low moisture availability within the NNPR data-set for the
southern hemisphere (Schneider et al. 2013), this combined
with negative temperature biases, may partly explain the
overall negative bias in precipitation as well. The temper-
ature biases were reduced when using the FNL and ERA-
interim re-analyses as forcing data. The better performance
when using the ERA-interim and FNL re-analysis as
compared to the NNRP is not unexpected, as the former
have higher resolution, use more observational data and
involve more accurate representations of the hydrological
cycle (Dee et al. 2011). The better performance of ERA-
Interim over NNRP has also been shown by Fersch et al.
(2012), who compared terrestrial water storage from WRF
simulations over Australia (amongst other regions) with
both re-analysis against remotely sensed estimates and
showed that ERA-Interim driven simulations had lower
biases as compared to NNRP, which had a dry tendency.
This is in-line with our results which showed large negative
biases in precipitation during winter for REF, but smaller
positive biases for the ERA simulation. However, it must
be noted that the resolution of NNRP is closer to that of
GCMs and using NNRP may be more appropriate to enable
comparisons with GCM forced simulations. However, if
the focus is to re-produce the past climate as accurately as
possible, then the use of ERA-Interim and FNL is more
appropriate. The N_SST simulation, which used satellite
derived SSTs with the NNRP re-analysis improved the bias
for winter precipitation, showing that care should be taken
in using the best available source of SST. This is in line
with other studies which have shown that the accurate
prescription of SSTs in WRF is critical to simulating
extreme precipitation events over eastern Australia (Evans
and Boyer-Souchet 2012). An important source of uncer-
tainly for future climate projections are biases within
GCMs used to drive RCMs. Whilst this study did not use
any GCM data, the results presented also suggest that any
future climate study has to use data from more than one
GCM, and additionally, critically examine inherent
uncertainties and biases within the driving data used.
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Use of the RUC land surface model resulted in large
positive biases for maximum temperature, especially dur-
ing the warmer seasons of SON (spring) and DJF (sum-
mer). Similar results have been found by Mooney et al.
(2012) over Europe, with the RUC LSM having a bias for
the mean summer air temperature of up to 5 C whilst the
NOAH LSM showed much lower biases (with all other
physics options being the same). The biases reported here
are higher, ranging from 6 to 10 C (Table 2), since we
explicitly focussed on maximum and minimum tempera-
tures, while Mooney et al. (2012) evaluated the mean
temperature. Mooney et al. (2012) also reported that the
NOAH LSM has a greater tendency to show a positive bias
in daily precipitation as compared to the RUC. Here we
also find that the NOAH LSM generally results in higher
precipitation as compared to RUC with the NOAH LSM
having a smaller negative bias as compared to RUC (Table
4). Comparison of the surface turbulent heat fluxes showed
that the RUC LSM has higher sensible heat flux as com-
pared to the NOAH LSM for DJF and SON, which can
explain the temperature bias. However surface heat fluxes
are integrative of processes with the PBL, and identifying
the reasons behind the differences in surface fluxes
between the RUC and NOAH LSMs would require running
both models offline with the same forcing, which is beyond
the scope of this paper.
Because of the predominance of convective rainfall,
especially during summer months and the results of pre-
vious studies (Flaounas et al. 2011; Crétat et al. 2011), it
was expected that simulated rainfall would be sensitive to
different convective and PBL parameterisation schemes.
However, we did not find large differences in simulated
precipitation when switching from the KF to the BMJ
cumulus schemes and from the YSU/MO to the AC2 and
AC2_P PBL/Surface layer schemes. This may be due to
several reasons. Firstly, we simulated a single year, which
was particularly dry. However, whilst our results may be
sensitive to the choice of year, the persistent warming and
drying trend for this region, from both observations (Bates
et al. 2008) and GCM projections (Moise and Hudson
2008; Collins et al. 2013), gives us confidence that the
choice of cumulus and PBL schemes have little influence
on precipitation for SWWA. Secondly, the amount of
convective rainfall during DJF in SWWA, is relatively
small, compared to JJA (winter) precipitation, and this may
also explain the lack of sensitivity to the different schemes,
as previous studies have shown that the influence of dif-
ferent physics options is largest for more extreme precip-
itation events (Evans et al. 2011), and when focussing
explicitly on mesoscale convective events (e.g., Jankov
et al. 2005). Conversely, the lack of rainfall sensitivity to
microphysics scheme was in line with previous research
(Argüeso et al. 2011) and it appears that the simple 3-class
single moment micro-physics scheme is sufficient, at least
for this region and for such resolution. The most important
shortfall remains the accurate simulation of DJF (summer)
precipitation, which is not unexpected based on studies for
similar meteorological conditions in other regions (Pohl
et al. 2011)
Of particular note for the precipitation results is the fact
that all the simulations demonstrate a consistent pattern in
the predictive performance of WRF based on the regional
groupings; the coastal region is simulated with the greatest
skill and the rangelands with the least skill. The potential
mechanisms for this pattern include a model response to
the rainfall gradient, differences in the type of rainfall,
change in land use type or a reduction in the distribution of
rainfall monitoring stations. Based on the consistently high
density of observations in both the coastal and agricultural
regions (Fig 4a), it seems unlikely that observation error is
solely responsible for this trend. However, because of the
low density of observations in the rangelands, it is probable
that the error in this region has been exacerbated by some
observational errors, which we are unable to quantify.
The sensitivity of WRF to different radiation schemes
yielded interesting results. Namely, whilst the model was
not very sensitive to the use of the CAM radiation scheme,
it was shown to be sensitive to the RRTMG scheme.
RRTMG increased the minimum and maximum tempera-
tures relative to simulations using the RRTM/Dudhia
scheme due to higher incoming shortwave radiation for all
seasons. This improved the bias with NNRP driven simu-
lation, as the latter had negative biases for both maximum
and minimum temperatures. However, use of the RRTMG
scheme degraded performance for minimum temperatures
when used with NCEP-FNL or ERA-interim, as the
increase in incoming shortwave radiation acted to make the
small positive biases even larger. The higher incoming
shortwave radiation could be explained by the fact that the
RRTMG scheme allows for fractions to be applied to sub
grid cloud cover, unlike the Dudhia scheme where a grid is
either completely cloudy or clear. Similar results have been
reported elsewhere. Namely, Evans et al. (2011) conducted
a WRF physics ensemble over eastern Australia (they use
ERA-Interim) and also found that the RRTMG/RRTMG
shortwave/longwave scheme generally overestimated tem-
peratures. The RRTMG scheme also resulted in large bias
in precipitation in the rangelands during the warmer sea-
sons of DJF and MAM when used with NCEP-FNL and
ERA-interim forcing, whereas this was not observed when
using NNRP. This was due to the RRTMG scheme
resulting in much larger CAPE when used with NCEP-FNL
and ERA-Interim data as compared to NNRP. This in
conjunction with lower LCL and higher precipitable water,
would have led to increased precipitation. Evans et al.
(2011) also found that the RRTMG radiation, KF cumulus,
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and YSU PBL physics combination performed consistently
poorly for all their simulations of storm events in Eastern
Australia. Moreover, sensitivity studies over other regions
(Yuan et al. 2012; Pohl et al. 2011; Awan et al. 2011), have
found that shortwave radiation schemes in particular, have
a strong precipitation response. Hence our results are
consistent with previous studies.
Changing PBL schemes had a strong influence on tem-
peratures. Namely, use of the AC2 PBL scheme, especially
in conjunction with the PX surface layer scheme is clearly
not recommended for our domain, due to large biases in
minimum temperatures in the rangelands region. While
both YSU and AC2 utilise non local closure schemes, AC2
reverts to a local closure scheme under conditions of
neutrality or stability, especially at night (Hu et al. 2010).
As a consequence of this switch to a local closure scheme,
the AC2 PBL scheme has a tendency to suffer from a lack
of mixing in the night-time boundary layer, which results
in a too rapid collapse, low minimum PBL and hence
negative bias with respect to night-time minimum tem-
peratures. Hence, this mechanism can explain the high
biases.
Whilst the choice of PBL schemes has been shown to
influence precipitation simulations in other studies (e.g.,
Argüeso et al. 2011), this was not the case here. Studies in
the SWWA have demonstrated that land cover change can
impact boundary layer development and therefore precip-
itation in the region (Lyons 2002; Kala et al. 2010; Nair
et al. 2011). While each region does demonstrate markedly
different land uses, and in the case of the agricultural
region extensive land cover change, for these land uses to
be influencing precipitation, it was expected that this would
be demonstrated through a sensitivity to PBL and surface
layer scheme, which was not observed. That the choice of
PBL scheme does not appear to influence rainfall sensi-
tivity suggests that the errors in rainfall simulation and the
regional differences in model performance are not strongly
associated with land use type.
5 Conclusions
We carried out a range of sensitivity experiments with
WRF, using different forcing data and model physics
options. The aim of this was to better inform the planning
of future long-term regional climate simulations for this
region with significant agricultural and forestry sectors.
Overall, it is clear the control (REF) simulation experi-
mental set-up is adequate for longer term climatic simu-
lations for this region, at least at the seasonal time-scale
and 10-km spatial resolution. An important issue remains
the systematic underestimation of precipitation at the coast,
which could be due to un-resolved topography, and hence
future studies should aim at further quantifying the role of
the Darling Scarp on orographically induced precipitation
in SWWA. The lack of precipitation during summer further
from the coast suggests land-atmosphere feedbacks are not
being adequately captured, and this also requires further
investigation. The simulations with different re-analysis
products show that when the goal is to establish a base-line
climatology, the ERA-interim data-set should be preferred
over the FNL and NNRP. When NNRP is nonetheless used,
the use of NOAA SSTs should be preferred over the use of
surface skin temperatures within the NNRP data-set.
Our results show that the choice of PBL scheme can
have a large influence on temperatures, and choice of
radiation scheme on both temperatures and precipitation in
SWWA. Consistent with previous studies, we found that
the RRTMG, in combination with the YSU PBL scheme,
and KF cumulus scheme is not recommended. Addition-
ally, the AC2 PBL scheme results in large biases for
minimum temperature, and should not be used, at least for
the domain of interest here. The KF and BMJ cumulus
scheme did not result in significant differences for our
domain, and consistent with several studies, using more
complex micro-physics does not improve precipitation
simulations. More interestingly, we show that schemes may
behave differently with different forcing data-sets, as was
shown with the RRTMG radiation scheme. Hence, sensi-
tivity testing should ideally include both use of different
physics options as well as forcing data.
Future studies will evaluate WRF driven by the ERA-
interim re-analysis on a climatic (30 years) time-scale
(similar to the ERA simulation here), and evaluate the
model at daily, seasonal, and inter-annual time-scales, and
additionally, use station and sounding observations, in
addition to the AWAP gridded product. This will in turn be
used to help inform the design of GCM forced simulations
to provide regional information of possible future climatic
changes in SWWA.
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3.3 Chapter Summary
This Chapter explored the sensitivity of different WRF parameterisation op-
tions, atmospheric and sea surface temperature reanalysis datasets for SWWA.
It was found that the choice of radiation scheme had a marked impact on both
temperature and precipitation while the PBL scheme had the most influence on
night time temperatures. Although previous studies have shown that convec-
tion and microphysics parameterisations can strongly impact rainfall, the model
showed little sensitivity to these parameterisation options in SWWA. These re-
sults illustrate the degree of sensitivity within WRF to parameterisation options
and the fact that the behaviour of the options can vary in different geographical
areas. While certain findings mirror those of earlier sensitivity studies, for exam-
ple that the RRTMG, YSU and KF schemes should not be used in combination,
other findings, such as the fact that model rainfall is not sensitive to the choice
of PBL or convection scheme, are specific to the experimental design. By eval-
uating LBCs from three different reanalysis packages, this study illustrates that
parameterisation options are also sensitive to the choice of LBCs. Consequently
future sensitivity studies should consider using an ensemble of LBCs.
The findings highlight some limitations with the model in simulating SWWA
rainfall. In particular, summer rainfall is found to be difficult to reproduce and
rainfall in the vicinity of the Darling Scarp shows a systematic negative bias.
Consequently, for future simulations, a higher resolution domain will be used
to improve the representation of convective processes and to better represent
the regional topography. Notwithstanding, results demonstrate that the refer-
ence parameterisation configuration is suitable for regional climate simulations in
SWWA and that ERA-Interim is the most suitable reanalysis to use for LBCs.
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Therefore, the next Chapter evaluates WRF’s ability in simulating the historical




MULTI-DECADAL EVALUATION OF WRF
DOWNSCALING CAPABILITIES OVER
WESTERN AUSTRALIA IN SIMULATING
RAINFALL AND TEMPERATURE
EXTREMES
4.1 Overview and author contributions
This Chapter addresses the second research question by evaluating the abil-
ity of the WRF model to reproduce the climatology of SWWA from 1981-2010.
The model is configured using the most appropriate parameterisation options
that were determined in Chapter 3 and uses LBCs from ERA-Interim. Temper-
ature and precipitation, as well as climate indices relevant to agriculture during
the growing season, are compared against a high resolution gridded observational
data set for evaluation purposes. The relative merits of two nested domains; a 10
km domain using convective parameterisation and a 5 km domain which resolves
convection explicitly are examined.
J. Andrys wrote all sections of this paper, conducted all of the data analysis,
carried out 20% of the simulations and contributed to the conceptual design of
the paper. J. Kala carried out 80% of the WRF simulations, provided day to day
feedback on various drafts and revisions and designed the concept for the paper in
conjunction with J. Andrys and T. Lyons. T. Lyons was the principal investigator
and primary supervisor for this project. He contributed to the conceptual design
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of the paper and provided day to day feedback on draft papers and assisted in
addressing reviewer comments.
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ABSTRACT
The authors evaluate a 30-yr (1981–2010) Weather Research and Forecast (WRF) Model regional climate
simulation over the southwest of Western Australia (SWWA), a region with a Mediterranean climate, using
ERA-Interim boundary conditions. The analysis assesses the spatial and temporal characteristics of climate
extremes, using a selection of climate indices, with an emphasis on metrics that are relevant for forestry and
agricultural applications. Two nested domains at 10- and 5-km resolution are examined, with the higher-
resolution simulation resolving convection explicitly. Simulation results are compared with a high-resolution,
gridded observational dataset that provides daily rainfall, minimum temperatures, and maximum tempera-
tures. Results show that, at both resolutions, the model is able to simulate the daily, seasonal, and annual
variation of temperature and precipitation well, including extreme events. The higher-resolution domain
displayed significant performance gains in simulating dry-season convective precipitation, rainfall around
complex terrain, and the spatial distribution of frost conditions. The high-resolution domain was, however,
influenced by grid-edge effects in the southwestern margin, which reduced the ability of the domain to rep-
resent frontal rainfall along the coastal region. On the basis of these results, the authors feel confident in using
the WRF Model for regional climate simulations for the SWWA, including studies that focus on the spatial
and temporal representation of climate extremes. This study provides a baseline climatological description at
a high resolution that can be used for impact studies and will also provide a benchmark for climate simulations
driven by general circulation models.
1. Introduction
Changes in climate extremes are of particular interest
because of their disproportionately large influence on
ecosystems, agriculture, and human health (Patz et al.
2005; Easterling et al. 2000). The southwest of Western
Australia (SWWA) has been identified as a region that
is acutely at risk of climatic change (Hughes 2003;
Malcolm et al. 2006); there is limited knowledge on how
these changes are likely to manifest at the regional scale,
however, in particular with respect to extremes. Forestry
and agriculture encapsulate the majority of the land use
in the SWWA and contribute significantly to regional
prosperity. For example, cereal crops, the largest agri-
cultural sector in the state, contribute AUD 4.5 billion
annually to the Western Australian economy (Varnas
2014). Understanding how these industries may be im-
pacted by changes in climate extremes is critical for
developing management strategies that will enable ad-
aptation and preserve this prosperity.
Niu et al. (2014) reviewed the current understanding
of plant responses to climate extremes, including heat
waves, frost, drought, and flooding, and found that,
while the response was not uniform between ecosys-
tems, extreme events generally have a deleterious effect
on plant productivity and survivability. The negative
response to drought and heat stress for forests globally
is supported by Allen et al. (2010) and Clifford et al.
(2013). When examining forest mortality events in the
SWWA, Evans and Lyons (2013) found that sudden
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increases in the diurnal temperature range were
a significant factor in forest-mortality events, whereas
Brouwers et al. (2012) established that the combination
of drier-than-average conditions followed by heat-wave
events also led to an episode of widespread decline
within the native forest. Because forest ecosystems have
acclimated to the prevailing conditions, extreme events
tend to cause damage to the biota by increasing stress on
the vegetation, making it less able to withstand other
stresses such as, for example, attacks by bark beetles
(Williams et al. 2012).
The response of agricultural production, particularly
cereal crops, to extreme conditions is more temporally
dependent and is linked with the growing cycle. Frost or
high temperatures that occur in the grain-filling period
of the crop-growth cycle, for example, will result in the
most significant reduction in agricultural yield (Asseng
et al. 2012; Ludwig and Asseng 2006; Zheng et al. 2012).
It is therefore clear that assessments of future changes in
climate on agriculture and forestry need to focus on
climate extremes, with a particular focus on the magni-
tude and timing of these events.
Investigating changes in extremes of both temperature
and precipitation is difficult within the constructs of
general circulation models (GCMs) because their reso-
lution does not allow for the adequate representation of
finer-scale features, including topography and land
cover, and mesoscale weather systems, which play a sig-
nificant role in the development of extreme conditions
(Ekström et al. 2005; Fowler et al. 2005; Donat et al.
2010; Mishra et al. 2012). As such, downscaling tech-
niques, including dynamical downscaling, are frequently
applied to GCM output. The Weather Research and
Forecasting (WRF) Model (Skamarock et al. 2008) em-
ployed as a regional climate model (RCM) is one such
tool for this purpose. The ability of WRF to downscale
GCMs and to better account for regional climate has
been well established in simulations conducted over cli-
matological regions in Europe (Christensen et al. 2007;
Chu et al. 2010), North America (Mearns et al. 2009;
Patricola and Cook 2013), and Asia (Chotamonsak et al.
2011). A number of these studies have also included an
assessment of climate extremes (Argüeso et al. 2011;
Gao et al. 2012; Salathé et al. 2010). To promote a con-
sistentmethod for regional downscaling experiments and
hence to improve the quality of experiment outcomes,
the Coordinated Regional Downscaling Experiment
(CORDEX; Giorgi et al. 2009) was established. The
CORDEX framework highlights the importance of first
validating the RCM configuration through the evalua-
tion of simulations with boundary conditions derived
from reanalysis data before simulations downscaling
GCM data are run.
Kala et al. (2015) examined a number of physics op-
tions for WRF in the SWWA for a 12-month period and
found that the model was sensitive to parameterization
options, in particular the choice of longwave and short-
wave radiation schemes, land surface model, and plane-
tary boundary layer scheme. Kala et al. (2015) also found
that at a 10-km resolutionWRFwas not able to represent
the magnitude of dry-season rainfall, and a systematic
underestimation of coastal precipitation was linked to
unresolved topography in the region. The influence of
unresolved topography on simulated precipitation is
supported by regional climate studies in other regions,
which have found that higher-resolution simulations
represent precipitation with greater skill (Cardoso et al.
2013; Warrach-Sagi et al. 2013).
In this study we aim to validate WRF as an RCM in
the SWWA that is forced by reanalysis data over a 30-yr
period between 1981 and 2010. We evaluate the ability
of WRF to simulate extremes of temperature and pre-
cipitation in the SWWA as the basis for ongoing re-
search to downscale an ensemble of GCMs to examine
the impact of future climate changes. To achieve this
aim, we consider the extent to which increasing the
resolution of the WRF simulation will improve simula-
tion of extremes. The ability of the simulation to detect
the daily, seasonal, and annual variability of the
SWWA is evaluated to ensure thatWRF can adequately
represent the climatological characteristics of the re-
gion. The spatial and temporal distribution of some ex-
treme precipitation and temperature indices are also
assessed.
2. Methods
a. Southwest Western Australia
SWWA is a region of high biological diversity
(Fitzpatrick et al. 2008), which also supports an urban
population in the coastal city of Perth and extensive rain-
fed cereal crops toward the interior. The growing season
for these crops is in the cooler months of May–October
(Ludwig andAsseng 2006). In the region, summer is from
December to February (DJF), autumn is from March to
May (MAM), winter is from July to August (JJA), and
spring is from September to November (SON). SWWA
experiences hot dry summers and cool wet winters, typ-
ical of its Mediterranean-type climate (Gentilli 1971,
108–114), but this type of climate in combinationwith low
soil fertility means that the biota and agricultural re-
sources of the region are highly susceptible to changes in
climate (Kingwell 2006).
The most influential large-scale driver of the SWWA
climate is the position of the subtropical high pressure
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belt (Gentilli 1971, 108–114). In the spring and summer,
the belt is positioned to the south of SWWA and advects
hot continental air to the coast while channeling the
passage of rain-bearing frontal systems to the south,
resulting in dry conditions. Summer rainfall is a result of
surface convection, cutoff lows (Pook et al. 2012), and
northwesterly cloud bands that bring rain to the interior
(Tapp and Barrell 1984). Infrequent, large-scale sum-
mer rain events in the SWWA, which occur only two or
three times in a decade, were described by Wright
(1974). Caused by meridional troughs passing over the
region, Wright (1974) found that these rain events often
took place when a former tropical cyclone was present
north of Western Australia. Previous studies assessing
WRF downscaling capabilities over the SWWA on
a seasonal time scale have found that the scarcity and
distribution of rain in the summer months is challenging
to represent accurately (Kala et al. 2015). In the winter
months the subtropical high pressure belt moves
northward, allowing for the passage of frontal systems
over the region that are the main source of annual
rainfall. Annual rainfall variability in the region is con-
siderable (Power et al. 1998) and has been found to be
influenced by large-scale teleconnections, such as the
Indian Ocean dipole (England et al. 2006).
SWWA is an area of low relief. The main topo-
graphical feature that influences the climate of the re-
gion is the Darling Scarp, which runs parallel to the
coast 25 km inland and results in a sudden change in
elevation of approximately 300m. This feature can be
seen in Fig. 1b. The meteorological influence of this
scarp has been shown to be difficult to represent in
mesoscalemodels with resolutions that aremore coarse
than 0.5 km (Pitts and Lyons 1990; Kala et al. 2011,
2015).
b. Model configuration
A 30-yr, three-domain regional climate simulation
from 1981 to 2010 was conducted using WRF, version
3.3, driven by ERA-Interim (Dee et al. 2011) boundary
conditions. A 3-month model spinup period was used.
The outer 50-km domain (Fig. 1a) was based on the
CORDEXAustralia domain. The two nested domains,
at 10- and 5-km resolution, were chosen to evaluate the
influence of spatial scale on model skill and also to
compare the performance of parameterized convec-
tion with convection that is explicitly resolved in the
model. We note that the downscaling ratio of 2 used
between our two nested domains is a lower ratio than is
usually employed by regional climate simulations.
Our choice of downscaling ratio between these do-
mains was based on the limits of the computational
resources available. This meant that the resolution of
the inner domain (5 km) matched the resolution of the
gridded observational dataset, which is discussed in
section 2c.
Parameterization options and model setup were based
on the findings of a prior sensitivity analysis of WRF to
different physics and input data over SWWA (Kala et al.
2015) and include the single-moment 5-classmicrophysics
scheme (Hong et al. 2004), RRTM for longwave radia-
tion (Mlawer et al. 1997), Dudhia shortwave radiation
(Dudhia 1989), Yonsei University planetary boundary
layer scheme (Hong and Lim 2006), convective parame-
terization on the first and second domains only from
Kain–Fritsch (Kain 2004), theMM5 surface-layer scheme
(Grell et al. 2000), and the Noah land surface model
(Chen and Dudhia 2001). (Acronym definitions can be
found at http://www.ametsoc.org/PubsAcronymList.)
The model employs 30 vertical levels, which are more
densely spaced near the surface, 150-day averaging for
deep soil temperatures, and spectral nudging for the
upper layers of the outer domain only. Carbon dioxide
concentrations were updated on amonthly frequency on
the basis of observations from Baring Head, New Zea-
land (Keeling et al. 2001), as being representative of the
Southern Hemisphere. A 10-gridpoint relaxation zone
was removed from the domain boundaries prior to
analysis of the results.
c. Observational data
Observational data used for evaluation come from
a daily gridded dataset of maximum and minimum tem-
peratures and rainfall provided by the Australian Bureau
of Meteorology (BoM) as a contribution to the Austra-
lian Soil Water Availability Project (AWAP; Raupach
et al. 2009). The AWAP temperature and precipitation
dataset, at a resolution of 5 km, is an interpolation from
a network of weather stations across Australia (Jones
et al. 2009) and has been used as a validation tool for
previous regional climate simulations inAustralia (Evans
andMcCabe 2010; Evans et al. 2012; Kala et al. 2015).We
note the uncertainties associated with the fitting of sur-
faces to the observations to yield the gridded dataset, but
the AWAP data have employed topography-resolving
analysis methods to minimize this uncertainty (Jones
et al. 2009). King et al. (2013) evaluated the merits
of the AWAP dataset to examine extreme-rainfall
characteristics and found that it demonstrated
good agreement with station data and was suitable
to examine extreme rainfall. King et al. (2013) did
suggest caution in using the AWAP data in areas of low
station density, but these regions are sufficiently re-
moved from the two innermost domains of this simu-
lation so as not to influence the quality of the
observational data for this study. The AWAP data are
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illustrated in Fig. 2, which shows the average seasonal
mean rainfall, maximum temperatures, and minimum
temperatures for 1981–2010. Precipitation (Fig. 2c)
is most heavily concentrated at the coast, and there
is a significant decline in rainfall as distance inland
increases.
d. Statistics and indices
The AWAP observations were interpolated using
simple inverse-distance weighting to the 5- (W5k) and
10-km (W10k) domains to enable intercomparison.
Daily variability was quantified using probability density
FIG. 1. RCM terrain for the (a) outer model domain, including the extent of the nested grids,
and (b) the higher-resolution terrain of domain 3.
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functions (PDFs). Because the observational data do
not include daily rainfall values of less than 0.2mm,
simulation values below this threshold have been re-
moved from the daily variability analysis. To establish
the spatial variability of the daily PDFs, the Perkins
skill score (PSS; Perkins et al. 2007) was employed,
which compares the observed and simulated probabil-
ity distributions:
FIG. 2. Climatological seasonal means of AWAP (a) maximum temperatures, (b) minimum temperatures, and (c) rainfall for the W5k
domain. The stations that have been used to generate the AWAP dataset are shown as white dots on the DJF plots in (a) for temperature
and (c) for precipitation.




minimum(zs, zo) , (1)
where n is the number of bins used to calculate the PDF,
zs is the simulated frequency of values in n, and zo is the
observed frequency of values in n. Perfect agreement
between the PDFs will result in a PSS of 1. If the model
represents the observed PDF poorly, there will be less of
an overlap between the two distributions and the PSS
will be close to 0.
Simulation skill in representing the seasonal spatial
variability of temperature and rainfall was assessed
through the use of Taylor diagrams (Taylor 2001) and
bias contour plots. WRF’s ability to reproduce the in-
terannual climatic variability of the SWWA is exam-
ined using annual time series plots of regionally
averaged minimum and maximum temperature anom-
alies. Interannual variability with respect to pre-
cipitation was examined by plotting a time series of the
regionally averaged annual precipitation anomaly.
We assessed the ability of WRF to represent aspects
of temperature and precipitation extremes by using
a number of the core indices developed by the World
Meteorological Organization working group, the Ex-
pert Team on Climate Change Detection and Indices
(ETCCDI; Persson et al. 2007). Some of the indices
applied in this paper have been modified to be more
relevant to the proposed applications of this research.
For example, the ETCCDI frost-days (FD) index pro-
vides an annual count of days on which minimum
temperature is lower than 08C. Kala et al. (2009),
however, have shown that screen temperatures of less
than 28C are sufficient to result in foliage temperatures
below 08C and hence frost damage to crops in SWWA.
Therefore we use the threshold of 28C for FD. In ad-
dition, the summer-days (SU) index is an annual count
of days on which temperatures exceed 258C. In the
SWWA, 258C is more representative of a mean tem-
perature rather than an extreme, and as such we have
modified this index to a threshold of 348C. This level is
based on studies by Asseng et al. (2011) and Wardlaw
(1994), who found that temperatures in excess of
348C can have significant impact on grain yields, par-
ticularly in the reproductive and grain-filling stages
of the crop cycle. We note that there are many other
temperature-based indices defined by the ETCCDI
that are based on percentiles; for the applications in-
tended for this research, however, we felt that the
threshold-based approach of the FD and SU indices
was the most relevant.
The precipitation indices examined in this study are
applied as defined by the ETCCDI, but for percentile-
based indices we have used 1981–2010 as the baseline
period. These include the 5-day maximum precipitation
intensity (Rx5day):
Rx5dayj 5max(RRkj) (2)
(where RRkj is the precipitation amount for the 5-day









(where RRwj is the daily precipitation amount on a wet
dayw when RR$ 1mm in period j andW is the number
of wet days in j), and the annual total precipitation for






(where RRwj is the daily precipitation amount on a wet
day w when RR $ 1mm in period j and RRwn95 is the
95th percentile of precipitation on wet days in the 1981–
2010 normal period).
Although three domains were used, the analysis in this
paper is restricted to the two inner nested domains over
SWWA. The outer domainwas chosen to conform to the
CORDEX specifications so as to contribute to the
CORDEX initiative. Although a thorough analysis of
the outer domain would certainly be useful, it does not
fit within the scope of this paper, which is to focus on the
agricultural and forested regions of SWWA. Results
from the outer CORDEX Australia domain will be the
subject of a separate study.
3. Results
In this section, the WRF simulations are compared
with the AWAP observations to evaluate the overall
performance of the model and the relative performance
of the two nested domains. To allow for direct compari-
son betweenW5k andW10k, the largerW10kdomainhas
been limited to the extent of the W5k domain.
a. Precipitation
1) DAILY RAINFALL
The domain-averaged PDF of observed and simulated
daily rainfall is shown in Fig. 3a forW10K and Fig. 3b for
W5k. The distribution highlights the prevalence of days
with rainfall under 1mm; this interval accounts for 55%
of all rain days in the region. The overall distribution of
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rainfall is simulated well, albeit with a tendency to
overestimate the probability of light precipitation, par-
ticularly by W10k. This is apparent because W10k pro-
duced 4% more (59.74% as compared with 54.92%)
days with rainfall below 1mm than were observed. The
overestimation of small precipitation events is improved
by W5k, for which the proportion of days with less than
1mm of rainfall is only 1.25% above observations. In
their simulation over Portugal, the findings of Soares
et al. (2012) closely match our own, specifically that
WRF represents high-rainfall days well but tends to
overestimate the proportion of days with low rainfall or
drizzle. In a similar way, Soares et al. (2012) found that
the higher-resolution simulation reduced the tendency
for the model to simulate drizzle. Evans and McCabe
(2010) performed a similar analysis for precipitation in
a regional climate simulation over eastern Australia and
also found that higher-intensity rainfall events were
simulated well; the tendency for the simulation to
overestimate drizzle was regionally dependent in that
study, however. The performance of theW10k domain is
sensitive to the threshold of the PDF, especially for low
rainfall amounts; 33.5% of rainfall days in W10k had
rainfall below 0.5mm as compared with 26.9% for W5k
and 27.2% for observations.
PSS results over the domain are shown in Fig. 4. Al-
though the range of skill scores between W10k (0.78–
0.96) and W5k (0.78–0.97) does not show any significant
variation, the difference in their spatial distribution is
marked; inW5kmost of the domain has skill scores over
0.875, with small areas below this threshold being gen-
erally confined to the southwestern coastline. Con-
versely, themajority of theW10k domain has skill scores
below 0.875. Domain-averaged rainfall PSS are 0.87 for
W10k and 0.91 forW5k. These scores are comparable to
the findings of previous studies that have employed the
PSS for spatial analysis of daily rainfall distribution
(Evans and McCabe 2010; Perkins et al. 2007; Argüeso
et al. 2012). The spatial distribution of rainfall intensity
shows a clear improvement in the level of agreement
between W10k and W5k, which is not an unexpected
result given the findings of previous studies in the
SWWA that highlighted the need for higher-resolution
simulations to more accurately represent rainfall in the
region (Kala et al. 2015).
2) SEASONAL RAINFALL
Seasonal rainfall variability in the SWWA is driven by
the movement of the subtropical high pressure belt. A
preliminary analysis (not shown) of mean sea level
pressure (MSLP) patterns from the outer domain
showed that WRF was able to reproduce typical MSLP
patterns for summer and winter as compared with the
BoM MSLP analysis.
Rainfall model agreement is examined using Taylor
diagrams. These plots allow a succinct comparison of
models using the metrics of pattern correlation (corr),
RMSE, and variance ratio. Strong model performance
will be indicated by values that are close to the x axis and
near the line that is labeled as REF (a 1:1 variance ratio).
Figure 5 shows that pattern correlation is high—greater
than 0.9 in almost all cases. The exceptions forW10k are
in DJF (corr 5 0.56) and MAM (corr 5 0.77); those for
W5k are in DJF (corr 5 0.84). The nature of DJF and
MAM rainfall in SWWA’s Mediterranean climate is
sparse, convective events of limited spatial extent.
FIG. 3. Probability density plot of domain-averaged daily rainfall for (a) W10k and (b) W5k vs observations.
376 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 54
Sparse, convective precipitation has been found by other
studies (Soares et al. 2012; Kala et al. 2015) to be difficult
for WRF to simulate well, particularly when using con-
vective parameterization, and therefore the lower cor-
relations we have seen for these two seasons are
expected. The higher-resolution W5k simulation is able
to improve performance with respect to the convective-
dominated rainfall seasons (DJF andMAM) as a result of
explicitly resolved convection and a higher-resolution
domain, which can represent the patchy nature of this
precipitation with greater skill. This is most significant in
DJF, for which period theW5k simulation has improved
W10k results from a pattern correlation of 0.55 to one of
0.84 and a variance ratio from 4.4 to 0.7. For the seasons
of JJA and SON, for which rainfall in the SWWA is
dominated by frontal systems, W5k deteriorates relative
to the performance of W10k, especially with respect to
the variance ratio, indicating that W5k is not capturing
the variability of the rainfall in JJA and SON as well as
W10k. This deterioration in JJA and SON rainfall var-
iability for W5k can be explained by the strongly nega-
tive coastal winter rainfall biases in W5k, caused by
domain-edge effects, which are discussed further in the
following paragraphs.
Rainfall seasonal bias for both W10k and W5k is
shown in Fig. 6. Across the region, and for all seasons
except JJA, bias remains low and predominantly nega-
tive. JJA rainfall biases are considerably larger than in
other seasons because most of the region’s rainfall
occurs in this season (Fig. 2c). Furthermore, the spatial
distribution of bias shows a marked difference between
W10k and W5k. W10k is producing a band of positive
rainfall bias along the west coast of the region that is not
present in the higher-resolution W5k. The area of pos-
itive bias in W10k aligns closely with the Darling Scarp,
which runs parallel to the coast at this point (as shown in
FIG. 4. PSS of daily precipitation for (a) W10k and (b) W5k.
FIG. 5. Taylor plot showing seasonal rainfall performance forW10k
(red) and W5k (blue).
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Fig. 1b). The pattern of bias is consistent with the
‘‘windward/lee effect,’’ in which mesoscale models tend
to overestimate rainfall on the windward side of topo-
graphical features, as described by Wulfmeyer et al.
(2008). In a 30-yr climate simulation over Germany,
Warrach-Sagi et al. (2013) also found evidence of the
windward/lee effect in WRF at 10-km resolution, but
this error was overcome in short-run simulations at
a convection-resolving scale (5 km). Consistent with
Warrach-Sagi et al. (2013), W5k improves the repre-
sentation of the Darling Scarp’s influence on rainfall
because W5k is able to eliminate the positive bias at the
coast and much of the strong negative bias in the area to
the east of the Darling Scarp. W5k is still showing an
overall negative bias in this region, however, which
suggests that the 5-km resolution is still not sufficient to
fully resolve the meteorological influence of this topo-
graphical feature, which is supported by findings from
Pitts and Lyons (1990) who found that representing
the wind-generated turbulence of the scarp requires a
0.5-km resolution.
While the W5k simulation is overcoming the
resolution-induced positive bias at the Darling Scarp, it
is further enhancing the negative bias in the southwest
corner of the region in JJA: up to 80mmmonth21, which
represents a relative error of approximately 60% of
rainfall. To diagnose whether this bias could have re-
sulted from grid-boundary interference, we considered
the proximity of the area in question to the edge of the
W5k grid. The southwest corner of the SWWA landmass
begins 20 km (4 grid points) from the western boundary
of the domain. A 10-gridpoint relaxation zone has been
removed from this domain, but at 5-km resolution this
represents a relaxation zone of only 50 km. It is there-
fore possible that this region is experiencing some
anomalous rainfall output as a consequence of edge ef-
fects in this area interfering with the response of the
model, as was found in Lowrey and Yang (2008) and
Seth and Giorgi (1998).
A simulation (called W5k-ext) was run for the JJA
period of 2007 (plus a 3-month spinup) with a 5-km
domain extended to the south and west by 10 grid points
to allow for further enhanced development of the frontal
processes in this region away from the edge effects of the
domain. This run was compared with a simulation ini-
tialized at the same time but using the standard 5-km
FIG. 6. Average seasonal rainfall bias (observation 2 simulation) for (a) W10k and (b) W5k.
378 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 54
domain (called W5k-cld). The 2007 JJA season was
chosen because the W5k simulation displayed the larg-
est negative rainfall anomaly during this year. Bias plots
for the 2007 JJA season are shown in Fig. 7, and it is
apparent that the coastal bias has been reduced by the
W5k-ext simulation; there has also been an increase in
positive bias along the southern coastal region, however.
We examined the individual rainfall events over the
course of the W5k-ext simulation and found that this
increased bias was systematic across all rainfall events.
Identifying the physical mechanisms leading to this bias
requires extra simulations with different domain setups,
which will be the subject of future studies.
Notwithstanding, the overall marked reduction in bias
provides a strong indication that the boundary proximity
of the W5k domain is resulting in an anomalous rainfall
response. Despite the reduction in bias, W5k-ext does
still show a negative bias in the western coastal region,
which indicates that the 5-km resolution is not fully re-
solving frontal processes. Kala et al. (2011) simulated
the passage of cold fronts over the SWWAusing a 5-km-
resolutionmodel. This study did not consider precipitation
from these fronts at 5-km resolution (precipitation was
examined at 20-km resolution only), but it did find that
5-km resolution was not sufficient to represent accu-
rately the baroclinic zone at the frontal boundary, and
we suggest that this smoothing of the baroclinic zone is
contributing to the negative winter rainfall bias in
W5k in the high-precipitation region of the southwest
coast.
3) ANNUAL RAINFALL
Annual (December–November) precipitation anom-
alies for W10k and W5k are compared with observed
precipitation anomalies in Fig. 8. Averaged over the
region, the largest observed amplitude anomaly is
2200mmyr21 in 2010. There is little difference between
the W10k and W5k simulations, which is likely due to
averaging over the whole domain. In general, the sim-
ulations are able to account for the sign of the in-
terannual variability well, particularly in the very low
rainfall year of 2010, which was shown by Evans and
Lyons (2013) to have resulted in a significantly increased
number of forest-mortality events. There are exceptions
in 1990, 2001, 2005, and 2007 in which the simulated
precipitation anomaly was the opposite sign of the ob-
served anomaly. The years 1990 and 2005 were wetter-
than-average years that were simulated as being drier
than average. TheW5kDJF and JJA bias for these years
is shown in Fig. 9a, and it is apparent that JJA bias fol-
lows a pattern that is similar to the climatological mean
bias (Fig. 6) but that DJF rainfall is underestimated.
Furthermore, 2001 and 2007 were drier-than-average
years that were simulated as wetter than average. When
the W5k DJF and JJA biases for these years are con-
sidered (Fig. 9b), JJA bias is again similar to the
FIG. 7. Rainfall bias in JJA (2007) for (a) W5k-ext and (b) W5k-cld.
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climatological mean, whereas DJF shows a very strong
positive bias (W10k simulation bias is not shown be-
cause the pattern of bias closely matches that of W5k).
This result indicates that simulation limitations with
respect to dry-season rainfall events are the cause of the
model’s inability to detect the sign of the rainfall
anomaly in these years.
To establish the source of the dry-season rainfall er-
ror, we considered the region’s dry-season climatologi-
cal behavior. Dry-season rainfall tends to be sporadic
and sparse, but regional-scale rainfall events take place
every 3–4 years on average. These events, triggered by
high-level moisture advection from the tropics via me-
ridional troughs, are simulated poorly by the model.
Over the course of our simulation, 9 of these dry-season
regional-scale rainfall events were observed. Our model
generated 11 such events, 4 of which coincided with
observed precipitation events in 2000, 2001, 2007, and
2008. Rainfall was overestimated for these events in
both 2001 and 2007, leading to the anomalously high
simulated mean rainfall in these years. Observed DJF
rainfall in 1990 was also high as a result of a regional-
scale rainfall event; this particular event was poorly
simulated, however. The relatively low DJF bias seen in
Fig. 6 shows that, over the 30-yr climatological period,
the model is accounting for the extent of these regional-
scale rainfall events well. When individual events are
considered, however, the timing and magnitude are not
well represented. We conducted a number of short
simulations during 2007 with different initialization
dates and found that the moisture-advection processes
are particularly sensitive to the time since initialization,
but there was no consistent pattern in this behavior.
Further research is required to fully understand the
nature of the misrepresentation of moisture advection
within the outer domain of our model.
Figure 10 shows the spatial distribution of the stan-
dard deviation for annual rainfall. As expected, the
largest observed variability is found in the highest-
rainfall regions. Both W10k and W5k are able to rep-
resent the magnitude of the standard-deviation changes
throughout the domain well. W5k is able to account for
the spatial distribution of standard deviations better
than W10k is in the midwest coastal region, but there is
a large disparity between observations and W5k in the
southwestern corner of the landmass that can be at-
tributed to the grid-edge effects that are enhancing
negative bias in this region.
4) EXTREME INDICES
We next examine indices that consider the contribu-
tion of rainfall from high-intensity events (R95pTOT
and RX5day) and average rainfall intensity (SDII).
From observations of SDII shown in Fig. 11a, it is ap-
parent that the most intense rainfall is inland of the west
coast, to the east of the Darling Scarp. W5k shows good
spatial agreement with observations, especially in the
area of highest precipitation intensity. SDII is under-
estimated by W5k in the southwest corner by approxi-
mately 2mmday21. W10k represents the SDII as being
the highest along the west coast, whereas the observa-
tions show that the highest-intensity rainfall occurs to
the east of the Darling Scarp. The W10k representation
of SDII is lacking in the finescale spatial structure of this
index, which is well developed in W5k. W10k does,
however, provide a better representation in the south-
west corner and the interior of the domain than W5k
does.
The RX5day index measures the highest annual
rainfall in a 5-day period. Climatologically averaged
annual RX5day is shown in Fig. 11b for the observations
and for the W10k and W5K simulations. Similar to the
SDII index, observations show that RX5day is highest in
the region east of the Darling Scarp and along the
southern coast, with declining intensity inland. Al-
though there is spatial agreement for the W5k simula-
tion, it is less well represented than the average intensity
that was identified by the SDII index (Fig. 11). W10k
does not capture the spatial pattern of Rx5day on the
coast or in the Darling Scarp, and both W10k and W5k
are overestimating RX5day in the interior.
The contribution of rainfall from the highest-intensity
rainfall events (above the 95th percentile) is measured
by the R95pTOT index. This metric differs fromRx5day
because it considers all of the high-intensity rainfall
events in a year over the percentile threshold whereas
the RX5day only represents a single high-intensity event
from each year. Observations for the R95pTOT index
show a clear gradient from the southwest corner to the
FIG. 8. Time series (1981–2010) of domain-averaged annual
rainfall anomaly for observations (solid blue), W10k (dotted red),
and W5k (solid red).
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northeast of the domain that is not as well defined in the
W10k and W5k simulations (Fig. 11c). Both simulations
show a significant departure from observations in the
southwest corner, where the model is underestimating
this index by over 100mm (50%) in W5k and 50mm
(25%) inW10k. TheW10k domain continues tomiss the
spatial distribution of the rainfall on the west coast; both
W10k and W5k represent R95pTOT well over the in-
terior of the SWWA, however. The RX5day and
R95pTOT indices were evaluated by Argüeso et al.
(2012) in a regional climate simulation over Spain. Their
assessment of the performance of these metrics mirrors
what we found here: the Rx5day index was well repre-
sented both spatially and with respect to magnitude and
FIG. 9. Mean W5k (left) DJF and (right) JJA rainfall bias for (a) 1990 and 2005 and (b) 2001 and 2007.
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The PDFs of daily maximum and minimum temper-
atures for the 30-yr simulation comparing observations
with bothW10k andW5k are shown in Fig. 12. Domain-
averaged PDFs for maximum temperatures show that
the simulation distributions are skewed to the left, in-
dicating that WRF is overestimating the proportion of
cooler maximum temperatures. Temperatures toward
the middle of the distribution are generally under-
estimated, and the extreme right of the distribution
shows that the simulated hottest days closely match
observations. This result suggests that, while moderate
maximum temperatures tend to be underestimated and
low maximum temperatures are overestimated, the oc-
currence of very hot maxima is well represented by the
model. Critical for the applications of this research, the
incidence of temperatures above 348C shows good
agreement; this is the threshold used by the SU index.
Conversely, the simulated distribution of minimum
temperatures is skewed to the right, showing that the
model is overestimating warm minima and under-
estimating the likelihood of moderately cold minima.
An examination of the right tail of the W5k distribution
(cold minima below 28C) shows that the simulation
corresponds to observations well; when minimum tem-
peratures below 28C are considered for the W10k dis-
tribution, however, there is a greater tendency to
overestimate their frequency.
The goodness of fit of simulated PDFs relative to
observations at each grid point is represented using the
PSS in Fig. 13. The distribution of daily maximum and
minimum temperatures is well represented in both the
W10k and W5k simulations, with little difference ap-
parent between the simulations.Mean PSS forminimum
temperatures are equal (0.93) for both W10k and W5k
simulations, and W10k (0.92) performs slightly better
than W5k (0.91) for maximum temperatures. Maximum
temperatures show their lowest levels of agreement
on the southern coastal margins, where PSS values fall
below 0.8.
2) SEASONAL TEMPERATURES
Figure 14 shows the mean seasonal performance of
W10k and W5k maximum and minimum temperatures.
Simulated maximum temperatures are represented well
across all seasons and domains, with pattern correlation
values between 0.9 and 1.0. Variance ratios are all below
1.0, which indicates that the spread of simulated sea-
sonal mean temperatures was greater than observed.
Both W10k and W5k show good representation of
maximum temperatures, but results for W10k are
somewhat better than for W5k, with generally higher
pattern correlations and variance ratios that are closer to
1.0. Seasonal minimum temperatures are also repre-
sented well by the simulations; the pattern correlation
values and variance ratios are lower than those of maxi-
mum temperatures, however—a finding that is consistent
with similar regional climate simulations (Zhang et al.
2009; Soares et al. 2012). Unlike maximum temperatures,
the W5k simulation is demonstrating better performance
relative to W10k for seasonal minimum temperatures.
FIG. 10. Standard deviation of annual rainfall for W10k, W5k, and observations.
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FIG. 11. Average values of annual precipitation indices (a) SDII, (b) RX5day, and (c) R95pTOT for W10k, W5k, and observations.
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The higher-resolution simulation (W5k) has more of
a positive influence on minimum temperatures than on
maximum temperatures because nighttime temperatures
are more heavily influenced by local conditions, which
are better represented in W5k.
Seasonal maximum temperature bias is shown in
Figs. 15a and 15b. Temperatures display a systematic
negative bias that is less than 28C; in DJF this bias in-
creases to 248C along the southern coastal margin. This
negative bias is intensified in the W5k simulation.
Figures 15c and 15d show low biases for mean seasonal
minimum temperatures in theW10k simulation (Fig. 15c)
that are reduced further by theW5k simulation (Fig. 15d),
with most of the study area having bias less than 618C.
DJF and MAM show a slight increase in positive bias
relative to JJA and SON; bias is relatively consistent
across all seasons, however, which indicates that the
model is able to account for seasonal changes inminimum
temperatures in the SWWA well. There is a discernible
and persistent warm bias forminimum temperatures over
the Perth metropolitan area (the location of Perth is
shown in Fig. 1b). This region represents the largest area
of urban land use in the domain, and therefore a possible
explanation for this bias is an unsuitable representation of
the urban surface in the simulation (Chen et al. 2011).
This simulation does not employ the use of an urban
canopy model because the resolution of the simulation is
too coarse to adequately resolve urban land use.
3) ANNUAL TEMPERATURES
Time series of domain-averaged annual minimum and
maximum temperature anomalies are shown in Fig. 16.
FIG. 12. Probability density plots comparing the distribution of daily maximum temperatures for (a) W10k and
(b) W5k and minimum temperatures for (c) W10k and (d) W5k relative to observations.
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Over the duration of the simulation, observed temper-
ature anomalies are small, less than 618C. These plots
demonstrate that the simulations are able to reflect the
interannual variations in temperature that are seen at
the domain scale. This is especially true of minimum
temperatures, for which the simulated anomalies are
close to the observations. Simulated maximum temper-
atures show less skill in accounting for the observed
variability. Although the magnitudes of the anomalies
are well simulated over the 30-yr period, in 1984, 1987,
1998, 2001, 2003, and 2009 the sign of the temperature
anomaly is poorly represented. The years 1984 and
1987 were colder-than-average years that were simu-
lated as warmer than average. Conversely, 1998, 2001,
2003, and 2009 were warmer-than-average years but
were simulated as colder than average. It was found
FIG. 13. PSS of (a) maximum temperature distributions and (b) minimum temperature distributions for (left) W10k
and (right) W5k.
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that, similar to annual rainfall anomalies, these maxi-
mum temperature anomalies arise from fluctuations in
the warm-season (DJF) biases, whereas the cooler-
season (JJA) biases remain constant throughout the
simulation. We considered whether these anomalous
summer maximum temperature biases were linked
with the model’s poor simulation of regional-scale DJF
rain events and could not find a consistent relationship
with rainfall.
4) EXTREME INDICES
The FD index provides an annual count of days on
which minimum temperatures are below 28C. The cli-
matologically averaged count of FD across the domain
for W10k, W5k, and observations is shown in Fig. 17a.
Observations highlight that the areas with the most FD
are concentrated in the interior of the region and ap-
proximately 100km inland of the western coastal mar-
gin. W10k andW5k show that the spatial extent of FD is
represented well around the coastal regions. BothW10k
and W5k overestimate the frost risk in the area to the
east of the Darling Scarp and in the northwest corner of
the domain, and FD is underestimated in the northeast.
The higher-resolution W5k demonstrates a reduction in
positive bias when compared with W10k. This im-
provement is enabled by the higher-resolution simula-
tion allowing for more accurate representation of the
local conditions, such as topography, that contribute to
frost conditions.
Figure 17b illustrates the SU index. The simulated
spatial representation of this index is overall satisfactory,
and there is little difference between the two domains.
This result is consistent with other studies that also
found that maximum temperatures do not tend to be as
heavily influenced as minimum temperatures are by
increases in model resolution (Soares et al. 2012).
There is an underestimation of the incidence of SU
days in the north of the domain by approximately 5–10
days per year, which is a result of the negative bias in
maximum temperatures that was found in the region
(shown in Fig. 15).
The temporal characteristics of these temperature
thresholds are very important, particularly how they
interact with the cereal-crop growing season. As such,
the mean monthly counts of these indices are now con-
sidered. Figure 18 shows that W10k and W5k are both
able to represent the spatiotemporal development of FD
in the growing season, with W5k showing an improved
spatial representation and a reduction in positive bias.
Simulations are demonstrating a small negative bias for
early-season frost days (in May and June), showing that
the model develops frost conditions later than observed;
the spatiotemporal representation of frost is satisfac-
tory, however.
Because the growing season is over the austral win-
ter, the high-temperature threshold SU is exceeded
less in the growing season than is FD. Figure 19 shows
the monthly distribution of SU in those months that
experience SU and highlights that the likelihood of SU
in the growing season is low, with the north of the re-
gion experiencing less than 2 SU in October. Both
W10k and W5k underestimate the extent of SU, but
FIG. 14. Taylor plots showing the relative skill of W10k and W5k simulations for seasonal (a) maximum and (b) minimum temperatures.
386 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 54
FIG. 15. Average seasonal temperature bias (observation 2 simulation) for (a) W10k maximum temperature, (b) W5k maximum
temperature, (c) W10k minimum temperature, and (d) W5k minimum temperature.
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both simulations are able to account for the spatial
distribution of monthly SU days, with W5k providing
an improved representation of their magnitude rela-
tive to W10k.
4. Discussion and conclusions
We present an evaluation of the RCM WRF over
the SWWA for 30 years between 1981 and 2010 to ex-
amine the ability of the model to accurately represent
the ‘‘climatology’’ of the region, including the clima-
tology of extreme events. Our study compared two do-
main resolutions: 10-km resolution using convective
parameterization (W10k) and a 5-km domain that re-
solves convection explicitly (W5k).
Overall, we found that the simulation performed well in
representing the climatology of the region. The statistical
distribution of daily temperatures and rainfall showed
that, while WRF tended to underestimate average maxi-
mum temperatures, warm extremes were well repre-
sented. This pattern was followed by rainfall, where daily
high-intensity rainfall events were simulated well, and was
mirrored by minimum temperatures, for which the mean
was overestimated but very cold days showed good
agreement with observations.
An analysis of seasonal variation showed that WRF
was able to model seasonal minimum and maximum
temperatures well. The W5k simulation improved the
representation of minimum temperatures because of the
improved resolution of local topographical effects but
introduced additional bias for maximum temperatures.
There were some large biases associated with JJA pre-
cipitation. While the positive bias on the midwest coast
was overcome by W5k because of an improved topo-
graphical resolution of the Darling Scarp, the negative
bias in the southwest corner was further enhanced. Bias
in this region was influenced by the proximity of the grid
edge to the coast in theW5k domain. This is indicated by
a 3-month simulation for JJA in 2007 that showed that
more than 50% of this bias was removed by expanding
the W5k domain in a southerly and westerly direction.
Even with the edge effects eliminated in the W5k-
extended domain, a small negative bias on the south-
west coast persisted. This follows the results from other
studies in the SWWA that found that a 5-km resolution
is not sufficient to fully resolve the baroclinic zone of the
frontal systems that bring most of the JJA rainfall to the
region (Kala et al. 2011). The W5k simulation was able
to demonstrate significant improvements in the repre-
sentation of DJF and MAM rainfall. Because of the
edge effects that affect this simulation, it is not recom-
mended that this domain be used for examining coastal
precipitation, however. For future regional climate
simulations it is strongly recommended that a larger do-
main, allowing for greater distance from the grid bound-
ary to the coast, be used. The optimal spatial extent and
positioning of the high-resolution domain relative to the
coast is currently unknown, and further simulationswill be
required to establish how frontal rainfall processes are
influenced by the location of the domain, as well as by
horizontal and vertical resolution.
Extreme temperature indices were simulated well by
WRF, especially by W5k, which was able to represent
not only the magnitude but also the spatial and temporal
distribution of FD and SU. Precipitation indices SDII,
Rx5day, and R95pTOT were also modeled satisfacto-
rily, but their performance was influenced by the biases
found in both the W10k and W5k simulations. Soares
et al. (2012) found that higher-resolution domains im-
proved the simulation of precipitation extremes, and our
results are not as conclusive in this respect. Note, how-
ever, that the Soares et al. (2012) highest-resolution
domain was 9 km and used convective parameteriza-
tion, comparable to ourW10k domain. Furthermore, the
FIG. 16. Time series (1981–2010) of domain-averaged annual (a) maximum and (b) minimum temperature anomaly
for observations (solid blue), W10k (dotted red), and W5k (solid red).
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downscaling ratio between the two domains compared
in Soares et al. (2012) was 3, whereas the downscaling
ratio used in our research was 2.
It was expected that the W5k simulation would
demonstrate improved results when compared with
W10k, but this finding was equivocal. W5k is influ-
enced by edge effects in the southwestern coastal
regions but even removing these affected areas from
our analysis does not always elevate the performance
of the W5k simulation above that of W10k. For ex-
ample, W10k provided a better representation of
R95pTOT and SDII relative to W5k in the interior
of the domain. Despite the fact that the performance
of W5k is not always superior to W10k, this high-
resolution model does consistently demonstrate im-
proved simulation skill with respect to convective
precipitation, rainfall surrounding the Darling Scarp,
and also frost.
For applications related to cereal-crop produc-
tion in SWWA, the W5k simulation is useful because it
reduces the negative JJA rainfall bias in the interior
of the domain, which is the area of main agricultural
production in the region. Furthermore, representa-
tion of the daily distribution of precipitation is improved
significantly by the higher-resolution simulation, which
indicates that the W5k simulation is providing a better
FIG. 17. Values of the temperature indices (a) FD and (b) SU for W10k, W5k, and observations.
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spatial representation of rainfall. W5k does not show as
marked an improvement on temperature representa-
tion, and this result is because temperatures, particularly
maxima, are not as heavily affected by the finer-scale
features that the higher-resolution domain improves
upon. When we consider the temporal distributions of
the SU and FD indices in accordance with the growing
season, however, we do see that, for both metrics, W5k
improves the spatiotemporal representation of these
indices relative to W10k.
There are a number of regional climate studies that
demonstrate improved simulation performance when
comparing domains of 30–50 km with domains of 9–
15 km in which both domains employ convective pa-
rameterization (Cardoso et al. 2013; Soares et al. 2012;
Heikkilä et al. 2011). Fewer studies compare a 10-km
domain with a higher-resolution grid that is explicitly
resolving convection. Villarroel et al. (2013) found
that a high-resolution 5-km domain over southern
Chile improved model performance for both temper-
ature and precipitation relative to the driving data, and
this result was attributed to improved topographical
resolution, but the domain was not compared with
a lower-resolution WRF grid. In a simulation over
central Japan, Kusaka et al. (2010) found that 4-km
resolution represented a 5-yr climatology well; again,
these results were compared with a lower-resolution
WRF grid. Warrach-Sagi et al. (2013) conducted a 30-yr
simulation over Germany at 10-km resolution and then
compared these results with a shorter, convection-
resolving simulation at 5-km resolution. Their findings
were consistent with our own in demonstrating that
a convection-resolving resolution can overcome the
windward/lee effect that is apparent at 10-km resolution
(W10k), and they support the use of high-resolution,
convection-resolving simulations for RCM.
On the basis of the results of W10k and W5k, partic-
ularly the spatial and temporal representation of the
climate extremes that were considered in this research,
we have high confidence in the model for regional cli-
mate simulations over SWWA.
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4.3 Chapter Summary
This Chapter evaluated the ability of WRF in representing the climatology
of SWWA and compared the relative merits of a 5 km versus a 10 km nested
domain. The 5 km domain explicitly resolves convection while the 10 km domain
uses convective paramaterisation. The results show that WRF is able to replicate
the historical climate of SWWA when using LBCs from ERA-Interim. The bene-
fits of using a higher resolution, convection resolving domain are highlighted, par-
ticularly in the representation of convective and orographically enhanced rainfall.
However, there were issues with grid edge effects resulting in negative precipita-
tion biases along the south west coast for the 5 km domain and this highlights a
limitation in the experimental design of this study. While this paper recommends
extending the inner domain in future simulations, all the simulations that com-
prise this thesis had been completed before this analysis took place. Therefore,
all simulations in this paper use the original innermost domain and consequently,
precipitation simulations over this relatively small region should be used with
caution, bearing in mind the large negative rainfall bias.
Results illustrate that the RCM can represent the climate of SWWA spa-
tially and at annual, seasonal and daily time scales. Furthermore, the model’s
skillful replication of extreme climate indices provides confidence that the RCM
can be used to project how these extremes might change in the future. The ob-
served spatial distribution of frost in the region, with two distinguishable areas of
maximum frost, requires further study to understand the mechanisms driving this
pattern. While the differences between the two domains were not considerable,
the superior performance of the 5 km domain for convective and orographically
enhanced rainfall when compared to the 10 km domain indicate that results from
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the higher resolution domain should be used for ongoing model evaluation and
climate projections. Having established the merits and limitations of WRF as an
RCM for SWWA, the next Chapter focuses on the ability of WRF to reproduce
historical climate when driven with GCMs, rather than reanalysis.
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CHAPTER 5
EVALUATION OF A WRF ENSEMBLE
USING GCM BOUNDARY CONDITIONS TO
QUANTIFY MEAN AND EXTREME
CLIMATE FOR THE SOUTHWEST OF
WESTERN AUSTRALIA (1970-1999)
5.1 Overview and author contributions
This Chapter addresses the third research question by quantifying the abil-
ity of the WRF RCM to reproduce the mean and extreme climate of the SWWA
when using LBCs from an ensemble of CMIP3 GCMs. The purpose of this anal-
ysis is to establish whether the RCM can replicate the climate of SWWA with
more skill than the GCMs that are being downscaled. To achieve this, model
output is compared with both observations and the GCM data. Furthermore,
the 1981-2010 WRF climatology using LBCs from ERA-Interim, which was eval-
uated in Chapter 4, is used as a surrogate truth to explore differences in model
dynamics between the ensemble members, including an analysis of the ability of
each model to replicate winter cold fronts.
J. Andrys wrote all sections of this paper, conducted all of the data analysis,
carried out approximately 20% of the WRF simulations, and contributed to the
conceptual design of the paper. J. Kala carried out 40% of the WRF simulations,
provided day to day feedback on various drafts and designed the concept for the
paper in conjunction with J. Andrys and T. Lyons. T. Lyons was the principal
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investigator and principal supervisor for this project. He carried out 40% of the
WRF simulations, contributed to the conceptual design of the paper, provided day
to day feedback on draft papers and assisted in addressing reviewer comments.
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5.2 Paper: J. Andrys, Lyons T. J., Kala J. (2016) Evalua-
tion of a WRF Ensemble using GCM Boundary Con-
ditions to Quantify Mean and Extreme Climate for
the Southwest of Western Australia (1970-1999) In-
ternational Journal of Climatology doi: 10.1002/joc.4641
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ABSTRACT: A high resolution (5 km), single initialization, 30 year (1970–1999) Weather Research and Forecast regional
climate model (RCM) ensemble for southwest Western Australia (SWWA) is evaluated. The article focuses on the ability
of the RCM to simulate winter cold fronts, which are the main source of rainfall for the region, and assesses the spatial
and temporal characteristics of climate extremes within the region’s cereal crop growing season. To explore uncertainty, a
four-member ensemble was run, using lateral boundary conditions from general circulation models (GCMs) of the Coupled
Model Intercomparison Project Phase 3; ECHAM5, Model for Interdisciplinary Research on Climate 3.2 (MIROC 3.2),
Community Climate System Model version 3 (CCSM3) and Commonwealth Scientific and Industrial Research Organisation
(CSIRO) mk3.5. Simulations are evaluated against gridded observations of temperature and precipitation and atmospheric
conditions are compared to a simulation using ERA-Interim reanalysis boundary conditions, which is used as a surrogate truth.
Results show that generally, the RCM simulations were able to represent the climatology of SWWA well, however differences
in the positioning of the subtropical high pressure belt were apparent which influenced the number of fronts traversing the
region and hence winter precipitation biases. Systematic temperature biases were present in some ensemble members and the
RCM was found to be colder than the driving GCM in all simulations. Biases impacted model skill in representing temperature
extremes and this was particularly apparent in the MIROC-forced simulation, which was the worst performing RCM for both
temperature and precipitation. The dynamical causes of the biases are explored and findings show that nonetheless, the RCM
provides added value, particularly in the spatio-temporal representation of wet season rainfall.
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1. Introduction
General circulation models (GCMs) remain the primary
source of information for projections of future climate
change. While undeniably valuable, the coarse resolution
of GCMs (100–250 km) limits their usefulness for assess-
ing climate change at local and regional scales (1–10 km).
Climate projections at this high resolution are important
for assisting in the development of adaptation strategies;
planning needed by industries such as agriculture and
forestry to respond to the challenges faced by a changing
climate.
In the context of climate information that is of value
to agriculture, such as rain-fed cereal cropping, changes
in extreme temperatures and precipitation patterns are
of paramount importance. For example, screen temper-
atures of less than 2 ∘C and greater than 34 ∘C can have
significant impacts on harvest yield and overall crop
viability at the farm scale (Zheng et al., 2012), while
* Correspondence to: J. Andrys, State Centre of Excellence for Climate
Change, Woodland and Forest Health, Murdoch University, 90 South St,
Murdoch WA 6150, Australia. E-mail: j.andrys@murdoch.edu.au
shifting rainfall regimes may affect the future feasibility
of marginal crop lands at a landscape scale (Ludwig
et al., 2008). In southwest Western Australia (SWWA),
cereal crops represent the majority (more than 60%) of
the land use and contribute significantly to the regional
economy (Varnas, 2014). The rain-fed, winter growing
croplands of SWWA have already experienced marked
changes in climate, with an observed 30% decline in
mean winter rainfall over the period 1970–2000 relative
to the previous three decades (Bates et al., 2008). This
reduction in rainfall has been attributed to a southward
migration of storm tracks (Frederiksen and Frederiksen,
2007). Because this decline has predominantly impacted
precipitation in July and August, when rainfall exceeds
requirements, crop yields in SWWA have not deteriorated
as a consequence (Turner and Asseng, 2005) although its
negative impact on the region’s native ecology is apparent
(Brouwers et al., 2012). While agriculture has been able
to adapt to the changes in the hydrological regime to
date, marginal croplands in the east of SWWA face the
prospect of becoming unviable if rainfall continues to
decline. Therefore, future predictions of climate change
are a critical component of adaptation strategies.
© 2016 Royal Meteorological Society
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High resolution climate projections can be obtained
through the use of regional climate models (RCMs),
which account for regional influences on climate such
as topography and land use, improving the modelling of
mesoscale weather systems (Feser et al., 2011). Using
GCMs or reanalysis as lateral boundary conditions, RCMs
add value to these global models by improving the spatial
representation of rainfall (Feldmann et al., 2008) and
extreme events, such as heat waves (Gao et al., 2012). The
ability of RCMs to add value to GCMs has been exten-
sively evaluated. For example, Xue et al. (2007) showed
that the choice of domain position and horizontal resolu-
tion had a significant impact on the utility of the RCM.
This result was reinforced by Evans and McCabe (2013)
who found that, in the southeast of Australia, increasing
the resolution of the RCM improved model performance,
particularly in coastal and mountainous regions. Song
et al. (2008) undertook an RCM study for Australia at a
20-km resolution and were able to represent the seasonal
distribution of rainfall, however at this scale, the influence
of many topographical features was not represented. It is
apparent that not all RCMs provide results of the same
calibre and factors that have a substantial impact on
the utility of a RCM include the dynamical core of the
model itself, the choice of physical parameterizations, the
capacity of the RCM to represent accurately the regional
climatology when driven with reanalysis and finally, the
performance of the RCM when GCMs are used as lateral
boundary conditions (Xue et al., 2014).
Given the known sensitivity of RCMs to different
physics and geographic regions, Kala et al. (2014) con-
ducted an extensive sensitivity analysis using the Weather
Research and Forecast Model Advanced Research core
(WRF) to determine the most appropriate model physical
parameterizations for SWWA. Following on from the
work of Kala et al. (2014), the ability of WRF to simulate
the historical climatology of SWWA using reanalysis data
as lateral boundary conditions was evaluated by Andrys
et al. (2015), who found that a 5-km horizontal resolution
produced a skillful representation of the climate. This
article further extends on the work of Kala et al. (2014)
and Andrys et al. (2015) by evaluating the capability
of WRF to simulate the historical climate of SWWA
using boundary conditions from four GCMs of the third
Coupled Model Intercomparison Project (CMIP3). It is
the final step in the validation of WRF for use in future
climate projections in SWWA. In addition to examining
the model’s ability to represent the mean climatological
conditions of the region, our analysis focuses on metrics
that are of importance to cereal farming, including precip-
itation patterns and climatic extremes occurring in crop
growth cycles.
2. Methods
2.1. The southwest of Western Australia
Typical of its mid-latitude location, the climate of SWWA
is highly seasonal. The transition from cool wet winters
to hot, dry summers is driven by the position of the sub-
tropical high pressure belt, or subtropical ridge (SR) (Gen-
tilli, 1971), which controls the passage of rain bearing cold
fronts over the region in the winter. These frontal systems
are the primary source of rain for much of SWWA and the
region features a strong precipitation gradient, with rainfall
declining from west to east. Summer rainfall is generally
caused by surface convection however infrequent, large
scale rain events do occur every 3–5 years when meri-
odonal troughs interact with tropical disturbances in the
north of Western Australia (Wright, 1974). While SWWA
is generally an area of low relief, topography still has a dis-
cernible influence on the region’s climatology, particularly
coastal precipitation. The Darling Scarp is an escarpment
that produces a rapid change in elevation of approximately
300 m over 3 km and runs parallel to the coast, 25 km
inland. The feature is apparent in the topographical map
of the region shown in Figure 1(b) to the east of the city
of Perth. The escarpment results in a narrow band of ele-
vated rainfall on the windward side which is challenging
for mesoscale models to represent at moderate resolutions
of approximately 10 km (Andrys et al., 2015), requiring
instead a horizontal resolution closer to 0.5 km to compre-
hensively capture air flow across the escarpment and its
associated turbulence (Pitts and Lyons, 1990). Most of the
agricultural production in SWWA takes place inland of the
Darling Scarp and the growing season for these croplands
is in the cooler months of May to October.
2.2. Model configuration
Employing the model configuration used by Andrys et al.
(2015), a single initialization, 30-year (with 2 month
model spin up) regional climate simulation from 1970 to
1999 was conducted using WRF3.3 and lateral boundary
conditions from four CMIP3 GCMs. The authors note that
GCMs from CMIP5 (Taylor et al., 2012) represent the cur-
rent state of the art for global climate models, however
the necessary 6-h fields required to run WRF were not
available when simulations were commenced, hence the
choice of CMIP3 GCMs. The GCMs [Max Planck Insti-
tute ECHAM5 model (Roeckner, 2003) (ECHAM), Center
for Climate System Research Model for Interdisciplinary
Research on Climate 3.2 (MIROC) (Hasumi and Emori,
2004), National Center for Atmospheric Research Com-
munity Climate System Model version 3 (CCSM) (Collins
et al., 2006), Commonwealth Scientific and Industrial
Research Organisation Mark 3.5 (CSIRO) (Gordon et al.,
2002)] were chosen based on the availability of data with
6-h fields. In choosing GCMs, consideration was given
to the findings of Perkins et al. (2007) who evaluated the
performance of CMIP3 GCMs for Australia and found
that all of our chosen GCMs performed satisfactorily. Fur-
thermore, in a subsequent study of the statistical indepen-
dence of GCMs over Australia, Evans et al. (2014) found
that both MIROC and ECHAM ranked highly in terms of
model independence which warrants their use within an
RCM ensemble. Six-hourly input data from the GCMs,
which includes winds, geopotential height, temperature,
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Figure 1. Topographical map from Andrys et al. (2015) of (a) the model outer domain showing the extent of nested domains 2 (10 km resolution)
and 3 (5 km resolution) used for simulations and (b) the location of Perth and the topography of the Darling Scarp within the 5 km domain.
humidity and pressure, are ingested by the RCM at the lat-
eral boundary of the outer domain only.
Our model utilizes a three domain configuration (Figure
1(a)) with a 50:10:5 km horizontal resolution and 30 ver-
tical levels. The choice of model physics was based on the
findings of a prior sensitivity analysis of WRF to differ-
ent physics and input data over SWWA (Kala et al., 2014).
Parameterization options include the Single-Moment 5
class microphysics scheme (Hong et al., 2004), RRTM
for long-wave radiation (Mlawer et al., 1997), Dudhia
short-wave radiation (Dudhia, 1989), Yonsei University
planetary boundary layer scheme, convective parameter-
ization on the first and second domains only from Kain
Fritsch (Kain, 2004), the MM5 surface layer scheme (Grell
et al., 2000) and Noah land surface model (Chen and Dud-
hia, 2001).
2.3. Observational data
Observational data used for evaluation are from a daily
gridded data set of maximum and minimum temperatures
and rainfall provided by the Australian Bureau of Mete-
orology (Jones et al., 2009). The data, at a resolution of
5 km, are the interpolation from a network of weather sta-
tions across Australia and has been used as a validation tool
for previous regional climate simulations in SWWA (Kala
et al., 2014; Andrys et al., 2015) and other regions in Aus-
tralia (Evans et al., 2011). King et al. (2013) established
that, while this data set underestimates the contribution of
extreme rainfall events, it is capable of reproducing trends
and variability in extreme precipitation events for much of
Australia, including SWWA.
The data were interpolated using simple inverse distance
weighting to both domain two (10 km resolution) and three
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(5 km resolution) of the simulation. Andrys et al. (2015)
found that the higher resolution, convection resolving 5
km domain was able to represent the overall climatology
of SWWA generally better than the 10 km domain and
as such this study will focus on the results of the 5 km
domain. Data from the outer domain are used for exam-
ining large scale features such as mean sea level pressure
(SLP), however our focus is on SWWA and so temperature
and precipitation are not analysed for the outer domain. To
explore the source of temperature biases, monthly mean
2-m temperature data from each GCM used in the simu-
lation were interpolated to the outer WRF grid and also
compared with the observational data set.
The model configuration used in this study is identical
to that of Andrys et al. (2015) who used ERA-Interim
reanalysis (Dee et al., 2011) boundary conditions with
WRF over the period 1981–2010. Because reanalysis data
are constrained by observations, we use the outputs from
Andrys et al. (2015) as a ‘best-guess’ of actual conditions
to examine the validity of certain model diagnostics which
are useful in depicting the synoptic meteorology, including
mean SLP and 10-m wind vectors.
2.4. Evaluation criteria
Daily rainfall and temperature distributions are assessed
using probability density functions (PDFs). Simulated
rainfall values less than 0.2 mm are excluded from the anal-
ysis as this falls below the detection level of the observa-
tions (Evans and McCabe, 2010). To examine the model’s
spatial performance at representing daily rainfall and tem-
peratures, we use a summary statistic known as relative
entropy (RE), which compares the observed and simulated
distributions, and measures the difference between them.
RE has been used to compare GCM simulations with obser-
vations by Tippett et al. (2004) and Shukla et al. (2006)
and also by Naveau et al. (2014) to detect changes in cli-









where p(x) and q(x) are the observed and simulated PDFs,
respectively. As its name suggests, RE is a relative mea-
sure rather than an absolute measure for examining model
divergence. In cases where the model is showing perfect
agreement with the observations, the RE will be 0. A model
with very poor agreement will have RE approaching 1,
however there is no absolute maximum value. Figure 2
illustrates examples of distributions with shifts in variance
(a) and mean (c) that show good agreement having a corre-
sponding RE score of 0.01, while distributions with larger
shifts in variance (b) and mean (d) show poor agreement,
having a RE score of 0.5. We acknowledge that there are a
number of other metrics available for comparing observed
and simulated PDFs, including the Kolmogorov–Smirnov
(KS) test and the Perkins Skill Score (Perkins et al., 2007).
We choose RE because this method sums the log of the ratio
between p(x) and q(x) at each bin, while both the Perkins
Skill Score and KS test sum the difference in probabilities
for each bin. By calculating the log of the ratio and not the
difference, RE ensures an equal weighting for changes in
the tails of the distribution relative to changes at the distri-
bution centre, where absolute changes are almost always
the greatest.
We examine the average number of days that fronts
traverse SWWA during winter using an automated front
recognition technique, the thermal gradient recognition
(TGR) algorithm. This method is based on thermal gra-
dients at the 850 hPa level to detect the baroclinic zone
within a cold front. Initially described by Mills (2005)
and further validated by Hope et al. (2014) for applica-
tions in SWWA, parameters used for TGR in our study
include a thermal gradient of greater than 2.5 ∘C 100 km−1
at 850 hPa that is accompanied by daily domain-averaged
rainfall greater than 0.5 mm. We note that Hope et al.
(2014) employed a smaller temperature gradient of 1.3 ∘C
100 km−1 compared to our higher threshold. The former
analysed reanalysis data at a 250 km resolution which
would have smoothed out the baroclinic zone within cold
fronts, whereas our simulations at 10 and 5 km had more
well-defined baroclinicity, and hence, a larger threshold
was warranted.
Given that the focus of this article is on the ability
of the RCM to provide climate information that is valu-
able to the agricultural sector of SWWA, our analysis
of extreme indices is limited to the cereal crop grow-
ing season (May–October). Metrics are based on the core
indices developed by the World Meteorological Organisa-
tion working group, the Expert Team on Climate Change
Detection and Indices (ETCCDI) Persson et al. (2007)
which we modified to provide a better reflection of extreme
conditions in SWWA. We redefine the summer days (SU)
index to a count of days when the maximum temperature
exceeds 34 ∘C based on findings by Asseng et al. (2011)
who determined that temperatures in excess of this thresh-
old can impact grain yield. The frost days (FD) index
is modified to a count of days when minimum tempera-
tures are lower than 2 ∘C following the work of Kala et al.
(2009) who found that screen temperatures below 2 ∘C can
result in foliage temperatures less than 0 ∘C.
Our choice of rainfall indices focus on rainfall intensity
and distribution which are relevant for agriculture. We use







where RRwj is the daily precipitation amount on wet days
W when RR is greater than 1 mm in period j and W
is the number of wet days in j. The total number of
rain days (PRCPTOT) is a count of days where daily
rainfall exceeds 1 mm. We also use the ETCCDI metrics,
maximum length of dry spell (CDD) and maximum length
of wet spell (CWD). These indices measure the longest
span of days where rainfall is less than 1 mm for CDD and
the longest span of days where rainfall is greater than 1 mm
for CWD.
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Figure 2. Example PDF plots showing (a) distributions with equal means and a 10% variance shift having an RE score of 0.01 representing good
agreement, (b) distributions with the equal means and a 150% variance shift having an RE score of 0.5 representing poor agreement, (c) distributions
with a 5% mean shift and equal variance having an RE score of 0.01 and (d) distributions with 33% mean shift and equal variance having an RE score
of 0.5.
3. Results
The meriodonal movement of the SR underpins season-
ality in SWWA, hence, it is important to evaluate the
model’s ability to capture this seasonal transition. Figure 3
shows the outer domain mean seasonal SLP for the
ERA-Interim-driven simulation of Andrys et al. (2015)
(W-ERA), which is assumed to be a ‘best-guess’ at real-
ity, and the four GCM-driven simulations. We compute
seasonal means over the period 1981–1999, being the
period when outputs are available for both W-ERA- and
the GCM-driven simulations. The position of the SR to
the south of Australia in summer and its northerly posi-
tion over the continent in winter are apparent in W-ERA.
While all of the simulations are able to represent this tran-
sition, there are distinct differences. The MIROC-forced
simulation (W-MIR) has the lowest SLP over SWWA in
winter, suggesting a more northerly winter position of the
SR, and hence a more northerly storm track than indi-
cated by W-ERA. Conversely, the CSIRO-driven model
(W-CSI) is displaying a southerly position for the SR
in winter which would lead to a more southerly storm
track. Simulations using ECHAM (W-ECH) and CCSM
(W-CCS) as boundary conditions are able to represent
the winter SLP well, with W-CCS providing the closest
match to W-ERA. The position of the SR during summer
is generally well represented by all the ensemble members,
however both W-MIR and W-ECH have lower SLP rel-
ative to W-ERA, particularly in the region of Australia’s
mid-south coast which suggests that the intensification
of high pressure systems in this region, a major synop-
tic feature during the summer, is not fully captured by
these simulations.
3.1. Seasonal precipitation
Mean seasonal precipitation and simulation biases are
shown in Figure 4. Observations highlight that most of the
region’s rainfall is in winter with a distinct west to east
precipitation gradient. All of the simulations represent the
seasonal transition of rainfall in SWWA. Generally, model
agreement with observations is satisfactory, with biases
not exceeding ±20 mm month−1, however biases of this
magnitude are more noteworthy in the summer because
mean monthly rainfall during this period is generally less
© 2016 Royal Meteorological Society Int. J. Climatol. (2016)
J. ANDRYS et al.
Figure 3. Seasonal mean sea level pressure (1980–1999) for the WRF outer domain for simulations using ERA-Interim (W-ERA), MIROC3.2
(W-MIR), CCSM3 (W-CCS), ECHAM5 (W-ECH) and CSIRO Mk 3 (W-CSI) lateral boundary conditions.
than 20 mm. Andrys et al. (2015) highlighted limitations
with WRF in representing the timing of large scale
summer rain events, therefore, we consider the ability
of each simulation to capture these events by analysing
monthly summer precipitation for each year of the clima-
tology. Results of this analysis are shown in Table 1. We
define a wet summer as having at least 1 month where
domain-averaged rainfall exceeds 20 mm. Observations
show that there were six wet summers between 1970 and
1999. W-CSI is able to represent the temporal distribution
of this rainfall with the greatest skill, simulating 10 wet
summers. W-CCS underestimates the timing of regional
scale summer rainfall, with only 2 wet summers while
W-MIR and W-ECH overestimate events, simulating 14
and 15 wet summers, respectively.
To investigate the impact of mean SLP on the number
of frontal systems traversing SWWA, we examine the
number of days that cold fronts are present over the region
during winter using TGR and compare this with W-ERA
for the period 1981–1999. The mean and standard devi-
ation of winter front days are shown in Figure 5. W-MIR
has the highest mean number of winter front days (30)
followed by W-ECH (26). Both are higher than W-ERA
(22). W-CCS, with an average of 24, represents front days
well while W-CSI (16) is underestimating the number of
winter fronts.
3.2. Daily precipitation
Figure 6 shows the daily precipitation PDF of rainfall
across all land points in the region. Observations show that
rainfall less than 1 mm occurs 38% of the time. Daily rain-
fall exceeding 10 mm is uncommon, with a likelihood of
10% and rainfall greater than 25 mm day−1 has a probabil-
ity of only 1%. W-MIR underestimates the likelihood of
rain less than 1 mm day−1 by approximately 5% and over-
estimates the probability of days with rainfall greater than
4 mm. RE for W-MIR (0.015) indicates that this simula-
tion has the lowest agreement with observations. W-ECH
follows a similar pattern to W-MIR, however the magni-
tude of the disparity for W-ECH is not as great, and this
is reflected in an improved RE of 0.010. Both W-CSI (RE
0.007) and W-CCS (RE 0.001) overestimate the chance
of light rainfall and subsequently underestimate the like-
lihood of more intense rain, however this is small for the
W-CCS simulation, hence the good RE value.
The spatial distribution of RE for daily rainfall is shown
in Figure 7 which highlights that for all simulations, RE is
generally below 0.1. Inland areas show the best values for
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Figure 4. Observed (OBS) seasonal mean rainfall (top panel) and bias (bottom panels) for all simulations over the period 1970–1999.
RE and model deviation tends to increase in the north west
corner of the domain for the W-CSI, W-MIR and W-ECH
simulations. All simulations show poor agreement in the
vicinity of the south west coastline, consistent with Andrys
et al. (2015).
3.3. Seasonal temperatures
Observed seasonal mean maximum temperatures and
simulation bias are shown in Figure 8. With the exception
of W-CSI, simulations underestimate maximum tem-
peratures. This is particularly apparent in the W-MIR
simulation, where negative summer biases can exceed
5 ∘C. W-ECH also displays a systematic cold bias up to
Table 1. Number of wet and dry summers from observations
(OBS) and all simulations from 1970 to 1999.
OBS W-MIR W-CCS W-ECH W-CSI
Wet summer 6 14 2 15 10
Dry summer 24 16 28 15 20
A wet summer has at least 1 month where domain-averaged rainfall
exceeds 20 mm.
5 ∘C. Both W-CCS and W-CSI show good agreement
with observations, with biases generally not exceeding
±2 ∘C. Seasonal mean observed minimum temperatures
and model bias are shown in Figure 9. Overall, minimum
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Figure 5. Boxplot showing the range of winter front days by simulation.
Centre line displays mean values, the box bounds one standard deviation
from the mean and tails represent the range of values.
temperatures show smaller biases than maximum temper-
atures, however the W-MIR cold bias persists, particularly
in the summer. W-CCS performs well, with biases gen-
erally less than ±2 ∘C. Likewise, W-ECH represents
minimum temperatures with little bias. Contrary to its
robust performance with respect to maximum tempera-
tures, W-CSI displays a warm bias for summer minimum
temperatures up to 5 ∘C.
We consider the mean annual temperature bias of the
GCM and the RCM between 1970 and 1999 in Figure 10.
MIROC and ECHAM show very little bias in SWWA,
however CCSM and CSIRO are both displaying a warm
bias, up to 5 ∘C in the case of CSIRO. The RCM is
able to eliminate much of this bias from W-CCS and
W-CSI, however WRF introduces a cold bias to W-MIR
and W-ECH. In all cases, the RCM is colder than its
corresponding GCM.
W-MIR also displays a negative night-time temperature
bias which is strongest in summer. We investigate this by
examining differences in air flow which are illustrated in
Figure 11 showing the mean seasonal 10-m wind vectors
between 1981 and 1999 for simulations and W-ERA. Sum-
mer winds in W-MIR are more meriodonal than W-ERA
which displays a more zonal flow. Additionally, W-MIR
winds in autumn and spring display a tendency towards
onshore flow which is not found in W-ERA.
3.4. Daily temperatures
Daily maximum temperature distributions for all
land-based grid points, including RE scores, are shown in
Figure 12 and summary statistics for these distributions are
shown in Table 2. Observations show that the distribution
has a short left tail suggesting that very cold maxima are
rare, while the right tail is elongated, indicating that hot
extremes are more likely than cold extremes. SU (>34 ∘C)
have an occurrence probability of 10%.
Ensemble members are able to simulate the shape of
this distribution however, as expected by the high biases
found in the seasonal analysis, there is a skew towards
colder temperatures in W-MIR and W-ECH. W-MIR also
displays decreased variability in maximum temperatures
shown by a standard deviation 0.9 ∘C lower than observa-
tions (Table 2). Consequently, W-MIR has a poor RE of
0.229. W-ECH represents the distribution of higher tem-
peratures with more accuracy than W-MIR and has an RE
of 0.083. W-CSI (RE 0.017) and W-CCS (RE 0.035) show
very good agreement with observations. W-CCS overesti-
mates the likelihood of colder maxima and underestimates
moderate maxima, however its representation of temper-
atures above 34 ∘C is close to observations. Conversely,
W-CSI overestimates the likelihood of higher tempera-
tures but represents the distribution of colder maxima well.
The observed daily minimum temperature PDF, shown
in Figure 13, follows a normal distribution, which indicates
that warm extremes and cold extremes have an equal like-
lihood of occurrence. W-CCS simulates daily minima with
the greatest accuracy, having an RE of 0.018. W-ECH (RE
0.026) also performs well, however it is overestimating the
variability of warmer minimum temperatures. Conversely,
W-MIR (RE 0.064) underestimates the overall variability
of temperatures, particularly warm minima, and overesti-
mates the likelihood of median temperatures. W-CSI dis-
plays significant warm bias for summer minimum temper-
atures and the impact of this bias is apparent in the PDF
for W-CSI (RE 0.087), which is skewed to the right.
Spatial RE is considered for temperatures in Figure 14.
The strong performance of W-CCS and W-CSI for max-
imum temperatures is apparent when compared with the
much poorer RE of W-MIR and W-ECH. Minimum tem-
perature RE corresponds with findings from the PDFs;
W-CCS and W-ECH show generally strong performance
throughout the domain while W-CSI and W-MIR do not
perform as well.
3.5. Extreme indices in the growing season
Indices related to extremes of temperature (FD and SU)
and precipitation (PRCPTOT, CDD, CWD and SDII) as
they occur during the SWWA growing season are shown in
Figure 15. Observations show that the most intense rain in
SWWA, indicated by SDII, is the orographically induced
rainfall near the Darling Scarp (Figure 1(b)). The high res-
olution of the simulation means that all models can repre-
sent an increased SDII due to the Darling Scarp, however
none of the simulations are able to fully account for the
magnitude of the SDII in this area. Rainfall intensity in the
southern coastal region is significantly underestimated by
all the simulations.
PRCPTOT observations show more than 100 days of rain
each growing season in the south and as few as 30 in the
north east. The spatial distribution of PRCPTOT is well
represented and the magnitude is also generally well mod-
elled, however all simulations underestimate the number
of rain days in the north east. W-MIR represents the high
PRCPTOT values on the southern coast which are missed
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Figure 6. Daily rainfall probability density functions for simulations and observations taken from all land-based grid points from the 5 km domain.
The RE value comparing the similarity of the distributions is included for each plot.
Figure 7. Contour plot showing spatial distribution of daily rainfall RE.
by the other simulations, however it is overestimating in
the domain interior. A tendency to overestimate CDD in
the north east and underestimate CWD in the south west is
common to all simulations.
Because the growing season occurs over the cooler
months, the hot temperatures represented by SU are
uncommon. The northern region experiences two SU each
growing season and events do no generally occur to the
south. On account of the strong cold bias displayed by
W-MIR (Figure 8), this simulation does not represent SU
at all. W-CCS and W-ECH both simulate SU well while
W-CSI overestimates SU. Observations of FD show that
frost does not commonly impact the coast. Inland areas
are more susceptible to frost, experiencing between 8
and 30 FD in a growing season. Simulations represent
the very low risk of frost along the coast, however all
simulations overestimate the occurrence of FD inland.
This overestimation is the highest in W-MIR while W-CSI
shows results closest to observations.
4. Discussion
Simulations are able to represent the topographically
enhanced rainfall near the Darling Scarp and the strong
west to east precipitation gradient which, due to the fine
spatial scale of these features, are not well represented
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Figure 8. Observed seasonal mean maximum temperatures (top panel) and bias (bottom panels) for all simulations over the period 1970–1999.
at the resolution of the driving GCMs. Some errors are
systematic across all simulations, most notably the strong
negative winter precipitation bias in the south west. We
attribute this to the WRF model because a similar bias was
also present in the 30-year ERA-Interim-driven simulation
of Andrys et al. (2015) which was caused by the south west
boundary of domain 3 being too close to the coast.
Seasonal rainfall biases are smaller than those found
in a regional climate study over Australia by Song et al.
(2008) and comparable to the biases found by Evans and
McCabe (2013) in south-east Australia. The wet summer
bias in W-MIR and W-ECH and dry bias in W-CCS are
caused by the poor representation of regional scale summer
rainfall events. Because these summer rainfall events are
associated with tropical disturbances in the north of West-
ern Australia, we explore this region to attribute the bias.
Summer SLP in Figure 3 displays apparent differences in
the tropical regions of the outer domain, particularly off
the northwest coast of Australia. W-CCS has higher pres-
sure in this region compared to W-ERA, whereas W-MIR
and W-ECH display lower pressures. The ability of GCMs
to represent tropical meteorology has been evaluated by
Brown et al. (2013) who found that elements of the tropical
climatology are poorly simulated by CMIP3 GCMs in the
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Figure 9. Observed seasonal mean minimum temperatures (top panel) and bias (bottom panels) for all simulations over the period 1970–1999.
western tropical Pacific whereas Moise et al. (2012) iden-
tified uncertainties in the representation of the Australian
tropical climate. Hence, the limitations of the GCMs in
representing tropical meteorology are the likely source of
error for these summer rainfall biases.
Winter bias varies markedly between simulations and we
attribute this to the position of the SR shown in Figure
3. Wet biases in W-MIR and W-ECH are caused by a
northerly track of winter storms, resulting in more of these
systems traversing SWWA. Conversely, the dry bias in
W-CSI is attributed to the southerly winter position of
the SR which forces a southerly storm track, reducing the
number of fronts traversing the region. This attribution is
in line with the findings of Argüeso et al. (2012) who, in an
RCM study for Spain using WRF, established that model
differences in wet season SLP contributed to precipitation
biases as storm tracks were deviated from their observed
position.
The high number of front days in W-MIR and W-ECH
(Figure 5) provides further evidence of a northerly storm
track in both of these simulations. W-CCS had low win-
ter rainfall bias because the simulation represented both
the position of the SR and the number of winter front days
well while W-CSI underestimated the number of front days
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Figure 10. Mean annual temperature bias (1970–1999) for GCM model output and the corresponding RCM simulation.
due to the simulation’s southerly storm track. In an anal-
ysis of the position of the Austral jet stream, and hence
storm tracks, Kidston and Gerber (2010) found a high
degree of variability between CMIP3 GCMs. This spread
is the likely cause of the differences in our simulations with
respect to winter front days as these large scale features
would be strongly influenced by the lateral boundary con-
ditions used to drive WRF.
The performance of CMIP3 GCMs to simulate daily
rainfall in regions of Australia, including SWWA, was
evaluated by Perkins et al. (2007). They found that the
GCMs, including the four used as boundary conditions
in this study, overestimated the likelihood of low rain-
fall as much as two to three times. Our results show that
this overestimation has been reduced by the RCM. Perkins
et al. (2007) also found that ECHAM represented SWWA
precipitation with greater skill than CCSM, CSIRO and
MIROC. Based on our findings, W-CSI and W-CCS
perform better than W-ECH. Furthermore, Perkins et al.
(2007) found that CCSM was among the lower perform-
ing models for rainfall in SWWA, however, our analysis
shows that W-CCS displays the greatest skill. This sug-
gests that a direct relationship cannot be assumed between
the ranked performance of a GCM and the performance
of the same GCM used as boundary conditions to drive
an RCM. Determining why this is the case is outside
the scope of this article, however we can speculate that
the higher resolution, or different dynamics and param-
eterizations, in the RCM is allowing the development of
important local drivers in the W-CSI and W-CCS sim-
ulations. Alternatively, the higher resolution is realizing
some previously undetected issue with the lateral bound-
ary conditions in the W-MIR simulation. Such an issue
was found by Evans and McCabe (2013) in an RCM study
over south-east Australia, who established that the GCM
(in their case CSIRO) was transporting excessive moisture
into the higher latitudes from the tropics, however this
excess moisture did not result in high precipitation biases
until the resolution of the RCM was fine enough to fully
resolve the topography of the region.
In terms of relative model performance, W-MIR has the
highest overall bias and worst RE while W-CCS provides
the best representation of rainfall with very little bias
and consistently good RE. Because W-CCS is clearly the
better simulation with respect to precipitation, we expect
that W-CCS would also reproduce precipitation indices
with the greatest skill, however this is not always the
case (Figure 15). W-CCS and W-ECH generally provide
the best representation of precipitation indices, however
they tend towards a dry bias, overestimating CDD and
underestimating SDII, PRCPTOT and CWD. We find that
W-CSI consistently underestimates rainfall indices due to
the dry rainfall bias caused by the southerly storm track
seen in this simulation. Conversely, W-MIR overestimates
rainfall indices for PRCPTOT, SDII and CDD which is
expected based on the northerly storm track found in this
simulation. However, W-MIR provides the best simulation
of rainfall around the Darling Scarp for SDII, PRCPTOT
and CWD. None of the simulations can account for the full
impact of the orography of the Darling Scarp which is in
line with the findings of Pitts and Lyons (1990) who found
that a resolution of 0.5 km was needed to fully represent
the turbulent air flow initiated by the Scarp.
Argüeso et al. (2012) used WRF to downscale ECHAM
and CCSM GCM data in a regional climate study over
Spain and included extreme precipitation metrics in their
evaluation criteria. They found that their simulation using
ECHAM boundary conditions represented the CWD and
CDD with greater skill than the simulation driven by
CCSM, however we find very little difference between
W-ECH and W-CCS. Indeed, we find very little difference
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Figure 11. Mean seasonal 10-m wind vectors for W-ERA and all simulations from 1980 to 1999. The reference vector represents a wind speed of 1
m s−1.
between all of the simulations with respect to these pre-
cipitation indices compared with seasonal differences in
rainfall bias. However, while Argüeso et al. (2012) exam-
ined a number of different rainfall regions and different
seasons in their analysis of indices, we consider only the
growing season where rainfall is almost exclusively from
southwesterly frontal systems. The relative homogeneity
of our results indicates that all of our simulations show
skill in representing the spatio-temporal characteristics of
rainfall in SWWA during the growing season.
High resolution simulations of precipitation are impor-
tant for agriculture in SWWA because of the region’s
large east–west precipitation gradient during autumn, win-
ter and spring, which all of the simulations are able to
represent. Furthermore, to be of use to agriculture, accu-
rate simulation of indices such as the SDII and CDD are
vital because these cannot be derived from monthly rain-
fall values alone. The spatial variability observed in these
indices has been well represented by all simulations in the
inland region, especially by W-CCS.
Some simulations display strong biases for seasonal
temperatures. With the exception of a warm bias in W-CSI,
which we attribute to bias in the CSIRO GCM (Figure
10), simulations tend to be cold, particularly for daytime
temperatures. Andrys et al. (2015) previously found that
WRF produced a cold bias for daytime temperatures in
SWWA while WRF was also shown to introduce a cold
bias for south east Asia Chotamonsak et al. (2011) and
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Figure 12. Daily maximum temperature probability density functions for simulations and observations taken from all land-based grid points from
the 5 km domain. The RE value comparing the similarity of the distributions is included for each plot.
Norway (Heikkilä et al. (2011). These studies are in line
with our finding that the RCM is always colder than its
corresponding GCM which accounts for the daytime cold
bias in W-ECH and W-MIR, however this does not explain
why the magnitude of the cooling between the GCM and
the RCM is different for each simulation. For example,
while areas of the W-CCS simulation are up to 4 ∘C
colder than CCSM, the difference is only 1–2 ∘C between
W-ECH and ECHAM. However, as we have highlighted
in this article with respect to precipitation and as has been
demonstrated by other regional climate studies (Evans and
McCabe, 2013), dynamical downscaling of a GCM does
not produce a linear response in the corresponding RCM.
W-MIR also displays a cold night-time bias which is
strongest in summer. This bias can be attributed to anoma-
lies in air flow in the W-MIR simulation (Figure 11). With
the exception of the coastal sea breeze circulation, mean
summer 10-m wind direction in the SWWA is predomi-
nantly easterly. This flow is caused by high pressure sys-
tems in the Great Australian Bight which result in hot, dry
winds from the continental interior dominating the SWWA
wind field. The persistence of high pressure in this region
is evident from the summer pattern of mean SLP in the
W-ERA simulation in Figure 3. The summer meriodonal
flow apparent in W-MIR suggests that the simulation is
not advecting hot air from the continental interior which is
contributing to the cold bias.
MIROC has been shown by Perkins et al. (2007) to
represent Australian temperatures well, however its per-
formance globally tends to be low when compared with
other CMIP3 GCMs Randall et al. (2007). Connolley and
Bracegirdle (2007) performed an assessment of CMIP3
GCMs over the Antarctic region and found that MIROC
was one of the lowest performing simulations in this
region. Furthermore, Irving et al. (2011) conducted a
similar analysis of CMIP3 GCMs in the Pacific Islands
region and also determined that MIROC performed poorly
with respect to temperature. The extent of our simulation’s
outer domain means that boundary conditions are drawn
from regions where MIROC has shown poor performance,
and as such it is likely that the GCM is also contributing
to the negative temperature bias found in W-MIR. This
suggests that, when choosing boundary conditions for an
RCM, the performance of the GCM in the vicinity of the
outer domain lateral boundary may be equally important
to the performance of the GCM over the specific area of
study. Notwithstanding, an important assumption for any
RCM is that it adds value to the GCM from which is it
drawing boundary conditions and this is clearly not the
case for W-MIR. Further investigation of the dynamics
which are causing W-MIR to produce larger errors when
compared to the standalone GCM is needed before we
can have confidence in the findings from this particular
RCM/GCM combination.
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Figure 13. Daily minimum temperature probability density functions for simulations and observations taken from all land-based grid points from
the 5 km domain. The RE value comparing the similarity of the distributions is included for each plot.
In their analysis of CMIP3 GCM daily temperatures for
Australia, Perkins et al. (2007) found that GCMs produced
temperature distributions that were too broad. We find
that, based on the observed and simulated daily tempera-
ture standard deviations (Table 2), this distribution spread
appears to be somewhat reduced by the RCM. When spa-
tial performance is considered, coastal regions consistently
display the poorest RE scores in each simulation. This indi-
cates that the difficulty in representing the distribution of
coastal maximum temperatures is a function of the WRF
model configuration rather than the lateral boundary con-
ditions themselves. This is consistent with the findings of
Andrys et al. (2015) who also found issues in representing
the daily distribution of temperatures in the coastal region.
With the exception of W-MIR, all the simulations show an
inferior RE over the Perth metropolitan area. This also fol-
lows the findings of Andrys et al. (2015) who suggested
that a reduction in simulation skill for night-time tempera-
tures over the metropolitan area was a result of the lack of
representation of urban land use.
Because W-CCS represents temperatures over 34 ∘C
well, it is also expected to simulate SU well and this is
demonstrated in Figure 15. Maximum temperature skew-
ness in W-MIR and W-ECH and the overestimation of high
maxima in W-CSI mean that these simulations are unable
to represent SU with the same skill as W-CCS. However,
while W-CSI demonstrated the lowest performance for
night-time temperatures, minimum temperature distribu-
tions (Figure 13) show that W-CSI has the best overall
agreement for temperatures below 2 ∘C. This suggests that
W-CSI, despite its warm minimum temperature bias, will
represent FD with the greatest skill and this is shown in
Figure 15. All simulations overestimate FD somewhat and
share a common spatial pattern, which indicates that the
distribution of FD in the region is heavily influenced by
the RCM.
It is apparent that W-MIR is not representing seasonal
or daily temperatures with the same level of skill as
the other simulations, indicated by the high negative
temperature biases and the poor values of RE for daily
temperatures shown for both minimum and maximum
temperatures. W-CCS is the only simulation which shows
low bias for both minimum and maximum temperatures
and consistently strong RE scores for daily temperature
distributions. While W-CSI is able to represent daytime
temperatures well and also very cold minimum temper-
atures, the simulation shows a high bias and overall low
skill for night-time temperatures. Conversely, W-ECH
represented night-time temperatures well but performed
poorly for daytime temperatures.
Minimum and maximum temperatures are of interest
to agriculture, however the growing season distribution
of temperature extremes, including FD and SU, is more
relevant. While simulation bias has introduced errors in
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Figure 14. Contour plots showing the spatial distribution of minimum and maximum temperature RE.
Table 2. Domain-averaged mean and standard deviation of observed and simulated daily minimum and maximum temperatures.
OBS W-MIR W-CCS W-ECH W-CSI
Mean (Std) Mean (Std) Mean (Std) Mean (Std) Mean (Std)
Maximum temperature (∘C) 23.2 (6.9) 19.4 (6.2) 22.3 (7.3) 20.7 (7.5) 23.2 (7.6)
Minimum temperature (∘C) 10.4 (4.8) 9.1 (4.5) 10.5 (5.1) 10.4 (5.5) 12.1 (5.9)
representing the extent and magnitude of temperature
indices in SWWA, W-CCS provides a good representation
of SU, and both W-CCS and W-CSI are able to represent
the spatial distribution of FD to a reasonable degree.
These findings demonstrate the merits of our RCM
ensemble, however there are limitations with our experi-
mental design which warrant consideration. While Kala
et al. (2014) established the most appropriate model
physics options for WRF in SWWA, our study is limited
in that our simulations used a single RCM only. WRF
has a known sensitivity to parameterization schemes, for
example precipitation is sensitive to the choice of convec-
tive scheme while temperatures are sensitive to the PBL
scheme (Argueso et al., 2011). Other regional climate sim-
ulations have employed an ensemble of RCMs to reduce
the uncertainty from using a single model, either through
the use of different dynamical cores (Solman et al., 2013)
or by imposing different physical parameters within the
same modelling framework (Evans et al., 2014). The use
of additional RCMs was not computationally feasible for
this project and as such our results are constrained by the
uncertainty inherent in using a single RCM.
5. Conclusions
We present an evaluation of the RCM, WRF 3.3, for
SWWA between 1970 and 1999 using four CMIP 3 GCMs
i.e. CCSM3, CSIRO mk3.5, ECHAM5 and MIROC3.2
(med-res) as lateral boundary conditions. Our analysis
focused on the ability of the downscaled GCMs to rep-
resent the climate of the cereal crop growing season in
SWWA, which runs from May to October. The growing
season is of particular interest because dryland cereal crops
are a major contributor to the economy of the region and
are at a high risk of being impacted by changing hydrolog-
ical regimes in the future.
Simulation performance was varied. Seasonal rainfall
bias was generally low, however there are elements of bias
related to systematic errors from the WRF model itself
and from errors in the lateral boundary conditions. For
example, the dry winter rainfall bias in the south west cor-
ner can be attributed to model error because the domain
boundary was located too close to the SWWA coastline
(Andrys et al., 2015). Conversely, the wet inland winter
biases shown by W-MIR and W-ECH are caused by a
northerly storm track allowing too many cold fronts to
traverse the region, which we attribute to the lateral bound-
ary conditions. Dry summer rainfall biases in W-CCS and
wet biases in W-MIR and W-ECH can also be attributed
to the lateral boundary conditions because of GCM lim-
itations in modelling tropical meteorology (Moise et al.,
2012; Brown et al., 2013).
WRF demonstrated a tendency to simulate colder tem-
peratures than those found in the GCMs and maximum
temperature biases were considerable in some simulations.
For example, W-MIR showed summer daytime cold biases
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Figure 15. Contour plots showing the observed and simulated climatological mean of extreme indices calculated over the SWWA growing season
(May–October) only.
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exceeding 5 ∘C in some areas and this bias impacted the
representation of extreme indices. While a portion of this
bias was due to the cooling tendency seen in WRF, we also
attribute this bias to the lateral boundary conditions that
have been shown to demonstrate poor performance in the
vicinity of our simulation outer domain.
We find that GCMs which rank highly when evaluated
using PDFs of rainfall and temperature will not necessarily
perform the best when used to provide lateral boundary
conditions to an RCM. For example, Perkins et al. (2007)
found CCSM to be among the worst performing GCMs
for SWWA, however, after downscaling, we find that
W-CCS provided the best representation of rainfall distri-
bution, exceeding the performance of W-CSI, W-ECH and
W-MIR, whose corresponding GCMs all provided a closer
approximation of daily rainfall than CCSM. This indicates
that the suitability of a GCM for dynamical downscaling
cannot necessarily be determined by how well it represents
temperature and precipitation in a region. This finding
is supported by Evans and McCabe (2013) who found
that surface variables may not be sufficient to fully assess
the capability of a GCM for regional climate modelling.
Furthermore, the poor performance of the W-MIR sim-
ulation, which contrasts with the strong performance of
MIROC over Australia, suggests that the performance of
the GCM in the vicinity of the RCM lateral boundary may
be a better indicator for how the GCM will perform when
it has been downscaled.
In a recent review of regional climate modelling, and the
conditions under which they add value to GCM data, Xue
et al. (2014) highlighted the importance of the appropri-
ate choice of GCM data and a robust model set up. We
have identified some issues with both the lateral bound-
ary conditions and the model itself in this study. However,
one simulation, W-CCS, represents the climate of SWWA
remarkably well and two further simulations (W-CSI and
W-ECH) provide a satisfactory representation. We note
issues with W-CSI representing minimum temperatures
and W-ECH with maximum temperatures and suggest
caution when using their results for those variables. The
W-MIR simulation consistently performed with the lowest
skill; cold temperature biases resulted in large errors when
extreme temperature indices were examined and errors in
mean SLP resulted in wet summer and winter precipita-
tion biases. Based on these findings, we do not recommend
that the W-MIR simulation be used for future climate anal-
ysis for SWWA. Notwithstanding, when compared with
the findings of Perkins et al. (2007), the RCM has sig-
nificantly improved upon the daily distribution of precip-
itation and allowed for the development of more intense
rainfall events. The strong performance of the RCM is
particularly apparent in representing the spatio-temporal
distribution of wet season rainfall, which is significant for
future applications of this data in agricultural adaptation
planning. Based on these findings, we have validated the
capability of the individual ensemble members W-ECH,
W-CCS and W-CSI to represent the historical climate of
SWWA and have confidence in the use of the RCM for
analysis of future climate scenarios.
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5.3 Chapter Summary
This Chapter compared historical WRF simulations, using LBCs from 4
CMIP3 GCMs, with observations as well as GCM data to determine whether
WRF added value to the GCMs being downscaled. Results show that 3 of the
4 ensemble members evaluated in this study were able to represent the climate
of SWWA, including extreme indices, and improve upon the biases and spatial
representation of the original GCM data. The fourth simulation, which used
boundary conditions from the MIROC GCM, displayed very high temperature
biases, which exceeded the bias from the GCM and limited the ability of this
simulation to represent extreme climate indices in the region. The simulation
was therefore excluded from any further analysis.
The large biases found in the MIROC forced simulation were unexpected
because, in an analysis of CMIP3 GCMs over Australia by Perkins et al. (2007),
MIROC was found to represent SWWA climate with greater accuracy than most
CMIP3 GCMs and was therefore considered a good potential candidate for down-
scaling. However, an examination of the performance of MIROC at the location of
the RCM lateral boundaries found that MIROC performed poorly in these areas.
Interestingly, the opposite appears to be true for CCSM, because the simulation
using CCSM boundary conditions performed well over SWWA while the GCM
itself did not (Perkins et al., 2007). This result indicates that the performance of
the GCM in the vicinity of the lateral boundaries is a more accurate indicator of
RCM skill than the performance of the GCM over the area of interest. Certainly,
careful consideration should be given to both the size and location of the lateral
boundaries when selecting a GCM for dynamical downscaling.
Overall, the relatively small biases and skillful representation of SWWA
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climate from 3 out of the 4 ensemble members provided confidence that WRF
can be used to quantify future changes in climate for SWWA. This is discussed in
the next Chapter, where GCM driven simulations from 2030-2059 are compared
with simulations from 1970-1999.
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CHAPTER 6
REGIONAL CLIMATE PROJECTIONS OF
MEAN AND EXTREME CLIMATE FOR THE
SOUTHWEST OF WESTERN AUSTRALIA
(1970-1999 COMPARED TO 2030-2059)
6.1 Overview and author contributions
Having tested the sensitivity of WRF to different physics options and re-
analysis datasets (Chapter 3), established a 30-year climatology by downscaling
the best available reanalysis (Chapter 4) and quantified the added value from
WRF when downscaling historical GCM data (Chapter 5), this Chapter now
addresses the final research question by examining future changes in mean and
extreme climate indices, as well as agriculturally relevant indices for SWWA. The
paper focuses on the 3 ensemble members that were found to add value by the his-
torical climatology evaluation detailed in Chapter 5. Future climate simulations
(2030-2059) are compared with historical simulations (1970-1999) to determine
the expected changes to climate variables. The RCM simulations are also com-
pared with GCM climate projections to examine the spatial differences between
high and low resolution projections. Additionally, model dynamics and feedbacks
that drive the changes in temperature and precipitation are explored. A statis-
tical technique based on relative entropy is used for quantifying the statistical
significance of projected daily temperature variability.
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J. Andrys wrote all sections of this paper, conducted all of the data analysis,
carried out approximately 20% of the WRF simulations, and contributed to the
conceptual design of the paper. J. Kala carried out 40% of the WRF simulations,
provided day to day feedback on various drafts and designed the concept for the
paper in conjunction with J. Andrys and T. Lyons. T. Lyons was the principal
investigator and principal supervisor for this project. He carried out 40% of the
WRF simulations, contributed to the conceptual design of the paper, provided day
to day feedback on draft papers and assisted in addressing reviewer comments.
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of fronts passing over the region. The continuation of this 
trend is evident in all models by an increase in winter mean 
sea level pressure in SWWA, and a reduced number of win-
ter front days. Winter rainfall does not show any marked 
variations in daily intensity.
Keywords Regional climate modelling · WRF · Western 
Australia
1 Introduction
High resolution projections of climate change are valuable 
for informing adaption planning and impact assessment 
studies. Industries as diverse as agriculture, forestry, con-
servation and urban planning can benefit from this infor-
mation to help ensure their future viability. While general 
circulation models (GCMs) are currently the most authori-
tative resource on projected climate change, these models 
provide data at a resolution of 100–250 km that does not 
adequately represent finer scale influences on climate such 
as topography and land surface interactions (Mishra et al. 
2012) nor do they allow for the adequate development of 
mesoscale weather systems (Salathé et al. 2010; Wehner 
et al. 2010; Donat et al. 2010). As a consequence, a knowl-
edge gap exists between GCM output and the demand for 
high resolution climate data, particularly in those regions 
where local effects strongly influence the climate.
Regional climate models (RCMs) have been developed 
as one means to bridge this gap. By dynamically downs-
caling GCM data, RCMs can enhance the value of a GCM 
over limited areas by accounting for the influence of local 
topography and land use, therefore providing data at a 
resolution that can be useful for management strategies at 
a local scale. RCMs have been found to improve on the 
Abstract Projections of future climate change (1970–1999 
compared to 2030–2059) for southwest Western Australia 
(SWWA) are analysed for a regional climate model (RCM) 
ensemble using the Weather Research and Forecasting 
Model with boundary conditions from three CMIP3 gen-
eral circulation models (GCMs); CCSM3, CSIROmk3.5 
and ECHAM5. We show that the RCM adds value to the 
GCM and we suggest that this is through improved repre-
sentation of regional scale topography and enhanced land–
atmosphere interactions. Our results show that the mean 
daytime temperature increase is larger than the nighttime 
increase, attributed to reduced soil moisture and hence 
increased surface sensible heat flux in the model, and 
there is statistically significant evidence that the variance 
of minimum temperatures will increase. Changes in sum-
mer rainfall are uncertain, with some models showing rain-
fall increases and others projecting reductions. All models 
show very large fluctuations in summer rainfall intensity 
which has important implications because of the increased 
risk of flash flooding and erosion of arable land. There is 
model consensus indicating a decline in winter rainfall and 
the spatial distribution of this rainfall decline is influenced 
by regional scale topography in two of the three simula-
tions. Winter rainfall reduction is consistent with the histor-
ical trend of declining rainfall in SWWA, which has been 
attributed in previous research to a reduction in the number 
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representation of rainfall in GCMs (Feldmann et al. 2008; 
Song et al. 2008; Evans and McCabe 2013) as well as the 
distribution of extreme temperatures (Argüeso et al. 2012; 
Gao et al. 2012). However, RCMs introduce an additional 
level of uncertainty into future climate projections (Pielke 
and Wilby 2012), and as such the added value of using an 
RCM is not always guaranteed. Xue et al. (2014) examined 
the conditions that need to be met to establish whether a 
RCM adds value to the GCM being downscaled. These 
conditions include; establishing the merits of the model’s 
domain set up, testing the sensitivity of its physics options, 
and finally evaluating historical RCM performance against 
observations, to determine how well the model can simu-
late the region’s climatology and whether it can do this 
better than the GCM that is being downscaled. In addi-
tion to the dynamical downscaling approach employed by 
RCMs, statistical downscaling can also be applied to GCM 
data. These downscaling techniques are less computation-
ally expensive compared to dynamical downscaling how-
ever they do not directly resolve regional dynamics and 
processes.
A further challenge when evaluating climate change 
scenarios lies in establishing whether changes are statisti-
cally significant. Because of the uncertainty associated with 
regional climate projections, some studies do not attempt 
to assign a statistical significance to their results (Gao et al. 
2012; Salathé et al. 2010). One common approach has been 
to use a form of the Student’s t test (Argüeso et al. 2012; 
Leibensperger et al. 2012) however this test assumes that 
climate variables are normally distributed which is not 
always the case, particularly when daily temperature dis-
tributions are considered (Perron and Sura 2013). Further-
more, the Student’s t test only considers the significance of 
mean changes and does not provide a mechanism for test-
ing the significance of other changes in the distribution, 
such as variance, skewness or kurtosis. Relative entropy 
(RE) has been used as a measure of the difference between 
observations and historical climate simulations (Tippett 
et al. 2004; Shukla et al. 2006; Andrys et al. 2015b), while 
Naveau et al. (2014) used RE to detect historical trends in 
climate extremes. The RE statistic, used in conjunction with 
a resampling technique following the method employed by 
Tippett et al. (2004), has scope to be used as a measure of 
the difference between future and historical climate vari-
ables that do not meet the necessary assumptions for the 
Student’s t test because this method does not make any 
assumptions regarding the shape of the distribution.
This study focuses on the south west of Western Aus-
tralia (SWWA), a globally recognised biodiversity hotspot 
(Malcolm et al. 2006), that has been found to be acutely 
at risk of negative impacts from climate change (Hughes 
2003). Rising temperatures will put industries such as 
cropland farming and viticulture at risk (Webb et al. 2013) 
while increased forest mortality events have been attributed 
to an increase in the diurnal temperature range (Evans and 
Lyons 2013). In terms of economic cost, changes to the 
region’s hydrological regime present arguably the biggest 
risk because they threaten the yield of rain-fed cereal crops; 
the second largest export industry for the region (Varnas 
2014). SWWA has already experienced reduced rainfall 
since the 1970s (Bates et al. 2008) which agricultural sys-
tems have been able to adapt to through a combination of 
advanced farming practices and because most of the rain-
fall decline has occurred in July and August, when rainfall 
exceeds cropping requirements (Turner and Asseng 2005). 
However, future changes in rainfall may impact the viabil-
ity of agriculture in SWWA, especially in the marginal 
farming areas further inland. Hence, the demand for high 
resolution data on future climate projections is high. Hirsch 
et al. (2014) found that SWWA is a region of strong land–
atmosphere coupling while Pitts and Lyons (1990) showed 
that model resolutions of 0.5 km were needed to fully rep-
resent the influence of topography on the regional meteor-
ology. Because of these strong local influences, RCMs in 
the SWWA have the potential to add significant value to 
GCM projections.
This paper aims to explore future changes in mean and 
extreme climate for SWWA under a high emissions sce-
nario using the Weather Research and Forecasting Model 
(WRF) Advanced Research Core. The utility of WRF as 
a RCM has been extensively evaluated for the region fol-
lowing the criteria recommended by Xue et al. (2014). 
Namely, Kala et al. (2015) conducted a sensitivity analysis 
of WRF to determine the most appropriate model physical 
parameterisations for SWWA. Andrys et al. (2015b) then 
used the best performing physical paramaterisations from 
Kala et al. (2015) to carry out a 30-year climatology of 
SWWA using reanalysis boundary conditions from ERA-
Interim (Dee et al. 2011) and showed that a 5 km domain 
provided a skillful representation of both mean and extreme 
climate variables. Following on from this work, Andrys 
et al. (2015a) evaluated the historical (1970–1999) perfor-
mance of the model against observations with an ensemble 
of GCMs from the Coupled Model Intercomparison Project 
Phase 3 (CMIP3) and found that WRF was able to improve 
the representation of several climate variables, particularly 
rainfall intensity, when compared to the raw GCM output 
for three of the four GCMs that were evaluated. Based on 
this thorough evaluation of WRF for SWWA, and the skill 
shown by the model in reproducing historical climate when 
using GCMs as boundary conditions, we are confident 
that the RCM is indeed adding value to the GCMs in the 
study region. Therefore, we further extend on the work of 
Andrys et al. (2015a) here and compare near future (2030–
2059) with historical (1970–1999) simulations to examine 
changes in temperature and precipitation and investigate 
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their drivers. In addition to examining daily temperature 
distributions and mean seasonal changes we also consider 
extreme climate indices and changes in the higher order 
statistical moments of daily climate variables. The RE sta-
tistic is used for testing the significance of changes in daily 
variables.
2  Methods
2.1  Model description
The WRF RCM was set up following the configuration 
described by Andrys et al. (2015b). Regional climate simu-
lations were carried out over 30 years between 1970–1999 
and 2030–2059 from a single initialisation with a 2-month 
model spin-up using lateral boundary conditions from three 
CMIP3 GCMs. We note that CMIP5 (Taylor et al. 2012) 
now represents the current state of the art for GCMs how-
ever at the time these simulations were undertaken, the 
6-hourly fields necessary to run WRF were not routinely 
available from the CMIP5 archive. The CMIP3 GCMs 
used include the Max Planck Institute ECHAM5 model 
(Roeckner 2003) (ECHAM), National Center for Atmos-
pheric Research Community Climate System Model ver-
sion 3 (CCSM) (Collins et al. 2006) and Commonwealth 
Scientific and Industrial Research Organisation Mark 3.5 
(CSIRO) (Gordon et al. 2002). We use simulations follow-
ing the SRES A2 emissions scenario (Nakićenović et al. 
2000). GCMs used for boundary conditions were chosen 
based on the availability of 6-hourly data and with consid-
eration of the GCM performance over Australia (Perkins 
et al. 2007). Andrys et al. (2015a) evaluated the historical 
performance of four CMIP3 GCMs which were down-
scaled using WRF against observations. The three GCMs 
used in this study were found to represent the historical cli-
mate of SWWA skillfully, with the CCSM driven simula-
tion providing the best results overall. A fourth simulation, 
which downscaled MIROC3.2 data has been excluded from 
this study because it was found by Andrys et al. (2015a) to 
demonstrate poor skill in representing the seasonal climate 
of SWWA.
The WRF model uses three nested domains (shown in 
Fig. 1) with a 50:10:5 km resolution. The choice of model 
physics follow the model configurations used in previ-
ous sensitivity studies and regional climate simulations in 
SWWA (Kala et al. 2015; Andrys et al. 2015a, b). Parame-
terisation options include the Single-Moment 5 class micro-
physics scheme (Hong et al. 2004), RRTM for long-wave 
radiation (Mlawer et al. 1997), Dudhia short-wave radia-
tion (Dudhia 1989), Yonsei University planetary boundary 
layer scheme, the MM5 surface layer scheme (Grell et al. 
2000) and Noah land surface model (Chen and Dudhia 
2001). Convective parameterisation using Kain Fritsch 
(Kain 2004) is employed on the first and second domains 
only. The innermost 5 km domain explicitly resolves con-
vection and has been found by Andrys et al. (2015b) to 
have the most accurate representation of rainfall, particu-
larly in the cases of summer rainfall and rainfall around 
the Darling Scarp. Consequently, we focus our analysis on 
this domain. To help retain the large scale features from the 
lateral boundary conditions, the model uses spectral nudg-
ing. Nudging is applied in the outer domain only, above the 
PBL and for wavelengths exceeding 1000 km.
2.2  The southwest of Western Australia (SWWA)
The climate of the SWWA, illustrated in Fig. 2, is highly 
seasonal with cool wet winters and hot, dry summers. This 
seasonality is driven by the position of the subtropical high 
pressure belt (Gentilli 1971). The high pressure belt con-
trols the passage of rain bearing cold fronts over the region 
in the winter and these frontal systems are the primary 
source of rain for much of the SWWA. Historical trends 
in SWWA indicate declining winter rainfall, attributed to a 
poleward shift of the subtropical ridge and hence a pole-
ward shift of storm tracks (Frederiksen and Frederiksen 
2007). A strong winter precipitation gradient is apparent 
between the region’s comparatively wet coast and its dry 
interior.
Infrequent summer rainfall is caused by sporadic surface 
convection and large scale rain events which take place 
approximately every 3 to 5 years. Large scale rain events 
occur when the meriodonal coastal heat trough, a persistent 
summer feature, interact with tropical disturbances in the 
north of Western Australia, advecting moisture southwards 
(Wright 1974). Andrys et al. (2015a) found that while WRF 
was able to capture the magnitude of these summer rain 
events well over a 30 years climatology, the temporal dis-
tribution of this rainfall was replicated with less accuracy. 
WRF predicted rainfall events every 3–5 years however 
the timings of these events rarely correlated with observed 
events.
SWWA is an area of low relief, however local topogra-
phy does influence the region’s climatology, particularly 
coastal precipitation. The most notable topographical influ-
ence on climate is the Darling Scarp; an escarpment that 
produces a rapid change in elevation of approximately 
300 m and runs parallel to the coast, 25 km inland (Fig. 1b). 
The escarpment results in a narrow band of elevated rain-
fall on its windward flank. Most of the agricultural produc-
tion in SWWA takes place inland of the Darling Scarp and 
the growing season for these croplands is during the cooler 
months of May–October. During the growing season, the 
SWWA cereal crop is at risk from both frost and heat stress; 
research has found that screen temperatures below 2 ◦C and 
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above 34 ◦C can have a significant impact on grain yield 
(Zheng et al. 2012; Asseng et al. 2011). When Andrys et al. 
(2015b) evaluated WRF for SWWA using ERA-Interim 
reanalysis, they found a high negative rainfall bias in the 
extreme south west corner of the landmass which was 
attributed to the edge of the WRF domain being too close 
to the coastline. Because of the high bias in this region, we 
interpret results from this area with caution.
2.3  Evaluation criteria
We compare the 5 km resolution future climate simula-
tions against the historical model simulations for the period 
1970–1999 which were evaluated against observations by 
Andrys et al. (2015a) and found to represent the climatol-
ogy of the region well, albeit with some systematic biases. 
In particular, daytime temperatures were found to have a 
cold bias of around 2 ◦C. To account for these biases, a 
clearer picture of projected change is possible by examin-
ing the change between future and historical simulations, 
as we assume that the same bias is inherent in both simula-
tions. Because model output is not bias corrected, the pro-
jections we refer to in the Sects. 3 and 4 are not expecta-
tions of future climate in SWWA. Rather, they represent 
simulations of future climate for the purposes of model 
process understanding in the region.
Cold fronts are the major source of rainfall in SWWA 
and as such our evaluation needs to quantify the occurrence 
of fronts in the region. The thermal gradient recognition 
(TGR) method of Hope et al. (2014) for recognising fronts 
was found to detect SWWA cold fronts accurately and the 
technique was also employed by Andrys et al. (2015a) to 
compare simulated against observed front days. Here, we 
use TGR to compare the average number of winter front 
days between the historical and future climate periods for 
the 10 km domain. The approach detects baroclinicity using 
thermal gradients at the 850 hPa level. Following Andrys 
et al. (2015a) a front day is defined when the thermal gra-
dient is >2.5 ◦C 100 km−1 accompanied by daily domain 
averaged rainfall, for land based grid points only, >0.5 mm.
We use indices developed by the World Meteorological 
Organisation working group, the Expert Team on Climate 
Change Detection and Indices (ETCCDI) (Persson et al. 
2007) to explore changes in climate extremes between the 
historical and future simulations. With respect to tempera-
ture, we examine the mean annual diurnal temperature range 
(DTR), the hottest annual maximum temperature (TXX) and 
the coldest annual minimum temperature (TNN). During the 
SWWA growing season, cereal crops are at risk from heat 
stress above 34 ◦C (Asseng et al. 2011), consequently we 
measure the number of days in the growing season where 
temperatures exceed 34 ◦C using the summer days (SU) 
index. Frost is also a concern during the growing season and 
Kala et al. (2009) has shown that screen temperatures below 
2 ◦C are sufficient to result in foliage temperatures below 0 ◦
C. Hence, we record the number of frost days (FD) when 
temperatures fall below 2 ◦C. The use of threshold-based indi-
ces allows for an exploration of climate change in the context 
of biologically important thresholds however, there are issues 
using this type of index when the model has large biases. 
These issues were demonstrated by Andrys et al. (2015a), 
where cold biases prevented one ensemble member from rep-
licating threshold based indices. In this study we do not apply 
bias correction to model data, which limits the interpretation 
if these indices. However, Andrys et al. (2015a) also demon-
strated that the three ensemble members we examine in this 
study had relatively small biases (<±2 ◦C) and were able to 
represent the historical SU and FD indies well. Hence we 
have confidence that these indices will be well represented by 
the non bias corrected data in this instance.
Rainfall intensity is measured by the simple precipita-
tion intensity index (SDII);
where RRwj is the daily precipitation amount on days 
when rainfall is >1 mm in period j and W is the number of 
days in j when rainfall is >1 mm.
The total number of rain days (PRCPTOT) is a count of 
days where daily rainfall exceeds 1 mm. We also use the ETC-
CDI metrics, maximum length of dry spell (CDD) and maxi-
mum length of wet spell (CWD). These indices measure the 
longest span of days where rainfall is <1 mm for CDD and the 
longest span of days where rainfall is >1 mm for CWD.
We calculate seasonal means of temperature and rain-
fall and for the precipitation indices SDII and PRCPTOT. 
Annual means are calculated for the remaining indices. The 
statistical significance (α = 0.05) of mean changes between 
the historical and future climate variables is quantified 
using the modified Student’s t test following the methods 
described by Zwiers and von Storch (1995) to account for 
serial correlation.
Probability density functions (PDFs) are calculated for 
daily minimum and maximum temperatures. RE between 
the historical and future distributions of these variables is 
then evaluated following Cover and Thomas (2012);
where p(x) and q(x) are the historical and future simulation 
PDFs respectively. The statistical significance of the differ-
ences in the PDFs is calculated using a Monte Carlo resa-
mpling technique. Random samples, with a size of 10,000, 
are extracted from the historical distributions and the RE 
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calculated. This process is then repeated 1000 times and 
the sorted results provide the likelihood that the entropy of 
the future simulations exceeds the entropy of the historical 
simulation by chance. Changes in the future simulation are 
considered to be significant if they exceed the 95 % percen-
tile of the sorted random relative entropy values. Sensitiv-
ity to the number of resamples taken was tested and it was 
found that increasing the number of repetitions above 1000 
did not improve our results, hence we use this value for 
computational efficiency. This statistical method is applied 
in this instance because it is apparent that the distributions 
of daily temperatures do not follow a normal distribution. 
Furthermore, this method allows for an analysis of shifts 
in standard deviation and higher order statistical moments 
in the temperature distributions. This is achieved by sub-
tracting the mean temperature from all data points and then 
applying the significance test to the standardised data.
Our conventions for illustrating an ensemble mean 
include displaying the mean only if all simulations agree on 
the direction of the change. Where simulations do not agree 
on the direction of the change the grid square is not shaded. 
Stippling is included on ensemble plots if all ensemble 
members agree on the direction of the change and that the 
change at that point is statistically significant.
3  Results
3.1  Mean sea level pressure
We first examine the large scale changes by examining sea-
sonal differences in mean sea level pressure (SLP) between 
1970–1999 and 2030–2059 from the outer model domain 
(Fig. 1a) as shown in Fig. 3. Simulations show a consist-
ent increase in SLP to the south of Western Australia dur-
ing summer and winter with the SLP increase centered to 
the southwest in summer. Increases tend to correspond with 
areas of lower pressure (not shown). The simulation using 
ECHAM5 boundary conditions (W-ECH) shows the largest 
winter SLP increase in this region of up to 2 hPa while the 
CCSM and CSIRO driven simulations (W-CCS and W-CSI 
respectively) show a winter SLP increase in this region of 
approximately 1 hPa. Models demonstrate less consist-
ency in SLP changes over the Australian landmass; win-
ter SLP tends to show either no change or a small increase 
while summer SLP is decreasing in W-CCS, increasing 
in W-ECH and shows very little change in W-CSI. For all 
simulations the smallest changes to SLP are in autumn.
3.2  Daily distribution of temperature
The PDFs for historical and future daily maximum temper-
atures for the 5 km domain are shown in Fig. 4a. It is appar-
ent that distributions for future simulations are shifted to the 
right, indicating a greater likelihood of hotter temperatures. 
Additionally, the W-ECH and W-CSI simulations show that 
the frequency of the modal temperature is reduced, indi-
cating that temperature spread has also increased. Sum-
mary statistics (Table 1) show that future simulations have 
an increased mean and standard deviation with reduced 
skewness and kurtosis. Figure 4b illustrates spatial differ-
ences in mean daily maximum temperatures, and stippling 
in this plot highlights that the distribution shift is statisti-
cally significant using the RE test for significance described 
Table 1  Summary statistics (◦C) for the distribution of daily maximum temperatures across the land based grid points of the 5 km domain for 
historical (1970–1999) and future (2030–2059)
W-CCS W-ECH W-CSI
Historical/future Historical/future Historical/future
Mean 22.23/23.75 20.72/21.88 23.22/24.93
Standard deviation 7.303/7.322 7.514/7.795 7.569/7.982
Skewness 0.466/0.436 0.517/0.462 0.439/0.404
Kurtosis −0.651/−0.663 −0.502/−0.627 −0.741/−0.837
Table 2  Same as in Table 1 but for minimum temperatures
W-CCS W-ECH W-CSI
Historical/future Historical/future Historical/future
Mean 10.49/11.80 10.44/11.34 12.05/13.42
Standard deviation 5.122/5.171 5.540/5.945 5.896/6.173
Skewness 0.259/0.266 0.344/0.331 0.261/0.269
Kurtosis 0.173/0.155 0.057/−0.138 −0.214/−0.243
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in Sect. 2.3. To determine whether changes in the standard 
deviation, skewness or kurtosis of the maximum tempera-
ture PDF are significant, we subtract the respective means 
from each distribution and apply the significance test to 
this standardised data. The results are illustrated in Fig. 4c, 
which shows differences in standard deviation and stip-
pling to indicate where differences in the standardised dis-
tributions are statistically significant. It is apparent that the 
Table 3  Results from analysis of yearly summer rainfall showing 




Wet summer 2/4 15/17 10/9
Dry summer 28/26 15/13 20/21
Fig. 1  Topographical map from 
Andrys et al. (2015b) of a the 
model outer domain showing 
the extent of nested grids 2 
(10 km resolution) and 3 (5 km 
resolution) used for simulations 
and b the location of Perth and 
the topography of the Darling 
Scarp (area of rapidly increas-
ing elevation from 0 to 300 m, 
extending from 31S to 34S, and 
between approximately 114.5E 
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standard deviation of maximum temperatures is expected to 
increase for both W-ECH and W-CSI however this change 
is not statistically significant. W-CCS shows only small 
differences in standard deviation and in the south east of 
the region this difference is negative and corresponds with 
statistically significant distribution differences. In addition, 
W-CCS shows areas where there are statistically significant 
differences between the standardised distributions with no 
change to the standard deviation (areas where there is stip-
pling but little to no change in the standard deviation). This 
suggests that these changes must be related to the higher 
order moments of skewness and/or kurtosis.
PDFs for historical and future daily minimum tempera-
tures are shown in Fig. 5a and summary statistics for these 
distributions are shown in Table 2. The shift towards hot-




Fig. 2  SWWA seasonal means of a maximum temperatures, b min-
imum temperatures and c rainfall between 1970–1999 for the 5 km 
domain using a gridded observational dataset from the Austral-
ian Bureau of Meteorology (Jones et al. 2009) from Andrys et al. 
(2015b). The stations which have been used to generate the gridded 
data set are shown as white dots on the DJF plots in (a) for tempera-
ture and (c) for precipitation
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and this is also shown by the increased daily temperature 
and the spatially consistent statistically significant changes 
shown in Fig. 5b. Figure 5c illustrates that simulated mini-
mum temperature variance is expected to increase and there 
is model consensus on the statistical significance (using the 
RE significance test) of differences between the standard-
ised distributions in the north west of the region. Similar 
to maximum temperatures, we find that W-CCS is display-
ing areas with statistically significant differences between 
standardised distributions where there is little change in 
standard deviation indicating changes to skewness and/or 
kurtosis.
3.3  Seasonal changes in temperature and precipitation
The differences in mean seasonal temperatures between the 
GCMs and their corresponding RCMs are shown in Fig. 6. 
With the exception of W-CSI, the RCMs tend to underes-
timate temperature increases relative to the GCMs. The 
finer spatial resolution of the RCM also allows for a greater 
range of temperature change within the domain (up to 1 ◦
C) as opposed to the GCM which in most cases finds the 
range of temperature change in the domain to be <0.5 ◦C. 
The increased spatial resolution of the RCM also shows 
greater warming on the west coast, particularly in the sum-
mer, which is not apparent in the GCMs.
Seasonal maximum temperature differences between the 
historical and future RCMs are shown in Fig. 7. Simula-
tions show temperature increases in all seasons and these 
increases are statistically significant (using the modified 
Student’s t test) across the domain with the exception of 
an area in the north east corner of the region in W-ECH. 
The simulations show that temperature increases will be 
the greatest along the west coast and in the north of the 
domain. W-CSI shows the largest increase, of up to 3 ◦C 
during the summer while winter temperature increases tend 
to be no >2 ◦C. Seasonal minimum temperature differences 
are shown in Fig. 8. Similar to maximum temperatures, all 
minimum temperature changes are positive, by up to 3 ◦C 
in W-CSI. However, overall increases are not as large as 
for maximum temperatures. Simulations agree that mini-
mum temperature increases are significant for all seasons 
except for autumn and winter, when the W-ECH simulation 
does not show a significant increase over all areas of the 
landmass.
Differential changes between daytime and nighttime 
temperatures have been previously attributed to changes 
in cloud cover (Dai et al. 1999) and soil moisture (Fis-
cher et al. 2007; Stéfanon et al. 2014). Hence, to attrib-
ute the spatial differences in these simulated temperature 
increases and the differential daytime and nighttime warm-
ing, we consider changes in seasonal cloud fraction and 
Fig. 3  Seasonal mean sea level pressure difference between historical (1970–1999) and future (2030–2059) climate simulations for the WRF 
outer domain using CCSM3 (W-CCS), ECHAM5 (W-ECH) and CSIRO Mk 3 (W-CSI) lateral boundary conditions
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soil moisture. Seasonal cloud fraction data is not shown 
because there are no marked differences in cloud cover 
(<0.3 %) found. Conversely, soil moisture (Fig. 9), which 
is predominantly driven by changes in rainfall, displays 
considerable differences. A decline in soil moisture is 
consistent across all models in winter and spring however 
in the summer and autumn, W-CCS and W-ECH illustrate 
that areas in the east will have increased soil moisture. Soil 
moisture influences temperature by altering the partitioning 











Fig. 4  The distribution of historical (1970–1999) and future (2030–
2059) daily maximum temperatures for the 5 km domain shown by 
a probability density functions (PDFs), b mean differences in daily 
maximum temperature with stippling displaying where differences in 
the PDFs are significant at a 95 % confidence level and c differences 
in standard deviation with stippling highlighting where differences in 
standardised distributions (mean removed) are significant
J. Andrys et al.
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we show seasonal surface sensible heat flux in Fig. 10 and 
it is apparent that areas of soil moisture deficit correspond 
with areas of increased sensible heat flux. For W-CCS 
and W-ECH, areas of increased surface sensible heat flux 
closely match areas with the highest daytime temperature 
increase, most notably in summer and spring.
Seasonal rainfall differences are shown in Fig. 11 for the 
GCMs and in Fig. 12 for the corresponding RCMs. GCMs 
and RCMs all show a decline in winter rainfall however 
there is less agreement between GCMs and RCMs in the 
other seasons. For example, both CCS and ECH show that 











Fig. 5  Same as in Fig. 4 but for minimum temperatures
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while W-CCS and W-ECH show a small increase in rain-
fall. The improved spatial resolution of the RCM is bet-
ter able to represent the influence of the Darling Scarp on 
winter precipitation and the west to east precipitation gradi-
ent. It should be noted however that when the RCM model 
was evaluated by Andrys et al. (2015b), WRF displayed 
Fig. 6  Mean seasonal temperature differences (1970–1999 to 2030–2059) for the GCMs CCSM (CCS), CSIRO (CSI), ECHAM5 (ECH) and the 
corresponding RCMs
J. Andrys et al.
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high negative rainfall biases in the far south west corner 
of the SWWA landmass. It is likely that results from this 
region have been impacted by this strong bias.
When the RCMs are compared with each other, simula-
tions are not consistent on the direction of rainfall change. 
For example, the W-CCS and W-ECH simulations indicate 
that summer rainfall is likely to increase while W-CSI sug-
gests that summer rainfall will decline. Models do agree 
that winter rainfall in the south west of the landmass will 
decline however there is a large range with respect to the 
magnitude of this change and only W-ECH and W-CCS 
show the decline to be statistically significant. W-ECH 
shows that the reduction in rainfall in this region will exceed 
20 mm month−1 while W-CSI suggests that rainfall decline 
will not exceed 10 mm month−1 and that some areas will 
receive more winter rainfall. The ENS plot highlights the 
model consensus on a decline in winter rainfall however 
it also illustrates the lack of model agreement on areas of 
Fig. 7  Seasonal mean maximum temperature differences between historical (1970–1999) and future (2030–2059) climate simulations. Stippling 
shows areas where there is a statistically significant difference in the distribution at a 95 % confidence interval
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significant rainfall change. Because winter rainfall is pre-
dominantly caused by cold fronts, we consider the number 
of winter front days present in the historical and future sim-
ulations as shown in Fig. 13. In all cases, there are fewer 
front days in the future simulation, however this difference 
is negligible in the W-CSI simulation (0.4 days a season).
To investigate why summer rainfall changes differ 
so markedly between simulations, we examine changes 
in the simulated number of large scale summer rain-
fall events. Observations show that SWWA experiences 
these rain events approximately once every 3–5 years 
and to evaluate how these events change change in the 
simulations, we follow the methodology of Andrys et al. 
(2015a) who define a wet summer as having at least one 
month where domain averaged rainfall exceeds 20 mm. 
These results are shown in Table 3. The incidence of 
large scale summer rainfall events doubles in the future 
W-CCS simulation, from a 1 in 10 years event to 1 in 
5 years. However, there is no marked increase in the 
number of simulated rain events for W-ECH and W-CSI 
as the return value for these simulations remains rela-
tively constant between the historical and future simu-
lations at approximately 1 in 2 years and 1 in 3 years 
respectively.
Fig. 8  Same as in Fig. 7 but for minimum temperatures
J. Andrys et al.
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3.4  Indices
Annually averaged differences in temperature indices are 
shown in Fig. 14. With the exception of the southern coast 
in the W-CCS simulation, all models agree that diurnal 
temperature range (DTR) will increase. Simulation DTR 
increases tend to be largest in the west and away from the 
moderating influences of the coast however none of the 
simulations show large areas of statistically significant 
changes when the modified Student’s t test is applied. TNN, 
a measure of the coldest nighttime temperature of the year, 
increases in the near future for W-CCS and W-CSI. W-ECH 
shows a small increase in most areas however in some cases 
W-ECH shows that the coldest nighttime temperatures 
will actually decline. Because of the low significance of 
changes to TNN in W-ECH, ensemble agreement on a sta-
tistically significant change in TNN is not spatially consist-
ent. The hottest annual maximum temperature is measured 
by TXX, and it is apparent that simulated future changes 
in TXX are higher than changes to TNN. W-CSI shows the 
highest increase in TXX, of up to 3 
◦C on the south coast. 
Simulations generally agree that this increase will exceed 
1.2 ◦C throughout the domain. Ensemble changes in TXX 
are also statistically significant over a greater portion of the 
domain than for TNN.
Models agree that FD in the growing season is expected to 
decline for most of SWWA with the exception of the coastal 
region however Andrys et al. (2015b) demonstrated that 
under current climate, frost in the coastal region is already 
uncommon and hence unlikely to decline further. The reduc-
tion in frost is greatest in W-CCS, which shows up to 10 
fewer FD every growing season. The ENS plot highlights the 
model consensus on a reduction in FD and also that models 
agree this decline is significant over the north of the region. 
An increase in growing season SU is expected in the north 
of SWWA for all models while the incidence of SU does not 
change in the south. Models are consistent on the spatial dis-
tribution of the increase in SU and also the magnitude of the 
increase, with the very north of the region expecting up to 3 
more SU each growing season. This increase to the north of 
the region is statistically significant for all models in patches, 
which is highlighted by the ENS plot.
Fig. 9  Seasonal mean surface soil moisture differences between historical (1970–1999) and future (2030–2059) climate simulations
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Figure 15 shows changes in summer and winter rainfall 
SDII and PRCPTOT and annual CWD and CDD. Simu-
lations show small and generally insignificant changes in 
winter SDII and models do not agree on the direction of 
these changes. Simulations do however agree on the direc-
tion of changes in PRCPTOT, suggesting that there will be 
an average of 5 fewer rain days each winter, a result which 
is statically significant mainly in the south. Rainfall indi-
ces during summer tend to display higher variability when 
compared to winter however these changes are not statisti-
cally significant. All models indicate that there will be areas 
where SDII increases markedly, by up to 6 mm day−1, 
however models generally do not agree on the spatial dis-
tribution of these increases. Similarly each model shows 
patches of reduced intensity, by as much as −3 mm day−1. 
The ENS plots show those areas where models agree and 
it is apparent that results over large areas of the domain 
remain highly uncertain. W-CCS and W-ECH agree that 
the region’s south coast will experience an increase in sum-
mer PRCPTOT however this is not supported by the W-CSI 
simulation, which shows a general decrease in summer 
PRCPTOT. Overall, the simulated number of consecutive 
dry days (CDD) is expected to increase and the number of 
consecutive wet days (CWD) will decrease however these 
results are not found consistently across the region, nor are 
they statistically significant.
4  Discussion
4.1  Temperature changes
Significant increases in minimum and maximum tem-
peratures found by the RCM are broadly consistent with 
SWWA temperature increases projected by the CMIP3 
GCMs shown in Fig. 6 and found by others over this region 
(Suppiah et al. 2007). The RCM simulations illustrate a 
broader range of temperature change than GCMs in SWWA 
and their higher resolution allows for the development of 
finer spatial features in the distribution of warming. Sup-
piah et al. (2007) found a distinct north–south warming gra-
dient while our results show that there is also an east–west 
Fig. 10  Same as in Fig. 9 but for surface sensible heat flux
J. Andrys et al.
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component to this gradient, particularly for summer and 
autumn maximum temperatures which show greater warm-
ing on the west coast of SWWA for W-CCS and W-ECH. 
Simulations showing greater warming along the coast dif-
fers from the findings of a number of GCM studies [for 
example Collins et al. (2013), Meehl et al. (2007)] because 
the highest rate of warming is most commonly projected to 
be inland; a response which is attributed to feedback from 
reduced relative humidity (Fasullo 2010). While this land 
sea thermal contrast is a major influence on temperature 
distribution at the resolution of the GCM, its influence at 
the scale of the RCM appears to be somewhat diminished 
as local effects are also resolved. The summer and autumn 
coastal soil moisture deficit seen in W-ECH and W-CCS 
(Fig. 9), caused by the simulated rainfall decline in these 
areas, results in increased sensible heat flux (Fig. 10). This 
results in the simulation of larger temperature increases on 
the coast compared to inland areas where there is a smaller 
decline in soil moisture. Our finding of a relationship 
between dry soils and sensible heat flux impacting day-
time temperatures is supported by Fischer et al. (2007) and 
Stéfanon et al. (2014) who found that soil moisture deficits 
contributed to higher maximum temperatures and hence 
heatwaves in western Europe. While GCMs also simulate 
soil moisture feedbacks, it is likely that the parameterisa-
tions and increased resolution of the RCM are enabling soil 
moisture to have a greater influence on temperature com-
pared to the GCM. However, the ability of the WRF model 
to simulate soil moisture in SWWA has not been validated 
against observations and as such this model limitation 
needs to be considered when interpreting this finding.
Globally, GCMs tend to project a reduction in the future 
diurnal temperature range (DTR) (Collins et al. 2013). 
Reduced DTR is frequently attributed to an increase in 
cloud cover which inhibits outgoing longwave radiation 
and causes minimum temperatures to rise faster than maxi-
mum temperatures (Dai et al. 1999). Contrary to these find-
ings, our results indicate that there is strong model agree-
ment for increased DTR in SWWA. We explore possible 
attributions as to why this is the case and find that models 
simulate very little difference in mean seasonal cloud cover 
between the two climate periods. Models therefore suggest 
Fig. 11  Mean seasonal rainfall differences (1970–1999 to 2030–2059) for the GCMs CCSM (CCS), CSIRO (CSI), ECHAM5 (ECH)
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that nighttime temperatures in SWWA may not experience 
amplified warming through increased cloud cover. How-
ever, this finding is uncertain because the performance of 
the model at replicating SWWA climatological cloud pro-
cesses has not been evaluated as a part of this study. Sum-
mer soil moisture deficits have been associated with areas 
of enhanced daytime warming in SWWA and we now sug-
gest that the soil moisture deficit, which is ubiquitous for 
all simulations in winter and spring, and the subsequent 
increase in daytime sensible heat flux is amplifying day-
time warming in the model, leading to an increased DTR.
Standardised distributions of daily minimum and maxi-
mum temperature provide some evidence that there are 
changes in standard deviation between historical and 
future simulations (Figs. 4c, 5c). These are in line with the 
findings of Donat and Alexander (2012) who also found 
observed increases in nighttime temperature standard devi-
ation in Western Australia. We do not examine possible 
attributions for increased nighttime temperature variability 
here, however we do note that previous studies examining 
Australian daily temperatures have suggested that distribu-
tions of temperature are compound in nature, comprising 
Fig. 12  Seasonal mean rainfall differences between historical (1970–1999) and future (2030–2059) climate simulations. Stippling shows areas 
where there is a statistically significant difference at a 95 % confidence interval
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of two or more distributions relating to specific air masses 
(Trewin 2001; Grace and Curran 1993). It is possible there-
fore, that increased variability is a result of unequal warm-
ing between the individual distributions comprising the 
compound distribution. Understanding the physical pro-
cesses driving increased temperature variability will be the 
focus of future research.
Statistically significant differences between the stand-
ardised distributions for W-CCS in areas where there is no 
change in standard deviation are apparent. This suggests 
that shifts in skewness and kurtosis may also contribute to 
differences between historical and future simulated tem-
perature distributions. Perron and Sura (2013) examined a 
number of climate variables, including daily temperature 
distributions, and found that in addition to mean and stand-
ard deviation, the distribution of air temperature was also 
defined by skewness and kurtosis. Hence, our finding that 
skewness and kurtosis influence temperature distributions, 
is in line with the findings of Perron and Sura (2013). Posi-
tive changes to skewness indicate that the distribution is 
skewing further to the right, or hotter temperatures, while 
increases in kurtosis mean that the distribution is becom-
ing more peaked, with more data in the middle of the dis-
tribution and less at the tails. Our simulations suggest that 
the skewness and kurtosis of maximum temperatures may 
decrease in the future. Simulated minimum temperature 
kurtosis is also expected to decline however the direction 
of change in skewness is uncertain because models do not 
agree on the direction of the change. It is therefore appar-
ent from our findings that changes in skewness and kurtosis 
exist between the historical and future climate simulations 
and more research is needed to understand both the statisti-
cal significance of these changes and their implications.
Notwithstanding, our simulation results indicate 
that the standard deviation of minimum temperatures 
is increasing. Nighttime temperature PDFs show an 
increased spread of temperatures and it is apparent that 
the TNN index does not increase as much as mean night-
time temperatures in the simulation. Furthermore, stand-
ardised minimum temperature PDFs show a significant 
difference which is consistent across all simulations in the 
north west corner of SWWA and in patches on the south-
ern coastline. Hence, these simulations suggest that, while 
average minimum temperatures are likely to increase, the 
likelihood of very cold nighttime temperatures may not 
necessarily decrease. Despite this finding, simulations 
do indicate that the incidence of frost, illustrated by the 
FD index in Fig. 14, in SWWA will decline significantly. 
Recent research on observed historical (1980–2011) frost 
trends in SWWA by Dittus et al. (2014) found that the 
number of frost days in some areas of SWWA is increas-
ing, despite increases in average nighttime temperatures 
over the same period. The finding from our simulations of 
a future frost decline is in contrast to Dittus et al. (2014). 
One possible explanation for this contrast is that, by 2030, 
the simulated increase in mean nighttime temperature 
is large enough to offset the trend found by Dittus et al. 
(2014), outweighing the effect of increased minimum 
temperature variability on frost risk. Establishing this 
however requires further analysis as to whether WRF is 
able to capture the increasing trend in frost at these loca-
tions under current climate.
Only W-CSI and W-ECH PDFs show an increase 
in standard deviation for maximum temperatures, and 
increases in the TXX index are fairly consistent with 
increases in mean summer daytime temperatures. Increased 
temperature variability has been found previously by 
Ylhaisi and Raisanen (2013) in the northern hemisphere 
mid-latitudes, however they found that the signal to noise 
ratio of increased variability outside of this region was gen-
erally low. These findings are consistent with our simula-
tion results which do not suggest an increase in maximum 
Fig. 13  Boxplot showing the range of winter front days comparing 
historical (1970–1999) and future simulations. The centre line dis-
plays mean values, the box bounds one standard deviation from the 
mean and tails represent the range of values
Fig. 14  Mean annual difference between historical (1970–1999) 
and future (2030–2059) for DTR, TXX and TNN temperature indices 
mean growing season difference is shown for the FD and SU indices. 
Stippling shows where the changes in the distribution of the indices is 
significant at the 95 % confidence level
▸
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temperature variability. Furthermore, an analysis of temper-
ature extremes by Kharin et al. (2007) found that changes 
in maximum temperature extremes generally followed 
mean changes in summer maximum temperatures and our 
simulations support this finding also. Notwithstanding, the 
significant increases in the TXX and SU indices found in 
the simulations illustrate that mean temperature changes 
alone are sufficient to increase the likelihood of extreme 
temperature events. In particular, simulated increases in 
SU underscore the increased risk of heat stress in SWWA 
cereal crops in the future.
4.2  Rainfall changes
Compared to temperature results, there is far greater 
uncertainty as to the direction and magnitude of future 
precipitation changes in results from the RCM. This high 
degree of uncertainty is unsurprising because interannual 
rainfall variability in SWWA is much higher than tempera-
ture variability and GCMs generally demonstrate greater 
uncertainty with respect to precipitation (Alexander and 
Arblaster 2009). Notwithstanding, our simulation results 
show an overall decline in rainfall, particularly in winter 
which is the dominant rainfall season. Simulation results 
are generally consistent with findings from GCMs, shown 
in Fig. 11, and found by other GCM studies including the 
SWWA region (Suppiah et al. 2007). However, spatial 
patterns are apparent in the RCM results which are not 
found at the resolution of the GCM. For example, results 
from W-CCS and W-ECH highlight a differential rain-
fall decline in the vicinity of the Darling Scarp. In these 
simulations, rainfall on the western side of the Scarp is 
expected to experience a relatively small decline compared 
to the east of the Scarp.
Historical winter rainfall decline in SWWA has been 
attributed to a poleward movement of the subtropical ridge, 
which diverts storm tracks to higher latitudes and results 
in fewer rain bearing cold fronts traversing the region. 
Seidel et al. (2008) found that this transition of the ridge 
could be attributed to the strengthening of the Hadley Cell 
and GCMs indicate that this strengthening will continue 
throughout the twenty-first century, reducing the baro-
clinic instability at the latitude of SWWA (Grainger et al. 
2013). All of our simulations illustrate increased winter 
mean SLP to the south of Western Australia which reflects 
the projected ongoing poleward shift of the subtropical 
ridge. Smith et al. (2000) found that SLP was well corre-
lated with winter rainfall in SWWA and could account for 
up to 60 % of rainfall variability. This relationship between 
SLP and rainfall is illustrated by the different winter rain-
fall responses between the three simulations; W-ECH has 
the largest winter SLP increase and the largest decline 
in winter rainfall. Conversely, W-CSI has the smallest 
winter precipitation decline and shows very little change 
in SLP. Analysis of the number of simulated winter front 
days also suggests a decline in the number of cold fronts 
traversing the region, however these differences are gen-
erally small. Our finding that the simulated winter PRCP-
TOT is expected to decline by an average of approximately 
5 days per season further supports the attribution of rainfall 
decline to fewer fronts traversing the region. However, it 
should be noted that fronts are not the only systems deliv-
ering winter rainfall to SWWA. Pook et al. (2012) dem-
onstrated that cutoff lows are also responsible for rain in 
the region, particularly in the the autumn, and Risbey et al. 
(2013) showed that the rainfall from cutoff systems in the 
growing season has declined since the 1990s. While the 
rainfall contribution of cutoff lows is greatest in the autumn 
(Pook et al. 2012), these systems do contribute somewhat 
to winter rainfall. Because our study does not examine the 
occurrence of cutoff systems in the simulation, it is possi-
ble that winter changes in the frequency and/or magnitude 
of these systems events are impacting our findings on simu-
lated frontal changes.
While there is strong evidence to support a poleward 
transition of the subtropical ridge and hence extra-tropical 
storms, there is little evidence to suggest an intensification 
or reduction in the strength of these systems (Bengtsson 
et al. 2009). It is therefore not surprising that our simula-
tion results show little change in winter rainfall intensity. 
This result is also in line with the findings of Alexander and 
Arblaster (2009) who, in their analysis of CMIP3 GCMs, 
determined that SWWA SDII would remain fairly constant 
throughout the twenty-first century.
Changes to summer rainfall display less model agree-
ment, and hence more uncertainty, than winter rainfall. 
Relative to the observed mean summer rainfall (Fig. 2), the 
magnitude of simulated changes are very large. For exam-
ple, W-ECH projects that summer rainfall will as much as 
double in some areas. This increase can be attributed to 
an intensification of summer rainfall events as opposed to 
more frequent events. We refer to the fact that the simu-
lated number of large scale summer rain events (Table 3) 
and summer PRCPTOT (Fig. 15) remain relatively constant 
as evidence to support this finding. Simulated changes to 
summer rainfall intensity are exceptionally large com-
pared to our winter SDII and changes seen in other stud-
ies. For example, W-ECH shows summer SDII increases 
of up to 6 mm day−1 while other studies have reported 
annual changes to SDII of under 0.001 mm day−1 (Alex-
ander and Arblaster 2009). The very large magnitude 
Fig. 15  Mean summer and winter differences (1970–1999 to 2030–
2059) for SDII and PRCPTOT. Mean annual differences are shown 
for CDD and CWD. Stippling shows areas where the difference is 
significant at a 95 % confidence interval
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of these intensity shifts can be attributed to the fact that 
simulated summer rainfall changes are relatively high and 
because there are so few summer rain days in the region. 
Consequently, a small number of very large rain events 
in the simulation can shift this index markedly, even over 
a 30 years climatology. SWWA summer rain events are 
caused by interactions with tropical disturbances in Aus-
tralia’s north west and recent work has established that the 
frequency and intensity of these disturbances has increased 
in the last two decades (O’Donnell et al. 2015). This trend 
is poorly represented in CMIP3 GCMs (Cai et al. 2011) 
and this uncertainty is a likely source of the lack of model 
agreement for summer rainfall changes seen in our results. 
Although our confidence in the simulated findings of sum-
mer rainfall change is low, the established impact of tropi-
cal cyclones on SWWA summer rainfall and the risk of 
serious consequences, including flash flooding and erosion 
of arable land, mean that a greater understanding of the 
processes driving summer rainfall in SWWA is needed.
Indices which measure the maximum length of wet 
(CWD) and dry (CDD) spells provide some indication 
of how rainfall patterns are likely to vary. Alexander and 
Arblaster (2009) found that by the end of the twenty-first 
century, SWWA can expect much longer dry spells. In 
our simulated results we find that, with the exception of 
the southern coast, CDD will increase by approximately 
15 days a year and this result is significant over patches of 
the SWWA. Similarly, simulations show that the number of 
consecutive wet days will decline as fewer storms traverse 
the region in winter.
While our simulation ensemble has drawn from a num-
ber of GCMs to reduce uncertainty in our findings, the fact 
that we use only a single RCM configuration is a limita-
tion of our experimental design because WRF has a known 
sensitivity to the choice of model physical parameterisa-
tions (Argueso et al. 2011). We note that other RCM stud-
ies [for example Evans et al. (2011)] use an ensemble of 
RCM configurations to reduce the uncertainty from using 
a single cohort of physical parameterisations. However, 
our research was limited by the computational resources 
required to undertake a larger ensemble using both multi-
ple RCMs and GCMs. Our results are also constrained by 
limitations in our model domain configuration, which lead 
to high negative precipitation biases in the extreme south 
west corner of the region (Andrys et al. 2015b). As a conse-
quence of these biases, future climate data from this small 
region should be interpreted with caution.
5  Conclusion
Projections of future climate change (2030–2059) for 
SWWA are analysed for a RCM ensemble using WRF with 
lateral boundary conditions from three CMIP3 GCMs; 
CCSM3, CSIRO mk3.5 and ECHAM5. By dynamically 
downscaling GCM output, WRF provides climate data at 
a horizontal scale that allows for the resolution of local 
topography and the development of local effects, such as 
land atmosphere interactions, which have been found to 
have a strong impact on the climate of SWWA (Hirsch et al. 
2014). We find that the RCM adds value to GCM output 
in SWWA by illustrating the importance of regional scale 
soil moisture feedback and its impact on enhanced daytime 
warming, and resolving differential rainfall changes in the 
vicinity of regional scale topography such as the Darling 
Scarp.
Our simulation results indicate that daytime tempera-
tures will increase more than nighttime temperatures. This 
is attributed to a simulated decline in soil moisture which in 
turn increases sensible heat flux at the surface, hence ampli-
fying daytime temperature increases and the DTR. Climate 
change is more commonly associated with a decline in 
DTR, caused by increased cloud cover enhancing the rate 
of nighttime warming, however we find no evidence for 
increased cloudiness in SWWA in these simulations. While 
the rate of nighttime warming is lower, simulations do pro-
vide evidence that the variability of minimum temperatures 
is increasing because the coldest nighttime temperatures 
are not increasing at the same rate as mean temperatures.
There is model consensus indicating a decline in winter 
rainfall and two of the simulations (W-ECH and W-CCS) 
show that this decline is statistically significant. However, 
there is little statistically significant change for all other 
seasons. W-ECH and W-CCS also show that the spatial dis-
tribution of winter rainfall decline is influenced by the Dar-
ling Scarp, because smaller rainfall reductions are expected 
on the western side of the Scarp than to the east. Declin-
ing winter rainfall is consistent with historical trends of 
rainfall in SWWA which is attributed to a southerly shift 
in storm tracks reducing the number of fronts passing over 
the region. The continuation of this southerly shift in storm 
tracks is indicated by the simulated increase in winter mean 
SLP in SWWA. We also find that the number of simulated 
winter front days and the number of winter precipitation 
days are expected to decrease. The lack of marked variation 
in winter SDII in the simulations indicates that the intensity 
of those winter storms which do bring rain to SWWA is not 
expected to change.
Summer precipitation in SWWA has been shown to be 
difficult to replicate (Andrys et al. 2015b; Kala et al. 2015) 
and this difficulty is reflected here as models vary widely 
in their projections. Unfortunately, this variation makes 
it difficult to draw any conclusions for summer rainfall. 
However, the summer SDII index does display some very 
large changes to precipitation intensity which, due to the 
potential risks posed by such considerable changes to 
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the hydrological regime, warrant further research to fully 
understand the mechanisms driving the projected changes.
Changes in temperature and precipitation are likely 
to impact cereal cropping in SWWA in the future. While 
agriculture is likely to benefit from a reduction in frost, this 
benefit may be offset by an ongoing decline in rainfall and 
the increased likelihood of heat stress which will be the 
greatest in the region’s northeast.
We attribute the simulated spatial distribution of daytime 
warming to changes in soil moisture which in turn influ-
ences the partitioning of surface heat flux. Areas with soil 
moisture deficits show increased sensible heat flux and tend 
to display greater daytime temperature increases. Changes 
in soil moisture are predominantly caused by variations in 
rainfall and we have shown that simulated rainfall changes, 
with the exception of winter rainfall, are highly uncertain. 
Therefore, it follows that a degree of this uncertainty needs 
to be applied to our temperature findings also. Our research 
highlights the significance of interrelationships between 
climate variables and also the importance of land atmos-
phere interactions on climate in SWWA.
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6.3 Chapter Summary
This Chapter explored the projected changes to SWWA mean and extreme
climate simulated by WRF, when driven with 3 CMIP3 GCMs under the A2
future emissions scenario. Results show that the RCM provides finer spatial
representation of projected climate change when compared to projections from
the GCMs. While GCM projections indicate that the largest projected temper-
ature increases will occur inland, the RCM indicates that daytime temperature
increases are generally the greatest along the coast and are up to 2oC in the sum-
mer. The RCM shows that these areas of greatest daytime temperature increase
correspond with areas of reduced soil moisture which in turn increases surface
sensible heat flux. Furthermore, the RCM projects that DTR is likely to increase
in SWWA by up to 0.5oC which contrasts with the findings from GCMs that
suggest DTR will decrease.
The statistical significance of simulated changes in daily temperatures was
explored and it was found that the projected increase in the variability of night
time temperatures was statistically significant. An observed increase in FD at
some stations in SWWA found by Dittus et al. (2014) was attributed to in-
creased night time temperature variability however the RCM shows that FD in
the SWWA is projected to decline to the extent that certain frost affected areas
are projected to no longer experience frost. Simulations suggest that extreme heat
days in SWWA are expected to increase, as shown by the SU and TXX indices.
Growing season SU is projected to increase by 3 days per season in northern
SWWA while TXX is projected to increase by up to 3
oC in the region’s south.
Models agree that a decline in winter rainfall is projected of up to 20 mm
month -1 and the spatial distribution of this rainfall decline is influenced by the
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Darling Scarp in two of the three simulations. Results illustrate that regional
factors, such as the topography of the Darling Scarp and soil moisture feedbacks,
are expected to impact climate change in SWWA. For example, soil moisture
feedbacks at the scale of the RCM cause larger temperature increases in areas of
soil moisture deficit, while the topography of the Darling Scarp results in greater
rainfall reductions in the lee of the Scarp. These local influences overshadow the
broad scale patterns of warming projected by GCMs. A lack of model agreement
on the significance of rainfall projections mean that there is a large degree of un-
certainty on the expected magnitude of the decrease in winter precipitation. This
uncertainty can be predominantly attributed to the uncertainty inherent from the
GCMs used as lateral boundary conditions. However, the 5 km resolution used
lies within the so-called grey-zone for simulating convective rainfall as discussed
in Chapter 2. This means that at least some of the uncertainty should also be at-
tributed to the domain resolution. Overall, results demonstrate the added value
of regional climate modelling for providing high resolution projections of climate
change in regions where local effects have a strong influence on the climatology.
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CHAPTER 7
GENERAL DISCUSSION AND CONCLUSION
High resolution, regional projections of climate change are in demand by
industries that are at risk from a changing climate. While regional climate models
can provide this data, there is inherent uncertainty in the regional climate mod-
elling process and consequently, models require extensive validation before the
results of a regional climate study can be used with any confidence. The aim of
this thesis was to evaluate the capabilities of a RCM over SWWA, a region of high
biological diversity with extensive agricultural resources that is under significant
risk of adverse effects caused by climate change. The model was evaluated by
critically examining those factors found to be important for value added regional
climate modelling, and then to used to produce high resolution projections of
climate change. The research questions answered in this study were as follows.
1. What is the most appropriate RCM physical parameterisation configuration
for the climate and geography of SWWA?
2. Can the RCM reproduce a historical 30 year climatology for SWWA using
reanalysis data as LBCs?
3. Using LBCs from an ensemble of GCMs, can the RCM reproduce the his-
torical climatology of SWWA better than the GCM and how do the results
compare with the reanalysis simulation from question 2?
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4. What are the differences between climate projections from the driving
GCMs and the RCM, what processes drive these differences, and are the
future changes projected by the RCM statistically significant?
In Chapter 3 a sensitivity study was conducted to address the first research
question by determining the most appropriate combination of model physical
paramaterisation options for SWWA. It was found that the choice of radiation
scheme had a marked impact on both temperature and precipitation while the
PBL scheme had an influence on night time temperatures but little influence
on rainfall. Many of the outcomes from this paper reinforced those from earlier
sensitivity studies; for example, finding that the RRTMG, YSU and KF schemes
should not be used together mirrors the recommendation of Evans et al. (2011).
However, other results, such as the lack of rainfall sensitivity to convection and
PBL schemes appear unique to SWWA because earlier sensitivity studies found
that rainfall was highly sensitive to the choice of convection and PBL parameter-
isations (Argüeso et al., 2011; Flaounas et al., 2010; Crétat et al., 2011). Dispar-
ities between sensitivity studies in different geographical locations highlight the
importance of performing a sensitivity study tailored to the geographical area of
interest as a first step in the regional climate modelling process. A particularly
interesting finding of this sensitivity study was that parameterisation options are
also sensitive to the choice of LBCs. In this case, the RRTMG radiation scheme
was found to produce very different results when the LBCs were varied. As a con-
sequence, future sensitivity studies should consider incorporating an ensemble of
boundary conditions in addition to trialing different physics options.
Chapter 4, addressed the second research question by assessing the ability of
the RCM to reproduce the climate of SWWA for the historical period (1981-2010)
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when using LBCs from the ERA-Interim relanalysis. The RCM used the most
appropriate model physical parameterisations that were determined in Chapter
3. To address some of the issues with replicating summer rainfall and winter
rainfall in the vicinity of the Darling Scarp outlined in Chapter 3, a 5 km con-
vection resolving domain was used and compared with the 10 km domain. The
5 km domain was found to improve the representation of rainfall windward of
the Darling Scarp and also improved the simulation of summer rainfall. Further-
more the 5 km domain also reduced some of the systematic positive bias for FD
which was found in the 10 km domain and improved on the spatial distribution
of frost. Rainfall improvements were attributed to explicitly resolving convec-
tion combined with the improved representation of topographical features, and
results were consistent with other regional climate studies that used a 5 km or
finer, convection resolving resolution (Warrach-Sagi et al., 2013; Villarroel et al.,
2013; Kusaka et al., 2010).
Chapter 4 also showed that the positioning of the 5 km domain was con-
tributing to negative rainfall biases along the SWWA west coast which were
particularly apparent in the extreme south west corner in winter. This bias was
determined to be caused by grid edge effects, which were also found in other
WRF simulations (Seth and Giorgi, 1998; Lowrey and Yang, 2008). Much of the
bias was able to be eliminated by extending the domain a further 50 km in a
southerly and westerly direction into the Southern and Indian Oceans. Notwith-
standing the impact of the grid edge-effects, the 5 km domain provided marked
improvements in the replication of topographically enhanced rainfall near the
Darling Scarp and hence rainfall generally, and as such it was determined that
this domain was the most effective resolution for ongoing model evaluation and
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future climate projections.
Having assessed the ability of the RCM in simulating the historical climate
of SWWA using reanalysis data as LBCs, Chapter 5 addressed the third research
question, which was to assess the ability of the RCM to replicate the historical
climatology (1970-1999) of SWWA using boundary conditions from an ensemble
of GCMs. 3 of the 4 ensemble members that were evaluated were found to
replicate the climatology of SWWA better than the driving GCM. Because winter
cold fronts are the main source of rainfall for SWWA, ensemble members were
evaluated on their ability to simulate these systems using an algorithm to detect
cold fronts from thermal gradients at the 850 hPa level. Simulations were found to
replicate the cold fronts well, however the simulation using boundary conditions
from the MIROC GCM overestimated the number of front days in the region.
This was attributed to the mean winter position of the subtropical high pressure
belt in this simulation being too far north, permitting more storms than observed
to traverse SWWA.
Some systematic temperature biases were present in the ensemble members
and the RCM was found to be colder than the driving GCM in all simulations.
These biases impacted model skill in representing temperature extremes and this
was particularly apparent in the simulation using MIROC boundary conditions,
which was the worst performing RCM for temperature. The poor performance
of the MIROC forced simulation at replicating daytime temperatures was most
apparent in summer and attributed to incorrect prevailing surface winds. Instead
of advecting hot air from the continental interior during summer, this simulation
advected colder air from the southern coastal region.
The temperature and precipitation biases found in the simulation down-
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scaling MIROC boundary conditions meant that this RCM was not adding value
to the GCM and hence it was not used for future climate projections. The high
biases for the MIROC forced simulation were surprising because MIROC was
found to represent Australian climate well by Perkins et al. (2007). Issues with
the MIROC forced simulation were most likely caused by the position of the RCM
lateral boundaries being in areas where MIROC has been reported by other stud-
ies to perform poorly. For example Connolley and Bracegirdle (2007) found that
MIROC performed poorly over Antarctica, near the southern boundary of the
RCM, while Irving et al. (2011) showed that MIROC demonstrated poor perfor-
mance in the tropical Pacific, which comprised the northern and eastern RCM
boundaries. This finding has implications for future regional climate studies be-
cause traditionally, if a GCM is found to perform well over a region then it is
considered to be a good candidate for downscaling. In this case, results illustrate
that the performance of the GCM in the vicinity of the lateral boundaries is a
far more important consideration.
Chapter 6 addressed the final research question by examining projections of
future climate (1970-1999 compared to 2030-2059) using the 3 RCMs that were
successfully evaluated in Chapter 5. The RCM ensemble improved on the spatial
representation of climate projections when compared to the GCM and results
suggest that this was through enhanced representation of regional scale topogra-
phy and land-atmosphere interactions. A plain English summary of the projected
changes in SWWA climate can be found in Appendix B. RCM projections differed
from GCM projections because, at the scale of the RCM, soil moisture deficits
had a larger influence on coastal temperature changes than the land sea thermal
contrast, which is a major influence on the spatial distribution of temperature
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increases at the scale of the GCM (Fasullo, 2010). The ability of the RCM to
represent the impact of soil moisture deficits on regional climate change is an im-
portant finding for future climate projection and attribution research because soil
moisture has been shown by Timbal et al. (2002) to be a major driver of climate
variability in Australia and dry soils have been found to exacerbate heatwave
conditions (Nicholls and Larsen, 2011).
The differences illustrated between the projections from the RCM and the
global models for SWWA in Chapter 6 have also been found in previous RCM
studies. Salathé et al. (2008) showed that interactions between the large scale
climate and regional topography altered circulation patterns and hence the spa-
tial distribution of projected warming in the United States Pacific Northwest.
While the processes driving the differences between RCM and GCM projections
in Salathé et al. (2008) were different to those found in this study, their results
support the finding from this study that regional influences on climate change can
be substantial, and therefore, regional climate modelling is essential for impact
studies in SWWA.
Increased climate variability has been suggested as a consequence of climate
change however in the past it has been difficult to quantify the statistical signif-
icance of changes in climate variability. A statistical approach was introduced in
Chapter 6, building on the concept of relative entropy by previous studies (Naveau
et al., 2014; Shukla et al., 2006; Tippett et al., 2004) which enabled significance
testing of climate variability; including mean, variance, skewness and kurtosis.
This approach was used to show that the distributions of both daytime and night
time temperatures are projected to change significantly. By decomposing tem-
perature distributions, projections showed a statistically significant increase in
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night time temperature variance. Significant changes in minimum temperature
skewness and kurtosis were also indicated by 2 out of 3 ensemble members. The
statistical method introduced in this Chapter enables a robust and relatively sim-
ple analysis of higher order statistical moments without requiring the data to be
normally distributed.
In addition to providing high resolution climate projections for SWWA,
this research illustrates the importance of extensive model validation as outlined
by Xue et al. (2014) to ensure that the RCM adds value to the GCMs being
downscaled. Furthermore, the thesis introduces a number of key research findings
to advance future regional climate modelling research including;
1. WRF sensitivity studies should consider using an ensemble of reanalysis
packages because boundary conditions can affect the sensitivity of param-
eterisation options.
2. The performance of GCMs in the vicinity of the lateral boundaries of the
RCM is likely to be a better indicator of downscaling ability than the per-
formance of the GCM in the region of interest.
3. Relative entropy is a useful approach for testing the statistical significance of
changes to climate variability and higher order statistical moments. Because
the method does not make any assumptions as to the type of distribution
being analysed it has scope to be used for analysing climate variables with
non Gaussian distributions.
Results from this thesis highlight that the RCM has added value to the
low resolution projections of the GCMs. These findings fulfill the aims of this
thesis, to provide high resolution projections of future climate change for SWWA
165
and address the research questions posed in Chapter 1. Notwithstanding, fur-
ther research questions and opportunities for ongoing study have arisen from
this thesis. Firstly, to be used for impact assessment for agriculture, forestry
and other sectors in SWWA, bias correction techniques will need to be analysed
and applied to the RCM outputs to investigate changes in absolute temperature
thresholds. Secondly, the finding from this thesis that frost is expected to de-
cline in SWWA somewhat contradicts the observed trend of increasing frost at
some SWWA stations (Dittus et al., 2014). Based on results of this thesis which
showed an increase in mean night time temperatures, one can speculate that any
increase in the incidence of frost has been overshadowed by the magnitude of
the mean night time temperature increase. To adequately understand this con-
tradiction however, further research into understanding the mechanisms driving
these frost trends is needed. A plausible hypothesis to be tested could be that
a reduction in cloudiness and nocturnal turbulence leads to greater loss of long
wave radiation from the land surface leading to frost conditions. Thirdly, the
statistical approach introduced in this thesis only considers changes to tempera-
ture variability. Research into applying this method to rainfall variability changes
would enable greater insight into projected rainfall in SWWA. Fourthly, recent
research by Bruyère et al. (2014) and Xu and Yang (2012) has highlighted the
merits of bias correcting GCMs prior to downscaling. This approach should be
assessed in future regional climate studies. Finally, the GCM data used in this
research was from the now superseded CMIP3. Future regional climate modelling
work in SWWA using CMIP5 GCM data and applying many of the findings from
the evaluation process in this thesis would provide additional insight into future
climate change in SWWA.
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SUMMARY OF CLIMATE PROJECTIONS
FOR SWWA 1970-1999 COMPARED WITH
2030-2059
A plain English summary of the climate projection findings for SWWA
based on the ensemble average of the three regional climate simulations used in
this study.
B.1 Projected Changes to rainfall
1. Rainfall is projected to decline in the winter for much of SWWA by up to
20 mm per month. The projected decline is expected to be the greatest to
the east of the Darling Scarp.
2. Autumn rainfall is also projected to decline slightly in the south west and
increase in the north east while spring and summer rainfall is projected to
generally remain the same.
3. Summer daily rainfall intensity is projected to increase in certain areas
up to 3 mm per day while winter rainfall intensity is projected to remain
consistent.
4. The number of rain days in winter is projected to decline by up to 6 days
a season while the number of summer rain days is projected to remain
constant.
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Figure B.1: Seasonal ensemble mean rainfall differences between historical (1970-
1999) and future (2030-2059) climate
5. Some regions in SWWA are projected to experience an increase in the length
of dry spells by up to 10 days a year while the length of wet spells is
projected to decline in some areas by up to 2 days
B.2 Projected Changes to Temperature
1. Maximum temperatures are projected to increase the most in summer.
Along the west coast this increase will be up to 2oC
2. Maximum temperatures are projected to increase by to up 1oC across
SWWA in the winter.
3. In all seasons, minimum temperatures are not projected to increase as much
as maximum temperatures.
4. In most regions and seasons, minimum temperatures are projected to in-
crease by no more than 1oC
5. Regions which are projected to have the largest daytime temperature in-
crease are also projected to experience some of the largest reductions in
rainfall, indicating that there is a link between reduced rainfall and in-
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Figure B.2: Seasonal ensemble mean temperature differences between historical
(1970-1999) and future (2030-2059) climate. Stippling indicates areas where all
models agree that the difference between future and historical temperature is
significant
creased temperatures.
6. Across most of SWWA, the daily range of temperatures is projected to
increase by up to 0.4oC
7. The projected coldest annual minimum temperature is projected to increase
by up to 1oC
8. The projected hottest annual maximum temperature is projected to increase
by up to 2oC
9. Frost days in the cereal crop growing season are projected to decline. Some
regions historically at risk of frost are projected to experience no frost at
all in the future climate period.
10. During the growing season, hot days of over 34oC are projected to increase
by up to 3 days every season in the north of SWWA.
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