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Abstract—Localized spectro-temporal analysis is a novel 
feature extraction strategy in speech recognition, which was 
inspired by neurophysiological findings. Here we perform 
phone recognition experiments on features that are 
extracted from the patches of the critical-band log-energy 
spectrum by applying the two-dimensional cosine trans-
form. We find that in phone recognition experiments the 
proposed feature set yields results similar to the standard 
MFCC features under clean conditions, while it provides a 
significantly smaller performance degradation in noisy 
conditions. Moreover, we show that the new and the 
standard features can be readily combined to improve the 
recognition accuracy still further. 
I. INTRODUCTION 
The traditional feature extraction methods used in 
speech recognition have a mathematical basis, and take 
only the most fundamental properties of articulation and 
hearing into consideration. For example, the most 
commonly applied mel-frequency cepstral coefficients 
(MFCC) [1] are extracted from small, 20-30 millisecond 
pieces of the speech signal using conventional signal 
processing algorithms like the Fourier transform and the 
cosine transform. Nowadays it is known that human 
cortical cells detect joint spectro-temporal modulations 
[2]. Compared to what is known about the time-frequency 
tuning of these cells, the resolution of the conventional 
MFCC representation is much narrower in time and much 
wider in frequency. In addition to the neurophysiological 
and psychoacoustic findings, there is a further, purely 
practical argument for applying a localized feature 
extraction method: when the signal is corrupted with 
band-limited noise, a spectrally global analysis technique 
such as the MFCC will result in all the features being 
contaminated by the noise. When using localized patches, 
however, only a subset of the features will be affected, and 
hence we expect this analysis approach to be more robust 
to noise.  
In this paper we experiment with a quite simple 
modification of the MFCC algorithm that works with 
localized spectro-temporal patches of the spectral 
representation instead of the narrow time-span and global 
frequency-span windows of the standard MFCC 
technique. The first set of experiments extends our earlier 
study [3]: there we tuned the parameters of the feature 
extraction method, but the testing consisted of only the 
classification of phonetic segments. Here we move on to 
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the recognition of phonetic strings, which is much closer 
to real tasks of speech recognition. As before, we compare 
the performance of the conventional and the proposed 
representation with varying noise levels. In the second 
part we describe a simple way of combining the standard 
and the novel features, which improves the performance 
of the recognizer under clean conditions as well. 
II. CONVENTIONAL MFCC FEATURES 
Currently the so-called Mel-Frequency Cepstral 
Coefficient (MFCC) vector is the standard acoustic 
representation in speech recognition [1]. The first step of 
its extraction is to cut the speech signal into small, 
uniform-sized pieces ('frames') of 20-30 milliseconds, 
during which the signal can be considered quasi-
stationary. These frames go through spectral analysis, 
typically using the fast Fourier-transform (FFT). The next 
step of MFCC extraction is the warping of the frequency 
scale. This is motivated by the fact that the human ear has 
a sensitivity that gradually decreases at higher frequencies, 
in contrast to the linear resolution provided by the FFT. 
The MFCC algorithm simulates this by summing bands of 
the Fourier spectrum using triangular-shaped weighting 
functions. These are placed uniformly along the auditory-
motivated mel-scale and they have a shape that is a coarse 
approximation of the critical bands of human hearing. 
These processing steps lead to a spectro-temporal 
representation that has a typical resolution of 100 feature 
vectors (i.e. columns) per second along the time axis and 
25-50 spectral bands (i.e. rows) along the frequency axis. 
The energy values of this representation are usually 
displayed on a decibel (i.e. logarithmic) scale, an example 
being shown in Fig 1. Next, the discrete cosine transform 
(DCT) is applied to each spectral slice; that is, each 
column of the critical-band energy map. This smooths the 
unimportant details of the spectral curve and retains only 
the envelope profile, and at the same time it also has an 
additional decorrelating effect. As smoothing is actually 
achieved by keeping just the first 10-15 DCT coefficients, 
this step inherently performs a dimensionality reduction as 
well. 
III. LOCALIZED SPECTRO-TEMPORAL FEATURES 
The method of processing the speech signal in uniform 
20-30 millisecond chunks has its roots in the speech 
coding tradition, and is retained mostly for technical 
convenience. Humans can barely recognize such short 
speech excerpts, which clearly shows that they are not an 
optimal choice for the basic unit of classification. Both 
physiological and psychoacoustic experimental results 
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Figure 1. The critical-band energy representation of a sentence. The 
black boxes show the shape of the feature extraction patches used by 
the MFCC (left) and the localized spectro-temporal features (right). 
indicate that the human brain extracts information from 
much longer time spans. Technically the simplest solution 
for this is to work with larger windows along the time-
axis: in neural-net based recognizers it is now standard 
practice to train the system on 9 or more neighboring 
MFCC vectors [7, 15, 16]. However, there is also 
evidence that the brain processes relatively narrow 
frequency bands quasi-separately [2, 6]. These findings 
motivate those feature extraction methods that process the 
spectro-temporal representation in patches which are 
localized in both time and frequency. The most popular 
among these methods is to analyze these localized time-
frequency patches by means of Gabor filters [8], but here 
we are going to follow the study of Bouvrie et al. [9], and 
apply two-dimensional DCT to process them. Fig. 1 
shows the difference between the analysis window of the 
standard MFCC and our 2D-DCT features. By default, the 
DCT returns the same number of coefficients as the size 
of its input array. Similar to the 1D case – that is, the 
computation of MFCC – one can throw away those 
coefficients of the 2D-DCT which correspond to higher 
modulation frequencies. With this step we smooth out the 
unnecessary fine details from the spectrum and reduce 
feature dimensionality at the same time. Bouvrie et al. 
proposed keeping only the 6 lowest-order 2D-DCT 
coefficients corresponding to the lower left 3x3 triangle of 
the coefficient matrix [9], while here we are going to keep 
9 coefficients. The right hand side of Fig. 1 shows the 
result of the 2D-DCT on a patch, and the arrangement of 
the coefficients kept. 
Though the studies of human perception can be 
indicative of the proper size of these time-frequency 
patches, in machine learning experiments different values 
may result in an optimal recognition performance. Here 
we would like to make our feature extraction as similar to 
the MFCC calculation as possible, so the time-frequency 
resolution of the spectral map will be the same as that for 
the MFCC calculation. As regards the size of the time-
frequency patches, in our earlier paper we made a 
thorough study of this [3]. Although here our aim is 
phonetic decoding and not simply segment classification, 
we think that this does not really influence the optimal 
patch size, so we will utilize those parameter values that 
were found optimal in that paper. 
IV. EXTENSION WITH DYNAMIC FEATURES 
One MFCC vector provides a static picture of a very 
small time instant of the speech signal. However, many 
psychoacoustic experiments confirm that for the 
recognition of phones in fluent speech the dynamics of 
the spectrum is more important [4]. In speech technology 
this observation led to the introduction of the so-called 
delta features, which are derivative-like values extracted 
using a couple of earlier and later values of each static 
feature. For example, the HTK software package [5] we 
employed in the experiments applies the formula 
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where the resulting Δt's are the so-called delta coefficients 
corresponding to the c static coefficient at time index t, 
and the default value of the window size Θ is 2. Usually 
the same computation is repeated on each Δ, leading to 
the set of ΔΔ or 'acceleration' features. These dynamic 
features can improve the recognition results considerably, 
and hence the concatenation of the static MFCCs, the Δ's 
and the ΔΔ's yields the classic feature set of speech 
recognition. 
Note that the dynamic features incorporate information 
not only from the actual vector, but from a couple of 
neighboring vectors as well. Hence, in an indirect and 
restricted way they do something like the proposed new 
features: they expand the span of analysis along the time 
axis. In the case of the 2D-DCT representation the input 
analysis window is already set much wider, so it seems to 
make no sense to extend the resulting coefficients with Δ's 
and the ΔΔ's – but we are going to examine this 
empirically. 
V. EXPERIMENTS WITH CLEAN SPEECH 
All the experiments we report are phone recognition 
experiments on the well-known TIMIT speech corpus 
[10]. In the train-test partitioning of the data we followed 
the widely accepted standard: the full set of the 3696 train 
sentences were used for training, and testing was always 
executed on the full test dataset of 1344 utterances. The 
phonetic labels of the database were fused into 39 
categories, which is again standard practice [11]. 
For the recognition experiments we used a so-called 
hybrid HMM/ANN speech recognizer [7]. In this 
construct a multi-layer perceptron neural net is applied to 
assess the probabilities of the phone classes for each 
frame. From the frame-level results one can decode the 
phonetic string belonging to the given utterance by using 
the Viterbi algorithm. For this purpose we applied a 
modified version of the HTK HVite tool [5]. The neural 
net applied in the system had one hidden layer; the output 
layer applied the softmax nonlinearity, while the hidden 
neurons worked with the sigmoid function. The number of 
output neurons was set to the number of classes (39), 
while the number of inputs varied according to the feature 
set used. The neural net was trained using standard 
backpropagation on 90% of the training data in semi-batch 
mode, and cross-validation on the remaining 10% was 
used as the stopping criterion. The cross-validation data 
was of course selected randomly. 
A. Frame-Level Classification Results 
The neural net was trained to minimize the 
classification error of the frames, so the frame-level error 
rate already gives a good indication of whether a feature 
set is good or not. In our experiments the MFCC 
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coefficients served as the baseline, which were extracted 
using the HCopy module of the HTK toolkit [5]. With the 
default parameters, 13 mel-cepstral coefficients were 
calculated over 25 ms time frames every 10 ms, and the 
vectors were augmented with the Δ and ΔΔ coefficients, 
as described in Section 2. Having added the dynamic 
features, each frame was represented by a 39-dimensional 
feature vector.  
The 2D-DCT features were extracted from the same 26 
critical-band log-energy values that served as the basis of 
MFCC calculation. The size of the time-frequency patches 
was set to 9x7 (width times height), and these patches 
were fitted on every second frequency band, altogether 
resulting in 12 patches along the frequency axis at any 
given time instance. These parameter values were chosen 
based on the experiments we outlined in [3]. The patches 
were transformed with the 2D-DCT and only 9 bins with 
the lowest indices were kept, as seen in Fig 1. The 9 
coefficients from the 12 patches altogether resulted in 108 
features per frame. 
The frame classification error rates obtained using 
various feature sets are shown in Table I. The baseline 
result was got with the 39 MFCC+Δ+ΔΔ coefficients and 
with 500 hidden neurons. The result for the basic 2D-DCT 
feature set is shown in the third row. Note that the  
2D-DCT feature vector is much bigger than the MFCC 
vector, and this is why we allowed more hidden neurons 
for this configuration. In general, we tried to increase the 
number of hidden neurons with the number of features, 
but this has the usual drawbacks: the training and 
evaluation times become longer, and the risk of overfitting 
also increases. 
With the MFCC feature set it is standard practice to use 
several neighboring frames instead of just one. The results 
shown in row 2 for 9 frames clearly justify this, though 
the number of features dramatically increases, and the size 
of the net also has to be adjusted. As the MFCC set 
includes the dynamic features, we tried to similarly extend 
the 2D-DCT features with the Δ and ΔΔ coefficients. The 
frame error rate showed that is was worth doing so, even 
at the price of a threefold increase in feature vector size. 
Note that only one vector of this feature set is almost as 
big as nine neighboring vectors of the MFCC set. Fortu-
nately, however, the corresponding error rates are also 
comparable, which tells us that the 2D-DCT features are 
more efficient in extracting long-term information. Next, 
we attempted to use several frames of this features set, but 
because of the already huge number of inputs we used 
only 5 frames and we did not increase the number of 
neurons. This experiment did not bring about further 
improvements, so in all the following tests the system 
briefly referred to as "MFCC-based" uses the 
configuration shown in row 2, while the "2D-DCT" 
system applies the parameters of row 4. 
B. Phone Recognition Results 
The frame-level phone probabilities were converted 
into phone strings using the HVite tool of HTK [5]. In the 
first experiment no language model was used at all, just to 
see how the pure acoustic models built upon the two 
feature sets perform. In this configuration there was only 
one adjustable parameter, namely the phone insertion 
penalty, which was set to -3. In the second experiment the 
system was extended with a simple phone bigram 
language model with a weight of 1.0. The error rates 
summarized in Table II were calculated from the accuracy 
scores of the recognition, which were obtained using the 
standard HTK evaluation tools and methodology. We 
observe that that the 2D-DCT system performed slightly 
worse when only the acoustic model was employed, but 
when the language model was present – which is the 
normal situation in speech recognition – the results 
obtained with the new and the classic feature set were 
practically identical. 
VI. NOISY SPEECH EXPERIMENTS 
As the time-frequency window used by the conven-
tional MFCC extraction contains all the frequency bins of 
a given time instance, the corruption of just a few 
frequency bands by noise will ruin the values of all the 
coefficients extracted. With localized time-frequency 
patches, however, only a subset of the patches gets 
corrupted by the noise, and hence only a subset of the 
features will be affected. Consequently, one can 
reasonably expect that the proposed features are less 
sensitive to band-limited noise and all those types of noise 
that conserve some of the time-frequency patches. To test 
this, we artificially contaminated the test dataset with 
noise of various levels and type. First we used pink noise, 
which has the highest energy at 0 Hz, and gradually tails 
off at higher frequencies, so the patches at higher 
frequencies are less and less contaminated. The second 
type of noise was babble noise, which simulates the effect 
of several people talking in the background. The noise 
samples were taken from the NOISEX-92 database [12], 
and the FaNT tool was used to add the noise with the 
proper SNR [13]. The amplitude of the noise was tuned to 
get a signal-to-noise ratio of 30, 20, 10 and 0 decibels in 
four different experimental settings. We should again 
emphasize that in all the noisy experiments training was 
performed on the clean data and only the testing was 
executed on the noisy dataset. 
In the noisy recognition tests we did not use a language 
model because we wanted to examine the performance of 
the acoustic features and models. The results are shown in 
Table III. As can be seen, the 2D-DCT features yield sig-
TABLE II.   
PHONE RECOGNITION ERROR RATES 
Feature type 
No language 
model 
Phone bigram 
language model 
MFCC 29.11% 27.13% 
2D-DCT 29.52% 27.05% 
 
TABLE I.   
FRAME CLASSIFICATION ERROR RATES 
Feature type 
Number of 
features 
Number of 
hidden units 
Frame error 
rate 
MFCC+Δ+ΔΔ 39 500 34.77% 
9*(MFCC+Δ+ΔΔ) 351 5000 27.87% 
2D-DCT 108 1000 31.57% 
2D-DCT+Δ+ΔΔ 324 5000 27.91% 
5*(2D-DCT+Δ+ΔΔ) 1620 5000 31.22% 
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nificantly lower error rates than the MFCCs in all but one 
case, and the difference increases with the level of noise. 
The findings are in accord with our earlier results where 
the task was simple phonetic segment classification [3]. 
VII. COMBINING THE TWO FEATURE SETS 
Apart from its superior performance in noise, the new 
feature set might help the recognition under clean 
conditions as well. Although Section V showed that it is 
no better than the MFCCs when used alone, we also have 
the possibility to combine the two feature streams. If the 
two feature sets perform poorly in different cases, then 
their combination might reduce the overall error rate. This 
is a popular research topic nowadays, and several methods 
have been proposed for combining feature streams (see, 
e.g. [14]). Here we are going to use a very simple 
technique: the phone posteriors produced by the two 
neural nets trained on the two feature sets will be 
concatenated, and a third neural net will be trained on this 
vector. If this second stage net is trained on several neigh-
boring frames – similar to the MFCC-based net – then it is 
able to correct some of the errors of the lower stage net(s) 
with the help of the long-term context. Hence, applying 
such a second stage network is already useful in itself, as 
was recently shown in [15] or [16]. We will compare our 
earlier results with two 2-stage configurations: the first is 
trained only on the MFCC-based posteriors, while the 
second combines the MFCC-based and the 2D-DCT based 
probabilities. The second stage network consisted of 1000 
hidden neurons, and was trained on 9 neighboring frames. 
The recognition results obtained with a phone bigram 
language model are shown in Table IV. The error rate 
reduction between the classic and the 2-stage models 
clearly shows the advantage of this modeling technique; 
and by comparing the second and third rows of the table 
we can see that the simple combination strategy of the two 
feature sets can reduce the recognition error rate still 
further. 
VIII. CONCLUSIONS 
In paper we extended our earlier results with localized 
spectro-temporal 2D-DCT features from simple segment 
classification to the recognition of phonetic strings. In 
agreement with the earlier findings, we found that the  
2D-DCT features give results that are similar to the 
standard features under clean conditions, and they are 
considerably more robust to performance degradation in 
noise. We also presented a simple strategy for the 
combination of the conventional and the new feature sets, 
and showed that it can bring about a better performance 
compared to using only the standard features. In the future 
we plan to do further experiments with other localized 
feature sets and combination schemes. 
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TABLE III.   
PHONE RECOGNITION ERROR RATES WITH NOISE-CONTAMINATED TEST DATA 
Feature set Clean 
Pink noise Babble noise 
30 dB 20 dB 10 dB 0 dB 30 dB 20 dB 10 dB 0 dB 
MFCC 29.11% 37.04% 56.78% 74.78% 85.57% 32.48% 48.04% 73.56% 86.29% 
2D-DCT 29.52% 34.30% 46.62% 67.01% 79.07% 33.18% 41.03% 58.36% 74.81% 
 
TABLE IV.   
PHONE RECOGNITION ERROR RATES OF THE 2-STAGE SYSTEM 
System & feature type Error rate 
1-stage, MFCC 27.13% 
2-stage, MFCC 25.11% 
2-stage, MFCC + 2D-DCT 24.37% 
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