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Stochastic Linear-Quadratic Optimal Control
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Jingrui Sun∗ Jie Xiong† Jiongmin Yong‡
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Abstract. This paper is concerned with a stochastic linear-quadratic optimal control problem in a finite
time horizon, where the coefficients of the control system and the weighting matrices in the cost functional
are all allowed to be random and the latter are even allowed to be indefinite. Based on a Hilbert space
approach, the convexity of the cost functional is shown to be necessary for the existence of an open-loop
optimal control, and the uniform convexity, which is slightly stronger than the convexity, is shown to be
sufficient. The unique solvability of the associated stochastic Riccati equation is established under the
uniform convexity condition, which contains the classical assumption that the weighting matrices in the
cost functional are positive definite as a special case. Further, it is shown that the open-loop optimal
control admits a closed-loop representation. The paper therefore solves Bismut and Peng’s open problem
in a general framework.
Key words. stochastic linear-quadratic optimal control problem, random coefficient, stochastic Riccati
equation, Hilbert space approach, value flow, open-loop optimal control, closed-loop representation.
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1 Introduction
Throughout this paper, we let (Ω,F ,F,P) be a complete filtered probability space on which a standard
one-dimensional Brownian motion W = {W (t); 0 6 t < ∞} is defined. We assume that F = {Ft}t>0 is
the natural filtration of W augmented by all the P-null sets in F . Hence, F automatically satisfies the
usual conditions.
Consider the following controlled linear stochastic differential equation (SDE, for short) on a finite
time horizon:{
dX(s) = [A(s)X(s) +B(s)u(s)]ds + [C(s)X(s) +D(s)u(s)]dW (s), s ∈ [t, T ],
X(t) = ξ,
(1.1)
where A,C : [0, T ]×Ω→ Rn×n and B,D : [0, T ]×Ω→ Rn×m, called the coefficients of the state equation
(1.1), are given matrix-valued F-progressively measurable processes; and (t, ξ), called an initial pair (of
an initial time and an initial state), belongs to the following set:
D =
{
(t, ξ) | t ∈ S[0, T ], ξ ∈ L2Ft(Ω;R
n)
}
,
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where S[0, T ] is the set of all F-stopping times valued in [0, T ] and
L2Ft(Ω;R
n) =
{
ξ : Ω→ Rn | ξ is Ft-measurable with E|ξ|
2 <∞
}
.
In the above, the solution X = {X(s); t 6 s 6 T } of (1.1) is called a state process; the process u =
{u(s); t 6 s 6 T }, which influences the behavior of X and is taken from the space
U [t, T ] = L2
F
(t, T ;Rm) =
{
u : [t, T ]× Ω→ Rm
∣∣ u is F-progressively measurable with
E
∫ T
t
|u(s)|2ds <∞
}
,
is called a control; and the pair (X,u) = {(X(s), u(s)); t 6 s 6 T } is called a state-control pair corre-
sponding to the initial pair (t, ξ). For our state equation (1.1), we introduce the following assumption:
(A1) The processes A,C : [0, T ] × Ω → Rn×n and B,D : [0, T ] × Ω → Rn×m are all bounded and
F-progressively measurable.
According to the standard result for SDEs (see Lemma 2.1 (i)), under the assumption (A1), for any initial
pair (t, ξ) ∈ D and any control u ∈ U [t, T ], equation (1.1) admits a unique solution X(·) ≡ X(· ; t, ξ, u)
which has continuous path and is square-integrable.
Next we introduce the following random variable associated with the state equation (1.1):
L(t, ξ;u) , 〈GX(T ), X(T )〉+
∫ T
t
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
X(s)
u(s)
)
,
(
X(s)
u(s)
)〉
ds, (1.2)
where with Sn denoting the set of all symmetric (n × n) real matrices, the weighting matrices G, Q, S,
and R satisfy the following assumption:
(A2) The processes Q : [0, T ]×Ω→ Sn, R : [0, T ]×Ω→ Sm, and S : [0, T ]×Ω→ Rm×n are all bounded
and F-progressively measurable; the random variable G : Ω→ Sn is bounded and FT -measurable.
Under (A1)–(A2), the random variable defined by (1.2) is integrable, so the following two functionals are
well-defined:
J(t, ξ;u) = E[L(t, ξ;u)]; (t, ξ) ∈ D, u ∈ U [t, T ],
Ĵ(t, ξ;u) = E[L(t, ξ;u)|Ft]; (t, ξ) ∈ D, u ∈ U [t, T ].
These two functionals are called the cost functionals associated with the state equation (1.1), which will
be used to measure the performance of the control u ∈ U [t, T ]. Now, the following two problems, called
stochastic linear-quadratic (LQ, for short) optimal control problems (SLQ problems, for short), can be
formulated:
Problem (SLQ). For any given initial pair (t, ξ) ∈ D, find a control u∗ ∈ U [t, T ] such that
J(t, ξ;u∗) = inf
u∈U [t,T ]
J(t, ξ;u) ≡ V (t, ξ). (1.3)
Problem (̂SLQ). For any given initial pair (t, ξ) ∈ D, find a control u∗ ∈ U [t, T ] such that
Ĵ(t, ξ;u∗) = ess inf
u∈U [t,T ]
Ĵ(t, ξ;u) ≡ V̂ (t, ξ). (1.4)
Noth that in (1.4), ess inf stands for the essential infimum of a family of real-valued random variables.
Any element u∗ ∈ U [t, T ] satisfying (1.3) (respectively, (1.4)) is called an open-loop optimal control of
Problem (SLQ) (respectively, Problem (̂SLQ)) with respect to the initial pair (t, ξ) ∈ D; the corresponding
state process X∗(·) ≡ X(· ; t, ξ, u∗) is called an open-loop optimal state process; and the state-control pair
(X∗, u∗) is called an open-loop optimal pair with respect to (t, ξ). Since the space L2Ft(Ω;R
n) of initial
states becomes larger as the initial time t increases, we call (t, ξ) 7→ V (t, ξ) the value flow of Problem
(SLQ) and (t, ξ) 7→ V̂ (t, ξ) the stochastic value flow of Problem (̂SLQ).
For convenience, we now introduce the following definition.
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Definition 1.1. Problem (SLQ) (respectively, Problem (̂SLQ)) is said to be
(i) (uniquely) open-loop solvable at (t, ξ) ∈ D if there exists a (unique) u∗ ∈ U [t, T ] such that for any
u ∈ U [t, T ],
J(t, ξ;u∗) 6 J(t, ξ;u), (respectively, Ĵ(t, ξ;u∗) 6 Ĵ(t, ξ;u), a.s.);
(ii) (uniquely) open-loop solvable at t if it is (uniquely) open-loop solvable at (t, ξ) for all ξ ∈
L2Ft(Ω;R
n);
(iii) (uniquely) open-loop solvable if it is (uniquely) open-loop solvable at any initial time t < T .
It should be pointed out that the coefficients of the state equation (1.1) and the weighting matrices
in (1.2) are allowed to be stochastic processes, and that we do not impose any positive/nonnegative
definiteness conditions on the weighting matrices G, Q(·), and R(·). Because of this, we refer to the
above two problems as indefinite SLQ problems with random coefficients.
One sees that Problem (̂SLQ) is stronger than Problem (SLQ) in the sense that each open-loop optimal
control u∗ ∈ U [t, T ] of Problem (̂SLQ) is also an open-loop optimal control for Problem (SLQ). Moreover,
one sees that
V (t, ξ) = E[V̂ (t, ξ)], ∀(t, ξ) ∈ D.
Later, we will further show that if u∗ ∈ U [t, T ] is an open-loop optimal control of Problem (SLQ), it is also
open-loop optimal for Problem (̂SLQ) (see Theorem 4.2). Therefore, these two problems are equivalent.
The study of SLQ problems was initiated by Wonham [29] in 1968, and was later investigated by many
researchers; see, for example, Athens [3], Bismut [6, 7], Davis [12], Bensoussan [5] and the references cited
therein for most (if not all) major works during 1970–1990s. See also Chapter 6 of the book by Yong and
Zhou [30] for some self-contained presentation. More recent works will be briefly surveyed below.
For SLQ problems, there are three closely related objects/notions involved: (open-loop) solvability,
forward-backward stochastic differential equations (FBSDEs, for short), and Riccati equations. It is well
known that under the following standard condition:
G > 0, Q(·) > 0, S(·) = 0, R(·) > δIm for some δ > 0, (1.5)
the map u 7→ J(t, ξ;u) is uniformly convex for every (t, ξ) ∈ D. This yields that Problem (SLQ) is
uniquely (open-loop) solvable. Then, by a variational method (or Pontryagin’s maximum principle),
the corresponding FBSDE admits an adapted solution. Applying the idea of invariant imbedding [4],
an associated Riccati equation can be formally derived, which decouples the coupled FBSDE. Now, if
such a Riccati equation admits a solution, by completing squares, an (open-loop) optimal control of
state feedback form can be constructed. This then solves Problem (SLQ). The same idea also applies to
Problem (̂SLQ).
For SLQ problems with deterministic coefficients (by which we mean that all the coefficients of the
state equation and all the weighting matrices in the cost functional are deterministic), the above approach
is very successful under the standard condition (1.5) (see Yong and Zhou [30, Chapter 6]). On the other
hand, even for deterministic LQ problems, the work of Molinari in 1977 [21] shows that Q(·) > 0 is
not necessary for the (open-loop) solvability of the LQ problem (see also You [31] for the LQ problem
in Hilbert spaces). Moreover, for SLQ problems, even R(·) > 0 is not necessary for the (open-loop)
solvability (see the work of Chen, Li and Zhou in 1998 [8]). This finding has triggered extensive research
on the indefinite SLQ problem; see, for example, the follow-up works of Lim and Zhou [19], Chen and
Zhou [11], Chen and Yong [9, 10], Ait Rami, Moore, and Zhou [1], as well as the works of Hu and Zhou
[14], and Qian and Zhou [24].
Not assuming any positive definiteness/semi-definiteness on the weighting matrices brings a great
challenge for solving the SLQ problem. For the deterministic coefficient case, the recent results by Sun
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and Yong [26], Sun, Li, and Yong [25] are quite satisfactory. Among other things, we would like to briefly
present some relevant results here. First of all, we recall the following definition (for SLQ problems with
deterministic coefficients).
Definition 1.2. Let t ∈ [0, T ) be a deterministic initial time, and let L2(t, T ;Rm×n) be the space
of all Rm×n-valued deterministic functions that are square-integrable on [t, T ]. A pair (Θ∗, v∗) ∈
L2(t, T ;Rm×n) × U [t, T ] is called a closed-loop optimal strategy of Problem (SLQ) on [t, T ] if for any
initial state ξ ∈ L2Ft(Ω;R
n) and any (Θ, v) ∈ L2(t, T ;Rm×n)× U [t, T ],
J(t, ξ; Θ∗X∗ + v∗) 6 J(t, ξ; ΘX + v), (1.6)
where X∗ = {X∗(s); t 6 s 6 T } is the solution to the following closed-loop system:
dX∗(s) =
{
[A(s) +B(s)Θ∗(s)]X∗(s) +B(s)v∗(s)
}
ds
+
{
[C(s) +D(s)Θ∗(s)]X∗(s) +D(s)v∗(s)
}
dW (s),
X∗(t) = ξ,
(1.7)
and X = {X(s); t 6 s 6 T } on the right-hand side of (1.6) is the solution to (1.7) in which (Θ∗, v∗) is
replaced by (Θ, v). When a closed-loop optimal strategy exists on [t, T ], we say that Problem (SLQ) is
closed-loop solvable (on [t, T ]).
For open-loop and closed-loop solvabilities of Problem (SLQ) with deterministic coefficients, the fol-
lowing results are established in [26, 25].
• Problem (SLQ) is open-loop solvable at some initial pair (t, ξ) if and only if the mapping u 7→
J(t, 0;u) is convex and the corresponding FBSDE is solvable;
• Problem (SLQ) is closed-loop solvable on [t, T ] if and only if the corresponding Riccati equation
admits a regular solution;
• If Problem (SLQ) is closed-loop solvable on [0, T ], then it is open-loop solvable, and every open-loop
optimal control admits a closed-loop representation;
• If Problem (SLQ) is open-loop solvable, and the family of open-loop optimal controls parameterized
by the initial pairs admits a closed-loop presentation, then the closed-loop representation coincides
with some closed-loop optimal strategy.
For the random coefficient case, we will still have the equivalence between the open-loop solvability
and the solvability of a certain FBSDE (together with the convexity of the cost functional). However, an
essential difficulty arises in discussing the closed-loop solvability: An appropriate space for closed-loop
strategies cannot even be determined! The reason is that in this case the associated Riccati equation
becomes a nonlinear backward stochastic differential equation (BSDE, for short), and as a stochastic
process, the second component of its adapted solution (P,Λ) is merely square-integrable in general. So
even R+D⊤PD is uniformly positive, the process
Θ∗ = −(R+D⊤PD)−1(B⊤P +D⊤PC +D⊤Λ + S)
(which is a closed-loop optimal strategy in the deterministic coefficient case), is still merely square-
integrable. With such a Θ∗, the well-posedness of the closed-loop system (1.7) is questionable because
the Lipschitz condition is not satisfied.
As mentioned above, in the random coefficient case the Riccati equation associated with Problem
(SLQ) becomes a nonlinear BSDE, which is usually referred to as the stochastic Riccati equation (SRE,
for short). The global unique solvability of the SRE has been a long-standing open problem which was
originally proposed by Bismut [7]. Two decades later, in 1999, the problem was collected by Peng in his
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list of open problems on BSDEs [23]. Since then many efforts have been devoted to the SRE and its
connection with the SLQ problem; see, for instance, [9, 10, 15, 17].
In 2003, Kohlmann and Tang [27, 16] carried out a detailed analysis for the SLQ problem with random
coefficients and proved that the associated SRE is uniquely solvable under either the standard condition
(1.5) or the following condition:
n = m, D(·)⊤D(·) > δIn and G > δIn for some δ > 0, Q(·), R(·) > 0, S(·) = 0; (1.8)
and it was also shown that the corresponding closed-loop system is well-posed. A little different approach
was applied by Tang [28] for the problem under the same condition (1.5) or (1.8), and some similar results
were obtained. It is noteworthy that under either (1.5) or (1.8), Problem (SLQ) is definite and trivially
has a unique (open-loop) optimal control. In a recent paper by Li, Wu, and Yu [18], a very special type of
indefinite SLQ problems with random coefficients (allowing some random jumps) was studied. The crucial
assumption imposed there was that the problem admits a so-called relax compensator that transforms
the indefinite problem to a problem satisfying the standard condition (1.5). With such an assumption,
the usual arguments apply. However, it is not clear when such a compensator exists and whether the
existence of a relax compensator is necessary for the solvability of the SLQ problem. On the other hand,
a notion of feedback control was recently introduced by Lu¨, Wang, and Zhang [20] for indefinite SLQ
problems with random coefficients. These feedback controls look like closed-loop strategies, but the space
to which they belong is unclear. At the moment, we feel that it is debatable whether the framework of
closed-loop solvability introduced by Sun and Yong [26] can be adopted for SLQ problems with random
coefficients. Therefore we will not pursue the closed-loop solvability in this paper, and for convenience
we will suppress the word “open-loop” in the sequel, unless it is necessarily to be emphasized.
In this paper, we shall carry out a thorough investigation on the indefinite SLQ problem with random
coefficients. We will first represent the cost functional of Problem (SLQ) as a bilinear form in a suitable
Hilbert space, in terms of adapted solutions of FBSDEs (A special case was presented in [10], with a
longer proof). This will be convenient from a different view point. Then, similar to [22], we will show
that in order for the SLQ problem admitting an optimal control, the cost functional has to be convex in
the control variable; and that the uniform convexity of the cost functional (which is slightly stronger than
the convexity) is a sufficient condition for the existence of an optimal control (see Corollary 3.5). Next,
under the uniform convexity condition, we shall prove that the optimal state process is invertible (see
Theorem 6.1) by considering a certain stopped SLQ problem and through this, we will further establish
the unique solvability of the associated SRE (see Theorem 6.2). We point out that the uniform convexity
condition we have assumed is much weaker than (1.5) and (1.8) that were imposed in [27, 16, 28]. From
this point of view, one sees this paper provides a solution to Bismut’s original open problem ([7], see also
[23]) in a strictly more general framework than that of [27, 16, 28]. With the unique solvability of the SRE,
we will be able to obtain a closed-loop representation of the open-loop optimal control. It is also worth
noting that the SLQ problem might still be solvable even if the cost functional is merely convex. The
significance of Theorem 6.2 is that it bridges the gap between uniform convexity and convexity. In fact,
by considering a perturbed SLQ problem, Theorem 6.2 makes it possible to develop an ε-approximation
scheme that is asymptotically optimal. This idea was first introduced by Sun, Li, and Yong [25] and could
be applied to the random coefficient case without any difficulties. Finally, we point out that considering
only one-dimensional Brownian motion is just for simplicity; multi-dimensional cases can be treated
similarly without essential difficulty.
The rest of the paper is organized as follows. In Section 2, we collect some preliminary results.
Section 3 is devoted to the study of the SLQ problem from a Hilbert space point of view. In section
Section 4, we establish the equivalence between Problems (SLQ) and (̂SLQ). Among other things, we
present a characterization of optimal controls in terms of FSDEs. In preparation for the proof of the
solvability of SREs, we investigate some basic properties of the value flow in Section 5. Finally, we discuss
in Section 6 the solvability of SREs, as well as the closed-loop representation of open-loop optimal controls.
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2 Preliminaries
In this section we collect some preliminary results which are of frequent use in the sequel. We begin with
some notations:
R
n×m : the Euclidean space of all (n×m) real matrices; Rn = Rn×1; R = R1.
S
n : the space of all symmetric (n× n) real matrices.
In : the identity matrix of size n.
M⊤ : the transpose of a matrix M .
tr (M) : the trace of a matrix M .
〈 · , ·〉 : the Frobenius inner product on Rn×m, which is defiend by 〈A,B〉 = tr (A⊤B).
|M | : the Frobenius norm of a matrix M .
Recall that Xt ≡ L2Ft(Ω;R
n) is the space of all Ft-measurable, Rn-valued random variables ξ with E|ξ|2 <
∞, and that U [t, T ] ≡ L2
F
(t, T ;Rm) is the space of F-progressively measurable, Rm-valued processes
u = {u(s); t 6 s 6 T } such that E
∫ T
t
|u(s)|2ds < ∞. To avoid prolixity later, we further introduce the
following spaces of random variables and processes:
L∞Ft(Ω;R
n) : the space of bounded, Ft-measurable, Rn-valued random variables.
L2
F
(Ω;C([t, T ];Rn)) : the space of F-adapted, continuous processes X : [t, T ]× Ω→ Rn
with E
[
supt6s6T |X(s)|
2
]
<∞.
L∞
F
(Ω;C([t, T ]; Sn)) : the space of bounded, F-adapted, continuous, Sn-valued processes.
Note that both Xt and U [t, T ] are Hilbert spaces under their natural inner products. To distinguish the
inner product on U [t, T ] from the Frobenius inner product on a Euclidean space, we shall use [[u, v]] to
denote the inner product of u, v ∈ U [t, T ], that is,
[[u, v]] = E
∫ T
t
〈u(s), v(s)〉ds.
Next we recall some results concerning existence and uniqueness of solutions to forward SDEs (FSDEs,
for short) and BSDEs with random coefficients. Consider the linear FSDE{
dX(s) = [A(s)X(s) + b(s)]ds+ [C(s)X(s) + σ(s)]dW (s), s ∈ [t, T ],
X(t) = ξ,
(2.1)
and the linear BSDE{
dY (s) = −[A(s)⊤Y (s) + C(s)⊤Z(s) + ϕ(s)]ds+ Z(s)dW (s), s ∈ [t, T ],
Y (T ) = η.
(2.2)
We have the following result.
Lemma 2.1. Suppose that the coefficients A,C : [0, T ]× Ω → Rn×n are F-progressively measurable
processes satisfying
ess sup
ω∈Ω
∫ T
0
|A(s, ω)|ds <∞, ess sup
ω∈Ω
∫ T
0
|C(s, ω)|2ds <∞.
Then the following hold:
(i) For any initial pair (t, ξ) ∈ D and any processes b, σ ∈ L2
F
(t, T ;Rn), (2.1) has a unique solution
X, which belongs to the space L2
F
(Ω;C([t, T ];Rn)).
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(ii) For any terminal state η ∈ L2FT (Ω;R
n) and any ϕ ∈ L2
F
(t, T ;Rn), (2.2) has a unique adapted
solution (Y, Z), which belongs to the space L2
F
(Ω;C([t, T ];Rn))× L2
F
(t, T ;Rn).
Moreover, there exists a constant K > 0, depending only on A, C, and T , such that
E
[
sup
t6s6T
|X(s)|2
]
6 KE
[
|ξ|2 +
∫ T
t
|b(s)|2ds+
∫ T
t
|σ(s)|2ds
]
,
E
[
sup
t6s6T
|Y (s)|2 +
∫ T
t
|Z(s)|2ds
]
6 KE
[
|η|2 +
∫ T
t
|ϕ(s)|2ds
]
.
Note that in Lemma 2.1, the coefficients A and C are allowed to be unbounded, which is a little
different from the standard case. However, the proof of Lemma 2.1 is almost the same as that of [26,
Proposition 2.1]. So we omit the details here and refer the reader to [26].
Consider now the following BSDE for Sn-valued processes over the interval [0, T ]:
dM(s) = −
[
M(s)A(s) +A(s)⊤M(s) + C(s)⊤M(s)C(s)
+N(s)C(s) + C(s)⊤N(s) +Q(s)
]
ds+N(s)dW (s),
M(T ) = G.
(2.3)
From Lemma 2.1 (ii) it follows that under the assumptions (A1)–(A2), equation (2.3) admits a unique
square-integrable adapted solution (M,N). The following result further shows that M = {M(s); 0 6 s 6
T } is actually a bounded process.
Proposition 2.2. Let (A1)–(A2) hold. Then the first component M of the adapted solution (M,N)
to the BSDE (2.3) is bounded.
Proof. Let β > 0 be undetermined and denote
Π =MA+A⊤M + C⊤MC +NC + C⊤N +Q. (2.4)
Note that we have suppressed the argument s in (2.4) and will do so hereafter whenever there is no
confusion. Applying Itoˆ’s formula to s 7→ eβs|M(s)|2 yields
eβt|M(t)|2 = eβT |G|2 +
∫ T
t
eβs
[
− β|M(s)|2 + 2〈M(s),Π(s)〉 − |N(s)|2
]
ds
− 2
∫ T
t
eβs〈M(s), N(s)〉dW (s), ∀0 6 t 6 T, a.s. (2.5)
By (A1)–(A2), the processes A, C, and Q are bounded. Thus, we can choose a constant K > 0 such that
|Π(s)| 6 K
[
|M(s)|+ |N(s)|+ 1
]
, a.e. s ∈ [0, T ], a.s.
and use the Cauchy-Schwarz inequality to get
2〈M(s),Π(s)〉 6 2K|M(s)| · [|M(s)|+ |N(s)|+ 1]
= 2K|M(s)|2 + 2K|M(s)| · |N(s)|+ 2K
6 2K|M(s)|2 +K2|M(s)|2 + |N(s)|2 + 2K
= (K2 + 2K)|M(s)|2 + |N(s)|2 + 2K.
Substituting this estimate back into (2.5) and then taking β = K2 + 2K, we obtain
eβt|M(t)|2 6 eβT |G|2 +
∫ T
t
2Keβsds− 2
∫ T
t
eβs〈M(s), N(s)〉dW (s).
Observing that
∫ ·
0
eβs〈M(s), N(s)〉dW (s) is a martingale, we may take conditional expectations with
respect to Ft on both sides of the above to obtain
|M(t)|2 6 eβt|M(t)|2 6 eβTE
[
|G|2
∣∣Ft]+ ∫ T
0
2Keβsds, ∀t ∈ [0, T ].
The assertion follows, since G is a bounded random variable.
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3 A Hilbert Space Point of View
Inspired by [22], we study in this section the SLQ problem from a Hilbert space point of view. Following
the idea of [10], we shall derive a functional representation of J(t, ξ;u), which has several important
consequences and plays a basic role for the analysis of the stochastic value flow V̂ (t, ξ) in Section 5. As
mentioned earlier, for notational convenience we will frequently suppress the s-dependence of a stochastic
process when it is involved in a differential equation or an integral.
First, we present a simple lemma.
Lemma 3.1. Let (A1)–(A2) hold. Then for any initial pair (t, ξ) ∈ D and control u ∈ U [t, T ],
Ĵ(t, ξ;u) = 〈Y (t), ξ〉+ E
[∫ T
t
〈
B⊤Y +D⊤Z + SX +Ru, u
〉
ds
∣∣∣∣Ft
]
, (3.1)
where (X,Y, Z) is the adapted solution to the following controlled decoupled linear FBSDE:
dX(s) = (AX +Bu)ds+ (CX +Du)dW (s),
dY (s) = −
(
A⊤Y + C⊤Z +QX + S⊤u
)
ds+ ZdW (s),
X(t) = ξ, Y (T ) = GX(T ).
(3.2)
Proof. Note that the FSDE in (3.2) is exactly the state equation (1.1). Applying Itoˆ’s formula to
s 7→ 〈Y (s), X(s)〉 yields
〈GX(T ), X(T )〉 = 〈Y (t), ξ〉+
∫ T
t
[〈
B⊤Y +D⊤Z − SX, u
〉
− 〈QX,X〉
]
ds
+
∫ T
t
[
〈Z,X〉+ 〈Y,CX +Du〉
]
dW (s). (3.3)
Substituting (3.3) into Ĵ(t, ξ;u) and noting that
E
{∫ T
t
[
〈Z,X〉+ 〈Y,CX +Du〉
]
dW (s)
∣∣∣∣Ft
}
= 0,
we obtain (3.1).
The adapted solution (X,Y, Z) to the FBSDE (3.2) is determined jointly by the initial state ξ and the
control u. To separate ξ and u, let (X˜, Y˜ , Z˜) and (X¯, Y¯ , Z¯) be the adapted solutions to the decoupled
linear FBSDEs 
dX˜(s) = (AX˜ +Bu)ds+ (CX˜ +Du)dW (s),
dY˜ (s) = −
(
A⊤Y˜ + C⊤Z˜ +QX˜ + S⊤u
)
ds+ Z˜dW (s),
X˜(t) = 0, Y˜ (T ) = GX˜(T ),
(3.4)
and 
dX¯(s) = AX¯ds+ CX¯dW (s),
dY¯ (s) = −
(
A⊤Y¯ + C⊤Z¯ +QX¯
)
ds+ Z¯dW (s),
X¯(t) = ξ, Y¯ (T ) = GX¯(T ),
(3.5)
respectively. Then (X,Y, Z) can be written as the sum of (X˜, Y˜ , Z˜) and (X¯, Y¯ , Z¯):
X(s) = X˜(s) + X¯(s), Y (s) = Y˜ (s) + Y¯ (s), Z(s) = Z˜(s) + Z¯(s); s ∈ [t, T ].
Note that (X˜, Y˜ , Z˜) (respectively, (X¯, Y¯ , Z¯)) depends linearly on u (respectively, ξ) alone. We now define
two linear operators
Nt : U [t, T ]→ U [t, T ], Lt : Xt → U [t, T ]
8
as follows: For any u ∈ U [t, T ], Ntu is defined by
[Ntu](s) = B(s)
⊤Y˜ (s) +D(s)⊤Z˜(s) + S(s)X˜(s) +R(s)u(s), s ∈ [t, T ], (3.6)
and for any ξ ∈ Xt, Ltξ is defined by
[Ltξ](s) = B(s)
⊤Y¯ (s) +D(s)⊤Z¯(s) + S(s)X¯(s), s ∈ [t, T ]. (3.7)
For these two operators, we have the following result.
Proposition 3.2. Let (A1)–(A2) hold. Then
(i) the linear operator Nt defined by (3.6) is a bounded self-adjoint operator on the Hilbert space
U [t, T ];
(ii) the linear operator Lt defined by (3.7) is a bounded operator from the Hilbert space Xt into the
Hilbert space U [t, T ]. Moreover, there exists a constant K > 0 independent of t and ξ such that
[[Ltξ,Ltξ]] 6 K E|ξ|
2, ∀ξ ∈ Xt. (3.8)
Proof. (i) The boundedness of Nt is a direct consequence of the estimates in Lemma 2.1. To prove
that Nt is self-adjoint, it suffices to show that for any u1, u2 ∈ U [t, T ],
E
∫ T
t
〈
[Ntu1](s), u2(s)
〉
ds = E
∫ T
t
〈
u1(s), [Ntu2](s)
〉
ds. (3.9)
To this end, we take two arbitrary processes u1, u2 ∈ U [t, T ] and let (X˜i, Y˜i, Z˜i) (i = 1, 2) be the adapted
solution to (3.4) in which u is replaced by ui. Applying Itoˆ’s formula to s 7→
〈
Y˜2(s), X˜1(s)
〉
yields
E
〈
GX˜2(T ), X˜1(T )
〉
= E
∫ T
t
[〈
B⊤Y˜2 +D
⊤Z˜2, u1
〉
−
〈
QX˜2, X˜1
〉
−
〈
SX˜1, u2
〉]
ds,
and applying Itoˆ’s formula to s 7→
〈
Y˜1(s), X˜2(s)
〉
yields
E
〈
GX˜1(T ), X˜2(T )
〉
= E
∫ T
t
[〈
B⊤Y˜1 +D
⊤Z˜1, u2
〉
−
〈
QX˜1, X˜2
〉
−
〈
SX˜2, u1
〉]
ds.
Combining the above two equations and noting that G and Q are symmetric, we obtain
E
∫ T
t
〈
B⊤Y˜1 +D
⊤Z˜1 + SX˜1, u2
〉
ds = E
∫ T
t
〈
B⊤Y˜2 +D
⊤Z˜2 + SX˜2, u1
〉
ds. (3.10)
Note that because R is symmetric,
E
∫ T
t
〈Ru1, u2〉ds = E
∫ T
t
〈Ru2, u1〉ds, (3.11)
and that by the definition of Nt,
[Ntui](s) = B(s)
⊤Y˜i(s) +D(s)
⊤Z˜i(s) + S(s)X˜i(s) +R(s)ui(s), s ∈ [t, T ].
Adding (3.11) to (3.10) gives (3.9).
(ii) It suffices to prove (3.8). Choose a constant α > 0 such that
|G|2, |B(s)|2, |D(s)|2, |S(s)|2, |Q(s)|2 6 α, a.e. s ∈ [0, T ], a.s. (3.12)
Then by using the vector inequality |v1 + · · ·+ vk|2 6 k(|v1|2 + · · ·+ |vk|2), we obtain
[[Ltξ,Ltξ]] = E
∫ T
t
|B(s)⊤Y¯ (s) +D(s)⊤Z¯(s) + S(s)X¯(s)|2ds
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6 3αE
∫ T
t
[
|Y¯ (s)|2 + |Z¯(s)|2 + |X¯(s)|2
]
ds.
By Lemma 2.1, there exists a constant β > 0, independent of t and ξ, such that
E
∫ T
t
[
|Y¯ (s)|2 + |Z¯(s)|2
]
ds 6 β E
[
|GX¯(T )|2 +
∫ T
t
|Q(s)X¯(s)|2ds
]
, (3.13)
E|X¯(T )|2 + E
∫ T
t
|X¯(s)|2ds 6 β E|ξ|2. (3.14)
Substituting (3.14) into (3.13) and making use of (3.12), we further obtain
E
∫ T
t
[
|Y¯ (s)|2 + |Z¯(s)|2
]
ds 6 αβ2 E|ξ|2.
It follows that [[Ltξ,Ltξ]] 6 3α(αβ2 + β)E|ξ|2 for all ξ ∈ Xt.
Remark 3.3. Let (X,Y,Z) be the adapted solution to the decoupled linear FBSDE for Rn×n-valued
processes: 
dX(s) = AXds+ CXdW (s),
dY(s) = −
(
A⊤Y+ C⊤Z+QX
)
ds+ ZdW (s),
X(0) = In, Y(T ) = GX(T ).
It is straightforward to verify that X has an inverse X−1 which satisfies{
dX−1(s) = X−1(C2 −A)ds− X−1CdW (s), s ∈ [0, T ],
X
−1(0) = In.
Observe that for any ξ ∈ L∞Ft(Ω;R
n) (the space of bounded, Ft-measurable, Rn-valued random variables),
the processes
X(s)X−1(t)ξ, Y(s)X−1(t)ξ, Z(s)X−1(t)ξ; s ∈ [t, T ],
are all square-integrable and satisfy the FBSDE (3.5). Hence, by uniqueness of adapted solutions, we
must have
(X¯(s), Y¯ (s), Z¯(s)) = (X(s)X−1(t)ξ,Y(s)X−1(t)ξ,Z(s)X−1(t)ξ); s ∈ [t, T ].
Therefore, if ξ ∈ L∞Ft(Ω;R
n), then Ltξ can be represented, in terms of (X,Y,Z), as
[Ltξ](s) = [B(s)
⊤
Y(s) +D(s)⊤Z(s) + S(s)X(s)]X−1(t)ξ, s ∈ [t, T ]. (3.15)
This relation will be used in Section 5.
We are now ready to present the functional representation of the cost functional J(t, ξ;u). Observe
that J(t, ξ;u) and Ĵ(t, ξ;u) have the relation J(t, ξ;u) = EĴ(t, ξ;u), and recall that the first component
M of the adapted solution (M,N) to the BSDE (2.3) is bounded (Proposition 2.2).
Theorem 3.4. Let (A1)–(A2) hold. Then the cost functional J(t, ξ;u) admits the following repre-
sentation:
J(t, ξ;u) = [[Ntu, u]] + 2[[Ltξ, u]] + E〈M(t)ξ, ξ〉, ∀(t, ξ) ∈ D, (3.16)
where Nt, Lt, and M are defined by (3.6), (3.7), and (2.3), respectively.
Proof. Fix any (t, ξ) ∈ D and u ∈ U [t, T ]. Let (X,Y, Z), (X˜, Y˜ , Z˜), and (X¯, Y¯ , Z¯) be the adapted
solutions to (3.2), (3.4), and (3.5), respectively. Then
X(s) = X˜(s) + X¯(s), Y (s) = Y˜ (s) + Y¯ (s), Z(s) = Z˜(s) + Z¯(s); s ∈ [t, T ].
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By Lemma 3.1, the relation J(t, ξ;u) = EĴ(t, ξ;u), and the definitions of Nt and Lt, we have
J(t, ξ;u) = E
[〈
Y˜ (t), ξ
〉
+
〈
Y¯ (t), ξ
〉
+
∫ T
t
〈
[Ntu](s) + [Ltξ](s), u(s)
〉
ds
]
. (3.17)
Now applying Itoˆ’s formula to s 7→ 〈Y˜ (s), X¯(s)〉 gives
E
〈
GX˜(T ), X¯(T )
〉
− E
〈
Y˜ (t), ξ
〉
= −E
∫ T
t
[〈
Q(s)X˜(s), X¯(s)
〉
+
〈
S(s)X¯(s), u(s)
〉]
ds,
and applying Itoˆ’s formula to s 7→ 〈Y¯ (s), X˜(s)〉 gives
E
〈
GX¯(T ), X˜(T )
〉
= E
∫ T
t
[〈
B(s)⊤Y¯ (s) +D(s)⊤Z¯(s), u(s)
〉
−
〈
Q(s)X¯(s), X˜(s)
〉]
ds.
Combining the last two equations we obtain
E
〈
Y˜ (t), ξ
〉
= E
∫ T
t
〈
B(s)⊤Y¯ (s) +D(s)⊤Z¯(s) + S(s)X¯(s), u(s)
〉
ds
= E
∫ T
t
〈
[Ltξ](s), u(s)
〉
ds. (3.18)
On the other hand, we have by Itoˆ’s formula,
d
[
M(s)X¯(s)
]
= −
[
A⊤MX¯ + C⊤(MC +N)X¯ +QX¯
]
ds+ (MC +N)X¯dW (s).
SinceM(T )X¯(T ) = Y¯ (T ), we see that the pair of processes (MX¯, (MC+N)X¯) satisfies the same BSDE
as (Y¯ , Z¯). Thus, by the uniqueness of adapted solutions,
Y¯ (s) =M(s)X¯(s), Z¯(s) = [M(s)C(s) +N(s)]X¯(s); s ∈ [t, T ].
It follows that E
〈
Y¯ (t), ξ
〉
= E〈M(t)ξ, ξ〉. Substituting this equation and (3.18) into (3.17) results in
(3.16).
We have the following corollary to Theorem 3.4. A similar result can be found in [22].
Corollary 3.5. Let (A1)–(A2) hold. Let t be an F-stopping time with values in [0, T ).
(i) A control u∗ ∈ U [t, T ] is optimal for Problem (SLQ) with respect to the initial pair (t, ξ) ∈ D if
and only if
Nt > 0, and Ntu
∗ + Ltξ = 0. (3.19)
(ii) If Nt is invertible in addition to satisfying the positivity condition Nt > 0, then Problem (SLQ)
is uniquely solvable at t, and the unique optimal control u∗t,ξ with respect to (t, ξ) ∈ D is given by
u∗t,ξ = −N
−1
t Ltξ.
Proof. (i) By Definition 1.1, u∗ is optimal for Problem (SLQ) with respect to (t, ξ) if and only if
J(t, ξ;u∗ + λv) − J(t, ξ;u∗) > 0, ∀v ∈ U [t, T ], ∀λ ∈ R. (3.20)
According to the representation (3.16),
J(t, ξ;u∗ + λv) = [[Nt(u
∗ + λv), u∗ + λv]] + 2[[Ltξ, u
∗ + λv]] + E〈M(t)ξ, ξ〉
= [[Ntu
∗, u∗]] + 2λ[[Ntu
∗, v]] + λ2[[Ntv, v]]
+ 2[[Ltξ, u
∗]] + 2λ[[Ltξ, v]] + E〈M(t)ξ, ξ〉
= J(t, ξ;u∗) + λ2[[Ntv, v]] + 2λ[[Ntu
∗ + Ltξ, v]],
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from which we see that (3.20) is equivalent to
λ2[[Ntv, v]] + 2λ[[Ntu
∗ + Ltξ, v]] > 0, ∀v ∈ U [t, T ], ∀λ ∈ R.
This means that for fixed but arbitrary v ∈ U [t, T ], the quadratic function
f(λ) , λ2[[Ntv, v]] + 2λ[[Ntu
∗ + Ltξ, v]]
is nonnegative. So we must have
[[Ntv, v]] > 0, [[Ntu
∗ + Ltξ, v]] = 0,
and (3.19) follows since v is arbitrary. The converse assertion is obvious.
(ii) This is a direct consequence of (i).
It is noteworthy that in Corollary 3.5 (ii), the assumption
Nt > 0 and Nt is invertible
is equivalent to that Nt is uniformly positive; that is, there exists a constant δ > 0 such that
[[Ntu, u]] > δ[[u, u]], ∀u ∈ U [t, T ]. (3.21)
From Corollary 3.5 (i), we see that Nt > 0 (or equivalently, [[Ntu, u]] > 0 for all u ∈ U [t, T ]) is a necessary
condition for the existence of an optimal control, and from Corollary 3.5 (ii), we see that (3.21), slightly
stronger than Nt > 0, is a sufficient condition for the existence of an optimal control. Furthermore,
according to the representation (3.16),
[[Ntu, u]] = J(t, 0;u),
so Nt > 0 means that the mapping u 7→ J(t, 0;u) is convex, and (3.21) means that the mapping u 7→
J(t, 0;u) is uniformly convex in the sense that for some constant δ > 0,
J(t, 0;u) > δ E
∫ T
t
|u(s)|2ds, ∀u ∈ U [t, T ]. (3.22)
We now give two special cases in which the the mapping u 7→ J(t, 0;u) is uniformly convex.
Proposition 3.6. Let (A1)–(A2) hold. Then the mapping u 7→ J(t, 0;u) is uniformly convex for
every t ∈ [0, T ) if either (1.5) or (1.8) holds.
Proof. In the case that S ≡ 0, we have
J(t, 0;u) = E
{〈
GX(u)(T ), X(u)(T )
〉
+
∫ T
t
[〈
Q(s)X(u)(s), X(u)(s)
〉
+ 〈R(s)u(s), u(s)〉
]
ds
}
,
where X(u) is the solution to the SDE{
dX(s) = [A(s)X(s) +B(s)u(s)]ds+ [C(s)X(s) +D(s)u(s)]dW (s), s ∈ [t, T ],
X(t) = 0.
If, in addition, condition (1.5) holds, then
J(t, 0;u) > E
∫ T
t
〈R(s)u(s), u(s)〉ds > δ E
∫ T
t
|u(s)|2ds,
which shows that the mapping u 7→ J(t, 0;u) is uniformly convex. If, in addition to S ≡ 0, condition
(1.8) holds, then
J(t, 0;u) > E〈GX(u)(T ), X(u)(T )〉 > δE|X(u)(T )|2.
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Note that because m = n and D(s)⊤D(s) > δIn, D(s)
−1 exists and is uniformly bounded. Therefore, by
Lemma 2.1 the BSDE{
dY (s) =
[
(A−BD−1C)Y +BD−1Z
]
ds+ ZdW (s), s ∈ [t, T ],
Y (T ) = X(u)(T ).
(3.23)
admits a unique adapted solution (Y, Z) ∈ L2
F
(Ω;C([t, T ];Rn))× L2
F
(t, T ;Rn) satisfying
E
[
sup
t6s6T
|Y (s)|2 +
∫ T
t
|Z(s)|2ds
]
6 KE|X(u)(T )|2 (3.24)
for some constant K > 0 independent of X(u)(T ). On the other hand, it is easy to verify that the adapted
solution to (3.23) is given by
Y (s) = X(u)(s), Z(s) = C(s)X(u)(s) +D(s)u(s); s ∈ [t, T ].
Let β > 0 be a bound on the process |C|2, and let ε ∈ (0, 1) be a constant with (ε−1 − 1)Tβ < 1. Using
the inequality
(a+ b)2 > (1− ε)a2 −
(
ε−1 − 1
)
b2, ∀a, b ∈ R
and noting that D(s)⊤D(s) > δIn, we have
E
∫ T
t
|Z(s)|2ds > (1 − ε)E
∫ T
t
|D(s)u(s)|2ds−
(
ε−1 − 1
)
E
∫ T
t
|C(s)X(u)(s)|2ds
> (1 − ε)δ E
∫ T
t
|u(s)|2ds−
(
ε−1 − 1
)
βT E
[
sup
t6s6T
|X(u)(s)|2
]
.
It follows from (3.24) that
KE|X(u)(T )|2 > E
[
sup
t6s6T
|X(u)(s)|2 +
∫ T
t
|Z(s)|2ds
]
> (1− ε)δ E
∫ T
t
|u(s)|2ds+
[
1−
(
ε−1 − 1
)
βT
]
E
[
sup
t6s6T
|X(u)(s)|2
]
> (1− ε)δ E
∫ T
t
|u(s)|2ds,
and hence
J(t, 0;u) >
[
(1− ε)δ2
K
]
E
∫ T
t
|u(s)|2ds, ∀u ∈ U [t, T ].
This completes the proof.
The above result shows that the cases discussed in [27, 16, 28] are special cases of the uniform convexity
condition presented in this paper. We now give an example in which neither (1.5) nor (1.8) is valid, but
the uniform convexity condition (3.22) holds for every t ∈ [0, T ), and thereby conclude that the framework
in this paper is strictly general than those in [27, 16, 28].
Example 3.7. Consider the one-dimensional state equation{
dX(s) = u1(s)ds + u2(s)dW (s), s ∈ [t, 1],
X(t) = ξ,
and the cost functional
J(t, ξ;u) = E
{
4|X(1)|2 +
∫ 1
t
[
5|u1(s)|
2 − |u2(s)|
2
]
ds
}
,
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where u = (u1, u2)
⊤ is the control process with values in R2. In this example, n = 1, m = 2, D(s) ≡ (0, 1)
is not invertible, and the weighting matrix
R(s) ≡
(
5 0
0 −1
)
is indefinite. However, the mapping u 7→ J(t, 0;u) is uniformly convex for every t ∈ [0, 1). Indeed, for
any control u = (u1, u2)
⊤ ∈ L2
F
(t, 1;R2), the state process X = {X(s); t 6 s 6 1} corresponding to the
initial pair (t, 0) is given by
X(s) =
∫ s
t
u1(r)dr +
∫ s
t
u2(r)dW (r).
Using the inequality
(a+ b)2 >
1
2
a2 − b2, ∀a, b ∈ R
and the Ho¨lder inequality, we obtain
4E|X(1)|2 > 2E
[∫ 1
t
u2(r)dW (r)
]2
− 4E
[∫ 1
t
u1(r)dr
]2
> 2E
∫ 1
t
|u2(r)|
2dr − 4E
∫ 1
t
|u1(r)|
2dr.
Substituting this inequality into the cost functional yields
J(t, 0;u) > E
∫ 1
t
[
|u1(s)|
2 + |u2(s)|
2
]
ds = E
∫ 1
t
|u(s)|2ds.
4 Equivalence between Problems (SLQ) and (̂SLQ)
The objective in this section is to establish the equivalence between Problems (SLQ) and (̂SLQ). First, we
present an alternative version of Corollary 3.5 (i), which characterizes the solvability of Problem (SLQ)
in terms of FBSDEs.
Theorem 4.1. Let (A1)–(A2) hold, and let the initial pair (t, ξ) ∈ D be given. A process u∗ ∈ U [t, T ]
is an optimal control of Problem (SLQ) with respect to (t, ξ) if and only if the following two conditions
hold:
(i) the mapping u 7→ J(t, 0;u) is convex, or equivalently,
J(t, 0;u) > 0, ∀u ∈ U [t, T ];
(ii) the adapted solution (X,Y, Z) to the decoupled FBSDE
dX(s) = (AX +Bu∗)ds+ (CX +Du∗)dW (s),
dY (s) = −
(
A⊤Y + C⊤Z +QX + S⊤u∗
)
ds+ ZdW (s),
X(t) = ξ, Y (T ) = GX(T )
(4.1)
satisfies the following stationarity condition:
B(s)⊤Y (s) +D(s)⊤Z(s) + S(s)X(s) +R(s)u∗(s) = 0, a.e. s ∈ [t, T ], a.s. (4.2)
Proof. By Corollary 3.5 (i), u∗ ∈ U [t, T ] is an optimal control of Problem (SLQ) with respect to (t, ξ)
if and only if (3.19) holds. According to the representation (3.16), Nt > 0 is equivalent to
J(t, 0;u) = [[Ntu, u]] > 0, ∀u ∈ U [t, T ],
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which is exactly the condition (i). By the definitions of Nt and Lt, it is easily seen that
[Ntu
∗ + Ltξ](s) = B(s)
⊤Y (s) +D(s)⊤Z(s) + S(s)X(s) +R(s)u∗(s); s ∈ [t, T ],
where (X,Y, Z) is the adapted solution to the FBSDE (4.1). Thus, Ntu∗ + Ltξ = 0 is equivalent to the
condition (ii).
The next result establishes the equivalence between Problems (SLQ) and (̂SLQ).
Theorem 4.2. Let (A1)–(A2) hold. For any given initial pair (t, ξ) ∈ D, a control u∗ ∈ U [t, T ] is
optimal for Problem (SLQ) if and only if it is optimal for Problem (̂SLQ).
Proof. The sufficiency is trivially true. Now suppose that u∗ ∈ U [t, T ] is optimal for Problem (SLQ),
and let (X,Y, Z) be the adapted solution to the FBSDE (4.1). To prove that u∗ is also optimal for
Problem (̂SLQ), it suffices to show that for any set Γ ∈ Ft,
E[L(t, ξ;u∗)1Γ] 6 E[L(t, ξ;u)1Γ], ∀u ∈ U [t, T ]. (4.3)
For this, let us fix an arbitrary set Γ ∈ Ft and an arbitrary control u ∈ U [t, T ]. Define
ξˆ(ω) = ξ(ω)1Γ(ω), uˆ(s, ω) = u(s, ω)1Γ(ω), uˆ
∗(s, ω) = u∗(s, ω)1Γ(ω),
and consider the following FBSDE:
dX̂(s) = (AX̂ +Buˆ∗)ds+ (CX̂ +Duˆ∗)dW (s),
dŶ (s) = −
(
A⊤Ŷ + C⊤Ẑ +QX̂ + S⊤uˆ∗
)
ds+ ẐdW (s),
X̂(t) = ξˆ, Ŷ (T ) = GX̂(T ).
(4.4)
It is straightforward to verify that the adapted solution (X̂, Ŷ , Ẑ) of (4.4) is given by
X̂(s, ω) = X(s, ω)1Γ(ω), Ŷ (s, ω) = Y (s, ω)1Γ(ω), Ẑ(s, ω) = Z(s, ω)1Γ(ω).
Since by Theorem 4.1, (X,Y, Z) satisfies the condition (4.2), we obtain, by multiplying both sides of (4.2)
by 1Γ, that
B(s)⊤Ŷ (s) +D(s)⊤Ẑ(s) + S(s)X̂(s) +R(s)uˆ∗(s) = 0, a.e. s ∈ [t, T ], a.s.
Applying Theorem 4.1 to the initial pair (t, ξˆ), we conclude that uˆ∗ is an optimal control of Problem
(SLQ) with respect to the initial state ξˆ. Hence,
E[L(t, ξˆ; uˆ∗)] 6 E[L(t, ξˆ; uˆ)].
Note that the state process X(·) = X(· ; t, ξ, u∗) corresponding to (ξ, u∗) and the state process X̂(·) =
X(· ; t, ξˆ, uˆ∗) corresponding to (ξˆ, uˆ∗) are related by
X(· ; t, ξ, u∗)1Γ = X(· ; t, ξˆ, uˆ
∗).
It follows that L(t, ξ;u∗)1Γ = L(t, ξˆ, uˆ
∗). Similarly, we have L(t, ξ;u)1Γ = L(t, ξˆ, uˆ). Thus,
E[L(t, ξ;u∗)1Γ] = E[L(t, ξˆ; uˆ
∗)] 6 E[L(t, ξˆ; uˆ)] = E[L(t, ξ;u)1Γ].
This proves (4.3) and therefore completes the proof.
Remark 4.3. We have seen from Theorem 4.2 that Problems (SLQ) and (̂SLQ) are equivalent. So
from now on, we will simply call both of them Problem (SLQ), although we will still have the stochastic
value flow V̂ (· , ·) and the value flow V (· , ·).
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To conclude this section, we present some useful consequences of Theorem 4.1.
Corollary 4.4. Let (A1)–(A2) hold. Suppose that (X∗, u∗) = {(X∗(s), u∗(s)); t 6 s 6 T } is an
optimal pair with respect to (t, ξ) ∈ D, and let (Y ∗, Z∗) = {(Y ∗(s), Z∗(s)); t 6 s 6 T } be the adapted
solution to the adjoint BSDE{
dY ∗(s) = −
(
A⊤Y ∗ + C⊤Z∗ +QX∗ + S⊤u∗
)
ds+ Z∗dW (s), s ∈ [t, T ],
Y ∗(T ) = GX∗(T )
associated with (X∗, u∗). Then
V̂ (t, ξ) = Ĵ(t, ξ;u∗) = 〈Y ∗(t), ξ〉.
Proof. Since (X∗, u∗) is an optimal pair with respect to (t, ξ), we have by Theorem 4.1 that
B(s)⊤Y ∗(s) +D(s)⊤Z∗(s) + S(s)X∗(s) +R(s)u∗(s) = 0, a.e. s ∈ [t, T ], a.s.
Then it follows immediately from Lemma 3.1 that V̂ (t, ξ) = Ĵ(t, ξ;u∗) = 〈Y ∗(t), ξ〉.
Corollary 4.5 (Principle of Optimality). Let (A1)–(A2) hold. Suppose that u∗ ∈ U [t, T ] is an optimal
control with respect to the initial pair (t, ξ) ∈ D, and let X∗ = {X∗(s); t 6 s 6 T } be the corresponding
optimal state process. Then for any stopping time τ with t < τ < T , the restriction
u∗|[τ,T ] = {u
∗(s); τ 6 s 6 T }
of u∗ to [τ, T ] remains optimal respect to the initial pair (τ,X∗(τ)).
The above property is called the time-consistency of the optimal control.
Proof. Let τ be an arbitrary stopping time with values in (t, T ). According to Theorem 4.1, it suffices
to show that
(a) J(τ, 0; v) > 0 for all v ∈ U [τ, T ], and
(b) the adapted solution (X,Y, Z) to the decoupled FBSDE
dX(s) = (AX +Bu∗|[τ,T ])ds+ (CX +Du
∗|[τ,T ])dW (s),
dY (s) = −
(
A⊤Y + C⊤Z +QX + S⊤u∗|[τ,T ]
)
ds+ ZdW (s),
X(τ) = X∗(τ), Y (T ) = GX(T )
is such that
B(s)⊤Y (s) +D(s)⊤Z(s) + S(s)X(s) +R(s)u∗|[τ,T ](s) = 0, a.e. s ∈ [τ, T ], a.s.
To prove (a), let v ∈ U [τ, T ] be arbitrary and define the zero-extension of v on [t, T ] as follows:
ve(s) =
{
0, s ∈ [t, τ),
v(s), s ∈ [τ, T ].
Clearly, ve ∈ U [t, T ]. Denote by Xτ and Xt the solutions to the SDEs{
dXτ (s) = (AXτ +Bv)ds+ (CXτ +Dv)dW (s), s ∈ [τ, T ],
Xτ (τ) = 0,
and {
dXt(s) = (AXt +Bve)ds+ (CX
t +Dve)dW (s), s ∈ [t, T ],
Xt(t) = 0,
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respectively. Since the initial states of the above two SDEs are 0 and ve = 0 on [t, τ), we have
Xt(s) = 0, s ∈ [t, τ ]; Xt(s) = Xτ (s), s ∈ [τ, T ],
from which it follows that
J(τ, 0; v) = E
[
〈GXτ (T ), Xτ (T )〉+
∫ T
τ
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
Xτ(s)
v(s)
)
,
(
Xτ (s)
v(s)
)〉
ds
]
= E
[
〈GXt(T ), Xt(T )〉+
∫ T
t
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
Xt(s)
ve(s)
)
,
(
Xt(s)
ve(s)
)〉
ds
]
= J(t, 0; ve). (4.5)
Since by assumption, Problem (SLQ) is solvable at (t, ξ), we obtain from Theorem 4.1 (i) and relation
(4.5) that
J(τ, 0; v) = J(t, 0; ve) > 0, ∀v ∈ U [τ, T ].
To prove (b), let (X∗, Y ∗, Z∗) = {(X∗(s), Y ∗(s), Z∗(s)); t 6 s 6 T } be the adapted solution to
dX∗(s) = (AX∗ +Bu∗)ds+ (CX∗ +Du∗)dW (s),
dY ∗(s) = −
(
A⊤Y ∗ + C⊤Z∗ +QX∗ + S⊤u∗
)
ds+ Z∗dW (s),
X∗(t) = ξ, Y ∗(T ) = GX∗(T ).
Since u∗ ∈ U [t, T ] is an optimal control with respect to (t, ξ), we have by Theorem 4.1 (ii) that
B(s)⊤Y ∗(s) +D(s)⊤Z∗(s) + S(s)X∗(s) +R(s)u∗(s) = 0, a.e. s ∈ [t, T ], a.s.
The assertion (b) then follows from the fact that
(X(s), Y (s), Z(s)) = (X∗(s), Y ∗(s), Z∗(s)), τ 6 s 6 T.
The proof is completed.
5 Properties of the Stochastic Value Flow V̂ (t, ξ)
We present in this section some properties of the stochastic value flow V̂ (t, ξ). These include a quadratic
representation of V̂ (t, ξ) in terms of a bounded, Sn-valued process P = {P (t); 0 6 t 6 T } as well as the
left-continuity of t 7→ P (t). We shall see in Section 6 that the sample paths of P are actually continuous
and that P , together with another square-integrable process Λ = {Λ(t); 0 6 t 6 T }, satisfies a stochastic
Riccati equation.
Let e1, . . . , en be the standard basis for R
n. Recall that for a state-control pair (X,u) =
{(X(s), u(s)); t 6 s 6 T } with respect to the initial pair (t, ξ), the associated adjoint BSDE is given
by {
dY (s) = −
(
A⊤Y + C⊤Z +QX + S⊤u
)
ds+ ZdW (s), s ∈ [t, T ],
Y (T ) = GX(T ).
(5.1)
We have the following result.
Proposition 5.1. Let (A1)–(A2) hold and let t ∈ [0, T ) be given. Suppose that Problem (SLQ) is
solvable at the initial pair (t, ei) for every 1 6 i 6 n. Let (Xi, ui) = {(Xi(s), ui(s)); t 6 s 6 T } be an
optimal pair with respect to (t, ei), and let (Yi, Zi) = {(Yi(s), Zi(s)); t 6 s 6 T } be the adapted solution
to the associated adjoint BSDE. Then with
X = (X1, · · · , Xn), U = (u1, · · · , un), Y = (Y1, · · · , Yn), Z = (Z1, · · · , Zn),
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the 4-tuple of matrix-valued processes (X,U ,Y ,Z) satisfies the FBSDE
dX(s) = (AX +BU)ds + (CX +DU)dW (s),
dY (s) = −
(
A⊤Y + C⊤Z +QX + S⊤U
)
ds+ZdW (s),
X(t) = In, Y (T ) = GX(T ),
and is such that
B⊤Y +D⊤Z + SX +RU = 0, a.e. on [t, T ], a.s. (5.2)
Moreover, the state-control pair (Xξ,Uξ) = {(X(s)ξ,U(s)ξ); t 6 s 6 T } is optimal with respect to (t, ξ)
for any ξ ∈ L∞Ft(Ω;R
n), and (Y ξ,Zξ) = {(Y (s)ξ,Z(s)ξ); t 6 s 6 T } solves the adjoint BSDE (5.1)
associated with (X,u) = (Xξ,Uξ).
Proof. The first assertion is an immediate consequence of Theorem 4.1. For the second assertion, we
note that since ξ is Ft-measurable and bounded, the pair
(X∗(s), u∗(s)) , (X(s)ξ,U(s)ξ); t 6 s 6 T
is square-integrable and satisfies the state equation{
dX∗(s) = (AX∗ +Bu∗)ds+ (CX∗ +Du∗)dW (s), s ∈ [t, T ],
X∗(t) = ξ.
For the same reason, we see that the pair
(Y ∗(s), Z∗(s)) , (Y (s)ξ,Z(s)ξ); t 6 s 6 T
is the adapted solution to the adjoint BSDE associated with (X∗, u∗):{
dY ∗(s) = −
(
A⊤Y ∗ + C⊤Z∗ +QX∗ + S⊤u∗
)
ds+ Z∗dW (s), s ∈ [t, T ],
Y ∗(T ) = GX∗(T ).
Furthermore, (5.2) implies that
B⊤Y ∗ +D⊤Z∗ + SX∗ +Ru∗ =
(
B⊤Y +D⊤Z + SX +RU
)
ξ = 0, a.e. on [t, T ], a.s.
Thus by Theorem 4.1, (X∗, u∗) is optimal with respect to (t, ξ).
The following result shows that the stochastic value flow has a quadratic form.
Theorem 5.2. Let (A1)–(A2) hold. If Problem (SLQ) is solvable at t, then there exists an Sn-valued,
Ft-measurable, integrable random variable P (t) such that
V̂ (t, ξ) = 〈P (t)ξ, ξ〉, ∀ξ ∈ L∞Ft(Ω;R
n).
Proof. Let {(Xi(s), ui(s)); t 6 s 6 T } and {(X(s),U(s)); t 6 s 6 T } be as in Proposition 5.1. Then
by Proposition 5.1, the state-control pair (Xξ,Uξ) is optimal with respect to (t, ξ) for any ξ ∈ L∞Ft(Ω;R
n).
Denoting
M = X(T )⊤GX(T ), N(s) =
(
X(s)
U(s)
)⊤(
Q(s) S(s)⊤
S(s) R(s)
)(
X(s)
U(s)
)
,
we may write
L(t, ξ;Uξ) = 〈GX(T )ξ,X(T )ξ〉+
∫ T
t
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
X(s)ξ
U(s)ξ
)
,
(
X(s)ξ
U(s)ξ
)〉
ds
= 〈M(T )ξ, ξ〉+
∫ T
t
〈N(s)ξ, ξ〉ds.
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Since ξ is Ft-measurable, it follows that
V̂ (t, ξ) = E[L(t, ξ;Uξ)|Ft] =
〈
E
[
M(T ) +
∫ T
t
N(s)ds
∣∣∣∣Ft
]
ξ, ξ
〉
≡ 〈P (t)ξ, ξ〉.
The proof is completed.
Remark 5.3. So far we have established a number of results for the case that the time horizon of
Problem (SLQ) is a deterministic interval [t, T ]. We may also consider Problem (SLQ) on stochastic
intervals [σ, τ ], where σ and τ are finite F-stopping times with σ 6 τ . With t and T respectively replaced
by two finite stopping times σ and τ , all the previous results remain valid and can be proved using the
same argument as before. See [9, 10] for a similar consideration.
To carry out some further investigations of the stochastic value flow, let us suppose now that at the
initial time t = 0, the cost functional is uniformly convex; i.e., there exists a constant δ > 0 such that
J(0, 0;u) = [[N0u, u]] > δE
∫ T
0
|u(s)|2ds, ∀u ∈ U [0, T ]. (5.3)
Such a condition implies that Problem (SLQ) is solvable at t = 0 (see Corollary 3.5 (ii)). The next result
further shows that Problem (SLQ) is actually solvable at any stopping time τ : Ω→ [0, T ] when condition
(5.3) holds.
Proposition 5.4. Let (A1)–(A2) hold. Suppose that there exists a constant δ > 0 such that (5.3)
holds. Then for any F-stopping time τ : Ω→ [0, T ], we have
J(τ, 0;u) > δ E
∫ T
τ
|u(s)|2ds, ∀u ∈ U [τ, T ].
Consequently, Problem (SLQ) is uniquely solvable.
Proof. Let u ∈ U [τ, T ] be arbitrary and define
ue(s) =
{
0, s ∈ [0, τ),
u(s), s ∈ [τ, T ].
Proceeding exactly as in the proof of Corollary 4.5 (the proof of (b)) with t,v and ve replaced by 0, u
and ue, respectively, we obtain
J(τ, 0;u) = J(0, 0;ue) > δ E
∫ T
0
|ue(s)|
2ds = δ E
∫ T
τ
|u(s)|2ds.
Thus, by Corollary 3.5 (ii), Problem (SLQ) is uniquely solvable.
Under the conditions of Proposition 5.4, Problem (SLQ) is solvable at any initial time t ∈ [0, T ].
Thus, according to Theorem 5.2, there exists an F-adapted process P : [0, T ]× Ω→ Sn such that
V̂ (t, ξ) = 〈P (t)ξ, ξ〉, ∀(t, ξ) ∈ [0, T ]× L∞Ft(Ω;R
n). (5.4)
It is trivially seen that P (T ) = G. Our next aim is to show that the process P = {P (t); 0 6 t 6 T } is
bounded and left-continuous. To this end, let τ be an F-stopping time with values in (0, T ] and denote
by S[0, τ) the set of F-stopping times valued in [0, τ). Let
Dτ =
{
(σ, ξ) | σ ∈ S[0, τ), ξ ∈ L2Fσ(Ω;R
n)
}
,
and denote U [σ, τ ] = L2
F
(σ, τ ;Rm) for σ ∈ S[0, τ). Consider the following stopped SLQ problem:
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Problem (SLQ)τ . For any given initial pair (σ, ξ) ∈ Dτ , find a control u∗ ∈ U [σ, τ ] such that the
cost functional
Jτ (σ, ξ;u) , E
[
〈P (τ)X(τ), X(τ)〉 +
∫ τ
σ
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
X(s)
u(s)
)
,
(
X(s)
u(s)
)〉
ds
]
is minimized subject to the state equation (over the stochastic interval [σ, τ ]){
dX(s) = [A(s)X(s) +B(s)u(s)]ds+ [C(s)X(s) +D(s)u(s)]dW (s), s ∈ [σ, τ ],
X(σ) = ξ.
(5.5)
Proposition 5.5. Let (A1)–(A2) hold. Suppose that there exists a constant δ > 0 such that (5.3)
holds. Then
(i) for any σ ∈ S[0, τ),
Jτ (σ, 0;u) > δ E
∫ τ
σ
|u(s)|2ds, ∀u ∈ U [σ, τ ];
(ii) Problem (SLQ)τ is uniquely solvable at any σ ∈ S[0, τ);
(iii) if u∗ ∈ U [σ, T ] is an optimal control of Problem (SLQ) with respect to the initial pair (σ, ξ) ∈ D,
then the restriction u∗|[σ,τ ] of u
∗ to [σ, τ ] is an optimal control of Problem (SLQ)τ with respect to
the same initial pair (σ, ξ);
(iv) the value flow V τ (· , ·) of Problem (SLQ)τ admits the following form:
V τ (σ, ξ) = E〈P (σ)ξ, ξ〉, ∀(σ, ξ) ∈ S[0, τ) × L∞Fσ(Ω;R
n).
Proof. Fix an arbitrary stopping time σ ∈ S[0, τ). For ξ ∈ L∞Fσ(Ω;R
n) and u ∈ U [σ, τ ], let X1 =
{X1(s);σ 6 s 6 τ} denote the corresponding solution to (5.5). Consider Problem (SLQ) for the initial
pair (τ,X1(τ)). Since there exists a constant δ > 0 such that (5.3) holds, Problem (SLQ) is solvable at
τ (Proposition 5.4), and from (5.4) we see that
V̂ (τ,X1(τ)) = 〈P (τ)X1(τ), X1(τ)〉.
Let v∗ ∈ U [τ, T ] be an optimal control of Problem (SLQ) with respect to (τ,X1(τ)) and let X∗2 =
{X∗2 (s); τ 6 s 6 T } be the corresponding optimal state process. Define
[u⊕ v∗](s) =
{
u(s), s ∈ [σ, τ),
v∗(s), s ∈ [τ, T ].
Obviously, the process u⊕ v∗ is in U [σ, T ], and the solution X = {X(s);σ 6 s 6 T } to
dX(s) = {A(s)X(s) +B(s)[u⊕ v∗](s)}ds
+ {C(s)X(s) +D(s)[u⊕ v∗](s)}dW (s), s ∈ [σ, T ],
X(σ) = ξ
is such that
X(s) =
{
X1(s), s ∈ [σ, τ),
X∗2 (s), s ∈ [τ, T ].
It follows that
J(σ, ξ;u ⊕ v∗) = E
[
〈GX(T ), X(T )〉+
∫ T
σ
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
X(s)
[u⊕ v∗](s)
)
,
(
X(s)
[u⊕ v∗](s)
)〉
ds
]
= E
[
〈GX∗2 (T ), X
∗
2 (T )〉+
∫ T
τ
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
X∗2 (s)
v∗(s)
)
,
(
X∗2 (s)
v∗(s)
)〉
ds
]
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+ E
[∫ τ
σ
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
X1(s)
u(s)
)
,
(
X1(s)
u(s)
)〉
ds
]
= J(τ,X1(τ); v
∗) + E
[∫ τ
σ
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
X1(s)
u(s)
)
,
(
X1(s)
u(s)
)〉
ds
]
= E〈P (τ)X1(τ), X1(τ)〉 + E
[∫ τ
σ
〈(
Q(s) S(s)⊤
S(s) R(s)
)(
X1(s)
u(s)
)
,
(
X1(s)
u(s)
)〉
ds
]
= Jτ (σ, ξ;u). (5.6)
In particular, taking ξ = 0 yields
Jτ (σ, 0;u) = J(σ, 0;u⊕ v∗) > δ E
∫ T
σ
|[u⊕ v∗](s)|2ds > δ E
∫ τ
σ
|u(s)|2ds.
This proves the first assertion.
The second assertion follows directly from (i) and Corollary 3.5 (ii).
Finally, we take up (iii) and (iv). Observe first that relation (5.6) implies that
Jτ (σ, ξ;u) > E〈P (σ)ξ, ξ〉. (5.7)
Suppose now that u∗ ∈ U [σ, T ] is an optimal control of Problem (SLQ) with respect to the initial pair
(σ, ξ). Let X∗ = {X∗(s);σ 6 s 6 T } be the corresponding optimal state process, that is, X∗ is the
solution to{
dX∗(s) = {A(s)X∗(s) +B(s)u∗(s)}ds+ {C(s)X∗(s) +D(s)u∗(s)}dW (s), s ∈ [σ, T ],
X∗(σ) = ξ.
Then by the principle of optimality (Corollary 4.5), the restriction u∗|[τ,T ] of u
∗ to [τ, T ] is optimal for
Problem (SLQ) with respect to the initial pair (τ,X∗(τ)). Replacing the processes u and v∗ in (5.6) by
u∗|[σ,τ ] and u
∗|[τ,T ], respectively, and noting that u
∗|[σ,τ ] ⊕ u
∗|[τ,T ] = u
∗, we obtain
Jτ (σ, ξ;u∗|[σ,τ ]) = J(σ, ξ;u
∗) = E〈P (σ)ξ, ξ〉. (5.8)
The last two assertions follow immediately from (5.7) and (5.8).
Theorem 5.6. Under the hypotheses of Proposition 5.4, the process P = {P (t); 0 6 t 6 T } in (5.4)
is bounded and left-continuous.
Proof. We first prove that P is bounded. By Proposition 5.4, for any t ∈ [0, T ), the operator Nt
defined by (3.6) satisfies
[[Ntu, u]] = J(t, 0;u) > δ [[u, u]], ∀u ∈ U [t, T ]. (5.9)
This means Nt is positive and invertible. By Corollary 3.5 (ii), for any initial state ξ ∈ L
∞
Ft
(Ω;Rn), the
corresponding optimal control is given by u∗t,ξ = −N
−1
t Ltξ. Substituting u
∗
t,ξ into the representation
(3.16) yields
E〈P (t)ξ, ξ〉 = V (t, ξ) = E〈M(t)ξ, ξ〉 − [[N−1t Ltξ,Ltξ]], (5.10)
from which it follows immediately that
E〈P (t)ξ, ξ〉 6 E〈M(t)ξ, ξ〉. (5.11)
On the other hand, combining (5.9) with (5.10), we obtain
E〈P (t)ξ, ξ〉 > E〈M(t)ξ, ξ〉 − δ−1[[Ltξ,Ltξ]], (5.12)
which, together with (3.8), gives
E〈P (t)ξ, ξ〉 > E〈M(t)ξ, ξ〉 − δ−1K E|ξ|2 = E〈[M(t)− δ−1KIn]ξ, ξ〉. (5.13)
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Since ξ ∈ L∞Ft(Ω;R
n) is arbitrary, we conclude from (5.11) and (5.13) that
M(t)− δ−1KIn 6 P (t) 6 M(t).
The boundedness of P follows by noting that M is bounded (Proposition 2.2).
We next show that P is left-continuous. Without loss of generality, we consider only the left-continuity
at t = T . The case of t ∈ (0, T ) can be treated in a similar manner by considering Problem (SLQ)t. We
notice first that, thanks to (5.11) and (5.12), for any initial pair (t, ξ) ∈ [0, T )× L∞Ft(Ω;R
n),
E〈M(t)ξ, ξ〉 − δ−1[[Ltξ,Ltξ]] 6 E〈P (t)ξ, ξ〉 6 E〈M(t)ξ, ξ〉. (5.14)
Using (3.15) and denoting L(s) = B(s)⊤Y(s) +D(s)⊤Z(s) + S(s)X(s), we can rewrite [[Ltξ,Ltξ]] as
[[Ltξ,Ltξ]] = E
∫ T
t
〈
[L(s)X−1(t)]⊤[L(s)X−1(t)]ξ, ξ
〉
ds.
Since M(t), P (t), and X(t) are Ft-measurable and ξ ∈ L∞Ft(Ω;R
n) is arbitrary, we can take conditional
expectations with respect to Ft in (5.14) to obtain
M(t)− δ−1[X−1(t)]⊤E
[∫ T
t
L(s)⊤L(s)ds
∣∣∣∣Ft
]
X
−1(t) 6 P (t) 6 M(t).
Letting t ↑ T and using the conditional dominated convergence theorem, we obtain
lim
t↑T
P (t) = lim
t↑T
M(t) = G = P (T ).
The proof is completed.
Corollary 5.7. Let (A1)–(A2) hold. Suppose that there exists a constant δ > 0 such that (5.3) holds.
Then the stochastic value flow of Problem (SLQ) admits the following form over D:
V̂ (t, ξ) = 〈P (t)ξ, ξ〉, ∀(t, ξ) ∈ D.
Proof. By Theorem 5.6, the process P is bounded. Hence, we may extend the representation (5.4)
from L∞Ft(Ω;R
n) to Xt ≡ L2Ft(Ω;R
n).
6 Riccati Equation and Closed-Loop Representation
In this section we establish the solvability of the stochastic Riccati equation (SRE, for short)
dP (t) = −
[
PA+A⊤P + C⊤PC + ΛC + C⊤Λ +Q
− (PB + C⊤PD + ΛD + S⊤)(R +D⊤PD)−1
× (B⊤P +D⊤PC +D⊤Λ + S)
]
dt+ ΛdW (t), t ∈ [0, T ],
P (T ) = G,
(6.1)
and derive the closed-loop representation of (open-loop) optimal controls. We have seen from previous
sections that the convexity
J(0, 0;u) = [[N0u, u]] > 0, ∀u ∈ U [0, T ] (6.2)
is necessary for the solvability of Problem (SLQ) (Corollary 3.5 (i)), and that the uniform convexity
(5.3), a slightly stronger condition than (6.2), is sufficient for the existence of an optimal control for any
initial pair (Proposition 5.4). In this section we shall prove that the SRE (6.1) is uniquely sovable and
that the first component of its solution is exactly the process P appeared in (5.4). As a by-product, the
(open-loop) optimal control is represented as a linear feedback of the state.
The following result plays a crucial role in the sequel.
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Theorem 6.1. Let (A1)–(A2) hold, and let e1, · · · , en be the standard basis for Rn. Suppose that
there exists a constant δ > 0 such that (5.3) holds. Let Xi = {Xi(s); 0 6 s 6 T } be the (unique) optimal
state process with respect to the initial pair (t, ξ) = (0, ei). Then the R
n×n-valued process X = {X(s) ,
(X1(s), . . . , Xn(s)); 0 6 s 6 T } is invertible.
Proof. Let ui ∈ U [0, T ] be the unique optimal control with respect to (0, ei) so that{
dXi(s) = (AXi +Bui)ds+ (CXi +Dui)dW (s), s ∈ [0, T ],
Xi(0) = ei.
Then with U(s) = (u1(s), . . . , un(s)), we have{
dX(s) = (AX +BU)ds + (CX +DU)dW (s), s ∈ [0, T ],
X(0) = In.
(6.3)
Define the stopping time (at which X is not invertible for the first time)
θ(ω) = inf{s ∈ [0, T ]; det (X(s, ω)) = 0},
where we employ the convention that the infimum of the empty set is infinity. In order to prove that X
is invertible, it suffices to show that P(θ =∞) = 1, or equivalently, that the set
Γ = {ω ∈ Ω; θ(ω) 6 T }
has probability zero. Suppose the contrary and set τ = θ ∧ T . Then τ is also a stopping time and
0 < τ 6 T . Since τ = θ on Γ, by the definition of θ, X(τ) is not invertible on Γ. Thus, we can choose an
Sn-valued, Fτ -measurable, positive semi-definite random matrix H with |H | = 1 on Γ such that
H(ω)X(τ(ω), ω) = 0, ∀ω ∈ Ω.
Let P be the bounded, left-continuous process in (5.4). We introduce the following auxiliary cost func-
tional:
Jτ (σ, ξ;u) , Jτ (σ, ξ;u) + E〈HX(τ), X(τ)〉.
Consider the problem of minimizing the above auxiliary cost functional subject to the state equation
(5.5), which will be called Problem (SLQ)τ and whose value flow will be denoted by V τ (· , ·). We have
the following facts:
(1) For any σ ∈ S[0, τ),
Jτ (σ, 0;u) > Jτ (σ, 0;u) > δ E
∫ τ
σ
|u(s)|2ds, ∀u ∈ U [σ, τ ].
Consequently, both Problems (SLQ)τ and (SLQ)τ are uniquely solvable at any σ ∈ S[0, τ).
Indeed, the first inequality is true since H is positive semi-definite, and the second inequality is
immediate from Proposition 5.5 (i).
(2) The restriction uτi = ui|[0,τ ] of ui to [0, τ ] is optimal for both Problems (SLQ)
τ and (SLQ)τ with
respect to the same initial pair (0, ei).
Indeed, the fact that uτi is optimal for Problem (SLQ)
τ with respect to (0, ei) is a direct consequence
of Proposition 5.5 (iii). According to Theorem 4.1, to prove that uτi is also optimal for Problem
(SLQ)τ with respect to (0, ei), it suffices to show that the adapted solution (X
τ
i , Y
τ
i , Z
τ
i ) to the
FBSDE 
dXτi (s) = (AX
τ
i +Bu
τ
i )ds+ (CX
τ
i +Du
τ
i )dW (s), s ∈ [0, τ ],
dY τi (s) = −
(
A⊤Y τi + C
⊤Zτi +QX
τ
i + S
⊤uτi
)
ds+ Zτi dW (s), s ∈ [0, τ ],
Xτi (0) = ei, Y
τ
i (τ) = [P (τ) +H ]X
τ
i (τ)
(6.4)
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satisfies
B⊤Y τi +D
⊤Zτi + SX
τ
i +Ru
τ
i = 0. (6.5)
We observe first that Xτi (s) = X(s)ei for 0 6 s 6 τ . Thus, by the choice of H , we have
HXτi (τ) = HX(τ)ei = 0. (6.6)
It follows that (6.4) is equivalent to
dXτi (s) = (AX
τ
i +Bu
τ
i )ds+ (CX
τ
i +Du
τ
i )dW (s), s ∈ [0, τ ],
dY τi (s) = −
(
A⊤Y τi + C
⊤Zτi +QX
τ
i + S
⊤uτi
)
ds+ Zτi dW (s), s ∈ [0, τ ],
Xτi (0) = ei, Y
τ
i (τ) = P (τ)X
τ
i (τ),
which is exactly the FBSDE associated with Problem (SLQ)τ . Since uτi is an optimal control of
Problem (SLQ)τ with respect to (0, ei), we obtain (6.5) by using Theorem 4.1 again.
By fact (1), for Problem (SLQ)τ there exists a bounded, left-continuous process P¯ = {P¯ (s); 0 6 s 6 τ}
such that
V τ (σ, ξ) = 〈P¯ (σ)ξ, ξ〉, ∀(σ, ξ) ∈ S[0, τ) × L∞Fσ(Ω;R
n).
By fact (2), we see that (Xτi , u
τ
i ) = {(X
τ
i (s), u
τ
i (s)); 0 6 s 6 τ} is the optimal state-control pair for both
Problem (SLQ)τ and Problem (SLQ)τ with respect to (0, ei). Set
X
τ = {Xτ (s) , (Xτ1 (s), . . . , X
τ
n(s)); 0 6 s 6 τ},
U
τ = {Uτ (s) , (uτ1(s), . . . , u
τ
n(s)); 0 6 s 6 τ},
and take an arbitrary x ∈ Rn. Then by Proposition 5.1, (Xτx,Uτx) is the optimal state-control pair
for both Problem (SLQ)τ and Problem (SLQ)τ with respect to (0, x). Furthermore, By the principle of
optimality (Corollary 4.5), the pair
(Xτ (s)x,Uτ (s)x); t 6 s 6 τ
remains optimal with respect to (t,Xτ (t)x) for any 0 6 t < τ . Thus, noting that HXτ (τ) = 0 by (6.6),
we have
V τ (t,Xτ (t)x) = Jτ (t,Xτ (t)x;Uτx) = Jτ (t,Xτ (t)x;Uτx) + E〈HXτ (τ)x,Xτ (τ)x〉
= Jτ (t,Xτ (t)x;Uτx) = V̂ (t,Xτ (t)x).
Noting that Xτ (t) = X(t) for 0 6 t 6 τ , we obtain from the above that
〈P¯ (t)X(t)x,X(t)x〉 = V τ (t,Xτ (t)x) = V̂ (t,Xτ (t)x) = 〈P (t)X(t)x,X(t)x〉.
Since x ∈ Rn is arbitrary, it follows that
X(t)⊤P (t)X(t) = X(t)⊤P¯ (t)X(t); 0 6 t < τ.
By the definition of τ , X is invertible on [0, τ). Hence,
P (t) = P¯ (t); 0 6 t < τ. (6.7)
On the other hand, P¯ (τ) = P (τ) +H , and both P and P¯ are left-continuous. Letting t ↑ τ in (6.7) then
yields a contradiction: P (τ) = P (τ) +H , since |H | = 1 on Γ.
The next result establishes the unique solvability of the SRE (6.1).
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Theorem 6.2. Let (A1)–(A2) hold. Suppose that there exists a constant δ > 0 such that
(5.3) holds. Then the stochastic Riccati equation (6.1) admits a unique adapted solution (P,Λ) ∈
L∞
F
(Ω;C([0, T ]; Sn))× L2
F
(0, T ; Sn) such that R+D⊤PD is uniformly positive definite; i.e.,
R+D⊤PD > λIm, a.e. on [0, T ], a.s. (6.8)
for some constant λ > 0.
The proof of Theorem 6.2 proceeds through several lemmas. As a preparation, we note first that
by Proposition 5.4, Problem (SLQ) is uniquely solvable under the assumptions of Theorem 6.2. Let
(Xi, ui) = {(Xi(s), ui(s)); 0 6 s 6 T } be the unique optimal pair with respect to (0, ei), and let
(Yi, Zi) = {(Yi(s), Zi(s)); 0 6 s 6 T } be the adapted solution to the adjoint BSDE associated with
(Xi, ui). According to Proposition 5.1, the 4-tuple (X,U ,Y ,Z) defined by
X = (X1, · · · , Xn), U = (u1, · · · , un), Y = (Y1, · · · , Yn), Z = (Z1, · · · , Zn), (6.9)
satisfies the FBSDE 
dX(s) = (AX +BU)ds + (CX +DU)dW (s),
dY (s) = −
(
A⊤Y + C⊤Z +QX + S⊤U
)
ds+ZdW (s),
X(0) = In, Y (T ) = GX(T ),
and is such that
B⊤Y +D⊤Z + SX +RU = 0, a.e. on [0, T ], a.s. (6.10)
Furthermore, Theorem 6.1 shows that the process X = {X(s); 0 6 s 6 T } is invertible, and Theorems
5.2 and 5.6 imply that there exists a bounded, left-continuous, F-adapted process P : [0, T ] × Ω → Sn
such that (5.4) holds.
Lemma 6.3. Under the assumptions of Theorem 6.2, we have
P (t) = Y (t)X(t)−1, ∀t ∈ [0, T ]. (6.11)
Proof. Let x ∈ Rn be arbitrary and set
(X∗, u∗) = {(X(s)x,U(s)x); 0 6 s 6 T },
(Y ∗, Z∗) = {(Y (s)x,Z(s)x); 0 6 s 6 T }.
From Proposition 5.1 we see that (X∗, u∗) is an optimal pair with respect to (0, x), and that (Y ∗, Z∗)
is the adapted solution to the adjoint BSDE associated with (X∗, u∗). For any t ∈ [0, T ], the principle
of optimality (Corollary 4.5) shows that the restriction (X∗|[t,T ], u
∗|[t,T ]) of (X
∗, u∗) to [t, T ] remains
optimal with respect to (t,X∗(t)). Thus, we have by Corollary 4.4 that
V̂ (t,X∗(t)) = 〈Y ∗(t), X∗(t)〉.
Because of (5.4), the above yields
x⊤X(t)⊤P (t)X(t)x = 〈P (t)X(t)x,X(t)x〉 = 〈P (t)X∗(t), X∗(t)〉 = 〈Y ∗(t), X∗(t)〉
= 〈Y (t)x,X(t)x〉 = x⊤X(t)⊤Y (t)x.
Since x ∈ Rn is arbitrary, we conclude that X(t)⊤P (t)X(t) = X(t)⊤Y (t). The desired result then
follows from the fact that X is invertible.
Lemma 6.4. With the assumptions of Theorem 6.2 and the notation
Θ(t) = U(t)X(t)−1, Π(t) = Z(t)X(t)−1,
Λ(t) = Π(t)− P (t)[C(t) +D(t)Θ(t)]; 0 6 t 6 T,
(6.12)
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the pair (P,Λ) satisfies the following BSDE:
dP (t) =
[
− PA−A⊤P − C⊤PC − ΛC − C⊤Λ−Q
− (PB + C⊤PD + ΛD + S⊤)Θ
]
dt+ ΛdW (t), t ∈ [0, T ],
P (T ) = G.
(6.13)
Moreover, Λ = Λ⊤ and the following relation holds:
B⊤P +D⊤PC +D⊤Λ + S + (R +D⊤PD)Θ = 0, a.e. on [0, T ], a.s. (6.14)
Proof. First of all, from (5.4) we see that
〈Gξ, ξ〉 = V̂ (T, ξ) = 〈P (T )ξ, ξ〉, ∀ξ ∈ L∞FT (Ω;R
n),
which leads to P (T ) = G. Since X = {X(s); 0 6 s 6 T } satisfies the SDE (6.3) and is invertible, Itoˆ’s
formula implies that its inverse X−1 also satisfies a certain SDE. Suppose that
dX(s)−1 = Ξ(s)ds +∆(s)dW (s), s ∈ [0, T ],
for some progressively processes {Ξ(s); 0 6 s 6 T } and {∆(s); 0 6 s 6 T }. Then by Itoˆ’s formula and
using (6.3) and (6.12), we have
0 = d
(
XX
−1
)
=
[
(AX +BU)X−1 +XΞ + (CX +DU)∆
]
ds
+
[
(CX +DU)X−1 +X∆
]
dW (s)
= [A+BΘ +XΞ + (CX +DU)∆]ds + (C +DΘ+X∆)dW (s).
Thus, it is necessary that ∆ = −X−1(C +DΘ) and
Ξ = −X−1[A+BΘ+ (CX +DU)∆]
= −X−1[A+BΘ− C(C +DΘ)−DΘ(C +DΘ)]
= X−1
[
(C +DΘ)2 −A− BΘ
]
.
Applying Itoˆ’s formula to the right-hand side of (6.11) and then substituting for Ξ and ∆, we have
dP = − (A⊤Y + C⊤Z +QX + S⊤U)X−1dt+ZX−1dW
+Y Ξdt+ Y ∆dW +Z∆dt
=
{
−A⊤P − C⊤Π−Q − S⊤Θ+ P [(C +DΘ)2 −A−BΘ]
−Π(C +DΘ)
}
dt+ [Π− P (C +DΘ)]dW
=
[
− PA− A⊤P − C⊤PC − ΛC − C⊤Λ−Q
− (PB + C⊤PD + ΛD + S⊤)Θ
]
dt+ ΛdW.
Recall that the process P is symmetric; i.e., P = P⊤. By comparing the diffusion coefficients of the SDEs
for P and P⊤, we conclude that
Λ(t) = Λ(t)⊤; 0 6 t 6 T.
Furthermore, (6.12) and (6.10) imply that
B⊤P +D⊤PC +D⊤Λ + S + (R +D⊤PD)Θ = B⊤P +D⊤Π+ S +RΘ
=
(
B⊤Y +D⊤Z + SX +RU
)
X
−1 = 0.
The proof is completed.
Lemma 6.5. Under the assumptions of Theorem 6.2, we have
R+D⊤PD > δIm, a.e. on [0, T ], a.s. (6.15)
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Proof. The proof will be accomplished in several steps.
Step 1: Let us temporarily assume that the processes Θ = {Θ(s); 0 6 s 6 T } and Λ = {Λ(s); 0 6 s 6
T } defined by (6.12) satisfy
ess sup
ω∈Ω
∫ T
0
[
|Θ(s, ω)|2 + |Λ(s, ω)|2
]
ds <∞. (6.16)
Take an arbitrary control v ∈ U [0, T ] and consider the SDE{
dX(s) = [(A+BΘ)X +Bv]ds+ [(C +DΘ)X +Dv]dW (s), s ∈ [0, T ],
X(0) = 0.
(6.17)
By Lemma 2.1, the solution X of (6.17) belongs to the space L2
F
(Ω;C([0, T ];Rn)) and hence
u , ΘX + v ∈ U [0, T ]. (6.18)
Note that with the control defined by (6.18), the solution to the state equation{
dX(s) = (AX +Bu)ds+ (CX +Du)dW (s), s ∈ [0, T ],
X(0) = 0
coincides with the solution X to (6.17). Using (6.13), we obtain by Itoˆ’s rule that
d〈PX,X〉 =
[
− 〈QX,X〉 − 〈(PB + C⊤PD + ΛD + S⊤)ΘX,X〉
+ 2〈(PB + C⊤PD + ΛD)u,X〉+ 〈D⊤PDu, u〉
]
ds
+
[
〈ΛX,X〉+ 2〈P (CX +Du), X〉
]
dW,
from which it follows that
E〈GX(T ), X(T )〉 = E
∫ T
0
[
− 〈QX,X〉 − 〈(PB + C⊤PD + ΛD + S⊤)ΘX,X〉
+ 2〈(PB + C⊤PD + ΛD)u,X〉+ 〈D⊤PDu, u〉
]
ds.
Substituting this into the cost functional yields
J(0, 0;u) = E
∫ T
0
[
− 〈(PB + C⊤PD + ΛD + S⊤)ΘX,X〉
+ 2〈(PB + C⊤PD + ΛD + S⊤)u,X〉+ 〈(R +D⊤PD)u, u〉
]
ds.
Using (6.14) and (6.18), we can further obtain
J(0, 0;u) = E
∫ T
0
〈(R+D⊤PD)(u −ΘX), u−ΘX〉ds = E
∫ T
0
〈(R +D⊤PD)v, v〉ds.
Because by assumption, J(0, 0;u) > 0 for all u ∈ U [0, T ], we conclude from the last equation that
R+D⊤PD > 0, a.e. on [0, T ], a.s. (6.19)
Step 2: We now prove that (6.19) is still valid without the additional assumption (6.16). Here, the
key idea is to employ a localization technique so that the preceding argument can be applied to a certain
stopped SLQ problem. More precisely, we define for each k > 1 the stopping time (with the convention
inf ∅ =∞)
τk = inf
{
t ∈ [0, T ];
∫ t
0
[
|Θ(s)|2 + |Λ(s)|2
]
ds > k
}
∧ T
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and consider the corresponding Problem (SLQ)τk . Take an arbitrary control v ∈ U [0, T ] and consider the
following SDE over [0, τk]:{
dX(s) = [(A+BΘ)X +Bv]ds+ [(C +DΘ)X +Dv]dW (s), s ∈ [0, τk],
X(0) = 0.
(6.20)
Since by the definition of τk, ∫ τk
0
[
|Θ(s)|2 + |Λ(s)|2
]
ds 6 k,
we see from Lemma 2.1 that the solution X of (6.20) belongs to the space L2
F
(Ω;C([0, τk];R
n)) and hence
u , ΘX + v ∈ U [0, τk].
Then we may proceed as in Step 1 to obtain
Jτk(0, 0;u) = E
∫ τk
0
〈(R +D⊤PD)v, v〉ds.
Since by Proposition 5.5 (i) Jτk(0, 0;u) > 0 for all u ∈ U [0, τk] and v ∈ U [0, T ] is arbitrary, we conclude
that
R+D⊤PD > 0, a.e. on [0, τk], a.s. (6.21)
Because the processes U = {U(s); 0 6 s 6 T } and Z = {Z(s); 0 6 s 6 T } are square-integrable,
X−1 = {X(s)−1; 0 6 s 6 T } is continuous, and P,C,D are bounded, we see from (6.12) that∫ T
0
[
|Θ(s)|2 + |Λ(s)|2
]
ds <∞, a.s.
This implies that limk→∞ τk = T almost surely. Letting k →∞ in (6.21) then results in (6.19).
Step 3: In order to obtain the stronger property (6.15), we take an arbitrary but fixed ε ∈ (0, δ) and
consider the SLQ problem of minimizing
Jε(t, ξ;u) = J(t, ξ;u)− εE
∫ T
t
|u(s)|2ds
= E
[
〈GX(T ), X(T )〉+
∫ T
t
〈(
Q(s) S(s)⊤
S(s) R(s)− εIm
)(
X(s)
u(s)
)
,
(
X(s)
u(s)
)〉
ds
]
subject to the state equation (1.1). Clearly, with δ replaced by δ − ε, the assumptions of Theorem 6.2
still hold for the new cost functional Jε(t, ξ;u). Thus, with Pε denoting the process such that
Vε(t, ξ) , inf
u∈U [t,T ]
Jε(t, ξ;u) = 〈Pε(t)ξ, ξ〉, ∀(t, ξ) ∈ [0, T ]× L
∞
Ft(Ω;R
n),
we have by the previous argument that
(R− εIm) +D
⊤PεD > 0, a.e. on [0, T ], a.s.
Since by the definition of Jε(t, ξ;u),
V (t, ξ) = inf
u∈U [t,T ]
J(t, ξ;u) > inf
u∈U [t,T ]
Jε(t, ξ;u) = Vε(t, ξ), ∀(t, ξ) ∈ [0, T ]× L
∞
Ft(Ω;R
n),
we see that P (t) > Pε(t) for all t ∈ [0, T ] and hence
R+D⊤PD > R+D⊤PεD > εIm, a.e. on [0, T ], a.s.
The property (6.15) therefore follows since ε ∈ (0, δ) is arbitrary.
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In order to prove Theorem 6.2, we also need the following lemma concerning the trace of the product
of two symmetric matrices; it is a special case of von Neumann’s trace theorem (see Horn and Johnson
[13, Theorem 7.4.1.1, page 458]).
Lemma 6.6. Let A,B ∈ Sn with B being positive semi-definite. Then with λmax(A) denoting the
largest eigenvalue of A, we have
tr (AB) 6 λmax(A) · tr (B).
Proof of Theorem 6.2. We have seen from Lemma 6.4 that the bounded process P in (5.4) and the
processes defined by (6.12) satisfy the BSDE (6.13) and the relation (6.14). Further, Lemma 6.5 shows
that
R+D⊤PD > δIm, a.e. on [0, T ], a.s.
This, together with (6.14), implies that
Θ = −(R+D⊤PD)−1(B⊤P +D⊤PC +D⊤Λ + S),
which, substituted into (6.13) yields (6.1). It remains to prove that the process Λ is square-integrable.
Set
Σ = PA+A⊤P + C⊤PC + ΛC + C⊤Λ +Q,
Γ = (PB + C⊤PD + ΛD + S⊤)(R +D⊤PD)−1(B⊤P +D⊤PC +D⊤Λ + S).
Because the matrix-valued processes A,C,Q, P are all bounded and the process Γ is positive semi-definite,
we can choose a constant K > 0 such that
tr [P (s)] + |P (s)|2 6 K,
tr [Σ(s)] 6 K[1 + |Λ(s)|],
tr [P (s)Σ(s)] 6 |P (s)||Σ(s)| 6 K[1 + |Λ(s)|],
tr [−P (s)Γ(s)] 6 λmax[−P (s)]tr [Γ(s)] 6 Ktr [Γ(s)],
(6.22)
for Lebesgue-almost every s, P-a.s. In the last inequality we have used Lemma 6.6. In the sequel, we
shall use the same letter K to denote a generic positive constant whose value might change from line to
line. Define for each k > 1 the stopping time (with the convention inf ∅ =∞)
λk = inf
{
t ∈ [0, T ];
∫ t
0
|Λ(s)|2ds > k
}
.
Because the processes U = {U(s); 0 6 s 6 T } and Z = {Z(s); 0 6 s 6 T } are square-integrable,
X
−1 = {X(s)−1; 0 6 s 6 T } is continuous, and P,C,D are bounded, we see from the definition (6.12)
of Λ that ∫ T
0
|Λ(s)|2ds <∞, a.s.
This implies that limk→∞ λk =∞ almost surely. Since P satisfies the SDE
dP (t) = [−Σ(t) + Γ(t)]dt+ Λ(t)dW (t),
We have
P (t ∧ λk) = P (0) +
∫ t∧λk
0
[
− Σ(s) + Γ(s)
]
ds+
∫ t∧λk
0
Λ(s)dW (s). (6.23)
Thanks to the definition of λk, the process{∫ t∧λk
0
Λ(s)dW (s),Ft; 0 6 t 6 T
}
=
{∫ t
0
Λ(s)1{s6λk}dW (s),Ft; 0 6 t 6 T
}
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is easily seen to be a matrix of square-integrable martingales, so taking expectations in (6.23) gives
E[P (t ∧ λk)] = P (0) + E
∫ t∧λk
0
[−Σ(s) + Γ(s)]ds.
This, together with (6.22), implies that
E
∫ t∧λk
0
tr [Γ(s)]ds = E tr [P (t ∧ λk)− P (0)] + E
∫ t∧λk
0
tr [Σ(s)]ds
6 K
[
1 + E
∫ t∧λk
0
|Λ(s)|ds
]
. (6.24)
On the other hand, we have by Itoˆ’s formula that
d[P (t)]2 =
[
P (−Σ+ Γ) + (−Σ+ Γ)P + Λ2
]
dt+ (PΛ + ΛP )dW (t).
A similar argument based the definition of λk shows that
E[P (t ∧ λk)]
2 = P (0)2 + E
∫ t∧λk
0
{
P (s)[−Σ(s) + Γ(s)] + [−Σ(s) + Γ(s)]P (s) + [Λ(s)]2
}
ds,
which, together with (6.22) and (6.24), yields (recalling the Frobenius norm)
E
∫ t∧λk
0
|Λ(s)|2ds = tr
[
E
∫ t∧λk
0
[Λ(s)]2ds
]
= E|P (t ∧ λk)|
2 − |P (0)|2 + 2E
∫ t∧λk
0
tr [P (s)Σ(s)]ds+ 2E
∫ t∧λk
0
tr [−P (s)Γ(s)]ds
6 K +KE
∫ t∧λk
0
[
1 + |Λ(s)|
]
ds+KE
∫ t∧λk
0
tr [Γ(s)]ds
6 K
[
1 + E
∫ t∧λk
0
|Λ(s)|ds
]
. (6.25)
Furthermore, by the Cauchy-Schwarz inequality,
KE
∫ t∧λk
0
|Λ(s)|ds 6 2K2 +
1
2
E
∫ t∧λk
0
|Λ(s)|2ds.
Combining this with (6.25) gives
1
2
E
∫ t∧λk
0
|Λ(s)|2ds 6 K + 2K2.
Since the constant K does not depend on k and t, and limk→∞ λk =∞ almost surely, we conclude that
the process Λ is square-integrable by letting k →∞ and then t ↑ T .
To conclude this section, we make some observations. Suppose that there exists a constant δ > 0
such that (5.3) holds. Then Problem (SLQ) is uniquely solvable at any initial time t < T according to
Proposition 5.4. In order to find the optimal control with respect to any initial pair (t, ξ) ∈ D, it suffices
to determine the optimal control ui = {ui(s); 0 6 s 6 T } with respect to (0, ei) for each i = 1, . . . , n,
since by Proposition 5.1 the optimal control u∗t,ξ with respect to (t, ξ) must be given by
u∗t,ξ(s) = (u1(s), · · · , un(s))ξ; t 6 s 6 T.
With the notation (6.9), we see from Theorem 6.1 that the process X = {X(s); 0 6 s 6 T } is invertible.
Therefore, finding the optimal controls u1, · · · , un is equivalent to finding
Θ(s) = U(s)X(s)−1; 0 6 s 6 T.
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The latter can be accomplished by solving the SRE (6.1), whose solvability is guaranteed by Theorem 6.2.
In fact, from the proof of Theorem 6.2 we can see that Θ is actually given by
Θ = −(R+D⊤PD)−1(B⊤P +D⊤PC +D⊤Λ + S). (6.26)
Summarizing these observations, we obtain the following closed-loop representation of open-loop optimal
controls.
Theorem 6.7. Let (A1)–(A2) hold. Suppose that there exists a constant δ > 0 such that (5.3) holds.
Then Problem (SLQ) is uniquely solvable and the SRE (6.1) admits a unique adapted solution (P,Λ) such
that (6.8) holds for some constant λ > 0. Moreover, the unique optimal control u∗t,ξ = {u
∗
t,ξ(s); t 6 s 6 T }
with respect to any (t, ξ) ∈ S[0, T )× L∞Ft(Ω;R
n) takes the following linear state feedback form:
u∗t,ξ(s) = Θ(s)X
∗(s); s ∈ [t, T ],
where Θ is defined by (6.26) and X∗ = {X∗(s); t 6 s 6 T } is the solution the closed-loop system{
dX∗(s) = [A(s) +B(s)Θ(s)]X∗(s)ds+ [C(s) +D(s)Θ(s)]X∗(s)dW (s), s ∈ [t, T ],
X∗(t) = ξ.
7 Concluding Remarks
In this paper, for a stochastic linear-quadratic optimal control problem with random coefficients in which
the weighting matrices of the cost functional are allowed to be indefinite, we showed that under the
uniform convexity condition on the cost functional, the stochastic Riccati equation admits a unique
adapted solution which can be constructed by the open-loop optimal pair, together with its adjoint
equation. Moreover, the open-loop optimal control admits a state feedback/closed-loop representation.
It remains open that if one could obtain the closed-loop solvability in the sense of [26, 25] for our SLQ
problem with random coefficients.
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