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ABSTRACT
A formalism for calculating the open supermembrane contribution to the non-perturbative
superpotential of moduli in heterotic M-theory is presented. This is explicitly applied to the
Calabi-Yau (1, 1)-moduli and the separation modulus of the end-of-the-world BPS three-
branes, whose non-perturbative superpotential is computed. The role of gauge bundles
on the boundaries of the open supermembranes is discussed in detail, and a topological
criterion presented for the associated superpotential to be non-vanishing.
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1 Introduction
In a series of papers [1, 2, 3, 4], it was shown that Horˇava-Witten theory [5, 6], when
compactified on a Calabi-Yau threefold CY3 with non-vanishing G-flux, leads to a natural
brane universe theory of particle physics, called heterotic M-theory. Heterotic M-theory
has a five-dimensional bulk space consisting of a specific gauging of N = 2 supergravity
coupled to both hyper- and vector supermultiplets. This space has finite length in the
fifth-direction, terminating in two five-dimensional BPS three-branes (eleven-dimensional
nine-branes wrapped on CY3), one, the observable brane, at one end of the universe and
one, the hidden brane, at the other. By constructing holomorphic vector bundles on Calabi-
Yau threefolds with both trivial and non-trivial homotopy, it was demonstrated that both
three-family grand unified theories [7] and the standard model [8, 9, 10, 11] can appear on
the observable brane, while an appropriate hidden sector arises on the other brane. An
important feature of heterotic M-theory is that the non-trivial vector bundles required to
give realistic particle physics gauge groups and spectra generically predict, via anomaly can-
cellation, the existence of additional five-dimensional BPS three-branes (eleven-dimensional
five-branes wrapped on a holomorphic curve C ⊂ CY3). These branes live in the bulk space
and represent new non-perturbative vacua. They may play an important phenomenological
role, both in particle physics [12, 13, 14, 15, 16, 17] and cosmology [18, 19, 20, 21, 22]. One
interesting aspect of these bulk branes, their absorption and expulsion from the boundary
three-branes via “small instanton” phase transitions, was discussed in [23].
In this paper, we begin an investigation of the stability and dynamics of non-perturbative
heterotic M-theory vacua. All work referenced above assumed that the potential energy
for the various moduli fields in the low energy four-dimensional effective theory vanished.
This is certainly true for moduli at the perturbative level. However, it is well known
[24, 25, 26, 27, 28] that non-vanishing contributions to the moduli potential energy can
arise from various aspects of non-perturbative physics. Specifically, in the four-dimensional
N = 1 supersymmetric effective theory of heterotic M-theory, a non-vanishing superpoten-
tial for moduli,W , can arise from non-perturbative effects. In this paper, we will initiate our
study of this topic by explicitly computing the contribution to W of open supermembranes
stretched between the observable and hidden BPS boundary three-branes. This superpoten-
tial will depend on the (1, 1)-moduli T I which carry information about the Ka¨hler metric
deformations of CY3 and the separation modulus R of the two boundary three-branes.
Specifically, we will do the following.
In Section 2, we discuss BPS membranes in heterotic M-theory and show that they must
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stretch between the boundary three-branes in order to preserveN = 1 supersymmetry. That
is, we must consider “open” supermembranes only. In the next section, we present the κ-
invariant action for an open supermembrane coupled to the gauge bundles of the boundary
three-branes. Section 4 studies the BPS conditions for the open membrane when wrapped
on a complex curve C in CY3. It is shown that curve C must be holomorphic. In Section 5, we
perform the dimensional reduction of the membrane theory on the fifth-dimensional interval
S1/Z 2 and show that this theory becomes the heterotic superstring coupled to E8×E8 and
wrapped on holomorphic curve C. The following section is devoted to a careful discussion
of the moduli of heterotic M-theory and their four-dimensional low energy effective theory.
The formalism for computing a non-perturbative contribution to the superpotential via in-
stanton contributions to the fermion two-point functions is presented. In Sections 7 and 8,
the fermion two-point functions generated by open supermembranes stretched between the
two boundary three-branes are explicitly computed; Section 7 discussing the contributions
of the membrane worldvolume while Section 8 computes the contributions of the membrane
boundaries. Finally, in Section 9, using the formalism presented in Section 6 and the results
of Sections 7 and 8, we extract the expression for the non-perturbative superpotential W
generated by open supermembranes. We refer the reader to equation (9.3) for the final
result. Various necessary technical remarks and formalism are presented in two Appendices
A and B. We want to emphasize that our goal in this paper is to compute the superpo-
tential for moduli associated with open supermembranes, a quantity holomorphic on chiral
superfields and independent of the dilaton. Since it is independent of the dilaton, the result,
to lowest order, can be computed taking the low energy limit where the wrapped superme-
mbrane is replaced by the heterotic string. We take this approach here. Non-holomorphic
quantities, such as the Ka¨hler potential, are more subtle, but we do not compute them in
this paper.
Within this context, it is clear that similar calculations can be carried out for the open
supermembrane contributions to the 1) boundary three-brane—bulk three-brane (eleven-
dimensional nine-brane—five-brane) superpotential and to the 2) bulk three-brane—bulk
three-brane (eleven-dimensional five-brane—five-brane) superpotential. Perhaps not sur-
prisingly, these calculations and results are similar to those given in this paper, although
there are some fundamental differences. Due to the length of the present paper, we will
present the results involving at least one bulk brane in another publication [29].
The formalism both in this paper and in [29] relies heavily on the ground breaking
work of Strominger, Becker and Becker [27] and Harvey and Moore [28]. Recently, a paper
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due to Moore, Peradze and Saulina [30] appeared whose results overlap substantially with
the results in this paper and in [29]. We acknowledge their work and appreciate their
pre-announcement of our independent study of this subject.
2 Membranes in Heterotic M-Theory:
Eleven-Dimensional Supergravity and BPS Membranes:
As is well-known, D = 11 N = 1 supersymmetry consists of a single supergravity multiplet
[31]. This multiplet contains as its component fields a graviton gˆMˆNˆ , a three-form CˆMˆNˆPˆ
and a Majorana gravitino ΨˆMˆ . The dynamics of this supermultiplet is specified by a unique
action, whose bosonic terms are
SSG = − 1
2κ2
∫
M11
d11xˆ
√
−gˆ[Rˆ+ 1
24
GˆMˆNˆOˆPˆ Gˆ
MˆNˆOˆPˆ
+
√
2
1728
ǫˆMˆ1...Mˆ11CˆMˆ1Mˆ2Mˆ3GˆMˆ4...Mˆ7GˆMˆ8...Mˆ11 ], (2.1)
where (xˆ0ˆ, . . . , xˆ9ˆ, xˆ1ˆ1) are the eleven-dimensional coordinates, gˆ = det gˆMˆNˆ and GˆMˆNˆPˆ Qˆ =
24∂[Mˆ CˆNˆPˆ Qˆ]is the field strength of the three-form Cˆ defined by Gˆ = dCˆ. This action
is invariant under the supersymmetry transformations of the component fields. For our
purposes, we need only specify the supersymmetry variation of the gravitino field ΨˆMˆ ,
which is given by
δεˆΨˆMˆ = DˆMˆ εˆ+
√
2
288
(Γˆ NˆPˆ QˆRˆ
Mˆ
− 8δNˆ
Mˆ
ΓˆPˆ QˆRˆ)εˆGˆNˆ Pˆ QˆRˆ + · · · , (2.2)
where εˆ is the Majorana supersymmetry parameter and the dots denote terms that involve
the fermion fields of the theory. The 11-dimensional spacetime Dirac matrices ΓˆMˆ satisfy
{ΓˆMˆ , ΓˆNˆ} = 2gˆMˆNˆ . Throughout this paper, we will follow convention and refer to the
theory of D = 11, N = 1 supergravity as M -theory, although the complete M -theory must
really include, presently unknown, higher order physics.
It is also well-known that there is a 2+1-dimensional membrane solution of theM -theory
equations of motion that preserves one-half of the supersymmetries [32]. This “electrically
charged” solution is equivalent, upon double dimensional reduction on S1, to the elementary
string solution of the ten-dimensional type IIA supergravity equations of motion. This BPS
membrane solution is of the form
dsˆ2 = e2Adzˆ ıˆdzˆˆ ηˆıˆˆ + e
2Bdyˆmˆdyˆnˆ δmˆnˆ,
Cˆıˆˆkˆ = −
1
6
√
2
εˆıˆˆkˆ e
C , (2.3)
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where zˆ ıˆ are the three coordinates oriented in the direction of the membrane (with ıˆ = 0ˆ, 1ˆ, 2ˆ)
and yˆmˆ (mˆ = 3ˆ, . . . , 1ˆ0) are the eight coordinates transverse to the membrane. Note that
these coordinates do not necessarily coincide with xˆMˆ . Generically, there is a sign ambiguity
on the right-hand side of the second equation in (2.3). The choice of this sign defines an
orientation of the preserved supersymmetry on the membrane. In this paper, we have
arbitrarily chosen the − sign. That corresponds to positive chiral supersymmetry from the
normal spin bundle point of view. This choice of sign is for specificity only, our conclusions
being independent of it. The functions A,B,C depend on the transverse coordinates only.
Equations (2.3) represent a solution of eleven-dimensional supergravity when
A = −2B = C/3, and e−C = 1 + 1
rˆ6
, (2.4)
where
rˆ ≡
√
(yˆmˆ − yˆmˆ0 )(yˆnˆ − yˆnˆ0 )δmˆnˆ (2.5)
and yˆmˆ0 are constants. This solution describes a membrane located at (yˆ
3ˆ
0 , . . . , yˆ
1ˆ0
0 ).
That this solution preserves one-half of the supersymmetry can be seen as follows. The
supersymmetry transformation of the gravitino is given in (2.2). Now make the three-eight
split
ΓˆAˆ = (τˆaˆ′ ⊗ ˜ˆγ, 1⊗ γˆaˆ), (2.6)
where τˆaˆ′ and γˆaˆ are the three- and eight-dimensional Dirac matrices, respectively, with flat
indices Aˆ = 0ˆ, . . . , 1ˆ0, aˆ′ = 0ˆ, 1ˆ, 2ˆ and aˆ = 3ˆ, . . . , 1ˆ0, and
˜ˆγ =
1ˆ0∏
aˆ=3ˆ
γˆaˆ. (2.7)
Then the supersymmetry variation (2.2) vanishes for spinor parameters εˆ of the form
εˆ = λˆ0 ⊗ νˆ0 eC/6, (2.8)
where λˆ0 and νˆ0 are constant three- and eight-dimensional spinors, and νˆ0 satisfies the
chirality condition
1
2
(1− ˜ˆγ)νˆ0 = 0. (2.9)
The minus sign in (2.9), which determines the chirality of the preserved supersymmetry, is
correlated to the sign arbitrarily chosen in the membrane configuration (2.3).
This solution solves the eleven-dimensional supergravity equations of motion everywhere
except at the singularity rˆ = 0. This implies that it is necessary to include delta function
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source terms in the supergravity equations of motion [32]. The source terms that must be
added to the pure supergravity action are precisely the supermembrane action ([33])
SSM = −TM
∫
Σ
d3σˆ(
√− det gˆıˆˆ − 1
6
εˆıˆˆkˆΠˆ Aˆıˆ Πˆ
Bˆ
ˆ Πˆ
Cˆ
kˆ
Cˆ
CˆBˆAˆ
), (2.10)
where
TM = (2π
2/κ2)1/3 (2.11)
is the membrane tension of mass dimension three,
gˆıˆˆ = Πˆ
Aˆ
ıˆ Πˆ
Bˆ
ˆ ηAˆBˆ , Πˆ
Aˆ
ıˆ = ∂ıˆZˆ
Mˆ
Eˆ
Aˆ
Mˆ
, (2.12)
and σˆ0ˆ, σˆ1ˆ, σˆ2ˆ are the worldvolume coordinates of the membrane which are, generically,
independent of any target space coordinates. This action represents the superembedding
Zˆ : Σ3|0 → M11|32, whose bosonic and fermionic component fields are the background
coordinates, separated as
Zˆ
Mˆ(σˆ) = (XˆMˆ (σˆ), Θˆµˆ(σˆ)), (2.13)
respectively. The action is a sigma-model since the super-elfbeins Eˆ Aˆ
Mˆ
and the super-three-
form Cˆ
CˆBˆAˆ
both depend on the superfields ZˆMˆ. The super-elfbeins have, as their first bosonic
and fermionic component in the Θˆ expansion, the bosonic elfbeins Eˆ Aˆ
Mˆ
and the gravitino Ψˆ αˆ
Mˆ
respectively, while the super-three-form has the bosonic three-form from eleven-dimensional
supergravity as its leading field component. The superfields Eˆ Aˆ
Mˆ
and Cˆ
CˆBˆAˆ
represent the
background into which the supermembrane is embedded and, therefore, must satisfy the
eleven-dimensional supergravity equations of motion [34]. Generically, there is a sign am-
biguity in the second term of (2.10). Here we choose the sign that is consistent with our
choice of sign in Eq.(2.3).
The fact that membrane configuration (2.3) is a solution of M -theory which preserves
one-half of the supersymmetries translates, when speaking in supermembrane worldvol-
ume language, into the fact that the action (2.10) exhibits a local fermionic invariance,
κ-invariance, that is used to gauge away half of the fermionic degrees of freedom. Specifi-
cally, the supermembrane action is invariant under the local fermionic symmetries
δκˆΘˆ = 2Pˆ+κˆ+ · · · , δκˆXˆMˆ = 2 ¯ˆΘΓˆMˆ Pˆ+κˆ+ · · · , (2.14)
where κˆ(σˆ) is an eleven-dimensional local spinor parameter and Pˆ± are the projection
operators
Pˆ± ≡ 1
2
(1± 1
6
√− det gˆıˆˆ εˆ
ıˆˆkˆΠˆ Aˆıˆ Πˆ
Bˆ
ˆ Πˆ
Cˆ
kˆ
ΓˆAˆBˆCˆ), (2.15)
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obeying
Pˆ 2± = Pˆ±, Pˆ+Pˆ− = 0, Pˆ+ + Pˆ− = 1. (2.16)
It follows from the first equation in (2.14) that the Pˆ+Θˆ component of spinor Θˆ can be trans-
formed away by a κ-transformation. Note that (2.14) includes only the leading order terms
in Θˆ, which is all that is required to discuss the supersymmetry properties of the membrane.
The theory is not, in general, invariant under global supersymmetry transformations
δεˆΘˆ = εˆ, δεˆXˆ
Mˆ = ¯ˆεΓˆMˆΘˆ, (2.17)
where εˆ is an eleven-dimensional spinor independent of σˆ. For example, a general bosonic
configuration Xˆ(σˆ) breaks all global supersymmetries generated by εˆ. However, one-half of
the supersymmetries will remain unbroken if and only if (2.17) can be compensated for by
a κ-transformation with a suitable parameter κˆ(σˆ). That is
δΘˆ = δεˆΘˆ + δκˆΘˆ
= εˆ+ 2Pˆ+κˆ(σˆ) = 0. (2.18)
In order for this to be satisfied, a necessary condition is that
Pˆ−εˆ = 0. (2.19)
Of course, the sign choice of Pˆ+ in (2.14) is correlated to the sign of the second term in the
supermembrane action (2.10), the sign which fixes the membrane supersymmetry chirality
[33]. Had we chosen the opposite chirality, the symbols Pˆ+ and Pˆ− would be interchanged
in the present discussion.
Membranes in Horˇava-Witten Theory:
When M-theory is compactified on S1/Z 2, it describes the low energy limit of the strongly
coupled heterotic string theory [5, 6]. We choose xˆ1ˆ1 as the orbifold direction and parametrize
S1 by xˆ1ˆ1 ∈ [−πρ, πρ] with the endpoints identified. The Z 2 symmetry acts by further
identifying any point xˆ1ˆ1 with −xˆ1ˆ1 and, therefore, gives rise to two ten-dimensional fixed
hyperplanes at xˆ1ˆ1 = 0 and xˆ1ˆ1 = πρ. Since, at each Z 2 hyperplane, only the field compo-
nents that are even under the Z 2 action can survive, the eleven-dimensional supergravity in
the bulk space is projected into N = 1 ten-dimensional chiral supergravity on each bound-
ary. Furthermore, cancellation of the chiral anomaly in this theory requires the existence
of an N = 1, E8 super-Yang-Mills multiplet on each fixed hyperplane [5, 6]. Therefore, the
effective action for M-theory on S1/Z 2 describes the coupling of two ten-dimensional E8
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super-Yang-Mills theories, one on each hyperplane, to eleven-dimensional supergravity in
the bulk space. The bosonic part of the Horˇava-Witten action is given by
SHW = SSG + SYM , (2.20)
where SSG is the eleven-dimensional supergravity bulk action (2.1) and SYM describes the
two E8 Yang-Mills theories on the orbifold planes
SYM = − 1
8πκ2
(
κ
4π
)2/3
∑
n=1,2
∫
M
(n)
10
d10 x
√−g[tr(F (n))2 − 1
2
trR2] (2.21)
Here F
(n)
MN , withM,N = 0, 1, . . . , 9 and n = 1, 2, are the two E8 gauge field-strengths where
F
(n)
MN = F
(n)a
MN T
a (T a being E8 generators, a = 1, . . . , 248). R is the eleven-dimensional cur-
vature two-form restricted to the orbifold planesM
(n)
10 . The supersymmetry transformations
of the fermionic fields are given by (2.2) for the gravitino and
δεˆϑ
(n)a = F
(n)a
AB Γ
AB εˆ+ · · · (2.22)
for the fixed hyperplane gauginos ϑ(n)a, where A,B = 0, 1, . . . , 9 are flat ten-dimensional
indices.
In order to cancel all chiral anomalies on the hyperplanes, the action SHW has to be
supplemented by the modified Bianchi identity1
(dGˆ)1ˆ1MNPQ = −
1
4π
(
κ
4π
)2/3{J (1)δ(xˆ1ˆ1) + J (2)δ(xˆ1ˆ1 − πρ)}MNPQ, (2.23)
where
J (n) = trF (n) ∧ F (n) − 1
2
trR ∧R, (2.24)
for n = 1, 2. The solutions to the equations of motion resulting from action SHW must
respect the Z 2 orbifold symmetry. Under Z 2, the bosonic fields in the bulk behave as
gˆMN (xˆ
1ˆ1) = gˆMN (−xˆ1ˆ1), CˆMNP (xˆ1ˆ1) = −CˆMNP (−xˆ1ˆ1),
gˆM 1ˆ1(xˆ
1ˆ1) = −gˆM 1ˆ1(−xˆ1ˆ1), Cˆ1ˆ1MN (xˆ1ˆ1) = Cˆ1ˆ1MN (−xˆ1ˆ1),
gˆ1ˆ11ˆ1(xˆ
1ˆ1) = gˆ1ˆ11ˆ1(−xˆ1ˆ1).
(2.25)
while the gravitino transforms as
ΨˆM(xˆ
1ˆ1) = Γˆ1ˆ1ΨˆM(−xˆ1ˆ1), Ψˆ1ˆ1(xˆ1ˆ1) = −Γˆ1ˆ1Ψˆ1ˆ1(−xˆ1ˆ1). (2.26)
1The normalization of Gˆ adopted here differs from [5] by a factor of
√
2 but it agrees with [35], in which
one considers, as we will do in this paper, the superfield version of the Bianchi identities.
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where Γˆ1ˆ1 = Γˆ0ˆΓˆ1ˆ · · · Γˆ9ˆ. In order for the supersymmetry transformations of the gravitino
to be consistent with the Z 2 symmetry, the eleven-dimensional Majorana spinor in (2.2) εˆ
must satisfy
εˆ(xˆ1ˆ1) = Γˆ1ˆ1εˆ(−xˆ1ˆ1). (2.27)
This equation does not restrict the number of independent components of the spinor fields
εˆ at any point in the bulk space. However, at each of the Z 2 hyperplanes, constraint (2.27)
becomes the ten-dimensional chirality condition
1
2
(1− Γˆ1ˆ1)εˆ = 0, at xˆ1ˆ1 = 0, πρ. (2.28)
This leads to the correct amount of supersymmetry, N = 1, on each of the ten-dimensional
orbifold fixed planes. Generically, there is a sign ambiguity in equations (2.26) and (2.27).
The choice made here coincides with [5]. This choice is consistent with the previous choice
of supersymmetry orientation of the membrane.
Membrane solutions were explicitly constructed for Horˇava-Witten theory in [36]. There,
the membrane solution of eleven-dimensional supergravity was shown to satisfy, when ap-
propriately modified and the boundary gauge fields are turned off, the equations of motion
of the theory subject to the Z 2 constraints.
There are two different ways to orient the membrane with respect to the orbifold di-
rection, that is, xˆ1ˆ1 can either be a transverse coordinate or a coordinate oriented in the
direction of the membrane. In the first case, the membrane is parallel to the hyperplanes.
In the second case, it extends between the two hyperplanes and intersects each of them
along a 1 + 1-dimensional string. This latter configuration is sometimes referred to as an
open supermembrane.
Let us consider the question of which type of supersymmetry each of these two membrane
configurations preserve. Note that each such membrane is, by construction, a supersymmetry-
preserving solution of supergravity. The associated singular worldvolume theory is, accord-
ing to the previous section, a supersymmetric theory in the sense that is has κ-invariance
that can gauge away only half of the fermions.2 Therefore, each of the two membrane orien-
tations discussed above preserves one-half of the supersymmetries. More interesting is the
question as to whether the particular supersymmetries that each of the two configurations
preserves can be made consistent with the supersymmetry, defined in Eq.(2.28), that is
imposed on the orbifold fixed hyperplanes.
We have seen in (2.19) that, in order for supersymmetry to be preserved, the global
supersymmetry parameter εˆ of the membrane worldvolume theory must satisfy Pˆ−εˆ = 0,
2We will discuss the κ-invariance of the open supermembrane worldvolume theory in the next section.
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where Pˆ− is given in (2.15). Consider first a configuration in which the membrane is oriented
parallel to the ten-dimensional hyperplanes. Choose the fields Xˆ and Θˆ such that
Xˆ 0ˆ = σˆ0ˆ, Xˆ 1ˆ = σˆ1ˆ, Xˆ 2ˆ = σˆ2ˆ,
Xˆmˆ = 0, (mˆ = 3, . . . , 9, 11) Θˆ = 0. (2.29)
Then Pˆ−εˆ = 0 simplifies to
Pˆ−εˆ =
1
2
(1− Γˆ0ˆΓˆ1ˆΓˆ2ˆ)εˆ = 0. (2.30)
Because the membrane is embedded in a ten-dimensional space perpendicular to the orbifold
direction, we need only consider eleven-dimensional spinors on the membrane worldvolume
that can be decomposed into linearly independent chiral spinors
εˆ = εˆ+ + εˆ−, (2.31)
where
εˆ± =
1
2
(1± Γˆ1ˆ1)εˆ. (2.32)
Then (2.30) becomes
1
2
(1− Γˆ0ˆΓˆ1ˆΓˆ2ˆ)εˆ+ = 0,
1
2
(1− Γˆ0ˆΓˆ1ˆΓˆ2ˆ)εˆ− = 0. (2.33)
Now multiply these expressions on the left by Γˆ1ˆ1 and use the chirality properties of εˆ±
defined by (2.32). It follows that
1
2
(1 + Γˆ0ˆΓˆ1ˆΓˆ2ˆ)εˆ+ = 0,
1
2
(1 + Γˆ0ˆΓˆ1ˆΓˆ2ˆ)εˆ− = 0. (2.34)
Combining the two sets of equations gives εˆ± = 0. Therefore, even though the membrane
preserves one-half of the supersymmetries, they do not coincide with the supersymmetries
preserved on the boundaries.
Next, consider a configuration in which the membrane is oriented perpendicular to the
ten-dimensional hyperplanes. We choose the fields such that
Xˆ 0ˆ = σˆ0ˆ, Xˆ 1ˆ = σˆ1ˆ, Xˆ 1ˆ1 = σˆ2ˆ,
Xˆmˆ = 0, (mˆ = 2, 3, . . . , 9) Θˆ = 0, (2.35)
so that Pˆ−εˆ = 0 now becomes
Pˆ−εˆ =
1
2
(1− Γˆ0ˆΓˆ1ˆΓˆ1ˆ1)εˆ = 0. (2.36)
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This is as far as one can go in the bulk space. However, on the orbifold boundary planes,
(2.28) can be substituted in (2.36) to give
1
2
(1− Γˆ0ˆ1ˆ)εˆ = 0, at xˆ1ˆ1 = 0, πρ. (2.37)
This expression implies that the eleven-dimensional Majorana spinor εˆ, when restricted
to the 1 + 1-dimensional boundary strings (thereafter denoted by ε), is a non-vanishing
Majorana-Weyl spinor, as it should be.3 We thus see that this configuration preserves
one-half of the supersymmetries on the Z 2 hyperplanes.
Therefore, we conclude that a configuration in which the supermembrane is oriented
parallel to the orbifold hyperplanes breaks all supersymmetries. On the other hand, the
configuration for the open supermembrane is such that the hyperplane and membrane su-
persymmetries are compatible.
3 κ-Invariant Action for Open Membranes:
We have shown that for a supermembrane to preserve supersymmetries consistent with the
boundary fixed planes, the membrane must be open, that is, stretched between the two Z 2
hyperplanes. In this section, we want to find the action associated with such a membrane.
Action (2.10) is a good starting point. However, it is not obvious that it will correspond
to the desired configuration, even in the bulk space. For this to be the case, one needs to
ask whether this action respects the Z 2 symmetry of Horˇava-Witten theory. The answer
was provided in [36], where it was concluded that, for an appropriate extension of the
Z 2 symmetry to the worldvolume coordinates and similar constraints for the worldvolume
metric, the open supermembrane equations of motion are indeed Z 2 covariant. Therefore, we
can retain action (2.10). Does it suffice, however, to completely describe the open membrane
configuration? Note that the intersection of an open membrane with each orbifold fixed
plane is a 1 + 1-dimensional string embedded in the ten-dimensional boundary. We denote
by σi, i = 1, 2, the worldsheet coordinates of these strings. Intuitively, one expects extra
fields, which we generically denote by φ(σ), to appear on each boundary string in addition
to the bulk fields ZˆMˆ(σˆ). These would naturally couple to the pullback onto each boundary
string of the background E8 super-gauge fields AM. As we will see in this section, new
supermembrane fields are indeed required and form a chiral Wess-Zumino-Witten multiplet
3When we switch to Euclidean space later in this paper, we must regard εˆ as an eleven-dimensional Dirac
spinor and ε as a ten-dimensional Weyl spinor, since in these dimensions one cannot impose the Majorana
condition.
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for each E8 gauge group.
4
As discussed previously, the supergravity theory of the background fields exhibits both
gauge and gravitational anomalies that can only be cancelled by modifying the Bianchi
identity as in (2.23). Integrating (2.23) along the xˆ1ˆ1 direction, and promoting the result
to superspace, we find for the n-th boundary plane that
GˆMNPQ |M (n)10 = −
1
8πTM
(trF(n) ∧ F(n))MNPQ, (3.1)
where F(n) is the super-field-strength of the fields A(n). Note that we have dropped the
curvature term in the modified Bianchi identity, since it is a higher-order derivative term
and it does not contribute to the one-loop calculation of the superpotential in this paper.
As a consequence, we are allowed to use the eleven-dimensional supergravity in the bulk
space. The reason for expressing the integrated Bianchi identity in superspace is to make
it compatible with the bulk part of supermembrane action (2.10), which is written in terms
of the pullbacks of superfields Eˆ Aˆ
Mˆ
and Cˆ
CˆBˆAˆ
onto the worldvolume. Noting that, locally,
Gˆ = dCˆ, it follows from (3.1) that on the n-th boundary plane
CˆMNP |M (n)10 = −
1
8πTM
ΩMNP(A
(n)), (3.2)
where
ΩMNP(A
(n)) = 3!
(
tr(A(n) ∧ dA(n)) + 2
3
tr(A(n) ∧ A(n) ∧ A(n))
)
MNP
(3.3)
is the Chern-Simons three-form of the super-one-form A(n).
Note that each A(n) is a super-gauge-potential and, as such, transforms under super-
gauge transformations as
δLA
a
M = ∂ML
a + fabcAbML
c, (3.4)
with a, b, c = 1, . . . , 248. Note that for simplicity, here and elsewhere where it is inessential,
we drop the superscript (n) indicating the boundaries. If we define the pullback of A as
Ai ≡ ∂iZMAM, (3.5)
the gauge transformation in superspace (3.4) induces a gauge transformation on the string
worldsheet, which acts on the pullback of A as
δLA
a
i = (DiL)
a = ∂iL
a + fabcAbiL
c, (3.6)
4This section follows closely the original proof in [35].
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where L = L(ZM(σ)). It follows from (3.2), (3.3) and (3.4) that, on each boundary fixed
plane,
δLCˆMNP = − 3
4πTM
[
δL
(
tr(A ∧ dA) + 2
3
tr(A ∧A ∧ A)
)
MNP
]
= − 3
4πTM
tr(∂[ML∂NAP]).
(3.7)
Now consider the variation of the supermembrane action (2.10) under a super-gauge trans-
formation. Clearly, a non-zero variation arises from the second term in (2.10)
δLSSM =
TM
6
∫
Σ
d3σˆ εˆıˆˆkˆ∂ıˆZˆ
Mˆ∂ˆZˆ
Nˆ∂kˆZˆ
PˆδLCˆPˆNˆMˆ
=
1
8π
∫
∂Σ
d2σ εij∂iZ
M∂jZ
Ntr(L∂NAM), (3.8)
where ∂Σ is the sum over the two boundary strings
∑
n=1,2 ∂Σ
(n), and we have integrated by
parts. Therefore, action (2.10) is not invariant under gauge transformations. This symmetry
is violated precisely at the boundary planes. It follows that to restore gauge invariance, one
must add appropriate boundary terms to the supermembrane action.
Before doing that, however, let us consider the transformation of the action SSM under
a κ-transformation, taking into account the boundary expression (3.2). Note that the κ-
transformation acts on the super-three-form Cˆ as
δκˆCˆ = LκˆCˆ = iκˆ dCˆ+ (diκˆ) Cˆ , (3.9)
where Lκˆ is the Lie derivative in the κˆ-direction and the operator iκˆ is defined, for any
super-l-form Hˆ, as
iκˆHˆ =
1
l!
Hˆ
Mˆ1···Mˆl
iκˆ(dZˆ
Mˆl ∧ · · · ∧ dZˆMˆ1)
=
1
(l − 1)! HˆMˆ1···Mˆl−1µˆ (Pˆ+κˆ
µˆ)(dZˆMˆl−1 ∧ · · · ∧ dZˆMˆ1). (3.10)
Importantly, we use the positive projection Pˆ+ of κˆ, as defined in (2.14), in order to remain
consistent with the previous choices of supersymmetry orientation. Varying action (2.10)
under (3.9) and under the full κ-variations of Zˆ, we observe that κ-symmetry is also violated
at the boundaries
δκˆSSM = −1
6
TM
∫
∂Σ
d2σ εij∂iZ
M∂jZ
N
CNMµˆPˆ+κˆ
µˆ
=
1
48π
∫
∂Σ
d2σ εij∂iZ
M∂jZ
NΩNMµˆ(A)Pˆ+κˆ
µˆ. (3.11)
In deriving this expression we have used the eleven-dimensional supergravity constraints. It
proves convenient to consider, instead of this κ-transformation, the modified κ-transformation
∆κˆ = δκˆ − δLκˆ , (3.12)
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where δLκˆ is a super-gauge transformation with the special gauge parameter
Lκˆ = iκˆA = 2AµˆPˆ+κˆ
µˆ. (3.13)
Under this transformation, the supermembrane action behaves as
∆κˆSSM =
1
8π
∫
∂Σ
d2σ εij∂iZ
M∂jZ
N
FNµˆPˆ+κˆ
µˆ
AM. (3.14)
It is also useful to note that the pullback of the boundary background field A transforms as
∆κˆAi = 2∂iZ
M
FMµˆPˆ+κˆ
µˆ (3.15)
under this modified κ-transformation, where we have used the fact that
δκˆA = LκˆA (3.16)
is the κ-transformation of A, just as in (3.9).
It was shown in [35] that the gauge and modified κ anomalies can be cancelled if the
supermembrane action is augmented to include a chiral level one Wess-Zumino-Witten
model on each boundary string of the membrane. The fields thus introduced will couple to
the pullback of the background fields A at each boundary.
On each boundary string, the new fields can be written as
g(σ) = eφ
a(σ)Ta , (3.17)
where T a are the generators of E8 (with a = 1, . . . , 248) and φ
a(σ) are scalar fields that
transform in the adjoint representation, and parametrize the group manifold, of E8. Note
that g is a field living on the worldsheet of the boundary string. The left-invariant Maurer-
Cartan one-forms ωi(σ) are defined by
ωi = g
−1∂ig. (3.18)
The variation of g(σ) under gauge and modified κ-transformations can be chosen to be
δLg = gL, ∆κˆg = 0, (3.19)
where L = L(Z(σ)). The coupling of this model to the external gauge fields is accomplished
by replacing the left-invariant Maurer-Cartan one-form ωi = g
−1∂ig by the “gauged” version
g−1Di g = ωi − ∂iZMAM, (3.20)
where Di is the covariant derivative for the right-action of the gauge group.
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The gauge- and κ-invariant action for the open supermembrane is then given by [35]
SOM = SSM + SWZW , (3.21)
where SSM is the bulk action given in (2.10) and
SWZW =
1
8π
∫
∂Σ
d2σ tr[
1
2
√−ggij(ωi − ∂iZMAM) · (ωj − ∂jZNAN) + εij∂jZMωiAM]
− 1
24π
∫
Σ
d3σˆ εˆıˆˆkˆΩkˆˆıˆ(ωˆ), (3.22)
where
Ωkˆˆıˆ(ωˆ) = tr(ωˆ ∧ ωˆ ∧ ωˆ)kˆˆˆı. (3.23)
The first term in (3.22) describes the kinetic energy for the scalar fields φa(σ) and their
interactions with the pullback of the super-gauge potential A on each of the boundary
strings. The second term is the integral over the membrane of the Wess-Zumino-Witten
three-form, constructed in (3.23) from a worldvolume one-form ωˆ = gˆ−1dgˆ, where gˆ : Σ →
E8. The map gˆ must satisfy
gˆ |∂Σ(1)= g(1), gˆ |∂Σ(2)= g(2), (3.24)
but is otherwise unspecified. That such a gˆ exists will be shown below. It is straight-
forward to demonstrate that the variation of SWZW under both gauge and local modified
κ-transformations, δL and ∆κˆ respectively, exactly cancels the variations of the bulk action
SSM given in (3.8) and (3.14) provided we choose the parameter κˆ on each boundary to
obey
P−κˆ ≡ 1
2
(1− 1
2
√− det gij ε
ijΠAi Π
B
j ΓAB)κˆ = 0. (3.25)
Note that this is consistent with (2.37). On the boundary strings we can denote κˆ by κ.
In proving this cancellation, it is necessary to use the super Yang-Mills constraints on each
boundary plane.
We now prove that maps gˆ : Σ → E8 with property (3.24) indeed exist. Restoring the
boundary index, the two sets of scalar fields φ(n)a, one at each boundary, correspond to two
maps g(n) : ∂Σ(n) → E8 with n = 1, 2. From the Horˇava-Witten point of view, these maps
are completely independent of each other, as are the E8 gauge groups that they map to.
Now let us assume, as we do later in this paper when computing the superpotential, that
∂Σ(n) = CP1 = S2 (3.26)
for n = 1, 2. Since
π2(E8) = 1, (3.27)
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it follows that maps g(1) and g(2) must be homotopically equivalent. Formally, this means
that there exists a continuous map
gˆ : S2 × I → E8, (3.28)
where I can be taken to be the closed interval [0, πρ], with the property that
gˆ(σ, 0) = g(1)(σ), gˆ(σ, πρ) = g(2)(σ), (3.29)
for σ ∈ S2. Clearly, however, the membrane manifold is
Σ = S2 × I. (3.30)
It follows that one can extend the boundary maps to membrane worldvolume maps
gˆ : Σ→ E8, (3.31)
where
gˆ |∂Σ(n)= g(n), (3.32)
for n = 1, 2, as required. From this point of view, there appears to be a single E8 gauge
group. Note, however, that one can still vary the boundary maps independently. This
is consistent with the Horˇava-Witten two E8 group interpretation. This result can be
generalized to ∂Σ(n) being any compact Riemann surface. We conclude that the
∫
ΣΩ(ωˆ)
term in (3.22) can be constructed in a well-defined way.
It will be useful in this paper to discuss some specific properties of this term. Since Ω(ωˆ)
is a closed three-form, it can be represented locally as Ω = dB, where B(ωˆ) is an E8 Lie
algebra-valued two-form. If we allow for Dirac-like singularities in B, this representation
can, with care, be used globally. We can then write
∫
Σ
Ω(ωˆ) =
∫
∂Σ
B(ωˆ) =
∑
n=1,2
∫
∂Σ(n)
B(ω(n)), (3.33)
where B(ω(n)) is the restriction of B to the boundary ∂Σ(n) of the membrane and ω(n) =
g(n)−1dg(n). Therefore,
∫
ΣΩ, although formally expressed as an integral over the entire
membrane worldvolume, is completely determined by the values of φ(n)a(σ) on each of
the boundary strings. This can also be seen by noticing that small variations φ(n)a →
φ(n)a + δφ(n)a which are zero on the boundaries leave the action invariant. Furthermore,
notice that the equations of motion derived from the action by using either the left- or the
right-hand side of (3.33) will agree.
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4 BPS Conditions on a Calabi-Yau Threefold:
We have shown that, in order to preserve the same supersymmetry as the orbifold fixed
planes, a supermembrane must be oriented along the orbifold direction and terminate on
each of the fixed planes. Such an open supermembrane must contain chiral Wess-Zumino-
Witten fields ω = g−1dg as dynamical degrees of freedom. These couple to the boundary
background gauge fields A in such a way that action (3.21) exhibits both κ-invariance and
gauge invariance. Recall that the supermembrane has three unphysical bosonic degrees of
freedom. Hence, one can choose a gauge by specifying three of the bosonic fields XˆMˆ to
be explicit functions of the supermembrane coordinates σˆıˆ (with ıˆ = 0ˆ, 1ˆ, 2ˆ). In the eleven-
dimensional Horˇava-Witten backgound, the canonical gauge choice was specified in the first
line of (2.35). In the curved backgrounds of heterotic M-theory, which we will shortly study,
this gauge can also be chosen. Here, since the membrane must be oriented in the orbifold
direction, we will take
Xˆ 1ˆ1 = σˆ2ˆ, (4.1)
leaving the rest of the gauge unspecified for the moment (we will specify the rest of the
gauge in Section 7).
In this paper, we are interested in obtaining an effective four-dimensional theory with
N = 1 supersymmetry. In particular, we want to compute and study non-perturbative
corrections to the superpotential of such a theory. These corrections arise from the non-
perturbative interaction between the background and the supermembrane embedded in it.
The total action of this theory is
STotal = SHW + SOM
= (SSG + SYM ) + (SSM + SWZW ), (4.2)
where SSG, SYM , SSM and SWZW are given in (2.1), (2.21), (2.10) and (3.22) respectively.
In addition to compactifying on S1/Z 2, which takes eleven-dimensional supergravity to
Horˇava-Witten theory, there must also be a second dimensional reduction on a real six-
dimensional manifold. This space, which reduces the theory from ten- to four-dimensions
on each orbifold boundary plane, and from eleven- to five-dimensions in the bulk space, is
taken to be a Calabi-Yau threefold, denoted CY3. A Calabi-Yau space is chosen since such
a configuration will preserve N = 1 supersymmetry in four-dimensions. That is, we now
consider M-theory and open supermembranes on the geometrical background
M11 = R4 × CY3 × S1/Z 2, (4.3)
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where R4 is four-dimensional flat space.
It is essential that the vacuum state of this theory be Lorentz invariant in four-dimensions.
Any open supermembrane has an embedding geometry given by
Σ = C × S1/Z 2, (4.4)
where C is a real, two-dimensional surface. Clearly, the requirement of four-dimensional
Lorentz invariance implies that
C ⊂ CY3. (4.5)
Since CY3 is purely space-like, it follows that we must, henceforth, use the Euclidean version
of the supermembrane theory.5
In this section, we consider the question of which conditions, if any, are necessary for
the supermembrane theory in such a background to preserve an N = 1 supersymmetry.
The κ-transformations (2.14) of the superspace coordinates ZˆMˆ = (XˆMˆ , Θˆµˆ) do not receive
boundary corrections. Therefore, equation (2.19) continues to be necessary for preservation
of supersymmetry. For a purely bosonic configuration, this expression becomes
1
2
(1− i
6
√
det gˆıˆˆ
εˆıˆˆkˆ∂ıˆXˆ
Mˆ∂ˆXˆ
Nˆ∂kˆXˆ
Pˆ ΓˆMˆNˆPˆ )εˆ = 0, (4.6)
where εˆ is a covariantly constant spinor and we have used (2.12), (2.13) and (2.15). Note
that an i appears since we are now in Euclidean space. The gauge fixing condition Xˆ 1ˆ1 = σˆ2ˆ
reduces this expression to
1
2
(1− i
2
√
det gij
εij∂iX
M∂jX
NΓMN Γˆ1ˆ1)εˆ = 0. (4.7)
Recall from (2.28) that, on the boundary planes, the spinor εˆ satisfies Γˆ1ˆ1εˆ = εˆ, that is, it
has positive ten-dimensional chirality. Therefore, on the boundary strings, we can denote εˆ
by ε and write
1
2
(1− i
2
√
det gij
εij∂iX
M∂jX
NΓMN )ε = 0. (4.8)
Next, we use the assumption that if XM describes a coordinate in R4, denoted by yu,
with u = 6, 7, 8, 9, then ∂iy
u = 0. Denote a coordinate in CY3 by y˘
U˘ , with U˘ = 0, 1, 2, 3, 4, 5.
Now choose the spinor ε to be of the form ε = ϑ⊗η, where η and ϑ are covariantly constant
spinors of CY3 and R4, respectively. In this case, the above condition becomes
1
2
(1− i
2
√
det gij
εij∂iy˘
U˘∂j y˘
V˘ γ˘U˘ V˘ )η = 0. (4.9)
5Another reason to Euclideanize the theory is that, in this paper, we will perform the calculation of
quantum corrections using the path-integral formalism.
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where γ˘U˘ = e˘
K˘
U˘
γ˘K˘ , e˘
K˘
U˘
are CY3 sechsbeins and γ˘K˘ are the six-dimensional Dirac matrices,
with flat indices K˘ = 0, 1, 2, 3, 4, 5.
We now switch notation to exploit the complex structure of the Calabi-Yau space. The
complex coordinates of CY3 are denoted by y˘
m and y˘m¯ with m, m¯ = 1, 2, 3. For the Ka¨hler
metric gmn¯, the Clifford relations for the Dirac matrices take the form
{γ˘m, γ˘n} = 0, {γ˘m¯, γ˘n¯} = 0, {γ˘m, γ˘n¯} = 2gmn¯, (4.10)
It is known [37, 27] that there are two covariant constant spinors η− and η+ that can exist
on CY3. They can be chosen such that
γ˘m¯η+ = 0, γ˘mη− = 0. (4.11)
It follows that
γ˘mn¯η+ =
1
2
(γ˘mγ˘n¯ − γ˘n¯γ˘m)η+ = −1
2
(γ˘mγ˘n¯ + γ˘n¯γ˘m)η+ = −gmn¯η+, (4.12)
and, similarly, that
γ˘mn¯η− = gmn¯η−. (4.13)
Here we have chosen a normalization of η± such that η± = η
∗
∓. In this basis, for an arbitary
covariantly constant spinor expressed as
η = ǫiαη+ + ǫ
−iαη−, (4.14)
the condition for unbroken supersymmetry (4.9) can be written as
η± =
i
2
√
det gij
εij(∂iy˘
m∂j y˘
nγ˘mn + ∂iy˘
m¯∂j y˘
nγ˘m¯n
+∂iy˘
m∂j y˘
n¯γ˘mn¯ + ∂iy˘
m¯∂j y˘
n¯γ˘mn)η±. (4.15)
Note that there are no terms that mix spinors of different type.
We now write the curve C in complex coordinates, defining z = σ0+iσ1. The derivatives
are
∂0 = ∂z + ∂z¯, ∂1 = i(∂z − ∂z¯). (4.16)
Using this and (4.11), conditions (4.15) can be rewritten as
η+ =
i√
det gzz¯
(2∂z¯ y˘
m∂z y˘
nγ˘mn + 2∂z y˘
m¯∂z¯ y˘
nγ˘m¯n + ∂z¯ y˘
m¯∂z y˘
nγ˘m¯n)η+,
η− =
i√
det gzz¯
(2∂z¯ y˘
m¯∂z y˘
n¯γ˘m¯n¯ + 2∂z y˘
m∂z¯ y˘
n¯γ˘mn¯ + ∂z¯ y˘
m∂z y˘
n¯γ˘mn¯)η−. (4.17)
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Since γ˘mnη+ and η+ transform differently under the holonomy group (and similarly for
γ˘m¯n¯η− and η−), it follows from (4.12) and (4.13) that the coefficient of γ˘mnη+ and γ˘m¯n¯η−
in each of the above equations has to vanish. That is,
∂z¯ y˘
m∂z y˘
n = 0, ∂z¯ y˘
m¯∂z y˘
n¯ = 0. (4.18)
These can be satisfied by either a holomorphic curve (for which ∂z¯ y˘
m = ∂z y˘
n¯ = 0) or an
anti-holomorphic curve (for which ∂z y˘
n = ∂z¯ y˘
m¯ = 0). Suppose the curve is holomorphic.
Then we obtain η− = 0 and no further conditions on η+. Therefore, the holomorphic
curve leaves the supersymmetry generated by η+ unbroken. Of course, if the curve is anti-
holomorphic, only η− survives. Therefore, the necessary condition for a supermembrane in
the background M11 = R4 × CY3 × S1/Z 2 to preserve an N = 1 supersymmetry when the
membrane Σ = C×S1/Z 2 is embedded as C ⊂ CY3 is that C must be either a holomorphic or
anti-holomorphic curve. It is conventional to assume that C is holomorphic, thus specifying
the surviving four-dimensional N = 1 supersymmetry in terms of the covariantly constant
spinor η+. We adopt this convention and, in the remainder of this paper, take C to be a
holomorphic curve.
5 Low-Energy Limit and the Heterotic Superstring:
Thus far, we have shown that for a membrane to be supersymmetric in the background
(4.3), it has to span the interval S1/Z 2 and wrap around a holomorphic curve C ⊂ CY3. In
this section, we take the limit as the radius ρ of S1 becomes small and explicitly compute the
small ρ limit of the open supermembrane theory. The result will be the heterotic superstring
embedded in ten-dimensional space
M10 = R4 × CY3, (5.1)
and wrapped around a holomorphic curve C ⊂ CY3.
We begin by rewriting the action (3.21) for a supermembrane with boundary strings as
SOM = TM
∫
Σ
d3σˆ(
√
det Πˆ Aˆıˆ Πˆ
Bˆ
ˆ ηAˆBˆ −
i
6
εˆıˆˆkˆΠˆ Aˆıˆ Πˆ
Bˆ
ˆ Πˆ
Cˆ
kˆ
Cˆ
CˆBˆAˆ
)
− 1
8π
∑
n=1,2
∫
∂Σ(n)
d2σ {tr[1
2
√
ggij(ω
(n)
i − A(n)i ) · (ω(n)j − A(n)j ) + iεijω(n)i A(n)j ]
−iεijBji(ω(n))}, (5.2)
where, again, an i appears multiplying εij as well as εˆıˆˆkˆ because we are in Euclidean
space, and we have used (3.33). Furthermore, it is important to note that the requirement
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that we work in Euclidean space changes the sign of each term in (5.2) relative to the
Minkowski signature action (3.21). The boundary terms describe the gauged chiral Wess-
Zumino-Witten model. Since they are defined only on the boundary, they are not affected
by the compactification on S1/Z 2. As for the bulk action, we identify Xˆ
1ˆ1 = σˆ2ˆ and for all
remaining fields keep only the dependence on σˆ0ˆ, σˆ1ˆ. The Ansatz for compactification on
S1/Z 2 of the N = 1 eleven-dimensional super-elfbeins is given by
Eˆ
Aˆ
Mˆ
=

 Eˆ AM Eˆ 1ˆ1M Eˆ αˆM
Eˆ
A
1ˆ1
Eˆ
1ˆ1
1ˆ1
Eˆ
αˆ
1ˆ1

 =

 E AM φVM E αˆM + χαˆVM
0 φ χαˆ

 . (5.3)
Here, E AM = (E
A
M ,E
αˆ
M) describes the super-zehnbeins of N = IIA ten-dimensional super-
space, VM is a ten-dimensional vector superfield describing a U(1) super-gauge field and φ
and χαˆ are superfields whose leading components are the dilaton and the dilatino, respec-
tively. Note that we have made a partial local Lorentz gauge choice by setting Eˆ A
1ˆ1
= 0.
The Ansatz for the super-three-form potential is
CˆMN1ˆ1 = BMN, CˆMNP = BMNP. (5.4)
We must also find which conditions are imposed on these quantities by the Z 2-properties
of the eleven-dimensional fields, given in (2.25) and (2.26). We will demand that a superfield
have the same Z 2 transformation properties as its bosonic component. Note that gˆM 1ˆ1 in
(2.25) has odd parity under Z 2. Since we assume that all fields are independent of Xˆ
1ˆ1 = σ2ˆ,
these components must vanish. Therefore, using (5.3), we obtain
gˆM 1ˆ1 ≡ Eˆ AM Eˆ B1ˆ1ηAB + Eˆ 1ˆ1M Eˆ 1ˆ11ˆ1 = φ2VM = 0, (5.5)
where we use the same symbol, gˆM 1ˆ1, for the superfield and its bosonic metric component.
That is, we must set either VM = 0 or φ = 0. Since φ is a diagonal element in the super-
elfbeins, Eˆ 1ˆ1
1ˆ1
= φ, its vanishing would imply that the determinant of the induced metric
given in (5.9) below is zero. This is unacceptable. Therefore, we must set VM = 0. The ten-
dimensional three-form CˆMNP components of CˆMˆNˆPˆ must also vanish for the same reasons.
That is,
BABC = 0. (5.6)
We are left with the super-zehnbeins E AM = (E
A
M ,E
α
M), the super-two-form BAB, the dilaton
superfield φ and the dilatino superfield χαˆ. We note in passing that
gˆ1ˆ11ˆ1 = Eˆ
A
1ˆ1
Eˆ
B
1ˆ1
ηAB + Eˆ
1ˆ1
1ˆ1
Eˆ
1ˆ1
1ˆ1
= φ2. (5.7)
This relation will be useful in the next section when discussing low energy moduli fields.
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The pullback of the super-elfbeins that enter the first two terms in (5.2) become
Πˆ Ai = (∂iZ
M)Eˆ AM + (∂iXˆ
1ˆ1)Eˆ A
1ˆ1
= (∂iZ
M)E AM ≡ Π Ai ,
Πˆ 1ˆ1i = (∂iZ
M)φVM = 0,
Πˆ A
1ˆ1
= (∂1ˆ1Z
M)Eˆ AM = 0,
Πˆ 1ˆ1
1ˆ1
= Eˆ 1ˆ1
1ˆ1
= φ. (5.8)
It is now straightforward to calculate the determinant of the induced metric. We obtain
det(Πˆ Aˆıˆ Πˆ
Bˆ
ˆ ηAˆBˆ) = det(Π
A
i Π
B
j ηAB + Eˆ
1ˆ1
1ˆ1
Eˆ
1ˆ1
1ˆ1
) = φ2 det(ΠAi Π
B
j ηAB). (5.9)
Finally, we calculate the dimensional reduction of the closed three-form and find
− 1
6
εˆıˆˆkˆ∂ıˆZˆ
Mˆ∂ˆZˆ
Nˆ∂kˆZˆ
Pˆ
Cˆ
PˆNˆMˆ
= −1
2
εij∂iZ
M∂jZ
N
BNM, (5.10)
where we have used (5.4) and (5.6). Therefore, the first part of the action (5.2) reduces in
the small ρ limit to the string action
SS = TS
∫
C
d2σ(φ
√
detΠAi Π
B
j ηAB −
i
2
εijΠAi Π
B
j BBA), (5.11)
where
TS = TMπρ ≡ (2πα′)−1 (5.12)
is the string tension of mass dimension two.
Before we can write the total action for the open supermembrane compactified on S1/Z 2,
we must discuss the boundary terms in (5.2). In the limit that the radius ρ of S1 shrinks
to zero, the two orbifold fixed planes coincide. Generically, the two different boundaries of
the supermembrane need not be identified. However, since our supersymmetric embedding
Ansatz assumes all quantities to be independent of the orbifold coordinate, the two boundary
strings coincide as the zero radius limit is taken. Putting everything together, we find that
the resulting action is
SC = TS
∫
C
d2σ(φ
√
detΠAi Π
B
j ηAB −
i
2
εijΠAi Π
B
j BBA)
− 1
8π
∑
n=1,2
∫
C
d2σ {tr[1
2
√
ggij(ω
(n)
i −A(n)i ) · (ω(n)j − A(n)j ) + iεijω(n)i A(n)j ]
−iεijBji(ω(n))}, (5.13)
where
ΠAi = ∂iZ
M
E
A
M . (5.14)
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Note that the gauge supermultiplets A(1) and A(2) now collectively represent the connection
for the single gauge group E8 × E8 pulled back onto C. We will, henceforth, denote this
connection by A¯. Furthermore, ω(1) and ω(2) are now both one-forms on C. Define
g¯(σ) = eφ
(1)a(σ)T
(1)
a +φ
(2)a(σ)T
(2)
a , (5.15)
where, collectively, T
(1)
a and T
(2)
a are the generators of E8 × E8 and let ω¯ = g¯−1dg¯. Then,
using the fact that T
(1)
a and T
(2)
a commute, one can show that (5.13) can be rewritten as
SC = TS
∫
C
d2σ(φ
√
detΠAi Π
B
j ηAB −
i
2
εijΠAi Π
B
j BBA)
− 1
8π
∫
C
d2σ {tr[1
2
√
ggij(ω¯i − A¯i) · (ω¯j − A¯j) + iεij ω¯iA¯j ]
−iεijBji(ω¯)}. (5.16)
Finally, following [38], we note that if C is taken to be the boundary of some three-ball B,
then one can rewrite
1
4π
∫
C
d2σiεijBji(ω¯) = 1
12π
∫
B
d3σˆiεˆıˆˆkˆΩkˆˆıˆ(ω¯
′), (5.17)
where ω¯′ is the homotopic extension of ω¯ onto the ball B. We recognize the action (5.16)
and (5.17) as that of the heterotic E8 × E8 superstring wrapped on a holomorphic curve
C ⊂ CY3.
6 Superpotential in 4D Effective Field Theory:
It is essential when constructing the superpotential to have a detailed understanding of all
the moduli in five-dimensional heterotic M-theory. Furthermore, we must know explicitly
how they combine to form the moduli of the four-dimensional low-energy theory. With this
in mind, we now briefly review the compactification of Horˇava-Witten theory to heterotic
M-theory on a Calabi-Yau threefold with G-flux. We then further compactify this theory
on S1/Z 2, arriving at the N = 1 sypersymmetric action of the effective four-dimensional
theory. We emphasize that, throughout this paper, we take the bosonic components of all
superfields to be of dimension zero, both in five-dimensional heterotic M-theory and in the
associated four-dimensional effective theory.
First consider the compactification from Horˇava-Witten theory to heterotic M-theory.
A peculiar feature of this compactification is that the Bianchi identity for the three-form
field C is modified due to both gauge and gravitational anomalies on the boundary fixed
planes. This implies that its field-strength G has nonzero components in the CY3 direction.
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As a consequence of this nontrivial G-flux, the five-dimensional effective theory of strongly
coupled heterotic string theory is given by a specific gauged version of five-dimensional
supergravity. This compactification is carried out as follows. Consider the metric
ds211 = V
−2/3guˆvˆdyˆ
uˆdyˆvˆ + gU˘ V˘ dy˘
U˘dy˘V˘ , (6.1)
where yˆuˆ, uˆ = 6, 7, 8, 9, 11 are the coordinates of the five-dimensional bulk space of heterotic
M-theory, y˘U˘ , U˘ = 0, 1, 2, 3, 4, 5 are the Calabi-Yau coordinates and gU˘ V˘ is the metric on
the Calabi-Yau space CY3. The factor V
−2/3 in (6.1) has been chosen so that metric guˆvˆ is
the five-dimensional Einstein frame metric.
The non-metric five-dimensional zero-mode fields are obtained by expanding the fields
of eleven-dimensional supergravity in terms of the cohomology classes of CY3. We state in
advance that the five-dimensional hypermultiplets associated with the (2, 1)-forms of CY3
cannot contribute to the superpotential generated by supermembranes and, hence, will not
be discussed further. Using complex notation, the Ka¨hler form in CY3 is defined by
ωmn¯ = igmn¯, (6.2)
and can be expanded in terms of the harmonic (1, 1)-forms ωImn¯, I = 1, . . . , h
1,1 as
ωmn¯ =
h1,1∑
I=1
aIωImn¯. (6.3)
The coefficients aI = aI(yuˆ) are the (1, 1)-moduli of the Calabi-Yau space. The Calabi-Yau
volume modulus V = V (yuˆ) is defined by
V =
1
v
∫
CY3
√
g˘, (6.4)
where g˘ is the determinant of the Calabi-Yau metric gU˘ V˘ and v is a dimensionful param-
eter necessary to make V dimensionless. The h1,1 moduli aI and V are not completely
independent. It can be shown that
V =
1
6
h1,1∑
I,J,K=1
dIJKa
IaJaK , (6.5)
where coefficients dIJK are the Calabi-Yau intersection numbers defined by
dIJK =
∫
CY3
ωI ∧ ωJ ∧ ωK . (6.6)
Therefore, we can take h1,1 − 1 out of the h1,1 moduli aI , which we denote as aIˇ with
Iˇ = 1, . . . , h1,1 − 1, and V as the independent five-dimensional zero-modes. Now consider
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the zero-modes of the antisymmetric tensor field CˆMˆNˆ Pˆ . These are given by Cˆuˆvˆwˆ as well
as
Cˆuˆmn¯ =
h1,1∑
I=1
1
6
AIuˆ(y
uˆ)ωImn¯ (6.7)
and
Cˆnmp =
1
6
ξ(yuˆ)Ωmnp, (6.8)
where Ωmnp is the harmonic (3, 0)-form on CY3. Therefore, in addition to the graviton guˆvˆ,
the zero-mode fields of the five-dimensional effective theory are h1,1−1 real scalar fields aIˇ ,
a real scalar V , h1,1 vector fields AIuˆ, a complex scalar ξ and Cˆuˆvˆwˆ.
These fields all must be the bosonic components of specific N = 1 supermultiplets in
five-dimensions. These supermultiplets are easily identified as follows.
1. Supergravity: the bosonic part of this supermultiplet is
(guˆvˆ,Auˆ, . . .). (6.9)
This accounts for guˆvˆ and a linear combination of the vector moduli A
I
uˆ which combine to
form the graviphoton Auˆ. We are left with h1,1 − 1 vector fields, denoted by AIˇuˆ.
2. Vector supermultiplets: the bosonic part of these supermultiplets is
(AIˇuˆ, b
Iˇ , . . .). (6.10)
Clearly, there are h1,1−1 such vector multiplets in the theory, accounting for the remaining
AIˇuˆ vector moduli. The h
1,1 − 1 scalars bIˇ can be identified as
bIˇ = V −1/3aIˇ , (6.11)
thus accounting for all h1,1 − 1 (1, 1)-moduli.
3. Universal hypermultiplet: the bosonic part of this supermultiplet is
(V,Cuˆvˆwˆ, ξ, . . .), (6.12)
which accounts for the remaining zero-modes discussed above. Having identified the appro-
priate N = 1, five-dimensional superfields, one can read off the zero-mode fermion spectrum
to be precisely those fermions that complete these supermultiplets.
We now move to the discussion of the compactification of heterotic M-theory in five-
dimensions to the effective N = 1 supersymmetric theory in four-dimensions. This compact-
ification was carried out in detail in [3]. Here we simply state the resultant four-dimensional
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zero-modes and their exact relationship to the five-dimensional moduli of heterotic M-
theory. The bulk space bosonic zero-modes coincide with the Z 2-even fields. One finds that
the metric is
ds25 = R
−1guvdy
udyv +R2(dy1ˆ1)2, (6.13)
where guv is the four-dimensional metric and R = R(y
u) is the volume modulus of S1/Z 2.
The remaining four-dimensional zero-modes are
V = V (yu), bIˇ = bIˇ(yu), (6.14)
where Iˇ = 1, . . . , h1,1 − 1. In addition, one finds h1,1 scalar fields
AI
1ˆ1
= pI(yu), (6.15)
h1,1 − 1 of them arising as AIˇ
1ˆ1
and one extra field descending from the eleven-component
of the graviphoton A1ˆ1, which is Z 2-even. Finally, there is a two-form field
Cuv1ˆ1 =
1
3
Buv(y
u). (6.16)
This two-form can be dualized to a scalar σ as
Huvw = V
−2ǫxuvw∂xσ, (6.17)
where H = dB. It is conventional to redefine these fields into the dilaton S and h1,1
T-moduli T I as6
S = V + i
√
2σ, T I = RbI + i
1
6
pI . (6.18)
Note that in the definition of the T I moduli, we include all h1,1 (1, 1)-moduli, even though
they satisfy the constraint
6 =
h1,1∑
I,J,K=1
dIJKb
IbJbK . (6.19)
This constraint reduces the number of bI moduli by one, but this is replaced by the S1/Z 2
volume modulus R. Hence, there remain 2h1,1 scalar degrees of freedom from which to form
the h1,1 T I chiral supermultiplets. It is then easily seen that these modes form the following
four-dimensional, N = 1 supermultiplets.
1. Supergravity: the full supermultiplet is
(guv, ψ
α
u ), (6.20)
6Note that the definition of the imaginary part of T I differs from that in [3] by a factor of 6
√
2. The
factor chosen here has the same Ka¨hler potential as in [3] and, as we will see, is more natural.
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where ψαu is the gravitino.
2. Dilaton and T-moduli chiral supermultiplets: the full multiplets are
(S, λS), (T
I , λIT ), (6.21)
where I = 1, . . . , h1,1 and λS , λ
I
T are the dilatino and T-modulinos, respectively.
The fermions completing these supermultiplets arise as zero-modes of the fermions of
five-dimensional heterotic M-theory. The action for the effective, four-dimensional, N = 1
theory has been derived in detail in [3]. Here we simply state the result. The relevant terms
for our discussion of the superpotential are the kinetic terms for the S and T I moduli and
the bilinear terms of their superpartner fermions. If we collectively denote S and T I as Y I
′
,
where I ′ = 1, . . . , h1,1 + 1, and their fermionic superpartners as λI
′
, then the component
Lagrangian is given by
L4D = KI′J¯ ′∂uY I
′
∂uY¯ J¯
′
+ eκ
2
pK
(
KI
′J¯ ′DI′WD¯J¯ ′W − 3κ2p|W |2
)
+KI′J¯ ′λ
I′∂/λJ¯
′ − eκ2pK/2(DI′DJ ′W )λI′λJ ′ + h.c. (6.22)
Here κ2p is the four-dimensional Newton’s constant,
KI′J¯ ′ = ∂I′∂J¯ ′K (6.23)
are the Ka¨hler metric and Ka¨hler potential respectively, and
DI′W = ∂I′W + κ
2
p
∂K
∂Y I′
W (6.24)
is the Ka¨hler covariant derivative acting on the superpotential W . The Ka¨hler potential
was computed in [3]. In terms of the S and T I moduli it is given by
κ2pK = − ln(S + S¯)− ln

1
6
h1,1∑
I,J,K=1
dIJK(T + T¯ )
I(T + T¯ )J(T + T¯ )K

 . (6.25)
It is useful at this point to relate the low energy fields of the heterotic superstring action
derived in Section 5 to the four-dimensional moduli derived here from heterotic M-theory.
Specifically, we note from (5.7) that
gˆ1ˆ11ˆ1 |Θ=0 = φ2 |Θ=0, (6.26)
and from (6.1) and (6.13) that
ds211 = · · · +R2V −2/3(dy1ˆ1)2. (6.27)
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Identifying them implies that
φ |Θ=0 = RV −1/3 . (6.28)
Similarly, it follows from (5.10), (6.7) and (6.15) that
Bmn¯ |Θ=0 = Bmn¯ =
h1,1∑
I=1
1
6
pIωImn¯. (6.29)
We will use these identifications in the next section.
Following the approach of [27] and [28], we will calculate the non-perturbative superpo-
tential by computing instanton induced fermion bilinear interactions and then comparing
these to the fermion bilinear terms in the low energy effective supergravity action. In this
paper, the instanton contribution arises from open supermembranes wrapping on a product
of the S1/Z 2 interval and a holomorphic curve C ⊂ CY3. Specifically, we will calculate this
instanton contribution to the two-point function of the fermions λI associated with the T I
moduli.7 The two-point function of four-dimensional space-time fermions λI , λJ located at
positions yu1 , y
u
2 is given by the following path integral expression
〈λI(yu1 )λJ(yu2 )〉 =
∫
DΦe−S4DλI(yu1 )λJ(yu2 ) ·
∫
DZˆDωe−SΣ(Zˆ,ω;Eˆ AˆMˆ ,CˆMˆNˆPˆ,A
(n)
M
)
, (6.30)
where SΣ is the open supermembrane action given in (5.2). Here Φ denotes all super-
gravity fields in the N = 1 supersymmetric four-dimensional Lagrangian (6.22) and Zˆ, ω
are all the worldvolume fields on the open supermembrane. In addition, the path-integral
is performed over all supersymmetry preserving configurations of the membrane in the
eleven-dimensional Horˇava-Witten background (Eˆ Aˆ
Mˆ
, Cˆ
MˆNˆPˆ
,A
(n)
M ) compactified down to four-
dimensions on CY3×S1/Z 2. The integration will restore N = 1 four-dimensional supersym-
metry. The result of this calculation is then compared to the terms in (6.22) proportional
to (DIDJW )λ
IλJ and the non-perturbative contribution to W extracted.
7 String Action Expansion:
In this paper, we are interested in the non-perturbative contributions of open supermem-
brane instantons to the two-point function (6.30) of chiral fermions in the four-dimensional
effective field theory. In order to preserve N = 1 supersymmetry, the supermembrane
must be of the form Σ = C × S1/Z 2, where curve C ⊂ CY3 is holomorphic. As we have
shown in previous sections, this is equivalent, in the low energy limit, to considering the non-
perturbative contributions of heterotic superstring instantons to the same fermion two-point
7In the remained of this paper, we will drop the subscript T in λT given in (6.21).
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function in the effective four-dimensional theory. Of course, in this setting, the superstring
must wrap completely around a holomorphic curve C ⊂ CY3 in order for the theory to be
N = 1 supersymmetric.
Since we are interested only in non-perturbative corrections to the two-point function
〈λI(yu1 )λJ(yu2 )〉, the perturbative contributions to this function, which arise from the inter-
action terms in the effective four-dimensional action S4D in (6.30), will not be considered in
this paper. Therefore, we keep only the kinetic terms of all four-dimensional dynamic fields
in S4D. Furthermore, we can perform the functional integrations over all these fields except
λI , obtaining some constant determinant factors which we need not evaluate. Therefore,
we can rewrite (6.30) as
〈λI(yu1 )λJ(yu2 )〉 ∝
∫
Dλ e−
∫
d4y
∑h1,1
K=1 λ
K∂/λKλI(yu1 )λ
J(yu2 )
·
∫
DZDωe−SC(Z,ω;E AM ,BMN,φ,A¯M), (7.1)
where SC is the heterotic superstring action given in (5.13). As we will see shortly, the
functional dependence of SC on the fields λ
I comes from the interaction between the super-
string fermionic field Θ and the ten-dimensional gravitino (from which λI is derived in the
Kaluza-Klein compactification). Both of these fermions are Weyl spinors in ten-dimensions.8
Clearly, to perform the computation of the two-point function (7.1), we must write the
action SC in terms of its dynamical fields and their interactions with the dimensionally
reduced background fields. This means that we must first expand all superfield expressions
in terms of component fields. We will then expand the action in small fluctuations around
its extrema (solutions to the superstring equations of motion), corresponding to a saddle-
point approximation. We will see that because there exists two fermionic zero-modes arising
from Θ, their interaction with the gravitino will produce a non-vanishing contribution to
(7.1). Therefore, when performing the path-integrals over the superstring fields, we must
discuss the zero-modes with care. The next step will be to consider the expression for
the superstring action and to write it in terms of the moduli of the compactification space
CY3 × S1/Z 2. Finally, we will perform all remaining path integrals in the saddle-point
approximation, obtaining the appropriate determinants.
This will entail a lengthy calculation. Let us then start by expanding the ten-dimensional
superfields in the action SC in terms of the component fields.
8Note that in Euclidean space one does not have Majorana-Weyl spinors in ten-dimensions.
28
Expanding in Powers of Θ:
We begin by rewriting action SC in (5.13) as
SC = SS + SWZW , (7.2)
where
SS(Z;E
A
M(Z),BMN(Z), φ(Z)) = TS
∫
C
d2σ(φ
√
det ∂iZMEAM∂jZ
NEBN ηAB
− i
2
εij∂iZ
M
E
A
M∂jZ
N
E
B
N BBA) (7.3)
is the supermembrane bulk action dimensionally reduced on S1/Z 2 and
SWZW (Z, ω;A
(n)
M (Z)) = −
1
8π
∫
C
d2σ tr[
1
2
√
ggij(ω¯i − A¯i) · (ω¯j − A¯j) + iεij ω¯iA¯j]
+
1
24π
∫
B
d3σˆiεˆıˆˆkˆΩkˆˆˆı(ω¯
′). (7.4)
is the gauged Wess-Zumino-Witten action, where
A¯i = ∂iZ
M
A¯M(Z). (7.5)
Note that this action is a functional of Z(σ) = (X(σ),Θ(σ)). We now want to expand the
superfields in (7.2) in powers of the fermionic coordinate Θ(σ). For the purposes of this
paper, we need only keep terms up to second order in Θ. We begin with SS given in (7.3).
Using an approach similar to [39] and using the results in [40], we find that, to the order in
Θ required, the super-zehnbeins are given by
E
A
M =

 E AM − iΨ¯MΓAΘ 12Ψ αM + 14ω CDM (ΓCD)ανΘν
−iΓAµνΘν δαµ

 , (7.6)
where E AM (X(σ)) are the bosonic zehnbeins, Ψ(X(σ)) is the ten-dimensional gravitino,
and ω CDM (X(σ)) is the ten-dimensional spin connection, defined in terms of derivatives of
E AM (X). The super-two-form fields are, up to the required order for the action to be at
most quadratic in Θ,
BMN = BMN + iφ(Θ¯Γ[MΨN ] +
i
4
Θ¯Γ[MΓ
CDΘωN ]CD),
BMµ = −iφ(ΓMΘ)µ,
Bµν = 0, (7.7)
where BMN is the ten-dimensional bosonic two-form field. Finally, we can write
φ = RV −1/3, (7.8)
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where we have used (6.28). Substituting these expressions into action (7.3), it can be written
as
SS = S0 + SΘ + SΘ2 , (7.9)
where S0 is purely bosonic
S0(X;E
A
M (X), BMN (X)) = TS
∫
C
d2σ(RV −1/3
√
det ∂iXM∂jXNE AME
B
N ηAB
− i
2
εij∂iX
M∂jX
NBNM ), (7.10)
and SΘ and SΘ2 are the first two terms (linear and quadratic) in the Θ expansion. Straight-
forward calculation gives9
SΘ(X,Θ;E
A
M (X),ΨM (X)) = TS
∫
C
d2σRV −1/3
√
det ∂iXM∂jXNE AME
B
N ηAB
·1
2
(Ψ¯MVM − V¯MΨM ) (7.11)
and
SΘ2(X,Θ;E
A
M (X)) = TS
∫
C
d2σRV −1/3
√
det ∂iXM∂jXNE AME
B
N ηAB
·(Θ¯gijΓiDjΘ− iǫijΘ¯ΓiDjΘ), (7.12)
where DiΘ is the covariant derivative
DiΘ = ∂iΘ+ ∂iX
Nω ABN ΓABΘ, (7.13)
Γi is the pullback of the eleven-dimensional Dirac matrices
Γi = ∂iX
MΓM , (7.14)
and VM is the vertex operator for the gravitino ΨM , given by
VM = gij∂iXM∂jXNΓNΘ− iǫij∂iXM∂jXNΓNΘ, (7.15)
where ǫij = εij/
√
g. Now consider the expansion of the superfields in SWZW given in (7.4).
Here, we need only consider the bosonic part of the expansion
S0WZW (X,ω; A¯M (X), E
A
M (X)) = −
1
8π
∫
C
d2σ tr[
1
2
√
ggij(ω¯i − A¯i) · (ω¯j − A¯j) + iεij ω¯iA¯j ]
+
1
24π
∫
B
d3σˆiεˆıˆˆkˆΩkˆˆˆı(ω¯
′), (7.16)
9In a space with Minkowski signature, where the spinors are Majorana-Weyl, the fermion product would
be Ψ¯MV
M . However, in Euclidean space, the fermions are Weyl spinors only and this product becomes the
hermitian sum 1
2
(Ψ¯MV
M − V¯MΨM ).
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where A¯i(σ) = ∂iX
M A¯M (X(σ)) is the bosonic pullback of A¯M. For example, the expansion
of A¯M to linear order in Θ contains fermions that are not associated with the moduli of
interest in this paper. Hence, they can be ignored. Similarly, we can show that all other
terms in the Θ expansion of SWZW are irrelevant to the problem at hand.
Note that, in terms of the coordinate fields X and Θ, the path integral measure in (7.1)
becomes10
DZDω = DXDΘDω. (7.17)
We can now rewrite the two-point function as
〈λI(yu1 )λJ(yu2 )〉 ∝
∫
Dλ e−
∫
d4y
∑h1,1
K=1 λ
K∂/λKλI(yu1 )λ
J(yu2 )
·
∫
DXDΘe−(S0+SΘ+SΘ2) ·
∫
Dωe−S0WZW . (7.18)
The last factor ∫
Dωe−S0WZW (7.19)
behaves somewhat differently and will be evaluated in the next section. Here, we simply note
that it does not contain the fermion λI and, hence, only contributes an overall determinant
to the superpotential. This determinant, although physically important, does not affect
the rest of the calculation, to which we now turn. To perform the X,Θ path integral, it is
essential that we fix any residual gauge freedom in the X and Θ fields.
Fixing the X and Θ Gauge:
First, let us fix the gauge of the bosonic coordinate fields X by identifying
Xm
′
(σ) = δm
′
i σ
i, (7.20)
where m′ = 0, 1. This choice, which corresponds to orienting the X0 and X1 coordinates
along the string worldvolume, can always be imposed. This leaves eight real bosonic degrees
of freedom, which we denote as
Xm
′′
(σ) ≡ ym′′(σ), (7.21)
where m′′ = 2, . . . , 9. Next, let us fix the gauge of the fermionic coordinate fields Θ. Recall
that Θ is a Weyl spinor in ten-dimensional Euclidean space. Note that there are 16 complex
10Since we are working in Euclidean space, the spinor fields Θ are complex. To be consistent one must
use the integration measure DΘ¯DΘ. In this paper we write the integration measure DΘ as a shorthand for
DΘ¯DΘ.
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(or 32 real) independent components in this Weyl spinor. Now make an two-eight split in
the Dirac matrices
ΓA = (τa′ ⊗ γ˜, 1⊗ γa′′), (7.22)
where a′ = 0, 1 and a′′ = 2, . . . , 9 are flat indices, and τa′ and γa′′ are the two- and eight-
dimensional Dirac matrices, respectively. Then Γ11 ≡ −iΓ0Γ1 · · ·Γ9 can be decomposed
as
Γ11 = τ˜ ⊗ γ˜ (7.23)
where γ˜ = γ2γ3 · · · γ9 and
τ˜ = −iτ0τ1 =

 1 0
0 −1

 . (7.24)
More explicitly,
Γ11 =

 γ˜ 0
0 −γ˜

 . (7.25)
In general, the Weyl spinor Θ can be written in a generic basis as
Θ =

 Θ1
Θ2

 . (7.26)
Note that SO(10) contains SO(2) × SO(8) as a maximal subgroup. Under SO(8), Θ1 and
Θ2 transform independently as spinors. The Weyl condition is chosen to be
1
2
(1− Γ11)Θ = 0. (7.27)
Using (7.25), this condition implies
γ˜Θ1 = Θ1, γ˜Θ2 = −Θ2. (7.28)
That is, Θ1 (Θ2) has positive (negative) eight-dimensional chirality. It follows from the
relation Γ11 = τ˜ ⊗ γ˜ that the two- and eight-dimensional chiralities of Θ are correlated.
Since Θ has positive ten-dimensional chirality (7.27), this implies that the two- and eight-
dimensional chiralities are either both positive or both negative. That is, Θ is in the
representation
16
+ = 1+ ⊗ 8+ ⊕ 1− ⊗ 8−. (7.29)
From (7.28), we see that Θ1 is in 1
+ ⊗ 8+ and Θ2 is in 1− ⊗ 8−.
Recall from our discussion of κ-symmetry in Section 2 that, because we can use the
κ-invariance of the worldvolume theory to gauge away half of the 16 independent compo-
nents of Θ, only half of these components represent physical degrees of freedom. For the
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superstring, we can define the projection operators
P± =
1
2
(1± i
2
√
g
εijΠAi Π
B
j ΓAB) (7.30)
and write
Θ = P+Θ+ P−Θ. (7.31)
Now note from (2.14) that P+Θ can be gauged away, while the physical degrees of freedom
are given by P−Θ. Using (7.24), it follows that Θ2 in (7.26) can be gauged to zero, leaving
only Θ1 as the physical degrees of freedom. We thus can fix the fermion gauge so that
Θ =

 θ
0

 , (7.32)
where θ is an SO(8) spinor with positive chirality,
γ˜θ = θ. (7.33)
That is, the physical fermions in the worldsheet theory belong to the representation 1+⊗8+
of SO(2)× SO(8).
We conclude that the physical degrees of freedom contained in Z = (X,Θ) are
ym
′′
(σ), θq˙(σ), (7.34)
where m′′ = 2, . . . , 9, and q˙ = 1, . . . , 8. The spinor index q˙ corresponds to the positive
chirality SO(8)-Weyl representation. Therefore, the X,Θ path-integral measure in (7.18)
must be rewritten as
DXDΘ ∝ DyDθ, (7.35)
where there is an unimportant constant of proportionality representing the original gauge
redundancy.11
Equations of Motion:
We can now rewrite the two-point function (7.18) as
〈λI(yu1 )λJ(yu2 )〉 ∝
∫
Dλ e−
∫
d4y
∑h1,1
K=1 λ
K∂/λKλI(yu1 )λ
J(yu2 )
·
∫
DyDθe−(S0+SΘ+SΘ2) ·
∫
Dωe−S0WZW . (7.36)
11Here, again, we write Dθ as a shorthand for Dθ¯Dθ.
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In this paper, we want to use a saddle-point approximation to evaluate these path-integrals.
We will consider small fluctuations δy and δθ of the superstring degrees of freedom around
a solution y0 and θ0 to the equations of motion
y = y0 + δy, θ = θ0 + δθ. (7.37)
However, before expanding the action using (7.37), we need to discuss the equations of
motion for the fields y and θ, as well as their zero-modes.
Consider first the equations of motion for the bosonic fields y(σ). The bosonic action
(7.10) can be written as
S0 = TS
∫
C
d2σ(RV −1/3
√
det gij +
i
2
εijbij), (7.38)
where
gij = ∂iX
M∂jX
NgMN , bij = ∂iX
M∂jX
NBMN . (7.39)
We now assume that the background two-form field BMN (X) satisfies dB = 0. This can
be done if we neglect corrections of order α′. Then, locally, B = dΛ, where Λ is a one-
form. Thus the second term in (7.38) can be written as a total derivative and so does not
contribute to the equations of motion. Varying the action, we obtain the bosonic equations
of motion
1
2
√
det gklg
ij∂iX
M∂jX
N ∂gMN
∂XL
−∂i(
√
det gklg
ij∂jX
MgLM ) = 0. (7.40)
where M,N,L = 0, . . . , 9. Since we are considering the product metric on R4 × CY3, the
ten-dimensional metric can be written as
gMN =

 gU˘ V˘ 0
0 ηuv

 . (7.41)
Equation (7.40) then breaks into two parts
1
2
√
det gklg
ij∂iX
U˘∂jX
V˘ ∂gU˘ V˘
∂XW˘
−∂i(
√
det gklg
ij∂jX
U˘gU˘W˘ ) = 0 (7.42)
and
∂i(
√
det gklg
ij∂jX
uηuv) = 0. (7.43)
It is straightforward to show that the first equation of motion (7.42) is consistent with the
BPS conditions (4.18) obtained in Section 4, as they should be. We will consider the second
equation shortly.
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Next consider the equations of motion for the fermionic degrees of freedom. In action
(7.3) the terms that contain Θ are (7.11) and (7.12), whose sum can be written, taking into
account the gauge fixing condition (7.32), as
2TS
∫
C
d2σRV −1/3
√
det gij(
1
2
(Ψ¯MV
M − V¯MΨM) + Θ¯ΓiDiΘ), (7.44)
where
VM = gij∂iX
M∂jX
NΓNΘ. (7.45)
It follows from the gauge fixing condition
Θ =

 θ
0

 (7.46)
that only half of the components of Ψ couple to the physical degrees of freedom in Θ, namely
Ψ+ =
1
2
(1 + 1⊗ τ˜)Ψ. (7.47)
The equations of motion for Θ are then found to be
D0iΘ0 =
1
2
∂iy˘
U˘
0 Ψ
+
U˘
, (7.48)
where
D0iΘ0 = ∂iΘ0 + ∂iy˘
U˘
0 ω
K˘L˘
U˘
ΓK˘L˘Θ0, (7.49)
and we consider only the physical degrees of freedom θ0 in Θ0.
Zero-Modes:
The saddle-point calculation of the path-integrals Dy and Dθ around a solution to the
equations of motion can be complicated by the occurrence of zero-modes. First consider
bosonic solutions of the equations of motion (7.40). By construction, all such solutions are
maps from a holomorphic curve C ⊂ CY3 to the target space normal to the curve. Since
C ⊂ CY3, the four functions which map to R4, which we denote by yu0 with u = 6, 7, 8, 9,
are constants independent of σ. Clearly, these can take any value in R4, so we can write
yu0 ≡ xu, (7.50)
where xu are coordinates of R4. Therefore, any solution of the equations of motion will
always have these four translational zero-modes. These modes are the solution of the
second equation of motion (7.43). Are additional zero-modes possible? Generically, the
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remaining functions yU0 (σ), U = 2, 3, 4, 5 can have other zero-modes. However, to avoid
further technical complications we will, in this paper, consider only curves C such that
C = CP1 = S2, (7.51)
where the S2 are rigid spheres isolated in CY3. In this case, there are clearly no additional
zero-modes. It follows that for a saddle-point calculation of the path-integrals around a
rigid, isolated sphere the bosonic measure can be written as
Dym′′ = d4xDδym′′ , (7.52)
where we have expanded
ym
′′
= ym
′′
0 + δy
m′′ (7.53)
for small fluctuations δym
′′
.
Now consider fermionic solutions θ0 of the equation of motion (7.48). To any Θ0 can
always be added a solution of the homogeneous ten-dimensional Dirac equation
D0iΘ
′ = 0. (7.54)
This equation has the general solution
Θ′ = ϑ⊗ η−, (7.55)
where η− is the covariantly constant spinor on CY3, discussed in Section 4, which is broken
by the membrane embedding and ϑ is an arbitrary Weyl spinor satisfying the Weyl equation
in R4. Therefore, any solution θ0 of the equations of motion will always have two complex
component fermion zero-modes ϑα, α = 1, 2. The rigid, isolated sphere has no additional
fermion zero-modes. Hence, for a saddle-point calculation of the path integrals around a
rigid, isolated sphere the fermionic measure can be written as
Dθ = dϑ1dϑ2Dδθ, (7.56)
where we have expanded
θ = θ0 + δθ (7.57)
for small fluctuations δθ. To conclude, in the saddle-point approximation the y, θ part of
the path integral measure can be written as
Dym′′Dθ = d4x dϑ1dϑ2Dδym′′Dδθ. (7.58)
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Saddle-Point Calculation:
We are now ready to calculate the two-point function (7.36), which can be rewritten as
〈λI(yu1 )λJ(yu2 )〉 ∝
∫
Dλ e−
∫
d4y
∑h1,1
K=1 λ
K∂/λKλI(yu1 )λ
J(yu2 )
·
∫
d4x dϑ1dϑ2Dδym′′Dδθ e−(S0+SΘ+SΘ2) ·
∫
Dω e−S0WZW .(7.59)
Substituting the fluctuations (7.37) around the solutions y0 and θ0 into
S = S0 + SΘ + SΘ2 , (7.60)
we obtain the expansion
S = S0 + S2, (7.61)
where, schematically
S0 = S |y0,θ0 (7.62)
and
S2 = δ
2S
δyδy
|y0,θ0 (δy)2 + 2
δ2S
δyδθ
|y0,θ0 (δyδθ) +
δ2S
δθδθ
|y0,θ0 (δθ)2. (7.63)
The terms in the expansion linear in δy and δθ each vanish by the equations of motion.
To avoid further complicating our notation, we state in advance the following simplifying
facts. First, note that all terms in S2 contribute to the two-point function to order α′ on the
superstring worldsheet. Therefore, we should evaluate these terms only to classical order
in ym
′′
0 and θ0. To classical order, one can take θ0 = 0 since, to this order, the background
gravitino on the right-hand side of (7.48) vanishes. Therefore, S2 simplifies to
S2 = δ
2S
δyδy
|y0,θ0=0 (δy)2 +
δ2S
δθδθ
|y0,θ0=0 (δθ)2. (7.64)
It is useful to further denote
S0 = Sy0 + Sθ0 , (7.65)
where
Sy0 = (S0) |y0 , Sθ0 = (SΘ + SΘ2) |y0,θ0 , (7.66)
and to write
S2 = Sy2 + Sθ2 , (7.67)
with
Sy2 =
δ2S
δyδy
|y0,θ0=0 (δy)2, Sθ2 =
δ2S
δθδθ
|y0,θ0=0 (δθ)2. (7.68)
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We can then rewrite two-point function (7.59) as
〈λI(yu1 )λJ (yu2 )〉 ∝
∫
Dλ e−
∫
d4y
∑h1,1
K=1 λ
K∂/λKλI(yu1 )λ
J(yu2 )
·
∫
d4x e−S
y
0 ·
∫
dϑ1dϑ2 e−S
θ
0
·
∫
Dδym′′ e−Sy2 ·
∫
Dδθ e−Sθ2 ·
∫
Dω e−S0WZW . (7.69)
We will now evaluate each of the path-integral factors in this expression one by one. We
begin with
∫
d4x e−S
y
0 .
The Sy0 Term:
It follows from (7.66) that Sy0 is simply S0, given in (7.38) and (7.39), evaluated at a solution
of the equations of motion ym
′′
0 . Using (7.50), which implies that ∂iy
u
0 = 0 for coordinates
yu0 of R4, and the form of the ten-dimensional metric
ds210 = guvdy
udyv + gmn¯dy˘
mdy˘n¯, (7.70)
with y˘m, y˘m¯ complex coordinates of CY3, we see that
Sy0 = TS
∫
C
d2σ(RV −1/3
√
det gij +
i
2
εijbij), (7.71)
where
gij = ∂iy˘
m
0 ∂j y˘
n¯
0 gmn¯, bij = ∂iy˘
m
0 ∂j y˘
n¯
0Bmn¯. (7.72)
Let us evaluate the term involving gij . To begin, we note that
∫
C
d2σ
√
det gij =
1
2
∫
C
d2σ
√
ggij∂iy˘
m
0 ∂j y˘
n¯
0 gmn¯, (7.73)
where the first term is obtained from the second using the worldvolume metric equation of
motion. Noting that gij is conformally flat, and going to complex coordinates z = σ
0+ iσ1,
z¯ = σ0 − iσ1, it follows from (7.73) that
∫
C
d2σ
√
det gij =
1
2
∫
C
d2z∂z y˘
m
0 ∂z¯ y˘
n¯
0ωmn¯, (7.74)
where ωmn¯ = igmn¯ is the Ka¨hler form on CY3. In deriving (7.74) we used the fact, discussed
in Section 4, that the functions y˘m must be holomorphic. Recall from (6.3) that
ωmn¯ =
h1,1∑
I=1
aIωImn¯. (7.75)
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Therefore, we can write
RV −1/3
∫
C
d2σ
√
det gij =
vC
2
h1,1∑
I=1
RbIωI , (7.76)
where bI = V −1/3aI ,
ωI =
1
vC
∫
C
d2z ωIzz¯ (7.77)
and
ωIzz¯ = ∂z y˘
m∂z¯ y˘
n¯ωImn¯ (7.78)
is the pullback onto the holomorphic curve C of the I-th harmonic (1, 1)-form. Note that we
have introduced the parameter vC of mass dimension minus two to make ωI dimensionless.
Parameter vC can naturally be taken to be the volume of curve C. Now consider the second
term in (7.71) involving bij . First, we note that∫
C
d2σ
i
2
εijbij =
i
2
∫
C
d2z∂z y˘
m
0 ∂z¯ y˘
n¯
0Bmn¯. (7.79)
Remembering from (6.29) that
Bmn¯ =
h1,1∑
I=1
1
6
pIωImn¯, (7.80)
it follows that ∫
C
d2σ
i
2
εijbij =
vC
2
h1,1∑
I=1
i
6
pIωI . (7.81)
Putting everything together, we see that
Sy0 =
T
2
h1,1∑
I=1
ωI(Rb
I +
i
6
pI), (7.82)
where
T = TSvC = TMπρ vC (7.83)
is a dimensionless parameter. Recalling from (6.18) the T I moduli are defined by
T I = RbI + i
1
6
pI , (7.84)
it follows that we can write Sy0 as
Sy0 =
T
2
h1,1∑
I=1
ωIT
I . (7.85)
We conclude that the
∫
d4xe−S
y
0 factor in the path-integral is given by∫
d4x e−S
y
0 =
∫
d4xe−
T
2
∑h1,1
I=1 ωIT
I
. (7.86)
We next evaluate the path integral factor
∫
dϑ1dϑ2e−S
θ
0 .
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The Sθ0 Term and the Fermionic Zero-Mode Integral:
It follows from (7.66) that Sθ0 is the sum of SΘ and SΘ2 , given in (7.44), evaluated at a
solution of the equations of motion ym
′′
0 , θ0. Varying (7.44) with respect to Θ¯ leads to the
equation of motion DiΘ0 =
1
2∂iX
M
0 ΨM , where we have used (7.15) and the fact that the
Dirac matrices can be taken to be hermitean. Inserting the equation of motion into (7.44)
we find
Sθ0 = TS
∫
C
d2σRV −1/3
√
det gijΨ¯MV
M
0 , (7.87)
where
VM0 = g
ij∂iX
M
0 ∂jX
N
0 ΓNΘ0. (7.88)
Recalling that ∂iy
u
0 = 0 for all coordinates y
u
0 of R4, it follows that the only non-vanishing
components of V M0 are
V U˘0 = g
ij∂iy˘
U˘
0 ∂j y˘
W˘
0 ΓW˘Θ0, (7.89)
where gij is given by (7.72). We conclude that
Sθ0 = TS
∫
C
d2σRV −1/3
√
det gijΨ¯U˘V
U˘
0 . (7.90)
Now V U˘0 ∝ Θ0, where Θ0 satisfies the equation of motion (7.48). As discussed above, any
such solution can be written as the sum
Θ0 = Θˆ0 +Θ
′, (7.91)
where Θ′ is a solution of the purely homogeneous Dirac equation (7.54) and has the form
(7.55). Since in the path-integral we must integrate over the two zero-modes ϑα, α = 1, 2
in Θ′, it follows that terms involving Θˆ0 can never contribute to the fermion two-point
function. Therefore, when computing the superpotential, one can simply drop Θˆ0. Hence,
Sθ0 is given by (7.90) where
V U˘0 = g
ij∂iy˘
U˘
0 ∂j y˘
W˘
0 ΓW˘Θ
′. (7.92)
Inserting expression (7.55), and using the decomposition ΓW˘ = 1⊗ γ˘W˘ , implies that
V U˘0 = g
ij∂iy˘
U˘
0 ∂j y˘
W˘
0 ϑ⊗ (γ˘W˘ η−). (7.93)
Next, we note that the Kaluza-Klein Ansatz for the ten-dimensional gravitino in the Calabi-
Yau directions is given by
RV −1/3ΨU˘ = −
h1,1∑
L=1
iωLU˘V˘ λ
L ⊗ (γ˘V˘ η+), (7.94)
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where ωLU˘V˘ (y˘
U˘ ), L = 1, . . . , h1,1 are the harmonic (1, 1)-forms on CY3, λ
L(yu) are the
fermionic superpartners of the moduli TL and η+(y˘
U˘ ) is the Calabi-Yau covariantly constant
spinor. Note that the left-hand side of (7.94) includes a factor of RV −1/3, while the right-
hand side has a factor of −i which makes the Ansatz consistent with the compactification
moduli defined in (6.2), (6.11) and (6.18). Using (7.93) and (7.94), one can evaluate the
product Ψ¯U˘V
U˘
0 , which is found to be
RV −1/3Ψ¯U˘V
U˘
0 = −igij∂iy˘U˘0 ∂j y˘W˘0
h1,1∑
L=1
ωLU˘V˘ (η
†
+γ˘
V˘ γ˘W˘ η−) · (λLϑ). (7.95)
where λLϑ = λLαϑ
α. Substituting this expression into (7.90) then gives
Sθ0 = T
h1,1∑
L=1
ωL λ
Lϑ (7.96)
where we have used complex coordinates z = σ0 + iσ1, z¯ = σ0 − iσ1 for the holomorphic
curve, as well as y˘m, y˘m¯ for the Calabi-Yau coordinates y˘U˘ . We have also used the property
η†+γ˘
m¯γ˘n¯η− = 2δ
m
n (7.97)
of the covariantly constant spinors on CY3, derived from (4.10)–(4.12). The coefficients ωL
are given in (7.77). It follows that the
∫
dϑ1dϑ2 e−S
θ
0 factor in the path-integral is
∫
dϑ1dϑ2e−S
θ
0 =
∫
dϑ1dϑ2e−T
∑h1,1
L=1 ωL λ
Lϑ. (7.98)
Expanding the exponential, and using the properties of the Berezin integrals, we find that
∫
dϑ1dϑ2e−S
θ
0 =
T 2
2
h1,1∑
L,M=1
ωLωM λ
LλM , (7.99)
where we have suppressed the spinor indices on λLλM .
Collecting the results we have obtained thus far, two-point function (7.69) can now be
written as
〈λI(yu1 )λJ(yu2 )〉 ∝
∫
Dλ e−
∫
d4y
∑h1,1
K=1 λ
K∂/λKλI(yu1 )λ
J(yu2 )
·
∫
d4x e−
T
2
∑h1,1
I=1 ωIT
I (x)
h1,1∑
L,M=1
ωLωM λ
L(x)λM (x)
·
∫
Dδym′′ e−Sy2 ·
∫
Dδθ e−Sθ2 ·
∫
Dω e−S0WZW . (7.100)
Next, we evaluate the bosonic path-integral factor
∫ Dδym′′e−Sy2 .
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The Sy2 Quadratic Term:
It follows from (7.68) that Sy2 is simply the quadratic term in the y = y0 + δy expansion
of S0, given in (7.38) and (7.39). Note that SΘ + SΘ2 does not contribute since the second
derivative is to be evaluated for θ0 = 0. Furthermore, since this contribution to the path-
integral is already at order α′, S0 should be evaluated to lowest order in α′. As discussed
above, to lowest order dB = 0 and, hence, the bij term in (7.38) is a total divergence which
can be ignored. Within thie bosonic gauge (7.20), choose a system of coordinates such that
the metric tensor restricted to the holomorphic curve C can be written locally as
gMN |C=

 hm′n′(σ) 0
0 hm′′n′′(σ)

 . (7.101)
Performing the expansion, we find that
Sy2 = TS
∫
C
d2σRV −1/3
√
det gij
(
1
2
gij(Diδy
m′′)(Djδy
n′′)hm′′n′′ − δym′′Um′′n′′δyn′′
)
,
(7.102)
where the induced covariant derivative of δy is given by
Diδy
m′′ = ∂iδy
m′′ + ωm
′′
i n′′δy
n′′ (7.103)
and the mass matrix is
Um′′n′′ = 1
2
Rm
′
m′′m′n′′ +
1
8
Qm
′n′
m′′Qm′n′n′′ , (7.104)
where Rm
′
m′′m′n′′ is the ambient curvature tensor restricted to the string and Qm′n′n′′ is the
second fundamental form.12 Note that the eight quantities δym
′′
are scalars from the point
of view of the curve C. Four of these scalars form a vector in the tangent bundle of CY3 and
the remaining four form a vector in R4. By definition, metric hm′′n′′ can be decomposed as
hm′′n′′ =

 ηuv 0
0 hUV (σ)

 , (7.105)
where ηuv is the flat metric of R4 and hUV is the metric of the normal space CY⊥ defined
by the four directions of CY3 that are perpendicular to the curve C ⊂ CY3. It follows that
all connection components ωm
′′
i n′′ with either m
′′ and/or n′′ in R4 will vanish. Then (7.102)
becomes
Sy2 = TS
∫
C
d2σRV −1/3
√
det gij {1
2
gij(∂iδy
u)(∂jδy
v)ηuv
+
1
2
gij(Diδy
U )(Djδy
V )hUV − δyUUUV δyV }. (7.106)
12These are standard results. For a proof, see for example [41].
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Integrating the derivatives by parts then gives
Sy2 = TS
∫
C
d2σRV −1/3{−1
2
δyu[ηuv
√
ggijDi∂j]δyv
−1
2
δyU [
√
g(gijDihUVDj + 2UUV )]δyV }, (7.107)
where the symbol Di indicates the covariant derivative with respect to both the induced
connection in (7.103) and the worldvolume connection of C. Generically, the fields R,V are
functions of xu. However, as discussed above, at the level of the quadratic contributions to
the path-integrals all terms should be evaluated at the classical values of the background
fields. Since R and V are moduli, these classical values can be taken to be constants,
rendering RV −1/3 independent of xu. Hence, the factor TSRV
−1/3 can simply be absorbed
by a redefinition of the δy’s. Using the relation
∫
Dδy e− 12
∫
d2σ δyOδy ∝ 1√
detO , (7.108)
we conclude that ∫
Ddym′′e−Sy2 ∝ 1√
detO1
1√
detO2
(7.109)
where
O1 = ηuv√ggijDi∂j ,
O2 = √g(gijDihUVDj + 2UUV ). (7.110)
We next turn to the evaluation of the
∫ Dδθ e−Sθ2 factor in the path-integral.
The Sθ2 Quadratic Term:
It follows from (7.68) that Sθ2 is the quadratic term in the θ = θ0 + δθ expansion of SΘ2 ,
given in (7.12). Note that S0 + SΘ does not contribute. Performing the expansion and
taking into account the gauge fixing condition (7.32), we find that
Sθ2 = 2TS
∫
C
d2σRV −1/3
√
det gijδΘ¯Γ
iDiδΘ. (7.111)
One must now evaluate the product δΘ¯ΓiDiδΘ in terms of the gauged-fixed quantities δθ.
We start by rewriting
δΘ¯ΓiDiδΘ = g
ij∂jX
MδΘ¯ΓM∂iδΘ
+gij∂jX
M∂iX
Nω ABN δΘ¯ΓMΓABδΘ, (7.112)
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where we have used (7.13) and (7.14). After fixing the gauge freedom of the bosonic fields
XM (σ) as in (7.20), expression (7.112) becomes
δΘ¯ΓiDiδΘ = g
ijδm
′
j e
a′
m′ δΘ¯Γa′∂iδΘ + g
ije a
′′
m′′ ∂jy
m′′δΘ¯Γa′′∂iδΘ
+gijδm
′
j e
a′
m′ (δ
n′
i ω
AB
n′ + ∂iy
m′′ω ABm′′ )δΘ¯Γa′ΓABδΘ
+gije a
′′
m′′ ∂jy
m′′(δm
′
i ω
AB
m′ + ∂iy
n′′ω ABn′′ )δΘ¯Γa′′ΓABδΘ, (7.113)
where A = (a′, a′′). We see that we must evaluate the fermionic products
δΘ¯Γa′∂iδΘ, δΘ¯Γa′′∂iδΘ, δΘ¯Γa′ΓABδΘ, δΘ¯Γa′′ΓABδΘ (7.114)
in terms of δθ. After fixing the fermionic gauge according to (7.32), we can compute the
relevant terms in the expression (7.113). Consider a product of the type δΘ¯MδΘ, whereM
is a 32 × 32 matrix-operator,
M =

 M1 M2
M3 M4

 . (7.115)
Using (7.22) and (7.32), we have
δΘ¯MδΘ = δΘ†MδΘ = δθ†M1δθ (7.116)
Therefore, using (7.22), we have the following results
δΘ¯Γa′∂iδΘ = 0, δΘ¯Γa′′∂iδΘ = δθ
†γa′′∂iδθ,
δΘ¯Γa′Γb′c′δΘ = 0, δΘ¯Γa′Γb′a′′δΘ = (δa′b′ − iεa′b′)δθ†γa′′δθ,
δΘ¯Γa′Γa′′b′′δΘ = 0, Θ¯Γa′′Γa′b′Θ = −iεa′b′δθ†γa′′δθ,
δΘ¯Γa′′Γa′b′′δΘ = 0, δΘ¯Γa′′Γb′′c′′δΘ = δθ
†γa′′γb′′c′′δθ.
(7.117)
Substituting these expressions into (7.113) yields
δΘ¯ΓiDiδΘ = g
ije a
′′
m′′∂jy
m′′ [δθ†γa′′∂iδθ − iω a′b′i εa′b′δθ†γa′′δθ + ω b
′′c′′
i δθ
†γa′′γb′′c′′δθ]
+gijδm
′
j e
a′
m′ω
b′a′′
i (δa′b′ − iεa′b′)δθ†γa′′δθ (7.118)
where
ω a
′b′
i = δ
m′
i ω
a′b′
m′ + ∂iy
n′′ω a
′b′
n′′ ,
ω b
′′c′′
i = δ
m′
i ω
b′′c′′
m′ + ∂iy
n′′ω b
′′c′′
n′′ ,
ω b
′a′′
i = δ
m′
i ω
b′a′′
m′ + ∂iy
n′′ω b
′a′′
n′′ . (7.119)
Then (7.111) becomes
Sθ2 = 2TS
∫
C
d2σRV −1/3δθ†{√ggije a′′m′′ ∂jym
′′
[γa′′∂i − iω a′b′i εa′b′γa′′
+ω b
′′c′′
i γa′′γb′′c′′ ] +
√
ggijδm
′
j e
a′
m′ω
b′a′′
i (δa′b′ − iεa′b′)γa′′}δθ. (7.120)
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As discussed in the previous section, at the level of the quadratic contributions to the
path-integrals all terms should be evaluated at the classical values of the backgound fields.
Therefore, the factor 2TSRV
−1/3 can be absorbed by a redefinition of the δθ’s. Next we
use the relation ∫
Dδθ e
∫
d2σδθ†Oδθ ∝ detO. (7.121)
Note, however, that when going to Euclidean space, we have doubled the number of fermion
degrees of freedom. Therefore, one must actually integrate over only one half of these degrees
of freedom. This amounts to taking the square-root of the determinant on the right-hand
side of (7.121). Hence, we conclude that
∫
Dδθ e−Sθ2 ∝
√
detO/3, (7.122)
where
O/3 = √gγa′′gij{e a′′m′′ ∂jym
′′
[∂i − iω a′b′i εa′b′ + ω b
′′c′′
i γb′′c′′ ]
+δm
′
j e
a′
m′ω
b′a′′
i (δa′b′ − iεa′b′)}. (7.123)
Collecting the results we have obtained thus far, two-point function (7.69) can now be
written as
〈λI(yu1 )λJ(yu2 )〉 ∝
√
detO/3√
detO1
√
detO2
·
∫
Dλ e−
∫
d4y
∑h1,1
K=1 λ
K∂/λKλI(yu1 )λ
J (yu2 )
·
∫
d4x e−
T
2
∑h1,1
I=1 ωIT
I(x)
h1,1∑
L,M=1
ωLωM λ
L(x)λM (x)
·
∫
Dω e−S0WZW . (7.124)
It, therefore, remains to evaluate the
∫ Dω e−S0WZW factor in the path-integral, which we
now turn to.
8 The Wess-Zumino-Witten Determinant:
In this section, we will discuss the E8 × E8 Wess-Zumino-Witten part of the action, its
quadratic expansion and one loop determinant. Recall from (7.16) that the relevant action
is
S0WZW = − 1
8π
∫
C
d2σ tr[
1
2
√
ggij(ω¯i − A¯i) · (ω¯j − A¯j) + iεij ω¯iA¯j ]
+
1
24π
∫
B
d3σˆiεˆıˆˆkˆΩkˆˆıˆ(ω¯
′), (8.1)
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where ω¯ = g¯−1dg¯ is an E8 × E8 Lie algebra valued one-form and g¯ is given in (5.15). In
order to discuss the equation of motion and the chirality of this action, it is convenient to
use the complex coordinates z = σ0 + iσ1, z¯ = σ0 − iσ1 on C and to define the complex
components of A¯ by A¯ = A¯zdz + A¯z¯dz¯. Then action (8.1) can be written as
S0WZW = − 1
8π
∫
C
d2z tr
(
g¯−1∂z g¯g¯
−1∂z¯ g¯ − 2A¯z g¯−1∂z¯ g¯ + A¯z¯A¯z
)
+
1
24π
∫
B
d3σˆiεˆıˆˆkˆΩkˆˆˆı(ω¯
′). (8.2)
It is useful to define the two E8 ×E8 currents
Jz = (Dz g¯)g¯
−1, Jz¯ = g¯
−1Dz¯ g¯, (8.3)
where Dz and Dz¯ are the E8 × E8 covariant derivatives. It follows from (8.2) that the g¯
equations of motion are
∂z¯Jz = 0, (8.4)
or, equivalently,
DzJz¯ + Fzz¯ = 0, (8.5)
where Fzz¯ is the E8 × E8 field strength which, generically, is non-vanishing.
In order to perform the path-integral over ω, it is necessary to fix any residual gauge
freedom in the ω fields. Recall from the discussion in Section 3 that the entire action is
invariant under both local gauge and modified κ-transformations δL and ∆kˆ, respectively.
It follows from (3.19) and (3.12) that
δκˆg¯ = g¯ikˆA¯. (8.6)
It is not difficult to show that using this transformation, one can choose a gauge where
Jz = 0. (8.7)
Henceforth, we work in this chiral gauge. Note that this is consistent with the equations of
motion (8.4) and (8.5). Indeed, (8.4) is now vacuous, being replaced by (8.7) itself.
Thus, the on-shell theory we obtain from the gauged Wess-Zumino-Witten action is an
E8×E8 chiral current algebra at level one. The level can be read off from the coefficient of
the Chern-Simons term in (8.2). We would now like to evaluate the Wess-Zumino-Witten
contribution to the path-integral using a saddle-point approximation. To do this, we should
expand g¯ as small fluctuations
g¯ = g¯0 + δg¯ (8.8)
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around a classical solution g¯0 of (8.7). However, it is clearly rather difficult to carry out the
quadratic expansion and evaluate the determinant in this formalism. Luckily, there is an
equivalent theory which is more tractable in this regard, which we now describe.
To start the discussion, set all E8 × E8 background gauge fields to zero. It is well
known that this is equivalent, on an arbitrary Riemann surface, to an SO(16) × SO(16)
theory of free fermions. The partition function of the E8 × E8 theory can be obtained by
computing the partition function of the free fermion theory, where one sums over all spin
structures of each SO(16) factor on the Riemann surface [42]. We now want to turn on an
arbitrary non-vanishing E8 × E8 gauge field background. Here one meets some difficulty.
Since only the SO(16) × SO(16) (⊂ E8 × E8) symmetry is manifest in the free fermion
theory, only background gauge fields associated with this subgroup can be coupled to the
fermions in the usual way. The coupling of E8 × E8 gauge backgrounds with a structure
group larger than SO(16)×SO(16) is far from manifest and cannot be given a Lagrangian
description. Happily, for our purposes, it is sufficient to restrict the gauge field backgrounds
to lie within the SO(16) × SO(16) subgroup of E8 × E8. The reason is that, as explained
in a number of papers [7, 8, 9, 10, 11], realistic heterotic M-theory requires gauge bundles
with structure group of rank 4 or smaller within the observable E8 factor. In addition,
the structure group in the hidden E8 factor can always be chosen to be of rank 4 or less.
Hence, realistic heterotic M-theory models can generically be chosen to have gauge field
backgrounds within the SO(16) × SO(16) subgroup of E8 × E8. Henceforth, we consider
only such restricted gauge field backgrounds. With this in mind, we can now write the
action for SO(16) × SO(16) fermions coupled to background gauge fields. It is given by
[45, 46, 47, 48, 49]
Sψ =
∫
C
d2σ(ψ¯aD/abA ψ
b + ψ¯a
′
D/a
′b′
A′ ψ
b′), (8.9)
where ψa, ψa
′
denote the two sets of SO(16) fermions with a, a′ = 1, . . . , 16 and
D/abA =
√
gτ i(Diδ
ab −Aabi ), D/a
′b′
A′ =
√
gτ i(Diδ
a′b′ −Aa′b′i ) (8.10)
are the covariant derivatives on C with Aabi , Aa
′b′
i the two sets of SO(16) background gauge
fields. Recall that τ i are the Dirac matrices in two-dimensions. It follows from the above
discussion that we can write∫
Dω e−S0WZW ∝
∫
DψaDψa′ e−Sψ , (8.11)
where the gauge fixing of variable ω described by (8.7) is inherent in the ψa, ψa
′
formalism,
as we will discuss below. The equations of motion are given by
D/abA ψ
b = 0, D/a
′b′
A′ ψ
b′ = 0. (8.12)
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We now expand
ψa = ψa0 + δψ
a, ψa
′
= ψa
′
0 + δψ
a′ (8.13)
around a solution ψa0 , ψ
a′
0 of (8.12) and consider terms in Sψ up to quadratic order in the
fluctuations δψa, δψa
′
. We find that
Sψ = S0ψ + S2ψ, (8.14)
where
S0ψ =
∫
C
d2σ(ψ¯a0D/
ab
A ψ
b
0 + ψ¯
a′
0 D/
a′b′
A′ ψ
b′
0 ) (8.15)
and
S2ψ =
∫
C
d2σ(δψ¯aD/abA δψ
b + δψ¯a
′
D/a
′b′
A′ δψ
b′). (8.16)
The terms linear in δψ vanish by the equations of motion. It follows immediately from
(8.12) that S0ψ = 0. Then, using (7.121), one finds from (8.16) that∫
DψaDψa′ e−Sψ ∝
√
detD/A
√
detD/A′ . (8.17)
Note, again, that by going to Euclidean space we have doubled the number of fermionic
degrees of freedom. Therefore, one must actually integrate over only one half of these
degrees of freedom. This requires the square-root of the determinants to appear in (8.17).
It is important to discuss how the chiral gauge fixing condition (8.7) is manifested in the
ψa, ψa
′
formalism. Condition (8.7) imposes the constraint that g¯ couples only to the A¯z
component of the gauge fields and not to A¯z¯. It follows that in evaluating detD/A detD/A′ ,
we should keep only the A¯z components of the gauge fields. That is, we should consider the
Dirac determinants of SO(16) × SO(16) holomorphic vector bundles on Riemann surface
C. Gauge fixing condition (8.7) also imposes a constraint on the definition of determinants
detD/A detD/A′ as follows. Consider one of the SO(16) Dirac operators, say D/A. Recall that
on the Euclidean space C, each spinor ψ is a complex two-component Weyl spinor
ψ =

 ψ+
ψ−

 . (8.18)
Rescaling this basis to 
 ψ+
ψ−

 =

 (gzz¯)−1/4ψ˜+
(gzz¯)
1/4ψ˜−

 (8.19)
and using the standard representation for τ0, τ1 then, locally, one can write
D/A =

 0 D−A
D+A 0

 , (8.20)
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where
D−A = (gzz¯)
3/4
(
(gzz¯)
−1/2 ∂
∂z
(gzz¯)
1/2 −Az
)
, D+A = (gzz¯)
1/4 ∂
∂z¯
. (8.21)
Since the operator D/A must be Hermitean, it follows that D+A = D
†
−A. Now, in addition
to disallowing any coupling to Az¯, gauge condition (8.7) imposes the constraint that
ψa+ = 0 (8.22)
for all a = 1, . . . , 16. Then, using the fact that
detD/A =
√
det(D/A)2 (8.23)
and gauge condition (8.22), we see that the proper definition of the determinant is
detD/A =
√
detD†−AD−A. (8.24)
In this paper, it is not necessary to determine the exact value of detD/A. We need only
compute whether it vanishes or is non-zero, and the conditions under which these two
possibilities occur. To do this, we must examine the global properties of the holomorphic
vector bundle. As we did in Section 7, we will, henceforth, restrict
C = CP1 = S2. (8.25)
With this restriction, the condition for the vanishing of detD/A can be given explicitly, as
we now show.
It follows from (8.22) that the chiral fermions realizing the SO(16) current algebra are
elements of the negative chiral spinor line bundle S− of the sphere. Note from (8.20) that
D−A is the part of the Dirac operator which acts on S−. With respect to a non-trivial
SO(16) gauge bundle background A, the complete operator we should consider is
D−A : S− ⊗A→ S+ ⊗A, (8.26)
where S+ denotes the positive chiral spinor bundle on the sphere. This is the global de-
scription of the local D−A operator defined in (8.20) and (8.21).
13 In order to have nonzero
determinant detD/A, it is necessary and sufficient that D−A should not have any zero-modes.
This follows from the fact that, for SO(16)× SO(16), the index theorem guarantees that
cokerD†−A = kerD−A. (8.27)
13To be even more precise, globally D−A is a holomorphic section of the determinant line bundle det(S−⊗
A)⊗det(S+⊗A)⋆ over the gauge fixed configuration space. Furthermore, definition (8.24) corresponds to the
Quillen norm of this holomorphic section. For a careful definition of the determinant of infinite dimensional
spaces S− ⊗ A and S+ ⊗ A and the Quillen norm, see [43, 44].
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In Appendix B, we discuss how to calculate the number of zero-modes of the D−A operator
globally defined in (8.26). Since the number of zero-modes is invariant under a smooth
deformation of the bundle, we can choose a convenient bundle for the purpose of the cal-
culation. It is known that by a judicious choice of the connection, every E8 bundle can be
reduced to a U(1)8 bundle. Since the maximal torus of E8 coincides with that of SO(16),
every U(1)8 bundle should have the form
⊕8i=1 O(mi)⊕O(−mi), (8.28)
where O(mi) stands for the U(1) bundle on the sphere with degree mi. Let us now suppose
that the bundle A is written in the form of (8.28). It follows that operator D−A decomposes
as
D−A = ⊕8i=1D−O(mi) ⊕D−O(−mi). (8.29)
In Appendix B, we show that the number of zero-modes of the factor
D−O(m) : S− ⊗O(m)→ S+ ⊗O(m) (8.30)
is m if m is nonegative and zero otherwise. From this fact, we can see that if any of the
mi in (8.28) is nonzero, then either D−O(mi) or D−O(−mi) has zero-modes since either mi
or −mi must be positive. We conclude from this and expression (8.29) that D−A will have
at least one zero-mode, and hence detD/A will vanish, if and only if at least one U(1) sub-
bundle O(mi) has degree mi 6= 0. That is, detD/A = 0 if and only if holomorphic bundle A,
restricted to the sphere C = S2 and denoted by A |C , is non-trivial. Clearly, the exact same
conclusions apply to the other SO(16) determinant detD/A′ as well.
It is obviously very important to know, within the context of realistic heterotic M-theory
vacua, when the restriction of the SO(16)×SO(16) gauge bundle A⊕A′ to C = S2, denoted
A |C ⊕A′ |C , is non-trivial, in which case this curve produces no instanton contributions
to the superpotential W , and when A |C ⊕A′ |C is trivial, in which case it gives a non-
zero contribution to W . We have shown that both situations are possible, the conclusion
depending on the explicit choice of the gauge bundle, the specific Calabi-Yau threefold and
the choice of the isolated sphere within a given Calabi-Yau threefold. These results will be
presented elsewhere [29].
9 Final Expression for the Superpotential:
We are now, finally, in a position to extract the final form of the non-perturbative superpo-
tential from the fermion two-point function. Combining the results of the previous section
50
with expression (7.124), we find that
〈λI(yu1 )λJ (yu2 )〉 ∝
√
detO/3√
detO1
√
detO2
·
√
detD/A
√
detD/A′
·
∫
Dλ e−
∫
d4y
∑h1,1
K=1 λ
K∂/λKλI(yu1 )λ
J(yu2 )
·
∫
d4x e−
T
2
∑h1,1
I=1 ωIT
I(x)
h1,1∑
L,M=1
ωLωM λ
L(x)λM (x). (9.1)
Comparing this with the purely holomorphic part of the quadratic fermion term in the
four-dimensional effective Lagrangian (6.22)
(∂I∂JW )λ
IλJ , (9.2)
we obtain
W ∝
√
detO/3√
detO1
√
detO2
·
√
detD/A
√
detD/A′ · e−
T
2
∑h1,1
I=1 ωIT
I
. (9.3)
In this expression, the dimensionless fields T I correspond to the (1, 1)-moduli and the
volume modulus of S1/Z 2. The ωI are dimensionless coefficients defined by
ωI =
1
vC
∫
C
d2z ωIzz¯, (9.4)
where vC is the volume of curve C and ωIzz¯ is the pullback (7.78) to the holomorphic curve
C of the I-th harmonic (1, 1)-form on CY3. T is a dimensionless parameter given by
T = TMπρ vC , (9.5)
with TM the membrane tension and πρ the S
1/Z 2 interval length. The operators O1,O2 and
O/3 are presented in (7.110) and (7.123), respectively. The operator D/A and its determinant
detD/A are defined in (8.10), (8.20), (8.21) and (8.24). This determinant and, hence, the
superpotential W will be non-vanishing if and only if the pullback of the associated SO(16)
bundle A to the curve C is trivial. The same results apply to D/A′ , detD/A′ and the pullback
of the other SO(16) bundle A′ to C. All the determinants contributing to W are non-
negative real numbers. We emphasize that W given in (9.3) is the contribution of open
supermembranes wrapped once around C ×S1/Z 2, where C = S2 is a sphere isolated in the
Calabi-Yau threefold CY3. The existence of supermembranes multiply wrapped around C,
and the computation of their superpotential, is not straightforward. However, we expect
that the appropriate contribution to the superpotential of a supermembrane wrapped once
around S1/Z 2 and n times around C is
e−
nT
2
∑h1,1
I=1 ωIT
I
. (9.6)
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Further generalizations and discussions of the complete open supermembrane contributions
to the non-perturbative superpotential in heterotic M-theory will be presented elsewhere
[29].
A Notation and Conventions:
We use a notation such that symbols and indices without hats represent fields in the ten-
dimensional fixed hyperplanes of Horˇava-Witten theory (as well as the two-dimensional
heterotic string theory), while hatted indices relate to quantities of eleven-dimensional bulk
space (and the three-dimensional open membrane theory).
Bosons:
For example,
XM , M = 0, 1, . . . , 9, and XˆMˆ , Mˆ = 0ˆ, 1ˆ, . . . , 9ˆ, 1ˆ1, (A.1)
are, respectively, the coordinates of ten- and eleven-dimensional spacetimes. We do not
change notation when switching from Minkowskian signature to Euclidean signature.
Eleven-dimensional space is, by assumption, given by
M11 = R4 × CY3 × S1/Z 2, (A.2)
while the ten-dimensional space obtained by compactifying it on S1/Z 2 is, clearly,
M10 = R4 × CY3. (A.3)
The membrane world volume Σ is decomposed as
Σ = C × S1/Z 2, (A.4)
where the (two-dimensional) curve C lies within CY3.
The two dimensional heterotic string theory is represented by fields of the worldsheet
coordinates σi, with i = 0, 1. Bosonic indices of ten-dimensional spacetime are split into
indices parallel to the worldsheet (m′ = 0, 1) and indices perpendicular to it (m′′ = 2, . . . , 9).
The space normal to the worldsheet is an eight-dimensional space. Since it is assumed that
the worldsheet C is contained in the Calabi-Yau three-fold CY3, these eight directions ym′′
can be split in two sets of four, the first being directions of CY3 but perpendicular to C,
denoted by yU , with U = 2, 3, 4, 5, and the second being directions normal to CY3, that is,
directions of R4, denoted by y
u, with u = 6, 7, 8, 9.
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Coordinates of CY3 are denoted by
y˘U˘ = (Xm
′
, yU ), with U˘ = 0, 1, 2, 3, 4, 5, m′ = 0, 1, (A.5)
or, using the complex structure notation,
y˘m, y˘m¯, m = 1, 2, 3, m¯ = 1¯, 2¯, 3¯. (A.6)
The bosonic indices in (A.1)-(A.6) are coordinate (or “curved”) indices. The corre-
sponding tangent space (or “flat”) indices are given in the following table,
M10 M11 C M⊥ R4 CY⊥
M,N Mˆ, Nˆ m′, n′ m′′, n′′ u, v U, V
A,B Aˆ, Bˆ a′, b′ a′′, b′′ k, l K,L
where M⊥ and CY⊥ are subspaces of M10 and CY3 perpendicular to C, respectively.
Spinors:
In ten-dimensional spacetime with Euclidean signature, the 32×32 Dirac matrices ΓA satisfy
{ΓA,ΓB} = 2ηAB (A.7)
or, with curved indices, (since ΓA = e
M
A ΓM)
{ΓM ,ΓN} = 2gMN . (A.8)
One defines ten-dimensional chirality projection operators 12(1± Γ˜), where
Γ11 = −iΓ0Γ1 · · ·Γ9. (A.9)
A useful representation for ΓA is given by the two-eight split
ΓA = (τa′ ⊗ γ˜, 1⊗ γa′′), (A.10)
where the two-dimensional Dirac matrices τ0, τ1 and their product defined by τ˜ = −iτ0τ1
are explicitly given by
τ0 =

 0 1
1 0

 , τ1 =

 0 −i
i 0

 , τ˜ =

 1 0
0 −1

 . (A.11)
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These ten-dimensional Dirac matrices are more explicitly written as
Γ0 =

 0 γ˜
γ˜ 0

 Γ1 =

 0 −iγ˜
iγ˜ 0


Γa′′ =

 γa′′ 0
0 γa′′

 Γ11 =

 γ˜ 0
0 −γ˜


(A.12)
where γa′′ are 16× 16 Dirac matrices, and the product
γ˜ = γ2γ3 · · · γ9 (A.13)
is used in the definition of eight-dimensional chirality projection operators 12(1± γ˜).
Note that Γ211 = 1, γ˜
2 = 1, and τ˜2 = 1. In eleven-dimensions, the 32×32 Dirac matrices
are given by
ΓˆAˆ = ΓAˆ, (Aˆ = 0ˆ, 1ˆ, . . . , 9ˆ), and Γˆ1ˆ1 = Γ11. (A.14)
B Dirac Operator on the Sphere:
In this Appendix, we discuss the spinors, the chiral Dirac operator on the sphere and the
number of zero modes of the Dirac operator. One nice thing on the sphere and generally
on the Riemann surfaces is that we can identify a chiral spinor with a holomorphic bundle
and the associated Dirac operator with a suitable differential operator on the corresponding
holomorphic bundle. We follow [43] closely in the exposition.
When we consider a sphere C, locally we can always write the metric as
ds2 = e2φ((dσ0)2 + (dσ1)2) = 2gzz¯dzdz¯ (B.1)
with z = σ0 + iσ1 and z¯ = σ0 − iσ1. When we cover C with such complex coordinate
patches, the transition functions on the overlaps are holomorphic and thus define a complex
structure. Using this complex structure, we can divide one forms
T ∗C = T ∗(1,0)C ⊕ T ∗(0,1)C (B.2)
according to whether they are locally of the form f(z, z¯)dz or f(z, z¯)dz¯.
In order to introduce spinors we choose a local frame ea
ds2 = δabe
a ⊗ eb. (B.3)
If Uα,Uβ are two overlapping coordinate patches, the corresponding frames eaα, eaβ are related
by a local SO(2) rotation
eaα = R
a
b(θ)e
b
β. (B.4)
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Hence, the spinor bundles have transition functions R˜(θ/2) such that R˜(θ/2)2 = R(θ).
One of the pleasant features of the sphere or, more generally, of the Riemann surfaces
is that we can describe spinors in terms of half-order differential. This is most easily done
by choosing frames
ew = e0 + ie1 = eφdz for T ∗(1,0),
ew¯ = e0 − ie1 = eφdz¯ for T ∗(0,1), (B.5)
where φ is the factor in (B.1). Then across patches Uα,Uβ with coordinates zaα, zaβ , we have
e2φα |dzα|2 = e2φβ |dzβ |2, (B.6)
which implies that
2φα = 2φβ + ln |
dzβ
dzα
|2. (B.7)
Thus we have
ew(α) = e
iθew(β), (B.8)
where
eiθ =
dzα
dzβ
|dzβ
dzα
|. (B.9)
The left- and right-spinors ψ± ∈ S± transform as
ψ±α = e
± iθ
2 ψ±β (B.10)
on the sphere. When we refer the spinors ψ± to the frame (e
w)
1
2 , (ew¯)
1
2 , the transformation
functions are one-by-one unitary matrices.
It is sometimes more convenient to consider the bundle S± as holomorphic bundles.
These will have transition functions (dzαdzβ )
1
2 for S+ and (dzαdzβ )
− 1
2 for S−. In the holomorphic
category more appropriate local sections are the holomorphic half order differential (dzα)
1
2 .
The relation between the standard and the holomorphic description of spinors is given by
ψ+(e
w)
1
2 = ψ˜+(dwα)
1
2 . (B.11)
The holomorphic line bundle defined by S+ will be denoted by L. As suggested by the
notation, this bundle can be interpreted as a holomorphic square root of the bundle of (1, 0)
form,
T ∗(1,0)C = K = L2, (B.12)
where K denote the canonical bundle. Once we have introduced the spinor bundle L,
we can define tensor powers Ln corresponding to the differentials ψ(dzα)
n
2 . Note that by
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raising and lowering indices with the metric (B.1), any tensor can be decomposed into such
differentials.
In the local coordinate (B.1), the covariant derivative for fields in Ln is
∇nz : Ln −→ Ln+2, (B.13)
such that
∇nz ψ˜ = (gzz¯)
n
2
∂
∂z
(gzz¯)
n
2 ψ˜. (B.14)
We can introduce a scalar product in Ln
< φ˜|ψ˜ >=
∫
d2σ
√
g(gzz¯)
n
2 φ˜∗ψ˜. (B.15)
The operator ∇nz is the unique holomorphic connection on Ln compatible with the inner
product (B.15). With respect to (B.15), the adjoint is
∇zn+2 = (∇nz )† : Ln+2 −→ Ln, (B.16)
with
∇zn+2ψ˜ = gzz¯
∂
∂z¯
ψ˜. (B.17)
One can check that ∇−1z : L−1 −→ L1 coincides with the Dirac operator D− : S− −→ S+.
Together with ∇z1 : L1 −→ L−1, they form a Dirac operator on the sphere.
Let O(m) be a holomorphic bundle on the sphere with degree m. On the sphere L ≃
O(−1) since the holomorphic cotangent bundle is O(−2). Under this notation, S− ≃ O(1).
Note that
S+ ≃ (ΛevenT ∗(0,1)C)⊗ L,
S− ≃ (ΛoddT ∗(0,1)C)⊗ L (B.18)
and, using the metric (B.1), T ∗(0,1)C is identified with the holomorphic tangent bundleO(2).
If we consider
D−(m) : S− ⊗O(−m)→ S+ ⊗O(−m), (B.19)
where the connection on O(−m) is induced from the metric, then one can see that this
coincides with the operator ∇m−1z : Lm−1 −→ Lm+1.
According to the Riemann-Roch theorem D−(m) or ∇m−1z has m zero modes if m is
non-negative and zero otherwise [43, 26]
56
References
[1] A. Lukas, B.A. Ovrut, K. Stelle and D. Waldram, “The Universe as a Domain Wall”,
Phys. Rev. D59 (1999) 086001, hep-th/9803235.
[2] A. Lukas, B.A. Ovrut and D. Waldram, “Cosmological Solutions of Horˇava-Witten
Theory”, Phys. Rev. D60 (1999) 086001, hep-th/9806022.
[3] A. Lukas, B.A. Ovrut, K. Stelle and D. Waldram, “Heterotic M-Theory in Five Di-
mensions”, Nucl. Phys. B552 (1999) 246, hep-th/9806051.
[4] A. Lukas, B.A. Ovrut and D. Waldram, “Non-Standard Embedding and Five-Branes
in Heterotic M-Theory”, Phys. Rev. D59 (1999) 106005, hep-th/9808101.
[5] P. Horˇava and E. Witten, “Heterotic and Type I String Dynamics from Eleven Dimen-
sions”, Nucl. Phys. B460 (1996) 506, hep-th/9603142.
[6] P. Horˇava and E. Witten, “Eleven-Dimensional Supergravity on a Manifold with
Boundary”, Nucl. Phys. B475 (1996) 94, het-th/9510209.
[7] R. Donagi, T. Pantev, B.A. Ovrut and D. Waldram, “Holomorphic Vector Bundles
and Nonperturbative Vacua in M-Theory”, JHEP 9906 (1999) 34, hep-th/9901009.
[8] R. Donagi, B.A. Ovrut, T. Pantev and D. Waldram, “Standard Models from Heterotic
M-Theory”, hep-th/9912208.
[9] R. Donagi, B.A. Ovrut, T. Pantev and D. Waldram, “Standard Model Bundles on
Nonsimply Connected Calabi-Yau Threefolds”, hep-th/0008008.
[10] R. Donagi, B.A. Ovrut, T. Pantev and D. Waldram, “Standard Model Bundles”, math-
ag/0008010.
[11] R. Donagi, B.A. Ovrut, T. Pantev and D. Waldram, “Spectral Involutions on Rational
Elliptic Surfaces”, math-ag/0008011.
[12] T. Banks and M. Dine, Nucl. Phys. B479 (1996) 173.
[13] H.P. Nilles, M. Olechowski and M. Yamaguchi, “Supersymmetry Breakdown at a Hid-
den Wall”, hep-th/9801030.
[14] E. Sharpe, “Boundary Superpotentials”, hep-th/9611196.
57
[15] E.A. Mirabelli and M.E. Peskin, “Transmission of Supersymmetry Breaking from a
Four-dimensional Boundary”, hep-th/9712214.
[16] L. Randall and R. Sundrum, Phys. Rev. Lett. 83 (1999) 3370, hep-th/9905221.
[17] L. Randall and R. Sundrum, Phys. Rev. Lett. 83 (1999) 4690, hep-th/9906064.
[18] A. Lukas and B.A. Ovrut, “U-Duality Invariant M-Theory Cosmology”, hep-
th/9709030.
[19] K. Benakli, “Cosmological Solutions in M-Theory on S1/Z 2”, hep-th/9804096.
[20] K. Benakli, “Scales and Cosmological Application in M-Theory”, hep-th/9805181.
[21] A. Lukas, B.A. Ovrut and D. Waldram, “Cosmological Solutions of Horˇava-Witten
Theory”, Phys. Rev. D60 (1999) 086001, hep-th/9806022.
[22] J. Ellis, Z. Lalak, S. Pokorski andW. Pokorski, “Five-Dimensional Aspects of M-Theory
and Supersymmetry Breaking”, hep-th/9805377.
[23] B.A. Ovrut, T. Pantev and J. Park, “Small Instanton Transitions in Heterotic M-
Theory”, JHEP 5 (2000) 45.
[24] M. Dine, N. Seiberg, X.G. Wen and E. Witten, “Non-Perturbative Effects on the String
Worldsheet”, Nucl. Phys. B278 (1986) 769.
[25] M. Dine, N. Seiberg, X.G. Wen and E. Witten, “Non-Perturbative Effects on the String
Worldsheet, 2”, Nucl. Phys. B289 (1987) 319.
[26] E. Witten, “Worldsheet Corrections via D-Instantons”, hep-th/9907041.
[27] K. Becker, M. Becker and A. Strominger, “Fivebranes, Membranes and Non Perturba-
tive String Theory”, Nucl. Phys. B456 (1995) 130, hep-th/9507158.
[28] J. Harvey and G. Moore, “Superpotentials and Membrane Instantons”, hep-
th/9907026.
[29] E. Lima, B. Ovut and J. Park, in preparation.
[30] G. Moore, G. Peradze and N. Saulina, “Instabilities in Heterotic M-Theory Induced
by Open Membrane Instantons”, hep-th/0012104.
[31] E. Cremmer, B. Julia and J. Scherk, Phys. Lett. B76 (1978) 409.
58
[32] M.J. Duff and K.S. Stelle, Phys. Lett. B253 (1991) 113.
[33] E. Bergshoeff, E. Sezgin and P.K. Townsend, Phys. Lett. B189 (1987) 75.
[34] E. Cremmer and S. Ferrara, Phys. Lett. B91 (1980) 61.
[35] M. Cederwall, “Boundaries of 11-Dimensional Membranes”, hep-th/9704161.
[36] Z. Lalak, A. Lukas and B.A. Ovrut, “Soliton Solutions of M-Theory on an Orbifold”,
hep-th/9709214.
[37] P. Candelas, Lectures on Complex Manifolds, in Trieste 1987 Proceedings.
[38] E. Witten, Comm. Math. Phys. 92 (1984) 455.
[39] B. de Wit, K. Peeters and J. Plefka, “Superspace Geometry for Supermembrane Back-
grounds”, hep-th/9803209.
[40] E. Bergshoeff, M. de Roo, B. de Wit and P. van Nieuwenhuizen, Nucl. Phys. B195
(1982) 97.
[41] S.S. Chern, “Minimal Submanifolds in a Riemannian Manifold”, University of Kansas,
Dept. of Mathematics, 1968.
[42] M. Green, J. Schwartz and E. Witten, Superstring Theory, Vol.1, Cambridge University
Press, 1987.
[43] L. Alvarez-Goume´, G. Moore and C. Vafa, Comm. Math. Phys. 106 (1986) 81.
[44] D. Freed, “On Determinant Line Bundles”, in Mathematical Aspects of String Theory,
edited by S. Yau (World Scientific, 1987).
[45] D.Vecchia, B. Durhuus and J.L. Petersen, Phys. Lett. B144 (1984) 245.
[46] A.N. Redlich and H. Schnitzer, Nucl. Phys. B183 (1987) 183.
[47] A.N. Redlich and H. Schnitzer, Nucl. Phys. B167 (1986) 315.
[48] A.N. Redlich, H. Schnitzer and K. Tsokos, Nucl. Phys. B289 (1989) 397.
[49] H. Schnitzer and K. Tsokos, Nucl. Phys. B291 (1989) 429.
59
