Abstract-The direction-adaptive partitioned block transform (DA-PBT) is proposed to exploit the directional features in color images to improve coding performance. Depending on the directionality in an image block, the transform either selects one of the eight directional modes or falls back to the nondirectional mode equivalent to the conventional 2-D DCT. The selection of a directional mode determines the transform direction that provides directional basis functions, the block partitioning that spatially confines the high-frequency energy, the scanning order that arranges the transform coefficients into a 1-D sequence for efficient entropy coding, and the quantization matrix optimized for visual quality. The DA-PBT can be incorporated into image coding using a rate-distortion optimized framework for direction selection, and can therefore be viewed as a generalization of variable blocksize transforms with the inclusion of directional transforms and nonrectangular partitions. As a block transform, it can naturally be combined with block-based intra or inter prediction to exploit the directionality remaining in the residual. Experimental results show that the proposed DA-PBT outperforms the 2-D DCT by more than 2 dB for test images with directional features. It also greatly reduces the ringing and checkerboard artifacts typically observed around directional features in images. The DA-PBT also consistently outperforms a previously proposed directional DCT. When combined with directional prediction, gains are less than additive, as similar signal properties are exploited by the prediction and the transform. For hybrid video coding, significant gains are shown for intra coding, but not for encoding the residual after accurate motion-compensated prediction.
I. INTRODUCTION

F
OR over two decades, block transforms such as the 2-D DCT have been the key component in image coding techniques, e.g., the JPEG standard [1] . Although more recently, convolutional transforms, such as the 2-D DWT, have been proved superior [2] , [3] , JPEG is still the prevalent image coding format to date. Block transforms also remain an integral part in most video coding standards since they can be effectively combined with block-based motion-compensated prediction [4] . In image coding, directional features such as lines and edges have significant impact on both the objective and the subjective performance. Block transforms are typically constructed in a separable manner, by cascading a 1-D vertical transform and a 1-D horizontal transform. Separable transforms tend to do well for image detail oriented strictly horizontally and vertically, while ringing and checkerboard artifacts are likely to appear around edges of other orientations, significantly deteriorating visual quality.
To exploit directionality, the intra coding portion of the video coding standard H.264 predicts a block from previously encoded blocks using directional extrapolation [4] , and the residual is then encoded via a block transform. This approach is effective, but it requires perfect synchronization of the DPCM loops of encoder and decoder. Any deviation between encoder and decoder can propagate over the image, leading to an overwhelming distortion. Therefore, it does not easily allow embedded coding, an important feature supported in the state-of-the-art image coding standard JPEG2000 [2] . Moreover, predictive coding can lead to an undesirable persistent offset or even limit-cycles [5] .
The drawbacks associated with directional predictive coding can be eliminated by incorporating directional adaptation directly into the transform. To this end, several direction-adaptive transforms have been proposed based on the DWT [6] - [9] , the DCT [10] - [12] , and separable transforms customized from training data [13] . With a properly designed transform, the distortion is manageable and embedded coding can be achieved. Among these transforms, only the approaches in [10] , [11] , and [13] may be operated in a block-wise manner, i.e., each block with a size as small as 4 4, the basic unit in H.264, can be independently transformed. The DWT-based approaches in [6] - [9] require a larger support due to the longer basis functions in the DWT, and the lifting-based directional DCT in [12] extends across block boundaries to realize direction adaptation.
In this paper, we present the direction-adaptive partitioned block transform (DA-PBT), based on our previous work in [14] . It can be viewed as a direction-adaptive block transform, constructed similarly as the directional DCT in [10] and [11] , with additional direction-adaptive block partitioning to improve energy concentration while reducing complexity, and more efficient coefficient ordering for entropy coding. For image coding, the proposed DA-PBT significantly outperforms the directional DCT while demanding less computation [10] , [11] . As a block transform, the DA-PBT can be directly incorporated into the prediction-based video coding standards to work with the block- based intra prediction as well as the block-based motion-compensated interframe prediction [4] . Due to limited space, a theoretical analysis of the proposed direction-adaptive transform is not included here, but can be found in [15] .
In the remainder of this paper, we briefly review related work in Section II. The proposed DA-PBT is then presented in Section III. The application of the DA-PBT to color image coding is described in IV, followed by a discussion of combining the DA-PBT with prediction-based image and video coding in Section V. Experimental results are shown in Section VI.
II. RELATED WORK
In conventional image coding, a 2-D DCT is composed of two stages of separable 1-D transforms. Taking the 4 4 DCT as an example, the four columns in the 4 4 block shown in Fig. 1(1a) are first transformed in Stage 1 into columns of DCT coefficients, , . Subsequently, in Stage 2 the rows of coefficients are further transformed into , . To encode the DCT coefficients, a zigzag scanning order is adopted, as indicated in the rightmost plot in Fig. 1(1a) , so that the coefficients generally decrease in magnitude along the scan. This property can then be exploited in entropy coding of the quantization indices [1] , [16] , as we shall discuss in Section IV-B.
To our knowledge, the work most closely related to our proposed DA-PBT is the directional DCT (DDCT) [10] , [11] . The DDCT consists of directional modes defined similarly as the intraprediction modes of H.264 [4] , in addition to the conventional 2-D DCT. The nondirectional mode, the vertical and the horizontal mode in the DDCT all correspond to the conventional transform [ Fig. 1(1a) ], whereas the other modes, however, are constructed by varying the transform directions. For instance, as shown in Fig. 1(1b) , in Stage 1 of the diagonal-down-right mode, the 1-D DCTs, possibly with different lengths, are applied to the sequences along the corresponding direction. In Stage 2, another set of the 1-D DCTs is further applied to the set of coefficients from Stage 1 with the same superscript index, e.g., , because they represent the frequency components at similar spectral locations and are likely to exhibit higher correlation [11] . To encode the resulting coefficients, a zigzag scanning order modified from that in Fig. 1(1a) is adopted, as shown in Fig. 1(1b) . Similarly, the transforms and the scanning order in the vertical-right mode of the DDCT are illustrated in Fig. 1(1c) . Note that the Stage-1 direction in the DDCT does not match exactly with that defined in the vertical-right mode of H.264 , i.e.,
. The remaining modes can be derived by flipping the operations in the diagonal-down-right or the vertical-right mode in the appropriate dimensions.
III. DIRECTION-ADAPTIVE PARTITIONED BLOCK TRANSFORM (DA-PBT)
A. Direction-Adaptive Block Transform
To efficiently represent blocks containing directional image features, the proposed DA-PBT combines a direction-adaptive block transform (DA-BT) similar to the DDCT with a directionadaptive block partitioning scheme, which shall be discussed in Section III-B. There are two key differences between the proposed DA-BT and the DDCT in [11] .
The first difference is in the choice of the transform directions in the vertical-right mode (and the three associated modes with flipped directions). We argue that the direction in Stage 1 of the DDCT [ Fig. 1(1c) ] is still close to the vertical direction, and therefore the vertical-right mode may not render much benefit over the nondirectional or the vertical mode. To provide a directional selectivity that covers all possible feature orientations more evenly, we adopt the configuration in Fig. 1(2c) . Aside from the above consideration, the adopted direction matches that in H.264 [4] , allowing a simpler implementation when the DA-BT is combined with intra prediction, as we shall discuss in Section V-A.
The second difference is not in the transform itself, but in the ordering when encoding the coefficients. Consider the diagonal-down-right mode of the DDCT shown in Fig. 1(1b) . In general, this mode is selected if edges in the corresponding orientation appear in the block. Since the 1-D transforms in Stage 1 are aligned with the edges, energy is concentrated towards the DC coefficients, i.e.,
, and the sequence containing the DC coefficients approximately consists of one or multiple step transitions. Consequently, after Stage 2, most energy still resides in and the low-frequency components are more likely to have larger magnitude due to the spectral characteristics of the step function. Therefore, different from the modified zigzag order used in the DDCT [ Fig. 1(1b) ], based on this observation we propose the encoding order shown in Fig. 1(2b) . With the same argument, instead of applying the same operations for the vertical (or horizontal) mode and the nondirectional mode as in the DDCT, the encoding order of the vertical mode is modified as shown in Fig. 1(2a) , although the transform remains the same. Note that these heuristic encoding orders have been further justified both empirically as will be shown in Section VI-A and theoretically in terms of their linear approximation performance using a statistical image model [15] .
In addition to the nondirectional mode that corresponds to the 2-D DCT, the DA-BT consists of eight directional modes: vertical, vertical-right, diagonal-down-right, horizontal-down, horizontal, horizontal-up, diagonal-down-left, and vertical-left, all can be derived from the configurations in Fig. 1 . The configurations for 4 4 blocks can be directly extended to 8 8 or 16 16 blocks. To illustrate the performance of the DA-BT, an 8 8 block containing diagonal edges is used as an example and the coefficients resulting from the conventional 2-D DCT and the DA-BT are shown in Fig. 2(a) and (b), respectively. In this example, many of the 2-D DCT coefficients still retain large magnitude. Additionally, the coefficient magnitude does not generally decrease along the zigzag order, making entropy coding designed based on this assumption inefficient. On the contrary, the DA-BT concentrates the energy to the coefficients located at the first column and the first row while keeping the others zero. It is also evident that the encoding order proposed in Fig. 1(2b) better exploits the distribution of the coefficients than the order adopted in DDCT [ Fig. 1(1b) ].
Note that in the 2-D DCT, the DC level of a block only affects the DC coefficient, i.e., in Fig. 1(1a) . However, for the DA-BT as well as the DDCT, the DC level may contribute to other coefficients, e.g., in Fig. 1(1b) , due to the unequal lengths of the Stage-1 transforms as discussed in the shapeadaptive DCT literature [17] . This leakage of the DC energy into the nonDC coefficients hampers energy concentration. To eliminate the problem, the DC separation procedure proposed in [17] is adopted in both the DDCT and the DA-BT . To transform a block, the block mean, denoted by , is first subtracted from all pixels. After two stages of the transform, the DC coefficient is then set to where denotes the number of pixels in the block, equal to the DC coefficient of the 2-D DCT. It has been shown in [17] that the resulting transform is reversible using an additional correction procedure. With DC separation/correction, the DC level affects only the DC coefficient, and, in particular, a constant block leads to at most one nonzero coefficient.
B. Direction-Adaptive Block Partitioning
Compared to the 2-D DCT, one disadvantage of both the DDCT and the DA-BT is the increase in the maximum length of the constituent 1-D DCTs. For an block , the 2-D DCT requires length-1-D DCTs, whereas the DDCT and the DA-BT require up to length-[ Fig. 1(1b) ] and lengthDCTs [ Fig. 1(2c) ], respectively. The increase in complexity can be significant for a large blocksize, e.g., . To reduce the complexity of the DA-BT, we propose to further divide the block into directional partitions, indicated by different shades in Fig. 1(3b) and (3c). The partition boundaries are aligned with the transform direction in Stage 1, and we limit the Stage-2 transforms so that they do not extend across partition boundaries. In fact, with the proposed partitioning that divides a block into 2 partitions for the diagonal-down-right mode Figs. 1(3b) and 3 partitions for the vertical-right mode [ Fig. 1(3c) ], the maximum required length is , equal to that of the 2-D DCT. To further exploit the correlation among partitions, a Stage-3 transform is applied to the DC coefficients resulting from Stage 2, indicated by the squares in Fig. 1-(3) . Additionally, the encoding order is modified to cope with the partitioning. The sequences that originally belong to the same sequence in the un-partitioned DA-BT are encoded in an interleaved manner. For instance, in Fig. 1(3b) , and are ordered as , , , , and . We refer to the partitioned version of the DA-BT as the DA-PBT.
To accommodate the addition of the partitioning and the Stage-3 transform, we propose a two-level DC separation/correction procedure similar to the one-level procedure in [17] . To apply the transform, the block mean, , is first subtracted, and the mean in each block-mean-removed partition, denoted by , where is the number of partitions, is further removed, followed by the Stage-1 and Stage-2 transforms. The resulting Stage-2 DC coefficients, e.g., and in Fig. 1(3b) , are then set to where is the number of pixels in the corresponding partition. Finally, the Stage-3 transform is applied and the resulting DC coefficient is replaced by where is the number of pixels in the block.
To reconstruct the block, the DC coefficient is first replaced by 0 followed by the inverse Stage-3 transform. A DC correction procedure similar to that in [17] is then applied to correct the resulting Stage-2 DC coefficients. After performing the inverse Stage-2 transforms in each partition, the Stage-1 DC coefficients, e.g., in Fig. 1(3b) , are then corrected, followed by the inverse Stage-1 transforms. This DC separation/correction procedure ensures the reversibility of the transform. Furthermore, a constant block results in at most one nonzero coefficient after three stages of the transform, and a constant partition also leads to at most one nonzero coefficient in the partition, an additional property achieved through the two-level procedure. Note that the procedure causes a slight deviation from the orthonormality of the transform. Quantitatively, for unit-variance white noise in the transform coefficients, the consequent noise variance in the reconstructed block is below 1.008, 1.003, and 1.001 for 4 4, 8 8, and 16 16 blocks, respectively, for all the modes in the DA-PBT. The proposed partitioning not only reduces the complexity, but also improves energy concentration. For instance, consider again the image block in Fig. 2 where the edges are contained only in the upper-right partition of the diagonal-down-right mode in the DA-PBT . The energy of the DA-PBT coefficients shown in Fig. 2 (c) is mostly confined in the upper-right partition whereas the other partition consists of only one nonzero coefficient, exhibiting improved concentration compared to the DA-BT and the 2-D DCT. A similar observation can be made with the image block and the corresponding coefficients in Fig. 3 . Moreover, the partitioning also improves visual quality of lossy reconstructions because the compression artifacts generally appear only in the partition containing the edges rather than the whole block. To further improve energy concentration and visual quality for vertical and horizontal image features, the partitioning can be extended to the vertical and the horizontal mode by dividing the block into two rectangular partitions as illustrated in Fig. 1(3a) . To provide an example, assuming that a vertical-ish image feature appears in the left half of a 4 4 block and the right half remains constant. In the vertical mode of the DA-PBT illustrated in Fig. 1(3a) , after the Stage-1 and Stage-2 transforms, because the right partition never interacts with the image feature, the energy of the feature is still confined in the left partition, affecting up to eight coefficients, whereas in the right partition only the DC coefficient is nonzero.
The basis functions of the 8 8 DA-PBT for different modes are shown in Fig. 4 , together with the magnitude of the corresponding frequency responses. In the directional modes, it is clear that the bases are divided into multiple sets, each responsible for a partition in the block. As discussed, this helps to confine the energy of image features spatially within the associated set of coefficients. Additionally, the directional frequency bands resulting from the directional bases also help to confine the energy of directional features spectrally in a few coefficients.
C. Quantization
Given the quantization stepsize that controls the quality of the reconstruction, a transform coefficient is mapped to the , and then reconstructed to the representative level . In JPEG, so that every quantization interval has the same size and the representative levels are always located in the middle of a quantization interval [1] . To better suit the skewed distribution of the transform coefficients, we use so that the interval containing zero is larger, and the representative levels of the nonzero intervals are closer to the boundary with the lower value, similar to the H.264 reference software [18] .
In general, the same quantization stepsize is used for all coefficients to optimize the mean-squared-error rate-distortion performance. However, human visual perception tends to be less sensitive to the amplitude change in the high-frequency patterns, such as the 2-D DCT basis functions corresponding to the high-frequency coefficients shown in Fig. 4(a) [19] , [20] . Consequently, for a fixed-rate budget, these coefficients can bear more quantization noise than the others. To take advantage of this property, JPEG has suggested 8 8 quantization matrices, obtained via subjective evaluations as illustrated in the rightmost plot of Fig. 4(a) for the luminance component, that can be scaled to determine the quantization stepsizes for different coefficients [1] .
To design the quantization matrices for the eight directional modes of the DA-PBT, we propose the following approach that avoids cumbersome subjective tests typically required in other approaches. Assume that a quantization matrix for the 8 8 2-D DCT, where the 64 entries in the matrix are denoted by , is already available and achieves the best visual quality in the reconstructed block. The quantization matrix suggested in the JPEG standard [1] and shown in Fig. 4 (a) could be used for that purpose. Our goal is to choose the quantization matrix for a directional transform, represented by , such that the covariance matrix of the quantization noise in the reconstructed block is close to that resulting from the conven- tional transform. Let the random variable represent the pixels in a block, and and denote the transform matrix of the conventional and the directional transform, respectively, such that and represent the corresponding transform coefficients. Additionally, denote the quantization noise in and by and , respectively. To simplify the problem, we assume fine quantization such that and are diagonal, i.e., the transform-domain quantization noise is uncorrelated, and the diagonal entries are proportional to the squared value of the corresponding quantization stepsizes. To meet the aforementioned objective, we minimize the sum of squared differences between the entries in the two covariance matrices of the noise in the reconstruction, i.e., and . Denote and as the diagonal matrices where each diagonal entry is the squared value of the corresponding element in and , respectively, and
The problem can then be formulated as
Since is very close to orthonormal as discussed in Section III-B, and, therefore, see (3), shown at the bottom of the page. From (3), the solution of the the original objective (2) can be closely approximated by the square root of the diagonal entries in . The rounded luminance quantization matrices for the directional modes in the 8 8 DA-PBT derived from the JPEG luminance quantization matrix using this method are shown in Fig. 4(b)-4(d) . The chrominance matrices can be similarly derived from the matrix suggested in JPEG [1] . For the 4 4 and 16 16 transforms, the 8 8 matrix in JPEG is first downsampled or upsampled to generate the quantization matrices for the conventional transform, and those for the directional transforms are then derived using the same method.
IV. IMAGE CODING WITH DA-PBT
A. Direction Selection
To encode an image, we divide the image into 16 16 macroblocks. Each macroblock may contain a single 16 16 block or four 8 8 blocks, and each 8 8 block can be further divided into 4 4 blocks. Every block is assigned with one of the nine modes of the direction-adaptive transform with the same size as the block. When blocksize 8 8 or 4 4 is selected, a 2 2 or 4 4 2-D DCT is applied to the DC coefficients in the constituent blocks so that only one overall DC coefficient remains in a macroblock. Additionally, to exploit the correlation across macroblocks, an extra 2-D DCT is applied to the DC coefficients of every 4 4 macroblocks.
An integer quantization parameter from 0 to 51 that can be directly mapped to a quantization stepsize as defined in H.264 is first determined to set the desired reconstruction quality [4] . Given , for each macroblock the blocksize and the modes are selected by minimizing a Lagrangian cost function , similar to the rate-distortion optimized framework for motion estimation in video coding [21] . In the cost function, denotes the distortion (sum of squared error) in the reconstructed macroblock, and denote the number of bits required to encode the quantization indices and the overhead signaling the selection, respectively, and is the (3) Lagrangian multiplier set to obtained empirically in the context of hybrid video coding [21] , [22] .
An example of the selected blocksizes and modes is shown in Fig. 5 . In our experiments, the overhead signaling the blocksizes and the transform modes typically takes about 5% of the total rate for most images. The figure also shows that the DA-PBT can be viewed as a generalization of the variable block-size transforms in [23] with the inclusion of nonrectangular partitions and directional transforms. As a postprocessing step, the blocking artifacts typically observed in block-transform-based image coding are mitigated by an adaptive deblocking filter modified from that proposed for the 4 4 blocks in H.264 to accommodate the 8 8 and 16 16 blocks [24] .
To apply the DA-PBT to color images, the image is transformed to the color space. As the human visual system is less sensitive to fine color details, the and channels are downsampled by a factor of 2 in both directions. By first selecting directions individually for each channel, we observed that the resulting direction representations in the two chrominance channels are highly correlated due to the shared resolution and low variation in the intensity, whereas the luminance usually contains more distinct features and requires a more detailed representation. Therefore, joint direction selection is adopted for and by including the rate and distortion for both channels in the cost function . This joint selection results in a common transform mode for both chrominance signals and the overhead is reduced by 3% to 5% compared to individual selection while incurring negligible loss in the reconstruction quality.
B. Entropy Coding
To encode the quantization indices, context-based adaptive binary arithmetic coding (CABAC) used in H.264 for 4 4 blocks is adopted and further extended to handle 8 8 and 16 16 blocks [16] . Together with the encoding order illustrated in Fig. 1 , CABAC exploits the common patterns of trailing ones and zeros along the ordered indices to improve compression.
The overhead signaling the blocksizes and the modes is also encoded using CABAC, similar to encoding the motion information in H.264 [16] .
, the top, the top-left, and the top-right neighbor of the current block, i.e., the blocks in the causal neighborhood, by , , and , respectively. If any of these neighbors exists and uses a directional mode, the mode of the current block is predicted from the neighbors, in modulo-8 arithmetic, and only the prediction residual is signaled. Otherwise the mode is signaled directly without prediction. To come up with the prediction, denoted by , we use the following rules. If the left neighbor exists and it has a mode corresponding to a horizontal-ish direction, i.e., , we select because it is likely that a horizontal-ish image feature extends from the left neighbor to the current block. If the condition for does not hold, similar conditions are evaluated for , and in order. If none of the above conditions holds, we continue with the following rules. If none of , and is 0, we select if is closer to than to , again in modulo-8 arithmetic, i.e., the modes are closer between horizontal neighbors than vertical neighbors, and otherwise. Instead, if any of , and is 0, if , if and , and otherwise the current mode is directly signaled without prediction.
C. Computational Complexity
The rate-distortion optimized direction selection process generally requires performing the transform, quantization, and entropy coding for every mode to evaluate the rate and the distortion. Therefore, the computational complexity of image coding with DA-PBT at the encoder is approximately nine times that of conventional image coding using the 2-D DCT. Note that the decoder complexity is about the same as a conventional decoder since only the mode selected at the encoder is performed at the decoder.
To reduce the encoder complexity, one approach is to replace the rate and distortion evaluation with a simpler measurement such as the sum of absolute values (SAV) of the transform coefficients. The original Lagrangian cost becomes where denotes the SAV, a simplification often used in video coding implementation [21] , [22] . This simplification bypasses the need for quantization and entropy coding of the coefficients for every mode, however, in our experiments, it can lead to significant loss in performance. Another approach is to examine only a subset of the modes. In particular, we include in the selection process only the nondirectional mode and at most one directional mode obtained as follows. For each directional mode, a directional zigzag scanning order is defined as illustrated in Fig. 6 using 8 8 blocks as an example, and the directional gradient is measured as the sum of absolute difference between every two consecutive image pixels along the order, calculated using simple integer operations. The direction with the smallest gradient is referred to as the estimated direction, and the corresponding mode is included in the selection process if the following two conditions hold. First, the largest gradient exceeds a threshold, e.g., four times the number of pixels in the block, so that the block indeed contains significant variations that may be better handled by a directional transform. Second, at least one of the directions with the second or the third smallest gradient is an immediate neighbor to the estimated direction. This condition suggests that the block contains image features with a single orientation, e.g., lines and edges, close to the estimated direction, rather than complex patterns having multiple dominant orientations, e.g., corners, that cannot be exploited efficiently by the directional transform. By considering at most one additional mode, this approach significantly reduces the encoder complexity to less than twice of the complexity of a conventional encoder while incurring only a small performance loss, as will be shown in Section VI.
V. RESIDUAL IMAGE CODING WITH DA-PBT
Hybrid coding is a technique widely used in image and video coding [4] . It consists of two steps. In the first step, the block to be encoded is predicted by a prediction block generated from the reconstruction of the previously encoded pixels. The reconstruction requires a decoder loop to be included at the encoder. Hence, this step is referred to as closed-loop prediction. Depending on the source of these pixels, there are two types of closed-loop prediction: intra prediction, using pixels in the same image, and inter prediction, using pixels in other images, e.g., previously encoded video frames. In the second step of hybrid coding, the residual block is further decorrelated by transform coding, where block transforms are especially suitable because of the block-based prediction. Assuming directional features exist in the block to be encoded, for both intra and inter prediction, directionality may still remain in the residual block due to limited prediction accuracy. This directionality can be exploited by the DA-PBT to improve the overall performance of hybrid coding.
A. Intra Prediction
Directional intra prediction is included in H.264. To encode the current block, a prediction block is extrapolated along a certain direction from previously encoded pixels. Eight directional modes are defined in H.264 for 4 4 blocks, aligned exactly to the Stage-1 directions in the DA-PBT, together with the nondirectional mode (DC mode) where the prediction is simply the average of the surrounding pixels [4] . We argue that the direction selected for intra prediction is typically close to the directionality in the original block, and therefore also coincides the remaining directionality in the residual. Based on this consideration, instead of applying a conventional nondirectional transform to the residual, we propose to always apply the DA-PBT using the same mode as intra prediction. This method requires no additional search for the transform mode and, thus, no extra signaling is needed and the computational complexity is approximately the same as if the 2-D DCT is always applied. Moreover, since the DC energy is typically small in the residual, DC separation/correction and the additional 2 2 or 4 4 2-D DCT applied to the DC coefficients within a microblock (Section IV-A) can be omitted. To further reduce the complexity, directional intra prediction and the DA-PBT along the same direction can be combined by applying the DA-PBT first and then performing prediction only to the Stage-1 DC coefficients (with proper scaling), rather than to all pixels in the block. Note that we extend the nine intra prediction modes for 4 4 blocks defined in H.264 to 8 8 and 16 16 blocks to be applied in conjunction with the DA-PBT of the corresponding blocksize.
B. Inter Prediction
In most video coding standards, inter prediction is achieved through block-based motion-compensated prediction [4] . Analogous to the argument for intra prediction, if directional features exist in the block to be encoded, similar directionality generally resides in the corresponding prediction block, generated from the previously encoded video frames, and possibly also in the residual block. To apply the DA-PBT to the inter residual, instead of considering all the modes, the simplifying approach described in Section IV-C is again adopted. However, instead of measuring the directional gradients in the residual block that is to be transformed, the measurement is performed on the prediction block based on the assumption that the two blocks possess similar directionality if directional features still reside in the residual block. Only if the measured gradients satisfy the conditions in Section IV-C, suggesting high directionality in the prediction block and therefore possibly in the residual, one directional mode of the DA-PBT is considered in the direction selection process at the encoder, in addition to the nondirectional mode. At the decoder, these conditions can be examined by performing the same measurement on the prediction block generated during the decoding process. Therefore, only if the conditions are satisfied the decoder needs to decide whether the nondirectional mode or the directional mode has been selected, which can be signaled with a binary symbol from the encoder. More importantly, without further overhead, the decoder can recover this directional mode as it is the one with the smallest measured gradient. When applying the DA-PBT to inter residual blocks that already require less rate to encode, this approach greatly reduces the rate overhead that can easily nullify the potential gain of the DA-PBT.
VI. EXPERIMENTAL RESULTS
The performance of the DA-PBT for both still image coding and video coding is reported in this section.
A. Still Image Coding
In the experimental results, the entropy coder described in Section IV-B, the adaptive deblocking filter in Section IV-A and the simplified search in Section IV-C are applied whereas the quantization matrices in Section III-C are disabled unless specifically mentioned.
We first present results using the 512 512 grayscale test images shown in Fig. 7 . The rate-distortion performance of using various block-transform schemes for image coding with only 8 8 blocks is plotted in Fig. 8 , including (1) JPEG: baseline JPEG with entropy coding defined in [1] , without quantization matrices and with the deblocking filter in Section IV-A, (2) DCT8: the 2-D DCT, (3) DDCT8: the DDCT in [11] , (4) DDCT8+: the DDCT with modified encoding orders of the transform coefficients, further explained in the next paragraph, (5) DA-BT8 : the direction-adaptive transform described in Section III-A without partitioning, (6) DA-PBT8 , and (7) DA-PBT8-full: the DA-PBT not using the simplified search in Section IV-C, i.e., searching through all nine modes. All schemes except JPEG are based on a common implementation, sharing the same entropy coder and deblocking filter. The only differences are in the transform itself and the encoding orders. In Fig. 8 , the rates on the curves include the overheads signaling the selected blocksizes and modes, which are also indicated on the left of each plot for different schemes and reconstruction qualities.
To describe the encoding orders in DDCT8+, we use the three modes presented in Fig. 1 for 4 4 blocks as examples. For the vertical mode and the diagonal-down-right mode, instead of using the original encoding orders in Fig. 1(1a) and (1b) , the orders in the corresponding modes in the DA-BT are adopted [ Fig. 1(2a) and (2b) ], making the two schemes equivalent in these modes. For the vertical-right mode, the encoding order starts with in Fig. 1(1c) , followed by , , and finally , based on the same arguments for the DA-BT in Section III-A.
From Fig. 8 , it is clear that DCT8 outperforms JPEG because of the more efficient entropy coder. Compared to DCT8, DDCT8 only brings limited gain, which can generally be increased by the modified encoding orders in DDCT8+. Note that a part of this additional gain in DDCT8+ comes from the vertical mode and the horizontal mode, which are, unlike in DDCT8, different from the nondirectional mode. DA-BT8 further improves the performance upon DDCT8+, due to the modification of the transform directions in the vertical-right mode, the vertical-left mode, the horizontal-up mode, and the horizontal-down mode. Compared to DCT8, DA-BT8 can improve the quality by more than 2 dB. However, the improvement in PSNR is less eminent for images with fewer directional features such as Lena. DA-PBT8 keeps improving the performance in general by spatially confining energy within a partition while inducing less complexity (Section III-B). One exception is observed in Barbara where the stripes widespread in the image typically appear in all partitions in an 8 8 block. Additionally, the energy in these periodic patterns is very localized in frequency domain and can therefore be concentrated in fewer coefficients with a longer 1-D transform. Hence, in this special case the un-partitioned DA-BT outperforms the DA-PBT. Finally, the gap between DA-PBT8-full and DA-PBT8 indicates the performance loss due to the simplified search, which is usually negligible considering the significant reduction in complexity. Fig. 9 further includes the rate-distortion performance of variable blocksize transforms and directional intra prediction. DCT8 again denotes the 8 8 2-D DCT, DCT and DA-PBT denote the 2-D DCT and the DA-PBT with variable blocksizes (4 4, 8 8, and 16 16) , respectively, and IAP(DCT) and IAP(DA-PBT) denote directional intra prediction, again with variable blocksizes, together with the 2-D DCT and the DA-PBT applied to the prediction residual, respectively (Section V-A). From Fig. 9 , DCT typically provides limited gain over DCT8 except for Monarch where the energy in the low-frequency content in the blurred background can be better concentrated with larger 16 16 blocks. In addition, DA-PBT and IAP(DA-PBT) outperform DCT and IAP(DCT), respectively, and the gain generally increases with the number of sharp directional features in the image. The gap between IAP(DA-PBT) and IAP(DCT) is usually smaller than that between DA-PBT and DCT. This is because in many cases the residual energy is small so that the transform coefficients are all quantized to zero regardless of which transform is applied, leading to the same rate and distortion. As an extreme example, with perfect intra prediction the residual is zero and the transform does not at all affect the coding performance. Comparing IAP(DCT) and DA-PBT , directional intra prediction is usually more efficient than the directional transforms for being able to utilize the correlation across block boundaries. However, compared to the prediction-based approach, the transform-based approach possesses two main advantages. First, with a proper design of entropy coding and bitstream organization, each macroblock (or 4 4 macroblocks when an additional 4 4 transform is applied as in the proposed approach described in Section IV-A) can be decoded independently from others, providing better support for random access and error resiliency. Second, both block-wise and image-wise, the transform is close to orthonormal, allowing embedded (quality-progressive) coding of images [25] , [26] .
To demonstrate the improvement in visual quality using the DA-PBT, a 256 256 region of Pentagon is shown in Fig. 10(a) , and the corresponding reconstructions from DCT, DA-PBT, IAP(DCT), and IAP(DA-PBT) using the same quantization stepsize are shown in Fig. 10(b) -(e). The DA-PBT , applied both to the image and to the intra residual, greatly reduces the ringing and checkerboard artifacts around edges observed in the DCT-based schemes while demanding less rates. DCT with a rate comparable to that in IAP(DA-PBT) [ Fig. 10(e) ] is shown in Fig. 10(f) , demonstrating the advantages of exploiting directionality in the images for image compression, both in the prediction and in the transform. Similar observations can be made for Monarch as shown in Fig. 11 .
To show the effect of the quantization matrices and the adaptive deblocking filter, the reconstructions of the Sailboat color image using the DA-PBT are included in Fig. 12 . Comparing  Fig. 12(b) and (c), both without the deblocking filter, using the quantization matrices avoids spending bits on refining the complex high-frequency patterns around the waves at the bottom of the image where the refinement is generally not perceivable. Instead, more bits can be allocated to better represent the low-frequency content, especially the DC levels, and the more structural features. This is demonstrated in Fig. 12(c) by the reduced blocking artifacts and the better preserved fine lines on the sails. The blocking artifacts in both Fig. 12(b) and (c) can be largely removed by the adaptive deblocking filter as shown in Fig. 12(d) and (e). Due to the heavy blocking artifacts originally in Fig. 12(b) , certain areas in Fig. 12(d) still appear blocky whereas Fig. 12 (e) retains more details and overall a better quality.
B. Video Coding
For video coding, as a proof of concept, we implemented a video coder to evaluate the potential gain from the DA-PBT when it is incorporated into state-of-the-art video algorithms. For simplicity, we consider only the luminance component. The video frames are divided into I-pictures and P-pictures, and the 16 16 macroblocks in these pictures are categorized into three modes, INTRA, INTER, and SKIP, similar to those defined in H.264 [4] . The macroblocks in the I-pictures are all in the INTRA mode and are encoded using either IAP(DCT) or IAP(DA-PBT) as described above for still images. For the P-pictures, each macroblock can be in one of the three modes. The INTRA macroblocks are again encoded by IAP(DCT) or IAP(DA-PBT). The INTER macroblocks are first predicted with motion-compensated inter prediction using 4 4, 8 8, or 16 16 blocks, and the residual blocks are encoded using either the 2-D DCT or the DA-PBT, denoted by IRP(DCT) and IRP(DA-PBT), respectively. A SKIP macroblock directly copies a macroblock from the reconstruction of the previous frame using motion compensation with a motion vector derived from the causal neighborhood [4] . Motion-compensated inter prediction is realized similarly to H.264 with quarter-pel accuracy and a search range of . To quantize the transform coefficients, the quantization parameter (Section IV-A) for the P-pictures is set to be one more than that for the I-pictures, and the parameter (Section III-C) is set to for INTRA and for INTER macroblocks [18] . The quantization indices and the overhead signaling all the mode and blocksize selections are encoded using CABAC-like entropy coding as discussed in Section IV-B, whereas the motion vectors are first predicted from causal neighborhoods and then encoded using a fixed variable-length-coding table.
We consider two coding arrangements: all I-pictures and one I-picture in every 15 frames. The performance of the corresponding baseline method using the 2-D DCT is denoted by IAP(DCT) in Fig. 13 and IAP(DCT)+IRP(DCT) in Fig. 14 , respectively, for the CIF sequences Foreman and Carphone. To benchmark the implemented baseline methods, the rate-distortion performance of the VCEG KTA reference software [27] , an extension of the JM reference software of H.264 [28] , is included, denoted by KTA I15 in Fig. 13 and KTA IP14 in Fig. 14 for the two arrangements, respectively, using the High Profile (FRExt) that additionally enables 8 8 intra prediction and transforms [29] . To be more consistent with the configuration implemented in our coder, in the KTA reference software, only one reference frame is used, B-frames, motion compensation with rectangular blocks, adaptive rounding and the IPCM mode are all disabled. The other encoding parameters remain the default values [27] . Note that unlike the integer transforms adopted in H.264 [4] , the transforms in our coder use floatingpoint operations. An integer DA-PBT may be constructed by techniques for designing integer DCTs [30] , but requires further investigation. Additionally, H.264 defines only four intra prediction modes for 16 16 blocks and the associated transform is accomplished by sixteen 4 4 transforms, whereas there are nine modes in our implementation and the transform is a 16 16 DCT .
From Figs. 13 and 14, our baseline coder is less efficient than the KTA reference software due to several simplifications in the implementation. For instance, the High Profile in H.264 allows the 4 4 or the 8 8 transform to be selected adaptively in INTER macroblocks [29] , whereas in our implementation the size of the transform is coupled to the blocksize used in motion-compensated prediction. Nonetheless, the performance of our baseline coder is still close to that of the KTA reference software, suggesting that it is an adequate implementation of state-of-the-art video coding algorithms, sufficient for further evaluation of the effectiveness of the DA-PBT. The KTA reference software also includes an option that uses the mode-dependent directional transform (MDDT) for INTRA macroblocks [31] based on the work later presented in [13] . The performance of KTA using the MDDT is included for comparison, denoted by KTA/MDDT I15 in Fig. 13 and KTA/MDDT IP14 in Fig. 14 . Note that for 16 16 blocks, different from using sixteen 4 4 transforms in H.264, the MDDT and the DA-PBT both use actual 16 16 transforms.
For using all I-pictures, compared to IAP(DCT), IAP(DA-PBT) on average improves the reconstruction quality by 0.51 dB for Foreman and 0.66 dB for Carphone, and, equivalently, reduces the rate by 9.0% and 10.5%, respectively, as shown in Fig. 13 . Furthermore, instead of using the same mode for the DA-PBT and directional intra prediction, the performance of considering all of the nine DA-PBT modes regardless the intra prediction mode selected is also included in the figure, denoted by IAP(DA-PBT)-full. The performance loss from using the same mode is generally acceptable considering the additional computation required to evaluate the rate and distortion associated with all the other DA-PBT modes. Comparing the gap between IAP(DA-PBT) and IAP(DCT) and that between KTA/ MDDT I15 and KTA I15, the DA-PBT in general brings more gain than the MDDT upon their nondirectional counterparts, suggesting potential improvement of the KTA reference software using the DA-PBT.
For the arrangement with inter prediction, the DA-PBT can be applied to the INTRA macroblocks, denoted by IAP(DA-PBT)+IRP(DCT), or additionally to the INTER macroblocks, denoted by IAP(DA-PBT)+IRP(DA-PBT) in Fig. 14 . Note that the KTA reference software using the MDDT, shown as KTA/MDDT IP14 in Fig. 14, only IAP(DA-PBT)+IRP(DA-PBT) improves the quality by 0.22 dB for Foreman and 0.27 dB for Carphone, and equivalently reduces the rate by 5.5% and 6.6%, respectively. Similar to comparing the effectiveness of the DA-PBT on image blocks and intra residual blocks, the DA-PBT is less effective on inter than intra residual since inter prediction is typically more accurate and leads to smaller residual energy. This contradicts the observation in [11] where the DDCT is more effective on inter residual blocks rather than on image blocks. We conjecture that this is due to the less accurate motion compensation adopted in [11] that always uses 16 16 blocks and a search range of mere .
VII. CONCLUSION
We have proposed a new direction-adaptive partitioned block transform (DA-PBT) and explored its effectiveness for coding of color images and video sequences. The DA-PBT outperforms the conventional 2-D DCT by more than 2 dB for images with pronounced directional features. Since it avoids the typical ringing and checkerboard artifacts of the conventional 2-D DCT, subjective gains are even larger than indicated by rate-PSNR performance. The DA-PBT also outperforms a previously proposed directional DCT while demanding less computation, owing to an improved directional selectivity, direction-adaptive partitioning and improved coefficient ordering for entropy coding. As for conventional block transforms, the DA-PBT achieves its best performance when combined with adaptive blocksizes. To exploit the frequency response of the human visual system, quantization stepsize matrices should be used with a directional block transform. We show a straightforward way to transform JPEG quantization matrices into the directional transform space, thus, avoiding cumbersome subjective tests.
We have also explored the combination of the DA-PBT with predictive coding, either directional prediction within the image or interframe prediction for video. For intraframe directional prediction, the direction selection for the prediction and the transform can be elegantly combined. It is not surprising that the gains of both techniques are not additive, as similar signal properties are exploited by the prediction and the transform. Since the DA-PBT operates in a block-wise manner, the incorporation into block-based motion-compensated video coding is straightforward. Alas, we have not been able to demonstrate significant gains by compressing the motion-compensated prediction residual with the DA-PBT when advanced motion compensation is used for our relatively simple test sequences. The DA-PBT might still have a role to play for video coding, at least for intracoded blocks, or where motion-compensated prediction is not fully effective.
