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Abstract
In this dissertation, the feedback whistling problem with digital hearing in-
struments is investigated. The work focuses on the properties of the feedback
path, the modelling of the feedback path and the feedback suppression tech-
niques.
The properties and modelling of the feedback path are first discussed. Along
the propagation path, different components compose the feedback path. The
effects of these components are analyzed and categorized. Accordingly an
ideal feedback path model, which consists of a fixed model, a slowing vary-
ingmodel and a fast varyingmodel, is suggested in the dissertation. Methods
to extract the fixed model are proposed and proved to be effective in repre-
senting the invariant part of the feedback path. Based on the investigation
of the dynamic changes of the feedback path in adverse situations, for ex-
ample when the user picks up the telephone handset, a reflection model is
developed as one type of the fast varying models.
The techniques to suppress the feedback are then reviewed. To improve the
existing feedback suppression systems, two approaches are proposed to ad-
dress the so-called “bias problem”. The first approach improves the perfor-
mance of the adaptive feedback canceller with filtered-X adaptation by in-
jecting nearly inaudible noise. The second approach uses a linear predicative
coding based vocoder to synthesize the hearing-aid output in order to decor-
relate the hearing-aid output signal and the desired input signal.
In the end, a discussion about the use of the proposed feedback path models
in the feedback cancellation systems is presented.
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ONE
Introduction
The demographics of hearing loss show that an estimated 500 million people
experience hearing loss worldwide today [1], which amounts to 7% of the
total population. The hearing aid is a medical device that partially overcomes
the deficits associated with a hearing loss [2].
Feedback whistling is a severe problem with hearing aids. It limits the max-
imum stable gain (MSG), which is the maximum amplification the hearing
aids can provide, in most hearing aids [3] and compromises the comfort of
wearing. In modern hearing aids, feedback suppression has become an in-
dispensable function to provide enough amplification for the users and to
improve the comfort. After years of research, the feedback suppression algo-
rithm in top-segment hearing aids today has been developed into so sophisti-
cated a scheme that it can prevent the feedbackwhistling in normal situations
and even in some adverse situations.
However, the feedback whistling is still in the areas with the highest negative
ratings in the latest survey of customer satisfaction of hearing aids [4]. There-
fore, research on the improvement of the feedback suppression is still of high
importance from user point of view.
This work serves as such an endeavor of improving the existing feedback
suppression systems. The major focus is on the feedback path modelling and
the techniques used in the adaptive feedback cancellation.
1
1.1 Problem Formulation
The presence of feedback has long been one of the major problems in the
fitting and wearing of hearing aids. It occurs when a part of the ampli-
fied sound leaks from the ear canal and is picked up by the hearing-aid
microphone, re-amplified and sent out by the hearing-aid receiver again.
Unchecked feedback can lead to system instability, which limits the MSG
that can be achieved in most hearing aids, and brings about very unpleas-
ant whistling.
No matter how carefully the hearing aid and the earmold are fitted, the feed-
back problem may still occur in most hearing aids because they are vented
for reasons of comfort [5]. The feedback problem is especially serious when
the wearers chew, talk, put on a hat, pick up a phone or comb their hair.
As the new open-fitting concept becomes more and more appealing in the
hearing-aid market today, the improvement of feedback suppression is even
more desirable because the large opening exacerbates the feedback problem.
The feedback suppression has been investigated for decades, and various ap-
proaches have been proposed. However, in practice the performance is lim-
ited either by the inherent problems of the algorithms or by the diversity of
external acoustical environments.
The objective of this project is twofold: Firstly, it aims at solving the inher-
ent problems of the feedback suppression algorithms; secondly, it tries to
improve the performance of the feedback suppression in the most adverse
acoustical environments.
1.2 Contributions
This work has mainly investigated two important issues:
• Feedback path modelling
• Bias reduction in the adaptive feedback cancellation
For the first issue, an ideal feedback pathmodel that consists of a fixedmodel,
a slowly varying model and a fast varying model is suggested and two new
models are proposed. One serves as one type of the fast varying models,
which could potentially be used in the feedback cancellation under the most
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adverse conditions. The other attacks the extraction of the fixedmodel. These
two models have been elaborated in three papers:
• G. Ma, F. Gran, F. Jacobsen and F. T. Agerkvist, ”Using a Reflection
Model for Modeling the Dynamic Feedback Path of Digital Hearing
Aids”, Journal of the Acoustical Society of America, Vol. 127, No. 3, pp.
1458-1468, March 2010.
• G.Ma, F. Gran, F. Jacobsen and F. T. Agerkvist, ”Extracting the Invariant
Model from the Feedback Paths of Digital Hearing Aids”, Submitted to
Journal of the Acoustical Society of America, April 2010.
• G. Ma, F. Gran, F. Jacobsen and F. T. Agerkvist, ”A New Approach for
Modelling the Dynamic Feedback Path of Digital Hearing Aids”, Pro-
ceedings of the IEEE International Conference on Acoustics, Speech and Signal
Processing, Taipei, Taiwan, April 2009.
During the investigation of the second issue, which is related to the primary
problem of the adaptive feedback canceller (AFC), several methods have
been proposed. This work has led to several papers and several patent appli-
cations:
• G. Ma, F. Gran, F. Jacobsen and F. T. Agerkvist, ”Adaptive Feedback
Cancellation with Band-limited LPC Vocoder in Digital Hearing Aids”,
Reviewed, revised and resubmitted to IEEE Transactions on Audio, Speech and
Language Processing, March, 2010.
• G. Ma, F. Gran, F. Jacobsen and F. T. Agerkvist, ”Noise injection for
feedback cancellation with linear prediction”, Accepted as a Contributed
Paper by the International Congress on Acoustics, Sydney, 2010.
• G.Ma, F. T. Agerkvist and J. B. Luther, ”Monaural Separation of Depen-
dent Audio Sources Based on a Generalized Wiener Filter”, Proceedings
of the IEEE International Symposium on Signal Processing and Information
Technology, Cairo, Egypt, December 2007.
• G. Ma, F. Gran, ”Hearing Aid with Means for Decorrelating Input and
Output Signals”, US Patent Application 12/580,864, October 16, 2009,
and EP Patent Application 09170198.7, September 14, 2009.
• F. Gran,G.Ma, ”Hearing Aid withMeans for Adaptive Feedback Com-
pensation”, US Patent Application 12/580,888, October 16, 2009, and EP
Patent Application 09170200.1, September 14, 2009.
3
1.3 Structure of the Dissertation
The dissertation is divided into the following chapters.
Chapter 2 provides an introduction to the digital hearing aids including the
history, the benefits and the problems.
Chapter 3 discusses the feedback path modelling. This chapter starts with
the properties of feedback path, then introduces the existing feedback path
models and at the end describes the two new models proposed in this work.
Chapter 4 presents the techniques of feedback suppression. This chapter re-
views the various approaches that have been proposed, explains the so-called
“bias problem” in the adaptive feedback cancellation, introduces different
techniques for bias reduction, describes two methods proposed in this work
and at the end links the feedback path modelling with the adaptive feedback
cancellation.
Chapter 5 concludes this dissertation and provides suggestions for future
work.
Paper I-V are included as part of the framework in Chapter 3 and Chapter 4.
Appendix A includes an additional paper that is not covered in this disserta-
tion.
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CHAPTER
TWO
Digital Hearing Aids
The anatomy of a human ear is shown in Fig. 2.1. The outer ear consists of
pinna and ear canal. The middle ear consists of ear drum, malleus, incus and
stapes. The inner ear consists of cochlea and nerves.
Figure 2.1: The human ear. (From [6])
Hearing loss, caused by damage in different parts of the ear, falls into two
types: conductive hearing loss and perceptive hearing loss. The first type
is usually attributed to problems in the middle ear. The second is resulted
from cochlear problems (in the inner ear) caused by age and/or noise, or
retro-cochlea problems (after inner ear, in the nerve system from cochlea to
the brain). The vast majority of perceptive hearing loss is associated with
abnormalities in the hair cells in the cochlea.
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Hearing loss is not only a reduced sensitivity shown as an elevated thresh-
old in the audiogram, but also a problem associated with abnormal loudness
growth (recruitment), reduced frequency selectivity (broader critical bands
and more masking), reduced temporal resolution and reduced binaural pro-
cessing. Thus, the hearing aid is far more than an amplifier; it is a device that
can help the hearing-impaired person both detect and make effective use of
acoustical signals [7].
2.1 History of Hearing Aids
The history of hearing aids can be traced back to the 19th century. They began
as large trumpets and horns as shown in Fig. 2.2.
Figure 2.2: Various types of ear trumpets. (From [7])
Later, they evolved into carbon hearing aids, vacuum-tube hearing aids and
transistor hearing aids. These devices were still bulky and uncomfortable to
wear. During the mid-1980s the first digital hearing aid was launched. It was
not until ten years later that digital hearing aids really became successful,
with small digital devices placed either inside or discreetly behind the ear.
The modern hearing aids not only amplify sounds, but also process the
sounds so that they can be understood by the users in noisy conditions. In
modern hearing aids many auxiliary functions are incorporated, for example,
datalogging and connection with accessories. A non-exclusive list of modern
hearing-aid functions is:
6
• Compression
• Single-channel Noise Reduction
• Feedback Cancellation
• Directionality/Beamforming
• Wind Noise Reduction
• Sound Classification
• Datalogging
A typical block diagram of digital hearing aids is show in Fig. 2.3. The lower
part of the diagram shows the signal path through the hearing aid from mi-
crophone to receiver. The upper three blocks are auxiliary control functions.
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Figure 2.3: Generic block diagram of a DSP based hearing aid. (From [8])
2.2 Digital Signal Processing in Hearing Aids
The introduction of a survey [9] states that digital hearing aids offer eight sig-
nificant advantages that were not available before with analog hearing aids:
• Superior signal processing capabilities, increasing the chances that
noise sources will be removed and that the instrument will capture and
understand more of the speech signal, or that some sounds will be en-
hanced to aid speech intelligibility.
7
• Active noise reduction and cancellation and therefore greater user com-
fort in noisy situations.
• Greater flexibility in fitting the instrument to the unique hearing loss
characteristics of the consumer.
• Better ability to reduce internal noise in the hearing instrument through
suppression of acoustical and mechanical feedback.
• Superior optimization of microphones in directional hearing instru-
ments.
• Better overall shaping of the frequency response.
• The ability, through datalogging, to use DSP to better monitor hearing
instrument use, which will aid the fine-tuning process for some con-
sumers.
• Overall cleaner sound delivered to the consumer’s ears.
Most of these advantages are attributed to the signal processing used in the
digital hearing aids, which is carried out by one or more processors. As the
technology of integrated circuits rapidly advances, the hearing aids can pro-
vide more and more algorithms to meet the users’ needs.
However, the complexity of the algorithms in the hearing aid is still limited
by the amount of power that can be supplied by the small battery. When the
wireless technology is introduced to the hearing aids, the power consump-
tion issue is even more severe. Therefore, the research on the algorithms of
the hearing aids is subject to the constraint of complexity.
2.3 Problems with Digital Hearing Aids
Modern hearing aids are proved to be helpful to hearing-impaired people.
However, no more than 40% of those people over 65 actually use hearing
aids. Besides the cost factor, comfort is also an important issue.
The discomfort may occur in many situations. The wearers could feel the
sounds unnatural. Theymight encounter localization difficulties in daily use.
They could hear their own voice very loud due to the occlusion effect. They
often experience loud whistles when picking up the phone.
8
Among the problems with digital hearing aids, the feedback whistling is
ranked as No.3 of the hearing-aid improvements sought by current hearing
aid owners [10]. This work focuses on the feedback whistling problem of the
hearing aids.
9
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THREE
Feedback Path Modelling
To address the feedback whistling problem, one has to understand two prob-
lems: what is the feedback problem? what are the properties of the feedback
path? Based on the answers to these questions, the feedback path can be
modelled.
3.1 Feedback Whistling
The term feedback literally means that some of the output of the hearing aids
manages to get back to the input, i.e., it is fed back to the input [2]. In hearing
aids, two kinds of feedback paths exist: mechanical feedback and acoustical
feedback. The mechanical feedback is usually caused by the vibrations of the
receiver diaphragm being transmitted back to the microphone diaphragm
through contact with the hearing-aid shell. The acoustical feedback shown in
Fig. 3.1 includes the effects of the hearing-aid amplifier, receiver, microphone,
the acoustics of the vent or leak as well as the external acoustics.
Heaing Aid
h(n)
Feedback
b(n)
Vent
c(n)
Mic
m(n)
s(n)x(n) u(n)
Amp
a(n)
y(n)
f(n)
Rcvr
r(n)
Figure 3.1: Block diagram of a generic hearing aid without feedback suppression system.
(Modified from [5])
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In Fig. 3.1, the input to the hearing-aid processing is s(n), which is the sum
of the desired input signal x(n) and the feedback signal f(n). The processed
hearing-aid signal is u(n). The amplifier impulse response is given by a(n),
the receiver impulse response by r(n) and the microphone impulse response
by m(n). The signal in the ear canal is y(n). The impulse response b(n) in-
cludes both the acoustical (mainly contributed by a vent leading from the ear
canal back to the microphone) and mechanical feedback, although the acous-
tical feedback usually dominates [11]. The acoustical feedback path through
the vent tends to have a high-pass behaviour, and the un-amplified acoustical
feed-forward path c(n) through the vent from pinna to the ear canal tends to
have a low-pass filter behaviour. It should be noted that the complete feed-
back path includesm(n), a(n), r(n) and b(n).
The transfer function of the hearing aid is as follows [12] [5]:
Y =
X(C +HMAR)
[1−BC]−H[MARB] , (3.1)
where the capital symbol represents the z-transform of the corresponding
quantity, for example X = Z{x(n)}. Because C is a low-pass response and
B is a high-pass response with reduced gain, one can safely assume that the
product |BC| << 1. This assumption leads to a useful approximation of
Eq.(3.1):
Y =
X(C +HMAR)
[1−H[MARB] . (3.2)
As the denominator of Eq.(3.2) deviates from 1, the system transfer function
deviates from the desired response. The danger occurs for a denominator
close to zero at some frequency. If the denominator actually reaches zero, the
transfer function for output Y involves a division by zero which indicates
infinite output amplitude. A stable system is defined as one in which a fi-
nite input yields a finite output, therefore the hearing-aid system becomes
unstable. In practice an infinite output level cannot be achieved given the
finite power stored in the hearing-aid battery and saturations in the circuits,
but the system tries to reinforce the output at the frequency where the gain
is infinite, resulting in a continuous whistle output by the hearing aid [5]. A
mathematical statement is that stability is ensured if the hearing-aid gain H
is selected so that:
|HMARB| < 1, (3.3)
at all angular frequencies. When |HMARB| = 1 and when the phase of
HMARB is an integer number of 2pi, the system also oscillates.
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3.2 Properties of the Feedback Path
Since the acoustical feedback usually dominates [11], in this work, only the
acoustical feedback path is investigated. A typical acoustical feedback path
represents a wave propagation path from the receiver to the microphone,
which includes the effects of the hearing-aid receiver, earhook, PVC tubing,
vent, leak, pinna, external acoustics, microphone, etc. These effects are de-
scribed below.
3.2.1 Components of the Feedback Path
A typical magnitude frequency response of the omnidirectional microphone
is fairly flat from 300 to 4000 Hz, but has a gradual roll-off below 300 Hz
and a small resonance peak at around 5 kHz, and above 5 kHz the response
falls smoothly [5] [8]. An example is shown in Fig. 3.2. By changing the
size of the barometric relief hole in the diaphragm, the “corner frequency”
at which the low-frequency response starts to decrease can be adjusted. The
response peak is caused by the resonance of the diaphragm and the air within
the microphone case and tube. One way to reduce the height of the resonance
peak is to add damping to the resonance. Since the microphone response is
usually adjusted to a relatively flat response, it is not the major contributor to
the feedback path.
The response of the receiver is affected by the coupler and tubing used in
the measurement. Fig. 3.3 shows the frequency responses of a hearing-aid
receiver measured in the 2-cc, Zwislocki and 711 couplers and with different
tubes. One important type of modifications of the receiver response to better
match specific needs is to add damping to smooth the peaks in the frequency
response either by placing a thin screen in the sound tube or through internal
modifications. The effect of the receiver is an important contributor to the
feedback path.
The vent configuration also has a large effect on the behaviour of the feedback
path as shown in Fig. 3.4. The venting boosts the feedback path significantly.
The study in [13] shows that when the vent size is changed from 2.1 mm to
3.1 mm, the feedback path is about 10 dB larger for frequencies above 1 kHz.
The earhook is used to retain the hearing aids over the ear and to conduct
sound to tubing that is connected to the earhook [8]. The earhook is essen-
tially a tube, therefore the effect of earhook is associated with resonances. To
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Figure 3.2: Sensitivity curves for a standard response microphone and several possible modi-
fications of the standard response for the low (a) and high (b) frequency segment
of the frequency response. (From [8])
reduce the sharp resonant peaks, different kinds of damping materials can be
used in the earhook to achieve a smooth response.
The PVC tubing produces half-wave resonances. Different lengths and in-
ternal diameters result in different resonant peaks. A longer tube with a
narrower internal diameter shifts the frequency peaks downward, and vice
versa.
To our best knowledge, there is not much research on the nearfield effects
of the head and pinna on the feedback path. However, the effects should
not be underestimated especially at high frequencies when the wavelength is
comparable to the size of the pinna. The effect is highly related to the location
of the microphone. For different locations of the microphone, the difference
in the magnitude response of the feedback path could be as large as tens of
dBs at some frequencies.
The receiver and different tubing effects are the major contributors to the
feedback path.
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Figure 3.3: (a) Frequency response of a receiver with various lengths of coupling tubing at-
tached. (b) Frequency response of a receiver with the longer tubing characteristic
of a BTE aid. (c) Frequency response of a receiver measured in various couplers.
(d) Frequency response of a receiver with different kinds and amounts of damping.
Type I is a damping screen. Type II and III include internal damping. (From [8])
3.2.2 Properties of the Dynamic Feedback Path
The feedback path is subject to dynamic changes in real life. The causes of
these changes fall into two categories: (a) changes in the hearing-aid fitting,
including reinsertion of the hearing aid, jaw movement, smile, yawn, and
cerumen; (b) changes in the external acoustics, including factors such as room
reverberation, a hand or telephone handset near the ear. The variability of
the feedback path under these conditions has been investigated intensively
in previous studies [11] [13] [14].
To discuss the properties of the dynamic changes of the feedback path, a nom-
inal feedback path is first defined. The nominal feedback path refers to the
feedback path measured when the hearing aid is fitted properly to the subject
who sits still without any external reflectors or enclosures near the hearing
aid. The dynamic feedback path is analyzed by comparing the magnitude
frequency response of the dynamic feedback path with that of the nominal
15
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Figure 3.4: Feedback path magnitude frequency response measured on a dummy head for a
BTE hearing aid. The earmold had no vent (dotted line), no vent but fitted loosely
to ensure an acoustical leak (dashed line), or was vented (solid line). (From [5])
feedback path.
When the hearing aid and earmold are removed from the subject and rein-
serted to the ear in a correct way, the new nominal feedback path is found to
be very similar to the first nominal feedback path in the study conducted by
B. Rafaely et al. [11]. However, the study only investigated a specific type of
hearing aids with earmold. In reality, the changes resulted from reinsertion
for certain types of hearing aids could be larger if more freedom of moving is
allowed during insertion.
When the hearing aid and the earmold are not fitted in a right way, for exam-
ple, when the earmold is not fitted tightly to the ear, the measured feedback
path is found to be different from the nominal feedback path as shown in
the study [13] and [11]. The change is mainly at high frequencies. The mean
change for frequencies between 2 and 5 kHz is 2.7 dB and 10.3 dB for BTE
devices and ITC devices respectively. The maximum change is 5.7 dB and
21.4 dB for BTE and ITC devices respectively. Therefore, for ITC devices, a
wrong placement can easily trigger the feedback whistling.
When the user opens his/her mouth during speaking, smiles or moves his
jaw, the feedback path can also change. Rafaely et al. [11] found that the open
mouth and smiling had little effect on the feedback path. However, it is also
acknowledged that when face movements change the fitting of the hearing
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aid and increase the leaks, they could have a more significant effect on the
feedback path. The jaw movement also results in small average changes in
the feedback path for both BTE and ITC devices, however, the standard devi-
ation exceeds 6 dB for both ITC and BTE at some frequencies [13]. Therefore
some users may have large problems with feedback during jaw movement.
Compared with the hearing-aid fitting, the changes in the external acoustics
could bring much more significant changes in the feedback path. The typical
changes in the external acoustics in real life include the following situations:
• when the user is wearing a knitted cap,
• when the user is hugging,
• and when the user is picking up a telephone handset.
A common observation in the studies [14] [11] [13] about these effects shows
that the largest variation in the acoustical feedback path happens when a
hand or telephone handset is placed near the ear. M. R. Stinson et al. investi-
gated the effects of handset placed at different distances to the hearing aid. It
is shown that for the BTE hearing aid, the feedback response is dramatically
changed at high frequencies. From 100 mm distance to 0 mm, the changes
reach 20 dB at 3 kHz. For ITE and ITC hearing aids, the changes are even
more dramatic. For ITC hearing aids, the presence of the telephone handset
increases the feedback path by nearly 20 dB at 2.5 kHz and the variation cov-
ers the whole frequency range. For ITE hearing aids, the general behaviour is
similar to that of ITC hearing aids and shows a maximum change of 22 dB at
around 3 kHz. The other two studies showed very similar results. Both [13]
and [14] noticed the many peaks and valleys were present in the change of
the magnitude frequency response and both attributed them to the reflection
and refraction effects.
In this work, the telephone handset proximity effect was also investigated
using a BTE hearing aid. The feedback paths were measured with a rigid
surface sliding along the ear with a distance of around 3 cm. The main ob-
servation is that at high frequencies, the changes in the magnitude frequency
response of the feedback path exhibit peaks and valleys, which agree with
the previous studies mentioned above. The locations of the peaks and val-
leys justified the presence of reflections. For details, please refer to Paper I
included in this dissertation.
The changes of the feedback path due to hug are similar to the telephone
handset but the generally smaller [13].
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The changes of the feedback path when the user is wearing a knitted cap ex-
hibit a low-pass characteristic. A study by J. Hellgren et al. [13] showed that
the knitted cap resulted in 3 dB higher magnitude response of the feedback
path below 3 kHz on average for both BTE and ITC devices, and for frequen-
cies above 4 kHz, the feedback response was 3 dB lower with the BTE devices
and relatively unchanged with ITC devices.
3.3 Modelling of the Feedback Path
Asmentioned in Sec. 3.2, the feedback path is composed ofmany components
of different characteristics. In this work, it is therefore suggested to divide
these components into three categories:
• Category I: Device type dependent components. For a specific de-
vice, the effects of the components in this category are invariant or
only slowly varying, and are independent of the users and the exter-
nal acoustical environment. These components include the hearing-aid
receiver, microphone, tube attached to the receiver inside the hearing-
aid shell, etc.
• Category II: User dependent components, which include the PVC tub-
ing, earmold, pinna, etc. The change of the hearing-aid fitting is caused
by the change of the components in this category. The change is usually
slow but could be fast, for example, when the user moves his/her jaw
quickly.
• Category III: External acoustical environment dependent components.
The change of the components in this category can be very rapid and
dramatic, for example, when the user picks up a telephone handset.
The components in Category II and III cause a large inter-subject variability
in the feedback path and a large variation of the feedback path over time.
The modelling of the feedback path is generally studied from two perspec-
tives. Some studies have focused on modelling each component of the feed-
back path theoretically by using the equivalent electro-acoustical models [15]
[16] [17] or numerically by using methods such as boundary element calcu-
lations [14]. However, it is very difficult for these models to be precise due
to oversimplification of the problem or unknown/imprecise parameters. In
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addition, they only model the components in Category I and some of the
components in Category II.
The other studies have focused on modelling the overall feedback path. This
kind of models has been proposed for the purpose of adaptive feedback can-
cellation. It can model the nominal feedback path as well as the changes in
the feedback path on-line due to its simplicity and accuracy. In general, two
models have been proposed. In the first model, the overall feedback path is
represented with an FIR filter [18] [19], which can be adaptive to track the
changes in the feedback path. This model is referred to as “direct model”.
The second model, which is referred to as “initialization model”, incorpo-
rates a fixed filter (usually an IIR filter) and an adaptive FIR filter [20] [21].
The fixed model represents the slowly varying portion of the feedback path
(microphone, receiver, etc.), whereas the adaptive filter represents the rapidly
varying portion. In practice, the way to obtain the coefficients of the fixed fil-
ter is to measure the feedback path using a probe signal for each individual
user when the hearing aid is fitted, and fit the fixed filter to the measured
response of the feedback path. Compared with the first model, the second
model yields a shorter adaptive FIR filter, a faster converge speed and a
smaller computational load. However, it requires an additional procedure
in the hearing-aid fitting and the fixed filter actually includes some of the fast
varying components in Category II and III.
In this work, the modelling of the feedback path is investigated from the sec-
ond perspective. An ideal feedback path model is suggested, which consists
of a fixed model representing the invariant components (mainly in Category
I), a slowly varying model and a fast varying model. The slowly varying
model is used to model the slow changes in the components in Category I
(due to aging or drifting), II (due to the slow changes in the hearing-aid fit-
ting) and III (due to the slow changes in the acoustical environment). The fast
varying model is used mainly for modelling the rapid and dramatic changes
in the external acoustics, for example, when the user picks up a telephone
handset.
For the fixed model, the extraction of the “invariant part” of the feedback
path is investigated, which is independent of the users and the acoustical en-
vironment. For different types of devices, the “invariant part” is obviously
different. For the same type of devices, the “invariant part” could also be
different from device to device in reality due to the variation within the batch
of the components. The investigation mainly focuses on how to extract the
invariant model for a given type of hearing aids. The idea is to measure a
number of feedback paths using the same type of hearing aids on different
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users. The invariant part of the feedback path can then be regarded as the
common part of these measured feedback paths. Two extraction methods,
i.e. a Common-Acoustical-Pole Zero model-based approach and an Iterative-
Least-Square-Search based method, are used and a combination of the two
methods is proposed. The results show that the methods can extract the in-
variant part effectively and the proposed method gives the best overall per-
formance. The study also shows that the invariant part of the feedback path
is not trivial in practice although variations within the batch of components
exist. Comparedwith the fitting procedure used in the “initializationmodel”,
these extraction methods can be used off-line in the production phase for a
specific type of hearing aids to avoid the additional individual fitting proce-
dure. In addition, it only identifies the invariant part instead of the overall
nominal feedback path. For details, please refer to Paper III included in this
dissertation.
One type of the fast varying models is also proposed in this work. The capa-
bilities of the “direct model” and the “initialization model” for modelling the
rapid feedback changes with a reflecting object placed close to the ear, which
is regarded as one of the situations resulting in the most significant change
in the feedback path, are first investigated. A novel reflection model is pro-
posed based on the observations that these difficult situations usually come
along with reflections. The reflection gains and delays are estimated using
a weighted Fourier transformation and relaxation (WRELAX) based method.
The results using the measured feedback paths of a commercial hearing aid
show that the reflection model has a better ability of capturing the dynamic
feedback path in this difficult real-life situation and is superior to the exist-
ing two models in terms of MSE and MSG. To achieve the same level of MSE
or MSG, the number of components required in the proposed model is fewer
than the orders of the FIR filter required in the two existingmodels. The study
also shows the minimum order of the adaptive filter in the two existing mod-
els to achieve a certain MSG in the difficult dynamic situations, which could
serve as a useful indication in practice for choosing the order of the adaptive
filter. It is also found that for the reflection model, eleven reflection replicas
are enough to model the dominant characteristics of the proximity effect on
the dynamic feedback paths. For details, please refer to Paper I included in
this dissertation.
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CHAPTER
FOUR
Feedback Suppression
Techniques
To address the feedback problem, many approaches have been proposed in
the last two decades. The existing techniques can be classified into forward-
path suppression and feedback cancellation [1]. In this Chapter, these ap-
proaches will be reviewed. The new methods proposed in this work will be
described briefly. In the end, the way to use the new feedback path models
proposed in Chap. 3 for feedback suppression will be discussed.
4.1 Forward-path Suppression
One way to prevent the system from whistling is to modify the forward-path
H of the hearing aids in such a way that it is stable in conjunction with the
feedback path B [1]. This approach is called “forward-path suppression”.
Among these approaches, the simplest one to reduce the occurrence of the
feedback problems is to reduce the gain in order to satisfy Eq.(3.3). The gain
does not need to be reduced everywhere. It only needs to be reduced in the
critical frequency region where the feedback problems are expected to occur
[5]. There are two ways to reduce the gain. One way is to insert the notch
filter into the forward-path processing according to the peaks of the system
response identified in advance. The other way is to reduce the gain when
it is necessary and apply the gain reduction at the frequency regions where
system stability occurs. A detector is usually used to identify the situations
where the gain reduction should take effect. This detector can be based on the
spectral of the input signal [22] or other features of the system/signals. The
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major drawback of gain reduction is that it compromises the amplification of
the hearing aids and therefore could reduce the speech intelligibility [23].
Other approaches include using delay or phase modulation and frequency
shifting in the forward-path [24] [25] [26].
The increase in MSG with forward-path suppression techniques has gener-
ally been found limited [1]. In addition, the forward-path suppression tech-
niques either compromise the sound quality or limit the amplification desired
by the users.
4.2 Adaptive Feedback Cancellation
A more promising way of feedback suppression is feedback cancellation as
illustrated in Fig. 4.1.
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Figure 4.1: Block diagram of a generic feedback cancellation system. (Modified from [5]) The
feedback path is modelled by an adaptive filter w(n), and v(n) is the estimate of
f(n). It should be noted that the complete feedback path includesm(n), a(n), r(n)
and b(n).
The idea is to use an adaptive filter to model the feedback path and subtract
the estimated feedback signal from the signal input to the hearing aids.
The transfer function of the hearing aid can be obtained by considering the
feedback path model in Eq.(3.1) [23]:
Y = X
C +H[MAR+WC]
[1−BC]−H {MARB −W [1−BC]} . (4.1)
If it is assumed that |BC| << 1, Eq.(4.1) is simplified to:
Y = X
C +H[MAR+WC]
1−H[MARB −W ] . (4.2)
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The stability is guaranteed if
|H[MARB −W ]| < 1. (4.3)
If W is a good model of the actual feedback path MARB, the MSG of H
can be made larger. If there is a perfect match between modelled and real
feedback path, the feedback signal f(n) will be cancelled completely and the
system will be stable for any amount of amplification. On the contrary, if
there ismuch difference between them, theMSGwill be reduced significantly.
Different adaptation methods have been proposed for updating the feedback
path model w(n). They can be divided into two classes: algorithms with con-
tinuous adaptation and algorithms with a non-continuous adaptation [1]. In
the second class of algorithms, the feedback path model is adapted only from
time to time according to the stability of the system or the characteristics of
the input signal. For the former case, the problem is that it does not activate
the adaptation until instability has occurred. For the latter case, the adapta-
tion may halt waiting for a proper signal while the feedback path is rapidly
changing. This will result in instability easily.
In the adaptive feedback cancellation, the adaptive part of the feedback path
model is usually an FIR filter because the adaptive IIR filter suffers from the
problem of computational complexity, instability, and local minima [22]. The
continuous adaptation based feedback canceller can use any standard on-line
adaptation methods to update the adaptive filter, such as the LMS algorithm,
the NLMS algorithm, and the RLS. However, due to the requirement of low
complexity for algorithms in hearing aids, simple adaptation algorithms are
usually used. The simplest form of adaptation is the LMS algorithm [27], in
which the following cost function is minimized:
J(n) = |e(n)|2. (4.4)
The adaptive FIR filter coefficients are updated as below:
wˆ(n+ 1) = wˆ(n) + µ(n)u(n)e(n), (4.5)
wˆ(n) = [wˆ0(n), wˆ1(n), . . . , wˆp−1(n)]T , (4.6)
u(n) = [u(n), u(n− 1), . . . , u(n− p+ 1)]T , (4.7)
where µ(n) is the step size which could be time-varying, wˆ(n) is the vector
form of the coefficients of the adaptive FIR filter of order p, and e(n) is the
error signal as shown in Fig. 4.1.
With a wide sense stationary input and a proper step size, the adaptive filter
will converge towards the Wiener solution. Ideally, the adaptive filter coef-
ficients converge to the real feedback path response so that the error signal
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e(n) equals the desired input signal x(n). However, the Wiener solution is
not necessarily close to the real feedback path response even when the order
of the filter is sufficiently high and quantization error of the filter coefficients
is negligible. The deviation of the Wiener solution from the true feedback
path is the so-called “bias problem”, which is explained in the next section.
4.3 Bias of the Adaptive Feedback Cancellation
Due to the correlation between the input and output of the hearing aid, the
Wiener solution does not actually approximate the true feedback path. The
Wiener solution to the minimization of the mean square of the error signal
e(n) is:
wˆ = R−1uurus (4.8)
= R−1uuruf +R
−1
uurux, (4.9)
= R−1uuRuub+R
−1
uurux (4.10)
= b+R−1uurux, (4.11)
Ruu = E
{
u(n)uT (n)
}
, (4.12)
rus = E {u(n)s(n)} , (4.13)
b = [b(0), b(1), . . . , b(p− 1)]T , (4.14)
where rux and ruf are defined similarly as in (4.13). It should be noted that
the microphone, receiver and amplifier responses m(n), r(n) and a(n) are
dropped from now on for simplicity and are all absorbed in the feedback
path b(n) of the length p (the same as the length of the adaptive filter w(n)).
In Eq.(4.11), the term R−1uurux represents the bias of the estimate, which is
related to the correlation between the desired input signal x(n) and the pro-
cessed hearing-aid signal u(n). The magnitude of the bias depends strongly
on the decaying speed of the autocorrelation function of x(n), the forward-
path delay and nonlinearity in the hearing-aid process H . When x(n) is a
white noise sequence, the estimate is not biased. When x(n) is tonal, the bias
problem is particularly serious because the correlation function does not drop
off.
The introduced bias severely limits the performance of the feedback canceller
especially when tonal signals or musical signals are input to the hearing aids.
In these situations, the magnitude of the adaptive FIR filter coefficients are
abnormally large and drifted far from the true feedback path. The excessively
large filter coefficients, when combined with the hearing-aid amplification in
24
the forward-path processingH , can result in system instability or colouration
of the output signal due to large undesired changes in the system frequency
response [23].
4.4 Bias Reduction Techniques
Bias reduction has been one of the main topics of adaptive feedback cancella-
tion. During the past two decades, various approaches have been proposed
to decorrelate the input and output of a hearing aid to reduce the bias in the
estimate of the feedback path.
One well-known decorrelation approach introduces a delay in the hearing-
aid processing (or the feedback cancellation path) to reduce the correlation
between x(n) and u(n). It has been shown in [28] that for a coloured noise
input, the insertion of delay in the hearing-aid processing significantly im-
proves the accuracy of feedback path modelling, while the insertion of a de-
lay in the feedback cancellation path provides smaller benefit. However, the
delay introduced in the hearing aids should be kept small to avoid disturbing
artifacts such as comb filtering [29]. Moreover, for tonal signals, a delay will
not help much to reduce the correlation.
Another kind of decorrelation approaches uses nonlinearities in the forward-
path processing. These methods include frequency shifting [30], time-
varying all-pass filter [31], etc. Since all the nonlinear methods degrade
sound quality to some extent, a trade-off between the performance of feed-
back cancellation and sound quality is usually involved.
Alternatively, a probe signal, usually a noise signal, can be added to the re-
ceiver input u(n) [32]. To maintain sound quality, the probe signal should
be inaudible, and its level therefore has to be much lower than that of the
original receiver input signal. The bias reduction achieved with such a weak
probe signal is very small.
The bias of the adaptive feedback cancellation can also be reduced by con-
trolling the adaptation. One way is to change the speed of adaptation. For
example, when a sudden change in the feedback path is detected or when the
input signal is white noise, the adaptation speed is increased, and otherwise,
the adaptation speed is kept small to reduce the distortion of the desired sig-
nal. Another way is to constrain the adaptation so that the filter coefficients
do not drift too far away from the assumed “correct” coefficients (also called
“reference filter”) [23]. This technique needs an additional initialization dur-
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ing the fitting of hearing aids to provide a reasonably good reference for the
feedback cancellation since in practice there is no ”correct solution” avail-
able. In the initialization a noise-like periodic excitation sequence is used to
measure the feedback path response of the hearing aid inserted in the user’s
ear.
Recently proposed approaches use the filtered-X adaptation, in which the
two signals u(n) and e(n) pass through the same filter before they are used to
update the adaptive filter w(n) (cf. Eq.(4.5)). In [33], the two signals pass
through the same band-pass or high-pass filter to limit the feedback can-
cellation signal in the frequency band where possible oscillation may occur.
In [20], the two signals pass through the same adaptive filter, which removes
the low-frequency tonal components in the error signal e(n). In this way, the
sensitivity to low-frequency tonal inputs of the feedback canceller is reduced.
A similar approach is proposed in [19] from a system identification point of
view, in which the two signals u(n) and e(n) are also filtered by the same
adaptive filter before being used to update the feedback path model. The co-
efficients of the adaptive filter are obtained from linear prediction of the error
signal e(n) to remove the correlation between consecutive samples of the sig-
nal and hence reduce the autocorrelation function. It has been proved in [19]
that when the desired input signal x(n) is an AR random process and the or-
der of the feedback path model is sufficient, the bias is removed completely.
The most effective feedback cancellation is probably a combination of the
aforementioned techniques. An example of such a feedback canceller is illus-
trated in Fig. 4.2, which is referred to as “modern feedback canceller”.
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Figure 4.2: Block diagram of a modern feedback cancellation system. (Modified from [5]) It
should be noted that the complete feedback path includes m(n), a(n), r(n) and
b(n).
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The “delay” block is introduced to match the physical delay in the wave
propagation from the receiver to the microphone. The delay and the fixed
filter represent aspects of the physical feedback path that are expected to
change very slowly over time [5]. The coefficients of the fixed filter is ob-
tained by an individual fitting procedure as mentioned above in the “initial-
ization model”. The adaptive filter w(n) models the rapid-varying portion,
which can be constrained by the reference filter [23]. Two identical filters are
used to modify the inputs to the LMS update (filtered-X adaptation), which
can be fixed filters [21] [33] [12] or adaptive filters using linear prediction [19].
This diagram can be regarded as one type of generic modern feedback can-
cellers in the digital hearing aids since most of the feedback cancellers based
on the state-of-the-art techniques (filtered-X adaptation, constrained adapta-
tion, linear prediction, etc.) are special variants of the structure in Fig. 4.2.
In this work, two new approaches are proposed to reduce the bias in the
feedback cancellation. Both methods combine the traditional approaches and
new approaches proposed recently.
The first approach uses injected noise to reduce the bias in the prediction er-
ror method based adaptive feedback canceller (PEM-AFC) proposed in [19],
which is essentially a filtered-X adaptation based feedback canceller. Al-
though it is proved in [19] that the PEM-AFC can eliminate the bias when
certain conditions are met, the bias still remains in many situations, for ex-
ample when the desired input signal is voiced speech. Therefore, a reduction
of the remaining bias is necessary. The study in [19] showed that noise in-
jection could improve the performance of the PEM-AFC further. However,
the injected noise used in that work was an audible speech-shaped noise and
therefore compromised the sound quality. Two nearly inaudible noises are
proposed to use with PEM-AFC in our study: a masking noise, which is
tailored to the hearing-aid application, and a linear prediction based noise,
which is especially efficient for feedback cancellation with linear prediction.
Simulation results show that noise injection approach is more effective in
the PEM-AFC than in the traditional feedback cancellation without using the
filtered-X adaptation (shown in Fig. 4.1), and the injection of these two kinds
of noises can further reduce the feedback estimation error of the PEM-AFC
by 1-4 dB and/or increase the stable gain by 3-4 dB, depending on the char-
acteristics of the input signal. For details, please refer to Paper IV included in
this dissertation.
The second approach uses a band-limited linear predictive coding (BLPC)
vocoder to reduce the bias. The idea is to replace the hearing-aid output with
a synthesized signal, which sounds perceptually similar to or possibly even
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the same as the original signal but is statistically uncorrelated with the de-
sired input signal. To obtain effective decorrelation in the BLPC vocoder,
impulse trains are not used for excitation as in conventional LPC-based
vocoders during voiced speech. Instead, a white noise sequence is used to
drive the estimated signal model to generate the synthesized signal. Based
on the fact that the magnitude of the frequency response of the feedback path
is usually much higher in the high-frequency region and that the adaptive
feedback cancellation usually breaks down at high frequencies, the signal re-
placement is performed at high frequencies to improve the performance of
the adaptive feedback canceller in the critical frequency region and also to
reduce the degradation in sound quality. According to our subjective evalu-
ation, the sound quality is very well preserved for speech. For many musical
signals with only a few peaks sparsely spaced at the high-frequency spec-
trogram, the sound quality is not degraded very much either. For musical
signals with many peaks in the spectrogram, the degradation of sound qual-
ity is expected.
The proposed BLPC vocoder can be used with a conventional AFC to yield
a BLPC-AFC, which reduces the long-term bias. Moreover, the BLPC-AFC
can be further combined with the filtered-X adaptation to get a BLPC-FxAFC,
which can effectively reduce the short-term bias. The proposed BLPC-FxAFC
can also be regarded as a modified version of the PEM-AFC combined with
the BLPC vocoder. The simulation results show that the use of the proposed
BLPC vocoder can effectively reduce the bias and the misalignment between
the real and the estimated feedback path. The BLPC-FxAFC method has the
best performance for all the test signals. For details, please refer to Paper II
included in this dissertation.
It should be noted that in this work, all the adaptive feedback cancellers op-
erate in the time domain for simplicity. It is always possible to translate them
into frequency-domain implementations.
4.5 Feedback Path Models used in the Adaptive Feedback Can-
cellation
The adaptive feedback canceller implicitly assumes a certain model of the
feedback path. In Sec. 3.3, these models have been discussed, and two new
feedback path models are proposed. The the feedback path models used in
the adaptive feedback cancellation is discussed in this section.
As mentioned in Sec. 3.3, it is suggested in this work that the ideal feedback
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path model, based on the characteristics of the different components of the
feedback path, should consist of three parts: a fixed model, a slowly vary-
ing model and a fast varying model. The model used in the modern feed-
back canceller in Fig. 4.2 can be regarded as a simplified version of this ideal
model. The differences between the ideal model and the model used in the
modern feedback canceller are:
• In the model used in the modern feedback canceller, the fixed filter in
practice requires an individualized fitting procedure and models not
only the invariant portion but also some variant characteristics.
• In the model used in the modern feedback canceller, the slowly varying
model and the fast varying model are not separated.
To address the first problem, methods to extract the invariant part from the
feedback paths are proposed. This extraction can be done off-line for each
type of hearing instruments without any individual fitting procedure and
the model extracted can be used in the fixed filter directly.
The second problem ismore complicated. The drawback ofmixing the slowly
and fast varying models in the adaptive feedback cancellation is that the
adaptation speed is hard to control. To minimize the distortion during nor-
mal daily use, the adaptation speed should be small. On the other hand,
to track the fast changes, for example, due to the rapid changes in the ex-
ternal acoustics, the adaptation should be accelerated. One way to address
this dilemma is to use the ideal model and divide the adaptive filter into two
cascaded adaptive filters with different adaptation speeds. However, the fea-
sible scheme for this separation has not been investigated in this work due to
the limited time. Some alternative ways have been proposed in the previous
studies. For example, a fast adaptive filter and a slow adaptive filter can be
used in parallel, and a switch controls which one should be active as used
in [34]. The adaptation speed can also be altered according to the conditions
of the system, for example according to the prediction error power normal-
ized by the input power in the PEM-AFC-like feedback cancellers [35]. In
the feedback canceller with adaptation constrained by the reference filter, the
reference filter can slowly adapt to absorb the slow changes in the feedback
path, whereas the adaptive feedback pathmodel itself may still adapt fast but
does not deviate too much from the adaptive reference filter [36].
The reflection model proposed in this work can be regarded as one type of
the fast varying models. However, due to the limited time for this work, the
on-line update scheme for direct use of this model in the adaptive feedback
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cancellation has not been investigated.
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CHAPTER
FIVE
Conclusions and Suggestions for
Further Research
In this dissertation, the feedback whistling problem with digital hearing in-
struments has been investigated. The work mainly addresses the feedback
problem from two perspectives:
• Feedback path modelling
• Feedback suppression techniques
5.1 Conclusions
The properties and the modelling of the feedback path are first discussed.
Along the propagation path of the feedback signal, the components of the
feedback path are categorized into three groups: device dependent compo-
nents, user dependent components and external acoustical environment de-
pendent components. According to the characteristics of different compo-
nents, an ideal feedback path model is proposed, which consists of a fixed
model, a slowly varying model and a fast varying model. Methods for ex-
tracting the fixed model are proposed and proved to be effective. Based on
the observations that rapid changes in the feedback path usually come along
with reflections, a fast varying model based on reflection assumptions is pro-
posed. The results show that the new model is very efficient in representing
the dynamic feedback path. The extracted fixed model can be used directly
in the adaptive feedback cancellation. The reflection model still needs a new
adaptation scheme to be used directly in the feedback cancellation.
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This dissertation also investigates the feedback suppression techniques,
which can be divided into two classes: forward-path suppression and feed-
back cancellation. The focus of this work is the algorithms in the second
class, which is proved to be more promising. One of the biggest issues with
the adaptive feedback cancellation is the so-called “bias problem”. To reduce
bias, two approaches are proposed, both of which are based on the feedback
canceller with filtered-X adaptation. The first approach injects two kinds of
nearly inaudible noises to help reduce the bias. It is shown that the noise
injection in the filtered-X adaptation based feedback cancellers is more effec-
tive than in the traditional feedback cancellers. The second approach uses a
linear predictive coding based vocoder to synthesize the output signal of the
hearing aid so that the synthetic signal sounds similar to or even the same
as the original signal but is statistically uncorrelated with the desired input
signal. The synthesis is bandlimited to reduce the effects on sound quality.
Simulation results show that the proposed vocoder can effectively reduce the
bias and the misalignment between the real and the estimated feedback path.
When combined with the filtered-X adaptation based feedback canceller, this
vocoder reduces the misalignment even further.
5.2 Suggestions for Future Research
In Sec. 3.3, a reflection model for the dynamic feedback path is proposed.
However, to use it for the feedback cancellation, an adaptation scheme should
be investigated. Since the delays are fractional, it will be easier to adapt in the
frequency domain. The finding of optimal delays is a nonlinear problem and
therefore an approximate solution has to be found.
In the band-limited linear predictive coding based feedback canceller, the
sound quality and speech intelligibility have only been assessed by the au-
thors. A clinical trial and/or objective measure is still needed in the future
for this approach.
Compared with the suggested ideal feedback path model, the model used in
the existing feedback cancellers mixes the slowly varying and fast varying
models. Therefore, the methods for splitting these two models should be
investigated.
The biggest challenges for feedback suppression still remain:
• The fast track of the feedback path under adverse conditions, for exam-
ple, when the user brings the telephone handset to his/her ear.
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• The bias problem in the adaptive feedback cancellation when the input
is a narrow-band signal.
These problems are still the focuses of the future research on the feedback
suppression in the digital hearing aids.
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Feedback whistling is one of the severe problems with hearing aids, especially in dynamic situations
when the users hug, pick up a telephone, etc. This paper investigates the properties of the dynamic
feedback paths of digital hearing aids and proposes a model based on a reflection assumption. The
model is compared with two existing models: a direct model and an initialization model, using the
measured dynamic feedback paths. The comparison shows that the proposed approach is able to
model the dynamic feedback paths more efficiently and accurately in terms of mean-square error
and maximum stable gain. The method is also extended to dual-microphone hearing aids to assess
the possibility of relating the two dynamic feedback paths through the reflection model. However,
it is found that in a complicated acoustic environment, the relation between the two feedback paths
can be very intricate and difficult to exploit to yield better modeling of the dynamic feedback
paths. © 2010 Acoustical Society of America. DOI: 10.1121/1.3290989
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I. INTRODUCTION
Feedback is a severe problem in hearing aids, which
limits the maximum gain that can be achieved.1 The acoustic
feedback path is the most significant contributor to the feed-
back signal although electrical and mechanical paths also
exist.2 A widely adopted approach to acoustic feedback sup-
pression is feedback cancellation, where the acoustic feed-
back signal is estimated and then subtracted from the input
signal to remove feedback.3 The maximum stable gain
MSG that can be obtained by feedback cancellation de-
pends on how accurately the feedback path is estimated. A
perfect match between the modeled and the real feedback
path will cancel the feedback signal completely, and the sys-
tem will be stable for any amount of amplification.4
A typical acoustic feedback path in the hearing aids in-
cludes the effects of the hearing-aid amplifier, receiver, mi-
crophone, the acoustics of the vent or leak, as well as the
external acoustics. Except for the fitting and external acous-
tics, all the parts are nearly constant or very slowly varying
with a time frame of weeks or years5 when the user has put
on the hearing aid. Assume that the user stays still in a sta-
tionary acoustic environment, and the feedback path will be
almost static. This feedback path is referred to as a “static
feedback path.” However, in practice, the feedback path is
usually subject to dynamic changes. The causes of these
changes fall into two categories: a changes in the hearing-
aid fitting, including jaw movement, smile, yawn, and ceru-
men; b changes in the external acoustics, including the fac-
tors such as room reverberation, a hand, or telephone handset
near the ear. The variant feedback path due to these changes
is called “dynamic feedback path.” In this paper, only the
dynamic feedback path for a specific position along the
changing course is studied. The temporal characteristics,
such as the changing rate at that position, are not addressed.
The properties of feedback paths have been investigated
intensively in previous studies,5,2,6 where the effect of vent
size, the variability of feedback due to smiling, and handset
proximity, were discussed. A common observation in these
studies is that the largest variation in the acoustic feedback
path was found when a hand or telephone handset was
placed near the ear. For behind-the-ear BTE devices, the
maximum variation can go up to 20 dB, whereas for in-the-
ear ITE device, it can even go up to 27 dB in the 2–5 kHz
frequency range compared with the static feedback path.6
The modeling of the feedback path has also been dis-
cussed intensively. However, the majority of the previous
work has focused on the static feedback path, trying to model
each static component, such as cavities and transducers, by
an equivalent electroacoustic model.7–9 For dynamic feed-
back path modeling, there is not very much research up to
the present. One study that is relevant measured the variabil-
ity of feedback path under various conditions and introduced
an uncertainty bound model to calculate the robust stability
condition for the hearing-aid system.2 It provided knowledge
about one aspect of the dynamic feedback path properties,
i.e., the extent of variability, but did not discuss other acous-
tic properties and did not investigate the modeling issue ei-
ther. Another relevant study dealt with feedback cancellation
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in room reverberation.10 The focus of that study was the
performance of feedback cancellation instead of the proper-
ties of the feedback path and its modeling in reverberation.
To track the dynamic aspect of feedback paths in the real
world, feedback cancellation in many hearing aids today in-
cludes an adaptive feedback path model, where a simple
adaptive finite-impulse-response FIR filter is used instead
of an infinite-impulse-response IIR filter, since adaptive IIR
filter suffers from the problem of computational complexity,
instability, and local minima.11 Thus, the estimate of dy-
namic feedback path is essentially a procedure of updating
the coefficients of the adaptive FIR filter.
In general, two models with different ways of using the
adaptive FIR filter have been proposed to model the dynamic
feedback paths. In the first model, such as the systems pro-
posed in some previous studies,12,13 the overall feedback path
is represented with the FIR filter. This model is referred to as
the “direct model.” The second model, such as the systems
proposed in other studies,3,14 incorporates a fixed model and
an adaptive FIR filter. The fixed model represents the slowly
varying portion of the feedback path microphone, amplifier,
and receiver, whereas the adaptive filter represents the rap-
idly varying portion mainly the change of fitting and exter-
nal acoustics. The fixed model can be either captured by an
initialization,3 referred to as an “initialization model” in this
paper, or roughly approximated as a high-pass filter.14 Com-
pared with the direct model, the initialization model gener-
ally needs a shorter FIR filter and is computationally more
efficient but requires an additional procedure in the hearing-
aid fitting.
No matter which model is used, effective feedback can-
cellation requires that the FIR filter should adapt fast enough
given the variability of the feedback paths and should be
long enough to model all of the salient features.10 The feed-
back path varies at different rates under different conditions.
For example, jaw movements will produce changes with a
time frame of seconds/minutes.15 The picking up of a tele-
phone handset changes the feedback path with a time frame
of milliseconds/seconds. Production and disposal of cerumen
will result in changes with a time frame of weeks and
months, while aging causes changes with a time frame of
years.5 Usually the adaptation speed is not a problem even in
the extreme cases as long as a proper adaptation scheme, for
example, frequency-domain adaptation, is used. However, in
practice, to maintain sound quality and minimize the artifacts
resulted from adaptation errors when a spectrally colored sig-
nal is inputted,13 the adaptation usually has to slow down and
is not fast enough in some occasions. These adaptation prob-
lems, although prominent and complicated in the feedback
cancellation system, are more related to the on-line adapta-
tion scheme and the characteristics of the input signals, in-
stead of the models of the feedback paths. The focus of this
paper is on the modeling. Therefore, these adaptation issues
are not addressed in this paper.
As for the sufficient length of the FIR filter in the model,
the natural questions are as follows: how many orders of the
FIR filter would be “enough” in various dynamic situations,
and is there any other model that is more effective in mod-
eling the dynamic feedback paths? In order to address these
issues, the characteristics of the dynamic feedback path in
addition to variability should be examined. This paper inves-
tigates these properties for the most adverse proximity situ-
ation that happens frequently and challenges the feedback
cancellation most. This paper also describes a novel reflec-
tion based model proposed in a previous publication16 in
detail and extends the previous work thoroughly. The basic
idea of the reflection model is to assume that the dynamic
feedback path consists of multiple propagation paths and es-
timate the delays and gains associated with these paths di-
rectly. It differs from the two existing models in that the
reflection model has an underlying physical assumption, and
is more generalized by allowing fractional delays in the
model, which will be described in more detail in Sec. II. The
effectiveness of the new model is compared with the existing
two models mentioned above, i.e., the direct model and the
initialization model, using data from measurements. The
comparison shows that the proposed model is superior in
terms of mean-square error MSE and MSG.
For a hearing aid with dual microphones, due to the
short distance between the two microphones normally less
than 2 cm, the two feedback paths are similar in most situ-
ations. This paper investigates the possibility of relating the
two dynamic feedback paths using the initialization model
and the reflection model. It is shown that in a complicated
acoustic environment, the relation between the two feedback
paths can be very intricate and difficult to exploit to yield
better modeling of the dynamic feedback paths.
The outline of this paper is as follows: in Sec. II, two
traditional models are explained and a new reflection model
is proposed. In Sec. III, the measurement configuration and
procedure are described. The properties of the dynamic feed-
back paths are discussed in Sec. IV. In Sec. V, the perfor-
mance of the proposed model is compared with the existing
two models and the possibility of using this model for relat-
ing the two dynamic feedback paths of a dual-microphone
hearing aid is explored based on the measured data. Con-
cluding remarks and directions for future work are given in
Sec. VI.
II. MODELS FOR THE DYNAMIC FEEDBACK PATH
The general diagram of adaptive feedback cancellation
is depicted in Fig. 1. It should be noted that the impulse
responses of the microphone and receiver have been included
in the impulse response of the feedback path bn. Although
there are various feedback models as mentioned in Sec. I,
their estimation of bn can all be represented in a compact
form bˆ n ,, where n denotes the discrete-time index and 
is a particular parameter set of a model. For example, when
the feedback path is modeled by a FIR filter,  represents the
FIR coefficients. The principle of feedback cancellation is to
adjust the parameters  in the feedback model so that the
modeled feedback path bˆ n , approximates the true feed-
back path bn. The output vn is the instantaneous estima-
tion of the feedback signal fn and is subtracted from the
input signal sn to remove the feedback.
In principle, the impulse response bn has infinite du-
ration. However, the amplitude of bn decays very fast, as
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shown later in Fig. 5. It is assumed in the following that both
bn and bˆ n , are truncated to a sufficient length so that
the energy loss in the impulse response due to the truncation
is at least 35 dB below the total energy of bn or bˆ n ,.
To investigate each feedback model’s capability in cap-
turing the true feedback path, the parameters  for each
model is optimized by minimizing the difference between the
modeled feedback bˆ n , and the actual feedback path. This
minimization formulated in the frequency domain is as fol-
lows:
opt = arg min

FHbˆ  − b2
2
, 1
b = b0, . . . ,bL − 1T, 2
bˆ  = bˆ 0,, . . . ,bˆ L − 1,T, 3
F = f0,f1, . . . ,fL−1 4
fk = 1,ejk, . . . ,ejkL−1T, 5
where  2 denotes the Euclidean norm, L is the length of the
truncated impulse responses in samples, k=2k /L, k
=0,1 , . . . ,L−1, F is the discrete Fourier transform matrix,
and the superscripts T and H denote the transpose and con-
jugate transpose of a matrix or vector, respectively.
Based on the framework above, Secs. II A–II C will de-
tail each feedback path model by specifying its parameter
structure , the corresponding optimization procedure, and
the analytic optimal solution if it exists. The optimal solu-
tion, either in analytic or in numerical form, represents the
capability of each feedback model to represent the actual
feedback path bn.
A. Existing models for dynamic feedback paths
The existing two models for dynamic feedback path are
the direct model and the initialization model, both of which
can be formulated as a cascade of prefiltering and an adap-
tive FIR filter.
Let b0n and wn denote the impulse response of the
prefiltering and the adaptive filter, respectively. The modeled
feedback bˆ n , is then the convolution of b0n and wn,
i.e.,
bˆ n, = wn b0n = 
l=0
M−1
wlb0n − l , 6
where M is the order of wn, and  is the convolution
operator.
1. Direct model
The feedback path bn is always associated with a lead-
ing delay, which is the sum of the processing delay in hn
and the acoustic delay in the transmission path. In the “direct
model,” the FIR filter wn is used to model the “active”
portion of the feedback path, whereas the prefiltering b0n is
simply a delay of D samples introduced to match the leading
delay in bn and provide a more efficient use of the limited
number of taps in wn. The parameters are therefore of the
form
b0n = 1, n = D0, otherwise, 7
 = 	wn,D
 . 8
The optimal parameters woptn and Dopt can be obtained
by solving the optimization problem in Eqs. 1–8.
If the delay D is fixed, the least-squares solution is
straightforward:
wopt = bD, . . . ,bD + M − 1T. 9
If D is not fixed, an easy procedure to obtain the optimal
solution is to search for an integer delay D that minimize the
distance between bˆ n , and bn.
Hearing Aid
h(n)
Feedback
b(n)
Microphone
s(n)x(n) u(n) y(n)
f(n)
Receiver
Feedback Model
e(n)
v(n)
),n(bˆ 
FIG. 1. General diagram of adaptive feedback cancellation. The input to the hearing-aid processing is sn, which is the sum of desired input signal xn and
the feedback signal fn. The processed hearing-aid signal is un. The signal output into the ear canal is yn. The impulse response of the feedback path is
bn, and vn is the estimate of fn from the modeled feedback path bˆ n ,.
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2. Initialization model
To model the feedback path accurately, the direct model
in Sec. II A 1 usually needs a very high-order adaptive FIR
filter wn to cover the active range of the feedback path.
One way to improve the modeling efficiency is to use the
initialization model.
The feedback path bn consists of slowly varying por-
tions such as the responses of microphone, amplifier, re-
ceiver, etc. The idea of the initialization model is to use a
fixed model, which is initialized during an additional off-line
initialization procedure in the hearing-aid fitting, to model
these slowly varying portions, and use a short adaptive FIR
filter to represent the rapidly varying portions mainly the
change in fitting and external acoustics.
In such an initialization procedure, a “nominal feedback
path” is first measured, which is defined as the feedback path
without any external reflectors or enclosures near the hearing
aid. When the hearing aid is put into use in daily life, the
adaptive filter wn only needs to model the part that is dif-
ferent from the nominal initialization to capture the time-
varying dynamic feedback path. Since the impulse responses
of microphone, receiver, etc., are nearly invariant from the
initialization to dynamic situations, this different part is
mainly resulted from the change in the hearing-aid fitting and
external acoustic environments,2 which can be modeled by
an adaptive filter with a lower order.
In the initialization model, the prefiltering b0n in Eq.
6 is a fixed model to represent the impulse response of the
nominal feedback path obtained in the initialization. In prac-
tice, it can be realized by an autoregressive moving average
model ARMA model.3 To avoid the complicated issue of
how to model the initialized feedback path with an ARMA
model to get the best generalized performance in feedback
cancellation,3,17 it is simply assumed that b0n is exactly the
impulse response of the nominal feedback path. Therefore,
the parameter for initialization model is of the form
 = 	wn
 . 10
Assume that the filter length of wn is M, and the im-
pulse response b0n is truncated to L−M +1 samples and
padded with M −1 zeros so that the length of bˆ n ,, which
is the convolution of wn and b0n, equals L. The impulse
response of the dynamic feedback path bn is also assumed
to be of length L.
The optimal parameter woptn for real valued wn with
length M in the initialization model can be found by solving
the least-squares problem with Eqs. 1–6 and 10:
wopt = diagFHb˜0F˜H+FHb , 11
b˜0 = b0
T
,01M−1T, 12
b0 = b00, . . . ,b0L − MT, 13
F˜ = f˜0,f˜1, . . . ,f˜L−1 , 14
f˜k = 1,ejk, . . . ,ejkM−1T, 15
where k=2k /L, k=0,1 , . . . ,L−1, diag ·  forms a diago-
nal matrix with diagonal elements specified in  · ,  · + is a
pseudoinverse defined as  · +=  · H · −1 · H, and 01M−1
represents a zero vector of size 1 M −1. The matrix F˜ is a
partial discrete Fourier transform matrix which results from
the fact that wn is only of the length M.
B. Reflection model for dynamic feedback paths
1. Model formulation
The initialization model bˆ n ,wn formulated in Eq. 6
can also be regarded as a weighted sum of the nominal im-
pulse response b0n and its delayed replicas with integer
delays.
In typical dynamic situations where there is room rever-
beration or a handset placed close to the hearing aid, the
feedback path is a composition of reflection and refraction,
where reflection usually dominates. In addition to attenuation
or amplification in the amplitude, a certain delay is associ-
ated with each reflected component. These physical delays,
when transformed into the digital domain, are possibly frac-
tional in terms of samples. Therefore, the model in Eq. 6 is
generalized to a new model as follows:
bˆ n, = 
l=0
M−1
wlb0n − dl , 16
 = 	wl,dl
 , 17
where dl is the delay of the lth replica, dldl−10, and l
=1, . . . ,M −1. Although the delays dl in the model equations
16 and 17 are allowed to be fractional, the actual sub-
sample implementation needs time-domain interpolation or
frequency-domain multiplication. The latter is more efficient
and is given in Sec. II B 2.
In this model, the impulse response of the nominal feed-
back path, measured during initialization without significant
disturbances such as reflections, is regarded as an approxi-
mation of the direct path. The dynamic feedback path is
modeled as a sum of reflection components with delay dl and
gain wl. This model is thus named “reflection model.”
When dl= l, the reflection model reduces to the initialization
model. Therefore, the reflection model is more general and
expected to capture the dynamic feedback path better than
the initialization model since it represents more accurately
what happens in the physical world.
2. Delay estimation
The optimal delays dl,opt and weights woptl for the re-
flection model can be found by solving the optimization
problem given by Eqs. 1–5, 16, and 17, which is a
nonlinear optimization problem.
However, efficient time delay TDE and amplitude es-
timation techniques have been investigated intensively in
many fields such as radar, sonar, radio navigation,
geophysical/seismic exploration, wireless communication,
and medical imaging. The most well-known approach is
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based on the matched filter,18 whose resolution capability is
unfortunately limited to the reciprocal of the signal band-
width. For dynamic feedback path modeling, the difference
between delays can be very small due to the handset prox-
imity effect. Therefore, TDE techniques with high resolution
should be used. Among these techniques, algorithms such as
multiple signal classification, linear prediction, and maxi-
mum likelihood are not very well suited here since they are
best for complex-valued signals with special spectral
shapes.19 A weighted Fourier transformation and relaxation
WRELAX based method20 is found to be very robust to
address the problem. First, the cost function is defined as
follows:
C1	wl,dl
l=0
M−1 = B − 
l=0
M−1
wlSadl
2
2
, 18
where
B = FHb , 19
S = diagFHb˜0 , 20
adl = 1,e−j2/Ldl, . . . ,e−j2/LdlL−1T. 21
Equation 18 is simply a formulation of the inner part of Eq.
1 with Eqs. 16 and 17 inserted. Minimizing the cost
function C1	wl ,dl
l=0
M−1 with respect to wl and dl is the
problem of interest. To address this optimization problem,
denote
Bl = B − 
i=0,il
M−1
wˆiSadˆ i , 22
C2wl,dl = Bl − wlSadl22. 23
The cost function C2wl ,dl assumes that the other re-
flection components have been estimated as wˆi and dˆ i,
where i=0,1 , . . . ,M −1, i l, except the lth component, and
minimizing this cost function yields the estimates wˆl of
wl and dˆ l of dl as20
dˆ l = arg max
dl
aHdlSBl2, 24
wˆl = aHdlSBl
S22

dl=d
ˆ
l
, 25
where the asterisk denotes the complex conjugate. If wll=0M−1
are assumed to be real numbers, minimizing C2wl ,dl with
respect to wl and dl yields20
dˆ l = arg max
dl
	RaHdlSBl
2, 26
wˆl = RaHdlSBl
S22

dl=d
ˆ
l
, 27
where R ·  denotes the real part of  · .
To estimate dˆ l using Eq. 26, an initial estimate of dl is
first obtained by locating the maximum peak in the magni-
tude of the K-point KL fast Fourier transform FFT of
SBl with padded zeros. This process can also be regarded as
a matched filtering in the frequency domain. Then a search
for the dˆ l that maximizes R	aHdlSBl
2 is made in a
small range around the initial estimate based on golden sec-
tion search and parabolic interpolation.21,22
The WRELAX estimates the delays dl and amplitudes wl
in the frequency domain to avoid fractional delay interpola-
tion. The general idea is to cross-correlate bn and b0n in
the frequency domain to find the coarse delays and gains of
the replicas by identifying the peaks of the cross-correlation.
Later an iterative search is performed by keeping one replica
of b0n at a time removing the other identified replicas
from bn, repeating the cross-correlation and locating the
peak to find a better delay and gain estimation for that rep-
lica. This process is iterated until the relative change in the
cost function in Eq. 18 is below the threshold . The de-
tailed steps are given below.
Step 1: For M =1 obtain 	wˆl ,dˆ l
l=0 from B by using Eqs.
26 and 27.
Step 2: For M =2 compute B1 with Eq. 22 by using
	wˆl ,dˆ l
l=0 obtained in Step 1. Obtain 	wˆl ,dˆ l
l=1 from B1
by using Eqs. 26 and 27. Next recompute B0 by using
	wˆl ,dˆ l
l=1 and redetermine 	wˆl ,dˆ l
l=0 from B0. Iterate
these two substeps until the relative change in
C1	wl ,dl
l=0
M−1 between two consecutive iterations is be-
low the threshold .
Step 3: For M =3 compute B2 with Eq. 22 by using
	wˆl ,dˆ l
l=0
1 obtained in Step 2. Obtain 	wˆl ,dˆ l
l=2 from B2.
Next recompute B0 by using 	wˆl ,dˆ l
l=1
2 and redetermine
	wˆl ,dˆ l
l=0 from B0. Then compute B1 by using
	wˆl ,dˆ l
l=0,2 and redetermine 	wˆl ,dˆ l
l=1. Iterate these three
substeps until the relative change in C1	wl ,dl
l=0
M−1 be-
tween two consecutive iterations is below the threshold .
Remaining Steps: Continue similarly until M is equal to the
desired number of paths.
In contrast to some estimation algorithms, such as the
expectation-maximization algorithm,23 the WRELAX is not
sensitive to the initial parameters since it uses a matched
filter to find these initial values. It is bound to converge to at
least a local minimum point, which is at least a better solu-
tion than what the traditional matched filter can yield. The
convergence speed of WRELAX depends on the time delay
spacing of the different reflected paths.20
C. Models for dual-microphone hearing aids
For hearing aids with dual microphones, the feedback
problem involves a dynamic feedback path for the front mi-
crophone, denoted as bfn, and a path for the rear micro-
phone, denoted as brn. One way of dealing with the two
paths is to model them individually by using one of the three
models described above. An alternative approach involves
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exploiting the relation between the two similar feedback
paths by fitting one dynamic feedback path with the other
dynamic path. There are two ways of fitting.
The first approach for the fitting, which is similar to the
initialization model cf. Eq. 6, is
bˆrn = 
l=0
M−1
wlbfn − l . 28
The second approach for the fitting, which is similar to
the reflection model cf. Eq. 16, is
bˆrn = 
l=0
M−1
wlbfn − dl . 29
The estimate of woptn and/or delays dl,opt can be found
in similar ways described in Secs. II A 2 and II B.
III. MEASUREMENT OF DYNAMIC FEEDBACK PATHS
The nominal and dynamic feedback paths have been
measured using a commercial open-fitting BTE device with
two microphones from GN ReSound A/S. The hearing aid
was mounted on the head of Kemar Manikin type 45BA
made by G.R.A.S. Sound & Vibration A/S.24
The impulse responses of the feedback paths were mea-
sured by sending out a maximum-length sequence MLS
with a period of 255 samples through the receiver, repeating
it 1000 periods, and averaging the responses to get a high
signal-to-noise ratio SNR for the feedback path response
relative to random ambient noise. The sampling frequency
was 15625 Hz. Figure 2 illustrates the measurement diagram
where a HI-PRO universal programming interface for hear-
ing instruments made by GN Otometrics A/S Ref. 25 is
used to feed the collected data into a computer to calculate
the impulse responses. The detailed procedure of the impulse
response measurement can also be found in Ref. 10.
The MLS is emitted at around 85 dB sound pressure
level SPL and transmitted to the microphone through the
feedback. The feedback path shapes the signal based on its
frequency response. The internal noise in the microphone is
less than 28 dB SPL and the ambient noise is less than 30 dB
SPL. The average over 1000 cycles of MLS increases the
overall SNR by 30 dB. This setup has been found to be very
reliable. The preliminary test shows that when the measure-
ments are repeated for ten times for a single feedback path,
the variance in the measured impulse responses is around 36
dB below the average response, which is sufficient for feed-
back path modeling.
The nominal feedback paths for both the front and rear
microphones are measured. The measured nominal feedback
path for the front microphone is denoted as bf ,0n and for
the rear microphone br,0n.
Since it was found that the movement of jaw, mouth,
etc., had little effect on the feedback path variations,5,2 and
the adaptive feedback cancellation in hearing aids today usu-
ally handles these situations very well in practice, the mea-
surement of dynamic feedback paths focused on the proxim-
ity effect.
Seven dynamic feedback paths were measured for both
the front and rear microphones. A rigid metal surface of di-
mension 196132.6 mm2 was used and faced to the hear-
ing aid mounted on the Kemar head. The surface was moved
along the lateral side gradually toward the hearing aid from
position 1 to position 3 and later from position 3 to position
5, as shown in Fig. 3. The perpendicular distance between
the rigid surface and the hearing aid was kept at around 3 cm
during the movement. The impulse responses of the dynamic
feedback path at these five positions measured from the front
Hearing AidMicrophone Receiver
Feedback path
Hi-pro
PC
Noise
Feedback
signal
MLS
FIG. 2. The block diagram of the measurement system for measuring the
feedback paths. The feedback path is illustrated which includes the external
acoustics, for example, a Kemar head. The receiver sends out a MLS and the
feedback signal is picked up by the microphone with ambient noise together.
The data are fed into the computer through HI-PRO.
FIG. 3. The measurement setup for dynamic feedback paths with rigid sur-
face. The hearing aid is mounted on the Kemar head. Positions 1 and 2 are
symmetrical to positions 4 and 5 with regard to position 3, which is right at
the side of the hearing aid.
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microphone are denoted as bf ,1n−bf ,5n and from the rear
microphone br,1n−br,5n. Apart from the rigid surface,
two additional dynamic feedback paths were measured with
an outstretched palm facing the hearing aid on its lateral side
at a distance of around 3 cm bf ,6n ,br,6n and with a palm
wrapping around the hearing aid bf ,7n ,br,7n, as illus-
trated in Fig. 4.
Therefore, altogether eight impulse responses were mea-
sured for both front and rear microphones including the static
feedback path nominal feedback and seven dynamic feed-
back paths. All the impulse responses are of the length 255
samples. The rigid surface measurements are artificial tests
for reflections whereas the palm measurements mimic the
most adverse situations for feedback cancellation in real life.
The frequency responses of these feedback paths are
shown in Fig. 5, where only the responses from the front
microphone are illustrated since the responses from the rear
are similar.
IV. PROPERTIES OF DYNAMIC FEEDBACK PATHS
In this section, the general characteristics of the mea-
sured dynamic feedback paths are investigated first. Later,
the reflection model proposed in Sec. II B is used to model
these paths and reveal other aspects of the characteristics of
dynamic feedback paths.
A. Variability of dynamic feedback paths
The sample mean and sample estimate of the standard
deviation of the measured dynamic feedback paths have been
calculated as a function of frequency. The mean and standard
deviation do not reveal all the properties of the dynamic
feedback paths but give an indication of the dynamic range
of the data. If it can be assumed that the variation in spec-
trum magnitude for each frequency is normally distributed,
then the 95% confidence interval of the expected value for
seven measurements is B f −0.925S f ,B f +0.925S f and Br
−0.925Sr ,Br+0.925Sr for the front- and rear-microphone
dynamic paths, respectively, where B f and Br are sample
means, and S f and Sr are sample estimates of the standard
deviation.
They are calculated as follows:
B f =
1
7l=1
7
FHb f ,l , 30
S f = 17 − 1l=1
7
FHb f ,l − B f2, 31
where
b f ,l = bf ,l0, . . . ,bf ,lL − 1T. 32
Note that B f and S f are both vectors. The symbol  ·  in Eq.
30 and  · 2 in Eq. 31 denote the elementwise absolute
operation and elementwise square of the vector in  · , re-
spectively. The Br and Sr can be calculated similarly.
FIG. 4. The measurement setup for dynamic feedback paths with palm. The left figure represents an outstretched palm facing the hearing aid, and the right
figure depicts the cupped hand around the hearing aid.
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FIG. 5. Impulse responses and frequency responses of measured eight feed-
back paths one nominal and seven dynamic feedback paths.
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The variability results are shown in Fig. 6a. The
shaded region represents the uncertainty in the expected
magnitude of frequency responses of the dynamic feedback
paths. It should be noted that the variability illustrated here is
obtained with one single head and does not include the in-
tersubject variability. The general trend is that at low fre-
quencies, the uncertainty is small, but above 1 kHz, the un-
certainty increases and goes up to 10 dB at some frequencies.
The magnitude curve of the frequency response of the nomi-
nal feedback path lies below this shaded region at frequen-
cies lower than 1750 Hz, which means that the rigid surface
or hand in the measurements generally boosted the feedback
responses at low frequencies. Above 1750 Hz, most of the
nominal curve lies within the shaded region, and above 5
kHz, nearly all of the curve lies inside the region. This indi-
cates that the change in feedback path at high frequencies is
not a general boost but resulted from complicated effects
such as peaks and valleys. This trend agrees with the results
from other studies,5,2,6 despite the minor differences in the
measured feedback paths due to different devices, test envi-
ronments, etc.
The difference in dB between the sample mean of the
magnitude of dynamic feedback paths B f and the magnitude
of the nominal feedback path is illustrated in Fig. 6b, which
essentially removes the effects of microphone, receiver, etc.
A dominant peak was found at 5035 Hz. This can be inter-
preted as a strong reflection from an object placed at a dis-
tance of 1 /5035343 /2 m0.034 m, where 343 m/s is
the speed of sound at 20 °C and the factor of 2 is used to
calculate a single-way transmission length. This is approxi-
mately the distance between the hand/rigid surface and the
hearing aid in the measurement.
B. Reflections in dynamic feedback paths
The reflection phenomenon in dynamic feedback paths
with a telephone handset near the hearing aid has been
pointed out in several previous papers.3,5,6 It features peaks
or other complicated effects in the high frequency range of
the measured feedback responses. The dominant peak in the
Fig. 6b also indicates the occurrence of a reflection.
However, physically, there could be many other reflec-
tions besides the dominant one, especially when the object is
placed very close to the hearing aid. The reflection model
proposed in this paper can be used to estimate these reflec-
tions.
In WRELAX of the reflection model, one zero is padded
to all of the impulse responses of the measured feedback
paths so that the truncated length L becomes 256. The num-
ber of points in the FFT for initial delay estimation, K, is set
to 4096 to get a good initial guess, the search region around
the initial estimate dˆ l,ini in samples is set to be dˆ l,ini
−
1
32 ,dˆ l,ini+
1
32
, and the threshold for the stopping criterion 
is set as 10−4.
The reflection model estimates the wl and dl, where l
=0,1 , . . . ,M −1, for all the measured data. In Figs.
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FIG. 6. Variability of dynamic feedback paths: a shows the nominal frequency response and a shaded region representing the 95% confidence interval of the
expected frequency response of dynamic feedback paths; b illustrates the mean difference between the responses of dynamic feedback paths and the nominal
feedback path.
J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010 Ma et al.: Dynamic feedback path modeling 1465
7a–7d, the results for the rigid surface at positions 1 and
3, and palm outstretched and wrapped around the hearing
aid, are illustrated. The MSE of the estimated feedback path,
i.e., C1	wl ,dl
l=0
M−1 defined in Eq. 18, is given in Fig. 7e
as a function of the model order. As can be seen from the
figure, in all the four cases, the highest peak is located near 0
sample delay, which implies that the assumption that the
nominal feedback path is approximately the direct path is
valid. The reason why the amplitude is not exactly unity and
the delay is not exactly 0 is that the nominal feedback path
itself consists of a number of small reflections due to the
presence of pinna and head.
As the delay increases, the estimated amplitude gener-
ally decays, which complies with the physical law that
longer transmission path results in larger attenuation trans-
mission loss.26 Almost all of the significant peaks in the four
cases happen before a delay of ten samples, corresponding to
a single-way transmission length of 0.106 m, which is a rea-
sonable range for late reflection paths, e.g., a path consisting
of multiple reflections between reflecting objects, the ear,
and the hearing aid before it reaches the microphone.
There are fewer significant reflections with amplitude
larger than 0.4 in the cases of the rigid surface at position 1
and outstretched palm than in the cases of the rigid surface at
position 3 and wrapping hand. This agrees with the fact that
the reflections in the latter two cases are more complicated.
The case with the wrapping hand has the most irregular
reflection pattern, in which large reflections are distributed
widely in the delay range from zero to ten samples. The
reflections for this situation after a delay of ten samples are
generally as small as in the other cases. This shows that the
wrapping hand introduces large reflections with short delays.
In the experiments with the rigid surface and out-
stretched palm, the distance was kept at around 3 cm, corre-
sponding to a delay of 2.73 samples and a peak at 5717 Hz in
the magnitude response. The peak has been verified in Sec.
IV A, whereas for all the cases in Figs. 7a–7d, the peak
does not seem to be very dominant, although there is a re-
flection component located at around 2.73 samples. A pos-
sible reason is that the dominant reflections were influenced
by the presence of the pinna and the head, depending on how
the reflecting object was positioned. However, this influence
is different for different measurements. Therefore, it is aver-
aged out and the dominant peak shows up at a correct loca-
tion in the average magnitude response see Fig. 6b at 5035
Hz.
For the dual-microphone situation, the estimation results
are shown in Fig. 8. For each case, the response of the feed-
back path at the rear microphone is fitted by that at the front
microphone using the proposed reflection model. As seen
from Fig. 8e, the MSE converges at a relatively higher
level compared with Fig. 7e, especially for the case where
the rigid surface is placed at position 1. Therefore, the usage
of a reflection model to relate the two feedback paths of a
dual-microphone BTE hearing aid is not very effective.
V. PERFORMANCE OF THE PROPOSED MODEL
In this section, the proposed reflection model is com-
pared with the two existing model in terms of MSE and
MSG. The performance of the reflection model for dual-
microphone situation is also investigated.
A. Performance metric of feedback path models
To evaluate the performance of a feedback model, two
metrics are usually used: MSE and MSG. The MSE de-
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FIG. 7. a–d illustrate the reflection estimates in terms of delay in samples
dˆ l and amplitude wˆl based on the measured data for rigid surface at posi-
tions 1 and 3, outstretched palm, and wrapping palm; e shows how the
MSE, i.e., C1	wl ,dl
l=0M−1 decreases as the number of reflection compo-
nents M increases.
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FIG. 8. a–d illustrate the reflection estimates for the dual-microphone
BTE hearing aid assuming that the rear response is a sum of reflected rep-
licas of the front response in terms of delay in samples dˆ l and amplitude wˆl
based on the measured data for rigid surface at positions 1 and 3, out-
stretched palm, and wrapping palm; e shows how the MSE, i.e.,
C1	wl ,dl
L=0M−1 decreases as the number of reflection components M in-
creases.
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scribes the average distance between the modeled and the
real feedback paths. The MSG indicates the maximum gain
without instability assuming a flat frequency response in the
hearing-aid processing and the worst case for the phase. The
MSG is determined by the frequency at which the mismatch
between the feedback model and the actual feedback path is
the largest.10 Assume that all the models are optimized, the
resultant MSE and MSG are defined as MSEc and MSGc,
respectively,
MSEc = 20 log10 FHbˆ opt − b22FHb22  , 33
MSGc = 20 log10mink 1fkHbˆ opt − b . 34
With a specific model and parameters , the MSEc and
MSGc are the lowest achievable MSE and the highest
achievable MSG, respectively. MSEc and MSGc are, in fact,
limited by the amount of undermodeled feedback path, the
residual feedback path that cannot be modeled due to the
limited number of degrees of freedom in the parameter 
and/or the lack of flexibility in the model form. A more de-
scriptive model with larger degrees of freedom in the param-
eters  will yield less undermodeling, lower MSEc and larger
MSGc.
B. Results
For each measured dynamic feedback path, the param-
eters in the models were first optimized to calculate the
MSEc and MSGc. The filter length M was varied from 1 to
50. To achieve the best performance, the delay D was not
fixed in the direct model.
It is found that for all the seven dynamic paths and all
the values M, the reflection model outperforms the initializa-
tion model and the direct model in terms of MSEc and
MSGc. The direct model performs worst in all the cases. To
demonstrate the performance of each model in dynamic situ-
ations, MSEc and MSGc are averaged over the seven dy-
namic paths. The results are illustrated in Figs. 9 and 10. The
results for the dual-microphone models are also included.
As seen in the figures, the general trend of MSEc and
MSGc is similar, the larger M the smaller MSEc and the
larger MSGc. The slight difference in the pattern between
MSEc and MSGc is because the optimization of parameters
in the models is based on MSE instead of MSG directly.
The reflection model is superior to the other two models,
especially when M is between 6 and 21. In practice, M is
usually chosen between 10 and 20 to assure a fast conver-
gence. In this region, the reflection model yields 5–6 dB
higher MSEc, 5–7 dB higher MSGc than the initialization
model, and 8–10 dB higher MSEc, and 9–11 dB higher
MSGc than the direct model. To achieve a 25 dB MSGc, the
direct model needs 31 orders and the initialization model
needs 16 orders, whereas the reflection model only needs
seven reflection replicas of the nominal impulse response.
Moreover, including 11 reflection replicas in the reflection
model yields around the same MSGc as the initialization
model with 50-order FIR filter. This shows that 11 reflections
are enough to model the dominant characteristics of the dy-
namic feedback paths resulted from a hand or rigid surface
placed close to the hearing aid.
It should be noted that the reflection model does not
yield significant improvement when used in the dual-
microphone case. This is because in a complex acoustic en-
vironment, the relation between the two feedback paths is
very complicated and even more difficult to model than the
feedback paths themselves.
VI. CONCLUSIONS AND FUTURE WORK
This paper describes a novel reflection model for the
dynamic feedback path in digital hearing aids. The reflection
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properties in addition to the variability of feedback path,
when the objects such as a palm or handset are placed close
to the hearing aid, have been investigated.
The results based on the measurement of a commercial
hearing aid show that the proposed model has a better ability
of capturing the dynamic feedback path in these difficult
real-life situations and is superior to the existing two models
in terms of MSE and MSG. To achieve the same level of
MSE or MSG, the number of components required in the
proposed model is fewer than the orders of the FIR filter
required in the two traditional models.
The results also show the minimum order of the adaptive
filter in the two existing models to achieve a certain MSG in
the dynamic situations, which could serve as a useful indica-
tion in practice for choosing the order of the adaptive filter in
feedback cancellation. For the reflection model, 11 reflection
replicas are enough to model the dominant characteristics of
the proximity effect in dynamic feedback paths.
This paper also investigates the possibility of relating
the two feedback paths of a dual-microphone hearing aid for
modeling the dynamic feedback paths. It is shown that in a
complicated acoustic environment, the relation between the
two feedback paths can be very intricate and difficult to ex-
ploit to yield better modeling of the dynamic feedback paths.
The future work is to develop an on-line adaptation
scheme for this reflection model so that it can improve the
performance of feedback cancellation in adverse dynamic
situations. The first step to this adaptation scheme is to find a
more efficient way of estimating the fractional delays. The
frequency-domain approach will be preferred since the
implementation of a fractional delay in the time domain re-
quires interpolation. The next step is to find a proper
frequency-domain adaptive filtering approach to estimate the
dynamic feedback paths based on the estimated delays.
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LPC vocoder in digital hearing aids
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Abstract—Feedback oscillation is one of the major issues with hear-
ing aids. An effective way of feedback suppression is adaptive feed-
back cancellation, which uses an adaptive filter to estimate the feed-
back path. However, when the external input signal is correlated with
the receiver input signal, the estimate of the feedback path is biased.
This so-called “bias problem” results in a large modeling error and a
cancellation of the desired signal. This paper proposes a band-limited
linear predictive coding based approach to reduce the bias. The idea
is to replace the hearing-aid output with a synthesized signal, which
sounds perceptually the same as or similar to the original signal but
is statistically uncorrelated with the external input signal at high fre-
quencies where feedback oscillation usually occurs. Simulation results
show that the proposed algorithm can effectively reduce the bias and
the misalignment between the real and the estimated feedback path.
When combined with filtered-X adaptation in the feedback canceller,
this approach reduces the misalignment even further.
I. INTRODUCTION
Feedback in a hearing aid refers to a process in which some
of the receiver output is picked up by the microphone. The
acoustic feedback path is the most significant contributor to the
feedback signal although electrical and mechanical paths also
exist [1]. A typical acoustic feedback path of the hearing aid
represents a wave propagation path from the receiver to the mi-
crophone, which includes the effects of the hearing-aid receiver,
microphone, the acoustics of the vent or leak, etc. The hearing-
aid processing amplifies the input signal to compensate for the
hearing loss of the users. When this amplification is larger than
the attenuation of the feedback path, instability occurs and usu-
ally results in feedback whistling, which limits the maximum
gain that can be achieved [2] and compromises the comfort of
wearing hearing aids.
A widely adopted approach to acoustic feedback suppression
is adaptive feedback cancellation (AFC), in which the acoustic
feedback signal is estimated by an adaptive filter and then sub-
tracted from the input signal to remove feedback [3]. A perfect
match between the modeled and the real feedback path will can-
cel the feedback signal completely, and prevent instability for
any amount of amplification. However, in practice, there is al-
ways a modeling error for many reasons, such as too slow adap-
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tation speed, insufficient filter length, etc. A significant portion
of the modeling error is the result of a so-called “bias problem”,
which refers to a biased estimate of the feedback path when the
desired input signal and the the receiver input signal are corre-
lated [4]. During the past two decades, various approaches have
been proposed to decorrelate the input and output of a hearing
aid to reduce the bias in the estimate of the feedback path.
One well-known decorrelation approach introduces a de-
lay in the hearing-aid processing (or the feedback cancellation
path) to decorrelate the input of the receiver and the incoming
signal. It has been shown in [4] that for a colored noise in-
put, the insertion of delay in the hearing-aid processing signif-
icantly improves the accuracy of feedback modeling, while the
insertion of a delay in the feedback cancellation path provides
smaller benefit. However, the delay introduced in the hearing
aids should be kept small to avoid disturbing artifacts such as
comb filtering [5]. Moreover, for tonal signals, a delay will not
help much to reduce the correlation.
Another kind of decorrelation approach uses nonlinearities
in the hearing-aid processing. Methods based on this approach
include frequency shifting [6], phase or delay modulation [7],
time-varying all-pass filter [8], etc. Some of these methods can
only yield limited improvement. For example, the delay and
phase modulation improve the gain before instability by 2 dB
and 4 dB, respectively [7]. Since all the nonlinear methods de-
grade sound quality to some extent, a trade-off between the per-
formance of feedback cancellation and sound quality is usually
involved.
Alternatively, a probe signal, usually a noise signal, is added
to the receiver input [9]. To maintain sound quality, the probe
signal should be inaudible and its level therefore has to be much
lower than that of the original receiver input signal. The bias
reduction achieved with such a weak probe signal is very small.
A recently proposed decorrelation method exploits closed-
loop identification techniques and uses linear prediction in the
feedback cancellation path [10–12]. In [12] it has been proven
that by minimizing the prediction error of the microphone sig-
nal, the estimate of the feedback path is not biased (identifiable)
when the desired input signal is an Autoregressive (AR) random
process and when certain conditions are met. A prediction er-
ror method based adaptive feedback cancellation (PEM-AFC)
is also proposed in [12] to identify the models for the desired
signal and the feedback path simultaneously. However, in prac-
tice, many desired input signals, such as voiced speech and mu-
sic, are not AR processes. Moreover, the conditions for identi-
fication may often be violated, for example, when insufficient
filter length is used for modeling the desired input signal. In
2these cases, bias remains in the estimate of the feedback path.
This paper proposes a new linear predictive coding based ap-
proach for reducing the bias. The idea is to generate a synthesis
signal for the receiver input, which sounds perceptually similar
to or possibly even the same as the original signal but is statis-
tically uncorrelated with the desired input signal. It is shown
that this approach reduces the bias significantly and improves
the performance of the feedback cancellation system.
The paper is organized as follows: Section II describes the
basic theory of linear predictive coding. In Section III, the
band-limited linear predictive coding based adaptive feedback
cancellation (BLPC-AFC) is proposed. An adaptive feedback
cancellation system combining the BLPC-AFC and filtered-X
adaptation is described in Section IV. In Section V, simulation
results are presented and discussed. Concluding remarks are
given in Section VI.
II. LINEAR PREDICTIVE CODING
Parametric representation of a spectrum by means of linear
prediction (LP) is a powerful technique in speech and audio
signal processing. Linear predictive coding (LPC) was devel-
oped for the purpose of speech compression in the 1960s [13].
After that, research on LPC vocoder resulted in the 2.4 kb/s
secure-voice standard LPC10 [14]. However, the sound quality
produced by LPC vocoder at low bit rates was not good enough
for commercial telephony [13]. To provide high-quality speech
at low bit rates, in the 1970s and 1980s, residual excited LPC
(RELP), Multi-pulse LPC and code-excited LPC (CELP) were
proposed to code the residual signal in better ways. The fol-
lowing subsections will briefly describe LPC for speech appli-
cations and its basis in the speech production model.
A. Discrete-time speech production model
The LPC-based vocoder, such as RELP, Multi-pulse LPC,
CELP, etc., exploits the special properties of a classical
discrete-time model of the speech production process, which
is illustrated in Fig. 1. During unvoiced speech activity, the
excitation source is flat-spectrum noise, modeled by a random
noise generator; during periods of voiced speech activity, the
excitation uses an estimate of the local pitch period to set an
impulse train generator that drives a glottal pulse shaping filter.
The excitation is later filtered by the vocal-tract filter and the
lip radiation filter to produce the speech. This model, although
not adequate for certain classes of phonemes such as voiced
fricatives, has been successfully used in many speech analysis,
coding and recognition tasks.
In general, modeling the transfer functions of vocal tract and
lip radiation requires both zeros and poles. However, they can
be well approximated by a complete all-pole model as illus-
trated in Fig. 2, which yields identical magnitude spectra to
the true transfer function of the speech production process but
might alter the phase characteristics. Applications have justi-
fied that correct spectral magnitude is frequently sufficient for
coding, recognition and synthesis [15].
Fig. 1. A general discrete-time model for speech production [15].
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Fig. 2. An all-pole model for speech production [15]. The pitch period
P , the type of excitation, the gain g(n) and the all-pole filter H(z) of order
L are parameters to be estimated by linear prediction analysis. The excita-
tion sequence is denoted by eex(n), and s(n) is the output speech from the
production model.
In the all-pole speech model, the output speech s(n) is gener-
ated with the excitation sequence eex(n) in the following way:
s(n) = aT s(n− 1) + g(n)eex(n), (1)
a = [a1, a2, · · · , aL]T , (2)
s(n) = [s(n), s(n− 1), · · · , s(n− L+ 1)]T , (3)
where a is the coefficient vector of the all-pole filter H(z) of
orderL, and the superscript T denotes the transpose of a matrix.
Equations (1)-(3) suggest that except for the excitation term,
s(n) can be predicted using a linear combination of its past L
values with the weights ai’s. The ai, which characterize the
all-pole filter, are usually estimated by an efficient computation
technique called linear prediction analysis, which can be done
in many ways, such as by using autocorrelation methods, co-
variance methods, etc., which will be described in Section II-C.
B. LPC vocoder
A typical diagram of LPC-based vocoder is given in Fig. 3.
Speech in the transmission end s(n) is first analyzed by LP
analysis to estimate the set of coefficients of the all-pole filter,
the pitch period, the gain parameter and the voiced/unvoiced
parameter. These parameters are encoded for transmission
through the communication channel. At the receiver end, the
speech signal is synthesized in the way illustrated in Fig. 2 us-
ing the received parameters.
During the estimation of the parameters, the residual signal
sp(n), also referred to as predicted error signal, can be ob-
3Fig. 3. Block diagram of a typical LPC vocoder: (a) transmitter; (b) re-
ceiver [16]. The window is typically 10-30 ms long. The parameters en-
coded for transmission over the communication channel: the set of coeffi-
cients computed by LPC analyzer, the pitch period, the gain parameter and
the voiced/unvoiced parameter.
tained:
sp(n) = s(n)− aˆT s(n− 1), (4)
aˆ = [aˆ1, aˆ2, · · · , aˆL]T , (5)
Hˆ(z) =
1
1−∑Lk=1 aˆkz−k , (6)
where Hˆ(z) is the estimated all-pole filter of order L, the super-
script p is used to denote the prediction error of the correspond-
ing signal, and the denominator of Hˆ(z), which represents a
Finite-Impulse-Impulse (FIR) filter, is also called the prediction
error filter (PEF).
C. Linear prediction analysis
Linear prediction analysis is a way of estimating the AR
model for a given signal. It is usually used in the LPC ana-
lyzer (see Fig. 3) to estimate the parameters, such as aˆ. The
LP analysis finds the set of coefficients of the all-pole filter by
minimizing the mean-squared prediction error1:
aˆ = argmin
a
E
{
|sp(n)|2
}
, (7)
where E{·} is the expectation operator, sp(n) is the prediction
error/residual signal defined in (4).
Since the speech characteristics vary with time, the all-pole
filter coefficients should be estimated by a short-term analy-
sis, which minimizes the mean square of the prediction error
over a segment of speech signal. The approaches for short-term
LP analysis generally fall into two categories: the autocorre-
lation method and the covariance method. The autocorrelation
method assumes that the samples outside the time segment are
all zero. This assumption may result in a large prediction error
at the beginning and end of the segment. To taper the segment
and deemphasize that prediction error, a window (e.g., a Ham-
ming window) is usually used. The covariance method, on the
1It should be noted that the minimization of the mean-squared prediction
error sp(n) yields an all-pole system Hˆ(z) modeling the minimum-phase part
of the true transfer function in Fig. 1 perfectly only during unvoiced signal
segment. For voiced speech, although the model is not exact, the coefficients
obtained still comprise a very useful and accurate representation of the speech
signal [17].
contrary, makes no assumptions about the values outside the
segment and uses the true values.
For the autocorrelation method, the stability of the estimated
all-pole filter can be guaranteed, whereas for the covariance
method, it cannot be ensured. Therefore, the autocorrelation
method is used in this paper. A well-known autocorrelation
method is the Levinson-Durbin recursion algorithm [18] [19].
Another special type of methods for linear prediction is the
lattice method. A typical lattice method is the Burg Lattice al-
gorithm [20], which also yields stable all-pole filters.
III. BAND-LIMITED LPC VOCODER FOR AFC
In this section, the bias problem associated with AFC is first
explained through a steady-state analysis in Subsection III-A.
Next, a new method based on a simplified LPC vocoder is pro-
posed in Subsection III-B to reduce the bias. The developed
LPC vocoder is band-limited to focus on bias reduction in the
critical frequency region of the feedback path and to minimize
the impact on sound quality. In the end, the steady-state analy-
sis of the proposed BLPC-AFC is given in Subsection III-C.
A. Bias problem with AFC
A typical block diagram of AFC is illustrated in Fig. 4. The
feedback path model Fˆ (z) usually consists of an adaptive FIR
filter with the vector of coefficients fˆ , i.e.,
Fˆ (z) =
LFˆ−1∑
k=0
fˆkz
−k, (8)
fˆ =
[
fˆ0, fˆ1, · · · , fˆLFˆ−1
]T
, (9)
where LFˆ is the length of the adaptive FIR filter Fˆ (z).
As pointed out in [4], the adaptation of this FIR filter to min-
imize the mean square of error e(n) usually leads to a biased
estimate when the desired input signal x(n) is correlated with
the receiver input signal u(n). This can been shown from the
steady-state analysis of the system, during which it is assumed
that the feedback path is not varying and the input signal x(n)
is a wide-sense stationary process. Suppose that the feedback
path F (z) is also an FIR filter with coefficients vector f and
is of the same order as the feedback path model Fˆ (z). The
Wiener solution to the minimization of the mean-square error
of the error signal e(n) is:
fˆ = R−1uuruy (10)
= f +R−1uurux, (11)
Ruu = E
{
u(n)uT (n)
}
, (12)
ruy = E {u(n)y(n)} , (13)
u(n) =
[
u(n), u(n− 1), · · · , u(n− LFˆ + 1)
]T
, (14)
where rux and ruf are defined similarly as in (13). The term
R−1uurux in (11) represents the bias of the estimate, which is
related to the correlation between the desired input signal x(n)
and the processed hearing-aid signal u(n). The magnitude of
the bias depends strongly on the decaying speed of the auto-
correlation function of x(n), the forward-path delay and non-
linearity in the hearing-aid process G(z). The bias problem is
4particularly serious when the desired input signal x(n) is tonal
because the correlation function does not drop off.
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Fig. 4. General diagram of the adaptive feedback cancellation system. The
input to the hearing-aid processing is y(n), which is the sum of the desired
input signal x(n) and the feedback signal f(n). The hearing-aid process is
denoted as G(z), and the processed hearing-aid signal is u(n). The transfer
function of the feedback path is F (z), and v(n) is the estimate of f(n)
generated by the modeled feedback path Fˆ (z).
B. Band-limited LPC vocoder for AFC
To reduce the bias, several approaches have been proposed
as mentioned in Section I. Here, a new method to decorrelate
x(n) and u(n) using a band-limited LPC is proposed.
The main idea is to create a synthetic replica of the processed
hearing-aid signal u(n), which is statistically uncorrelated with
x(n) but still sounds perceptually close or identical to u(n). To
achieve this, a simplified LPC vocoder is adopted, which con-
sists of three steps: First, LP analysis is performed on u(n) to
estimate the all-pole model for u(n); then the residual signal
is replaced with a white noise sequence of the same variance
as the residual signal of u(n); in the end, the noise sequence
drives the obtained all-pole system to synthesize a new signal
usyn(n) for the receiver to output, which maintains the magni-
tude spectrum of u(n) but is uncorrelated with x(n).
Compared with a standard LPC vocoder, such as LPC10, this
simplified vocoder has a great advantage in terms of computa-
tion load since it does not need any voiced activity detection and
pitch estimation. It also removes the long-term bias in the adap-
tation completely since usyn(n) is uncorrelated with x(n) (cf.
Equation (11)). However, as mentioned in Section II, voiced
speech is synthesized with an impulse train2. With only white
noise driven, the synthesis of voice speech will degrade sound
quality significantly.
To reduce this effect, a band-limited LPC vocoder (BLPC)
is proposed based on the characteristics of the feedback path
and the performance of AFC in practice. Previous research has
shown that the magnitude of the frequency response of the feed-
back path is usually much higher in the region above 2 kHz
than that below 2 kHz [21] (cf. Fig. 7 in Section V). For
most hearing-aid users, the prescribed forward-path gain is also
higher at high frequencies than at low frequencies. Therefore
in practice, the AFC fails to prevent whistling at high frequen-
cies in most cases. Moreover, since the feedback is usually very
weak at low frequencies, special methods can be used in AFC
to prevent whistling resulted by the bias at low frequencies. For
2Strictly speaking, a phase altered version of an impulse train.
example, high-pass filters can be used in front of the adaptation
of the feedback model to reduce the effect of the bias at low
frequencies [22]. Thus the bias problem is prominent mainly at
high frequencies, and the reduction of bias, as a means to im-
prove the performance of AFC, is mainly needed in the region
above 2 kHz.
To decorrelate x(n) and u(n) at high frequencies, the syn-
thesized signal usyn(n) is only needed in the high-frequency
region while the low-frequency part of the original signal u(n)
can be maintained without any modification. This considera-
tion results in a band-limited LPC vocoder based AFC (BLPC-
AFC) as illustrated in Fig. 5. The processed hearing-aid sig-
nal u(n) is input to the LP analysis to estimate the all-pole fil-
ter Hˆ(z) and the residual gain g(n) using one of the methods
that yield stable models described in Section II-C. The resid-
ual gain g(n) approximates the standard deviation of the pre-
diction error/residual signal so that the power of the original
signal is maintained. The way of estimating g(n) will be given
in Section V. In the LP synthesis stage, a unit-variance white
noise excitation w(n) is used to drive the estimated all-pole fil-
ter Hˆ(z) with an amplification of g(n) to produce the synthe-
size signal usyn(n), which is high-pass filtered afterwards to
obtain the high-frequency component usyn hp(n). In the end,
usyn hp(n) is added to ulp(n), the low-pass filtered u(n), to
obtain a new signal q(n) for the receiver to output, i.e.,
q(n) = ulp(n) + usyn hp(n). (15)
Microphone
y(n)
x(n)
u(n)
f(n)
Receiver
e(n)
v(n)
White noise
generator
q(n)u
lp
(n)
u
syn_hp
(n)
LP synthesis
LP analysis
w(n)
)(),(ˆ ngzH
Hearing Aid
)(zG
u
syn
(n)
Feedback
)(zF
LPF
)(zLP
HPF
)(zHP
Feedback
Model
)(ˆ zF
Fig. 5. Diagram of adaptive feedback cancellation with band-limited LPC
vocoder. LPF is the low-pass filter with the transfer function LP(z), and HPF
is the high-pass filter with the transfer function HP(z).
By keeping the low-frequency signal intact, the sound qual-
ity is improved significantly at least for speech signal as most
energy of the speech signal is concentrated at low frequencies.
The BLPC vocoder proposed here actually resembles the RELP
vocoder, in which the residual signal below 1 kHz is transmit-
ted as the excitation sequence for the LP synthesis. The dif-
ferences between the RELP and the BLPC vocoder lie in two
aspects: First, RELP typically has a cut-off frequency at 1 kHz
while BLPC has a cut-off frequency at 2 kHz, which means
the sound quality of BLPC below 2 kHz is better than that
in RELP; Secondly, in RELP, the high-frequency signal is re-
stored in some nonlinear manner, typically with a rectifier [15],
whereas, BLPC restores it with white noise excitation. This im-
plies that RELP may still recover the formants above 1 kHz to
5some extent while BLPC loses the fine structure of the formants
above 2 kHz. However, by keeping the original signal intact be-
low 2 kHz, BLPC has already maintained the first formants and
most of the second formants of vowels.
C. Steady-state analysis of BLPC-AFC
The bias of BLPC-AFC can be calculated from a steady-state
analysis of the system by assuming that a Least-Square solution
is obtained (cf. Equation (11)):
Bias = R−1qqrqx, (16)
= R−1qqE {[ulp(n) + usyn hp(n)]x(n)} , (17)
= R−1qqE {ulp(n)x(n)} , (18)
q(n) =
[
q(n), q(n− 1), · · · , q(n− LFˆ + 1)
]T
, (19)
where the vectors ulp(n) and usyn hp(n) are defined similarly
as in (19). From (17) to (18), the fact is utilized that the synthe-
sized signal usyn hp(n) generated from a white noise sequence
is statistically uncorrelated with the desired input signal x(n).
Equation (18) shows that the high-frequency bias is removed.
Although the bias remains at low frequencies, it usually does
not result in any problem because the feedback cancellation
system, in most cases, handles the low-frequency bias very well
but fails to prevent whistling at high frequencies as mentioned
in Section III-B.
IV. BAND-LIMITED LPC VOCODER FOR AFC WITH
FILTERED-X ADAPTATION
The proposed BLPC-AFC can be further combined with two
adaptive decorrelation filters (ADF) in the feedback cancel-
lation path to reduce the short-time correlation in the high-
frequency region and yield more accurate estimate of the feed-
back and is therefore called “BLPC-FxAFC” algorithm.
A. The use of the filtered-X adaptation in BLPC-AFC
The BLPC vocoder helps to remove the long-term bias in
the high-frequency region as shown in Section III-C. How-
ever, short-term correlation still exists especially for tonal sig-
nals, which may lead the system adaptation in a wrong direc-
tion when the adaptation algorithm, such as Normalized-Lease-
Mean-Square (NLMS), uses data within a short observation
window. To reduce this short-term correlation, two decorrela-
tion filters can be introduced in the feedback cancellation path.
Suppose the estimated all-pole filter Hˆ(z) is obtained in the
LP analysis stage. The inverse of Hˆ(z) is an FIR filter, which is
also referred to as the prediction error filter (PEF) as mentioned
in Section II-B. Denote this PEF as Aˆ(z), then
Aˆ(z) = 1−
L∑
k=1
aˆkz
−k. (20)
The adaptation of the feedback path model is based on the re-
ceiver input signal q(n) and the error signal e(n). If both sig-
nals are filtered with a decorrelation filter Aˆ(z) before entering
the adaptation, then a structure identical to filtered-X adapta-
tion3 is achieved [23,24]. The advantage of using Aˆ(z) to filter
q(n) and e(n) is that at the receiver end, the high-frequency
component of the filtered signal of q(n) will be exactly the
high-pass filtered white noise sequence that is used to generate
the synthesized signal usyn hp(n), i.e. w(n) filtered byHP (z),
if the ADFs and the estimated Aˆ(z) are synchronized perfectly.
The temporal correlation between x(n) and q(n) at high fre-
quencies can be decreased significantly in this way, which will
be shown by an example in Section V. Since Hˆ(z) is estimated
on the broadband signal u(n), the inverse filter Aˆ(z) used in the
filtered-X will whiten the two signals x(n) and q(n) at low fre-
quencies to some extent4 and help to reduce the temporal cor-
relation. The filtered-X adaptation based BLPC-AFC, BLPC-
FxAFC, is illustrated in Fig. 6, where the PEF Aˆ(z), estimated
from LP analysis of the processed hearing-aid signal u(n), is
copied to the two ADFs to generate the prediction errors ep(n)
and qp(n) for adaptation in the feedback model. Since the two
ADFs use the same filter Aˆ(z), the phase misalignment between
these two filters is zero and therefore the requirement of phase
misalignment for stable adaptation [21] of the filtered-X algo-
rithm is always satisfied. However, due to the group delay as-
sociated with the ADFs, the filtered-X algorithm may become
unstable if the coefficients of the estimated feedback path Fˆ (z)
change too fast [12].
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Fig. 6. Diagram of the feedback cancellation system with band-limited LPC
vocoder and filtered-X adaptation. The receiver input q(n) and the prediction
error signal qp(n) are both input to the feedback model. The former is used to
generate the feedback estimation signal v(n) and the latter is used to update
the feedback model together with ep(n).
B. Steady-state analysis
In the proposed BLPC-FxAFC, the estimated feedback path
in the steady state, assuming that the Least-Square solution has
3It should be noted that Aˆ(z) is dependent on the characteristics of the in-
coming signal. Therefore the two decorrelation filters, which use the coeffi-
cients of Aˆ(z), are actually adaptive.
4The low-frequency whitening will not be as effective as that at high frequen-
cies unless the desired input signal x(n) is an AR random process.
6been obtained, is as follows,
fˆ = R−1qpqprqpyp (21)
= R−1qpqprqpfp +R
−1
qpqprqpxp , (22)
qp(n) =
[
qp(n), qp(n− 1), · · · , qp(n− LFˆ + 1)
]T
,(23)
qp(n) = q(n)− aˆTqL(n− 1), (24)
qL(n) = [q(n), q(n− 1), · · · , q(n− L+ 1)] , (25)
where Rqpqp is defined similarly as in (12), rqpyp , rqpfp and
rqpxp are defined similarly as in (13), the superscript p denotes
the prediction error of the corresponding signal and the predic-
tion errors yp(n), xp(n) and fp(n) are defined similarly as in
(24).
In (22), the first term is essentially the steady-state optimal
solution to a filtered-X Wiener filtering, which approximates
the true feedback path as long as the filter length of Fˆ (z) is
sufficiently large for the feedback path modeling. In the second
term, the source of bias rqpxp and can be further expanded:
rqpxp =E
{[
upsyn hp(n) + u
p
lp(n)
]
xp(n)
}
, (26)
=E
{
uplp(n)x
p(n)
}
, (27)
where uplp(n) and u
p
syn hp(n) are defined similarly as in (23).
From (26) to (27), the fact is utilized that the synthesized sig-
nal generated with a white noise sequence is uncorrelated with
x(n) and xp(n).
Equations (26)-(27) show that at high frequencies, the bias
can be eliminated as long as the filter length of Fˆ (z) is suffi-
cient. The feedback estimate at high frequencies is not influ-
enced by the estimation of Aˆ(z) even when Aˆ(z) has an insuf-
ficient order for modeling u(n) or when it does not model u(n)
accurately.5
It should be noted that the steady-state analysis of BLPC-
AFC in Section III-C has shown similar results, i.e., the elimi-
nation of the bias at high frequencies. Therefore the advantage
of BLPC-FxAFC is not expected in the least-square solution
using long-term steady-state data but expected in the practical
situation where the adaptation of the feedback model uses data
within a short observation window. This will be further ex-
plained in Section V-A.
C. Comparison of BLPC-AFC, BLPC-FxAFC and PEM-AFC
Both BLPC-AFC and BLPC-FxAFC can eliminate the long-
term bias in the high-frequency region as long as the filter Fˆ (z)
is long enough to model the feedback pathF (z). BLPC-FxAFC
can further reduce the short-term correlation especially at high
frequencies since the prediction error is a high-pass filtered
white noise sequence at the receiver end. This can yield a better
estimate of the feedback path.
The filtered-X algorithm used in the proposed BLPC-FxAFC
is similar to the PEM-AFC proposed in [12] to some extent be-
cause both use linear prediction coefficients to decorrelate the
error signal and the receiver input signal. The difference lies
5The under-modeling or wrong modeling does not introduce any bias but will
degrade sound quality of the synthesized signal.
in the fact that PEM-AFC minimizes the prediction error of the
input signal of the hearing-aid process e(n), whereas BLPC-
FxAFC minimizes the prediction error of the output signal of
the hearing-aid process u(n). If it is assumed that the forward-
path hearing aid process G(z) contains only a delay dG and a
constant linear amplification gG, the position of linear predic-
tion after the hearing-aid process does not result in any differ-
ence in the steady-state performance [25]. In this sense, the
proposed BLPC-FxAFC can also be roughly interpreted as the
combination of a BLPC-AFC with reduced short-term correla-
tion in the high-frequency region and a modified PEM-AFC in
the low-frequency region.
PEM-AFC removes the bias only when the desired input sig-
nal x(n) is an AR random process and when certain conditions
are met [12]. For a large set of real-life signals, such as voiced
speech and tonal music, which can hardly be modeled by an
all-pole filter, PEM-AFC still suffers from a biased solution
because the prediction error signals up(n) and ep(n) are not
white [12]. Moreover, under-modeling of the desired input sig-
nal x(n) may also introduce bias into the estimation. For these
two cases, BLPC-FxAFC can still be useful in removing the
bias in the high-frequency region where feedback usually oc-
curs.
V. SIMULATIONS AND DISCUSSION
To evaluate and compare the performance of the algorithms,
simulations are carried out for AFC, BLPC-AFC, PEM-AFC,
Filtered-X AFC (FxAFC) and BLPC-FxAFC. The FxAFC uses
the same filtered-X approach as used in BLPC-FxAFC but does
not involve the synthesis stage. It can also be regarded as a mod-
ified PEM-AFC with linear prediction placed at the receiver
end.
The five methods are simulated with a sampling frequency
of 16 kHz. The processing is block based with a block size of
24 samples, corresponding to 1.5 ms. The forward path G(z)
consists of a delay dG of 24 samples and an adjustable linear
gain gG. Most hearing impaired people have greater hearing
loss at high frequencies. Therefore the prescribed gain in the
forward path will also be higher at high frequencies. This gain
setting has become one of the biggest challenges for feedback
cancellation in practice. To simulate a realistic gain setting in
the hearing aids and also to test the performance of the algo-
rithms with high gains at frequencies where feedback oscilla-
tion usually occurs, the forward-path gain gG is set to 15 dB
at frequencies below 2 kHz and 35 dB above 2 kHz in all the
simulations.
In the simulations, the feedback path is an FIR filter with 50
orders obtained from the measurement of a commercial behind-
the-ear (BTE) hearing aid, ReSound Metrix MX70-DVI. The
frequency response of the feedback path is illustrated in Fig.
7, which has large magnitude responses from 2 kHz to 7 kHz.
The maximum stable gain without feedback canceller is around
15 dB at 3.3 kHz. The feedback model Fˆ (z) consists of an
adaptive FIR filter of 50 orders, which is initialized as the true
feedback path to show how the estimate of the feedback path
drifts away from the true feedback path due to the bias problem.
This initialization of the filter is also considered as a result of a
common fitting procedure for the feedback cancellation in the
7industry [3], in which the true feedback path is measured and
used as the starting point and/or constraint of the adaptation.
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Fig. 7. The frequency response of the feedback path of 50 orders based on
the measurement of a commercial BTE hearing aid: ReSound Metrix.
The adaptive filter is updated by a block-based NLMS algo-
rithm, which is a modified block LMS algorithm [16]. In AFC
and BLPC-AFC, the update is performed as follows,
fˆ(m+ 1) = fˆ(m) + α(m)
B−1∑
i=0
q(mB + i)e(mB + i), (28)
α(m) =
µ
δ +
∑i=B−1
i=0 |q(mB + i)|2
, (29)
where q(mB + i) is defined in (19), m is the block index, B
is the block size and equals 24 samples, µ is the step-size pa-
rameter and set to 0.002 in the simulations, and δ is set to a
small value to overcome numerical difficulties. For PEM-AFC,
FxAFC and BLPC-FxAFC, the update is similar
fˆ(m+1) = fˆ(m)+α(m)
B−1∑
i=0
qp(mB+ i)ep(mB+ i), (30)
α(m) =
µ
δ +
∑i=B−1
i=0 |qp(mB + i)|2
, (31)
where qp(mB+ i) is defined in (23), qp(mB+ i) is defined in
(24).
In PEM-AFC, FxAFC and BLPC-FxAFC, the PEF Aˆ(z) are
of the length 21, which is the same as used in [12]. The au-
tocorrelation method Levinson-Durbin algorithm, which yields
stable models, is used with an analysis window length of 10.5
ms, corresponding to 168 samples or 7 blocks. The Hˆ(z) is
updated for every new block. Therefore the linear prediction
for the current block is based on the data in the current block
and in the six previous blocks. The residual gain for blockm is
estimated in the following way:
g(m) =
√√√√ 1
B
B−1∑
i=0
|up(mB + i)|2, (32)
where up(mB + i) is defined similarly as in (24), aˆ(m) is the
estimated coefficients of the all-pole model at block m. The
residual gain g(m) makes sure that the power of the residual
signal up(n) in each block is the same as the variance of the
noise sequence used for synthesis, which is done in the way as
illustrated in Fig. 2:
usyn(mB+i) = aˆ(m)
Tusyn,L(mB+i−1)+g(m)w(mB+i),
(33)
where i = 0, 2, · · · , B − 1 and usyn,L(mB + i− 1) is defined
similarly as in (25).
The high-pass filterHP (z) is a 40-order FIR filter and has a
cut-off frequency of 2 kHz. It is designed with the classical win-
dowed linear-phase FIR digital filter design method [26] using
a hamming window. The low-pass filter LP (z) is also 40-order
and is the strict complementary filter of HP (z), i.e.,
LP (z) = z−n0 −HP (z), (34)
where n0 is the group delay of the designedHP (z) and equals
20 samples. The additional delay introduced by n0 in the for-
ward path of BLPC-AFC and BLPC-FxAFC is accordingly
added in the forward path of AFC, PEM-AFC and FxAFC so
that the performance comparison between these algorithms is
not influenced by the overall forward-path delay. The overall
forward-path delay therefore is the sum of dG and n0 for all the
algorithms. The frequency responses of the low- and high-pass
filters are shown in Fig. 8.
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Fig. 8. The frequency responses of the complimentary low- and high-pass
filters.
The performance of the algorithms is evaluated by the mis-
alignment between the true feedback path F (z) and the mod-
eled feedback path Fˆ (z). The misalignment is calculated at
frequencies above 2 kHz to quantify the modeling error in the
critical frequency region where feedback oscillation usually oc-
curs and to show the effects of BLPC vocoder. The misalign-
ment above 2 kHz is denoted as ς , which is computed in the
8frequency domain as
ς =
Nf−1∑
k=N0
∣∣∣F (ej2pi(k/Nf ))− Fˆ (ej2pi(k/Nf ))∣∣∣2
Nf−1∑
k=N0
∣∣∣F (ej2pi(k/Nf ))∣∣∣2
, (35)
N0 = ⌈2000/(fs/Nf)⌉ (36)
where ⌈·⌉ is the ceiling function to get the smallest integer not
less than the value in the brackets, Nf equals the number of
frequency points, which is 1024 in this paper, and fs is sam-
pling frequency in Hz, which equals 16000 in the simulations.
Therefore, N0 is calculated as 128.
A. Simulation results with a stationary AR signal input
To examine the performance of the algorithms, a stationary
AR random process of 8 seconds, which is generated by a 20-
order all-pole filter H1(z), also called “signal model”, is used
as the input signal in the first test case. The power spectrum
density (PSD) of the AR signal, which is shown in Fig. 9, ex-
hibits sharp peaks. Therefore the bias problem is expected to
be serious for the conventional AFC. The misalignment above
2 kHz is depicted in Fig. 10.
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Fig. 9. The power spectral density of the 20-order AR random process.
As can be seen from Fig. 10, due to the bias problem, AFC
exhibits the largest misalignment. BLPC-AFC lowers the mis-
alignment by around 7 dB on average. However, its misalign-
ment has the largest fluctuations because the short-term corre-
lation between the synthesized AR signal and the original AR
signal has a large variance.
To illustrate this short-term correlation, suppose there are two
AR signals r1(n) and r2(n) generated from the same signal
model as that of the test signal, i.e. H1(z), but with two differ-
ent white noise sequences n1(n) and n2(n) respectively. The
two signals are both of the length 1000 samples. The normal-
0 1 2 3 4 5 6 7 8
−45
−40
−35
−30
−25
−20
−15
−10
−5
Time [sec]
M
is
al
ig
nm
en
t a
t H
ig
h 
Fr
eq
ue
nc
ie
s 
[dB
]
Input: 20−order AR Random Process
 
 
AFC
BLPC−AFC
FxAFC
PEM−AFC
BLPC−FxAFC
Fig. 10. The misalignment at high frequencies when a 20-order AR random
process is used as the desired input signal.
ized cross-correlation6 of r1(n) and r2(n), auto-correlation of
r1(n) and cross-correlation of n1(n) and n2(n) are illustrated
in Fig 11(a). As shown in the figure, the decaying speed of the
auto-correlation of r1(n) is very slow and therefore the short
delay in the hearing-aid forward path is not sufficient to reduce
the correlation between r1(n) and its delayed replica. When
the delayed replica of r1(n) is replaced by another uncorre-
lated AR process r2(n), the short-term correlation gets smaller
but is still high. However, the cross-correlation between n1(n)
and n2(n) is much smaller. This explains why BLPC-FxAFC
yields much better performance than BLPC-AFC in Fig. 10.
The temporal correlation between r1(n) and r2(n) exhibits a
very large variance as shown in Fig 11(b), where the cross-
correlation between r1(n) and 50 realizations of r2(n) and
the averaged cross-correlation are illustrated. The 50 realiza-
tions of r2(n) are obtained by using 50 different white noise
sequences. The large variance of the temporal correlation be-
tween r1(n) and r2(n) results in large fluctuations in the mis-
alignment curve of BLPC-AFC. It can also be seen that the av-
erage cross-correlation is much smaller, which implies that the
long-term bias can be removed by BLPC-AFC.
Figure 10 also shows that the performance of FxAFC is very
close to that of PEM-AFC, and the performance of BLPC-
FxAFC is much better than that of FxAFC and PEM-AFC. This
is because the on-line estimation of the signal model from a
short observation window exhibits variation, which will result
in non-white prediction error and short-term bias, and therefore
limits the performance of FxAFC and PEM-AFC. For BLPC-
FxAFC, although this problem also exists, the performance is
not influenced too much because the prediction error at the re-
ceiver end is always a high-pass filtered white noise sequence
as pointed out in Section IV-A.
6The normalized cross-correlation refers to the cross-correlation between two
normalized sequences. Each sequence is normalized so its autocorrelation at
zero lag is unity.
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Fig. 11. (a) The normalized cross-correlation between two 20-order AR
random processes r1(n) and r2(n), between their corresponding white noise
sequences n1(n) and n2(n), and the auto-correlation of r1(n). (b) The
normalized cross-correlation between r1(n) and 50 realizations of r2(n) and
the averaged normalized cross-correlation.
B. Simulation results with a speech signal input
In the second test case, an 8-second sample of female speech
is used as the input signal. The speech signal and the misalign-
ment above 2 kHz is illustrated in Fig. 12.
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Fig. 12. The speech signal and the misalignments at high frequencies.
Figure 12 shows that the misalignment of BLPC-AFC is
around 2-3 dB lower than that of AFC. The performance of
FxAFC is again very close to that of PEM-AFC. Compared
with FxAFC and PEM-AFC, BLPC-FxAFC reduces the mis-
alignment by around 5 dB on average. This shows that BLPC
vocoder helps to improve the estimation accuracy of the feed-
back path. The filtered-X based algorithms yield better perfor-
mance as expected.
The difference in the performance between the best and the
worst algorithms is smaller than that in the previous test case.
This is because the speech signal is generally not very corre-
lated with itself. Although during the periods of voiced speech
the autocorrelation is significant, the voiced state usually does
not last very long, and thus the buildup of bias is not large if
the step-size parameter of the adaptation in the feedback can-
cellation is small enough and/or when a sufficient delay is in-
troduced in the hearing-aid process. Therefore the bias problem
tends to be smaller with speech input signal.
It can also be noticed that all the curves exhibit significant
fluctuations. This is due to the dynamic nature of speech. The
speech signal is only stationary for 10-20 ms and switches fre-
quently between voiced state, unvoiced state and pauses.
The misalignment of FxAFC, PEM-AFC and BLPC-FxAFC
fluctuates more than that of AFC and BLPC-AFC. This actu-
ally happens in the transient part of speech, during which the
analysis frame of linear prediction contains a segment of non-
stationary signal. Linear prediction with non-stationary data
will result in an inaccurate model. For FxAFC and PEM-AFC,
using the inverse of this inaccurate model as the ADFs does
not whiten e(n) at the microphone side and q(n) at the receiver
input, and may even color the signal and introduce short-term
bias in the adaptation. For BLPC-FxAFC, this inaccurate mod-
eling also occurs, but the misalignment is smaller than FxAFC
and PEM-AFC because at the receiver end the signal after the
decorrelation filter qp(n) is white at high frequencies.
C. Simulation results with a music signal input
In the third case, an 8-second sample of flute music is used
as the input signal. The spectrogram of the music signal is il-
lustrated in Fig. 13, which shows that the music signal is very
tonal and therefore very challenging for feedback cancellation
systems. The spectrogram is normalized so that the maximum
magnitude is 0 dB.
Fig. 13. The spectrogram of the 8-second flute music signal which is nor-
malized so that the maximum peak is 0 dB.
The misalignment above 2 kHz is shown in Fig. 14. BLPC-
AFC and AFC both yield large misalignment although BLPC-
AFC is slightly better. This is because the short-time correlation
for the tonal flute music input is very high even when the orig-
inal signal is replaced by the synthesized signal generated with
a white noise sequence (cf. Fig. 11). It takes a long time to
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average out this high temporal correlation with an NLMS adap-
tation algorithm. In fact, feedback whistling happens for AFC
and BLPC-AFC at some places of the output signal.
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Fig. 14. The misalignment at high frequencies when the flute music is used
as the desired input signal.
The performance of FxAFC and PEM-AFC is very similar.
Thanks to the two ADFs, they both give a better performance
than AFC and BLPC-AFC. But the remaining bias still exists
because the flute signal is not a perfect AR process. BLPC-
FxAFC shows a significant improvement in the performance
over the other three methods because of both the replacement
with an uncorrelated signal and the filtered-X adaptation.
D. Remarks on sound quality
The sound quality of the synthetic signals using the BLPC
with the same parameters and linear prediction algorithm
(Levinson-Durbin) in the simulation has been evaluated sub-
jectively by the authors.
For speech samples, the overall sound quality is degraded
very little although the difference between the original speech
and the synthesized speech can still be perceived. For hearing
impaired listeners, it is very likely that even this difference can
hardly be detected. During the transient part of speech, no-
ticeable effects due to the inaccurate modeling as mentioned in
Section V-B are very rare. This is mainly because of the charac-
teristics and the parameters of BLPC. Firstly, a relatively short
analysis window (∼10ms) with heavy overlapping (85.7%) is
used in the BLPC to get a good time resolution, which is one of
the easiest ways to reduce transient effect [27]. Secondly, the
BLPC synthesis only takes effect at high frequencies and there-
fore the dominant energy of speech, which is usually located at
low frequencies, may mask the error signal resulted from the
inaccurate modeling in the high-frequency region. Lastly, since
the synthesis is driven by a white noise sequence instead of an
impulse train, only noise could be heard when inaccurate mod-
eling happens instead of other unpleasant artifacts. When the
microphone noise and ambient noise are present, this noise due
to inaccurate modeling sounds even weaker or inaudible.
For tonal music samples, the degradation of sound quality
depends on the characteristics of the signals. For signals with
a few sharp peaks spaced sparsely in the high-frequency spec-
trogram, such as the flute music sample, although the sound
quality is not preserved as well as for speech, it is not degraded
very much due to a high-order all-pole filter used to model the
spectrogram. For signals with a lot of peaks at high frequencies
of the spectrogram or very complicated high-frequency spec-
trogram, the sound quality is degraded to some extent because
the modeling fails to capture the envelope of the spectrogram.
The thorough evaluation of the sound quality is not the scope
of this paper, which aims at technical description of the algo-
rithms and performance evaluation. The perceptual validity of
these preliminary findings is best addressed using a clinical trial
or/and an objective measure which will be the subject of future
studies.
VI. CONCLUSION AND FUTURE DIRECTIONS
In this paper, a new approach to the bias problem encoun-
tered in adaptive feedback cancellation in hearing aids is pre-
sented. The main idea of the method is to replace the receiver
input signal with a synthesized signal, which sounds percep-
tually similar to or even identical to the original signal but is
statistically uncorrelated with the desired input signal.
To achieve this, a BLPC vocoder is proposed, which is
based on band-limited linear predictive coding of the processed
hearing-aid signal. To obtain effective decorrelation, impulse
trains are not used for excitation as in conventional LPC-based
vocoders during voiced speech. Instead, a white noise sequence
is always used to drive the estimated signal model to generate
the synthesized signal. Based on the facts that the magnitude
of the frequency response of the feedback path is usually much
higher in the high-frequency region and that the AFC usually
breaks down at high frequencies, the signal replacement is per-
formed at high frequencies to focus on the critical frequency
region to improve the performance of AFC and also to reduce
the degradation in sound quality.
The BLPC vocoder can be used on top of a conventional AFC
to yield BLPC-AFC to reduce the long-term bias. Moreover,
the BLPC-AFC method can be further combined with filtered-
X adaptation to get BLPC-FxAFC, which can effectively re-
duce the short-term bias. The proposed BLPC-FxAFC can also
be regarded as a modified version of the previously proposed
PEM-AFC approach combined with BLPC vocoder.
The simulation results show that BLPC is effective in reduc-
ing the bias and the misalignment between the estimated and
the real feedback paths. The BLPC-FxAFCmethod has the best
performance for all the test signals.
The BLPC vocoder has a cutoff frequency at 2 kHz, which
avoids severe degradation of sound quality. According to the
subjective evaluation of the authors, the sound quality is very
well preserved for speech. For many music signals with only a
few peaks sparsely spaced at high-frequency spectrogram, the
sound quality is not degraded very much either. A clinical trial
and/or objective measure is still needed in the future to ver-
ify these findings, which will be the subject of future research.
Also, it is found that the dynamic nature of speech makes it
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hard for PEF to keep up and to effectively decorrelate the sig-
nals. Two possible approaches could be investigated to improve
the dynamic AR modeling in the future: The first approach is
to use other time-varying LPC techniques, such as the methods
proposed in [28]; the second approach is to use a detector of
speech transition to adjust the position and length of the analy-
sis window of linear prediction.
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Feedback whistling is a severe problem with hearing aids. A typical acoustical feedback path repre-
sents a wave propagation path from the receiver to the microphone and includes many complicated
eﬀects, among which some are invariant or nearly invariant for all users and in all acoustical envi-
ronments given a speciﬁc type of hearing aids. Based on this observation, a feedback path model
that consists of an invariant model and a variant model is proposed. A common-acoustical-pole and
zero model-based approach and an iterative least-square search-based approach are used to extract
the invariant model from a set of impulse responses of the feedback paths. A hybrid approach com-
bining the two methods is also proposed. The three methods are veriﬁed using the artiﬁcial datasets
and cross-validated using the measured feedback paths. The results show that the proposed hybrid
method gives the best overall performance, and the extracted invariant model is eﬀective in modeling
the feedback path.
PACS numbers: 43.20.El, 43.60.Ac, 43.60.Uv
I. INTRODUCTION
Feedback is one of the most severe problems with hear-
ing aids. It refers to a process in which a part of the re-
ceiver output is picked up by the microphone, ampliﬁed
by the hearing-aid processing and sent out by the receiver
again. When the hearing-aid ampliﬁcation is larger than
the attenuation of the feedback path (FBP), instability
occurs and usually results in feedback whistling, which
limits the maximum gain that can be achieved1 and com-
promises the comfort of wearing hearing aids.
Although electrical and mechanical FBPs also exist,
the acoustical FBP is found to be the most signiﬁcant
contributor to the feedback signal.2 A typical acoustical
FBP represents a wave propagation path from the re-
ceiver to the microphone and includes the eﬀects of the
receiver, the hook, the tube, the ﬁtting of the earmold,
the vent, the pinna, the external acoustics, the micro-
phone, etc. For a speciﬁc type of hearing aids, these
complicated eﬀects generally fall into two categories: the
ﬁrst category is invariant or varying very slowly for all
users and in all acoustical situations. This includes the
responses of the microphone, the receiver, the hook, etc.
The second category is dependent on the individual char-
acteristics, such as the length of PVC tube, the shape
of earmold and ear canal, etc., or on the change of the
hearing-aid ﬁtting and the external acoustical environ-
ment. It is the second category that results in a large
inter-subject variability of the FBP and also a large vari-
a)Also at Acoustic Technology, Department of Electrical Engi-
neering, Technical University of Denmark; Electronic address:
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ation of the FBP over time. The properties of these two
kinds of eﬀects have been investigated intensively in the
previous studies.3,2,4
The modeling of the FBP has been addressed from two
perspectives. Some studies have focused on the equiv-
alent electro-acoustical models of cavities, transducers,
etc.5,6,7 However, it is very diﬃcult for these models to
be precise due to oversimpliﬁcation of the problem or
unknown/imprecise parameters. The other studies have
focused on the FBP model used in the adaptive feedback
cancellation (AFC), which is an approach widely used for
suppressing feedback.
The traditional AFC uses an adaptive Finite-Impulse-
Response (FIR) ﬁlter to model the overall FBP.8 This
model needs a long ﬁlter to cover the major part of the
FBP impulse response and therefore has a slow converge
speed and a high computational load. To address these
issues, an alternative form of the FBP model has been
proposed, which represents the FBP with two parts: a
short adaptive FIR ﬁlter and a ﬁxed ﬁlter (usually an IIR
ﬁlter).9 The ﬁxed ﬁlter aims at modeling the invariant or
slowly-varying portion of the FBP, whereas the adaptive
ﬁlter tracks the rapidly-changing part. This model gener-
ally yields a shorter adaptive FIR ﬁlter, a faster converge
speed and a smaller computational load. However, the
way to obtain the coeﬃcients of the ﬁxed ﬁlter in prac-
tice is to measure the FBP for each individual user when
the hearing aid is ﬁtted to the user, and ﬁt the ﬁxed ﬁl-
ter so that it models the measured response. This not
only requires an additional ﬁtting step, but also fails to
capture the true invariant part of the FBP because the
measured FBP already includes some of the variant char-
acteristics. This paper presents the methods to extract
the invariant part of the FBP. Since the invariant part
is independent of the users and the acoustical environ-
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ments, the new methods can avoid the individual ﬁtting
procedure. When the extracted part is represented in
the ﬁxed ﬁlter of the FBP model, the adaptation of AFC
mainly on the variant part is truly possible.
The basic idea of the extraction is to measure a num-
ber of FBPs for the same type of hearing aids but on
diﬀerent users, and then extract the part that is com-
mon in all the measured FBPs. This resembles the prob-
lem of extracting the source and receiver independent
part of the room transfer function from a set of room
transfer functions measured in the same room, and the
problem of extracting the direction independent part of
the head-related transfer function from a set of head-
related transfer functions measured with the same head.
To address these two problems, two methods have been
proposed. The ﬁrst method is based on the common-
acoustical-pole zero (CPZ) model, which assumes that
the part to be extracted contains only poles.10,11 The
second method, on the contrary, makes no assumption
on the pole-zero structure of the part to be extracted
and uses an iterative least-square search (ILSS) to ﬁnd
its impulse response.12 In this paper, the CPZ model-
based method and the ILSS approach are both used to
extract the invariant part of the FBP. A combination of
the two methods is also proposed and found to give the
best performance.
The outline of the paper is as follows: in Section II two
FBP models used in AFC are explained and discussed.
In Section III, the CPZ model and the ILSS approach
are described. A hybrid approach that combines the two
methods is proposed. Then the results of extracting the
invariant part of the FBP using artiﬁcial data are pre-
sented in Section IV. In Section V the FBP measure-
ment conﬁguration and procedure are described, and the
results using the measured data are presented. In the
end, concluding remarks and directions for future work
are given in Section VI.
II. FEEDBACK PATH MODELS IN THE ADAPTIVE
FEEDBACK CANCELLATION
The general diagram of the AFC is depicted in Fig.
1. As mentioned in Section I, many complicated eﬀects
are included in the FBP impulse response b(n), where n
denotes the discrete-time index and starts from 0. The
impulse response of the FBP model bˆ(n) is adaptive in
order to track the variations in the FBP.
Due to the problem of computational complexity, in-
stability and local minima with the adaptive Inﬁnite-
Impulse-Response (IIR) ﬁlter,8 the traditional FBP
model bˆ(n) used in the AFC is simply an adaptive FIR
ﬁlter, which does not distinguish the invariant part from
the variant part of the FBP but models the overall FBP
with a single FIR ﬁlter. Therefore it usually needs a long
ﬁlter and adapts on the whole model bˆ(n). This results in
a slow converge speed and a heavy computational load.
The alternative FBP model in the AFC decomposes
bˆ(n) into two parts as shown in Fig. 2. The ﬁrst part
is a ﬁxed ﬁlter (usually an IIR ﬁlter) with the impulse
response d(n), which approximates the FBP measured
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v(n)
)n(bˆ
FIG. 1. General diagram of the AFC. The input to the
hearing-aid processing ism(n), which is the sum of desired in-
put signal w(n) and the feedback signal t(n). The processed
hearing-aid signal is u(n). The signal output into the ear
canal is y(n). The impulse response of the FBP is b(n), and
v(n) is the instantaneous estimate of t(n), which is subtracted
from m(n) to remove the feedback. The impulse response of
the modeled FBP is bˆ(n). It should be noted that the impulse
responses of the microphone and receiver have been included
in b(n).
when the hearing aid is ﬁtted to the user. The second
part is an on-line adaptive FIR ﬁlter with the impulse re-
sponse c(n) modeling the changes of the FBP over time.9
The idea of this decomposition is to take out the invari-
ant or slowly-varying part of the FBP as much as possible
from the adaptive model and use a short adaptive ﬁlter
to track the rapidly-varying portion, which primarily re-
lates to the changing external acoustics. Compared with
the previous FBP model, this approach yields a shorter
adaptive FIR ﬁlter, a faster converge speed and a smaller
computational load. However, this model requires an ad-
ditional procedure to measure the FBP using a probe sig-
nal for each individual user. Besides, the obtained ﬁxed
ﬁlter representing the measured FBP includes not only
the invariant eﬀects but also some variant eﬀects. For
example, the ﬁtting of the hearing aid in the ear canal
is captured in d(n) but it is subject to changes when the
user yawns or when the hearing aid is re-inserted to the
ear.
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FIG. 2. The diagram of the AFC with an alternative FBP
model, which divides the impulse response of the FBP model
bˆ(n) into two parts: a ﬁxed IIR ﬁlter with the impulse re-
sponse d(n) obtained through the measurement of the true
FBP and a short adaptive FIR ﬁlter with the impulse re-
sponse c(n) used to track the variations of the FBP.
To achieve an ideal decomposition of the FBP model
and avoid individual measurement, the ﬁxed ﬁlter should
only include the true invariant part that is independent of
the users and the acoustical environments, as illustrated
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in Fig. 3. The details on how to extract the invariant
model f(n) are given in Section III.
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FIG. 3. The diagram of the AFC with a proposed FBP model,
which divides the impulse response of the FBP model bˆ(n)
into two parts: the invariant FBP model, which could be
either an FIR or an IIR ﬁlter with the impulse response f(n)
and the variant FBP model, which is a short adaptive FIR
ﬁlter with the impulse response e(n) to track the variations
of the FBP.
It should be noted that the invariant part of the FBP
is only meaningful for the same type of hearing aids. In
reality, the invariant part of the FBP is not strictly in-
variant from device to device due to the variation within
the batch of components. It will be investigated in Sec-
tion V whether this variation is small enough so that the
modeling of the invariant part still makes sense in prac-
tice.
III. METHODS FOR EXTRACTING THE INVARIANT
FEEDBACK PATH MODEL
The extraction of the invariant part of the FBP can
be done in several ways. The ﬁrst way is to measure it
directly. However, since in practice the invariant part is
coupled with the variant part very closely, it will be very
diﬃcult to isolate the invariant part unless each com-
ponent is detached from the hearing aid and measured
individually, which requires high precision in the mea-
surements. Furthermore, the measured invariant part is
only valid for a single device due to the variation within
the batch of components. The second way is to model
each component either theoretically by using an equiv-
alent electro-acoustical model5,6,7 or numerically by us-
ing methods such as boundary element calculations.4 To
yield a good estimate of the invariant part, these meth-
ods need to build a precise model for every component,
which may be diﬃcult for some of the components. The
third way is to extract the invariant part from a set of
measured FBPs as has been done for room transfer func-
tion and head-related transfer function modeling. This
paper focuses on this approach. The idea is to measure
a number of FBPs using the same type of hearing aids
on diﬀerent users. The invariant part of the FBP can
then be regarded as the common part of these measured
FBPs.
Suppose L FBPs have been measured with the impulse
responses b1(n), b2(n), · · · , bL(n). In principle, the FBP
impulse responses have inﬁnite duration. It is assumed in
the following that the impulse responses of the FBP and
the FBP models are all truncated to a suﬃcient length
N so that the energy loss in the impulse responses due
to the truncation is at least 35 dB below the total energy
of the true responses.
Let f(n) and ek(n) denote the impulse response of the
invariant model and the variant model of the k-th FBP
respectively. The k-th modeled FBP bˆk(n) is then the
convolution of ek(n) and f(n), i.e.
bˆk(n) = ek(n)⊙ f(n), (1)
where ⊙ is the convolution operator, and the symbolˆis
used to denote the estimate of the corresponding quantity
in this paper.
One way to formulate the extraction problem is to esti-
mate f(n) with the objective of minimizing the diﬀerence
between the the modeled FBP bˆk(n) and the true FBP
bk(n). Due to the diﬀerent vent sizes, pinna shapes and
microphone locations for diﬀerent users, some of the mea-
sured FBP impulse responses may contain more energy
than others. This will result in a preference of minimizing
the modeling error for large FBPs. If the measurement
is conducted in the same way for all the measured FBPs,
every measured FBP should be treated equally. There-
fore, the measured impulse responses bk(n) is ﬁrst scaled
in the following way:
b˜k(n) = bk(n)× gk, (2)
gk =
1∑N−1
i=0 |bk(i)|2
, (3)
so that
∑N−1
i=0 |b˜k(i)|2 is unity for any k. The extraction
problem can then be formulated as follows:
fˆ(n) = argmin
f(n)
∥B˜− Bˆ∥22, (4)
B˜ =
[
b˜T1 , . . . , b˜
T
L
]T
, (5)
Bˆ =
[
bˆT1 , . . . , bˆ
T
L
]T
, (6)
b˜k =
[
b˜k(0), . . . , b˜k(N − 1)
]T
, (7)
bˆk =
[
bˆk(0), . . . , bˆk(N − 1)
]T
, (8)
where ∥∥2 denotes the Euclidean norm, the superscript T
denotes the transpose of a matrix or a vector, and bˆk(n)
is deﬁned in Eq.(1). The bold symbol represents a matrix
or a vector.
This optimization problem is non-linear. The solution
methods based on the CPZ model and the ILSS method
are described below.
There are also other ways to formulate the extraction
problem besides the one in Eqs.(4-8). For example, the
problem can be formulated in the frequency domain and a
weighting for the importance of each frequency bin can be
applied on the optimization problem. This will result in
corresponding changes in the following solution methods.
A. Common-acoustical-pole and zero modeling
The CPZ model was ﬁrst proposed to model the room
transfer function, and later it was used to model the
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head-related transfer function.10,11 It uses the poles to
model the resonances in the room or in the ear canal,
which are common to all the room transfer functions in
the same room or all the head-related transfer functions
for the same head.
For FBP modeling, the invariant part includes the re-
sponses of the receiver, the tube inside the hearing aid
shell, the hook, the microphone, etc., most of which also
exhibit resonances. Therefore, it should also contain
common poles although common zeros may also exist.
Since resonances usually need long FIR ﬁlters to model,
the CPZ model should capture the majority of the invari-
ant part of the FBP if the number of common zeros is
not very large. In this case, the small number of common
zeros can be moved to the short FIR ﬁlter in the variant
model ek(n).
To estimate the common poles, a number of measured
impulse responses should be used instead of one single
impulse response because poles are strongly aﬀected or
canceled by zeros in a single impulse response.10
In the CPZ model-based approach for extracting the
invariant part of the FBP, each FBP is modeled by an
Autoregressive Moving Average (ARMA) model:
bˆk(n) = −
P∑
i=1
aibˆk(n− i) +
Q∑
i=0
ci,kδ(n− i), (9)
where δ is the unit pulse function (δ(n) = 1 for n = 0,
and δ(n) = 0 for any other n), ai’s are the coeﬃcients
of the Autoregressive (AR) model, which is common to
all the FBP models, and ci,k’s are the coeﬃcients of the
Moving Average (MA) model for the k-th FBP model.
In this ARMA model, the AR model with P poles mod-
els the invariant part of the FBP, and the MA model
with Q zeros (which may include common zeros) models
the variant part. The impulse responses f(n) and ek(n)
then correspond to the impulse response of the common
AR model and the MA model of the k-th FBP model
respectively. The estimation of f(n) in Eq.(4) becomes
an estimation of ai’s
{aˆi}Pi=1 = arg min
a1,...,aP
∥B˜− Bˆ∥22, (10)
which is known to be diﬃcult.13 However it can be refor-
mulated as a new problem, by replacing the error between
the modeled FBP and the actual FBP with the so-called
“equation error”. The optimal analytic solution to the
new problem exists although it can be suboptimal to the
original problem in Eq.(10),10
x = (ATA)−1ATB, (11)
x =
[
aˆT , cˆT1 , . . . , cˆ
T
L
]T
, (12)
aˆ = [−aˆ1, . . . ,−aˆP ]T , (13)
cˆk = [cˆ0,k, . . . , cˆQ,k]
T
, (14)
B =
[
b
T
1 , . . . ,b
T
L
]T
, (15)
bk =
[
b˜k(0), . . . , b˜k(N − 1) ,01×P
]T
, (16)
where aˆi’s and cˆk,i’s are the estimate of ai’s and ck,i’s
respectively, 01×P is a row vector containing P zeros and
the matrix A is deﬁned in Appendix A.
B. Iterative least-square search
The ILSS method was proposed for approximating the
greatest common divisor of a polynomial14 and later used
to model the head-related transfer function.12 It ﬁnds
the common impulse response among a set of impulse
responses using an iterative least-square search.
As mentioned in Section III.A, the invariant model of
FBP may contain not only poles but also zeros. There-
fore, the ILSS approach, which does not make assump-
tions on the pole-zero structure but estimates the impulse
response directly, should be more general.
Suppose that the length of the impulse response of the
invariant model f(n) and the variant model ek(n) is trun-
cated to C and M respectively, and that M+C−1 ≤ N .
The FBP model bˆk(n) of the length N is then the con-
volution between ek(n) and f(n) with zero-padding:
bˆk =
[
eTkF,01×(N+1−M−C)
]T
, (17)
=
[
fTEk,01×(N+1−M−C)
]T
, (18)
f = [f(C − 1), f(C − 2), . . . , f(0)]T , (19)
ek = [ek(M − 1), ek(M − 2), . . . , ek(0)]T , (20)
where 01×(N+1−M−C) is a row vector with (N+1−M−C)
zeros, the convolution matrix Ek and F are formed by
ek(n) and f(n) respectively and deﬁned in Appendix B.
To obtain the estimate of f(n), an iterative search is
performed in four steps:12
Step 1 : Set iteration counter s = 0, and set fˆ to an
initial value fˆ0, where the superscript denotes the itera-
tion number and the symbolˆdenotes the estimate of the
corresponding quantity at that iteration.
Step 2 : Given fˆs, the least-square solution to the op-
timization problem
{eˆsk}Lk=1 = arg min
e1,...,eL
∥B˜− Bˆ∥22, (21)
is
[
eˆs1 . . . , eˆ
s
L
]
=
(
Fˆs
(
Fˆs
)T)−1
FˆsB˜1, (22)
where
B˜1 =
[
b˜tr1 , . . . , b˜
tr
L
]
, (23)
b˜trk =
[
b˜k(0), . . . , b˜k(M + C − 2)
]T
, (24)
where the superscript tr stands for truncation of the ma-
trix or vector.
Step 3 : Given eˆsk, the least-square solution to the op-
timization problem
fˆs+1 = argmin
f
∥B˜− Bˆ∥22, (25)
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is
fˆs+1 =
(
Eˆs
(
Eˆs
)T)−1
EˆsB˜2, (26)
where the matrix E is deﬁned in Appendix B, and
B˜2 =
 b˜
tr
1
...
b˜trL
 . (27)
Step 4 : s = s+ 1, and repeat Step 2 and Step 3 until
s reaches a predetermined value.
The ILSS method has proved to converge to a local
minimum.14 The initial value might be of importance in
the search of good estimates.
C. Hybrid approach
The CPZ model-based approach and the ILSS method
can be combined to yield a new hybrid approach, which
is referred to as the “ILSSCPZ” method in this paper.
The ILSSCPZ method consists of two steps: (1) the in-
variant model is extracted using the CPZ model-based
approach described in Section III.A; (2) the impulse re-
sponse of the extracted AR model is truncated and used
as an initial estimate in the ILSS method, and the four
steps described in Section III.B are performed. Since
the ILSS method can be trapped in a local minimum,
the ILSSCPZ may provide a better converged solution
by using a good initial estimate obtained from the CPZ
model-based approach.
IV. RESULTS USING ARTIFICIAL FEEDBACK PATHS
The invariant part is very diﬃcult to measure in prac-
tice. Therefore to verify that the methods described in
Section III can extract the invariant part of the FBPs
eﬀectively, and to investigate the properties of each
method, artiﬁcial FBPs are ﬁrst used.
A. Artificial data generation
An impulse response of the FBP was measured with a
hearing aid in free space. The measurement procedure
is described in Section V.A. The leading delay of the
impulse response was ﬁrst removed and then the impulse
response was ﬁtted by an ARMA model with 4 poles and
7 zeros. The impulse responses of the measured FBP and
the ﬁtted ARMA model are illustrated in Fig. 4.
The ﬁtted ARMA model is then regarded as the invari-
ant part of the FBPs. Its impulse response is truncated
to 255 samples and used to generate three types of ar-
tiﬁcial FBPs. For each type of FBPs, 1000 FBPs are
generated.
Type I: Assume that the variant part of the FBP is a
50-tap FIR ﬁlter with coeﬃcients following the standard
normal distribution (zero mean and unit variance). Each
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FIG. 4. The impulse responses of the measured FBP and the
ﬁtted ARMA model.
artiﬁcial FBP is computed as the convolution of the FIR
ﬁlter and the truncated impulse response of the ARMA
model ampliﬁed by a uniformly distributed random gain
between 0 and 10 dB, which can cover the range of the
level diﬀerence in the measured FBPs in most cases. This
dataset is mainly used to test the eﬀectiveness of the
methods with random variant parts and diﬀerent gain
levels.
Type II: The artiﬁcial FBPs are generated by delay-
ing the truncated impulse response of the ARMA model
randomly between 0 and 3 samples and amplifying the
delayed impulse response with a uniformly distributed
random gain between 0 and 10 dB. When the sampling
frequency is 15625 Hz, a delay of 3 samples corresponds
to a spatial delay of 1/15625∗3∗343 m ≈ 0.066 m, where
343 m/s is the speed of sound at 20◦C. This spatial delay
is large enough to cover the range of the diﬀerence in the
feedback propagation lengths caused by diﬀerent sizes of
the ear. The delays for this type of artiﬁcial FBPs are
all rounded to the nearest integers, and therefore this
dataset is primarily used to test the three methods in
terms of the sensitivity of integer delays.
Type III: The artiﬁcial FBPs are generated in the same
way as for dataset Type II, but the delays are not re-
stricted to integers. This dataset is mainly used to test
the three methods in terms of the sensitivity of fractional
delays.
In order to test the noise sensitivity of the three meth-
ods, three more datasets were generated by adding -30
dB noise to the three clean datasets described above.
B. Simulation results
For each type of artiﬁcial FBPs, the 1000 FBPs are di-
vided into 100 groups, each including 10 FBPs. The three
methods extract the invariant part from every group of
FBPs. Therefore, for every type of FBPs, 100 estimates
were obtained using each method, and used to show the
variance of the estimation.
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For all the methods, each group of the artiﬁcial FBPs
is ﬁrst normalized (cf. Eqs.(2)-(3)) so that the 10 FBPs
are of the same energy. Then the procedures described
in Section III are followed to extract the invariant part.
For dataset Type I, the CPZ model-based approach
uses the true number of poles and zeros, i.e., 4 poles and
56 zeros (49 from the variant part, and 7 from the invari-
ant ARMA model). For the ILSS method, M , the length
of the impulse response of the variant model, is set to
the correct length of 50 samples. However, it was found
that C, the length of the impulse response of the invari-
ant model, should not be as large as 255 samples because
the “active” region of the impulse response of the ARMA
model is not very wide (cf. Fig.4). An excessively large
C will give too many degrees of freedom to the optimiza-
tion and lead to strange estimates. In the simulation C
is set to 60 samples. The ILSSCPZ method simply uses
the parameters in the CPZ model-based approach and
the ILSS method.
For dataset Type II, the CPZ model-based approach
still uses 4 poles but 10 zeros (7 from the invariant ARMA
model) to allow 3 zeros to compensate for the integer de-
lay between 0 and 3 samples. For the ILSS method, M is
also 4 samples corresponding to 3 zeros and C is set to 60
samples as for the dataset Type I. The ILSSCPZ method
uses the parameters in the CPZ model-based approach
and the ILSS method.
For dataset Type III, the CPZ model-based approach
still uses 4 poles but the number of zeros is not easy
to determine since the fractional delay usually needs a
certain number of zeros to represent. It was found that
16 zeros (7 from the invariant ARMA model) to allow 9
zeros to compensate for the fractional delay between 0
and 3 samples gave the best performance. For the ILSS
method, it was found that M = 4 gave the best results
when C is set to 60 samples. The reason why M has to
be small when C is 60 samples for the ILSS method is
because the excess in the total degrees of freedom will
degrade the estimates very much. The ILSSCPZ method
uses the parameters in the CPZ model-based approach
and the ILSS method.
It should be noted that the ILSS method and the ILSS-
CPZ method have inherent ambiguities in the overall
power level and leading delay of the estimates because
the variant model can absorb these ambiguities. This is
not a problem for the AFC purpose, but to show the per-
formance of the methods, the estimates from these two
method are aligned and normalized.
In the simulation, diﬀerent initial estimates fˆ0 were
tried for the ILSS method, including the all-one sequence,
the random sequence, and the truncated average impulse
response of the 10 FBPs in the group. The diﬀerence re-
sulted from these diﬀerent initial estimates is very small,
which agrees with the ﬁnding in the study of the head-
related transfer function modeling12. Therefore only the
results using the all-one sequence as the initial estimate
are presented.
The results for the three methods using the three clean
datasets and three noisy datasets are illustrated in Figs.
5-8. As can be seen from Fig. 5, the CPZ model-based
approach can estimate the common poles very success-
fully when there is no noise in the datasets. When noise
is present, the estimate error is large. The impulse re-
sponses of the mean poles in Fig. 6 indicate that under-
estimation of the pole response occurs when the noise is
present. This shows that the CPZ model-based approach
is sensitive to noise. The reason is that the analytic so-
lution in Eqs.(11-16) is not necessarily optimal for the
optimization problem in Eq.(10), which is known to be
diﬃcult as mentioned in Section III.A.
The ILSS method with all-one initialization generally
provides good estimates of the invariant part and is not
sensitive to noise. However, for dataset Type I, there are
larger variances due to the local minima.
The ILSSCPZ method yields good estimates for all the
datasets. Compared with the ILSS method with all-one
initialization, the variances for dataset Type I are re-
duced.
V. RESULTS USING MEASURED FEEDBACK PATHS
In this section, the extraction performance of the meth-
ods is evaluated using the measured FBPs.
A. Measurement of the feedback paths
Ten FBPs were measured with ten commercial BTE
devices of the same type, Beltone ACCESS 75D with
ThinTube. The ten hearing aids were put on ten users
including ﬁve men and ﬁve women.
The impulse responses of the FBPs were computed by
cross-correlating the probe signal sent out through the
receiver and the recorded microphone signal. The probe
signal is the maximum-length sequence (MLS) with a pe-
riod of 255 samples. The MLS is repeated for a number
of times to obtain a high Signal-to-Noise Ratio (SNR),
around 30 dB, for the FBP response relative to random
ambient noise. The sampling frequency was 15625 Hz.
The detailed measurement procedure can be found in
Kates 2001.15 All the impulse responses are of a length
of 255 samples, which are shown in Fig. 9.
It should be noted that the variation within the batch
of components of digital hearing aids has been included
in the measured FBPs since ten diﬀerent devices of the
same type were used.
B. Simulation results
Since the true invariant part of the measured FBPs
is not available in practice, a direct evaluation of the
methods is diﬃcult. However, the ultimate objective of
extracting the invariant part is to achieve a good FBP
model. Therefore, the eﬀectiveness of the extraction can
be assessed by ﬁtting the measured FBP using the esti-
mated invariant FBP model.
To avoid overﬁtting in the invariant FBP modeling and
to make the best use of the limited number of the mea-
sured FBPs, the leave-one-out cross validation is adopted
in this paper,16 which extracts the invariant part based
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FIG. 5. The estimated poles of the invariant model using the CPZ model-based approach with and without noise in the
datasets.
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FIG. 6. The impulse responses of the mean poles of the invariant model estimated using the CPZ model-based approach with
and without noise in the datasets.
on nine out of the ten FBPs, and then uses the extracted
invariant model to ﬁt the the remaining one FBP. The
ﬁtting is done by estimating the variant model of a given
order so that the mean-square error (MSE) of the FBP
model is minimized. Assume that the remaining FBP is
the k-th FBP. The normalized MSE between the modeled
FBP and the measured FBP is calculated as below:
Jk =
∥b˜k − bˆk∥22
∥b˜k∥22
. (28)
Given a ﬁxed order of the FIR ﬁlter in the variant
model of the k-th FBP, the quantity Jk can show how well
the invariant model is extracted. It has been observed in
this study that if the extracted invariant model includes
some variant part by mistake, some degrees of freedom of
the variant model will be wasted to correct this mistake,
and the MSE will generally be larger. Similarly, if the
extracted invariant model is not complete, some degrees
of freedom have to be used to compensate for the missing
invariant part, and the MSE also tends to be larger. A
mean normalized MSE is used as a metric to assess the
generalized performance of the three methods, which is
deﬁned as:
J =
1
L
L∑
k=1
Jk, (29)
where L equals 10. This metric essentially assembles the
information about the invariant model, including the as-
sumptions and the eﬀectiveness. For example, if the vari-
ation within the batch of components is so large that the
common part of the FBPs is trivial, the order of the
variant model has to be very high to reduce J to a cer-
tain level. If the extraction of the invariant model by
the three methods is not precise enough, the order of the
variant model also has to be high to compensate for the
estimation error.
To predict the potential beneﬁt of using the proposed
model in the AFC, the added stable gain (ASG), which
is a widely used metric to assess the performance of the
AFC ,17 is used as the second metric. The ASG for the
k-th feedback path Ik and the mean ASG I are also cal-
culated using the leave-one-out cross validation in the
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FIG. 7. The impulse responses of the invariant model estimated by the ILSS method using all-one initialization with and
without noise in the datasets. The “std” stands for the standard deviation.
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FIG. 8. The impulse responses of the invariant model estimated by the ILSSCPZ method with and without noise in the
datasets. The “std” stands for the standard deviation.
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FIG. 9. The impulse responses and frequency responses of
the ten measured FBPs.
same way as for the mean normalized MSE:
Ik = 20 log10
(
min
z
1
|fHz (b˜k − bˆk)|
)
− 20 log10
(
min
z
1
|fHz b˜k|
)
,
(30)
fz = [ 1, ejωz , . . . , ejωz(N−1) ]T , (31)
I =
1
L
L∑
k=1
Ik. (32)
where ωz = 2piz/N, z = 0, 1, . . . , N − 1 and the super-
script H denotes the conjugate transpose of a matrix
or vector. The ﬁrst term in Eq.(30) indicates the maxi-
mum gain the hearing aid can provide when the feedback
model is used in the AFC and is determined by the the
frequency at which the mismatch between the feedback
model and the actual feedback path is the largest. The
second term in Eq.(30) indicates the maximum gain the
hearing aid can provide without using AFC. Thus the
ASG essentially deﬁnes the additional gain that can pos-
sibly be achieved by using the proposed feedback model
in the AFC. It should be noted that in principle the ASG
should be calculated using the original impulse responses
of the feedback path bk(n) instead of the scaled responses
b˜k(n). However, it can easily be shown that this does not
inﬂuence the ASG calculation because the normalization
factor gk is present in both terms in Eq.(30) and they
cancel each other.
The performance of the CPZ model-based approach
is illustrated in Fig. 10(a) and Fig. 11(a). As shown
in the ﬁgures, the larger M the better modeling of the
FBPs. In Fig. 10(a), all the curves show a similar trend:
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Before the number of poles P reaches 8, the curves are
relatively ﬂat or ﬂuctuate. From 8 to 9, all the curves be-
gin to drop, indicating that the performance is improved.
Then all the curves become relatively ﬂat again when P
increases to a certain point, which is between 9 and 11
depending on M . The curves in Fig. 11(a) are similar to
the opposite/negated curves in Fig. 10(a).
For the ILSS method, the initial estimate is an all-one
sequence, the same as the one used for the artiﬁcial FBPs.
The results are illustrated in Fig. 10(b) and Fig. 11(b).
Generally speaking, the larger M results in smaller mean
normalized MSE and larger mean ASG. The curves are
relatively ﬂat when C is larger than 40, but ﬂuctuate
when C is smaller than 25 because the ILSS method may
converge to a local minimum.
For the ILSSCPZ method, the invariant model is ﬁrst
extracted by the CPZ model-based approach using 11
poles, and then the impulse response of the extracted AR
model is truncated to serve as an initial estimate in the
ILSS method. The results are shown in Fig. 10(c) and
Fig. 11(c). Compared with Fig. 10(b) and Fig. 11(b),
for M larger than 13, the performance is improved and
the ﬂuctuations as C increases in the curves are much
smaller. When C reaches 20, the curves begin to ﬂatten
to some extent.
A comparison between of the performance of the CPZ
model-based approach and the ILSSCPZ method can be
seen in Fig. 10 and Fig. 11. To show the comparison
more clearly, the mean normalized MSE and the mean
ASG are illustrated as a function of M in Fig. 12. When
M is equal to or larger than 16, the performance of the
CPZ model-based approach with P = 9 and P = 10 is
close to the performance of the ILSSCPZ method with
C = 10 and C = 15 respectively. When C is larger
than or equal to 20, the ILSSCPZ method is better than
the CPZ model-based approach with P = 12 for almost
all M ’s. Since the performance of the CPZ-model based
approach improves very little when P is larger than 11
(cf. Fig. 10 and Fig. 11), the ILSSCPZ method with
C larger than or equal to 20 yields better overall per-
formance. This is mainly because the CPZ model-based
approach does not model the invariant zeros and is sen-
sitive to noise.
In practice, the variant model usually uses around 10-
20 taps in the FIR ﬁlter.18 When M is in the region
between 10 and 19, for the CPZ model-based approach
with 12 poles, the mean normalized MSE is between -12.0
dB and -16.1 dB and the mean ASG is between 12.8 dB
and 17.0 dB. For the ILSSCPZ method with 20 samples of
impulse response, the mean normalized MSE is between
-12.4 dB and -16.4 dB and the mean ASG is between 13.7
dB and 17.9 dB. These settings are aﬀordable for hearing-
aid processors. To achieve greater ASG, the order of the
FIR ﬁlter M should be increased further.
C. Discussion
The comparison study by J. E. Greenberg et al. shows
that the the widely used continuously adapting AFC can
bring about 8.5 dB ASG on average.19 A more recent
study by A. Spriet et al. compares several contemporary
AFC approaches and shows that when a 64-tap adap-
tive FIR ﬁlter is used to model the overall FBP, 15 dB
ASG can be obtained for speech input signals for all the
methods, and that the optimum ASG, which can only be
achieved in the ideal situation, is around 16 dB.20 Com-
pared with the performance reported in these studies,
the performance of the proposed model can reach a com-
parable level with a much shorter adaptive ﬁlter. This
suggests that the use of the extracted invariant feedback
model in the AFC is very promising.
This also indicates that in reality, even when the vari-
ation within the batch of components is considered, the
invariant part is signiﬁcant, and the methods used in this
paper can eﬀectively extract the invariant FBP model,
because if the invariant part is insigniﬁcant or if the
methods are ineﬀective, to achieve the same 16 dB ASG
as in the previous study,20 the order of the variant model
M would be comparable to 64.
The factors that limit the modeling accuracy of the
FBP given a ﬁxed order of the variant model are twofold:
Firstly, the methods themselves may converge to local
minima. To improve these methods, some heuristic meth-
ods can be used to prevent the search from being trapped
at local minima easily. Secondly, in practice, both the
variation within the batch of components and the indi-
vidual characteristics are part of the variant model, which
need a long FIR ﬁlter to model.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, the problem of extracting the invariant
model from the feedback paths of digital hearing aids is
investigated.
The acoustical feedback path starts from the receiver
and ends at the microphone. Along this transmission
path, many complicated eﬀects are involved. For a spe-
ciﬁc type of hearing aids, some of the eﬀects are com-
mon/invariant or nearly invariant for all users and in all
acoustical environments. Based on this fact, a feedback
path model consisting of an invariant model and a vari-
ant model is proposed, which diﬀers from the previously
proposed model in that it does not require individual-
ized measurements and only identiﬁes the invariant part
of the feedback path.
Two extraction methods, i.e. a CPZ model-based ap-
proach and an ILSS method, are used to extract the
invariant feedback path model based on a set of mea-
sured feedback paths. Since the ILSS method suﬀers
from the local minima issue, an ILSSCPZ method is pro-
posed, which uses the CPZ model to provide an initial
estimate for the ILSS method. The true invariant part
is diﬃcult to obtain in practice, so the three methods
are veriﬁed using three artiﬁcial datasets. The results
show that when noise is not present in the datasets, the
CPZ model-based approach can estimate the common
poles very successfully and when noise is present, it has
a large estimation error. The ILSS method is not sensi-
tive to noise and provides good estimates for two out of
the three datasets. However, for one of the datasets, the
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FIG. 10. The cross-validation performance of the methods in terms of mean normalized MSE, where M is the length of the
impulse response of the variant model. In Fig. (a), the x -axis is the number of poles P used in the CPZ model-based approach.
In Fig. (b) and Fig. (c), the x -axis is the length of the impulse response of the invariant model C used in the ILSS based
methods.
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variances are large. The ILSSCPZ method yields good
estimates for all the datasets.
The three methods are then tested on the measured
feedback paths. A cross-validation approach is used to
investigate whether the invariant part of the feedback
paths in practice is trivial and whether the the invari-
ant feedback path model is eﬀective for feedback path
modeling. The results show that the proposed ILSSCPZ
method gives the best overall performance and the feed-
back path modeling accuracy improves as the order of the
variant model increases. According to the performance
achieved by the proposed feedback path model when the
order of the variant model is within the range typically
used in the hearing aids, the use of the estimated invari-
ant model in the adaptive feedback cancellation is very
promising. This also suggests that the invariant part of
the feedback path is signiﬁcant in practice, and that the
methods can extract the invariant part eﬀectively. The
factors that limit the feedback path modeling accuracy
given a ﬁxed order of the variant model are also discussed.
The future work of this study is to investigate the
heuristics for the extraction methods that can address
the local minima issue and obtain better solutions. More-
over, more types of hearing aids, for example the In-The-
Ear (ITE) devices, can be used to verify the methods and
the eﬀectiveness of the invariant feedback path model. It
is expected that for diﬀerent types of hearing aids, the
eﬀectiveness is diﬀerent and depends on the proportion
of the invariant part relative to the variant part in the
overall feedback path.
APPENDIX A: DEFINITION OF THE MATRIX A
The matrix A used in Eq.(11) is deﬁned as below:
A =

A1 D
A2 D 0
...
0
. . .
AL D
 , (A1)
where Ak is of the size (N + P )× P and deﬁned as:
Ak =

0 0 · · · 0
b˜k(0) 0 · · · 0
b˜k(1) b˜k(0) · · · 0
...
...
. . .
...
b˜k(P − 1) b˜k(P − 2) · · · b˜k(0)
...
...
. . .
...
b˜k(N − 1) b˜k(N − 2) · · · b˜k(N − P )
0 b˜k(N − 1) · · · b˜k(N − P + 1)
...
...
. . .
...
0 0 · · · b˜k(N − 1)

,
(A2)
and D is of the size (N + P )× (Q+ 1) and deﬁned as:
D =

1
1 0
0
. . .
1
0 · · · · · · 0
...
. . .
...
...
. . .
...
0 · · · · · · 0

. (A3)
APPENDIX B: DEFINITION OF THE CONVOLUTION
MATRICES
The convolution matrix F is of the sizeM×(M+C−1)
and deﬁned as:
F =

0 0 · · · f(C − 1)
0 0 · · · 0
...
... · · · ...
0 f(0) · · · 0
f(0) f(1) · · · 0
 . (B1)
The convolution matrix E is deﬁned as:
E =

E1
E2
...
EL
 , (B2)
where the matrix Ek is of the size C × (M +C − 1) and
deﬁned as:
Ek =

0 0 · · · ek(M − 1)
0 0 · · · 0
...
... · · · ...
0 ek(0) · · · 0
ek(0) ek(1) · · · 0
 . (B3)
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ABSTRACT
Feedback oscillation is one of the major issues with hearing aids. An efficient way of feedback suppression is feedback
cancellation, which uses an adaptive filter to estimate the feedback path. However, the feedback canceller suffers from
the bias problem in the feedback path estimate. The recent progress suggests a feedback canceller with linear prediction
of the desired signal in order to eliminate the bias when certain conditions are met. However, the bias still remains in
many situations, for example when the input signal is voiced speech. Noise injection is investigated in this paper to
help reduce the bias further and improve the system performance. Two nearly inaudible noises are proposed: a masking
noise, which is tailored to the hearing-aid application, and a linear prediction based noise, which is especially efficient
for feedback cancellation with linear prediction. Simulation results show that noise injection can further reduce the
feedback estimation error by 1-4 dB and/or increase the stable gain by 3-4 dB, depending on the characteristics of the
input signal.
INTRODUCTION
Feedback oscillation is one of the major problems with hear-
ing aids. It limits the maximum gain that can be achieved. A
widely adopted approach to feedback suppression is feedback
cancellation, where an adaptive filter is used to model the feed-
back path. However, the closed-loop plant used in continuous-
time feedback cancellation systems for hearing aids results in
biased estimations of the feedback path when the input and
output signals are correlated [1].
Several approaches have been proposed to reduce the bias.
Classical approaches include introducing signal de-correlating
operations in the forward path or the cancellation path (such
as delays or nonlinearities), adding a probe signal to the re-
ceiver input, and controlling the adaptation of the feedback
canceller , e.g., by means of constrained or bandlimited adap-
tation [2]. New solutions based on closed-loop identification
theory have been investigated in the recent years [3] [4]. As
a result, a feedback cancellation system with linear prediction
was proposed in [5], which eliminates the bias when certain
conditions are met. A combination with the classical solutions
were also mentioned in [5], which showed that linear predic-
tion combined with noise injection could improve the system
performance further. However, the injected noise used in that
work was an audible speech-shaped noise and therefore com-
promised the sound quality.
This paper proposes two kinds of nearly inaudible noises for
injection in the hearing-aid output when the feedback canceller
with linear prediction is used. The results show that the in-
jected noise maintains the sound quality, reduces the bias fur-
ther and increases the stable gain.
The outline of the paper is as follows: in Section , the feed-
back cancellation system with linear prediction is explained.
In Section the adaptation structure for noise injection is dis-
cussed and the generation of inaudible noises is described. In
Section , simulation results are presented. Concluding remarks
are given in Section .
FEEDBACK CANCELLATION WITH LINEAR PRE-
DICTION
Two classes of adaptive procedures for identifying the desired
signal model and the feedback path were derived in [5]: a two-
channel identification method and a prediction error method
(PEM). The latter is found to be preferable for highly non-
stationary sound signals and is therefore chosen as the method
investigated in this paper.
The diagram of the prediction error model based adaptive feed-
back canceller (PEM-AFC) used in this work is depicted in
FIG. 1. The signal processing path of the hearing aid (the so-
called forward path) is denoted by G(q); the acoustic feedback
path is denoted by F(q). The receiver and microphone signals
are u[k] and y[k], respectively. The filter Fˆ0(q) in the feedback
cancellation path is an initial estimate of F(q). It is contin-
uously replaced during adaptation by the estimate Fˆ(q). The
external input x[k] is assumed to be an Autoregressive (AR)
random process generated from the white noise sequence w[k]
and the AR model H(q), which is also referred to as signal
model. The FIR filter A(q) is the prediction error filter of the
forward-path output g[k]. In this diagram, the linear prediction
is placed at the receiver end before noise injection which dif-
fers from the diagram in [5], where the linear prediction is lo-
cated at the microphone side and operates on the error signal
e[k]. This change of placement does not affect the steady-state
performance but gives better transient convergence [6]. The
prediction error (PE) of e[k] and u[k] are denoted by ep[k] and
up[k] respectively. The probe signal (injected noise) is r[k].
Assuming that the input signal x[k] is an AR random process, it
has been shown in [5] that when the delay in the forward path
is longer than the order of the signal model H(q) or when the
probe signal r[k] is introduced, the minimization of ep[k] leads
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Figure 1: Diagram of the feedback cancellation system with linear
prediction (PEM-AFC). Modified from [5].
to:
A(q) = H−1(q); Fˆ(q) = F(q) (1)
H(q) =
1
1+h1q−1 + · · ·+h2q−2 +hLH−1q−LH+1
(2)
where q−1 is a discrete-time unit delay operator, LH −1 is the
order of the all-pole filter H(q). A(q), F(q) and Fˆ(q) are all
FIR filters.
Although many signals can be modeled by AR random pro-
cess, a large set of real-life signals, such as voiced speech and
tonal music, can hardly be modeled by a low-order H(q). For
these signals, PEM-AFC still suffers from the bias problem
due to the remaining spectrally-colored signals1. In addition,
under-modeling which generally occurs in practice introduces
the bias into the estimation. In both cases, a reduction of the
remaining bias is necessary.
NOISE INJECTION FOR PEM-AFC
To reduce the bias, the probe signal r[k] can be injected into
the signal g[k] before it is sent to the receiver. The injected
noise r[k] is generally uncorrelated with the input signal x[k].
In Fig. 1, the feedback canceller takes u[k] as the input signal
for adaptation. An alternative approach is to use r[k] instead of
u[k] in the adaptation of the feedback canceller [7]. However,
the low level of the probe signal r[k] (to maintain the sound
quality) results in a large excess error or slow adaptation of the
adaptive filter Fˆ(q) [2], which will not be suitable for dynamic
situations in the daily life. Therefore only the first approach as
shown in Fig. 1 is considered in this paper.
Bias reduction with noise injection
The steady-state analysis of feedback cancellation has revealed
that the bias problem is related to the autocorrelation of the in-
put signal x[k] [1]. In PEM-AFC, a similar steady-state analysis
can be performed as follows:
fˆ = R−1upup rupyp , (3)
= R−1upup rup fp +R
−1
upup rupxp , (4)
Rupup = E
{
up[k]uHp [k]
}
, (5)
rupyp = E
{
up[k]yp[k]
}
, (6)
up[k] =
[
up[k],up[k−1], · · · ,up[k−L+1]
]T
, (7)
fp[k] = A(q)F(q)u[k], (8)
Fˆ(q) = fˆ0 + fˆ1q−1 + · · ·+ fˆL−1q−L+1, (9)
1Spectral coloring refers to the fact that certain spectral components are
stronger than other spectral components. A spectrally colored signal may be a
broad-band (e.g., a speech signal) as well as a narrow-band signal (e.g., a sinu-
soid or alarm signal) [2].
fˆ =
[
fˆ0, fˆ1, · · · , fˆL−1
]T
, (10)
where fˆ is the coefficient vector of Fˆ(q), L is its length, the
symbol with subscription p denotes the PE of the correspond-
ing signal. The symbol E denotes the expectation operator, and
rup fp and rupxp are defined similarly to equation (6). Suppose
that the filter length L is sufficient. The first term in equation
(4) approximates the true feedback path, whereas the second
term, which represents the correlation between the PE of the
desired input signal x[k] and the PE of the processed hearing-
aid signal u[k], introduces a bias into the estimate. When the
signal u[k] includes the injected noise r[k], the bias term can
be reduced. The effectiveness of bias reduction depends on the
prediction-error strength of the injected noise r[k] relative to
the prediction-error strength of the signal g[k].
However, a loud noise will degrade the sound quality. The in-
jection of noise therefore involves a trade-off between bias re-
duction and sound quality. To maintain the sound quality, two
types of nearly inaudible noises are investigated in the follow-
ing sections, namely the masking noise and the linear predic-
tion based noise (LP noise).
Masking noise
The Moving-Pictures-Expert-Group (MPEG) standard for au-
dio compression [8] utilizes frequency masking to reduce the
number of bits in the intervening transmission. It assumes an
audio signal with a sampling frequency of 44.1 kHz and cal-
culates the masking threshold in each sub-band based on the
instantaneous spectrum of the signal by using a 512-point FFT.
To make it possible and affordable for hearing-aid application,
the calculation is modified to operate with the sampling fre-
quency of 16 kHz and 64-point FFT. The loss in sound quality
due to such a modification is found to be insignificant. In addi-
tion, since feedback whistling usually occurs below 6 kHz, the
masking threshold is not calculated for those sub-bands above
6 kHz.
The masking noise is generated by shaping the white noise
sequence with the calculated masking threshold so that it has
the same average spectrum as the masking threshold. It should
be stressed that the masking noise formed in this way is still
audible because the psychoacoustic model used to calculate
the masking thresholds is established for sinusoids instead of
noise. Therefore the masking noise generated from the mask-
ing thresholds is attenuated by 14 dB in this work to make it
nearly inaudible.
LP noise
In order to avoid the degradation of sound quality while provid-
ing as strong a force as possible to reduce the bias, the injected
noise r[k] should be strong in those frequency bands where the
desired signal is strong and weak where it is weak. LP noise is
proposed to achieve this idea efficiently.
Instead of calculating the spectrum of the outgoing signal g[k],
LP noise is generated by filtering a white noise sequence with
the inverse of the prediction-error filter A(q) as shown in the
equations below:
gp[k] = A(q)g[k] (11)
p[k] =
1−β
1−βq−1 gp[k]
2 (12)
r[k] = α
√
p[k]A−1(q)n[k] (13)
where p[k] estimates the smoothed prediction-error power of
g[k] by passing the instant power through a low-pass IIR filter
configured by a smoothing factor β , which is set to 0.996 in
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this paper. The white noise sequence n[k] has unit variance.
The parameter α controls the strength of the LP noise. α = 0.3
is found to be low enough to produce nearly inaudible noises
for most signals.
Noise generated in this way has two advantages: first, the com-
putation load is very low as A(q) is ready to use after the linear
prediction stage; secondly, when r[k], embedded in u[k], goes
through A(q) to form the prediction error signal up[k], it be-
comes the white noise sequence n[k] again, which has ideal
autocorrelation properties. To ensure the stability of the IIR
filter A−1(q), the linear prediction has to yield a stable model.
SIMULATION RESULTS
To evaluate the performance of PEM-AFC with noise injec-
tion, the system in the Fig. 1 is simulated with a sampling fre-
quency of 16 kHz. The feedback path is 50-order, measured
from a commercial behind-the-ear (BTE) device and normal-
ized so that the maximum stable gain is 0 dB without feedback
cancellation, as illustrated in Fig. 2. The feedback model Fˆ(q)
is also 50-order and the linear prediction-error filter A(q) is 21-
order. Levinson-Durbin algorithm, which yields stable models,
is used to linear predict g[k] with a frame length of 168 sam-
ples. The forward path G(q) consists of a delay of 24 sam-
ples and a linear gain. The adaptation algorithm for feedback
canceller is the recursive-least-square (RLS) algorithm with a
forgetting factor λ = 1. Three types of input signals are in-
vestigated: a 3 kHz pure tone in white noise (to simulate the
background noise and the microphone noise) whose power is
-40 dB below the tone, male speech signal and guitar music
signal. All the signals are 12-second long.
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Figure 2: The frequency response of the feedback path of 50 orders
based on the measurement of a commercial BTE hearing aid.
As mentioned in Section , in PEM-AFC, the amount of bias re-
duction actually depends on the relative strength of the predic-
tion error of the injected noise. To illustrate the effectiveness of
the two inject noises, it is first assumed that the feedback can-
cellation is perfect, i.e., Fˆ(q) =F(q). When the 3 kHz sinusoid
in white noise is input into the system, the power spectral den-
sity (PSD) of the signal g[k], the injected LP noise, the injected
masking noise and PSD of their corresponding prediction er-
rors are plotted in Fig. 3.
In the figure, it can be seen that the PSD of the prediction error
of the signal g[k], i.e. gp[k], exhibits a peak at 3 kHz, which
indicates that gp[k] is still a highly autocorrelated signal and
therefore the bias remains in the system after linear prediction.
The PSD of the injected LP noise resembles the PSD of the
signal g[k], and the prediction error of the LP noise is white
as expected. In the 3-kHz frequency band, the prediction error
of the LP noise is as strong as the peak in the PSD of gp[k].
Hence, the LP noise can provide a significant force to reduce
the bias. In those frequency bands around 3 kHz (from 2.72
kHz to 2.97 kHz and from 3.03 kHz to 3.28 kHz), the predic-
tion error of the masking noise has almost the same power as
that of gp[k]. Therefore, the masking noise should help more
in bias reduction at those frequencies than the LP noise.
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Figure 3: Power spectral density of the signal (a 3-kHz sinusoid in
white noise), the injected masking noise, the injected LP noise and
their corresponding prediction errors.
To assess the performance quantitatively, we used signal to
feedback residual error (SFRR) as the measure:
SFRR = 10log10
∑Nk=1(F(q)u[k]− Fˆ0(q)u[k])2
∑Nk=1(x[k])2
(14)
where N is the total number of samples used in the simulation.
x[k] and u[k] are both zero-mean. SFRR represents the ratio of
the input signal to the distortion resulted from the feedback es-
timation error. This measure is more proper for narrow-band
signals than the traditional broad-band measure maximum sta-
ble gain (MSG) because stable gains outside the signal band
are not very meaningful.
The simulation results are shown in Fig. 4. For a sinusoid in
white noise, the injected LP noise yields a 1-4 dB improvement
of SFRR, and the masking noise provides 4 dB extra stable
gain (the stable gain is defined as the point where SFRR begins
to drop steeply). For music, the LP noise improves SFRR by
1 dB whereas the masking noise improves the SFRR slightly.
For speech, the LP noise and the masking noise improve SFRR
slightly and provide 3-4 dB extra stable gain.
In general, the injected LP noise performs the best (1-4 dB
SFRR increase) before the system becomes instable, whereas
the masking noise is better at providing additional stable gain.
The reason is that when the system is stable, the LP noise has
a stronger force to reduce the bias (c.f. Fig. 3). However, when
the whistle is about to occur, the linear prediction in PEM-AFC
tends to model the strong feedback residual signal instead of
the desired signal. The LP noise generated with these wrong
linear prediction coefficients does not help very much in the
bias reduction. The masking noise, which on the other hand,
takes into account the spectrum of the whole signal including
both the desired signal and the feedback residual signal, may
still provide forces in keeping the system from instability.
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In the simulation, it was also found that the LP noise and mask-
ing noise injected in the traditional feedback cancellation sys-
tem without linear prediction provided very little improvement.
This is in agreement with the findings in [5]. Therefore the re-
sults are omitted in Fig. 4. Noise injection is more effective in
feedback cancellation with linear prediction probably because
of two reasons: Firstly, linear prediction reduces the bias and
therefore slows down the speed that the system can go wrong
at. As input signals usually have weak periods with low am-
plitude from time to time (due to the amplitude fluctuation and
pauses), the noise injection may help the system to go back
quickly onto the right track in those periods. Even when the
adaptation will still be biased afterwards, the system may keep
stable before the next weak period is hit. However, if there is
no linear prediction, the efforts noise injection has made dur-
ing the weak periods will be overruled quickly by the large
bias and the whistle may occur immediately. Secondly, lin-
ear prediction is performed on noisy data, so over- and under-
modeling can both occur, which averages out part of the re-
maining bias. In other words, the injected noise actually plays
a relatively larger role than expected.
CONCLUSIONS
This paper investigates the inaudible noise injection in the feed-
back cancellation with linear prediction. Two inaudible noises
are proposed: the masking noise, which is tailored to the hearing-
aid application based on the MPEG standards, and the LP noise,
which is proposed specially for the feedback canceller with lin-
ear prediction to achieve an efficient implementation. The ef-
fect of noise injection is evaluated for tonal signal, speech and
music. It is shown that noise injection can reduce the feedback
estimation error by 1-4 dB and/or increase the stable gain by
3-4 dB, depending on the characteristics of the input signal.
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ABSTRACT
This paper proposes a reﬂection model for the dynamic feedback
path of digital hearing aids and compares it with two existing mod-
els: a direct model and an initialization model, based on the mea-
sured dynamic feedback paths. The comparison shows that the pro-
posed model is superior to the existing two models in terms of max-
imum stable gain (MSG). For hearing aids with dual microphones,
the possibility of relating the two dynamic feedback paths is also in-
vestigated. It is shown that in a complicated acoustic environment,
the relation between the two feedback paths can be very intricate and
difﬁcult to exploit in modelling the dynamic feedback paths.
Index Terms— Feedback cancellation, hearing aids, dynamic
feedback path modelling, delay estimation.
1. INTRODUCTION
Feedback is one of the major problems with hearing aids. It limits
the maximum gain that can be achieved. A widely adopted approach
to feedback suppression is feedback cancellation, where an adaptive
ﬁlter is used to model the feedback path. The output of the ﬁlter is
regarded as the instantaneous estimation of the feedback signal and
is subtracted from the input signal to remove the feedback.
The maximum stable gain (MSG) obtained by using a feedback
canceller depends on how accurately the feedback path can be esti-
mated. A perfect match between modelled and real feedback path
will cancel the feedback signal completely, and the system will be
stable for any amount of ampliﬁcation [1]. In practice, however, the
feedback path may be subject to dramatic changes, e.g., when the
user picks up the phone. In these adverse situations, the feedback
canceller usually has problems in obtaining an accurate estimate of
the feedback path due to its slow convergence and/or biased adap-
tation. A whistle is therefore easily triggered. This has become the
major concern of hearing aid users with feedback problems today.
In order to improve the performance of a feedback canceller in
dynamic situations, the model of dynamic feedback path should be
investigated. However, to our best knowledge, very little research
has been carried out in analyzing the dynamic change of feedback
path in real life. This paper proposes a reﬂection model for the dy-
namic feedback path and compares it with two existing models using
data from measurements of dynamic feedback paths. The compar-
ison shows that the proposed model is superior to the existing two
Please address all correspondence to Guilin Ma, gm@elektro.dtu.dk
Technical University of Denmark.
models in terms of MSG. For hearing aids with dual microphones,
the possibility of relating the two feedback paths is also investigated.
It is shown that in a complicated acoustic environment, the relation
between the two feedback paths can be very intricate and difﬁcult to
exploit in modelling the dynamic feedback paths.
The outline of the paper is as follows: in section 2 two tradi-
tional models are explained and a new reﬂection model is proposed.
In section 3 the measurement is described and the results are given
based on the measured data. Concluding remarks and directions for
future work are given in section 4.
2. MODELS FOR THE DYNAMIC FEEDBACK PATH
The general diagram of feedback cancellation is depicted in Fig. 1.
The idea of feedback cancellation is to adjust the parameters θ in the
feedback model so that the modelled feedback path bˆ(n, θ) approx-
imates the true feedback b(n) as close as possible. The output v(n)
is the instantaneous estimation of the feedback signal f(n) and is
subtracted from the input signal s(n) to remove the feedback.
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Fig. 1. General diagram of feedback cancellation. The input to the
hearing-aid processing is s(n), which is the sum of desired input
signal x(n) and the feedback signal f(n). The processed hearing-
aid signal is u(n). The signal output into the ear canal is y(n).
The impulse response of the feedback path is b(n), and v(n) is the
estimation of f(n) from the modelled feedback path bˆ(n, θ).
In real life, the impulse response of the feedback path b(n) is
time-varing and can change dramatically. An example is shown in
Fig. 2, where the impulse response of the feedback path is measured
without any enclosure and with a palm wrapping around the hearing
aid, which mimics the situation when the user picks up the phone.
As seen from the ﬁgure, both the impulse response and the frequency
response change remarkably when the hearing aid is enclosed.
209978-1-4244-2354-5/09/$25.00 ©2009 IEEE ICASSP 2009
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2.1. Measure of the feedback models
In principle, the impulse response b(n) has an inﬁnite duration.
However, as shown in Fig. 2, the amplitude of b(n) decays very fast.
Assume that the truncated impulse responses of b(n) and bˆ(n, θ)
with length L are sufﬁcient to represent the true feedback path and
the feedback model respectively. One natural way of obtaining the
optimal parameters θopt for the feedback model is to minimize the
difference between the truncated feedback model and the actual
feedback path. This, formulated in the frequency domain, is given
by
θopt = argmin
θ
‖FH(bˆ(θ)− b)‖22, (1)
b = ( b(0), . . . , b(L− 1) )T , (2)
bˆ(θ) = ( bˆ(0, θ), . . . , bˆ(L− 1, θ) )T , (3)
F = ( f0, f1, . . . fL−1 ) (4)
fk = ( 1, e
jωk , . . . , ejωk(L−1) )T , (5)
where ωk = 2πl/L, l = 0, 1, . . . , L − 1, F is the Fourier matrix,
and (·)T denotes the transpose of (·).
To evaluate the performance of a feedback model, MSG is of-
ten used, which is determined by the frequency at which the mis-
match between the feedback model and the actual feedback path is
the largest [2]. We assume that in all the circumstances, the param-
eters in the feedback model θ can converge to the optimal solution
θopt fast and accurately enough1. The MSG of the model is therefore
the MSG with converged parameters, denoted as MSGc,
MSGc = 20 log10
(
min
k
1
|fHk (bˆ(θopt)− b)|
)
. (6)
With a speciﬁc model and parameters θ, MSGc is the highest
achievable MSG, which is in fact limited by the amount of under-
1The feedback canceller usually suffers from the problem of slow conver-
gence and biased adaptation. These two topics, however, are irrelevant with
the model of feedback path. Therefore they are not considered in this paper
to simplify the model comparison.
modelled feedback path, the residual feedback path that cannot be
modelled due to the limited degrees of freedom in the parameter θ
and/or the lack of ﬂexibility in the model form. A more descriptive
model with larger degrees of freedom in the parameters θ will yield
less under-modelling and larger MSGc.
In the following text, three models will be described and MSGc
will be computed to evaluate and compare these models.
2.2. Direct model
One typical form of feedback model is composed of a pre-ﬁltering
and an adaptive ﬁlter, which is usually FIR (Finite Impulse Re-
sponse) since IIR (Inﬁnite Impulse Response) adaptive ﬁltering
suffers from the problem of instability and local minima [3]. Let
b0(n) and w(n) denote the impulse response of the pre-ﬁltering
and the adaptive ﬁlter respectively. The feedback model is the
convolution of b0(n) and w(n),
bˆ(n, θ) = w(n) b0(n) =
M−1∑
l=0
w(l)b0(n− l), (7)
θ = {w(n), b0(n)}, (8)
where M is the order of w(n), and  is the convolution operator.
In the ”direct model”, the pre-ﬁltering is simply a delay of D
samples:
b0(n) = { 1, n = D + 10, otherwise . (9)
Since b(n) usually starts with a certain physical delay (see Fig.
2), the introduction of a corresponding delay D renders a better use
of the limited number of taps in the adaptive ﬁlter w(n). To calculate
MSGc, the optimal parameters, i.e., wopt(n) and Dopt should be
obtained ﬁrst by solving equations (1)-(5), (7)-(8) and (9).
This is a nonlinear optimization problem. However, it can be
solved easily in numerical ways. As a special case, if the delay D is
ﬁxed, it reduces to a simple optimization problem with the following
solution
wopt = ( b(D + 1), . . . , b(D + M) )
T . (10)
With the optimal parameters, MSGc can be calculated from
equation (6).
2.3. Initialization model
To model the feedback path accurately, the direct model in 2.2 usu-
ally needs a very high-order adaptive FIR ﬁlter w(n) to cover the
”active” range in Fig. 2. One way to reduce the number of orders
needed for modelling the dynamic feedback path is to use an ini-
tialization as proposed in [4], which is a measurement of feedback
path in a static situation without any reﬂectors or enclosures near the
hearing aid. When the hearing aid is put into use in daily life, to
capture the time-varying dynamic feedback path, the adaptive ﬁlter
w(n) only needs to model the part that is different from the static
initialization. Since the impulse responses of microphone, receiver,
etc. will not change from the static initialization to the dynamic sit-
uation, this different part can be modelled by an adaptive ﬁlter with
a lower order.
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Let b0(n) denote the impulse response of the static feedback
path obtained in the initialization. The modelled feedback model is
the same as in equation (7) with
θ = {w(n)}, (11)
The impulse response b0(n) is truncated to L−M +1 samples
here so that the length of the convolution between w(n) and b0(n)
equals L. In practice b0(n) can be implemented by an IIR ﬁlter [4].
When w(n) is real-valued, the optimal parameter for the initial-
ization model wopt(n) can be found by solving a linear least square
problem with equation (1)-(5), (7) and (11):
wopt = (diag(F
H b˜0)F˜
H)+(FHb), (12)
b˜0 = ( b
T
0 , 01×(M−1) )
T , (13)
b0 = ( b0(0), . . . , b0(L−M) )T , (14)
F˜ =
⎛
⎝ f0(0) . . . fL−1(0)· · · · · · · · ·
f0(M − 1) . . . fL−1(M − 1)
⎞
⎠ (15)
where diag(·) is a diagonal matrix with diagonal elements (·),
(·)+ is a pseudo-inverse deﬁned as (·)+ = ((·)T (·))−1(·)T , and
01×(M−1) represents a zero vector of length M − 1.
The optimal solution represents the adaptive ﬁlter w(n) of
length M that produces MSGc when being concatenated with the
initialization ﬁlter b0(n) to model the dynamic feedback path b(n).
2.4. Reﬂection model
In section (2.3), the initialization model formulated in equation (7),
can also be regarded as a weighted sum of the initialization b0(n)
and its delayed replicas with integer delays. We generalize it to a
new model with fractional delays, i.e.,
bˆ(n, θ) =
M−1∑
l=0
w(l)b0(n− dl), (16)
θ = {w(l), dl}, (17)
where dl is the delay of the l-th replica, dl > dl−1 ≥ 0, l =
1, · · · ,M − 1.
These delayed replicas can be interpreted as physical reﬂections
with delay dl and gain w(l). This model is thus named ”reﬂec-
tion model”. Compared with the initialization model, the reﬂec-
tion model is more precise because it mimics what happens in the
physical world. For example, when the user picks up the phone, the
feedback path consists of a direct path and multiple reﬂections with
possibly fractional delays. The direct path can be approximated by
the initialization since it is done in the static situation without any
reﬂectors or enclosures near the hearing aid. In fact, when dl = l,
the reﬂection model is identical to the initialization model. There-
fore, the reﬂection model is more general and expected to capture
the dynamic feedback path better than the initialization model.
The optimal delays dl,opt and weights wopt(l) for the reﬂection
model can be found by solving the optimization problem (1)-(5),
(16) and (17), which is a nonlinear optimization problem. How-
ever, efﬁcient time delay estimation techniques exist to address the
problem. An iterative search of wopt(l) and dl,opt proposed in [5]
is found to be very robust. We ﬁrst cross-correlate b(n) and b0(n)
in the frequency domain to ﬁnd the coarse delays and gains of the
replicas by identifying the peaks of the cross-correlation. Later an
iterative search is performed by keeping one replica of b0(n) at a
time (removing the other identiﬁed replicas from b(n)), repeating the
cross correlation and locating the peak to ﬁnd a better delay and gain
estimation for that replica. This process is iterated until the relative
change of the cost function in equation (1) is below the threshold.
2.5. Models for dual-microphone hearing aids
For hearing aids with dual microphones, the feedback problem in-
volves two feedback paths, denoted as b1(n) and b2(n). One way to
deal with the two paths is to model them individually by using one
of the three models described above. An alternative approach is to ﬁt
one feedback path with the other path. There are two ways of ﬁtting,
similar to the initialization model and reﬂection model respectively.
The ﬁrst approach for the ﬁtting is:
bˆ1(n) =
M−1∑
l=0
w(l)b2(n− l), (18)
The second is:
bˆ1(n) =
M−1∑
l=0
w(l)b2(n− dl), (19)
The optimal weights wopt(n) and/or delays dl,opt can be found
in similar ways described in section 2.3 and 2.4.
3. MEASUREMENT AND RESULTS
The static and dynamic feedback paths are measured using a com-
mercial open-ﬁtting behind-the-ear (BTE) device from GN ReSound
A/S. For each feedback path, MSGc of the three models and the
models for dual-microphone hearing aids is calculated by optimiz-
ing the parameters in the model.
3.1. Measurements
The hearing aid is mounted on the head of Kemar Manikin Type
45BA made by G.R.A.S Sound & Vibration A/S. The impulse re-
sponse of the feedback path is measured by sending out a maximum-
length sequence (MLS) with a period of 255 samples through the re-
ceiver. One thousand periods are repeated to obtain a high SNR for
the feedback path response relative to random room noise. The sam-
pling frequency is 16 kHz. The detailed procedure of the impulse
response measurement can be found in [2].
The measurement included two steps: First an initialization was
carried out to measure the static feedback path without any reﬂec-
tors or enclosures. Then dynamic feedback paths were created to
mimic the most adverse situations for feedback cancellation in real
life by a special setup: A rigid surface facing the hearing aid was
moved along the lateral side gradually towards the hearing aid and
outwards later. The perpendicular distance between the rigid surface
and the hearing aid was kept at around three centimetres during the
movement. The impulse responses were measured and ﬁve represen-
tative snapshots were selected for analysis. Two additional dynamic
feedback paths were measured with a open palm facing the hearing
aid on its lateral side at a distance of three centimetres and with a
palm wrapping around the hearing aid. Altogether eight impulse re-
sponses were measured including one initialization (static feedback)
and seven dynamic feedback paths.
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3.2. Results
For each measured dynamic feedback path, the parameters in the
models were ﬁrst optimized to calculate the MSGc. The ﬁlter length
M was varied from 1 to 50. In the direct model, the delay D is not
ﬁxed to achieve the best performance.
It is found that for all the seven dynamic paths and all the values
M , the reﬂection model outperforms the initialization model and
the direct model in terms of MSGc. The direct model performs the
worst in almost all the cases. To demonstrate the performance of
each model in dynamic situations, MSGc is averaged over the seven
dynamic paths. The results are illustrated in Fig. 3 and Fig. 4. The
results for the dual-microphone models, denoted as ”2 channel”, are
also included.
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Fig. 3. Comparison of the models for dynamic feedback path mod-
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Fig. 4. The MSGc improvement of the reﬂection model over direct
model and initialization mode for dynamic feedback path modelling.
As seen from the ﬁgures, the reﬂection model is superior to the
other two models especially when M is around 11. In practice, M
is usually chosen between 10 to 20 to assure a fast convergence. In
this region, the reﬂection model yields 5-7 dB higher MSGc than the
initialization model and 9-11 dB higher MSGc than the direct model.
To achieve a 25dB MSGc, the direct model needs 31 orders and the
initialization model needs 16 orders, whereas, the reﬂection model
only needs 7 replicas of the initialized impulse response.
It is also noted that the dual-microphone models by relating the
two feedback paths do not give any beneﬁt. This is because in a
complex acoustic environment, the relation between the two feed-
back paths can be very complicated and even more difﬁcult to model
than the feedback paths themselves.
4. CONCLUSIONS AND FUTURE WORK
This paper proposes a novel reﬂection model for the dynamic feed-
back path in digital hearing aids. The results based on the measure-
ment of a commercial hearing aid show that the proposed model has
better ability in capturing the dynamic feedback path and is superior
to the existing two models in terms of MSG.
The results also give the minimum order of the adaptive ﬁlter in
the two existing models to achieve a certain MSG in the dynamic
situations, which could serve as a useful indication in practice for
choosing the order of the adaptive ﬁlter in the feedback canceller.
Moreover, this paper investigates the possibility of relating the
two feedback paths of a dual-microphone hearing aid for modelling
the dynamic feedback paths. It is shown that in a complex acoustic
environment, the relation between the two feedback paths can be
very complicated and difﬁcult to exploit to yield better models.
The drawback of the proposed method is the complexity in esti-
mating the fractional delays. The future work is to ﬁnd an efﬁcient
way of estimating the delays and investigate how to use this reﬂec-
tion model in an on-line adaptation to improve the performance of
feedback cancellation in dynamic situations.
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APPENDIX
A
Additional Publication
This appendix includes one additional paper based on part of my Master’s
thesis on source separation approaches for feedback cancellation. This pa-
per was presented at the IEEE International Symposium on Signal Processing
and Information Technology 2007 in Cairo, Egypt and is not covered in the
dissertation.
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Abstract - This paper presents a two-stage approach for single- reduces to a convolutive BSS problem, which is a very active
channel separation of dependent audio sources. The proposed and challenging research area.
algorithm is developed in the Bayesian framework and designedfor Compared with even- and over-determined problems,
general audio signals. In the first stage of the algorithm, the joint under-determined source separation problems are generally
distribution of discrete Fourier transform (DFT) coefficients of the tion
dependent sources is modeled by complex Gaussian mixture models chnmore duetor the lack of c aint A tiona
in the frequency domain from samples of individual sources to costins arenorml apledsby ing srong
capture the properties of the sources and their correlation. During assumptions on the source characteristics, incorporating
the second stage, the mixture is separated through a generalized sources models or providing prior knowledge on the mixing
Wiener filter, which takes correlation term and local stationarity process and/or signals. One powerful assumption about the
into account. The performance of the algorithm is tested on real sources is that they have a parsimonious representation in a
audio signals. The results show that the proposed algorithm works given basis, such as the time-frequency (T-F) representation.
very well when the dependent sources have comparable variances This kind of assumption has lead to encouraging techniques
and linear correlation.
Ti ido supinhsla oecuaigtcnqeand linearco relation.
~~~[4] [5] [6]. Another class of methods incorporate sourceKeywords - monaural source separation, complex Gaussian mixture [ 5[] n ls icroa sucKeywor
'
m models, such as Vector Quantization (VQ), Gaussian Mixture
model, Gaussian statistical model ofDFT coefficients Models (GMM), train the models first and separate the
I. INTRODUCTION mixture afterwards based on proper criteria (e.g., minimum
mean square error, likelihood ratio) [7][8].
Source separation problem arises in a variety of signal The problem discussed in this paper, monaural separation
processing applications. It can be categorized in several ways: of two general audio signals that are strongly dependent, is a
Depending on the amount of available information about the combination of an under-determined problem and a problem
mixing process and sources it can be divided into blind with correlated sources. Most of the algorithms reviewed
in(B Ac n to above fail in this extreme case either because the sparse
relation of n (the number of sources) and m (the number of representation for correlated sources is not valid or becauseselationsors) ithf intobeth cagouries)ofandunder-detmbermin the algorithms require multiple channels. For example, thesensors), it falls into the categories of an under-determined exsigtcnqefrudrdtrie ovltv Sprbe (m ..n) vndtrie rbe m n n existing technique for under-determined convolutive BSSproblem ( < ), even-determined problem ( m=nat a requires multiple channels [9].
Since the sources are general, specific source models, suchbetween sources, it is either a problem with independent as speech model, are not applicable. Besides, how the two
sources or a problem with dependent sources. signals are correlated and what properties the sources exhibitMost of the source separation algorithms are based on the gcp p
.. . ~~~are unknown. To combat these difficulties, a two-stage
assumption that the sources are statistically independent, algorithm based on generalized Wiener filtering is proposed
which holds in most cases. However, in some special audio in this paper. In the first step, complex GMM is exploited to
applications such as feedback cancellation in hearing aids, the . . k
mixture contains dependent sources. The very few algorithms aqiesfiin nweg bu h ore n h a
dealing wontaith dependent sources. inclue both semi-Bgorms they are correlated. Based on the information obtained in thefirst step, the mixture is separated later by a generalizedtechniques and BSS techniques. The semi-BSS techniques are Wiener filter.
heavily dependent on the nature of the problem and thus very Although the study here is for two dependent sources, the
ad-hoc. A typical example is presented in [1], where the method proposed can be generalized to more sources at least
structure of the mixing matrix and source covariance matrices
are known beforehand. Instead of applying strong prior
knowledge, the BSS techniques usually make strong II. PROBLEM FORMULATION
assumptions on the properties of the sources [2][3][4], such
as time-frequency sparsity, to solve the dependent source
' . ~~~~~~~Themicro hone si nal x iS a mixture of two dependentseparation problem. When the sources are only linearlyg
correlated through room impulse responses, the problem signals S1 and S2, i.e.,
978-1-4244-1 835-0/07/$25.00 ©C2007 IEEE 578
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x = s + s2 (1) A widely accepted assumption for stationary audio signals
In the Bayesian framework, the two sources can be is that the DFT coefficients are statistically independent
..... .. .Gaussian random variables [II], i.e.,estimated through estimators such as maximum likelihood ,
(ML). However, since the problem is under-determined, there
will be multiple solutions with the ML estimator [7]. One of 2 2
the alternatives is the maximum a posteriori (MAP) estimator: CN(O, diag{oQ . *- (5)
(^I1, 2) = arg max p(s s2 |x) XL
SI S2 (2) 2
p(S I S2 |X) X p(X Is1S s2)p(sI I s2 )ok2 = Var(X,k)re + Var(Xk,im)
where p(x SI,S2) is the likelihood function, p(s1,S2) is the where symbols with bold and italic font represent matrices or
prior knowledge about the joint distribution of the sources, vectors, diag{.} is the diagonal matrix formed by the listed
which essentially reflects the statistical properties of each entries, Var(s) is the variance of the listed entries, subscripts
individual source and the correlation of the two sources. 're, and 'im' denote the real part and imaginary part of a
A similar estimator is the conditional posterior mean (PM): complex quantity respectively, and CN denotes the complex
(s s2 = E s[s2s x] (3) Gaussian distribution [10].
where(the^expectatIono t Ey (5) implies that the DFT coefficients in different frequencywhere the expectation operator E [-] implicitly requires the bisaendpdntItloimisththerladknowledg of th.on itiuinps,s) bins are independent. It also implies that the real andknowledge he jBoestdistrabutoonp(S tso f imaginary parts of coefficients in each frequency bin are
Therefore, in the Bayesian framework, the solution for this inendt,hv Gasan itrbiosndheam
source separation problem includes a stage of estimating the ineedn,hv asindsrbtosadtesmseparation problem stage estimating variances. In a strict sense, the DFT coefficients follow anjoint distribution and a second stage of separating the mixture asymptotical Gaussian distribution as L approaches infinity
based on a proper estimator such as MIAP or PM. [11].
III. ESTIMIATION OF JOINT DISTRIBUTION To reduce the large number of parameters to estimate, it is
assumed that the two correlated zero-mean stationary signals
The estimation of the joint distribution can be performed s (n) and s2(n) are only correlated within the same frequency
in the time domain or any domain spanned by proper basis bin as shown in (6). This assumption usually holds very well
functions. Since the correlation between the two dependent for many types of correlation, especially linear correlation.
sources usually varies strongly with frequency, time-domain 20CN(O, 0 I ) k1.k
modeling lacks the resolution to describe the difference '1'' 2 L o
-2k2 j
among frequency bins and consequently leads to degraded
performance. For discrete signals, discrete Fourier basis has - CN(, 0,k l12k t~ (6)
several desirable properties and serves as an efficient domain SI,k,2,k L( * 2* '2,2 k=E[Sl2,kj(
L 12,k 2,kfor analyzing the signals in this paper. 52X ]T
S,kl,2,k2 SI,k I 2,k2
A. Gaussian Statistical Model ofDFT Coefficients k, kl, k2 = 1, , L /2 -1
To obtain an expressible probability density function inFor real-time processing purpose, the sampled microphone
signal x(n) is broken into frames. Each frame is Fourier terms of SI k2k2 'we have to further assume a special relation
transformed. This process is referred to as short-time Fourier between the covariance matrices of Slk ands2,k2 [12]:
transform (STFT), i.e., C S S ) CoS )
2TkCVo(SI kl,k ,re S2,k2,reC)o(SI kl, ,im I S2,k2,i.
Xk(m) = x((m-1)(L-M) + n + I)h(n)e L (4) Cov(S1kk,re S2,k2 ir) =CoV(S2,k2 ,reI Si,k ir) (7)
n=O
~~~~~~~~k,k2 = 1, L/2-1k=O,1,...,L-1 m1,2,...12 1 L/
where Cov(s) is the covariance of the listed entries. It was
wherelappingmis thel t ofraeah fmex, M is the leng of found that the assumption (7) holds well at least for linearoverlapping, iS the frame index, h(n) iS the window correlation.
function applied. )((m) andXL/2(m) are not interesting since
they are direct current (DC) and Nyquist components B GMM Estimation of the Joint Distribution
respectively. Xk(m) k=L/2+1, ,L-l are also ignored
due to the symmetry of DFT coefficients. A tilde is used to As seen above, the DFT coefficients of a stationary audio
denote a complex quantity. For brevity, m is dropped out in sina ca bedsrbdb.asinditiuin.Teeoe
the following formulas, andh(n) is also neglected. its power spectral density, which gives the variance as a
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function of frequency, is completely taken into account by the Gaussian component in GMM and is referred to as state
Gaussian distributions. However, realistic audio signals are variable. The posterior probability in (9) is then formulated as:
only locally stationary and contain various types of timbres Q
and pitches [13]. The complex GMM, instead of a single P(SI,k, S2,k Xk) =P(Sl,k,S2,k Xk ,q= j)p(q = jXk)(10)
complex Gaussian distribution, has to be adopted to capture 1=1
the diverse spectra of the signals. As a semi-parametric Therefore, the estimation of sources needs three steps:
method to estimate the probability density function, GMM estimate the current state by calculating the posterior
also possesses the advantages of high flexibility and probability of the state variable; construct the filters by
reasonable complexity compared with non-parametric and maximizing the posterior probability of the sources given the
parametric methods [14]. state; separate the mixture and reconstruct the two sources in
In each frequency bin, the joint distribution of DFT the time domain. In the following formula, q= j is
coefficients of the two dependent zero-mean signals is abbreviated as qj.
modeled by the complex GMM as below:
Q A. State Estimation
P(Sl,k,2,k ) E)i,k PG (Sl,k,2,k I Ci,k )
The state variable q can be estimated through the posterior
CIrk L= k[ jj1Ekk2 l (8) probability, i.e., p(qj Xk), denoted as Ij,k. It is calculated as:
12J,k 2i,k ii Ic Yjk PG(k |qj)p(qj) =P("Xk Iqi)*j,k (l)
k =l, J,L/2 When the active state is given as j, Xk is the sum of two
where Q is the number of components in GMM, i is the index correlated complex Gaussian variables with the joint
to the ith Gaussian components, PG(Sl,k,2k,Ci,k) iS the centered distribution:
complex Gaussian distribution with covariance matrixCkT CN(O, C 1
Wi,k is the weight of the ith Gaussian component in the kth LSik S2k,kj (12)
frequency bin. where C;k is given in (8). It can be shown Xk follows:
By fixing the mean of each component as zero, the number
of parameters to be estimated in each frequency bin is further P(Xk |qj) PG (Xk-k 1j,k +Cr2J,k + 212,jk) (13)
reduced to 4Q, including 3Q in the covariance matrix C,(k) Inserting (13) into (11), we obtain,
andQ in the weights w1 2jk ) 2 k2 + 2 (14)
The 4Q parameters are estimated in the first stage of the 7 'k %,kPG (Xk, 0l1,k + +2k l2Jk)
algorithm from samples of individual sources by standard
expectation-maximization (EM) algorithm with K-means B Construction ofthefilters
initialization. On-line EM algorithm can also be applied to Given the active state q, (9) can be solved by extending
enable a real-time implementation [15]. the Wiener filter.
IV. SEPARATION OF MIXTURE It is obvious that
PG(xk Sl, kI s2kk qj ) =(Sl,k + S2,k Xk ( 15)
In the separation stage, the traditional Wiener filter [16] is where 8(e) is the Dirac delta function.
extended in two aspects to separate the mixture of the two
dependent sources. Firstly, it is generalized to take the p(S 1S2,k lqj), the likelihood of the hidden q process can
correlation between the dependent sources into consideration. be calculated straightforward:
Secondly, the fixed gain of the Wiener filter is extended to be
adaptive so that the local stationarity can be dealt with. These P(51,k S2,k qj) PG (S1,k,2,k , Cjk (16)
two aspects lead to the design of an adaptive weighted Therefore, given the active component in GMM, the
Wiener filter. posterior probability of the two sources is:
Based on the information obtained in the first stage, the P(S1,k, 52,k Xk ,qj1) C P(Xk 51,k I , qj)p(5,k, 2,kqj(q17
two sources can be estimated through the MAP estimator in - ( - , C
each frequency bin: (Sl,k + S2,k k )PG (51,k,2,k ' j,k
IX 9
zThe MAP estimator (9)-(10) can be solved by picking up(I1,k' S2,k) arg 1n14x P(S1,k 2,k Xk) (9) the Gaussian component with the highest probability
However, (9) is not directly tractable [7]. To get back to calculated in (14) and maximizing (17) under the constraint:
the traditional Wiener filtering case, a hidden random Sl k +2,k =Xk (18)
variable qis introduced, which is associated with the active The solution can be easily found as:
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Slk,j,k (02j+ )20Xk (19) 0
0,k 2,j,k Re(Jl12Jk)Q
S2kj, + 2j,+ 2Re( l2J ) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
kth frequency bin. 0)Q
An alternative estimator PM in (3) assigns every Gaussian 1)-5000--
component with a probability instead of a hard decision on _________________
active components, which is shown below:NomlzdFeuny(7rasmpe
E[l~,k X'k] (~ JA(5,k ' 52]k X'k )dS2k )dSlk Fig. 1. Frequency response of the 128-tap echo-like impulse response
~~ (S~~kf(kkP(Sqjp,k'jdependent sources, the measure adopted in this paper is aS2,~Ikk (j1PS, 2,k k 1)pq k ))dS2k )dSlk simple normalized test error, defined in the time domain as:
Q
~~~~~~~~~~~~~~~~2)SiSYQ j (i pSS K. )d )d ) 20 12,I1,12 (22)
> i flkJS( 1k,kP ~,k1 2 kk'12),kl),k '12
Q= where 11 denotes the L2-norm.Q
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~2LYJ,EL1,k XkkIqjj The separation results are shown in Figure 2. Figure 2(a)
j=1
~~~~~~~~~~~~~and2(b) illustrate the partial waveforms of the two sources.
Since Slk ollows a Gaussian distribution for a given active Figure 2(c) and 2(d) are original spectrograms of the two
state q, its mean corresponds to the peak location. In other signals. Figure 2(e) and 2(f) are the estimated spectrograms.
words, the MAP estimation (19) can replace E£ 1k k- in] The original speech signal is cut off at 4 kHz. Although theLlkk~JJ estimated signal is not sharply cut off there due to a higher
(20). Therefore the PM estimation for the two sources is: sampling rate (11025 Hz), the estimated frequency contents
~~ Q ~ ~ 2+)e(are small enough above 4 kHz. The comparison between the
~1'k j,k a2 -2 Re(l 12,, k Xk performance of traditional Wiener filter and the proposedj=1 ,j,k+ 0 +2,Re(212k)algorithm is given in Table 1. Figure 2 and Table 1 show that
+Re(ku 2~,j)k the proposed algorithm can separate the excerpted signals
2kj=1 7 i,,k + + 2Re(J12j,k)k very well.
(21)can be regarde as a enrlieWenrfitr.k It is also noted that there exists a pattern in Figure 2(e) and
separ ate the mitregaddabyconsieraingted coenrrelantermi 2(f): Horizontal broken lines are located at some evenlybeprtween the signals. Besids,itdseringhtdbtheporltosterio spaced frequency bins. This indicates the failure of modelingbetween Sinel 1esds itisadapivhedfoloalytepstationry at these frequencies. One possible reason is that voicedprobability Y1,k Sic ,kiadpiefrlclystony speech shows strong tonal characteristics at harmonic
signals, (21) is essentially a weighted adaptive Wiener filter. frequencies. The DFT coefficients at these frequencies tend
V. SIMULATION RESULTS
to be constant, which GMM with zero-mean components isV. SIMULATION not able to model. The other possible reason is that the
The ropsedalgritm i evluatd alespech l , proposed algorithm is phase blind, which is inherited fromThec proposteed byalgorithm aieva uluaed oneapmale speech Sin Wiener filtering. In some frequency bins, the two sources
whichr Ist filtre bylnar128-tlaptimpulseesponsTe shownlin could be negatively correlated. The mixture is therefore theFgrepne1hto for sapeolierypicorreaedspoureof Thedbc ipulseI remaining signal after mutual cancellation. The amount ofresons hsashae f tpicl espnseoffeebac pth.It cancellation is impossible to recover when the phase
is chosen so that the correlation between si and S2 varies with information is missing. The separation performance is thus
frequencies, and the variances of s, and S2 are comparable. svrl erddi hs rqec is
The first 45 seconds of the two signals are used to train the svrl erddi hs rqec is
GMM. The following 15 seconds are mixed for separation. Table 1. Comparison between the performance of Wiener filter and
The PM estimator in (21) is selected for the simulation generalized Wiener filter (three Gaussian components)
since in GMM it is usually superior to the MAP estimator as Normalized Error Source 1 Source 2
sown in []Thfrmleghi51sape,creonngWiener Filter 0.4060 0.43151toh rox tl 5he f- lie cn -,q nu e, -r aussian
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0.
~~
~
~~~sl1. s20.3 0.3 i.e.,
0. 02
'a 'a more dominant the better estimated.
-02 estimation 0.2
-03 -0.3 original 041
90092 940 960 980 1000 900 920 940 960 9801000
Samples Samples ~~~~~~~~ ~~~ ~ ~~ ~~0.4--ktt
(a) partial waveform of source 1 (b) partial waveform of source 2
0.39 IX T ------------------- -
lll U]~~~~~~~~~~~~~~~~~~~~~~~~Q0.38--\> - '- TX--------
0.3 37-
05
_~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~03 I-T D - - -4-0 -10--
0.04 -
. ~~~~~~~~~~~~~~Numberof Gaussian Components
(c) original spectrogram of source 1 (d) original spectrogram of source 2 Fig. 3. Normalized test error as a function of the number of Gaussian
components
r ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~~~~~~~~~~~~~~~~~~~~~~~~~~. M tT_ .-"''-#E- -g' -1 0.5
t~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~-T~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 0 .45
(e) estimated spectrogram of sourced (f) estimated spectrogram of source2 0 35 algorimfrm s
Fig. 2. Simulation results with 3 Gaussian components and 512-sample frame i 020 400 600 800 1000 1200length ( 5-1 = 0. 3497, -2 = 0.3742 )Frame Length (samples)
Fig. 4. Normalized test error as a function of frame length
The separation performance as a function of the frame size f rc notCrestrictedTo s ORm
and the number of Gaussian components is studied. In Figure4 In the first sexe
3, as the number of Gaussian components increases, the t freqencgdoai turefth popertiesaoftignals
normalized.test error drops down first and increases later. The An theit eatio rintheisrconped sta basedron Thedrop indicates the inadequacy of Gaussian components in gnformath isobtained,on trnadoal Wnerftheris eaxtdedToedescribing the two locally stationary dependent signals. The anorapive waeigedWoiene fitrestr medto spaate te msixue.following rise is probably a consequence of over-fitting. The Tn the xtension otakes both coreltpie teMMand uslocaOptimal number for the excerpted signals is three. In Figure 4, I the firequnc domainothe captureithm, prompertesGMMthe usedignal
it is seen that the performance is generally better with a finer
and thireqecyorreation. Incature thenprpetage,bsofted oinalse
spectrum, i.e., longer frames. Since time domain modeling informthioncobtaied,trdtionaInth Wiener fitaer basexendeon the
can be regarded as a special frequency-domain modeling anformative weighned, rdtoaWiener filterto seaaexthnedmiture
when the frame length is equal to 1, this infers that time-
The exatvensowgtaes ot corrfiltertionsprter andmixture
domain modeling is worse than frequency-domain modeling. sTatoartex nsion taccont bthe correlation reutsr indict locat
It can be noted that the test error ofs2 is consistently higher stationarity into account. The simulation results indicate that
than s1 This is because sl has a larger variance than s2. the proposed algorithm performs very well when the two
Constraint (18) requires: sources are linearly correlated and have comparable variances.
xontrat(n)requrs:(n) + s(n)( )+(n)As explained in (23)-(25), when the two sources have
(23) incomparable variances, i.e. one of the sources dominates, the
s1 (n) - sl (n) = S2 (n) - ^2 (n) stronger source is always estimated better. This is an inherent
Therefore, property of the measure and constraint (18). It could also be
1|I-S12K< |2 -s2 12f regarded as one of the limitations in many source separation
slll2~~~~ll2l ''lsl2lsl2 (24) algorithms including the proposed algorithm in this paper.
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Due to the loss of phase information in Wiener filtering, [14] Christopher M. Bishop, "Neural Networks for Pattern Recognition", pp.
when the two sources are negatively correlated, it is very hard 33, Oxford University Press, November 1995.[15] Masa-aki Sato, and Shin Ishii, "On-line EM Algorithms for the
to estimate the amount of cancellation in the mixture for an Normalized Gaussian Network", Neural Computation, vol. 12, no. 2, pp.
under-determined source separation problem. An additional 407-432, 2000.
phase model could be added to the training step of the [16] Wiener, Norbert, "Extrapolation, Interpolation, and Smoothing ofStationary Time Series", The MIT Press, 1949.
algorithm to obtain the phase information. A relatively easy [17] E. Vincent, R. Gribonval, and C. FEVOTTE, "Performance
way is to model the phase difference between the two signals Measurement in Blind Audio Source Separation", IEEE Transactions
in each frequency bin because it is usually more stable than on Audio, Speech and Language Processing, vol. 14, no. 4, pp. 1462-
the phases of individual sources, especially when the 1469, July 2006.
correlation of the two sources is time-invariant or slowly
time-varying. A successful phase modeling should improve
the performance of the algorithm significantly.
Another aspect of future work is to evaluate the algorithm
with non-linearly correlated sources. This may lead to some
modifications of the algorithm, such as modeling the
correlation between adjoining frequency bins.
It should be noted that the proposed algorithm needs more
signal samples to assess the performance before conclusions
about the best choice of components and frame length are
drawn.
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