Abstract-This paper describes a system to systematically compare the performance of various methods (software modules) for the numerical solution of partial differential equations. We discuss the general nature and large size of this performance evaluation problem and the data one obtains. The system meets certain design objectives that ensure a valid experiment: 1) precise definition of a particular measurement; 2) uniformity in defimition of variables entering the experiment; and 3) reproducibility of results. The ease of use of the system makes it possible to make the large sets of measurements necessary to obtain confidence in the results and its portability allows others to check or extend the measurements. The system has four parts: 1) semiautomatic generation of problems for experimental input; 2) the ELLPACK system for actually solving the equation; 3) a data management system to organize and access the experimental data; and 4) data analysis programs to extract graphical and statistical summaries from the data.
B. Four Stage Methods
The four stages are as follows. 1) Discretize the domain. One puts a rectangular grid over it, cuts it up into triangles, etc.
2) Approximate the operator. One obtains an ordinary system of equations for a large number of unknowns by applying an approximation such as finite differences or finite elements of various kinds.
3) Reorder these equations. The original or natural order of these equations might not be suitable or as efficient for certain equation solution methods. 4) Solve these equations. Various kinds of direct methods (Gauss elimination) or iterative methods (overrelaxation, Newton's method) may be used to solve the equations for the approximation to the solution of the PDE. The modularity of the four stage methods allows one to generate an enormous number of distinct numerical methods for PDE's, literally well into the thousands, even millions.
PDE problems absorb a substantial fraction of the scientific computing power, and it is very desirable to know which of these thousands of methods perform best. The goal of the system described here is to provide a partial answer to this question. We first indicate certain essential topics that are not discussed here.
1) The Evaluation Methodology: We work within the general framework outlined by Rice [8] . A more specific discussion for mathematical software is presented in Rice, [10] and PDE evaluation is explicitly discussed in Houstis et al. [2] - [5] and Houstis and Rice [6] and [7] .
2) The PDE Problem Population: A large population of linear problems is given by Houstis and Rice [6] and [7] along with a discussion of various characteristics and features of the population.
3) Numerical Methods: The possible methods are described in many texts and their incorporation into the ELLPACK 0098-5589/79/0700-0418$00. Once this initial problem is solved, one then discovers two other substantial, but less formidable, difficulties. First, it is onerous to specify a hundred or two PDE problems and methods as required for a typical modest experiment. Second, the performance of a method for a PDE is not easily summarized in one number, and thus one obtains a large amount of data. Furthermore, these data should be accumulated as more and more experiments are made so that various performance criteria or population characteristics can be studied without redoing the measurements.
II. SYSTEM DESIGN OBJECTIVES
The system described here facilitates a large scale performance evaluation. The system incorporates the following specialization of the PDE problems and methods:
1) The operators are linear and elliptic.
2) The domains are two-or three-dimensional.
3) The domain discretization is with rectangular grids, not necessarily uniform.
Within this context the design objectives of the system are as follows. Fig. 1 . There are four basic parts:
1) The experimental input system.
2) The ELLPACK system.
3) The experimental data management system. 4) Data analysis programs. The largest part is the ELLPACK system; we describe it only briefly here since it has been discussed elsewhere (Rice 191 ).
A simple example of an ELLPACK run is shown in Fig. 2 ; Fig. 2(a) is the user input and Fig. 2(b) which contain a few incompatible cases and these cases are automatically skipped. The experimental data generated are automatically put into a permanent data base by the experimental data system. This is implemented by a simple data management system designed specifically for our purposes which is based on a locally written random access disk file manager. The data reside on two files, one containing information about each problem, including which PDE methods have been tested on each problem and the second containing tabular information on the outcome of each test (see Fig. 4 ). The random access keys are problem numbers.
A single ELLPACK run generates two types of data: identification of the run made and the measured data as shown at the bottom of Fig. 2(b) PACE 1 **** ******* ***** * ** ******* ** **********4****F ******* * ** ** ********** ***********************0**************** together the data for a particular PDE problem. Thus the data can be retrieved in the form shown in the bottom of Fig. 5 .
The precise definition of the data elements from an ELLPACK run is given in Table I The third data analysis program does not operate directly with the raw experimental data. As usual, in performance evaluation, there are multiple criteria of performance that are not easily compared. The goal is, nevertheless, to rank the numerical methods for various subpopulations, and we proceed as follows. First we examine the output of the preceding programs and make a subjective ranking of how each method under consideration performs on each problem. This gives rankings to the methods (ties are allowed if one cannot decide between two methods). We then apply the Friedman, Kendall, and Babington-Smith test to determine an overall ranking (see, Hollander and Wolfe [1] ). While this approach does not eliminate subjectivity from the determination of the "best" method, it does isolate it to a rather specific, limited context and eliminates the common conclusion of "we have examined all the data and conclude that method x is best." If a group of methods are of approximately equal rank over the subpopulation of problems, this will show up in the Friedman, Kendall, and Babington-Smith test.
IV. CONCLUSIONS We find that this approach has substantially increased the efficiency of the performance evaluation and the quality of the results. The straightforward approach used earlier by Houstis et al. [4] was so cumbersome that we felt it unreasonable to use it to make the quantity of measurements needed for firm (statistically speaking) conclusions. There is a very substantial capital investment involved in our system, which we estimate in Table II 
