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A discontinuous Galerkin multiscale method
for convection-diffusion problems
Daniel Elfverson
Abstract
We propose an discontinuous Galerkin local orthogonal decomposi-
tion multiscale method for convection-diffusion problems with rough,
heterogeneous, and highly varying coefficients. The properties of the
multiscale method and the discontinuous Galerkin method allows us
to better cope with multiscale features as well as interior/boundary
layers in the solution. In the proposed method the trail and test spaces
are spanned by a corrected basis computed on localized patches of size
O(H log(H−1)), whereH is the mesh size. We prove convergence rates
independent of the variation in the coefficients and present numerical
experiments which verify the analytical findings.
1 Introduction
In this paper we consider numerical approximation of convection-diffusion
problems with possible strong convection and with rough, heterogeneous, and
highly varying coefficients, without assumption on scale separation or period-
icity. This class of problems, normally refereed to as multiscale problem, are
know to be very computational demanding and arise in many different areas
of the engineering sciences, e.g., in porous media flow and composite materi-
als. More precisely, we consider the following convection-diffusion equation:
given any f ∈ L2(Ω) we seek u ∈ H10 (Ω) = {v ∈ H
1(Ω) | v|Γ = 0} such that
−∇ · A∇u+ b · ∇u = f in Ω, (1)
is fulfilled in a weak sense, where Ω is the computational domain with bound-
ary Γ. The multiscale coefficients A,b will be specified later. There are two
key issues which make classical conforming finite element methods perform
badly for these kind of problems,
• the multiscale features of the coefficient need to be resolved by the
finite element mesh and
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• strong convection leads to boundary and interior layers in the solution
which need to be resolved.
To overcome the lack of performance using classical finite element meth-
ods in the case of multiscale features in the coefficient many different so called
multiscale methods have been proposed, see [25, 26, 23, 7, 13, 12, 10, 11]
among others, which perform localized fine scale computations to construct
a different basis or a modified coarse scale operator. Common to the afore-
mentioned approaches is that the performance of the method rely strongly
on scale separation or periodicity of the diffusion coefficients. There is also
approaches which perform well without scale separation or periodicity in the
diffusion coefficient but to high computational cost by either having to solve
eigenvalue problems [2] or where the support of the localized patches is large
[37, 4]. See also [38].
In the variational multiscale method (VMS) framework [25, 26] the so-
lution space is split into coarse and fine scale contribution. This idea was
employed for multiscale problems in a adaptive setting for classical finite
element in [31, 34, 32] and to the discontinuous Galerkin (DG) method in
[14]. A further development is the local orthogonal decomposition (LOD)
method, see [36, 20, 19] for classical finite element and [15] for DG meth-
ods. The LOD operates in linear complexity without any assumptions on
scale separation or periodicity and the trail and test spaces are spanned by
a corrected basis function computed on patches of size O(H log(H−1)). The
LOD has e.g. been applied to eigenvalue problems [35], non-linear elliptic
problems [21], non-linear Schro¨dinger equation [17], and in Petrov-Galerkin
formulation [16].
There is a vast literature on numerical methods for convection dominated
problems, we reefer to [28, 24, 27], among others. There has also been a lot
of work on DG methods, we refer to [39, 33, 3, 29] for some early work and to
[8, 22, 40, 9] and references therein for recent development and a literature
review. DG methods exhibit attractive properties for convection dominated
problems, e.g., they have enhanced stability properties, good conservation
property of the state variable, and the use of complex and/or irregular meshes
are admissible. For multiscale methods for convection-diffusion problems, see
e.g. [1, 41, 18].
In this paper we extended the analysis of the discontinuous Galerkin local
orthogonal decomposition (DG-LOD) [15] to convection-diffusion problems.
For problems with strong convection using the standard LOD won’t suffice,
since convergence can no longer be guarantied. Instead we propose to include
the convective term in the computations of the corrected basis functions. We
prove convergence results under some assumptions of the magnitude of the
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convection and present a series of numerical experiment to verify the analytic
findings. For problems with weak convection it is not necessary to include
the convective part [21].
The outline of this paper is as follows. In section 2 the discrete setting
and underlying DG method is presented. In section 3 the multiscale decom-
position, the DG-LOD, and the corresponding convergence result are stated.
In Section 4 numerical experiments are presented. Finally, the proofs for
some of the theoretical results are given in Section 5.
2 Preliminaries
In this section we present some notations and properties frequently used in
the paper.
2.1 Setting
Let Ω ⊂ Rd for d = 2, 3 be a polygonal domain with Lipschitz boundary Γ.
We assume that: the diffusion coefficients, A ∈ L∞(Ω,Rd×dsym), has uniform
spectral bounds 0 < α, β <∞, defined by
0 < α := ess inf
x∈Ω
inf
v∈Rd\{0}
(A(x)v) · v
v · v
≤ ess sup
x∈Ω
sup
v∈Rd\{0}
(A(x)v) · v
v · v
=: β <∞, (2)
and the convective coefficient, b ∈ [W 1∞(Ω)]
d, is divergence free
∇ · b(x) = 0 a.e. x ∈ Ω. (3)
We denote CA = (β/α)
1/2.
We will consider a coarse and a fine mesh, with mesh function h and H
respectively. Furthermore, we assume that the fine mesh resolve and that
the coarse mesh do not resolve the fine scale features in the coefficients. Let
Tk, for k = {h,H}, denote a shape-regular subdivision of Ω into (closed)
regular simplexes or into quadrilaterals/hexahedras (d = 2/d = 3), given a
mesh function k : Tk → R defined as k := diam(T ) ∈ P0(Tk) for all T ∈ Tk.
Also, let ∇kv denote the Tk-broken gradient defined as (∇v)|T = ∇v|T for all
T ∈ Tk. For simplicity we will also assume that Tk is conforming in the sense
that no hanging nodes are allowed, but the analysis can easily be extend to
non-conforming meshes with a finite number of hanging nodes on each edge.
Let Tˆ be the reference simplex or (hyper)cube. We define Pp(Tˆ ) to be the
space of polynomials of degree less than or equal to p if Tˆ is a simplex, or the
space of polynomials of degree less than or equal to p, in each variable, if Tˆ
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is a (hyper)cube. The space of discontinuous piecewise polynomial function
is defined by
Pp(Tk) := {v : Ω→ R | ∀T ∈ Tk, v|T ◦ FT ∈ Pp(Tˆ )}, (4)
where FT : Tˆ → T , T ∈ Tk is a family of element maps. We will work
with the spaces Vk := P1(Tk). Let Πp(Tk) : L
2(Ω) → Pp(Tk) denote the L
2-
projection onto Pp(Tk). Also, let Ek denote the set of all edges in Tk where
Ek(Ω) and Ek(Γ) denote the set of interior and boundary edges, respectively.
Given that T+ and T− are two adjacent elements in Tk sharing an edge
e = T+ ∩ T− ∈ Ek(Ω), let νe be the the unit normal vector pointing from
T− to T+, and for e ∈ Ek(Γ) let νe be outward unit normal of Ω. For any
v ∈ Pp(Tk) we denote the value on edge e ∈ E(Ω) as v
± = v|e∩T±. The jump
and average of v ∈ Pp(Tk) is defined as, [v] = v
−−v+ and {v} = (v−+ v+)/2
respectively for e ∈ Ek(Ω), and [v] = {v} = v|e for e ∈ Ek(Γ). For a real
number x we define its negative part as x⊖ = 1/2(|x| − x).
Let 0 ≤ C <∞ denote any generic constant that neither depends on the
mesh size or the variables A and b; then a . b abbreviates the inequality
a ≤ Cb.
2.2 Discontinuous Galerkin discretization
For simplicity let the bilinear form ah(·, ·) : Vh × Vh → R, given any mesh
function h : Ω→ P0(Th), be split into two parts
ah(u, v) := a
d
h(u, v) + a
c
h(u, v), (5)
where adh(·, ·) represents the diffusion part and a
c
h(·, ·) represents the convec-
tion part. The diffusion part is approximated using a symmetric interior
penalty method
adh(u, v) := (A∇hu,∇hv)L2(Ω) +
∑
e∈Eh
(σe
he
([u], [v])L2(e)
− ({νe ·A∇u}, [v])L2(e) − ({νe ·A∇v}, [u]L2(e))
)
,
(6)
where σe is a constant, depending on the diffusion, large enough to make
adh(·, ·) coercive. The convective part is approximated by
ach(u, v) := (b · ∇hu, v)L2(Ω) +
∑
e∈Eh(Ω)
(be[u], [v])L2(e)
−
∑
e∈Eh(Ω)
(νe · b[u], {v})L2(e) +
∑
e∈Eh(Γ)
((νe · b)
⊖u, v)L2(e),
(7)
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where upwind is imposed choosing the stabilization term as be = |b · νe|/2
[5].
The following definitions and results are needed both on the fine and
coarse scale, for this sake let k = {h,H}. The energy norm on Vk is given by
|||v|||2k,d = ‖A
1/2∇kv‖
2
L2(Ω) +
∑
e∈Ek
σe
k
‖[v]‖2L2(e),
|||v|||2k,c =
∑
e∈Ek
‖b1/2e [v]‖
2
L2(e),
|||v|||2k = |||v|||
2
k,d + |||v|||
2
k,c.
(8)
From Theorem 2.2 in [30] we have that for each v ∈ Vk, there exist an
averaging operator Ick : Vk → Vk ∩H
1(Ω) with the following property
‖∇k(v − I
c
kv)‖L2(Ω) + ‖k
−1(v − Ickv)‖L2(Ω) .
∑
e∈Ek
1
k
‖[v]‖2L2(e). (9)
In the error analysis we will also need a localized energy norm, defined in a
domain ω ⊂ Ω (aligned with the mesh Tk) as
|||v|||2k,d,ω = ‖A
1/2∇kv‖
2
L2(ω) +
∑
e∈Ek
e∩ω¯ 6=0
σe
k
‖[v]‖2L2(e),
|||v|||2k,c,ω =
∑
e∈Ek
e∩ω¯ 6=0
‖b1/2e [v]‖
2
L2(e),
|||v|||2k,ω = |||v|||
2
k,d,ω + |||v|||
2
k,c,ω.
(10)
3 Multiscale method
In this section we preset the multiscale decomposition and extend the results
in [15] to convection-diffusion problems. For the constants in the convergence
results to be stable we assume the following relation of the convective term
O
(
‖Hb‖L∞(Ω)
α
)
≤ 1 (11)
How the magnitude of (11) affects the convergence of the method is investi-
gated in the numerical experiments.
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3.1 Multiscale decomposition
In order to do the multiscale decomposition the problem is divided into a
coarse and a fine scale. To this end let TH and Th, with the respective
mesh function H and h, denote the two different subdivisions, where Th is
constructed by some (possible adaptive) refinements of TH .
The aim of this section is to construct a coarse finite element space based
on TH , which takes the fine scale behavior of the data into account. We
assume that the mesh Th resolves the variation in the data, i.e., the solution
to: find uh ∈ Vh such that
ah(uh, v) = F (v) for all v ∈ Vh, (12)
gives a sufficiently good approximation of the weak solution u to (1). Note
however that uh never have to be computed in practice, it only acts as a
reference solution. We introduce a coarse projection operator ΠH := Π1(TH)
and let the fine scale reminder space be defined by the kernel of ΠH , i.e.,
V f := {v ∈ Vh | ΠHv = 0} ⊂ Vh. (13)
The coarse projection operator has the following approximation and stability
properties.
Lemma 1. For any v ∈ Vh and T ∈ TH , the approximation property
H|−1T ‖v −ΠHv‖L2(T ) . α
−1/2|||v|||h,T , (14)
and stability estimate
|||ΠHv|||H . Cs|||v|||h, (15)
is satisfied, with
Cs =
(
C2A +
‖Hb‖L∞(Ω)
α
)1/2
. (16)
Proof. The approximation property follows directly from [15, Lemma 5]. Let
CH : H
1 → H1 ∩ VH be a Cle´ment type interpolation operator proposed in
[6, Section 6] which satisfy
‖∇CHu‖L2(T ) + ‖H
−1(u− CHu)‖L2(T ) . ‖∇u‖L2(ω1
T
), (17)
where ω1T = int(∪{T
′ ∈ TH | T ∩ T 6= 0}) are the union of all elements that
share a edge with T . We define the conforming function vc = CHI
c
hv using
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averaging operator in (9). We obtain
|||ΠHv|||
2
H =
∑
T∈TH
‖A1/2∇(ΠHv −Π0v)‖
2
L2(T )
+
∑
e∈Eh(Ω∪ΓD)
( σ
H
‖[vc −ΠHv]‖
2
L2(e) + ‖b
1/2
e [vc − ΠHv]‖
2
)
.
∑
T∈TH
β
(
1
H2
‖v −Π0v‖
2
L2(T ) +
(
1
H2
+
‖b‖L∞(T )
H
)
‖vc − v‖
2
L2(T )
) (18)
using that Π0 := Π0(TH) is the L
2-projection onto constants, a trace inequal-
ity, and stability of ΠH . Next, using that
‖CHI
c
hv − v‖L2(Ω) ≤ ‖CHI
c
hv − I
c
hv‖L2(Ω) + ‖I
c
hv − v‖L2(Ω)
. H‖∇Ichv‖L2(Ω) + ‖I
c
hv − v‖L2(Ω)
. α−1/2H|||v|||h
(19)
in (18) concludes the proof.
The following lemma shows that for every vH ∈ VH there exist a (non-
unique) v ∈ Π−1H vH ∈ Vh in the preimage of ΠH which is H
1(Ω) conforming.
Lemma 2. For each vH ∈ VH , there exist a v ∈ Vh ∩ H
1(Ω) such that
ΠHv = vH , |||v|||h . CA|||vH|||H, and supp(v) ⊂ supp(I
c
HvH).
Proof. Follows directly from [15, Lemma 6], since v ∈ H1(Ω).
The next step is to split any v ∈ Vh into some coarse part based on TH ,
such that the fine scale reminder in the space V f is sufficiently small. A naive
way to do this splitting is to use a L2-orthogonal split. An alternative defini-
tion of the coarse space is VH = ΠHVh. A set of basis functions that span VH
is the element-wise Lagrange basis functions {λT,j | T ∈ TH , j = 1, . . . , r}
where r = (1 + d) for simplexes or r = 2d for quadrilaterals/hexahedra. The
space VH is known to give poor approximation properties if TH does not re-
solve the variable coefficients in (1). We will use another choice, see [36, 15],
based on ah(·, ·), to construct a space of corrected basis functions. To this
end, we define a fine scale projection operator F : Vh → V
f by
ah(Fv, w) = ah(v, w) for all w ∈ V
f , (20)
and let the corrected coarse space be defined as
VmsH := (1− F)VH . (21)
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The corrected space are spanned by corrected basis functions VmsH := {λT,j−
φT,j | T ∈ TH , j = 1, . . . , r} which can be computed as: for all T ∈ TH , j =
1, . . . , r find φT,j ∈ V
f such that
ah(φT,j, v) = ah(λT,j, v) for all v ∈ V
f . (22)
Note that, dim(VmsH ) = dim(VH). From (21) we have that any vh ∈ Vh can
be decomposed into a coarse vmsH ∈ V
ms
H and a fine v
f ∈ V f scale contribution,
vh = v
ms
H + v
f .
Lemma 3 (Stability of the corrected basis function). For all T ∈ TH , j =
1, . . . , r, the following estimate
|||φT,h − λT,j|||h . Cφβ
1/2‖H−1λT,j‖L2(Ω) (23)
holds, where Cφ = (C
2
A + ‖Hb‖L∞(Ω)α
−1)1/2.
Proof. Let v = λT,j − bT,j ∈ V
f , where bT,j ∈ H
1
0 (T ), ΠHbT,j = λT,j,
|||bT,j|||h ≤ CA|||λT,j|||H from Lemma 2. We have
|||φT,h − λT,j|||
2
h . ah(φT,h − λT,j, φT,h − λT,j)
= ah(φT,h − λT,j, v − λT,j) = ah(φT,h − λT,j, bT,j)
= adh(φT,h − λT,j, bT,j) + (b · ∇h(φT,h − λT,j), bT,j)L2(Ω) .
(24)
Using that the diffusion part in (24) of the bilinear form is continuous in
(Vh × Vh) with the constant CA, Lemma 2, and a inverse inequality, we get
adh(φT,h − λT,j, bT,j) . CA|||φT,h − λT,j|||h|||bT,j|||h
. C2A|||φT,h − λT,j|||h|||λT,j|||H
. C2Aβ
1/2|||φT,h − λT,j|||h‖H
−1λT,j‖L2(T ).
(25)
For the convection part in (24), we have
(b · ∇h(φT,h − λT,j), bT,j)L2(Ω)
. ‖Hb · ∇h(φT,h − λT,j)‖L2(Ω)‖H
−1bT,j‖L2(Ω)
. ‖Hb‖L∞(Ω)‖∇h(φT,h − λT,j)‖L2(Ω)‖H
−1λT,j‖L2(Ω),
(26)
and obtain
|||φT,h − λT,j|||h ≤ Cφβ
1/2‖H−1λT,j‖L2(Ω). (27)
with Cφ = (C
2
A + ‖Hb‖L∞(Ω)α
−1)1/2.
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3.2 Ideal discontinuous Galerkin multiscale method
An ideal multiscale method seeks umsH ∈ V
ms
H such that
ah(u
ms
H , v) = F (v) for all v ∈ V
ms
H . (28)
Note that, to construct in the space VmsH a variational problem has to be
solved on the whole domain Ω for each basis function, which is not feasible
for real computations. The following theorem shows the convergence of the
ideal (non-realistic) multiscale method.
Theorem 4. Let uh ∈ Vh be the solution to (12), and u
ms
H ∈ V
ms
H be the
solution to (28), then
|||uh − u
ms
H ||| . C1α
−1/2||H(f −ΠHf)||L2(Ω) (29)
holds, with C1 = CA + ‖Hb‖L∞(Ω)α
−1
Proof. See Section 5.
3.3 Discontinuous Galerkin multiscale method
The fast decay of the corrected basis functions (Lemma 6), motivates us to
solve the corrector functions on localized patches. This introduces a local-
ization error, but choosing the patch size as O(H log(H−1)) (Theorem 7)
the localization error has the same convergence rate as the ideal multiscale
method in Theorem 4. The corrector functions are solved on element patches,
defined as follows.
Definition 5. For all T ∈ TH , let ω
L
T be a patch centered around element T
with size L, defined as
ω0T := int(T ),
ωLT := int(∪{T
′ ∈ TH | T ∩ ω¯
L−1
T 6= 0}), L = 1, 2, . . . .
(30)
See Figure 1 for an illustration.
The localized corrector functions are calculated as follows: for all {T ∈
TH , j = 1, . . . , r} find φ
L
T,j ∈ V
f(ωLT ) = {v ∈ V
f | v|Ω\ωL
T
= 0} such that
ah(φ
L
T,j, v) = ah(λT,j, v), for all v ∈ V
f(ωLT ). (31)
The decay of the corrected basis function is given in the following lemma.
9
Figure 1: Example of a patch with one layer, ω1T , two layers ω
2
T , and three
layers ω3T , centered around element T.
Lemma 6. For all T ∈ TH , j = 1, . . . , r where φT,j is the solution to (22)
and φLT,j is the solution to (36), the following estimate∣∣∣∣∣∣φT,j − φLT,j∣∣∣∣∣∣h . C2γL|||λT,j − φLT,j|||h (32)
holds, where L = ℓk is the size of the patch, 0 < γ = (ℓ−1C3)
ℓ(k−1)−1
2ℓk(ℓ+1) < 1,
C2 = CcCζ(1 + CACs), and C3 = C(C
2
A + ‖Hb‖L∞(Ω)α
−1), where C is a
generic constants neither depending on the mesh size, the size of the patches,
or the problem data.
Proof. See Section 5.
The space of localized corrected basis function is defined by Vms,LH :=
{φLT,j − λT,j | T ∈ TH , r = 1, . . . , r}. The DG multiscale method reads: find
ums,LH ∈ V
ms,L
H such that
ah(u
ms,L
H , v) = F (v) for all v ∈ V
ms,L
H . (33)
An error bound for the DG multiscale method using a localized corrected
basis is given in Theorem 7. Note that it is only the first term |||u − uh|||h
in Theorem 7 that depends on the regularity of u.
Theorem 7. Let uh ∈ Vh and u
ms,L
H ∈ V
ms,L
H be the solutions to (12) and
(33), respectively. Then
|||u− ums,LH |||h ≤|||u− uh|||h + Ccα
−1/2‖H(f − ΠHf)‖L2(Ω)
+ C5‖H
−1‖L∞(Ω)L
d/2γL‖f‖L2(Ω)
(34)
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holds, where L is the size of the patches, C1 is a constant defined in Theo-
rem 4, 0 < γ < 1 and C5 = C
1/2
4 C2CφCA, where C4 = C
2
cC
2
ζ (1 + CACs)
2 is
defined in Lemma 13, and C2 and γ are defined in Lemma 6.
Proof. See Section 5.
Remark 8. Theorem 7 is simplified to,
|||u− ums,LH |||h ≤ |||u− uh|||h + C1‖H‖L∞(Ω). (35)
given that the patch size is chosen as L = ⌈C log(H−1)⌉ with an appropriate
C and ‖f‖L2 = 1. In the numerical experiments we choose C = 2.
Remark 9. If the convective term is small it is not necessary to include it in
the computation of the correctors [21]. Instead the following correctors can
be used: for all {T ∈ TH , j = 1, . . . , r} find φˆ
L
T,j ∈ V
f(ωLT ) such that
adh(φˆ
L
T,j, v) = a
d
h(λT,j, v), for all v ∈ V
f (ωLT ). (36)
This gives the right convergence results if
O
(
‖b‖L∞(Ω)
α
)
= 1 (37)
compared to (11) if the convective term is included.
4 Numerical experiment
We consider the domain Ω = [0, 1] × [0, 1] and the forcing function f =
1 + cos(2πx) cos(2πy). The localization parameter which determine the size
of the patches is chosen as L = ⌈2 log(H−1)⌉, i.e., the size of the patches are
2H log(H−1). Consider a coarse quadrilateral mesh, TH , of size H = 2
−i, i =
2, 3, 4, 5. The corrector functions are solved on sub-grids of the quadrilateral
mesh, Th, where h = 2
−7. We consider three different permeabilities: A1 = 1,
A2 = A2(y) which is piecewise constant with respect to a Cartesian grid of
width 2−6 in y-direction taking the values 1 or 0.01, and A3 = A3(x, y) which
is piecewise constant with respect to a Cartesian grid of width 2−6 both in the
x- and y-directions, bounded below by α = 0.05 and has a maximum ratio
β/α = 4 · 105. The permeability A3 is taken from the 31 layer in the SPE
10 benchmark problem, see http:www.spe.org/web/csp/. The diffusion
coefficients A2 and A3 are illustrated in Figure 2. For the convection term
we consider: b = [C, 0], for different values of C.
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(a) A2 (b) A3
Figure 2: The diffusion coefficients A2 and A3 in log scale.
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Figure 3: The number degrees of freedom (Ndof ) vs. the relative error in
energy-norm, for different sizes of the convection term, C.
To investigate how the error in relative energy-norm, |||uh−u
ms,L
H |||/|||uh|||,
depends on the magnitude of the convection we consider: A1 and b = [C, 0]
with C = {32, 64, 128}. Figure 3 shows the convergence in energy-norm as a
function of the coarse mesh size H for the different values of C.
Also, to see the effect of heterogeneous diffusion of the error in the relative
energy-norm, |||uh − u
ms,L
H |||/|||uh|||, we consider: Figure 4 which shows the
error in relative energy-norm using A2 and b = [1, 0] and Figure 5 which
12
shows the error in relative energy-norm using A3 and b = [512, 0].
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Figure 4: The number degrees of freedom (Ndof ) vs. the relative error in
energy-norm, using a high contrast diffusion coefficients A2 and b = [1, 0].
The dotted line corresponds to N
−3/2
dof .
We obtain H3 convergence of the DG multiscale method to a reference
solution in the relative energy-norm, |||uh − u
ms,L
H |||/|||uh|||, independent of
the variation in the coefficients or regularity of the underlying solution.
5 Proofs from Section 3
In this section we state the proofs of the main results which was postponed
from in section 3. To this end we start by proving some technical lemmas in
Section 5.1 which we use to prove the main results in Section 5.2.
5.1 Technical lemmas
In the proofs of the main results, Theorem 4, Lemma 6, and Theorem 7, we
will need some definitions and technical lemmas stated below.
Continuity of the DG bilinear form for convective problems can be proven
on a orthogonal subset of Vh. The space V
f is an orthogonal subset of Vh but
on a coarse scale.
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Figure 5: The number degrees of freedom (Ndof ) vs. the relative error in
energy-norm, using a high contrast diffusion coefficients A3 and b = [512, 0].
The dotted line corresponds to N
−3/2
dof .
Lemma 10 (Continuity in (Vh×V
f) and (V f×Vh)). For all, (u, v) ∈ V
f×Vh
or in Vh × V
f , it holds
a(v, w) . Cc|||v|||h|||w|||h (38)
where
Cc = CA + ‖Hb‖L∞(Ω)α
−1. (39)
Proof. Since adh is continuous in (Vh × Vh) with the constant CA, continuity
in (V f × Vh) follows from V
f ⊂ Vh. For the convective part a
c
h, we have
ac(v, w) =
∑
T∈Th
(b · ∇v, w)L2(T ) +
∑
e∈Ek
(be[v], [w])L2(e)
−
∑
e∈Ek(Ω)
(νe · b[v], {w})L2(e) +
∑
e∈Ek(Γ)
((νe · b)
⊖v, w)L2(e)
.
∑
T∈Th
(
‖b‖L∞(T )‖∇v‖L2(T )‖w − ΠHw‖L2(T )
)
+
∑
e∈Ek
(
‖b‖L∞(e)h
−1/2‖[v]‖L2(e)‖w‖L2(S+∪S−)
)
.
(40)
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where S+, S− ∈ Th and e = S
+ ∩ S−. Using a discrete Cauchy-Schwartz
inequality and summing over the coarse elements, we get
ac(v, w) . α−1/2‖Hb‖L∞(Ω)|||v|||h‖H
−1(w − ΠHw)‖L2(Ω),
. ‖Hb‖L∞(Ω)α
−1|||v|||h|||w|||h,
(41)
which concludes the proof for (Vh × V
f). The proof of (V f × Vh) is obtained
by first integrating (b · ∇u, v)L2(T ) by parts.
The following cut-off function will be frequently used in the proof of the
main results.
Definition 11. The function ζd,D ∈ Po(Th), for D > d, is a cut off function
fulfilling the following condition
ζd,DT |ωd
T
= 1,
ζd,DT |Ω\ωD
T
= 0,
‖[ζd,DT ]‖L∞(Eh(T )) .
‖h‖L∞(T )
(D − d)H|T
,
(42)
and ||[ζd,D]||L∞(∂(ωD
T
\ωd
T
)) = 0, for all T ∈ TH .
For the cut off function has the following stability property.
Lemma 12. For any v ∈ Vh and ζ
d,D
T from Definition 11, the estimate,
|||ζd,DT v|||h . Cζ |||v|||h,ωD
T
, (43)
holds, where Cζ = (C
2
A + ‖hb‖L∞(Ω)/α)
1/2.
Proof. For the diffusion part we use the following result from [15],
|||(1− ζd,DT )v|||h,d . CA|||v|||h,Ω\ωL−1
T
(44)
and focus on the convective part. We obtain
|||(1− ζd,DT )v|||
2
h,c
=
∑
e∈Eh
‖b1/2e [(1− ζ
d,D
T )v]‖
2
L2(e)
≤
∑
e∈Eh:
e∩ωL−1
T
6=0
(
‖b1/2e [v]‖
2
L2(e) + ‖h‖
2
L∞(S+∪S−)‖H
−1b1/2e {v}‖
2
L2(e)
)
.
∑
T∈TH :
e∩ωL−1
T
6=0
‖hb‖L∞(T )
(
‖h−1/2[v]‖2L2(e) + ‖H
−1(v − ΠHv)‖
2
L2(T )
)
.
‖hb‖L∞(Ω)
α
|||v|||2h,Ω\ωL−1,
(45)
15
using [vw] = {v}[w] + {w}[v], the triangle inequality, and a trace inequality.
The proof is concluded using (44) and (45).
The following lemmas will be necessary in order to prove Theorem 7.
Lemma 13. The following estimate,
|||
∑
T∈TH , j=1,...,r
vj(φT,j−φ
L
T,j)|||
2
h . C4L
d
∑
T∈TH , j=1,...,r
|vj|
2|||φT,j−φ
L
T,j|||
2
h, (46)
holds, where C4 = C
2
cC
2
ζ (1 + CACs)
2.
Proof. The proof is analogous with the proof of Lemma 12 in [15].
5.2 Proof of main results
We are now ready to prove, Theorem 4, Lemma 6, and Theorem 7.
Theorem 4. Let us decompose uh into a coarse contribution, v
ms
H ∈ V
ms
H , and
a fine scale remainder, vf ∈ V f , i.e., uh = v
ms
H + v
f . For vf we have
|||vf |||2h . ah(v
f , vf) = ah(uh, v
f) = (f, vf)L2(Ω)
= (f − ΠHf, v
f −ΠHv
f)L2(Ω)
≤ ‖H(f − ΠHf)‖L2(Ω)‖H
−1(vf − ΠHv
f)||L2(Ω)
≤ α−1/2‖H(f − ΠHf)‖L2(Ω)|||v
f |||h.
(47)
Using continuity, we get
|||uh − u
ms
H |||
2
h . ah(uh − u
ms
H , uh − u
ms
H ) = ah(uh − u
ms
H , uh − v
ms
H )
. Cc|||uh − u
ms
H |||h|||uh − v
ms
H |||h,
(48)
which concludes the proof together with (47).
Lemma 6. Define e := φT,j − φ
L
T,j where φT,j ∈ V
f and φLT,j ∈ V
f (ωLT ). We
have
|||e|||2h . ah(e, φT,j − φ
L
T,j) = ah(e, φT,j − v) . Cc|||e|||h|||φT,j − v|||h. (49)
Furthermore from Lemma 2, there exist a v = ζL−1,LT φT,j− bT ∈ V
f (ωLT ) such
that ΠHbT = ΠH(ζ
L−1,L
T φT,j) and |||bT |||h . CA|||ΠH(ζ
L−1,L
T φT,j)|||H, we have
|||e|||h . Cc
(
|||(1− ζL−1,LT )φT,j|||h + |||bT |||h
)
, (50)
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where
|||bT |||h . CA|||ΠHζ
L−1,L
T φT,j|||H = CA|||ΠH(1− ζ
L−1,L
T )φT,j|||H
. CACs|||(1− ζ
L−1,L
T )φT,j|||h . CACsCζ|||φT,j|||h,Ω\ωL−1
T
.
(51)
using Lemma 2, Lemma 1, and Lemma 12. We obtain,
|||e|||h . C2|||φT,j|||h,Ω\ωL−1
T
, (52)
where C2 = CcCζ(1 + CACs) from (50) and (51).
The next step in the proof is to construct a recursive relation which will
be used to prove the decay of the correctors. To this end, let ℓk = L − 1,
and define another the cut off function, ηmT := (1−ζ
ℓ(k−m−1)−m,ℓ(k−m)−m) and
the patch ω˜mT := ω
ℓ(k−m+1)−m
T , for m = 0, 1, . . . , ⌊ℓk/(ℓ + 1)− 1⌋. Note that
ω˜m+1T ⊂ ω˜
m
T . We obtain
|||φT,j|||h,Ω\ω˜m
T
≤ |||ηmT φT,j|||h . ah(η
m
T φT,j, η
m
T φT,j). (53)
To shorten the proof we refer to the following inequality
ad(ηmT φT,j, η
m
T φT,j) . a
d(φT,j, (η
m
T )
2φT,j − bT ) +
C2A
ℓ
|||φT,j|||
2
h,ω˜m
T
\ω˜m+1
T
. (54)
where (ηmT )
2φT,j − bT ∈ V
f , in the proof of Lemma 10 in [15]. We focus on
the convection term, since the cut of function is piecewise constant it follows
that
(b · ∇ηmT φT,j, η
m
T φT,j)L2(S) = (b · ∇φT,j, (η
m
T )
2φT,j)L2(S) (55)
for all S ∈ Th. Using the following equalities from (Appendix A in [15])
{vw}[vw] = {w}[v2w]− [v]{w}{v}{w}+ 1/4[v]{v}[w][w],
[vw][vw] = [w][v2w]− 1/4[v]2[w]2 + [v]2{w}2,
(56)
and (55), we obtain
ac(ηmT φT,j, η
m
T φT,j) = a
c(φT,j, (η
m
T )
2φT,j)
+
∑
e∈Eh(Ω)
(
(νe · b[η
m
T ]{φT,j}, {η
m
T }{φT,j})L2(e)
− 1/4(νe · b[η
m
T ]{φT,j}, {η
m
T }[φT,j])L2(e)
− 1/4(be[η
m
T ]
2, [φT,j]
2)L2(e) + (be[η
m
T ]
2, {φT,j}
2)L2(e)
)
.
(57)
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The sum over the edges terms can be bounded using that ‖[ηmT ]‖L∞(T ) .
‖h‖L∞(T )/H|T , ‖{η
m
T }‖L∞(Ω) . 1, ‖h‖L∞(T )/H|T ℓ < 1, and a trace inequality.
We obtain
∑
e∈Eh(Ω):
e∩(ω˜m
T
\ω˜m
T
)6=0
‖H−1b‖L∞(e)
ℓ
(
‖h1/2{φT,j}‖L2(e)‖h
1/2{φT,j}‖L2(e)+
‖h1/2{φT,j}‖L2(e)‖h
1/2[φT,j]‖L2(e) + ‖h
1/2[φT,j]‖
2
L2(e)
+ ‖h1/2{φT,j}‖
2
L2(e)
)
.
∑
e∈EH (Ω):
e∩(ω˜m
T
\ω˜m
T
)6=0
‖H−1b‖L∞(e)
ℓ
‖φT,j‖
2
L2(T+∪T−)
.
∑
T∈TH :
T∩(ω˜m
T
\ω˜m
T
)6=0
‖Hb‖L∞(T )
ℓ
‖H−1(φT,j −ΠHφT,j)‖
2
L2(T )
.
‖Hb‖L∞(Ω)
ℓα
|||φT,j|||
2
h,(ω˜m
T
\ω˜m+1
T
)
.
(58)
Combining the results, we have
|||φT,j|||
2
h,Ω\ω˜m
T
. a(φT,j, (η
m
T )
2φT,j − bT ) + a(φT,j, bT )
+ ℓ−1
(
C2A +
‖Hb‖L∞(Ω)
α
)
|||φT,j|||
2
h,(ω˜m
T
\ω˜m+1
T
)
,
(59)
where bT has support in ω˜
m
T \ ω˜
m+1
T , such that (η
m
T )
2φT,j − bT ∈ V
f and
|||bT |||h . CA|||ΠH((η
m
T )
2φT,j)|||H, see Lemma 2. We have
a(φT,j, (η
m
T )
2φT,j − bT ) = 0. (60)
For all T ∈ TH the operator ΠH is stable in the L
2(T )-norm, we have
|||bT |||
2
h,ω˜m
T
\ω˜m+1
T
. C2s |||ΠH((η
m
T )
2φT,j)|||
2
H
= C2s
(
|||ΠH((η
m
T )
2φT,j)|||
2
d,H + |||ΠH((η
m
T )
2φT,j)|||
2
a,H
)
.
(61)
For the first term in (61) we refer to the result
|||ΠH((η
m
T )
2φT,j)|||
2
d,H .
C2A
ℓ2
|||φT,j|||
2
h,ω˜m
T
\ω˜m+1
T
, (62)
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from [15] and for the second them we have
|||ΠH((η
m
T )
2φT,j)|||
2
a,H = |||ΠH((η
m
T −Π0η
m
T )
2φT,j)|||
2
a,H
=
∑
e∈EH (Ω)
‖b1/2e [ΠH((η
m
T )
2 −Π0(η
m
T )
2)φT,j)]‖
2
L2(e)
=
∑
T∈TH
‖H−1b‖L∞(T )‖(η
m
T )
2 − Π0(η
m
T )
2‖2L∞(T )‖φT,j −ΠHφT,j‖
2
L2(T )
.
‖Hb‖L∞(T )
αℓ2
|||φT,j|||
2
h,ω˜m
T
\ω˜m+1
T
.
(63)
We obtain
|||φT,j|||
2
h,Ω\ωm
T
. ℓ−1
(
C2A +
‖Hb‖L∞(T )
α
)
|||φT,j|||
2
h,Ω\ωm+1
T
= C3ℓ
−1|||φT,j|||
2
h,Ω\ω˜m+1
T
(64)
where C3 = C(C
2
A+ ‖Hb‖L∞(Ω)α
−1) and C is the generic constant hidden in
’.’. We have
|||φT,j|||
2
h,Ω\ω˜m
T
. C3ℓ
−1|||φT,j|||
2
h,Ω\ω˜m+1
T
, (65)
for any m = 0, 1, . . . , ⌊ℓk/(ℓ+ 1)⌋ − 1, which we can use recursively as
|||φT,j|||
2
h,Ω\ω˜1
T
. (C3ℓ
−1)k−1|||φT,j|||
2
h,Ω\ω˜k
T
= (C3ℓ
−1)⌊ℓk/(ℓ+1)⌋−1|||φT,j − λT,j|||
2
h,Ω.
(66)
Note that k/2 is a lower bound of ℓk/(ℓ + 1). Equation (52) together with
(65), gives
|||φT,j − φ
L
h |||h . C2(C3ℓ
−1)
1
2
(ℓk/(ℓ+1)−1)|||φT,j − λT,j|||h. (67)
which concludes the proof is concluded.
Theorem 7. Using the triangle inequality, we have
|||u− ums,LH |||h ≤ |||u− uh|||h + |||uh − u
ms,L
H |||h. (68)
Note that, uh ∈ Vh, can be decomposed into a coarse, v
ms
H ∈ V
ms
H , and a fine,
vf ∈ V f , scale contribution, i.e., uh = v
ms
H + u
f . Also, let vms,LH ∈ V
ms,L
H be
chosen such that ΠHv
ms,L
H = ΠHv
ms
H . We have
|||uh − u
ms,L
H |||h . ah(uh − u
ms,L
H , uh − u
ms,L
H )
= ah(uh − u
ms,L
H , uh − v
ms,L
H )
. Cc|||uh − u
ms,L
H |||h|||uh − v
ms,L
H |||h,
(69)
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and obtain
|||u− ums,LH |||h ≤|||u− uh|||h
+ Cc
(
|||uh − v
ms
H |||h + |||v
ms
H − v
ms,L
H |||h
)
.
(70)
The first term in (70) implies that the reference mesh need to be sufficiently
fine to get a sufficient approximation. The second term is approximated
using (47), i.e.
|||uh − v
ms
H |||h . α
−1/2‖H(1−ΠH)f‖L2(Ω), (71)
and for the last term in we have,
|||vmsH − v
ms,L
H |||
2
h = |||
∑
T∈TH , j=1,...,r
vmsH,T (xj)(φT,h − φ
L
T,j)|||
2
h
. C4L
d
∑
T∈TH , j=1,...,r
|vmsH,T (xj)|
2|||φT,h − φ
L
T,j|||
2
h
. C4C
2
2L
dγ2L
∑
T∈TH , j=1,...,r
|vmsH,T (xj)|
2|||φT,h − λT,j|||
2
h,
(72)
using Lemma 13 and Lemma 6.
We obtain, using Lemma 3, that∑
T∈TH , j=1,...,r
|vmsH,T (xj)|
2|||φT,h − λT,j|||
2
h
≤ C2φ
∑
T∈TH , j=1,...,r
‖H−1vmsH,T (xj)λT,j‖
2
L2(Ω)
. C2φβ‖
∑
T∈TH , j=1,...,r
H−1vmsH,T (xj)λT,j‖
2
L2(Ω)
= C2φβ‖
∑
T∈TH , j=1,...,r
H−1vmsH,T (xj)ΠH(λT,j − φT,j)‖
2
L2(Ω)
≤ C2φβ‖H
−1‖L∞(Ω)‖ΠH(v
ms
H + u
f)‖2L2(Ω)
≤ C2φβ‖H
−1uh‖
2
L2(Ω)
≤ C2φC
2
A‖H
−1‖L∞(Ω)|||uh|||h.
(73)
holds and we conclude the proof.
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