Abstract Nowadays, sustained development of different social media can be observed worldwide. One of the relevant research domains intensively explored recently is analysis of social communities existing in social media as well as prediction of their future evolution taking into account collected historical evolution chains. These evolution chains proposed in the paper contain group states in the previous time frames and its historical transitions that were identified using Group Evolution Discovery (GED) method. Based on the observed evolution chains of various length, structural network features are extracted, validated and selected as well as used to learn classification models. The experimental studies were performed on three real datasets with different profile: DBLP, Facebook and Polish blogosphere. The process of group prediction was analysed with respect to different classifiers as well as various descriptive feature sets extracted from evolution chains of different length. The results revealed that, in general, the longer evolution chains the better predictive abilities of the classification models. However, chains of length 3 to 7 enabled the GED-based method to almost reach its maximum possible prediction quality.
INTRODUCTION
Social networks-regarded as social relationships connecting human entities-have become a more and more popular research domain, mainly due to a considerable interest in the Internet social media, such as Facebook, Twitter or the blogosphere. The most popular definition of a social network describes it as a finite set or multimodal sets of actors combined with the relation or relations defined on them [1] .
Existing social media provide access to rich information about individuals-users of various services and different kinds of relationships between them. Obtaining such information and its detailed analysis may support the understanding of social processes taking place in the virtual world. The data should be properly acquired, stored and organised. This information can be represented by means of a dependency graph and analysed using complex network methodologies.
Social Network Analysis (SNA) utilizes methods coming from different domains such as graph theory, sociology, physics and computer science. Additionally, the real social networks are not homogenous-they consist of subareas where the density of internal connections is higher than external ones. Based on this observation, many algorithms for social groups' identification in networks have been proposed. The majority of them assume a static character of networks, thus, they provide static analysis of social groups. It appears, however, that such assumption significantly simplifies the real world, in which users of social media and connections between them continually change over time.
The poster is an abstract of the work presented in [3] .
II. GENERAL CONCEPT
Prediction of social community evolution consists of four main phases depicted in Figure 1: (1) collecting data and its splitting into time frames ( Figure 1a) ; (2) First, some source data about common activities, collaborative work or mutual communication needs to be gathered from IT services or databases over reasonable long time to capture evolution in human behaviour and mutual relationships ( Figure 1a ). In the experimental part, three data sources were exploited: posts and discussions in blogosphere, co-authorship of scientific papers and Facebook. All of them correspond to different human activities over dozens of months with various engagement and variability in interpersonal contacts.
In the next stage (Figure 1b) , a separate social network needs to be created from the source data separately for each time frame. In general, this network can form either a weighted or unweighted graph, either directed or undirected one. Weights in the weighted case reflect the intensity level of common activity. In the experimental studies (see Section 7) only weighted graphs were exploited even though their weights were used for prediction only (at evaluation of descriptive structural features)-not for community detection. Two of the graph time series were directed whereas one was undirected.
Having the network, social community are discovered by means of any clustering method. In this research, the clique percolation method (CPM) [2] was used for extraction of overlapping groups, although one could utilize any other algorithm.
The crucial goal of the third phase is to detect changes of social communities between following time frames: T n-1 →T n , i.e., events like group splitting, growing, merging, dissolving and so on (Figure 1c) . Group Evolution Discovery Algorithm (GED) developed by the authors was utilized for that purpose.
Based on the changes identified, an evolution chain can be created for each group G i from T n . Such chain consists of all other preceding groups from the previous time frames (T n-1 , T n-2 , T n-3 , etc.) the recent group G i comes from. Additional information (network and group measures) about related changes that formed group G i is added. Overall, it may happen that a group has been created from two or more other groups-through merging, e.g., group G 3 came into being from G 1 and G 2 . In such case, two separate evolution chains are being established for G 3 It could be even multiplied by more merging events in the following time frames. In general, many evolution chains may be assigned to one group.
The last, fourth stage is the prediction by means of machine learning methods (Figures 1d). For each group G i in time frame T n , a set of descriptive, mainly structural features is computed. These features correspond to both the state of group G i within the social network in T n (31 features), as well as its identified ancestors (previous groups) and transitions in the preceding periods T n-1 →T n , T n-2 →T n-1 , T n-3 →T n-2 , …, etc. This calculation is based on the items coming from the group evolution chain detected in the third phase. Through this transformation of evolution chains into descriptive features (attributes, variables), we obtain even hundreds of features reflecting historical evolution of each group until T n . For each period a separate feature set is calculated. In total, we obtain (no. of features for a period) × (no. of periods) features for each considered group in T n . Groups with their descriptive features from each time frame T n (except the first periods that possess too short history) are put into one set of group instances ready to build predictive model. Since there may be several evolution chains for a given group G i , each of them corresponds to another case. As a result, group G i occurs as many times in the learning set as many evolution chains were detected for it.
To check usability of the features, an additional feature selection method is applied to remove unnecessary attributes and the ones that potentially provide too many awkward disturbances. Additionally, to enable application of various classification models, that may have some limitations related to feature domains, the normalization process is performed for each feature. It is carried out by linear transformation into the range [0;1] and min-max approach, i.e., the minimal value is moved to 0 and maximal to 1.
The groups from all periods (excluding the first ones) with their features (input) together with information about their following transition in T n+1 (output) are used to learn the classifier, i.e., build a classification model. For the validation purpose (to evaluate a quality of prediction), the entire set of these cases (chains of groups) is randomly split into 10 partitions to enable 10-fold cross-validation: learning on nine sets, testing on the remaining 10 th and repetition this process 10 times for another remaining testing set.
Furthermore, to analyse the evolution chain profiles, independent classification models were built for various lengths of historical data (evolution chain) used to describe the group, i.e., we considered two, three, four, …, etc. previous changes of the given group.
In this study, we used only typical multi-class classification method; its output is one out of many classes from the fixed set of event types. Hence, the learned model is able to predict only one future event for a given group described by the assigned features derived from one evolution chain.
III. ACKNOWLEDGMENTS
The work was done in collaboration with Dr Piotr Bródka and Prof. Przemysław Kazienko. The work was partially supported by 
