We present precise photospheric parameters of 282 M dwarfs determined from fitting the most recent version of PHOENIX models to high-resolution CARMENES spectra in the visible (0.52-0.96 µm) and near-infrared wavelength range (0.96-1.71 µm). With its aim to search for habitable planets around M dwarfs, several planets of different masses have been detected. The characterization of the target sample is important for the ability to derive and constrain the physical properties of any planetary systems that are detected. As a continuation of previous work in this context, we derived the fundamental stellar parameters effective temperature, surface gravity, and metallicity of the CARMENES M-dwarf targets from PHOENIX model fits using a χ 2 method. We calculated updated PHOENIX stellar atmosphere models that include a new equation of state to especially account for spectral features of low-temperature stellar atmospheres as well as new atomic and molecular line lists. We show the importance of selecting magnetically insensitive lines for fitting to avoid effects of stellar activity in the line profiles. For the first time, we directly compare stellar parameters derived from multiwavelength range spectra, simultaneously observed for the same star. In comparison with literature values we show that fundamental parameters derived from visible spectra and visible and near-infrared spectra combined are in better agreement than those derived from the same spectra in the near-infrared alone.
Introduction
In the last decade M dwarfs enjoyed increasing popularity regarding exoplanet surveys. Due to their smaller masses and radii, compared to Sun-like stars, it is easier to detect orbiting planets with the transit and radial velocity methods. The CARMENES (Calar Alto high-Resolution search for M dwarfs with Exo-earths with Near-infrared and optical Échelle Spectrographs) instrument was built to search for Earth-like planets in the habitable zones of M dwarfs using the radial velocity tech-signed to perform high-accuracy radial velocity measurements with a long-term stability (Quirrenbach et al. 2018; Reiners et al. 2018b) . Several exoplanets have already been detected with CARMENES. The Neptune-mass planets HD 147379 b (Reiners et al. 2018a ) and HD 180617 b (Kaminski et al. 2018 ) orbit their host stars within the habitable zone. Nagel et al. (2019) also presented a Neptune-mass planet with high eccentricity. Other planetary systems have been detected by Trifonov et al. (2018) , Sarkis et al. (2018) , Ribas et al. (2018) , Luque et al. (2018) , Zechmeister et al. (2019) .
To be able to characterize a planetary system it is important to determine fundamental stellar parameters such as the stellar mass and radius, effective temperature T eff , surface gravity log g, metallicity, and luminosity. Different ways to determine the first two properties are discussed in Schweitzer et al. (2019, hereafter Schw19) . One approach to deriving the photospheric parameters T eff , log g, and [Fe/H] is the analysis of stellar spectra. Mdwarf spectra are more complex than those of Sun-like stars due to the lower temperatures in M-dwarf atmospheres. Molecular lines produce forests of spectral features and make the determination of atmospheric parameters more difficult. This requires a full spectral synthesis instead of analyzing and modeling individual lines independently of the underlying atmosphere as it is done for Sun-like stars (MOOG -Sneden (1973) ; Sneden et al. (2012) , SME - Valenti & Piskunov (2012) ).
Most recent generations of stellar atmosphere models are capable of accurately reproducing the spectral features present in cool star spectra. The PHOENIX code, developed by Hauschildt (1992 Hauschildt ( , 1993 , is one of the most advanced stellar atmosphere codes. This code takes into account molecule formation in cool stellar atmospheres and is, therefore, especially suited to model M-dwarf atmospheres. The code was updated several times and the latest grid of stellar atmospheres was published by Husser et al. (2013) .
Fundamental stellar parameters of low-mass M dwarfs have been determined with different methods in different wavelength ranges throughout the literature. Gaidos & Mann (2014, hereafter GM14,) observed low-resolution spectra of 121 M dwarfs in the near-infrared JHK bands and around half of them in the visible range using SpeX, and the SuperNova Integral Field Spectrograph (SNIFS), respectively. To determine effective temperatures for stars with NIR spectra, they calculated spectral curvature indices from the K-band. For stars with VIS spectra they fit BT-Settl models (Allard et al. 2011) , which were calculated from the PHOENIX code and describe atmospheres of cool M, L, and T dwarfs. Both the VIS and NIR ranges were used to derive metallicities from relations of atomic line strength as described in Mann et al. (2013) . The same relations were also used by Rodríguez Martínez et al. (2018) to determine metallicities from mid-resolution K-band spectra for 35 M dwarfs of the K2 mission. The NIR K-band was also investigated by Rojas-Ayala et al. (2012, hereafter RA12,) to determine effective temperatures and metallicities of 133 M dwarfs from lowresolution TripleSpec spectra (R ∼ 2 700). They calculated the H 2 O-K2 index to quantify the absorption from H 2 O opacity and derive effective temperatures. The calibration was done using BT-Settl models (Allard et al. 2012 ) of solar metallicity. Newton et al. (2014) derived metallicity relations based on equivalent widths using JHK-band low-resolution spectra (R ∼ 2 000), calibrated with multiple systems containing at least an M-dwarf secondary and a main-sequence primary of spectral type F, G, or K. Birky et al. (2017) used PHOENIX models for modeling the stellar parameters T eff , log g, and metallicity for late-M and early-L dwarfs from high-resolution, near-infrared SDSS/APOGEE spectra (R ∼ 22 500). High-resolution APOGEE spectra have also been used by Souto et al. (2017) , who fit MARCS models to determine abundances for thirteen elements of the exoplanethost M dwarfs Kepler-138 and Kepler-186. Souto et al. (2018) derived T eff , log g, and chemical abundances of eight elements of the exoplanet-host Ross 128 (M4.0 V) by fitting MARCS and BT-Settl models (Allard et al. 2013) . Using the near-infrared Y-band Veyette et al. (2017) derived precise effective temperatures as well as Ti and Fe abundances from high-resolution spectra of 29 M dwarfs by combining spectral synthesis, empirical calibrations, and equivalent widths. With the same method, using BT-Settl models, Veyette & Muirhead (2018) determined T eff , log g, and [Ti/Fe] of eleven planet-host M dwarfs from CARMENES Y-band spectra. However, they convolved the CARMENES spectra to match a resolution of 25 000 instead of the original 80 500, which led to a loss of spectral information. Passegger et al. (2018, hereafter Pass18) derived the parameters T eff , log g, and [Fe/H] for the CARMENES sample from fitting PHOENIX-ACES (Husser et al. 2013 ) models to high-resolution CARMENES spectra in the VIS. More recently, Schw19 used the same method to provide updated parameters for this sample together with stellar mass and radius. A work by Rajpurohit et al. (2018, hereafter Raj18) combined the VIS and the NIR wavelength ranges of the publicly available CARMENES spectra of Reiners et al. (2018b) to determine stellar parameters from BT-Settl model fits.
A widely neglected property in spectroscopic parameter determination so far is the stellar magnetic field. In M dwarfs, the stellar magnetic field plays an important role as a driver for activity. A typical, averaged surface strength of these fields, B s , is about 1-2 kG in the majority of active M dwarfs, but can go well beyond 4 kG in some of them (Shulyak et al. 2017) . Generally, the magnetic field affects the shapes of spectral lines according to their magnetic sensitivity, described by the Landé g-factors, and the number and strength of individual Zeeman components (so-called Zeeman pattern, Landi Degl 'Innocenti & Landolfi 2004 ). Due to a finite spectral resolution and non-zero stellar rotation, the individual Zeeman components are normally not resolved and the magnetic field manifests itself as a Zeeman broadening. The magnitude of the Zeeman broadening scales as ∆λ ∝ g eff λ 2 0 B s , where g eff is the effective Landé-factor, λ 0 is the central wavelength of the line, and B s is the strength of the magnetic field. Given the quadratic dependence on the wavelength, the effect of Zeeman broadening can be comparable to or even stronger than the rotation broadening in slow and moderately rotating M dwarfs (v sin i < 10 km s −1 ) in the NIR wavelength domain, in contrast to the lines in the VIS spectral range. In addition, when the stellar rotation is very fast (v sin i > 10 km s −1 ), and the rotational broadening is the dominant broadening mechanism, the magnetic field can still affect the line depths and corresponding equivalent widths via magnetic intensification (Landi Degl'Innocenti & Landolfi 2004; Shulyak et al. 2017) . As fast rotating stars always host strong magnetic fields according to the rotation-activity relation ), the effect of the magnetic field cannot be fully ignored in the analysis of spectral lines even in these stars. Therefore, additional care should be taken in the analysis to exclude lines that demonstrate high magnetic sensitivity.
So far, stellar parameters have been determined either from the VIS or the NIR. Although Raj18 combined both wavelength regimes, no direct comparison between parameters derived separately from the VIS and from the NIR has been made. In this work, we analyze high signal-to-noise ratio (S/N), highresolution CARMENES spectra in the VIS, NIR, and VIS+NIR
Observations
We observed 342 stars of spectral types between M0.0 V and M9.0 V with CARMENES in the VIS and NIR channels. These observations were obtained between January 2016 and January 2019.
For wavelength calibration, the CARMENES VIS spectrograph is equipped with U-Ne, U-Ar, and Th-Ne hollow-cathode lamps, and the NIR spectrograph with U-Ne hollow-cathode lamps. In addition, a temperature-and pressure-stabilized FabryPérot etalon (Schäfer et al. 2018 ) is used as a calibration source and to measure nightly drifts of the spectrographs (Bauer et al. 2015) . The spectrum extraction is performed automatically by the CARMENES data reduction pipeline CARACAL (Caballero et al. 2016b; Zechmeister et al. 2014 ). The process is based on the REDUCE package from Piskunov & Valenti (2002) and includes bias subtraction, flat fielding, and cosmic ray detection. For the CARMENES planet search survey, radial velocities are derived using the radial velocity pipeline SERVAL (SpEctrum Radial Velocity AnaLyser; Zechmeister et al. 2018) . The code corrects each spectrum for barycentric motion (Wright & Eastman 2014) and secular acceleration (Zechmeister et al. 2009 ) before co-adding them to construct a high-S/N template spectrum of every target star. The radial velocities of each single spectrum are then computed by least-squares fitting against the template spectrum. A template spectrum is generated for each target star from at least five individual spectra. Due to the high S/N, we used these template spectra to determine stellar parameters. As Pass18 showed, spectra with S/N < 75 can lead to unrealistically high or low temperatures and metallicities during the fitting process due to bad quality spectra. However, not all template spectra satisfy this criterion of S/N > 75, which is why we excluded 34 templates from the VIS channel, 15 templates from the NIR channel, and 18 combined templates in VIS+NIR of the 342 stars from our sample. We also excluded nine double-line spectroscopic binaries found in the CARMENES data by Baroch et al. (2018) .
The telluric contamination in the spectral range that we investigated with the VIS channel is mainly dominated by O 2 and H 2 O absorption bands (Passegger 2017) . However, the contamination is concentrated around the K i doublet at around 768 nm and the Na i doublet at around 819 nm, where we used masks to exclude telluric lines. Other contributions of telluric lines are negligible in the VIS wavelength range. For the NIR the situation is different as strong bands of telluric features contaminate almost the entire stellar spectrum. A common method for telluric correction is the observation of a hot star with few and broad stellar lines. If observations of a telluric standard are not possible, because of a lack of suitable stars in the observed region on the sky or time constraints, the telluric spectrum can also be modeled and subtracted from the observed one. We used the telluric-correction tool Molecfit (Kausch et al. 2014; Smette et al. 2015) to model the atmospheric absorption of individual molecules. The code incorporates a radiative transfer model together with the high-resolution transmission molecular absorption database, HITRAN (Gordon et al. 2017) , and atmospheric profiles to calculate synthetic transmission spectra. Using a Levenberg-Marquardt algorithm the transmission model is then adjusted to match the molecular column densities of the atmospheric constituents. The result is the observed spectrum corrected with the best-fit telluric model. We used these telluriccorrected NIR-channel spectra to calculate telluric-free high-S/N templates with SERVAL. Further details on the telluric absorption correction will be provided in a forthcoming publication of the CARMENES series.
Method
We followed the method described in Pass18. In that study, we derived the effective temperature T eff , surface gravity log g, and metallicity [Fe/H] for 300 stars from high-resolution spectra in the visible wavelength range by fitting the latest PHOENIX-ACES model grid presented by Husser et al. (2013) to the observed spectra using a two-step procedure described in the following. We used the iron abundance [Fe/H] that is closely related to the metal abundance [M/H], which is a proxy for metallicity Z. In the first step a coarsely spaced model grid was explored around the expected parameters of the target star. The χ 2 was calculated to get a rough global minimum, which served as starting point for the second step. There the model grid was linearly interpolated to explore the global minimum on a finer grid. We analyzed the quadratic interpolation of the model grid, but found no improvement compared to linear interpolation. Hence, we linearly interpolated our model grid to save computation time. To calculate the χ 2 from the observed spectrum and the model, the model spectra were convolved with a Gaussian function to adapt them to the instrumental resolution. The wavelength grid of the models was linearly interpolated to match the wavelength grid of the observed spectrum. Both, the average observed flux and the model flux were normalized to unity using a linear fit to the pseudo-continuum. We included rotational broadening for different v sin i values of our sample stars, taken from Reiners et al. (2018b) . To do so we used a broadening function that estimates the effect on the line-spread function due to stellar rotation. The model spectrum was then convolved with the resulting line-spread function.
As suggested in Pass18 we determined log g from evolutionary models to break degeneracies between the parameters. In contrast to that work, we used evolutionary models from the PARSEC v1.2S library (Bressan et al. 2012; Chen et al. 2015 Chen et al. , 2014 Tang et al. 2014) , which provide, among other parameters, T eff and log g for different stellar ages and metallicities in the range −2.2 < [M/H] < +0.7. In contrast, the models from Baraffe et al. (2015) provided only solar-metallicity isochrones. The large range of metallicities provided by the PARSEC models avoids extrapolation beyond +0.7 dex in most cases. Also, the finer sampling rate of metallicities reduces the error from interpolation, which is why the PARSEC models were preferred for this work. Figure 1 shows a comparison between the Baraffe et al. (1998) evolutionary models used in Pass18, the updated version from Baraffe et al. (2015) , and the PARSEC models (left panel), as well as the PARSEC models for different ages (right panel).
Additionally, we included age estimates for our target stars. Cortés-Contreras (2016) gathered proper motions from the literature or computed them where not available, and calculated Galactic space velocities for all Carmencita target stars with radial velocity measurements in order to kinematically identify their membership in young moving groups, and thin and thick disk populations as in Montes et al. (2001) . Following their method, we updated kinematics of the target stars with the latest Gaia DR2 proper motions and parallaxes (Gaia Collaboration et al. 2018 , 2016 . The results of this study will be published in a subsequent paper.
From this, we used the mean age for each of these kinematic populations and associations. As most of our sample are stars not belonging to the young disk, we assumed an average age of 5 Gyr. For stars belonging to the young disk or young moving groups with ages younger than 1 Gyr we used the corresponding PARSEC models at young ages. Based on T eff and metallicity chosen by our algorithm, log g was calculated from the T eff -log g relations. As described in Pass18, the relations were linearly interpolated for metallicities between −1.0 and +0.7. With these three parameters we interpolated the corresponding PHOENIX models and calculated the χ 2 . We applied this procedure with an updated PHOENIX model grid to high-resolution and high-S/N CARMENES template spectra in the VIS and the NIR, as well as the VIS+NIR combined. A short description of the new PHOENIX grid follows in Section 3.1.
We investigated a method for reducing the dependency on evolutionary models. For this, we determined the stellar parameters for a subsample of stars as described above. Then we followed the approach described by Schw19 by calculating the radius from T eff and the total luminosity using the StefanBoltzmann law and the mass from a linear mass-radius relation (Schw19). From mass and radius we derived log g and inserted this value as a fixed parameter into our algorithm, which left two free parameters. With this we determined T eff and metallicity. The procedure can be repeated iteratively until the parameters converge. However, after the first iteration the differences between the parameters were not significant. For this reason we followed the procedure mentioned before.
We analyzed the effects on the resulting stellar parameters when using a finer model grid from which we can interpolate. It also served to test if linear interpolation of the standard model grid is acceptable. Hence, we calculated model atmospheres with finer grid spacing in the framework of the grid published by Husser et al. (2013) (hereafter referred to as standard stepsize grid). The finer grid ranges from 2800 -4300 K in steps of 50 K (instead of 100 K), from 3.0 to 6.0 dex in log g and from -1.0 to +1.0 in [Fe/H] with a step size of 0.2 (instead of 0.5). This grid was used in our algorithm as described above to derive the stellar parameters from interpolation between the grid points for a subsample of 100 stars. We find no significant difference between the parameters calculated from the finer grid and the parameters from the standard step-size grid. The maximum deviations are still smaller than the estimated errors of the fitting procedure (see Table 1 ). Thus, we conclude that for our purpose linear interpolation of the standard step-size grid is sufficient and a finer model grid is not required.
For error estimation, we applied the method from Passegger et al. (2016) . We generated 1400 model spectra with randomly distributed parameters and added Poisson noise to simulate S/N ∼ 100. These spectra served as input for our algorithm with which we recovered the input parameters. The errors were determined as the standard deviations from the mean value in the residual parameter distributions. For this work, we also calculated errors using different rotational velocities, since this value can have a large influence on the derived stellar parameters. Our derived uncertainties for the VIS, NIR, and VIS+NIR combined are presented in Table 1 . For log g the uncertainty is mainly dominated by the fitting procedure, given that the error coming from interpolation or extrapolation of the T eff -log g relations is smaller than 0.05 dex and therefore negligible.
Models
The PHOENIX atmosphere models we used for our analysis are based on the PHOENIX code developed by Hauschildt (1992 Hauschildt ( , 1993 . The code has undergone continuous improvement as shown in Hauschildt et al. (1997) , , Claret et al. (2012) , Husser et al. (2013) . It computes one-dimensional (1D) model atmospheres for plane-parallel and spherically symmetric stars such as main sequence stars and brown dwarfs down to L and T spectral types; and white dwarfs as well as giants, including accretion disks and expanding envelopes of novae and supernovae. It can be executed in radiative transfer mode in local or non-local thermodynamic equilibrium, and synthetic spectra can be calculated in 1D or 3D. The PHOENIX code serves as a basis for several model grids of cool stars, for example, the NextGen models ; the AMES models (Allard et al. 2001 ) accounting for condensation and dust formation in two different approximations (AMES-dusty and AMES-cond); the BT-Settl models (Allard et al. 2011 ) using yet another dust approximation for very low temperature atmospheres down to the planetary mass regimes; and the PHOENIX-ACES models (Husser et al. 2013 ) using an updated equation of state for cool dwarfs. This last grid used a new equation of state, especially designed for molecule formation inside the coolest known stellar atmospheres. Most recently, we calculated a new grid for temperature range between 2900 K and 4500 K following Husser et al. (2013) using our latest equation of state SESAM (Meyer 2017) . We used solar abundances as reported by Asplund et al. (2009) , updated with values from Caffau et al. (2011) , as well as updated atomic and molecular line lists. This new PHOENIX-SESAM grid was incorporated in our procedure for parameter determina- tion. An extended grid including a detailed description will be presented in a subsequent paper. Figure 2 presents a comparison between the PHOENIX-ACES (blue) and PHOENIX-SESAM (red) models for a selection of lines. Some differences can be seen in the TiO-band (λ > 705 nm) and Ca ii line (λ 866.45 nm), whereas other Ti-and Fe-lines are not significantly influenced.
Line selection
An appropriate set of spectral lines is crucial for the accurate determination of stellar parameters. Unlike studies by Raj18, who used all strong lines available in the spectra, we carefully selected the lines that we used by the following criteria. We investigated the sensitivity in T eff and metallicity of several atomic and molecular lines in the NIR by calculating the deviation between models with different parameters. For this purpose, we selected reference model spectra with T eff between 2800 K and 4000 K, [Fe/H] between -1.0 and +1.0, and with log g fixed to 5.0 for simplicity, and because we constrain this parameter from the PARSEC evolutionary models. Each reference spectrum was compared to all model spectra of the selected grid, and we calculated the deviations for each line. Then, we selected lines that showed high deviations, which is high sensitivity over a wide parameter range. As discussed in Pass18 we excluded the Ca ii lines at 850.05 nm and 866.45 nm due to possible chromospheric emission, and the Na i doublet around 819 nm because of degeneracies in the strength and width of the lines. We also excluded some atomic and molecular lines for which the models showed shortcomings in accurately fitting the line shape.
As described above, the telluric lines in the CARMENES spectra are corrected by modeling atmospheric transmission spectra. This method, like others, suffers from imperfections due to inaccurate weather data or uncertainties in the atmospheric molecular line list. To avoid these imperfections we chose spectral lines that are not heavily affected by telluric features. Finally, yet importantly, we specifically excluded atomic lines with large Landé-factors (g eff > 1.5) in the NIR and lines that are blended with lines having large Landé-factors. The factors were computed using transition parameters extracted from the current edition of the Vienna Atomic Line Database (VALD, Ryabchikova et al. 2015) or using the LS coupling approximation when this information was not available. In this way we minimized (but not completely exclude) the impact of the magnetic field on our determination of atmospheric parameters. As shown before, the Zeeman broadening scales with the square of the wavelength, so although lines in the VIS are not noticeably affected, lines with the same Landé-factors in the NIR can be broader, which might have an impact on the parameter determination. The lines of molecular species in NIR are generally very weakly magnetic sensitive or not magnetic sensitive at all, and many of them could be safely used in the analysis of atmospheric properties provided that their transition parameters are accurately known. Unfortunately, this is often not the case, as for OH (λ > 1510 nm) where we found that the models fit only poorly. The only exception is the Wing-Ford band of FeH lines around 980 nm, whose transition parameters are well known but their magnetic sensitivity is extremely high (Berdyugina & Solanki 2002 ; Shulyak et al. 2014), which limits using these lines in spectroscopic parameter determinations. On these grounds, we found only a few suitable lines, some of them in the NIR range, which makes them interesting for parameter determination.
Selecting spectral lines according to their magnetic sensitivity makes our analysis of NIR spectra superior to other similar works. We expect that at least one third of our sample stars have kG level magnetic fields according to their activity indicators (Schöfer et al. 2019 ) and we aim at minimizing possible biases in the derived stellar parameters. In Fig. 3 all lines that we used in the VIS and NIR are identified together with their Landé factors when available. Table 2 summarizes the 28 lines and molecular bands we used for parameter determination.
Results and discussion
We visually inspected the best fits for all stars in our sample to ensure a good fit quality and reliable stellar parameters. During this process we removed more stars from our final parameter list, because strong stellar activity or high rotational velocity led to an insufficient model fit to the spectra. Due to the fact that magnetic broadening has a larger effect on lines in the NIR range, as discussed before, we excluded more stars with parameters derived from the NIR range alone. This results in final stellar parameters derived in the VIS for 275 M dwarfs, in the NIR for 271 M dwarfs, and in VIS+NIR for 276 M dwarfs. The final sample of 282 M dwarfs is presented in Table B .1 showing the name, coordinates (Gaia DR2), spectral type (Carmencita, Caballero et al. 2016a ), assumed age according to their kinematics, v sin i (Reiners et al. 2018b, if not indicated otherwise), and an activity flag. The derived parameters are listed in Table B .2 for the different wavelength ranges. In the following we compare our results derived from multiple wavelength ranges, as well as to values from the literature, and discuss outliers. The upper panel presents T eff , with the stellar age color-coded. In general, the temperatures derived from the VIS and NIR wavelength ranges follow the 1:1 relation within their errors. A group of outliers is located above the 1:1 relation between 3300 K and 3600 K, showing slightly higher temperatures compared to the VIS. For temperatures higher than~3800 K values derived from the NIR seem to be about 100-200 K lower. However, temperatures determined from VIS+NIR for the same stars almost perfectly correspond to their values in the VIS. This is shown in Fig. A .1 in the Appendix.
Comparison of different wavelength ranges
Also log g (middle panel) corresponds very well in the two wavelength ranges. Young stars with ages less than 0.1 Gyr are mainly located at the lower end. Most of them have ages less than 50 Myr and are still contracting (e.g., Palla et al. 2002) , which explains their lower log g. We find some trend toward lower log g values for the NIR range, where we see a group with values about 0.1 -0.2 dex lower. They are related to the outlier group found in temperature, since our determination of log g de-pends on T eff and [Fe/H]. A clear outlier can be seen at log g 5.11 dex in the NIR. This value is about 0.5 dex higher compared to log g derived from the VIS and VIS+NIR, and belongs to J21152+257. The star also exhibits a 100 K higher temperature and 0.3 dex higher metallicity in the NIR. The deviation of its parameters might be explained by the model fit being worse in the NIR range. There are no literature values for this star, but the spectral type of M3.0 V agrees better with the temperatures derived in VIS and VIS+NIR.
The bottom panel of Fig. 4 shows the comparison in metallicity. While most stars lie on the 1:1 relation within their errorbars, there is a large group with values larger in the NIR compared to the VIS. This corresponds to what is shown in Fig. 6 and Fig. 7 , where we find most of our sample to be slightly more metal-rich compared to literature.
Literature comparison
We compare our results for different wavelength ranges to literature values Maldonado et al. (2015, hereafter Mald15) , RA12, GM14, Mann et al. (2015, hereafter Mann15,) and Raj2018. T eff and metallicities of Mald15 were derived using pseudoequivalent widths in optical spectra. They used photometric relations to derive stellar masses and obtained stellar radii from empirical mass-radius relations from interferometry (Boyajian et al. 2012; von Braun et al. 2014 ) and eclipsing binaries (Hartman et al. 2015) to derive radii. From that they determined log g for their sample. Mann15 derived T eff by fitting BT-Settl models (Allard et al. 2013 ) to optical spectra. Metallicities were determined from NIR spectra using empirical relations between equivalent widths of atomic features and metallicity (Mann et al. 2013 . In the latter, they obtained stellar masses using the mass-luminosity relation of Delfosse et al. (2000) and stellar radii by calculating the angular diameter from T eff and the bolometric flux, and then by using the trigonometric parallax for each star. We calculated log g for the samples of GM14 and Mann15 from the stellar masses and radii they provided. Figures 5 -7 show the comparisons between our parameters in the VIS, NIR, and VIS+NIR, respectively, and literature values for the stars in common. For better readability in the figures we plotted the uncertainties of our work and of Raj18 separately in the lower right corner of each panel.
Temperatures derived by GM14 from VIS spectra are slightly higher than temperatures determined by Mann15, which are generally cooler than our results. This can be seen very well for our NIR spectra in Fig. 6 (top panel). Both authors used BT-Settl models to obtain T eff . Values from Raj18 show a large spread of sometimes up to 300 K compared to our results. Generally, our T eff values for all wavelength ranges follow the literature very well. In log g and metallicity the plots look somewhat different. For both parameters, results from Raj18 do not correlate with our values nor with the other literature, spreading across the whole parameter range. For the other literature the plots are significantly different from the corresponding ones presented in Pass18, which can be explained by the use of different evolutionary and synthetic models, and the incorporation of different stellar ages. Concerning metallicity (bottom panels in Figs. 5 and 7) we find a split relation, with the majority of our values being more metal-rich than the literature. We will discuss outliers in more detail on the basis of Fig. 8 (top panel), where we include ages and activity in the plots.
Since the comparisons of VIS, NIR, and VIS+NIR follow about the same pattern in Figs. 5 and 7, we will focus on the values of VIS+NIR for further discussion. Due to the large spread of results from Raj18 over the whole parameter range, we will exclude them from the following analysis.
We calculated the mean absolute difference (MAD) between our results in different wavelength ranges and literature values. The results are summarized in Table 3 . The highest MAD in temperature over all wavelength ranges is found for RA12. The other MADs correspond to our estimated uncertainties, some being only 10-20 K higher. For log g the MADs are at least twice as high as our uncertainties. This is different for metallicity, where MADs for VIS+NIR and VIS lie mostly within our errorbars for these wavelength ranges. In the NIR the MADs are generally higher, which can be seen as well when comparing Figs. 5 and 6, where the deviation from the 1:1 relation is larger in the NIR. Comparing MADs from Raj18 to those of other works shows much higher values, especially for log g and metallicity. Therefore, and for reference, we also calculated a total MAD excluding Raj18. In summary, it is shown that differences in the NIR for log g and metallicity are slightly higher than for VIS+NIR and VIS.
Discussion of outliers
In the following we will discuss some outliers from Fig. 7 , mainly considering metallicity and log g. Figure 8 shows the same plots as Fig. 7 , with the estimated age of the stars colorcoded. Additionally, active stars are plotted as asterisks. We define a star to be active if the Hα pseudo-equivalent width is less than -0.3 Å as described in Schöfer et al. (2019) , or if the star shows Ca ii emission (see Pass18). Active stars are identified in Table B .1 with an activity flag 1. Furthermore, we define outliers if our value deviates by more than our estimated uncertainties from the literature values. For guidance, these 1σ deviations are plotted as gray lines.
First, we point out general trends seen in the plots. As mentioned above, the metallicity comparison shows a split correlation. In the top panel of Fig. 8 we see that mainly stars located below the 1:1 relation have values deviating more than 1σ. Most active stars correspond very well to literature values, which supports our method of line selection since we found this parameter to be most influenced by activity.
In log g (Fig. 8 , middle panel) we find several young stars with lower values compared to literature. As explained above, they might still be contracting due to their young age of less than 50 Myr. Even though we carefully selected magnetically less sensitive lines, there are several stars in our sample that are considerably active, and therefore also less sensitive lines are affected. For metallicity (Fig. 8, top panel) all but a few of these star values coincide with the literature. However, in log g we can see them clearly as outliers at the upper end of the plot. They represent values mainly determined from masses and radii derived by Mann15. The same offset was also found by Schw19 for log g > 5.0. Additionally, we see many stars located above the 1:1 relation, meaning smaller log g compared to those from the literature. This might be explained by the use of the PAR-SEC evolutionary models, which provide smaller values than the Baraffe models used in Pass18 and Schw19. In the bottom panel of Fig. 8 a small group of outliers at the cool end is represented by results from RA12 and Mann15, and was also found by Pass18. In addition we find these stars to be active.
In the following discussion we will not include active stars and stars younger than 5 Gyr. For some stars our values derived from VIS, NIR, and VIS+NIR coincide within their For identification we connect these points using a green line. Also all stars listed in the following have very good quality spectra and fits in all wavelength ranges, unless stated otherwise.
• (1) J12248-182, (2) J23492+024, (3) J11033+359: These stars appear more metal-poor in the NIR than in the VIS and VIS+NIR ranges. The NIR values coincide with literature values within 1σ. T eff obtained from all three wavelength ranges agree with each other. Schw19 speculated if (1) was a subdwarf and therefore labeled it an outlier. (3) was also claimed to be an outlier in Schw19 due to a mismatch of photometric and interferometric radii. All three stars might be members of the thick disk according to their kinematics and therefore more than 5 Gyrs old.
• (4) J16581+257:
The VIS metallicity of this star is lower than those derived from NIR and VIS+NIR. However, with a value of +0.17 dex it is still higher than literature values from RA12 (-0.04 dex) and Mann15 (+0.03 dex). At this point we cannot explain the differences between our values and the literature.
• (5) J17578+046 (Barnard's star): Since Barnard's star is claimed to be old (7-10 Gyr Ribas et al. 2018), we assumed an age of 8 Gyr, using older evolutionary models resulting in smaller log g. However, the final stellar parameters do not change significantly compared to the 5 Gyr model. T eff and metallicities in all wavelength ranges coincide within their errors, but the metallicity seems to be a bit too high compared to the literature. Because the measurement of RA12 lies within 1σ, the star is not considered an outlier in metallicity. Assuming a more metal-poor value would translate into a~0.1 dex higher log g, which would still be considerably smaller than literature values.
• (6) J11509+483: Although the quality of the spectrum and the fit for this star is moderate, the temperatures and metallicities obtained from different wavelength ranges coincide and are comparable with the literature (Mann15). One explanation for the deviation in log g (see Fig. 8 , middle panel) might be that Mann15 determined too low of a stellar mass from the massluminosity relation (Delfosse et al. 2000) , which results in too high of a log g. Using an updated mass-luminosity relation (Mann et al. 2019 ) Schw19 derived a slightly higher mass for this star. This would lead to a lower, but still too high log g, which makes it more likely that the reason lies in the use of PARSEC models, where all log g values tend to be slightly smaller.
• (7) • (8) J22115+184: Schw19 derived an almost 200 K cooler temperature for this star, as well as a considerably lower metallicity (-0.13 dex). GM14 measured a temperature and metallicity of 3653 K and +0.26 dex, which both agree with our values from the VIS and VIS+NIR. In the NIR we measure a slightly higher temperature and considerably higher metallicity of +0.58 dex. Since the spectrum and the fit are of very good quality, both in the VIS and NIR, we cannot pin down the reason for this discrepancy.
• (9) J22503-070, (11) J04290+219, (12) J05127+196: For these stars temperatures measured from the NIR correspond better to the literature, however they all lie within 100 K.
• (10) J02222+478: Literature values for this star are controversial, with 4058 K derived by GM14 and 3785 K obtained by Mann15. In the NIR we measured a temperature of 3840 K, which is about 100 K cooler than in VIS+NIR. However, our derived values lie well between the literature values, which is why we consider them as good measurements.
Summary
The CARMENES instrument at Calar Alto Observatory performs high-accuracy radial velocity measurements in the VIS and NIR wavelength range simultaneously. We used the high-S/N template spectrum for each CARMENES sample M-dwarf to derive photospheric stellar parameters in the VIS, NIR, and VIS+NIR wavelength ranges for 282 stars. We calculated a new grid of PHOENIX model atmospheres incorporating a new equation of state, and new atomic and molecular line lists. Additionally, we carefully selected lines in the NIR that are sensitive to changes in stellar parameters, but insensitive to Zeemanbroadening caused by magnetic activity. Stellar activity is a crucial stellar property, influencing line profiles, which other studies did not consider. Furthermore, we involved different evolutionary models for deriving log g to account for stellar ages younger than 5 Gyr.
For the first time we directly compared stellar parameters such as T eff , log g, and [Fe/H] determined from multiple wavelength ranges simultaneously. There we find that T eff is mainly consistent over all wavelength ranges, although we find a little larger offset in the NIR. This might be because the TiO-bands in the VIS are a very strong indicator for temperature. A direct comparison of log g shows that this parameter also corresponds very well in all wavelength ranges. A trend toward lower log g in the NIR can be found compared to values derived for the same stars in the VIS and VIS+NIR. Because the determination of log g depends on T eff and metallicity, an explanation for that might be found in the metallicity. For this property we see a clear trend toward more metal-rich values in the NIR than in the VIS. Also some values in VIS+NIR are slightly higher, which indicates a rise in metallicity toward longer wavelengths. Since metallicity is a basic property of the star and therefore wavelength independent, the cause for this most probably lies in the determination method or the synthetic models. Fitting synthetic spectra to derive stellar parameters has already been used in several studies (e.g., Lindgren & Heiter 2017; Passegger et al. 2018 Passegger et al. , 2016 Rajpurohit et al. 2018) . While the fitting process itself is less crucial for the final result, the use of different synthetic model grids could lead to significant differences. However, a discussion on this topic is beyond the scope of this work.
As mentioned by other works before (e.g., Passegger et al. 2018 Passegger et al. , 2016 synthetic model spectra considerably improved over the last years, however they still suffer from some deficiencies. In the VIS, these shortcomings have been pointed out by Passegger et al. (2018) , concerning Ti i (λ 846.9 and 867.77 nm) and Fe i (λ 867.71 and 882.6 nm). In the NIR we find similar deficiencies in the K i lines where the models cannot fit the line cores. Moreover, due to the different spatial radial velocity and heliocentric correction for each star, the Fe i line at λ 1112.3 nm is for some stars contaminated by telluric lines and therefore cannot be used.
Comparisons of our derived parameters to literature values shows good agreement for the effective temperature. Although most of our values are consistent with the literature in log g and metallicity, there is a trend toward lower log g (most likely due to the use of PARSEC evolutionary models) and higher metallicity. As for now we cannot be absolutely certain about the reason for finding more metal-rich values in the NIR. Results from Rajpurohit et al. (2018) exhibit a large spread over the whole parameter range, with high deviations of up to 400 K in temperature and 1.0 dex in log g and metallicity compared to our work. We cannot find any correlations with our values or other literature. The overall distribution of the Rajpurohit et al. (2018) parameters is similar to what we found in early studies on stellar parameter determination by leaving log g as a free fit parameter. That method might reduce biases in the parameter space, but it also is more susceptible to degeneracies between the parameters, especially log g and metallicity, as described in Passegger et al. (2018) .
Precise determination of the metallicity is still a challenging task. Different methods and synthetic models can lead to different results. In the literature we sometimes find very diverse measurements for the same star (e.g., GJ 205: 0.0 Maldonado et al. (2015) , +0. 49 Mann et al. (2015) ). Our comparison of stellar parameters determined from multiple wavelength ranges shows that deviations from the literature are smallest for the VIS, followed by the VIS+NIR, and highest in the NIR, especially concerning metallicity. This might be explained by continuing shortcomings in synthetic models and the lower number of useful and parameter-sensitive lines in the NIR compared to the VIS. However, the differences between VIS and VIS+NIR are marginal. For that reason, we emphasize the use of both ranges for parameter determination in order to maximize the amount of spectral information available and minimize possible effects caused by imperfect modeling.
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For log g (middle panel) it is shown that most values coincide very well over all wavelength ranges. The small group of outliers in the VIS can be found with log g of about 0.1 -0.2 dex higher compared to the NIR and VIS+NIR.
The comparison in metallicity is presented in the bottom panel of Fig. A.1 . The VIS outlier group exhibits up to 0.4 dex lower metallicities compared to VIS+NIR, whereas values for other stars perfectly agree in VIS and VIS+NIR. We will discuss the properties of the VIS outlier group in more detail in the following.
The VIS outlier group
This group consists of nine stars, for which we derive cooler T eff , larger log g, and lower metallicities compared to the NIR and VIS+NIR. Hence, their parameters in the latter two wavelength ranges agree with each other within 1σ. Four of these stars are younger than 0.15 Gyr and two are magnetically active (identified with an asterisk in Fig. A.1) . However, all fits to the spectra in either wavelength range are of good or very good quality, which cannot explain the deviations in the parameters. For two stars, which we marked with letters a and b, there are literature values available.
(a) J02358+202: Literature values for T eff and log g from Mann15 perfectly agree with our VIS values, however, they measured a metallicity of +0.12 dex, which lies between our values for VIS (-0.15 dex) and VIS+NIR (+0.38 dex). The estimated age for this star is 0.1 Gyr. (b) J04429+189: For these star there are four different literature references from Mald15, RA12, GM14, and Mann15. Temperatures are spread between 3581 K (RA12) and 3721 K (GM14). Metallicities range from +0.03 dex (Mald15) and +0.14 dex (GM14, Mann15) and lie between our measurements in the VIS (-0.08 dex) and VIS+NIR (+0.33 dex). 
