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ON THE CAUCHY PROBLEM FOR STOCHASTIC
INTEGRODIFFERENTIAL PARABOLIC EQUATIONS IN
THE SCALE OF Lp-SPACES OF GENERALIZED
SMOOTHNESS
R. MIKULEVICˇIUS AND C. PHONSOM
Abstract. Stochastic parabolic integro-differential problem is consid-
ered in the whole space. By verifying stochastic Ho¨rmander condition,
the existence and uniqueness is proved in Lp-spaces of functions whose
regularity is defined by a scalable Levy measure. Some rough probabil-
ity density function estimates of the associated Levy process are used
as well.
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2 R. MIKULEVICˇIUS AND C. PHONSOM
1. Introduction
Let σ ∈ (0, 2) and Aσ be the class of all nonnegative measures pi on
Rd0 = R
d\ {0} such that ´ |y|2 ∧ 1dpi <∞ and
σ = inf
{
α < 2 :
ˆ
|y|≤1
|y|α dpi <∞
}
.
In addition, we assume that for pi ∈ Aσ,ˆ
|y|>1
|y| dpi < ∞ if σ ∈ (1, 2) ,
ˆ
R<|y|≤R′
ydpi = 0 if σ = 1 for all 0 < R < R′ <∞.
Let (Ω,F ,P) be a complete probability space with a filtration of σ−algebras
on F = (Ft, t ≥ 0) satisfying the usual conditions. Let R (F) be the progres-
sive σ−algebra on [0,∞) × Ω. Let (U,U ,Π) be a measurable space with
σ−finite measure Π,Rd0 = Rd\ {0} . Let p (dt, dz) be F−adapted point mea-
sures on ([0,∞)× U,B ([0,∞))⊗ U) with compensator Π (dν) dt.We denote
the martingale measure q (dt, dz) = p (dt, dz)−Π(dz) dt.
In this paper we consider the parabolic Cauchy problem
du (t, x) = [Lu(t, x)− λu (t, x) + f(t, x)] dt(1.1)
+
ˆ
U
Φ (t, x, z) q (dt, dz) ,
u (0, x) = g (x) , t ≥ 0, x ∈ Rd,
with λ ≥ 0 and integro-differential operator
Lϕ (x) = Lπϕ (x) =
ˆ
[ϕ(x+ y)− ϕ (x)− χσ (y) y · ∇ϕ (x)] pi (dy) , ϕ ∈ C∞0
(
Rd
)
,
where pi ∈ Aσ, χσ (y) = 0 if σ ∈ [0, 1) , χσ (y) = 1{|y|≤1} (y) if σ = 1 and
χσ (y) = 1 if σ ∈ (1, 2). The symbol of L is
ψ (ξ) = ψπ (ξ) =
ˆ [
ei2πξ·y − 1− i2piχσ (y) ξ · y
]
pi (dy) , ξ ∈ Rd.
Note that pi (dy) = dy/ |y|d+σ ∈Aσ and, in this case, L = Lπ = c (σ, d) (−∆)σ/2,
where (−∆)σ/2 is a fractional Laplacian. The equation (1.1) is forward Kol-
mogorov equation for the Levy process associated to ψπ. We assume that
g, f and Φ are resp. F0⊗B
(
Rd
)
- ,R (F)⊗B (Rd)- , Φ is R (F)⊗B (Rd)⊗U -
measurable.
Let µ ∈Aσ and
(1.2) c1 |ψµ (ξ)| ≤ |ψπ (ξ) | ≤ c2 |ψµ (ξ)| , ξ ∈ Rd,
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for some 0 < c1 ≤ c2. Given µ ∈Aσ, p ∈ [1,∞) , s ∈ R, we denote Hsp (E) =
Hµ;sp (E) the closure in Lp (E) of C
∞
0 (E) with respect to the norm
|f |Hµ;sp (E) =
∣∣F−1 (1− Reψµ)sFf ∣∣
Lp(Rd) ,
where F is the Fourier transform in space variable. In this paper, under cer-
tain ”scalability” and nondegeneracy assumptions (see assumptions D(κ, l) ,
B(κ, l) below), we prove the existence and uniqueness of solutions to (1.1)
in the scale of spaces Hµ;sp
(
Rd
)
). Moreover,
(1.3) |u|Hsp(E) ≤ C
[
|f |
H
s−1
p (E)
+ |g|
H
s− 1p
p (Rd)
+ |Φ|
H
s− 12
2,p (E)
+ |Φ|
B
s− 1p
p,pp (E)
]
if p ≥ 2,where Bsp,pp is the Besov ”counterpart” of Hsp. This paper is a
continuation of [13] and [14], where (1.1) with Φ = 0 was considered. Since
the symbol ψπ (ξ) is not smooth in ξ, the standard Fourier multiplier results
do not apply in this case. In order to prove the estimate involving Φ in (1.3),
we follow the idea of [8], by applying a version of Calderon-Zygmund theorem
by associating to Lπ a family of balls and verifying for it the stochastic
Ho¨rmander condition (see Theorem 14 in Appendix). As an example, we
consider pi ∈Aσ defined in radial and angular coordinates r = |y| , w = y/r,
as
(1.4) pi (Γ) =
ˆ ∞
0
ˆ
|w|=1
χΓ (rw) a (r, w) j (r) r
d−1S (dw) dr,Γ ∈ B
(
Rd0
)
,
where S (dw) is a finite measure on the unit sphere on Rd. In [19], (1.1)
with g = 0 and Φ = 0, was considered, with pi in the form (1.4) with
a = 1, j (r) = r−d−σ, and such thatˆ ∞
0
ˆ
|w|=1
χΓ (rw) r
−1−σρ0 (w)S (dw) dr
≤ pi (Γ) =
ˆ ∞
0
ˆ
|w|=1
χΓ (rw) r
−1−σa (r, w) S (dw) dr
≤
ˆ ∞
0
ˆ
|w|=1
χΓ (rw) r
−1−σS (dw) dr,Γ ∈ B
(
Rd0
)
,
and (1.2) holds with ψµ (ξ) = |ξ|σ , ξ ∈ Rd. In this case, Hµ;1p (E) = Hσp (E)
is the standard fractional Sobolev space. The solution estimate (1.3) for
(1.1) was derived in [19], using L∞-BMO type estimate. In [7], an elliptic
problem in the whole space with Lπ was studied for pi in the form (1.4)
with S (dw) = dw being a Lebesgue measure on the unit sphere in Rd,
with 0 < c1 ≤ a ≤ c2, and a set of technical assumptions on j (r). A sharp
function estimate based on the solution Ho¨lder norm estimate (following the
idea in [3]) was used in [7].
The paper is organized as follows. In Section 2, the main theorem is
stated, and some examples of the form (1.4) are considered. In Section 3,
auxiliary results on approximation of input functions and some probability
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density estimates are presented. In section 4, the main result is proved. In
Appendix, stochastic integrals driven by jump measures are constructed and
Ho¨rmander condition discussed.
2. Notation, Function spaces main results and examples
2.1. Notation. The following notation will be used in the paper.
Let N = {1, 2, . . .},N0 = {0, 1, . . .} ,Rd0 = Rd\{0}. If x, y ∈ Rd, we write
x · y =
d∑
i=1
xiyi, |x| =
√
x · x.
We denote by C∞0 (R
d) the set of all infinitely differentiable functions on
Rd with compact support.
We denote the partial derivatives in x of a function u(t, x) on Rd+1 by
∂iu = ∂u/∂xi, ∂
2
iju = ∂
2u/∂xi∂xj , etc.; Du = ∇u = (∂1u, . . . , ∂du) denotes
the gradient of u with respect to x; for a multiindex γ ∈ Nd0 we denote
Dγxu(t, x) =
∂|γ|u(t, x)
∂x
γ1
1 . . . ∂x
γd
d
.
For α ∈ (0, 2] and a function u(t, x) on Rd+1, we write
∂αu(t, x) = −F−1[|ξ|αFu(t, ξ)](x),
where
Fh(t, ξ) = hˆ (ξ) =
ˆ
Rd
e−i2πξ·xh(t, x)dx,F−1h(t, ξ) =
ˆ
Rd
ei2πξ·xh(t, ξ)dξ.
For µ ∈Aσ, we denote Zµt , t ≥ 0, the Levy process associated to Lµ, i.e.,
Zµ is cadlag with independent increments and its characteristic function
Eei2πξ·Z
µ
t = exp {ψµ (ξ) t} , ξ ∈ Rd, t ≥ 0.
The letters C = C(·, . . . , ·) and c = c(·, . . . , ·) denote constants depending
only on quantities appearing in parentheses. In a given context the same
letter will (generally) be used to denote different constants depending on
the same set of arguments.
2.2. Function Spaces. Let S
(
Rd
)
be the Schwartz space of real-valued
rapidly decreasing functions. Let V be a Banach space with norm |·|V .
The space of V−valued tempered distribution we denote by S′ (Rd, V )(f ∈
S′
(
Rd, V
)
is a continuous V−valued linear functional on S (Rd)). If V = R,
we write S′
(
Rd, V
)
= S′
(
Rd
)
and denote by 〈·, ·〉 the duality between
S
(
Rd
)
and S′
(
Rd
)
.
For a V−valued measurable function h on Rdand p ≥ 1 we denote
|h|pV,p =
ˆ
Rd
|h (x)|pV dx.
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We fix µ ∈Aσ. Obviously, Reψµ = ψµsym , where
µsym (dy) =
1
2
[µ (dy) + µ (−dy)] .
Let
Jv = Jµv = (I − Lµsym)v = v − Lµsymv, v ∈ S
(
Rd, V
)
.
For s ∈ R set
Jsv = (I − Lµsym)s v = F−1[(1 − ψµsym)svˆ], v ∈ S
(
Rd, V
)
.
Lµ;sv = F−1 (− (−ψµsym)s vˆ) , v ∈ S
(
Rd, V
)
.
Note that Lµ;1v = Lµsymv, v ∈ S (Rd) .
For p ∈ [1,∞) , s ∈ R, we define, following [5], the Bessel potential space
Hsp
(
Rd, V
)
= Hµ;sp
(
Rd, V
)
as the closure of S (Rd, V ) in the norm
|v|Hsp(Rd,V ) = |J
sv|Lp(Rd,V ) =
∣∣F−1[(1− ψµsym)svˆ]∣∣
Lp(Rd,V )
= |(I − Lµsym)s v|Lp(Rd,V ) , v ∈ S
(
Rd
)
.
According to Theorem 2.3.1 in [5], Htp
(
Rd
) ⊆ Hsp (Rd) is continuously
embedded if p ∈ (1,∞) , s < t, H0p
(
Rd
)
= Lp
(
Rd
)
. For s ≥ 0, p ∈ [1,∞) ,
the norm |v|Hsp is equivalent to (see Theorem 2.2.7 in [5])
|v|Hsp = |v|Lp +
∣∣F−1 [(−ψµsym)sFv]∣∣
Lp
.
Further, for a characterization of our function spaces we will use the
following construction (see [2]). We fix a continuous function κ : (0,∞) →
(0,∞) such that limR→0 κ (R) = 0, limR→∞ κ (R) = ∞. Assume there is a
nondecreasing continuous function l (ε) , ε > 0, such that limε→0 l (ε) = 0
and
κ (εr) ≤ l (ε) κ(r), r > 0, ε > 0.
We say κ is a scaling function and call l (ε) , ε > 0, a scaling factor of κ. Fix
an integer N so that l
(
N−1
)
< 1.
Remark 1. For an integer N > 1 there exists a function φ = φN ∈ C∞0 (Rd)
(see Lemma 6.1.7 in [2]), such that supp φ =
{
ξ : 1N ≤ |ξ| ≤ N
}
, φ(ξ) > 0
if N−1 < |ξ| < N and
∞∑
j=−∞
φ(N−jξ) = 1 if ξ 6= 0.
Let
(2.1) φ˜ (ξ) = φ (Nξ) + φ (ξ) + φ
(
N−1ξ
)
, ξ ∈ Rd.
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Note that supp φ˜ ⊆ {N−2 ≤ |ξ| ≤ N2} and φ˜φ = φ. Let ϕk = ϕNk =
F−1φ (N−k·) , k ≥ 1, and ϕ0 = ϕN0 ∈ S (Rd) is defined as
ϕ0 = F−1
[
1−
∞∑
k=1
φ
(
N−k·
)]
.
Let φ0 (ξ) = Fϕ0 (ξ) , φ˜0 (ξ) = Fϕ0 (ξ) + Fϕ1 (ξ) , ξ ∈ Rd,ϕ˜ = F−1φ˜, ϕ =
F−1φ, and
ϕ˜k =
1∑
l=−1
ϕk+l, k ≥ 1, ϕ˜0 = ϕ0 + ϕ1
that is
Fϕ˜k = φ
(
N−k+1ξ
)
+ φ
(
N−kξ
)
+ φ
(
N−k−1ξ
)
= φ˜
(
N−kξ
)
, ξ ∈ Rd, k ≥ 1.
Note that ϕk = ϕ˜k ∗ ϕk, k ≥ 0. Obviously, f =
∑∞
k=0 f ∗ ϕk in S ′
(
Rd
)
for
f ∈ S (Rd) .
Let s ∈ R and p, q ≥ 1. For µ ∈Aσ, we introduce the Besov space
Bspq = B
µ,N ;s
pq (Rd, V ) as the closure of S
(
Rd, V
)
in the norm
|v|Bspq(Rd,V ) = |v|Bµ,N;spq (Rd,V ) =
 ∞∑
j=0
|Jsϕj ∗ v|qLp(Rd,V )
1/q ,
where J = Jµ = I − Lµsym.
We introduce the corresponding spaces of generalized functions on E =
[0, T ]×Rd . The spaces Bµ,N ;spq (E,V ) (resp. Hµ;sp (E,V )) consist of all mea-
surable Bµ,N ;spq (Rd, V ) (resp. H
µ;s
p (Rd, V )) -valued functions f on [0, T ] with
finite corresponding norms:
|f |Bspq(E,V ) = |f |Bµ,N;spq (E,V ) =
(ˆ T
0
|f(t, ·)|q
Bµ,N;spq (Rd,V )
dt
)1/q
,
|f |Hsp(E,V ) = |f |Hµ;sp (E,V ) =
(ˆ T
0
|f(t, ·)|p
Hµ,sp (Rd,V )
dt
)1/p
.(2.2)
Similarly we introduce the corresponding spaces of random generalized
functions.
Let (Ω,F ,P) be a complete probability spaces with a filtration of σ−algebras
F = (Ft) satisfying the usual conditions. Let R (F) be the progressive
σ−algebra on [0,∞) × Ω.
The spaces Bspp
(
Rd, V
)
and Hsp
(
Rd, V
)
consists of all F−measurable
random functions f with values in Bspp
(
Rd, V
)
and Hsp
(
Rd, V
)
with finite
norms
|f |
Bspp(Rd,V )
=
{
E |f |p
Bspp(Rd,V )
}1/p
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and
|f |
Hsp(Rd,V )
=
{
E |f |p
Hsp(Rd,V )
}1/p
.
The spaces Bspp (E,V ) and H
s
p (E,V ) consist of all R (F)−measurable
random functions with values in Bspp (E,V ) and H
s
p (E,V ) with finite norms
|f |Bspp (E,V ) =
{
E |f |pBspp(E,V )
}1/p
and
|f |Hsp (E,V ) =
{
E |f |pHsp(E,V )
}1/p
.
If Vr = Lr (U,U ,Π) , r ≥ 1, the space of r−integrable measurable func-
tions on U , and V0 = R, we write
Bsr,pp (A) = B
s
pp (A,V ) , B
s
r,pp (A) = B
s
pp (A,V ) ,
Hsr,p (A) = H
s
p (A,V ) , H
s
r,p (A) = H
s
p (A,V ) ,
and
Lr,p (A) = H
0
r,p (A) ,Lr,p (A) = H
0
r,p (A) ,
where A = Rd or E. For scalar functions we drop V in the notation of
function spaces.
2.3. Main Results. We introduce an auxiliary Levy measure µ0 on Rd0
such that the following assumption holds.
Assumption A0 (σ). Let µ
0 ∈ A = ∪σ∈(0,2)Aσ,χ{|y|≤1}µ0 (dy) = µ0 (dy),
and ˆ
|y|2 µ0 (dy) +
ˆ
|ξ|4 [1 + λ (ξ)]d+3 exp {−ψ0 (ξ)} dξ ≤ n0,
where
ψ0 (ξ) =
ˆ
|y|≤1
[1− cos (2piξ · y)]µ0 (dy) ,
λ (ξ) =
ˆ
|y|≤1
χσ (y) |y| [(|ξ| |y|) ∧ 1]µ0 (dy) , ξ ∈ Rd.
In addition, we assume that for any ξ ∈ Sd−1 =
{
ξ ∈ Rd : |ξ| = 1} ,ˆ
|y|≤1
|ξ · y|2 µ0 (dy) ≥ c1 > 0.
For pi ∈A= ∪σ∈(0,2)Aσ and R > 0, we denote
piR (Γ) =
ˆ
χΓ (y/R)pi (dy) ,Γ ∈ B
(
Rd0
)
.
Definition 1. We say that a continuous function κ : (0,∞) → (0,∞) is
a scaling function if limR→0 κ (R) = 0, limR→∞ κ (R) = ∞ and there is a
nondecreasing continuous function l (ε) , ε > 0, such that limε→0 l (ε) = 0
and
κ (εr) ≤ l (ε) κ(r), r > 0, ε > 0.
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We call l (ε) , ε > 0, a scaling factor of κ.
For a scaling function κ with a scaling factor l and pi ∈Aσ we introduce
the following assumptions.
D(κ, l). For every R > 0,
p˜iR (dy) = κ (R)piR (dy) ≥ 1{|y|≤1}µ0 (dy) ,
with µ0 = µ0;π satisfying Assumption A0 (σ). If σ = 1 we, in addition
assume that
´
R<|y|≤R′ yµ
0 (dy) = 0 for any 0 < R < R′ ≤ 1. Here p˜iR (dy) =
κ (R) piR (dy) .
B(κ, l). There exist α1 and α2 and a constant N0 > 0 such thatˆ
|z|≤1
|z|α1 p˜iR(dz) +
ˆ
|z|>1
|z|α2 p˜iR(dz) ≤ N0 ∀R > 0,
where α1, α2 ∈ (0, 1] if σ ∈ (0, 1); α1, α2 ∈ (1, 2] if σ ∈ (1, 2); α1 ∈ (1, 2]
and α2 ∈ [0, 1) if σ = 1.
The main result for (1.1) is the following statement.
Theorem 1. Let pi, µ ∈ Aσ, p ∈ (1,∞) , s ∈ R. Assume there is a scaling
function κ with a scaling factor l such that D(κ, l) and B(κ, l) hold for both,
pi and µ. Assume ˆ ∞
1
dt
tγ (t)1∧α2
<∞,
and there are β0 < α2 and β1, β2 > 0 such thatˆ 1
0
γ (t)−β1 dt+
ˆ 1
0
l (t)β2
dt
t
+
ˆ ∞
1
1
γ (t)β0
dt
t
<∞ if p > 2,
where γ (t) = inf {r : l (r) ≥ t} , t > 0.
Then for each f ∈ Hµ;sp (E), g ∈ Bµ,N ;s+1−1/ppp
(
Rd
)
, Φ ∈ Bµ,N ;s+1−1/pp,pp (E)∩
H
µ;s+1/2
2,p (E) if p ∈ [2,∞) and Φ ∈ Bµ,N ;s+1−1/pp,pp (E) if p ∈ (1, 2), there is
a unique u ∈ Hµ;s+1p (E) solving (1.1). Moreover, there is C = C (d, p, κ, l, n0, N0, c1)
such that for p ∈ [2,∞),
|Lµu|Hµ;sp (E)
≤ C
[
|f |Hµ;sp (E) + |g|Bµ,N;s+1−1/ppp (Rd) + |Φ|Bµ,N;s+1−1/pp,pp (E) + |Φ|Hµ;s+1/22,p (E)
]
,
|u|Hµ;sp (E)
≤ C[ρλ |f |Hµ;sp (E) + ρ
1/p
λ |g|Hµ;sp (Rd) + ρ
1/p
λ |Φ|Hµ;sp,p(Rd) + ρ
1/2
λ |Φ|Hµ;s2,p(Rd)],
and for p ∈ (1, 2),
|Lµu|Hµ;sp (E) ≤ C
[
|f |Hµ;sp (E) + |g|Bµ,N;s+1−1/ppp (Rd) + |Φ|Bµ,N;s+1−1/pp,pp (E)
]
,
|u|Hµ;sp (E) ≤ C
[
ρλ |f |Hµ;sp (E) + ρ
1/p
λ |g|Hµ;sp (Rd) + ρ
1/p
λ |Φ|Hµ;sp,p(Rd)
]
,
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where ρλ =
1
λ ∧ T.
Remark 2. 1. Assumptions D(κ, l) , B(κ, l) hold for both, pi, µ, means that
κ, l, and the parameters α1, α2, n0, c1, N0 are the same (µ
0 could be different).
2. For every ε > 0, Bµ,N ;s+εpp
(
Rd
)
is continuously embedded into Hµ;sp
(
Rd
)
, p >
1; for p ≥ 2, Hµ;sp
(
Rd
)
is continuously embedded into Bµ,N ;spp
(
Rd
)
.
2.4. Examples. Let Λ (dt) be a measure on (0,∞) such that ´∞0 (1 ∧ t)Λ (dt) <∞, and let
φ (r) =
ˆ ∞
0
(
1− e−rt)Λ (dt) , r ≥ 0,
be a Bernstein function (see [9], [7]). Let
j (r) =
ˆ ∞
0
(4pit)−
d
2 exp
(
−r
2
4t
)
Λ (dt) , r > 0.
We consider pi ∈A= ∪σ∈(0,2)Aσ defined in radial and angular coordinates
r = |y| , w = y/r, as
(2.3) pi (Γ) =
ˆ ∞
0
ˆ
|w|=1
χΓ (rw) a (r, w) j (r) r
d−1S (dw) dr,Γ ∈ B
(
Rd0
)
,
where S (dw) is a finite measure on the unite sphere on Rd. If S (dw) = dw
is the Lebesgue measure on the unit sphere, then
pi (Γ) = piJ,a (Γ) =
ˆ
Rd
χΓ (y) a (|y| , y/ |y|) J (y) dy,Γ ∈ B
(
Rd0
)
,
where J (y) = j (|y|) , y ∈ Rd. Let µ = piJ,1, i.e.,
(2.4) µ (Γ) =
ˆ
Rd
χΓ (y)J (y) dy,Γ ∈ B
(
Rd0
)
.
We assume
H. (i) There is N > 0 so that
N−1φ
(
r−2
)
r−d ≤ j (r) ≤ Nφ (r−2) r−d, r > 0.
(ii) There are 0 < δ1 ≤ δ2 ≤ 1 and N > 0 so that for 0 < r ≤ R
N−1
(
R
r
)δ1
≤ φ (R)
φ (r)
≤ N
(
R
r
)δ2
.
G. There is ρ0 (w) ≥ 0, |w| = 1, such that ρ0 (w) ≤ a (r, w) ≤ 1, r >
0, |w| = 1, and for all |ξ| = 1,ˆ
|w|=1
|ξ · w|2 ρ0 (w)S (dw) ≥ c > 0
for some c > 0.
For example, in [9] and [7] among others the following specific Bernstein
functions satisfying H are listed:
(0) φ (r) =
∑n
i=1 r
αi , αi ∈ (0, 1) , i = 1, . . . , n;
(1) φ (r) = (r + rα)β , α, β ∈ (0, 1) ;
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(2) φ (r) = rα (ln (1 + r))β , α ∈ (0, 1) , β ∈ (0, 1− α) ;
(3) φ (r) = [ln (cosh
√
r)]
α
, α ∈ (0, 1) .
All the assumptions of Theorem 1 hold under H, G.
Indeed, H implies that there are 0 < c ≤ C so that
cr−d−2δ1 ≤ j (r) ≤ Cr−d−2δ2 , r ≤ 1,
cr−d−2δ2 ≤ j (r) ≤ Cr−d−2δ1 , r > 1.
Hence 2δ1 ≤ σ ≤ 2δ2. In this case κ (R) = j (R)−1R−d, R > 0, is a scaling
function, and κ (εR) ≤ l (ε) κ (R) , ε, R > 0, with
l (ε) =
{
C1ε
2δ1 if ε ≤ 1,
C1ε
2δ2 if ε > 1
for some C1 > 0. Hence
γ (t) = l−1 (t) =
{
C
−1/2δ1
1 t
1/2δ1 if t ≤ C1,
C
−1/2δ2
1 t
1/2δ2 if t > C1.
We see easily that α1 is any number > 2δ2 and α2 is any number < 2δ1.
The measure µ0 for pi is
µ0 (dy) = µ0,π (dy) = c1
ˆ
χdy (rw)χ{r≤1}r
−1−2δ1ρ0 (w)S (dw) dr;
and µ0 for µ is
µ0 (dy) = µ0,µ (dy) = c′1
ˆ
χdy (rw)χ{r≤1}r
−1−2δ1dwdr
with some c1, c
′
1. Integrability conditions easily follow.
3. Auxiliary results
3.1. Approximation of input functions. Let Vr = Lr (U,U ,Π) , r ≥ 1,
the space of r−integrable measurable functions on U , and V0 = R. For
brevity of notation we write
Bsr,pp (A) = B
s
pp (A;Vr) , B
s
r,pp (A) = B
s
pp (A;Vr) ,
Hsr,p (A) = H
s
p (A;Vr) , H
s
r,p (A) = H
s
p (A;Vr) ,
Lr,p (A) = H
0
r,p (A) ,Lr,p (A) = H
0
r,p (A) ,
where A = Rd or E. We use the following equivalent norms of Besov spaces
Bsr,pp
(
Rd
)
, r = 0, p, (see [14])
|v|B˜sr,pp(Rd) =
 ∞∑
j=0
κ
(
N−j
)−sp ˆ |ϕj ∗ v|pVr dx
1/p ,
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where ϕj = ϕ
N
j , j ≥ 0, is the system of functions defined in Remark 1. The
equivalent norms of Hsr,p
(
Rd
)
, r = 0, 2, (see [14]) are defined by
(3.1) |v|H˜sr,p(Rd) = |v|H˜κ,N;sr,p (Rd) =
∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−s ϕj ∗ v∣∣∣2
Vr
1/2
∣∣∣∣∣∣∣
Lp(Rd)
.
We define the equivalent norms of functions on E as well:
|v|B˜sp,pp(E) =
(ˆ T
0
|v (t)|p
B˜sp,pp(R
d)
dt
)1/p
, |v|H˜s2,p(E) = |v|H˜κ,N;s2,p (E) =
(ˆ T
0
|v (t)|p
H˜s2,pp(R
d)
dt
)1/p
.
For D = Dr (A) = B
s
r,pp (A) or H
s
r,p (A) , A = R
d, E, we consider corre-
sponding equivalent norms on random function spaces D = Dr = B
s
r,pp (A)
or Hsr,p (A) :
|v|
D˜
=
{
E
(
|v|p
D˜
)}1/p
.
Let Un ∈ U , Un ⊆ Un+1, n ≥ 1,∪nUn = U and pi (Un) < ∞, n ≥ 1. We
denote by C˜∞r.p (E) , 1 ≤ p <∞, the space of all R (F)⊗B
(
Rd
)−measurable
Vr -valued random functions Φ on E such that for everyγ ∈ Nd0,
E
ˆ T
0
sup
x∈Rd
|DγΦ (t, x)|pVr dt+E
[
|DγΦ|pLp(E;Vr)
]
<∞,
and Φ = ΦχUn for some n if r = 2, p. Similarly we define the space C˜
∞
r,p
(
Rd
)
by replacing R (F) and E by F and Rd respectively in the definition of
C˜∞r,p (E).
Lemma 1. Let D (κ, l) and B (κ, l) hold for µ ∈Aσwith scaling function κ
and scaling factor l. Let Un ∈ U , Un ⊆ Un+1, n ≥ 1,∪nUn = U and pi (Un) <
∞, n ≥ 1. Let s ∈ R, p ∈ (1,∞), Φ ∈ Dr,p, where Dr,p = Dr,p (A) = Bsr,pp (A)
with r = 0, p, or Dr,p = H
s
r,p (A) with r = 0, 2, A = R
d or E. For Φ ∈ Dr,p
we set
Φn =
n∑
j=0
Φ ∗ ϕjχUn , if r = 2, p, Φn =
n∑
j=0
Φ ∗ ϕj, if r = 0.
Then there is C > 0 so that
|Φn|Dr,p ≤ C |Φ|Dr,p ,Φ ∈ Dr,p, n ≥ 1,
and |Φn − Φ|Dr,p → 0 as n → ∞. Moreover, for r = 0, 2, p, every n and
multiindex γ ∈ Nd0,
E
ˆ T
0
sup
x
|DγΦn|pVr dt+ |DγΦn|
p
Lr,p(E)
< ∞ if A = E,
E[ sup
x
|DγΦn|pVr ] + |DγΦn|
p
Lr,p(Rd)
< ∞ if A = Rd,
where
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Proof. Let Φ˜n = ΦχUn , n ≥ 1. Since
ϕk =
1∑
l=−1
ϕk+l ∗ ϕk, k ≥ 1, ϕ0 = (ϕ0 + ϕ1) ∗ ϕ0,
we have for n > 1,(
Φ˜n − Φn
)
∗ ϕk = 0, k < n,(
Φ˜n − Φn
)
∗ ϕk =
(
Φ˜n ∗ ϕk−1 + Φ˜n ∗ ϕk + Φ˜n ∗ ϕk+1
)
∗ ϕk, k > n+ 1,(
Φ˜n − Φn
)
∗ ϕn =
(
Φ˜n ∗ ϕn+1
)
∗ ϕn,(
Φ˜n − Φn
)
∗ ϕn+1 =
(
Φ˜n ∗ ϕn+1 + Φ˜n ∗ ϕn+2
)
∗ ϕn+1.
Let Vr = Lr (U,U ,Π) , r = 2, p. By Corollary 2 in [14], there is a constant C
independent of Φ ∈ Hs2,p (E) so that∣∣∣∣∣∣∣
 ∞∑
j=0
∣∣∣κ (N−j)−s (Φ˜n −Φn) ∗ ϕj∣∣∣2
V2
1/2
∣∣∣∣∣∣∣
Lp(E)
≤ C
∣∣∣∣∣∣∣
 ∞∑
j=n
∣∣∣κ (N−j)−sΦ ∗ ϕj∣∣∣2
V2
1/2
∣∣∣∣∣∣∣
Lp(E)
→ 0
as n→∞. Obviously
∣∣∣(Φ˜n − Φn) ∗ ϕj∣∣∣
Lr,p(E)
≤ C
j+1∑
k=j−1
∣∣∣Φ˜n ∗ ϕk∣∣∣
Lr,p(E)
, j ≥ n,∣∣∣(Φ˜n − Φn) ∗ ϕj∣∣∣
Lr,p(E)
= 0, j < n, r = 0, p,
and
|Φn|Dr,p(E) ≤ C |Φ|Dr,p(E) ,Φ ∈ Dr,p, n ≥ 1, r = 0, 2, p.
Thus |Φn − Φ|Dr,p(E) → 0 as n→∞, r = 0, 2, p.
Let r = 0, 2, p, Φ ∈ Dr,p (E). Obviously, for any k ≥ 0,
E
ˆ
E
|Φ ∗ ϕk|pVr dxdt <∞,
where r = 0, 2, p with V0 = R.. Since for any multiindex γ,
Φ ∗ ϕk = Φ ∗ ϕk ∗ ϕ˜k,DγΦ ∗ ϕk = Φ ∗ ϕk ∗Dγϕ˜k,
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and P-a.s. for all s, x, with 1q +
1
p = 1,
|DγΦ ∗ ϕk (s, x)|Vr ≤
ˆ
|Φ ∗ ϕk (s, x− y)|Vr |Dγϕ˜k (y)| dy,
sup
x
|DγΦ ∗ ϕk (s, x)|Vr ≤
(ˆ
|Φ ∗ ϕk (s, ·)|pVr dx
)1/p
|Dγϕ˜k|Lq(Rd) ,
we have for any multiindex γ,
|DγΦ ∗ ϕk|Lr,p(E) <∞,
and
E
ˆ T
0
sup
x
|DγΦ ∗ ϕk|pVr dt <∞, r = 0, 2, p.
The proof for the case of A = Rd is a repeat with obvious changes. The
statement follows. 
Corollary 1. The space C∞0
(
Rd;Vr
)
of Vr-valued infinitely differentiable
functions with compact support is dense in Dr
(
Rd
)
, r = 0, 2, p.
Proof. In the view of Lemma 1, it suffices to show that for any V = Vr-valued
function v such that for all multiindex γ ∈Nd0,
sup
x
|Dγv (x)|Vr + |Dγv|Lp(Rd;Vr) <∞
there exists vn ∈ C∞0
(
Rd, Vr
)
so that vn → v in Dr
(
Rd
)
. Let g ∈
C∞0
(
Rd
)
with 0 ≤ g (x) ≤ 1, x ∈ Rd, g (x) = 1 for |x| ≤ 1, and g (x) = 0 for
|x| ≥ 2. Let
vn (x) := v (x) g (x/n) , x ∈ Rd.
Obviously vn ∈ C∞0
(
Rd, Vr
)
, and for any multiindex β,
Dβvn (x) = D
βv (x) g (x/n) +
∑
β1+β2=β,
|β2|≥1
n−|β2|Dβ1v (x)
(
Dβ2g
)
(x/n) , x ∈ Rd,
∣∣∣Dβvn∣∣∣
Lp(Rd;Vr)
≤ C (|β|) sup
β′≤|β|
∣∣∣Dβ′v∣∣∣
Lp(Rd;Vr)
,
and
∣∣Dβvn −Dβv∣∣Lp(Rd;Vr) → 0. Since for any multiindex β we have´ yβϕj (y) dy =
0, it follows for m > 0, j ≥ 1, by Taylor remainder theorem, for x ∈ Rd,
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vn ∗ ϕj (x) =
ˆ
ϕj (y)
vn (x− y)− ∑
β:|β|≤m
Dβvn (x)
β!
(−y)β
 dy
=
ˆ
ϕj (y)
∑
β:|β|=m+1
ˆ 1
0
(1− t)m+1
(m+ 1)!
(
Dβvn
)
(x− ty) (−y)β dtdy
= N−j(m+1)
∑
β:|β|=m+1
ˆ
ϕ (y)
ˆ 1
0
(1− t)m+1
(m+ 1)!
(
Dβvn
) (
x− tN−jy) dt (−y)β dy.
By Lemma 6 of [14], there exists σ′ such that κ
(
N−j
)−s ≤ N jsσ′ . Letm > 1
be such that t = Nσ
′sN−m < 1. Hence there is a constant C = C (m)
(independent of n) so that
κ
(
N−j
)−s ∣∣vn ∗ ϕj∣∣Lp(Rd;V2) ≤ C (m) tj, j ≥ 0.
Now, for any k ≥ 0,∣∣∣∣∣∣∣
 ∞∑
j=k
∣∣∣κ (N−j)−s vn ∗ ϕj (x)∣∣∣2
V2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤
∣∣∣∣∣∣
∞∑
j=k
∣∣∣κ (N−j)−s vn ∗ ϕj (x)∣∣∣
V2
∣∣∣∣∣∣
Lp(Rd)
≤
∑
j≥k
∣∣∣κ (N−j)−s vn ∗ ϕj (x)∣∣∣
Lp(Rd;V2)
≤ C (m)
∑
j≥k
tj.
Since the same estimate holds for v,∣∣∣∣∣∣∣
∑
j≥k
∣∣∣κ (N−j)−s v ∗ ϕj (x)∣∣∣2
V2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
≤ C (m)
∑
j≥k
tj ,
and ∣∣∣∣∣∣∣
∑
j<k
∣∣∣κ (N−j)−s (v − vn) ∗ ϕj (x)∣∣∣2
V2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
→ 0,
it follows that∣∣∣∣∣∣∣
∑
j
∣∣∣κ (N−j)−s (v − vn) ∗ ϕj (x)∣∣∣2
V2
1/2
∣∣∣∣∣∣∣
Lp(Rd)
→ 0
as n→∞.
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Likewise, for r = 0, p,
lim
n→∞
|vn − v|Bsr,pp = limn→∞
 ∞∑
j=0
∣∣∣κ (N−j)−s (vn − v) ∗ ϕj∣∣∣p
Lp(Rd;Vr)
1/p = 0.

An obvious consequence of Lemma 1 (the form of the approximating
sequence is identical for different V ) is the following
Lemma 2. Let p ≥ 1 and s, s′ ∈ R. Then the set C˜∞p,p (E) is a dense subset
in Bs
′
p,pp (E) , C˜
∞
0,p
(
Rd
)
is a dense subset of Bs
′
pp
(
Rd
)
, and C˜∞r,p (E) is dense
in Hsr,p (E) , r = 0, 2. Moreover, the set C˜
∞
2,p (E) ∩ C˜∞p,p (E) is a dense subset
of Bs
′
p,pp (E) ∩Hs2,p (E).
3.2. Representation of fractional operator and some density esti-
mates. We will use repeatedly the following representation of the fractional
operator. Let µ ∈ Aσsym =
{
η ∈ Aσ : η is symmetric, η = ηsym
}
. Then for
δ ∈ (0, 1) and f ∈ S (Rd), we have
− (−ψµ (ξ))δ fˆ (ξ)
= cδ
ˆ ∞
0
t−δ [exp (ψµ (ξ) t)− 1] dt
t
fˆ (ξ) , ξ ∈ Rd,
and
Lµ;δf (x) = F−1
[
− (−ψµ)δ fˆ
]
(x)(3.2)
= cδE
ˆ ∞
0
t−δ [f (x+ Zµt )− f (x)]
dt
t
, x ∈ Rd.
Lemma 3. Let µ ∈ Aσsym, δ ∈ (0, 1) .
a) For any p ≥ 1, and ε > 0 there is C so that∣∣∣Lµ;δf ∣∣∣
Lp(Rd)
≤ ε |Lµf |Lp(Rd) + C |f |Lp(Rd) , f ∈ S
(
Rd
)
.
b) Let D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling function κ and
scaling factor l, andˆ
|y|≤1
|y|α1 dµ˜R +
ˆ
|y|>1
|y|α2 dµ˜R ≤M,R > 0
(α1, α2 are exponents in B(κ, l)). Let p
R (t, x) = pπ˜R (t, x) , x ∈ Rd, be
the pdf of Z π˜Rt , t > 0, R > 0. Then for each β ∈ [0, δα2) there is C =
C (κ, l,N0, β) (N0 is a constant in B(κ, l)) so that for |k| ≤ 2,ˆ (
1 + |x|β
) ∣∣∣DkLµ˜R;δpR (1, x)∣∣∣ dx ≤ CM,
ˆ
(1 + |x|β)
∣∣∣Lµ˜R;δLπ˜∗pR (1, x)∣∣∣ dx ≤ CM.
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Proof. Indeed for any a > 0, f ∈ S (Rd) , x ∈ Rd, by Ito formula and (3.2),
Lµ;δf (x) = cE
ˆ a
0
t−δ
ˆ t
0
Lµf (x+ Zµr ) dr
dt
t
(3.3)
+cE
ˆ ∞
a
t−δ [f (x+ Zµt )− f (x)]
dt
t
.
The statement a) follows by Minkowski inequality.
By (3.3), for |k| ≤ 2,ˆ (
1 + |x|β
) ∣∣∣Lµ;δDkpR (1, x)∣∣∣ dx
≤ CE
ˆ 1
0
t−δ
ˆ t
0
ˆ (
1 + |x|β
) ∣∣∣LµDkpR (1, x+ Zµr )∣∣∣ dxdrdtt
+CE
ˆ ∞
1
t−δ
ˆ (
1 + |x|β
)
[
∣∣∣DkpR (1, x+ Zµt )∣∣∣+ ∣∣∣DkpR (1, x)∣∣∣]dxdtt
= A1 +A2.
Now, by Corollary 4 and Lemma 17 in [14],
A1 ≤ C
ˆ 1
0
t−δ
ˆ (
1 + |x|β
) ∣∣∣LµDkpR (1, x)∣∣∣ dxdt
+C
ˆ 1
0
t−δ
ˆ t
0
E
(
|Zµr |β
)
dr
ˆ ∣∣∣LµDkpR (1, x)∣∣∣ dxdt
t
≤ C,
and
A2 ≤ C
ˆ ∞
1
t−δ
ˆ (
1 + |x|β
) ∣∣∣DkpR (1, x)∣∣∣]dxdt
t
+C
ˆ ∞
1
t−δE
(
|Zµt |β
) ˆ ∣∣∣DkpR (1, x)∣∣∣ dxdt
t
≤ C
(
1 +
ˆ ∞
1
t−δt
β
α2
dt
t
)
≤ C.
Similarly, the second inequality of part b) is proved. 
Let Aσsign = A
σ − Aσ = {η − ρ : η, ρ ∈ Aσ} .
Lemma 4. Let δ ∈ (0, 1) ,D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling
function κ and scaling factor l. Let µ ∈ Aσsym and η ∈ Aσsign. Then
pπ (t, x) = a (t)−d pπ˜a(t)
(
1, xa (t)−1
)
, x ∈ Rd, t > 0,
Lµ;δpπ (t, x) =
1
tδ
a (t)−d (Lµ˜a(t);δpπ˜a(t))
(
1, xa (t)−1
)
, x ∈ Rd, t > 0,
LηLµ;δpπ (t, x) =
1
t1+δ
a (t)−d (Lη˜a(t)Lµ˜a(t);δpπ˜a(t))
(
1, xa (t)−1
)
, x ∈ Rd, t > 0,
where a (t) = inf {r ≥ 0 : κ (r) ≥ t} , t > 0.
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Proof. Indeed, by Lemma 5 in [13], for each t > 0 and r > 0, the density
pπ˜a(t) (r, x) , x ∈ Rd, is 4 times continuously differentiable in x bounded and
integrable. Obviously,
exp {ψπ (ξ) t} = exp{ψπ˜a(t) (a (t) ξ)} , t > 0, ξ ∈ Rd,
and
(−ψµ (ξ))δ exp {ψπ (ξ) t}
=
1
tδ
(
−ψµ˜a(t) (a (t) ξ)
)δ
exp
{
ψπ˜a(t) (a (t) ξ)
}
, t > 0, ξ ∈ Rd.
We derive the first two equalities by taking Fourier inverse. Similarly, the
third equality can be derived. The claim follows. 
Lemma 5. Let δ ∈ (0, 1) ,D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling
function κ and scaling factor l. Let µ ∈ Aσsym. Assumeˆ
|y|≤1
|y|α1 dµ˜R +
ˆ
|y|>1
|y|α2 dµ˜R ≤M,R > 0
(α1, α2 are exponents in B(κ, l)). Then there exists C = C (κ, l,N0) > 0
such that for |k| ≤ 2, β ∈ [0, δα2),ˆ
|x|>c
∣∣∣Lµ;δDkpπ (t, x)∣∣∣ dx ≤ CMt−δa (t)β−|k| c−β,
ˆ ∣∣∣Lµ;δDkpπ (t, x)∣∣∣ dx ≤ CMt−δa (t)−|k| ,
with a (t) = inf {r ≥ 0 : κ (r) ≥ t} , t > 0. Recall α1, α2 ∈ (0, 1] if σ ∈
(0, 1) ;α1, α2 ∈ (1, 2] if σ ∈ (1, 2) and α2 ∈ (0, 1), α1 ∈ (1, 2] if σ = 1.
Proof. Indeed, by Lemma 4, Chebyshev inequality, and Lemma 3, for |k| ≤
2, β ∈ [0, δα2),ˆ
|x|>c
∣∣∣Lµ;δDkpπ (t, x)∣∣∣ dx
=
1
tδ
a (t)−d−k
ˆ
|x|>c
∣∣∣∣Lµ˜a(t);δDkpπ˜a(t) (1, xa (t)
)∣∣∣∣ dx
≤ a (t)
β−k c−β
tδ
ˆ
|x|β
∣∣∣Lµ˜a(t);δDkpπ˜a(t) (1, x)∣∣∣ dx ≤ CM a (t)β−k c−β
tδ
.
Similarly, we derive the second estimate. 
Lemma 6. Let D(κ, l) and B(κ, l) hold for pi ∈ Aσ with scaling function κ
and scaling factor l. Let µ ∈ Aσsym. Assumeˆ
|y|≤1
|y|α1 dµ˜R +
ˆ
|y|>1
|y|α2 dµ˜R ≤M,R > 0
(α1, α2 are exponents in B(κ, l)). Then for δ ∈ (0, 1) ,
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a) There exists C = C (κ, l,N0) > 0 such that
ˆ
Rd
∣∣∣Lµ;δpπ (t, x− y)− Lµ;δpπ (t, x)∣∣∣ dx ≤ CM |y|
tδa (t)
, t > 0, y ∈ Rd,
where a (t) = inf {r : κ (r) ≥ t} , t > 0.
b) There is a constant C = C (κ, l,N0) such that
ˆ ∞
2a
(ˆ ∣∣∣Lµ; 12pπ (t− s, x)− Lµ; 12pπ (t, x)∣∣∣ dx)2 dt(3.4)
≤ CM, |s| ≤ a <∞.
Proof. By Lemma 4 and Lemma 3,
ˆ
Rd
∣∣∣Lµ;δpπ (t, x− y)− Lµ;δpπ (t, x)∣∣∣ dx
=
1
tδ
ˆ ∣∣∣∣Lµa(t);δpπ˜a(t) (1, x− ya (t)
)
− Lµa(t);δpπ˜a(t) (1, x)
∣∣∣∣ dx
≤ 1
tδ
ˆ 1
0
ˆ ∣∣∣∣∇Lµ˜a(t);δpπ˜a(t) (1, x− s ya (t)
)∣∣∣∣ |y|a (t)dxds
≤ C |y|
tδa (t)
ˆ ∣∣∣Lµ˜a(t);δ∇pµ˜a(t) (1, x)∣∣∣ dx ≤ CM |y|
tδa (t)
.
Similarly, we derive the estimate (3.4). By Lemma 4 and Lemma 3,
ˆ ∞
2a
(ˆ ∣∣∣Lµ; 12 pπ (t− s, x)− Lµ; 12 pπ (t, x)∣∣∣ dx)2 dt
≤ |s|2
ˆ ∞
2a
(ˆ 1
0
ˆ ∣∣∣Lµ; 12Lπpπ (t− rs, x)∣∣∣ dxdr)2 dt
≤ C |s|2
ˆ ∞
2a
(ˆ 1
0
dr
(t− rs)1+ 12
)2
dt ≤ C
ˆ ∞
2a
∣∣∣∣∣ 1(t− s) 12 − 1t 12
∣∣∣∣∣
2
dt
≤ C |s|
ˆ ∞
2a
dt
(t− s) t = C
ˆ ∞
2a
1(
t
s − 1
) dt
t
≤ C.

4. Proof of the main theorem
We split the proof into several steps. First we derive the existence of
smooth solutions for the equation with smooth input functions. Then we
prove the main estimate for them by verifying Ho¨rmander condition. At the
end we extend the estimates and regularity result for general input functions.
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4.1. Existence and uniqueness of solution for smooth input func-
tions. Let pi ∈ Aσ, and Zt = Zπt , t ≥ 0, be the Levy process associated to
it. Let Pt (dy) be the distribution of Z
π
t , t > 0, and for a measurable f ≥ 0,
Ttf (x) =
ˆ
f (x+ y)Pt (dy) , (t, x) ∈ E.
For the representation of the solution to (1.1) we will use the following
operators:
T λt g (x) = e
−λt
ˆ
g (x+ y)Pt (dy) , (t, x) ∈ E, g ∈ C˜∞0,p
(
Rd
)
, p > 1,
Rλf (t, x) =
ˆ t
0
e−λ(t−s)
ˆ
f (s, x+ y)Pt−s (dy) ds, (t, x) ∈ E, f ∈ C˜∞0,p (E) , p > 1,
and
R˜λΦ (t, x) =
ˆ t
0
e−λ(t−s)
ˆ
U
ˆ
Φ (s, x+ y, z)Pt−s (dy) q (ds, dz) , (t, x) ∈ E,
Φ ∈ C˜∞2,p (E) ∩ C˜∞p,p (E) if p ≥ 2,
Φ ∈ C˜∞p,p (E) if p ∈ (1, 2) .
First we present some simple estimates of T λt g,Rλf, R˜λΦ.
Lemma 7. The following estimates hold for any multiindex γ:
(i) P-a.s.∣∣∣DγT λg∣∣∣
Lp(E)
≤ ρ
1
p
λ |Dγg|Lp(Rd) , g ∈ C˜∞0,p
(
Rd
)
, p ≥ 1,
|DγRλf |Lp(E) ≤ ρλ |Dγf |Lp(E) , f ∈ C˜∞0,p (E) , p ≥ 1,
and
|DγRλf (t, ·)|Lp(Rd) ≤
ˆ t
0
|Dγf (s, ·)|Lp(Rd) ds, t ≥ 0,∣∣∣T λt g∣∣∣
Lp(Rd)
≤ e−λt |g|Lp(Rd) , t ≥ 0, p ≥ 1;
(ii) For each p ≥ 2,∣∣∣DγR˜λΦ∣∣∣p
Lp(E)
≤ C
[
ρ
p
2
λE
ˆ T
0
|DγΦ (s, ·)|p
L2,p(Rd)
ds+ ρλ |DγΦ|pLp,p(E)
]
,
Φ ∈ C˜∞2,p (E) ∩ C˜∞p,p (E) ,
and for each p ∈ (1, 2),∣∣∣DγR˜λΦ∣∣∣p
Lp(E)
≤ Cρλ |DγΦ|pLp,p(E) ,Φ ∈ C˜
∞
p,p (E) ,
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where ρλ = T ∧ 1λ . Moreover,∣∣∣DγR˜λΦ (t, ·)∣∣∣p
Lp(Rd)
≤ C
{
E
[(ˆ t
0
|DγΦ (s, ·)|2
L2,p(Rd) ds
)p/2]
+E
ˆ t
0
|DγΦ (s, ·)|p
Lp,p(Rd)
ds
}
,
if p ≥ 2, and∣∣∣DγR˜λΦ (t, ·)∣∣∣p
Lp(Rd)
≤ CE
ˆ t
0
|DγΦ (s, ·)|p
Lp,p(Rd)
ds, t > 0,
if p ∈ (1, 2) .
Proof. The estimates (i) follow from Lemma 15 in [14] and Lemma 8 in [13].
Let p ≥ 2,Φ ∈ C˜∞2,p (E) ∩ C˜∞p,p (E). Recall Φ = ΦχUn for some Un ∈ U with
pi (Un) <∞. Obviously, for any multiindex γ, (t, x) ∈ E,
DγR˜λΦ (t, x) =
ˆ t
0
e−λ(t−s)
ˆ
U
ˆ
DγΦ (s, x+ y, z)Pt−s (dy) q (ds, dz)
=
ˆ t
0
e−λ(t−s)
ˆ
U
ˆ
DγΦ (s, x+ y, z)Pt−s (dy) p (ds, dz)
−
ˆ t
0
e−λ(t−s)
ˆ
U
ˆ
DγΦ (s, x+ y, z)Pt−s (dy) pi (dz) ds.
By Kunita’s inequality (see [12], [16]), for t > 0,
E
ˆ ∣∣∣DγR˜λΦ (t, x)∣∣∣p dx
≤ CE
ˆ (ˆ t
0
e−2λ(t−s)
ˆ (ˆ
U
|DγΦ (s, x+ y, z)|2 pi (dz)
)
Pt−s (dy) ds
)p/2
dx
+CE
ˆ ˆ t
0
e−pλ(t−s) |Tt−sDγΦ (s, x, z)|p pi (dz) dsdx
= B (t) +D (t) .
By Fubini theorem and Minkowski inequality,
D (t) ≤ CE
ˆ t
0
e−pλ(t−s) |DγΦ (s, ·)|p
Lp,p(Rd)
ds, t > 0,
and
B (t) ≤ CE
[(ˆ t
0
e−2λ(t−s) |DγΦ (s, ·)|2
L2,p(Rd) ds
)p/2]
= CE
[(ˆ t
0
e−2λ(t−s) |DγΦ (s, ·)|2
L2,p(Rd) ds
)p/2]
≤ C
(
1
λ
)p/2
E
[ˆ t
0
2λe−2λ(t−s) |DγΦ (s, ·)|p
L2,p(Rd)
ds
]
.
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Now, ˆ T
0
D (t) dt ≤ CρλE
ˆ T
0
|DγΦ (s, ·)|p
Lp,p(Rd)
ds
and ˆ T
0
B (t) dt ≤ Cρ
p
2
λE
ˆ T
0
|DγΦ (s, ·)|p
L2,p(Rd)
ds.
Similarly we consider the case p ∈ (1, 2). 
Lemma 8. For µ∈A, let f ∈ C˜∞0,p (E) , g ∈ C˜∞0,p
(
Rd
)
,Φ ∈ C˜∞2,p (E) ∩
C˜∞p,p (E) for p ∈ [2,∞) and Φ ∈ C˜∞p,p (E) for p ∈ (1, 2, then there is unique
u ∈ C˜∞0,p (E) solving (1.1). Moreover,
u (t, x) = T λt g (x) +Rλf (t, x) + R˜λΦ (t, x) , (t, x) ∈ E,
and u1 (t, x) = T
λ
t g (x) , (t, x) ∈ E, solves (1.1) with f = 0,Φ = 0, u2 = Rλf
solves (1.1) with g = 0,Φ = 0, and u3 = R˜λΦ solves (1.1)with g = 0, f = 0.
Proof. Uniqueness is a simple repeat of the proof of Lemma 8 in [13]. We
prove that u1, u2 solve the corresponding equations by repeating the proofs
of Lemma 8 in [13] and Lemma 15 in [14]. Let Φ ∈ C˜∞2,p (E) ∩ C˜∞p,p (E) if
p ∈ [2,∞) or Φ ∈ C˜∞p,p (E) if p ∈ (1, 2]. Recall that Φ = ΦχUn for some
Un ∈ U with pi (Un) < ∞. Let v = u3 = R˜λΦ. A simple application of Ito
formula and Fubini theorem show that P-a.s.
v (t, x)
=
ˆ t
0
e−λ(t−s)
ˆ
U
ˆ
Φ (s, x+ y, z)Pt−s (dy) q (ds, dz)
=
ˆ t
0
ˆ
U
Φ (s, x, z) q (ds, dz) +
ˆ t
0
ˆ t
s
e−λ(r−s) ×
×
ˆ
U
ˆ
[LπΦ (s, x+ y, z)− λΦ (s, x+ y, z)]Pr−s (dy) drq (ds, dz)
=
ˆ t
0
ˆ
U
Φ (s, x, z) q (ds, dz) +
ˆ t
0
[Lπv (s, x)− λv (s.x)] ds, (t, x) ∈ E.

5. Main estimate
Let
Gλs,t (x) = exp (−λ (t− s)) pπ
∗
(t− s, x) , 0 < s < t, x ∈ Rd,
where pi∗ (dy) = pi (−dy), and
u (t, x) =
ˆ t
0
ˆ
U
Gλs,t ∗Φ (s, x, ν) q (ds, dν) , (t, x) ∈ E.
The main estimate for the solution with smooth input functions is the
following statement.
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Lemma 9. Let pi, µ ∈Aσ. Assume there is a scaling function κ with a
scaling factor l such that D (κ, l) and β (κ, l) hold for both, pi and µ. Let
Φ ∈ C˜∞2 (E)∩C˜∞p (E), for p ∈ [2,∞) and Φ ∈ C˜∞p (E) for p ∈ (1, 2). Assumeˆ ∞
1
1
γ (t)β0
dt
t
<∞
for some β0 < α2. Then
|Lµu|Lp(E) ≤ C
(∣∣∣Lµ; 12Φ∣∣∣
L2,p(E)
+ |Φ|
B
1− 1p
p,pp (E)
)
, p ∈ [2,∞)
|Lµu|Lp(E) ≤ C |Φ|
B
1− 1p
p,pp (E)
, p ∈ (1, 2),
where C = C (κ, l, p, d).
5.0.1. Proof of Lemma 9. Let
Gλ,εs,t (x) = exp (−λ (t− s)) pπ
∗
(t− s, x)χ[ε,∞] (t− s) , 0 < s < t, x ∈ Rd,
where pi∗ (dy) = pi (−dy). Denote for ε > 0,
Q (t, x) =
ˆ t
0
ˆ
U
Φ˜ε (s, x, ν) q (ds, dν) , (t, x) ∈ E,
Φ˜ε (s, x, ν) =
ˆ (
LµGλ,εs,t
)
(x− y)Φ (s, y, ν) dy, (s, x) ∈ E.
Obviously, with Kελ (t, x) = e
−λtLπ;
1
2 pπ
∗
(t, x)χ[ε,∞] (t) , t > 0, x ∈ Rd, we
have
E
∣∣∣∣ˆ t
0
ˆ
U
ˆ (
LµGλ,εs,t
)
(x− y)Φ (s, y, ν) dyq (ds, dν)
∣∣∣∣p
Lp(E)
(5.1)
= E
∣∣∣∣ˆ t
0
ˆ
U
ˆ
Lµ;1/2Gλ,εs,t (x− y)Lµ;1/2Φ (s, y, ν) dyq (ds, dν)
∣∣∣∣p
Lp(E)
= E
∣∣∣∣ˆ t
0
ˆ
U
ˆ
Kελ (t− s, x− y)Lµ;1/2Φ (s, y, ν) dyq (ds, dν)
∣∣∣∣p
Lp(E)
.
If 2 ≤ p <∞, then
E
ˆ T
0
|Q (t, ·)|p
Lp(Rd)
dt
≤ CE

ˆ T
0
∣∣∣∣∣
[ˆ t
0
ˆ
U
Φ˜ε (s, ·, ν)2Π(dν) ds
]1/2∣∣∣∣∣
p
Lp(Rd)
dt

+ CE
{ˆ T
0
ˆ t
0
ˆ
U
∣∣∣Φ˜ε (s, ·, ν)∣∣∣p
Lp(Rd)
Π (dν) dsdt
}
= C (EI1 +EI2) .
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If 1 < p < 2, then by Lemma 9 (see also Remark 1 therein) in [17],
E
ˆ T
0
|Q (t, ·)|p
Lp(Rd)
dt ≤ CEI2.
Estimate of EI2. Let B
λ
t g (x) = e
−λtEg (x+ Zπt ) , (t, x) ∈ E, g ∈ C˜∞0,p
(
Rd
)
.
Then
I2 =
ˆ T
0
ˆ t
0
ˆ
U
∣∣∣Φ˜ε (s, ·, ν)∣∣∣p
Lp(Rd)
Π (dν) dsdt
=
ˆ T
0
ˆ t
0
ˆ
U
∣∣∣(LµGλ,εs,t ) ∗ Φ (s, ·, ν)∣∣∣p
Lp(Rd)
Π (dν) dsdt
≤
ˆ T
0
ˆ t
0
ˆ
U
∣∣∣LµBλt−sΦ (s, ·, ν)∣∣∣p
Lp(Rd)
Π (dν) dsdt
=
ˆ
U
ˆ T
0
ˆ T
s
∣∣∣LµBλt−sΦ (s, ·, ν)∣∣∣p
Lp(Rd)
dtdsΠ(dν)
It follows from Proposition 1 (see section 4.4 as well) of [14] that for p > 1,
EI2 ≤ E
ˆ
U
ˆ T
0
ˆ T
s
∣∣∣LµBλt−sΦ (s, ·, ν)∣∣∣p
Lp(Rd)
dtdsΠ(dν)
≤ CE
ˆ
U
ˆ T
0
∞∑
j=0
∣∣∣κ (N−j)−(1−1/p) ∣∣Φ (s, ·, ν) ∗ ϕj∣∣Lp(Rd)∣∣∣p dsΠ(dν)
= C |Φ|p
B
µ,N;1−1/p
p,pp (E)
.
Estimate of EI1. It is enough to show that
I =
ˆ ˆ {ˆ
|Kελ (t− s, ·) ∗Φ (s, ·) (x)|2V2 ds
} p
2
dxdt(5.2)
≤ C
ˆ ˆ (
|Φ (t, x)|2V2
)p/2
dxdt, Φ ∈ C˜∞2,p
(
Rd+1
)
.
where V2 = L2 (U,U ,Π), C is independent of ε and Φ.
For p = 2, by Plancherel’s theorem and Fubini’s theorem, denoting Φˆ =
FΦ,
I =
ˆ
Rd+1
ˆ ∣∣∣Lµ; 12Gλs,t ∗Φ (s, x)∣∣∣2
V2
dsdxdt
=
ˆ T
0
ˆ ˆ t−ε
0
ˆ
U
exp {2 (ψπ (ξ)− λ) (t− s)} |ψµ (ξ)|
∣∣∣Φˆ (s, ξ, z)∣∣∣2Π(dz) dsdξdt
≤ C
ˆ T
0
ˆ ˆ
U
∣∣∣Φˆ (s, ξ, z)∣∣∣2Π(dz) dsdξ = C ˆ T
0
ˆ ˆ
U
|Φ (s, x, z)|2Π(dz) dxds
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Hence (5.2) follows for p = 2.
Next we prove (5.2) for p > 2. According to Lemma 14 (see Appendix),
it is sufficient to show that there exists C0 > 0 such that for all |s| ≤
κ (δ) , |y| ≤ δ, δ > 0, we have
(5.3) I =
ˆ [ˆ
χQC0δ(0)
c |Kελ (t− s, x− y)−Kελ (t, x)| dx
]2
dt ≤ N,
where QC0δ (0) = (−κ (C0δ) , κ (C0δ))× {x : |x| < C0δ} .
Verification of Ho¨rmander condition (5.3). Let
a (r) = inf {t : κ (t) ≥ r} , r > 0,
a−1 (s) = inf {t : a (t) ≥ s} , s > 0,
γ (t) = inf {r : l (r) ≥ t} , t > 0.
It follows from Lemma 9 in [14] that
a−1 (r) = sup
s≤r
κ (s) ≤ l (1) κ (r) , r > 0,
a−1 (rε) ≤ l (ε) a−1 (r) , ε, r > 0.
and
a (εr) ≥ a (r) γ (ε) , r, ε > 0.
In particular, γ (ε) ≤ a (ε) a (1)−1 , and
(5.4)
a (r)
a (r′)
≤ γ
(
r′
r
)−1
, r′, r > 0.
Let C0 > 3 and 3l (1) l
(
C−10
)
< 1. Now, we follow the splitting in [8]. Let
I =
ˆ 2|s|
−∞
[ˆ
...
]2
dt+
ˆ ∞
2|s|
[ˆ
...
]2
dt = I1 + I2.
Since κ (C0δ) > 3κ (δ) , δ > 0, it follows by Lemma 9 in [14] (see (5.4),
and Lemma 5, with k0 = C0 − 1 and β ∈ (β02 , α22 ),
|I1| ≤ C
ˆ 3|s|
0
[ˆ
|x|>k0a(|s|)
∣∣∣Lµ; 12 pπ∗ (t, x)∣∣∣ dx]2 dt
≤ C
ˆ 3|s|
0
(
t−
1
2a (t)β (k0a (|s|))−β
)2
dt ≤ C
ˆ 3|s|
0
(
a (t)
a (s)
)2β dt
t
≤ C
ˆ 3|s|
0
1
γ
(
s
t
)2β dtt ≤ C
ˆ ∞
1/3
1
γ (t)2β
dt
t
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Now,
|I2|
≤ 2
ˆ ∞
2|s|
[ˆ
χQcC0δ(0)
∣∣∣Lµ; 12pπ∗ (t− s, x− y)− Lµ; 12pπ∗ (t− s, x)∣∣∣ dx]2 dt
+ 2
ˆ ∞
2|s|
{ˆ
χQcC0δ(0)
|χ[ε,∞] (t− s)Lµ;
1
2 pπ
∗
(t− s, x)− χ[ε,∞] (t)Lµ;
1
2 pπ
∗
(t, x) |dx
}2
dt
= I2,1 + I2,2.
We split the estimate of I2,1 into two cases.
Case 1. Assume |y| ≤ a (2 |s|). Then by Lemma 6a),
I2,1
≤ C
ˆ ∞
2|s|
|y|2
(t− s)a (t− s)2dt
≤ C |y|2 a (2 |s|)−2
ˆ ∞
2|s|
a (2 |s|)2
a (t− s)2 (t− s)
−1 dt
≤ C
ˆ ∞
2|s|
γ
(
t− s
2 |s|
)−2
(t− s)−1 dt ≤ C
ˆ ∞
1/2
γ (r)−2
dr
r
Case 2. Assume |y| > a (2 |s|) i.e. δ ≥ |y| > a (2 |s|) and a−1 (δ) ≥
a−1 (|y|) ≥ 2 |s|. We split
I2,1 =
ˆ 2|s|+a−1(|y|)
2|s|
[ˆ
...
]2
+
ˆ ∞
2|s|+a−1(|y|)
[ˆ
...
]2
= I2,1,1 + I2,1,2.
If 2 |s| ≤ t ≤ 2 |s| + a−1 (|y|), then 0 ≤ t ≤ 3a−1 (δ) ≤ 3l (1) κ (δ) ≤
κ (C0δ). Hence, |x| > C0δ ≥ a (2 |s|) + |y| and
|x− y| ≥ (C0 − 1) δ = k0δ ≥ k0
2
[a (2 |s|) + |y|]
≥ a (2 |s|) + |y| if (t, x) /∈ QC0δ (0) .
Also,
(5.5) 2 ≥ 2 |s|+ a
−1 (|y|)
2 |s|+ a−1 (|y|)− s ≥
2
3
and by Lemma 9 of [14],
a
(
2 |s|+ a−1 (|y|))
a (2 |s|) + |y|(5.6)
≤ a
(
2a−1 (|y|))
a (2 |s|) + |y| ≤ γ
(
2−1
)−1 a (a−1 (|y|))
a (2 |s|) + |y| ≤ γ
(
2−1
)−1
.
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Hence, with β ∈ (β02 , α22 ), by Lemma 9 in [14] (see (5.4)), Lemma 5, (5.5)
and (5.6),
I2,1,1 ≤ C
ˆ 2|s|+a−1(|y|)
2|s|
[ˆ
|x|>a(2|s|)+|y|
∣∣∣Lµ; 12 pπ∗ (t− s, x)∣∣∣ dx]2 dt
≤ C
(a (2 |s|) + |y|)2β
ˆ 2|s|+a−1(|y|)
2|s|
a (t− s)2β dt
(t− s)
≤ C a
(
2 |s|+ a−1 (|y|))2β
[a (2 |s|) + |y|]2β
ˆ 2|s|+a−1(|y|)
2|s|
a (t− s)2β
a (2 |s|+ a−1 (|y|))2β
dt
t− s
≤ C
ˆ 2|s|+a−1(|y|)
2|s|
γ
(
2 |s|+ a−1 (|y|)
t− s
)−2β
dt
t− s
≤ C
ˆ ∞
2/3
γ (r)−2β
dr
r
Then by Lemma 6a) and (5.6),
I2,1,2 ≤ C
ˆ ∞
2|s|+a−1(|y|)
[ˆ
Rd
∣∣∣Lπ; 12 pπ∗ (t− s, x− y)− Lπ; 12pπ∗ (t− s, x)∣∣∣ dx]2 dt
≤ C
ˆ ∞
2|s|+a−1(|y|)
|y|2
a (t− s)2
dt
t− s
= C
|y|2
a (2 |s|+ a−1 (|y|))2
ˆ ∞
2|s|+a−1(|y|)
(t− s)−1 γ
(
t− s
2 |s|+ a−1 (|y|)
)−2
dt
≤ C
ˆ ∞
1/2
γ (r)−2
dr
r
,
because
|y|
a (2 |s|+ a−1 (|y|)) ≤
a
(
a−1 (|y|)+)
a (2 |s|+ a−1 (|y|)) ≤ 1.
Hence, I2,1 ≤ C. Since
I2,2 ≤
ˆ ∞
2|s|
[ˆ
χQcC0δ(0)
∣∣∣Lµ;1/2pπ∗ (t− s, x)− Lµ; 12 pπ∗ (t, x)∣∣∣ dx]2 dt
+
ˆ ε+|s|
ε∨|s|
[ˆ ∣∣∣Lµ; 12 pπ∗ (t, x)∣∣∣ dx]2 dt
= I2,2,1 + I2,2,2,
it follows by Lemma 6b) that
I2,2,1 ≤
ˆ ∞
2|s|
[ˆ
χQcC0δ(0)
∣∣∣Lµ;1/2pπ∗ (t− s, x)− Lµ; 12pπ∗ (t, x)∣∣∣ dx]2 dt
≤ C.
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Clearly, I2,2,2 ≤ C as well. Hence (5.3) and (5.2) are proved. Combining
the estimates of I1 and I2, we deduce that the claim of Lemma 9 holds.
5.1. Proof of Theorem 1. We finish the proof of Theorem 1 in a stan-
dard way. Since by Proposition 1 and 2 of [14], J tµ : H
µ;s
p
(
Rd, l2
) →
H
µ;s−t
p
(
Rd, l2
)
and J tµ : B
µ,N ;s
pp
(
Rd
) → Bµ,N ;s−tpp (Rd) is an isomorphism
for any s, t ∈ R, it is enough to derive the statement for s = 0. Let
f ∈ Lp (E) , g ∈ Bµ,N ;1−1/ppp
(
Rd
)
, and
Φ ∈ Bµ,N ;1−1/pp,pp (E) ∩H
µ; 1
2
2,p (E) if p ≥ 2,
Φ ∈ Bµ,N ;1−1/pp,pp (E) if p ∈ (1, 2) .
According to Lemma 2, there are sequences fn ∈ C˜∞0,p (E) , gn ∈ C˜∞0,p
(
Rd
)
,Φn ∈
C˜∞2,p (E) ∩ C˜∞p,p (E) if p ≥ 2, and Φn ∈ C˜∞p,p (E) if p ∈ (1, 2), such that
fn → f in Lp (E) , gn → g in Bµ,N ;1−1/ppp
(
Rd
)
,
and
Φn → Φ in Bµ,N ;1−1/pp,pp (E) ∩H
µ; 1
2
2,p (E) if p ≥ 2,
Φn → Φ in Bµ,N ;1−1/pp,pp (E) if p ∈ (1, 2) .
For each n, there is unique un ∈ C˜∞0,p (E) solving (1.1). Hence for un,m =
un − um, we have
∂tun,m = (L
π − λ) un,m + fn − fm +
ˆ
U
(Φn − Φm) q (dt, dν) ,
un,m (0, x) = gn (x)− gm (x) , x ∈ Rd.
By Lemma 8, (4.15), (4.20) in [14], and Lemma 9, for p ≥ 2,
|Lµun,m|Lp(E) ≤ C[|fn − fm|Lp(E) + |gn − gm|Bµ,N;1−1/ppp (Rd)
+ |Φn − Φm|Bµ,N;1−1/pp,pp (E) + |Φn − Φm|Hµ;1/22,p (E)],
and
|Lµun,m|Lp(E) ≤ C[|fn − fm|Lp(E) + |gn − gm|Bµ,N;1−1/ppp (Rd)
+ |Φn − Φm|Bµ,N;1−1/pp,pp (E)
if p ∈ (1, 2).
By Lemma 7,
|un,m|Lp(E) ≤ C[ρλ |fn − fm|Lp(E) + ρ
1/p
λ |gn − gm|Lp(Rd)
+ρ
1/p
λ |Φn − Φm|Lp,p(E) + ρ
1/2
λ |Φn − Φm|L2,p(E)]
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if p ≥ 2, and
|un,m|Lp(E) ≤ C[ρλ |fn − fm|Lp(E) + ρ
1/p
λ |gn − gm|Lp(Rd)
+ρ
1/p
λ |Φn − Φm|Lp,p(E)]
if p ∈ (1, 2). Hence there is u ∈ Hµ;1p (E) so that un → u in Hµ;1p (E).
Moreover, by Lemma 7,
(5.7) sup
t≤T
|un (t)− u (t)|Lp(Rd) → 0,
and u is Lp
(
Rd
)
-valued continuous. According to Lemma 14 of [14],
(5.8) |Lπf |Lp(E) ≤ C |Lµf |Lp(E) , f ∈ C˜∞0,p (E) .
By Lemma 10 (see Appendix) and Remark 2,
(5.9) sup
t≤T
∣∣∣∣ˆ t
0
ˆ
U
Φnq (ds, dz)−
ˆ t
0
ˆ
U
Φq (ds, dz)
∣∣∣∣
Lp(Rd)
→ 0
as n→∞ in probability.
Hence (see (5.7)-(5.9)) we can pass to the limit in the equation
(5.10)
un (t) = gn+
ˆ t
0
[Lπun (s)−λun (s)+fn (s)]ds+
ˆ t
0
ˆ
U
Φnq (ds, dz) , 0 ≤ t ≤ T.
Obviously, (5.10) holds for u, g and f,Φ. We proved the existence part of
Theorem 1.
Uniqueness. Assume u1, u2 ∈ Hµ;1p (E) solve (1.1). Then u = u1 − u2 ∈
H
µ;1
p (E) solves (1.1) with f = 0, g = 0,Φ = 0. Thus the uniqueness follows
from the uniqueness of a deterministic equation (see [14]).
Theorem 1 is proved.
6. Appendix
6.1. Stochastic Integral. We discuss here the definition of stochastic in-
tegrals with respect to a martingale measure. Let (Ω,F ,P) be a complete
probability space with a filtration of σ−algebras on F = (Ft, t ≥ 0) satisfy-
ing the usual conditions. Let (U,U ,Π) be a measurable space with σ−finite
measure Π, Rd0 = R
d\ {0}. Let p (dt, dν) be F−adapted point measures
on ([0,∞)× U,B ([0,∞))⊗ U) with compensator Π (dν) dt. We denote the
martingale measure q (dt, dν) = p (dt, dν)−Π(dν) dt.
We prove the following based on Lemma 12 from [15].
Lemma 10. Let s ∈ R, Φ ∈ Hs2,p (E) ∩ Hsp,p (E) for p ∈ [2,∞) and Φ ∈
Hsp,p (E) for p ∈ [1, 2). There is a unique cadlag Hsp
(
Rd
)−valued process
M (t) =
ˆ t
0
ˆ
Φ (r, x, ν) q (dr, dν) , 0 ≤ t ≤ T, x ∈ Rd,
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such that for every ϕ ∈ S (Rd),
(6.1) 〈M (t) , ϕ〉 =
ˆ t
0
ˆ (ˆ
JsΦ (r, ·, ν)J−sϕdx
)
q (dr, dν) , 0 ≤ t ≤ T.
Moreover, there is a constant C independent of Φ such that
E sup
t≤T
∣∣∣∣ˆ t
0
ˆ
Φ (r, ·, ν) q (dr, dν)
∣∣∣∣
Hsp(Rd)
(6.2)
≤ C
∑
j=2,p
|Φ|Hsj,p(E) , p ≥ 2,
E sup
t≤T
∣∣∣∣ˆ t
0
ˆ
Φ (r, ·, ν) q (dr, dν)
∣∣∣∣
Hsp(Rd)
≤ C |Φ|Hsp,p(E) , p ∈ (1, 2) .
Proof. According to Proposition 2 in [14], it is enough to consider the case
s = 0. Let Φn be a sequence defined in Lemma 1 that approximates Φ. Note
first that by Lemma 1, for all x,
E
ˆ T
0
sup
x
ˆ
|DγΦn (r, x, ν)|pΠ(dν) dr <∞.
Recall for each n, we have Φn = ΦnχUk for some Uk ∈ U with Π (Uk) <∞.
Consequently, we define for each x ∈ Rd and P-a.s. for all (t, x) ∈ E,
Mn (t, x) =
ˆ t
0
ˆ
Φn (r, x, z) q (dr, dz)
=
ˆ t
0
ˆ
Φn (r, x, z) p (dr, dz) −
ˆ t
0
ˆ
Φn (r, x, z) Π (dz) dr.
Obviously, Mn (t, x) is cadlag in t and infinitely differentiable in x. Obviously,Mn (t) =
Mn (t, ·) is Lp
(
Rd
)
-valued cadlag and, according to [16], there is a constant
C independent of Φn such that
(6.3) E sup
t≤T
|Mn (t)|pLp(Rd) ≤ CE
∑
j=2,p
|Φn|pLj,p(E) , 2 ≤ p <∞.
By Lemma 9 of [17],
(6.4) E sup
t≤T
|Mn (t)|pLp(Rd) ≤ CE |Φn|
p
Lp,p(E)
, 1 < p < 2.
In addition, by Fubini theorem, P-a.s. for 0 ≤ t ≤ T, ϕ ∈ S (Rd) ,
〈Mn (t) , ϕ〉 =
ˆ
Mn (t, x)ϕ (x) dx(6.5)
=
ˆ t
0
ˆ (ˆ
Φn (r, x, ν)ϕ (x) dx
)
q (dr, dν) .
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By Lemma 1,
E
∑
j=2,p
|Φn − Φ|pLj,p(Rd) → 0, 2 ≤ p,
E |Φn − Φ|pLp,p(E) → 0, p ∈ (1, 2).
Similarly, for each p ∈ [2,∞),
E sup
t≤T
|Mn (t)−Mm (t)|pLp(Rd) ≤ CE
∑
j=2,p
|Φn − Φm|pLj,p(E) → 0,
and for each p ∈ (1, 2)
E sup
t≤T
|Mn (t)−Mm (t)|pLp(Rd) ≤ CE |Φn − Φm|
p
Lp,p(E)
→ 0,
as n,m → ∞. Therefore there is an adapted cadlag Lp
(
Rd
)
-valued
process M (t) so that
E sup
t≤T
|Mn (t)−M (t)|pLp(Rd) → 0
as n → ∞. Passing to the limit as n → ∞ in (6.3), (6.4) and (6.5) we
derive (6.2), (6.1). Henceforth, we define
´ t
0
´
Φ (r, x, ν) q (dr, dν) to beM (t)
in this lemma. 
6.2. Maximal and sharp functions, Ho¨rmander condition. Given
a function κ : (0,∞) → (0,∞), consider the collection Q of sets Qδ =
Qδ (t, x) = (t− κ (δ) , t+ κ (δ)) × Bδ (x) , (t, x) ∈ R × Rd = Rd+1, δ > 0,
where Bδ (x) is the standard open ball of radius δ centered at x. The vol-
ume |Qδ (t, x)| = c0κ (δ) δd. We will need the following assumptions.
A1. κ is continuous, limδ→0 κ (δ) = 0 and limδ→∞ κ (δ) =∞.
A2. There is a nondecreasing continuous function l (ε) , ε > 0, such that
limε→0 l (ε) = 0 and
κ (εr) ≤ l (ε) κ(r), r > 0, ε > 0.
Since Qδ (t, x) not exactly increases in δ, we present the basic estimates
involving maximal functions based on the system Q = {Qδ}.
We state the following engulfing property from [13].
Lemma 11. Let A2 hold. If Qδ (t, x)∩Qδ′ (r, z) 6= ∅ with δ′ ≤ δ, then there
is K0 ≥ 3 such that QK0δ (t, x) contains both, Qδ (t, x) and Qδ′ (r, z) , and
|Qδ (t, x)| ≤ |QK0δ (t, x)| ≤ Kd0 l (K0) |Qδ (t, x)| .
6.2.1. Maximal and sharp functions. Following [18], for a locally integrable
function f (t, x) on Rd+1 we define
(Aδf) (t, x) =
1
|Qδ (t, x)|
ˆ
Qδ(t,x)
f (s, y) dsdy, (t, x) ∈ R×Rd, δ > 0
and the maximal function of f by
Mf (t, x) = sup
δ>0
(Aδ |f |) (t, x), (t, x) ∈ Rd+1.
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We use collection Q to define a larger, noncentered maximal function of f ,
as
M˜f (t, x) = sup
(t,x)∈Q
1
|Q|
ˆ
Q
|f (s, y) |dsdy, (t, x) ∈ Rd+1,
where sup is taken over all Q ∈ Q that contain (t, x).
Remark 3. It is shown in [13] that if A2 hold then there exists K0 > 0
such that for a locally integrable f on Rd+1,
Mf ≤ M˜f ≤ 1
Kd0 l (K0)
Mf.
The following result is proved in [13].
Theorem 2. Let A2 hold and f be measurable function on Rd+1 = R×Rd.
(a) If f ∈ Lp, 1 ≤ p ≤ ∞, then Mf is finite a.e.
(b) If f ∈ L1, then for every α > 0,
|{Mf (t, x) > α}| ≤ c
α
ˆ
|f |dtdx.
(c) If f ∈ Lp, 1 < p ≤ ∞, then Mf ∈ Lp and
|Mf |Lp ≤ Np |f |Lp ,
where Np depends only on p, l and K0.
Calderon-Zygmund decomposition, sharp functions. Assume A1, A2 hold.
Let F ⊆ R×Rd be closed and O = F c = Rd+1\F. For (t, x) ∈ O, let
D (t, x) = inf {δ > 0 : Qδ (t, x) ∩ F 6= ∅} .
In [13], the following statement is proved.
Lemma 12. (Lemma 15 in [13]) Assume A1, A2 hold. Given a closed
nonempty F , there are sequences Qk, Q∗k and Q∗∗k in Q having the same
center but with radius expanded by the same factor c∗∗1 > c
∗
1 > c1 so that
Qk ⊆ Q∗k ⊆ Q∗∗k (all of them are of the form QbD(tk ,xk) (tk, xk) with b =
c1, c
∗
1, c
∗∗
1 correspondingly) and
(a) the sets Qk are disjoint.
(b) ∪kQ∗k = O = F c.
(c) Q∗∗k ∩ F 6= ∅ for each k.
Remark 4. Assume A1, A2 hold and Qk ⊆ Q∗k ⊆ Q∗∗k be the sequences
in Q from Lemma 12. It is easy to find a sequence of disjoint measurable
sets Ck so that Qk ⊆ Ck ⊆ Q∗k and ∪kCk = O. For example (see Remark,
p. 15, in [18]),
Ck = Q∗k ∩ (∪j<kCj)c ∩ (∪j>kQj)c .
We have the following Calderon-Zygmund decomposition for Q.
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Theorem 3. (Theorem 4 in [13]) AssumeA1, A2 hold. Let f ∈ L1 (R×Rd),
α > 0 and Oα =
{
M˜f > α
}
. Consider the sets Qk ⊆ Ck ⊆ Q∗k ⊆ O of
Lemma 12 and Remark 4 associated to Oα.
There is a decomposition f = g + b with
(6.6) g (x) =
{
f(x) if x /∈ Oα,
1
|Ck|
´
Ck f if x ∈ Ck, k ≥ 1,
and with b =
∑
k bk, where
(6.7) bk = χCk
[
f (x)− 1|Ck|
ˆ
Ck
f
]
, k ≥ 1,
(note Ck are disjoint, ∪kCk = Oα). Also,
(i) |g (x)| ≤ cα for a.e. x.
(ii) support(bk) ⊆ Q∗k,ˆ
bk = 0 and
ˆ
|bk| ≤ cα
∣∣∣Q∗k∣∣∣ .
(iii)
∑
k
∣∣Q∗k∣∣ ≤ cα ´ |f | .
The Lp norm of f can be controlled by its sharp function as well.
Definition 2. Given a locally integrable f on R×Rd, we define its sharp
function as
f ♮ (t, x) = sup
δ
1
|Qδ (t, x)|
ˆ
Qδ(t,x)
∣∣f (s, y)− fQδ(t,x)∣∣ dsdy.
or
f ♯ (t, x) = sup
(t,x)∈Q
1
|Q|
ˆ
Q
|f (s, y)− fQ| dsdy,
where
fQ =
1
Q
ˆ
Q
fdm,
and sup is taken over all Q ∈ Q containing (t, x).
Obviously,
f ♯ (t, x) ≤ 2M˜f (t, x) , f ♮ ≤ 2Mf.
Remark 5. Let f ∈ L1loc, B ⊆ Rd be a bounded measurable subset. Then
for any constant C,
1
|B|2
ˆ
B
ˆ
B
|f(s, y)− f (t, z)| dtdzdsdy
≤ 1|B|2
ˆ
B
ˆ
B
|f(s, y)− C|dtdzdsdy + 1|B|2
ˆ
B
ˆ
B
|C − f (t, z)| dtdzdsdy
≤ 2|B|
ˆ
B
|f (t, x)− C|dtdx.
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Hence
1
|B|
ˆ
B
|f − fB| ≤ 1|B|2
ˆ
B
ˆ
B
|f(s, y)− f (t, z)| dtdzdsdy(6.8)
≤ 2 1|B|
ˆ
B
|f − fB|
As a consequence of (6.8), the following holds.
Remark 6. 1. As in the case of maximal functions, f ♮ (t, x) ≤ 2f ♯ (t, x) ≤
4
(Kd0 l(K0))
2 f
♮ (t, x) or
1
2
f ♮ ≤ f ♯ ≤ 2(
Kd0 l (K0)
)2 f ♮.
2. Since ||a| − |b|| ≤ |a− b|, it follows by (6.8) that (|f |)♮ ≤ 2f ♮, (|f |)# ≤
2f#.
Lemma 13. (cf. Lemma 9, p.101, in [11]) Let λ = 12c (c is from Theorem
3), f ∈ L1 and α > 0. Then
(6.9) |{|f | > α}| ≤ 4
α
ˆ
χ{M˜f>λα}f
♯.
If f ≥ 0, we 4/α can be replaced by 2/α.
Proof. Assume f ≥ 0. Apply Theorem 3 with α replaced by λα = α/2c, i.e.
λ = 1/(2c). We have f = g + b with |g| ≤ cλα = α/2 a.e. and
b =
∑
k
bk =
∑
k
χCk
[
f (x)− 1|Ck|
ˆ
Ck
f
]
.
Recall O =
{
M˜f > λα
}
= ∪kCk and Ck are disjoint. Since {|f | > α} ⊆
{|b| > α/2} ,(6.9) follows. 
Theorem 4. (Fefferman/Stein) Let f ∈ Lp (R×Rd) , p ∈ (1,∞). Then
|f |Lp ≤ N
∣∣∣f ♯∣∣∣
Lp
.
Proof. Indeed, using Lemma 13, (6.9), Theorem 2 and Ho¨lder inequality, for
f ∈ L1 we have
|f |pLp =
ˆ ∞
0
∣∣∣{|f | > α1/p}∣∣∣ dα ≤ 4ˆ ∞
0
α−1/p
ˆ
χ{M˜f>λα1/p}f
♯
= c
ˆ ˆ (M˜f)pλ−p
0
α−1/pdαf ♯ = c
ˆ
(M˜f)p−1f ♯ ≤ N
∣∣∣M˜f ∣∣∣p−1
Lp
∣∣∣f ♯∣∣∣
Lp
.
If in addition f ∈ Lp, then we are done. If only f ∈ Lp, then we take a
sequence fn ∈ L1 ∩ Lp converging to f in Lp and notice that
f ♯n ≤ (f − fn)♯ + f ♯
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and ∣∣∣(f − fn)♯∣∣∣
Lp
≤ 2 |M(f − fn)|Lp ≤ C |f − fn|Lp .

6.2.2. Ho¨rmander Condition and Lp-estimate. Let V be a separable Hilbert
space, let f be a measurable V−valued function on Rd+1, define an operator
G by
(6.10)
(Gf) (t, x) =
[ˆ ∣∣∣∣ˆ
Rd
K (t, x, s, y) f (s, y) dy
∣∣∣∣2
V
ds
]1/2
, (t, x) ∈ Rd+1
Let K be a measurable function and for almost all (t, x) ∈ Rd+1 the function
K (t, x, ·) f is integrable for all f ∈ C∞0
(
Rd+1, V
)
.
We assume that G is bounded on L2, i.e.,
(6.11) |Gf |L2 ≤M0 |f |L2(Rd+1;V ) , f ∈ L2
(
Rd+1;V
)
In [10] and [16], an Lp-estimate for Gf was derived by estimating directly its
sharp function (Gf)#. It was shown in [8], that (Gf)#-estimate follows by
verifying a Ho¨rmander condition. We adjust [8] to our setting, and show that
the sharp function estimate follows form the following Ho¨rmander condition:
there are constants C0 > 1,M1 > 0 so that for any Qδ (t, x) ∈ Q,
(6.12)ˆ [ˆ
χQcC0δ(t,x)
|K (t, x, r, y) −K (t¯, x¯, r, y)| dy
]2
dr ≤M1, ∀ (t¯, x¯) ∈ Qδ (t, x) .
Lemma 14. Let A1, A2, (6.11), (6.12) hold. Then G is bounded in Lp−norm
on L2 ∩ Lp if p > 2. More precisely
|Gf |Lp ≤ Ap |f |Lp(Rd+1;V ) , ∀f ∈ L2
(
Rd+1;V
)
∩ Lp
(
Rd+1;V
)
, p > 2,
where Ap depends only on the constants M1,M0 and p.
For convenience we denote,
Kf (t, x, s) =
ˆ
Rd
K (t, x, s, y) f (s, y) dy,
and
Gf (t, x, s, y) =
[ˆ
|Kf (t, x, r)−K (s, y, r)|2V dr
]1/2
.
For the proof of Lemma 14, we will need some auxiliary results.
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Lemma 15. Let (t1, x1) ∈ Qδ (t0, x0). Then for any f1, f2 ∈ L2
(
Rd+1;V
)
,
 
Qδ(t0,x0)
 
Qδ(t0,x0)
|G (f1 + f2) (t, x)− G (f1 + f2) (s, y)| dtdxdsdy
≤ 2M˜ (Gf1) (t1, x1) +
 
Qδ(t0,x0)
 
Qδ(t0,x0)
Gf2 (t, s, x, y) dtdxdsdy
Proof. Set f = f1 + f2, and let (t, x) , (s, y) ∈ Qδ (t0, x0). Then
|Gf (t, x)− Gf (s, y)|
=
∣∣∣∣∣
[ˆ
|Kf (t, x, r)|2V dr
]1/2
−
[ˆ
|Kf (s, y, r)|2V dr
]1/2∣∣∣∣∣
≤
[ˆ
|Kf (t, x, r)−Kf (s, y, r)|2V dr
]1/2
≤
[ˆ
|Kf1 (t, x, r)|2V dr
]1/2
+
[ˆ
|Kf1 (s, y, r)|2V dr
]1/2
+
[ˆ
|Kf2 (t, x, r)−Kf2 (s, y, r)|2V dr
]1/2
Taking average on Qδ (t0, x0) , the result follows. 
Lemma 16. Suppose (6.11) holds, f belongs to L2
(
Rd+1;V
)∩L∞ (Rd+1;V )
and vanishes outside of Qγδ (t0, x0) , γ > 0. Then
A :=
 
Qδ(t0,x0)
 
Qδ(t0,x0)
Gf (t, x, s, y) dtdxdsdy ≤ C |f |L∞(Rd+1,V )
where C = C (d, γ,M0).
Proof. Obviously, Gf (t, s, x, y) ≤ Gf (t, x) + Gf (s, y) for any (t, x) , (s, y) ∈
Qδ (t0, x0) . Hence, A ≤ 2
ffl
Qδ(t0,x0)
Gf (t, x) dtdx.
Applying Ho¨lder’s inequality and using (6.11),
 
Qδ(t0,x0)
Gf (t, x) dtdx ≤ 1
|Qδ (t0, x0)|1/2
[ˆ
|Gf (t, x)|2 dtdx
]1/2
≤ M0
|Qδ (t0, x0)|1/2
[ˆ
|f (t, x)|2V dtdx
]1/2
≤ M0 |Qγδ (t0, x0)|
1/2
|Qδ (t0, x0)|1/2
|f |L∞(Rd+1,V ) ≤M0
[
γdl (γ)
]1/2 |f |L∞(Rd+1;V ) .

Lemma 17. Let b ≥ 2, l (b−1) ≤ 1/2, γ ≥ bC0+1 and l (γ−1)−1 ≥ l (bC0)+
1. Suppose that f ∈ L∞
(
Rd+1;V
)
vanishes on Qγδ (t0, x0) and (6.12) hold.
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Then,  
Qδ(t0,x0)
 
Qδ(t0,x0)
Gf (t, x, s, y) dtdxdsdy ≤ C |f |L∞(Rd+1;V )
where C = C (M1).
Proof. If (t, x) , (s, y) ∈ Qδ (t0, x0), then |x− y| < 2δ ≤ bδ, and
|t− s| < 2κ (δ) ≤ 2l
(
1
b
)
κ (bδ) ≤ κ (bδ) ,
i.e. (t, x) ∈ Qbδ (s, y). If (r, z) ∈ Qγδ (t0, x0)c then either |z − x0| ≥ γδ or
|r − t0| ≥ κ (γδ) .
If |z − x0| ≥ γδ then |z − y| ≥ |z − x0| − |y − x0| ≥ γδ − δ ≥ bC0δ. On
the other hand, if |r − t0| ≥ κ (γδ) then
|r − s| ≥ |r − t0|−|t0 − s| ≥ κ (γδ)−κ (δ) ≥ κ (δ)
[
l
(
γ−1
)−1 − 1] ≥ κ (δ) l (bC0) ≥ κ (bC0δ) .
Both cases imply that (r, z) ∈ QC0bδ (s, y)c, and by the stochastic Ho¨rmander
condition (6.12)
|Gf (t, x, s, y)|2 ≤
ˆ [ˆ
Rd
|K (t, x, r, z) −K (s, y, r, z)| |f (r, z)|V dz
]2
dr
≤ |f |2
L∞(Rd+1;V )
ˆ [ˆ
χQC0bδ(s,y)
c |K (t, x, r, z) −K (s, y, r, z)| dz
]2
dr
≤M1 |f |2L∞(Rd+1;V ) .
Therefore, 
Qδ(t0,x0)
 
Qδ(t0,x0)
Gf (t, s, x, y) dtdxdsdy ≤M1/21 |f |L∞(E;V )

Lemma 18. Let f1 ∈ L2
(
Rd+1;V
)
, f2 ∈ L2
(
Rd+1;V
)∩L∞ (Rd+1;V ) and
suppose that (6.11) and (6.12) hold. Then for any X0 = (t0, x0) ∈ Rd+1,
[G (f1 + f2)]♮ (t0, x0) ≤ 2M˜ (Gf1) (t0, x0) + C |f2|L∞(Rd+1;V )
where C = C (d,M0,M1, C0).
Proof. By Lemma 15, for any (t0, x 0) ∈ Rd+1, 
Qδ(t0,x0)
 
Qδ(t0,x0)
|G (f1 + f2) (t, x)− G (f1 + f2) (s, y)| dtdxdsdy
≤2M˜ (Gf1) (t0, x0) +
 
Qδ(t0,x0)
 
Qδ(t0,x0)
Gf2 (t, s, x, y) dtdxdsdy.
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Moreover, defining f2,1 (t, x) := f2 (t, x)χQγδ(t0,x0) (t, x) and f2,2 (t, x) :=
f2 (t, x)− f2,1 (t, x), we have 
Qδ(t0,x0)
 
Qδ(t0,x0)
Gf2dtdxdsdy
≤
 
Qδ(t0,x0)
 
Qδ(t0,x0)
Gf2,1dtdxdsdy +
 
Qδ(t0,x0)
 
Qδ(t0,x0)
Gf2,2dtdxdsdy.
We obtain the results by (6.8), and Lemmas 16 and 17 and taking γ
satisfying the assumptions of Lemma 17. 
Proof of Lemma 14. Let p > 2, f ∈ L2
(
Rd+1;V
) ∩ Lp (Rd+1;V ). For
λ > 0, δ > 0, we define f = f1,λ + f2,λ with
f1,λ = f1|f |V >δλ, f2,λ = f1|f |V ≤δλ.
By Lemma 18,
[G (f)]♮ (t, x) ≤ 2M˜ (Gf1,λ) (t, x) + C |f2,λ|L∞(E,V )
≤ 2M˜ (Gf1,λ) (t, x) + Cδλ, (t, x) ∈ Rd+1,
where C is a constant in Lemma 18 (independent of δ and λ, f). Fix δ > 0
so that Cδ < 12 . Then the above inequality implies that
G (f)♮ (t, x) ≤ 2M˜ (Gf1,λ) (t, x) + λ/2, (t, x) ∈ Rd+1.
Since
{
λ ≤ G (f)♮
}
⊆
{
λ ≤ 4M˜ (Gf1,λ)
}
, it follows by Theorem 2 and
(6.11),∣∣∣[Gf ]♮∣∣∣p
Lp(Rd+1)
= p
ˆ ∞
0
λp−1
∣∣∣{λ ≤ [G (f)]♮}∣∣∣ dλ ≤ p ˆ ∞
0
λp−1
∣∣∣{λ ≤ 4M˜ (Gf1,λ)}∣∣∣ dλ
≤ C
ˆ ∞
0
λp−3
ˆ ∣∣∣M˜ (Gf1,λ) (t, x)∣∣∣2 dtdxdλ ≤ C ˆ ∞
0
λp−3
ˆ
|Gf1,λ (t, x)|2 dtdxdλ
≤ C
ˆ ∞
0
λp−3
ˆ
|f1,λ (t, x)|2V dtdxdλ ≤ C
ˆ ∞
0
λp−3
ˆ
{|f(t,x)|V >δλ}
|f (t, x)|2V dtdxdλ
≤ C
ˆ (ˆ |f(t,x)|V /δ
0
λp−3dλ
)
|f (t, x)|2V dtdx = C
ˆ |f (t, x)|p−2V
δp−2 (p− 2) |f (t, x)|
2
V dtdx
= C |f |p
Lp(Rd+1;V )
.
The proof is completed by Theorem 4.
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