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UNIFORM BOUNDS FOR THE NUMBER OF RATIONAL POINTS
ON HYPERELLIPTIC CURVES OF SMALL MORDELL-WEIL RANK
MICHAEL STOLL
Abstract. We show that there is a bound depending only on g, r and [K : Q] for the
number of K-rational points on a hyperelliptic curve C of genus g over a number field K
such that the Mordell-Weil rank r of its Jacobian is at most g − 3. If K = Q, an explicit
bound is 8rg + 33(g − 1) + 1.
The proof is based on Chabauty’s method; the new ingredient is an estimate for the
number of zeros of an abelian logarithm on a p-adic ‘annulus’ on the curve, which generalizes
the standard bound on disks. The key observation is that for a p-adic field k, the set of
k-points on C can be covered by a collection of disks and annuli whose number is bounded
in terms of g (and k).
We also show, strengthening a recent result by Poonen and the author, that the lower
density of hyperelliptic curves of odd degree over Q whose only rational point is the point at
infinity tends to 1 uniformly over families defined by congruence conditions, as the genus g
tends to infinity.
1. Introduction
Since Faltings’ proof [Fal83] of Mordell’s conjecture, we know that a curve of genus g ≥ 2
over a number fieldK can have only finitely many K-rational points. This raises the question
whether there might be uniform bounds of some sort on the number of K-rational points.
Caporaso, Harris and Mazur [CHM97] have shown that the validity of the weak Lang con-
jecture on rational points on varieties of general type would imply the existence of a bound
depending only on the genus g and the field K. Pacelli [Pac97] has, under the same assump-
tion, shown the existence of a bound depending only on g and the degree of K. (For function
fields like k = Fp(t), the number of k-points on curves over k of fixed genus is unbounded,
however, see for example [CUV12].) On the other hand, considering an embedding of the
curve into its Jacobian variety, which identifies the set of K-rational points on the curve with
the intersection of the curve and the Mordell-Weil group, one can formulate the following
purely geometric statement (Mazur [Maz86, end of Section III.2] asks it as a question):
Conjecture 1.1 (Uniform Mordell-Lang for curves). Given g ≥ 2 and r ≥ 0, there is a
constant N(g, r) such that for any curve C over C of genus g with an embedding i : C → J
into its Jacobian and for any subgroup Γ ⊂ J(C) of rank r, one has #i−1(Γ) ≤ N(g, r).
That this number is finite for each individual curve and subgroup follows from further work
by Faltings [Fal94]. Heuristic arguments suggest that such a uniform bound should exist.
The existence of such bounds has been shown for k a function field of characteristic zero if
C is not defined over the algebraic numbers by Buium [Bui93] (and also for function fields
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in characteristic p by Buium and Voloch [BV96]). In Section 2 below, we will show that
Conjecture 1.1 is implied by (a special case of) the Zilber-Pink conjecture; this implication
can be seen as making precise the ‘heuristic arguments’ alluded to above.
A weaker variant of Conjecture 1.1, turning the geometric statement into an arithmetic one,
is the following.
Conjecture 1.2. Given d ≥ 1, g ≥ 2 and r ≥ 0, there is a constant R(d, g, r) such that for
any number field K of degree d and any curve C over K of genus g with Jacobian J such
that rank J(K) = r, we have #C(K) ≤ R(d, g, r).
This is formulated as a question again by Mazur in [Maz00, page 223] (allowing the constant
to depend on K, not just on the degree d).
However, to our knowledge, so far not even a uniform (and unconditional) bound for the
number of rational torsion points on curves of some fixed genus g ≥ 2 has been obtained! In
this note, we finally obtain such a bound for hyperelliptic curves of genus at least 3. More
generally, we can show that on a hyperelliptic curve C of genus g over a number field of
degree ≤ d, there can be at most R(d, g, r) rational points mapping into a given subgroup
of rank r ≤ g − 3 of the Mordell-Weil group, where R(d, g, r) depends only on d, g and r.
This implies uniform bounds in terms of d, g and r for the number of rational points on
such curves as long as the Mordell-Weil rank is at most g − 3, and also for the number of
rational points in a torsion packet when g ≥ 3, see Theorem 9.1 and Corollary 9.4 below. In
particular, this proves Conjecture 1.2 for hyperelliptic curves when r ≤ g − 3.
The proof is based on Chabauty’s method [Cha41, Col85, MP12, Sto06], whose ‘classical’
version we now sketch. If C is a curve over Q, with Jacobian J and minimal regular model C
over Zp, where the prime p is sufficiently large and we assume that r = rank J(Q) < g, then
one can bound #C(Q) by the number of smooth Fp-points on the special fiber of C plus 2r,
see [KZB13]. This bound is obtained as follows. Consider the Chabauty-Coleman pairing
(defined below in Section 3)
Ω1J(Qp)× J(Qp) −→ Qp, (ω, P ) 7−→
∮ P
O
ω
This pairing is Qp-linear in ω and additive in P ; its kernel on the left is trivial. If r < g,
then there is a linear subspace V ⊂ Ω1J(Qp) of dimension at least g − r ≥ 1 that annihilates
the Mordell-Weil group J(Q) ⊂ J(Qp) under the pairing. Let P0 ∈ C(Q) and use P0 as
basepoint for an embedding i : C → J . Then for all P ∈ C(Q) and all ω ∈ V , we have
0 =
∮ i(P )
O
ω =
∮ P
P0
i∗ω
where i∗ω ∈ Ω1C(Qp) is a regular differential on C. The integral on the right is defined by this
equality. One then shows (see for example [Sto06]) that the number of zeros of the function
P 7−→
∮ P
P0
i∗ω
on a p-adic residue disk of C, which is the set of p-adic points reducing mod p to a given
smooth point on the special fiber of C, is at most one plus the number of zeros (counted
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with multiplicity) of ω on that residue disk. (Here we use that p is large enough, otherwise
the bound has to be modified.) Choosing a ‘good’ ω ∈ V for each residue disk leads to the
bound
#C(Q) ≤ #C(Fp)smooth + 2r
mentioned earlier.
The problem with this approach is that the bound depends on the complexity of the special
fiber of C, which is unbounded — there can be arbitrarily long chains of rational curves in
the special fiber, which can lead to an arbitrarily large number of smooth Fp-points. The
idea for overcoming this problem is to parameterize the subset of C(Qp) corresponding to
such a chain not by a union of (an unbounded number of) disks, but by an ‘annulus’. Such
an annulus arises as the set of p-adic points on C reducing to an ordinary double point on
the special fiber of a suitable (not necessarily regular) model of the curve, which is obtained
by contracting the chain. We can then obtain a bound for the number of points in that
subset that is independent of the number of residue disks it contains. Since both the number
of such annuli and the number of remaining residue disks are bounded in terms of the genus
(and p), see Theorem 4.1, we do obtain a uniform bound. The price we have to pay is
that on (at least some of) the annuli, we need to impose additional linear conditions on the
differential ω, so that we need the space of differentials annihilating the relevant subgroup
of J(Qp) to be of dimension at least three. This translates into the rank bound r ≤ g − 3.
The key result for our application is Proposition 7.3, which gives a precise comparison of the
abelian integral pulled back to an annulus and the p-adic integral of the pulled-back 1-form.
It turns out that the difference between the two is a linear function of the valuation.
We carry out this approach in the case of hyperelliptic curves. Our method does in fact
generalize to arbitrary curves as demonstrated by recent work of Katz, Rabinoff and Zureick-
Brown [KRZB15].
For the convenience of the reader, we give an overview of the proof of the main result, which
we state here in simplified form.
Theorem 1.3 (Theorem 8.1). Let k be a p-adic field with p odd and write e for the ramifi-
cation index of k and q for the size of its residue field. Let g ≥ 3 and 0 ≤ r ≤ g − 3. We
assume that p > e+ 1.
Let C : y2 = f(x) be a hyperelliptic curve of genus g over k. We denote by J the Jacobian
variety of C. Let Γ ⊂ J(k) be a subgroup of rank r. Let i : C → J be an embedding given by
choosing some basepoint P0 ∈ C(k). Then
#{P ∈ C(k) : i(P ) ∈ Γ} = O((e(r + 1) + q)g) .
Applying (a precise version of) this result for k = Q3 to a curve over Q and to Γ = J(Q)
leads to the following bound for the number of rational points.
Theorem 1.4 (Theorem 9.1 for d = 1). Let g ≥ 3 and 0 ≤ r ≤ g−3. Let C be a hyperelliptic
curve of genus g over Q such that the Mordell-Weil rank of its Jacobian is r. Then
#C(Q) ≤ 33(g − 1) + 1 if r = 0 and #C(Q) ≤ 8rg + 33(g − 1)− 1 if r ≥ 1.
The proof of Theorem 1.3 proceeds in the following steps.
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1. We show that C(k) can be partitioned into O(qg) disks and O(g) annuli (Proposition 5.3).
2. On the union of the disks, #i−1(Γ) can be bounded by O(qg+ er) by the usual Chabauty
method (Lemma 7.1).
3. We give a bound of the form O(e(r + 1)) for #i−1(Γ) on an annulus (Proposition 7.7).
This is where we need the stronger condition r ≤ g − 3 compared to the usual Chabauty
condition r ≤ g − 1. As already mentioned, the reason behind this is that we want to
use a different integral that satisfies the Fundamental Theorem of Calculus on annuli to
get the bound. We therefore have to compare this integral with the abelian integral used
in the Chabauty-Coleman pairing. The result is that both agree when the differential
satisfies two extra linear conditions (Proposition 7.3).
4. Finally, we add the bounds for the disks and the annuli.
The paper is organized as follows. In Section 2, we show that a version of the Zilber-Pink
Conjecture implies Conjecture 1.1. This is not essential for the main results of the paper, but
gives some idea regarding the kind of bound in terms of g and r one might expect to hold.
After a short section introducing notation, we proceed in Section 4 with a discussion of the
combinatorics of reduction graphs. If one is only interested in the existence of some bound
(as long as r ≤ g − 3), then it suffices to use the result of Artin and Winters [AW71] that
gives the existence of bounds in terms of g for the number of chains and ‘A1-components’.
The precise results given by Theorem 4.1 are only needed to obtain the concrete bounds in
the statements of Theorems 8.1 and 9.1. Section 5 uses the main result of Section 4 to give
bounds in terms of g for the number of disks and annuli needed to cover the set of p-adic
points on C. Section 6 gives an explicit description of the annuli on a hyperelliptic curve
when the residue characteristic is odd. Section 7 compares the abelian integral on an annulus
with the integral satisfying the Fundamental Theorem of Calculus and deduces a bound on
the number of common zeros on an annulus of abelian integrals coming from differentials
killing a given subgroup of J under the Chabauty-Coleman pairing. The next two Sections
8 and 9 then combine the results of Sections 5 and 7 to state and prove our main result,
Theorem 8.1, and its application to bounds for rational points, Theorem 9.1, and for rational
torsion packets, Corollary 9.4. The last section, Section 10, uses the generalization of our
results on differentials on annuli due to Katz, Rabinoff and Zureick-Brown to deduce a version
of the main result of [PS14] that applies uniformly to families of odd degree hyperelliptic
curves that are defined by congruence conditions.
Acknowledgments. The vague idea that one should be able to use Chabauty’s method to
prove uniform upper bounds for the number of rational points had long been in the author’s
mind, but was put aside as infeasible because of the apparent problems described above.
The new activity leading to the results presented here was prompted by a question Manjul
Bhargava asked related to [PS14]: could we give a family of odd degree hyperelliptic curves C
of arbitrarily high genus, defined by congruences, such that our method would not work for
any curve in the family? The intuition that this should not be possible for large genus
led to the idea of using integration on annuli to prove that the size of the image of C(Q2)
in Pg−1(F2) under the ‘ρ log’ map of [PS14] is bounded by a polynomial in g. This result
(with a quadratic bound) is given in Section 10 below. The idea then extended naturally to
the original problem. So I would like to thank Manjul for asking the right question. I also
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wish to thank Amnon Besser for help with questions about p-adic integration and Stefan
Wewers for answering my questions on stable models (which have by now been eliminated
from the argument, but see Remark 8.3). Dino Lorenzini was very helpful on the question
(discussed in Section 4) of how to bound the number of ‘A1-components’ in the special
fiber of the minimal regular model of a curve. Felipe Voloch provided some pointers to the
literature. The idea for proving that Zilber-Pink implies uniform Mordell-Lang for curves
germinated upon hearing a talk by Umberto Zannier at the joint ÖMG and DMV meeting
in Innsbruck in September 2013 and took shape while reading his book [Zan12] afterwards.
Padmavathi Srinivasan asked some questions that helped improve the argument in the proof
of Theorem 4.1. Last, but not least, I would like to thank an anonymous referee for spotting
a mistake and for making some valuable suggestions that led to improvements in organizing
the arguments in Sections 4 and 6.
2. Zilber-Pink implies uniform Mordell-Lang for curves
In [Pin05, Conjecture 6.1], Pink formulates a more general version of the following conjecture.
It is a special case of a conjecture on mixed Shimura varieties that belongs to a circle of ideas
usually referred to as the ‘Zilber-Pink conjecture(s)’.
Conjecture 2.1 (Pink). Let π : A → B be an algebraic family of abelian varieties over C.
Consider an irreducible subvariety X ⊂ A of dimension d such that X is not contained in
any proper closed subgroup scheme of A. Then the set of points x ∈ X that are contained in
a subgroup of codimension > d of the fiber Api(x) above π(x) ∈ B is not Zariski dense in X.
The idea behind this is that based on the dimensions, one would not expect any intersection
between X and a subgroup scheme of codimension > d, so intersection points are ‘unlikely’
and should therefore form a ‘sparse’ subset of X. See Zannier’s book [Zan12] for background
information on the subject of ‘unlikely intersections’.
(Pink’s original version is for families of semi-abelian varieties. However, Bertrand [Ber11,
Ber13] gave a counterexample to this more general formulation. It turns out that the semi-
abelian version needs to be modified to be compatible with the original conjecture on mixed
Shimura varieties.)
In this section we show that Conjecture 2.1 implies Conjecture 1.1. The strategy is similar
to that employed by Caporaso, Harris, and Mazur in [CHM97]. Namely, we show that Pink’s
conjecture implies that if a curve has many points whose differences generate a subgroup of
bounded rank in the Jacobian, then the points have algebraic dependencies, similar to what
is implied by ‘correlation’ in the sense of [CHM97] under the weak Lang conjecture. In more
or less the same way as in that paper, the result then follows.
Let π : C → B be a smooth family of irreducible curves of genus g over C, with B (say,
irreducible) of dimension d. We write J → B for the induced family of Jacobians. Fix
r ≥ 0. Given n > r, consider the n-th fiber power CnB → B. We denote by φ the morphism
CnB −→ J n−1B , (b;P0, P1, . . . , Pn−1) 7−→ (b; [P1 − P0], . . . , [Pn−1 − P0]) .
We claim that the image of φ is not contained in a proper subgroup scheme of J n−1B . Consider
a point b ∈ B and fix a basepoint P0 ∈ Cb. Since the image of Cb in Jb under the embedding
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P 7→ [P − P0] spans Jb as a group, it follows that the image of Cnb in J n−1b spans the latter
group. In particular, this image cannot be contained in a proper algebraic subgroup of J n−1b .
Since a proper subgroup scheme of J n−1B will meet most fibers in a proper subgroup of the
fiber, this shows that φ(CnB) cannot be contained in a proper subgroup scheme of J n−1B .
If the subgroup of the Jacobian generated by the point differences has rank at most r, then
there are n− 1− r independent relations of the form
ai1[P1 − P0] + ai2[P2 − P0] + . . .+ ai,n−1[Pn−1 − P0] = 0
with integers aij . For points (b;Q1, . . . , Qn−1) ∈ J n−1B , the relations
ai1Q1 + ai2Q2 + . . .+ ai,n−1Qn−1 = 0
then define a subgroup scheme of J n−1B containing φ(b;P0, P1, . . . , Pn−1) and of codimension
(n−1−r)g. The dimension of the image of φ is at most dim CnB = d+n. So the codimension
is greater than this dimension whenever
(2.1) n >
d+ g
g − 1 +
g
g − 1r .
We conclude:
Lemma 2.2. Assume Conjecture 2.1. If d, g, r and n satisfy (2.1), then the set of points
in CnB such that the differences lie in a subgroup of rank ≤ r is not Zariski dense.
Now we mimic the argument given in [CHM97, Section 1.2]. We first prove the following
lemma.
Lemma 2.3. Assume Conjecture 2.1. Let π : C → B be a smooth family of irreducible
curves of genus g ≥ 2 over C. Fix r ≥ 0. Then there is a bound N(π, r) and a proper closed
subvariety B′ of B such that for all b ∈ B(C) \ B′(C), and for any choice of strictly more
than N(π, r) distinct points on the curve Cb, the differences of these points will generate a
subgroup of rank strictly greater than r in the Jacobian Jb.
Proof. Fix some n satisfying (2.1) for the given values of g, r, and d = dimB. Denote by
Zn ⊂ CnB the Zariski closure of the set of points (b;P0, P1, . . . , Pn−1) ∈ CnB such that the
differences of the Pj generate a subgroup of rank ≤ r. By Lemma 2.2, Zn is a proper closed
subvariety of CnB. Now for 1 ≤ j ≤ n, we let ρj : CjB → Cj−1B denote the forgetful morphism
that leaves out the last point. For j = n−1, n−2, . . . , 0, define successively Zj as the (closed)
subvariety of CjB of points x such that ρ−1j+1(x) ⊂ Zj+1. Since (inductively) Zj+1 is a proper
closed subvariety of Cj+1B , Zj is a proper closed subvariety of CjB. We let B′ = Z0 ⊂ C0B = B.
Arguing as in [CHM97, Proof of Lemma 1.1], there are integers dj such that#ρ
−1
j (x)∩Zj ≤ dj
for all x ∈ Cj−1B \ Zj−1. We now show by downward induction the following statement.
Let 0 ≤ m ≤ n. Then there is Nm ≥ m such that for each (b;P0, P1, . . . , Pm−1) ∈ CmB \ Zm,
whenever we choose Nm−m+1 distinct additional points Pm, Pm+1, . . . , PNm ∈ Cb, then the
differences of the Pj generate a subgroup of rank > r in Jb.
For m = n we can take Nn = n, by definition of Zn. Now let m < n and assume the
claim is true for m + 1 in place of m. Let x = (b;P0, P1, . . . , Pm−1) ∈ CmB \ Zm, then there
are at most dm+1 points in Zm+1 mapping to x. By the inductive assumption, if we choose
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points Pm, . . . , PNm+1 with Pm not one of the finitely many possibilities leading to a preimage
in Zm+1, then the statement is true. In any case, once we take more than dm+1 additional
(distinct) points, then at least one of them will lead to a preimage outside Zm+1. Since we
can permute the additional points, this brings us back to the previous case. We see that we
can take Nm = max{Nm+1, m+ dm+1}.
The final case m = 0 then gives the statement of the lemma, with
N(π, r) = N0 = max{m+ dm+1 : 0 ≤ m ≤ n}
(where dn+1 := 0). 
Now we are almost done.
Theorem 2.4. Conjecture 2.1 implies Conjecture 1.1.
Proof. Assume Conjecture 2.1. Fix g ≥ 2 and r ≥ 0 and let C0 → B0 be a universal family of
smooth curves of genus g. By Lemma 2.3, there is a proper closed subvariety B1 ⊂ B0 and a
bound N0 such that the statement of Conjecture 1.1 holds with this bound for all fibers of C0
above points not in B1. If B1 6= ∅, we can apply Lemma 2.3 to the restricted family C1 → B1
and obtain a proper closed subvariety B2 ⊂ B1 and a bound N1 valid for all fibers above
points outside B2. We continue this process, which must stop after finitely many steps since
B is noetherian. The statement of Conjecture 1.1 then holds with N(g, r) = maxj Nj . 
Remark 2.5. The same argument shows that there is such a uniform bound for any smooth
family of curves inside abelian varieties of dimension at least 2 that are generated fiber-wise
by the curves.
Note that we can take dimBj ≤ dimB0 = 3g−3. Looking at (2.1), this implies that it suffices
to take n = 5 + 2r. So we would expect that except for points occurring systematically in
certain families of curves, there should be a bound of the form ≪ r + 1 for the number of
points on a curve mapping into a subgroup of rank r in the Jacobian. For hyperelliptic curves
of genus g, taking a Weierstrass point as basepoint, we always have the 2g + 2 Weierstrass
points mapping to points of order 2 (and no other systematically occurring torsion points,
see [PS14, Section 7]). Since any generically chosen additional set of r pairs of ‘opposite’
points on such a curve will generate a subgroup of rank r, we obtain a lower bound of
2g + 2 + 2r ≫ g + r. In [Sto06] we show that for the family of quadratic twists of a fixed
hyperelliptic curve (and over any fixed number fieldK), there is an upper bound of 2g+2+2r
for the number of K-rational points whenever r < g, with at most finitely many exceptions.
In this paper, we prove an upper bound≪[K:Q] (r+1)g for the set of K-rational points when
the curve is hyperelliptic and r ≤ g − 3. It appears possible that the method can be refined
to give a bound of the form ≪[K:Q] g + r. This leads to the following question.
Question 2.6. Can we take R(d, g, r) ≪d g + r in Conjecture 1.2? Can we perhaps even
take N(g, r)≪ g + r in Conjecture 1.1?
3. Notation
Until further notice, we fix the following notation.
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Let p be a prime number. As usual, Qp denotes the field of p-adic numbers and Cp the
completion of an algebraic closure of Qp. We let v : Cp → Q ∪ {∞} denote the additive
valuation on Cp, normalized by v(p) = 1. We also fix the absolute value |x| = p−v(x) on Cp.
Throughout the paper, k ⊂ Cp stands for a finite field extension of Qp with ramification
index e; we write O for its ring of integers and κ for the residue field. We set q := #κ;
kunr ⊂ Cp is the maximal unramified extension of k.
Let g ≥ 3 be an integer and let C be a smooth, projective and geometrically integral curve
of genus g over k. The Jacobian variety of C is denoted J ; the origin on J is O. We denote
the image of the divisor (P ) − (Q) on C in J by [P − Q]. We denote by logJ the p-adic
abelian logarithm map J(k)→ TOJ(k) ∼= kg. On a sufficiently small subgroup neighborhood
of O, it is given by evaluating the formal logarithm, and then extended to all of J(k) by
linearity. The space Ω1J(k) of global regular 1-forms on J defined over k agrees with the space
of invariant (under translations) 1-forms on J and can be identified with the cotangent space
(TOJ(k))
∗ of J at the origin. This induces a pairing
Ω1J (k)× J(k) −→ k, (ω, P ) 7−→ 〈ω, logJ(P )〉 =:
∮ P
O
ω ,
which we call the Chabauty-Coleman pairing. It is k-linear in ω and additive (and O-linear
on the kernel of reduction) in P . Its kernel on the left is trivial, and its kernel on the right
is the torsion subgroup of J(k).
Let P0 ∈ C(k) and let i : C → J be the embedding given by P 7→ [P−P0]. Then i∗ : Ω1J → Ω1C
is an isomorphism (which does not depend on P0). If ω ∈ Ω1C(k) is i∗ωJ for some ωJ ∈ Ω1J(k),
then we set for points P,Q ∈ C(k)
∮ Q
P
ω :=
∮ i(Q)
i(P )
ωJ =
∮ [Q−P ]
O
ωJ .
We use the symbol
∮
to distinguish this integral defined via abelian logarithms from the
integral
∫
given by p-adic integration theory. This distinction will be relevant in Section 7.
Inclusions ‘A ⊂ B’ are meant to be non-strict.
4. Combinatorics of arithmetic graphs
In this section, we study the combinatorics of the (smooth part of the) special fiber of the
minimal regular model C over O of a (smooth projective geometrically integral) curve C of
genus g ≥ 2 over k. For the general background, we refer to [Liu02, Sections 9 and 10.1].
The special fiber Cs of C decomposes into irreducible components; we assume for now that
the residue field κ is large enough so that the components are geometrically irreducible. Let
Γ be one of these components of Cs. If W denotes a relative canonical divisor, then by the
adjunction formula we have, writing as usual pa(Γ) for the arithmetic genus of Γ,
(4.1) Γ ·W = 2pa(Γ)− 2− Γ2 .
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By [Liu02, Corollary 9.3.26], g ≥ 2 implies that Γ ·W ≥ 0. So there are two cases: Γ ·W > 0
and Γ ·W = 0. If m(Γ) denotes the multiplicity of Γ in Cs, then
(4.2) 2g − 2 = Cs ·W =
∑
Γ
m(Γ)(Γ ·W ) ,
which implies that there can be at most 2g − 2 components Γ having Γ · W > 0, with
components counted according to multiplicity. On the other hand, Γ·W = 0means pa(Γ) = 0
and Γ2 = −2 or pa(Γ) = 1 and Γ2 = 0 (the intersection pairing is negative semidefinite, so
Γ2 ≤ 0). Γ2 = 0 would imply that Γ is the only component; then 2g − 2 = 0 and so g = 1,
which we have excluded. So Γ is isomorphic to P1 over κ and has self-intersection −2. Such
components are called (−2)-curves.
Associated to the special fiber Cs is a graph G, whose vertices correspond to the components
of Cs, with two (distinct) vertices Γ1 and Γ2 joined by Γ1 ·Γ2 edges. The graph G is connected.
To each vertex Γ we associate its multiplicity m(Γ) and its arithmetic genus pa(Γ). We call
G the arithmetic graph associated to C. This data is equivalent to what is called a ‘type’
in [AW71] or [Liu02, Definition 10.1.55]. The intersection pairing satisfies
Γ ·
∑
Γ′
m(Γ′)Γ′ = Γ · Cs = 0 .
Using the adjunction formula (4.1), we can write this as
(4.3)
∑
Γ′ 6=Γ
m(Γ′)Γ · Γ′ = −m(Γ)Γ2 = m(Γ)(Γ ·W + 2)− 2m(Γ)pa(Γ) .
We are interested in the structure of the smooth part Csmooths of the special fiber. It is the
union of the components of multiplicity 1 minus their singular points and the points where
they meet other components. We have already seen that there can be at most 2g − 2 com-
ponents Γ of multiplicity 1 and with Γ ·W > 0. The remaining components of Csmooths are
(−2)-curves of multiplicity 1, so by (4.3) the total intersection number with other components
is 2. We note that not all components of Cs can be (−2)-curves, since then 2g − 2 = W · Cs
would vanish, contradicting the assumption g ≥ 2. This implies that there cannot be three
(−2)-curves of multiplicity 1 meeting in one point or two meeting in one point with inter-
section multiplicity 2, since in these cases there could be no other components. There are
therefore the following possibilities for how a (−2)-curve Γ of multiplicity 1 can meet other
components.
(1) Γ meets two components of multiplicity 1 in two distinct points. Then Γ is part of
a maximal chain of such components that connects two components of multiplicity 1
(which can be identical) that are not (−2)-curves.
(2) Γ meets a component of multiplicity 2 in one point.
(3) Γ meets two components Γ′, Γ′′ of multiplicity 1 in the same point such that
(3a) either none of Γ′, Γ′′ is a (−2)-curve, or
(3b) Γ′ is a (−2)-curve, but Γ′′ is not.
(4) Γ meets a component of multiplicity 1, which is not a (−2)-curve, in one point with
intersection multiplicity 2.
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In cases (2) to (4), Γ∩Csmooths is isomorphic to A1. We will call such components of Cs simply
A1-components.
In general, there can also be chains consisting of (−2)-curves of higher (constant) multiplicity.
They do not form part of Csmooths , so they are not of interest for our purposes. Artin and
Winters [AW71, Theorem 1.6] show that there are only finitely many different ‘types’ of fixed
genus up to an equivalence that ignores the lengths of chains of any multiplicity as above.
This implies in particular that there must be bounds that depend only on g for the number
of (maximal) chains of (−2)-curves of multiplicity 1 and for the number of A1-components.
The following result gives explicit and optimal such bounds.
Theorem 4.1. Let Cs be the special fiber of the minimal proper regular model of a smooth
projective geometrically integral curve C of genus g ≥ 2 over a p-adic field k. Then there
are numbers t, u ≥ 0 with t+ u ≤ g− a, where a denotes the abelian rank of the special fiber
of the Néron model of the Jacobian of C, such that
(i) The number of components Γ of Cs with Γ ·W > 0 is N ≤ 2g − 2.
(ii) The number of maximal chains of (−2)-curves of multiplicity 1 in Cs is at most
N − 1 + t ≤ 2g − 3 + t.
(iii) The number of A1-components in Cs is at most 3u.
Remark 4.2. It is not very hard to construct an arithmetic graph of genus g with 2g − 2
components Γ such that Γ ·W > 0 and having 2g−3+ t chains and 3(g− t) A1-components,
for every t = 0, 1, . . . , g. We leave this as an exercise for the interested reader. This shows
that the bounds given in the theorem above are optimal.
Proof. We have N ≤ 2g − 2 by (4.2).
We note that in terms of the graphG associated to the special fiber Cs, a component as in case
(3a) or (4) above is indistinguishable from a chain of length 1, and the two A1-components
involved in case (3b) are indistinguishable from a chain of length 2. (Indeed, after a slight
deformation of the special fiber that does not change the intersection multiplicities of the
components, the point of intersection breaks up into two or three ordinary double points,
and the respective components do form a chain of length 1 or 2.) Write c for the number of
maximal chains, d3a, d3b, d4 for the number of A1-components as in cases (3a), (3b) and (4)
above, and d for the number of remaining A1-components. We show that there are numbers
t′, u′ ≥ 0 with t′ + u′ ≤ g − a such that
(4.4) c+ d3a +
1
2
d3b + d4 ≤ N − 1 + t′ and d ≤ 3u′ .
Claims (ii) and (iii) follow by taking t = t′− δ and u = u′+ δ with δ = d3a + 12d3b + d4 (note
that d3b is even).
We write χ(G) = 1 − t′ for the Euler characteristic of G, where t′ denotes the number of
independent loops in G.
We now bound the number of chains together with the ‘false chains’ coming from A1-
components in cases (3a), (3b) or (4), Consider the subgraph G′ of G spanned by the
N vertices corresponding to components Γ with Γ ·W > 0 and by the vertices corresponding
to components in chains (false or otherwise). Contracting each of these chains to an edge,
10
we obtain a graph G′′ whose Euler characteristic equals that of G′, which in turn cannot be
smaller than that of G (since G is connected). So we find that
c+ d3a +
1
2
d3b + d4 = #{chains}+#{false chains}
≤ #{edges of G′′} = N − χ(G′′) ≤ N − χ(G) = N − 1 + t′
as claimed in the first inequality in (4.4).
To obtain a bound on the number d of the remaining A1-components, we classify the vertices
Γ of G according to the pair (m(Γ),Γ ·W ) ∈ Z>0 × Z≥0 of invariants. Given m ≥ 1 and
w ≥ 0, we call a vertex Γ of G with m(Γ) = m and Γ ·W = w an (m,w)-vertex. We denote
by v(m,w) the number of (m,w)-vertices. We consider each edge of G as an oriented edge with
both possible choices of orientation. We then denote by e(m,w),(m′,w′) the number of oriented
edges leading from an (m,w)-vertex to an (m′, w′)-vertex. We also write p(m,w) for the sum
of pa(Γ) over all (m,w)-vertices Γ.
Taking the sum of (4.3) over all (m,w)-vertices, we obtain
m(w + 2)v(m,w) − 2mp(m,w) =
∑
(m′,w′)
m′e(m,w),(m′,w′) ,
or equivalently,
(4.5) v(m,w) =
1
m(w + 2)
∑
(m′,w′)
m′e(m,w),(m′,w′) +
2
w + 2
p(m,w) ,
which allows us to replace v(m,w) by the right hand side. If we use this in (4.2), this gives
(4.6) 2g − 2 =
∑
(m,w)
mw v(m,w) =
∑
(m,w),(m′,w′)
wm′
w + 2
e(m,w),(m′,w′) +
∑
(m,w)
2wm
w + 2
p(m,w) .
In addition, remembering that G is connected and that for (m,w) 6= (m′, w′), the sum
e(m,w),(m′,w′)+ e(m′,w′),(m,w) counts twice the number of edges between vertices with invariants
(m,w) and (m′, w′), whereas e(m,w),(m,w) counts twice the number of edges between (m,w)-
vertices, we have the relation
2
∑
(m,w)
v(m,w) − 2 + 2t′ =
∑
(m,w),(m′,w′)
e(m,w),(m′,w′) ,
which we rewrite using (4.5) as
∑
(m,w),(m′,w′)
( 2m′
m(w + 2)
− 1
)
e(m,w),(m′,w′) +
∑
(m,w)
4
w + 2
p(m,w) = 2− 2t′ .
Adding (4.6) to this, we finally have
∑
(m,w),(m′,w′)
(m′(mw + 2)
m(w + 2)
− 1
)
e(m,w),(m′,w′) = 2(g − t′ − p′)− 2
∑
(m,w)
w(m− 1)
w + 2
p(m,w)(4.7)
≤ 2(g − t′ − p′) ,
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where we have set
p′ =
∑
(m,w)
p(m,w) =
∑
Γ
pa(Γ) ≥
∑
Γ
pg(Γ) = a .
Here pg(Γ) denotes the geometric genus of Γ. We set u′ = g−t′−p′; then t′+u′ = g−p′ ≤ g−a.
Let ‘<’ denote the lexicographical ordering of the pairs (m,w). Using the obvious equality
e(m,w),(m′,w′) = e(m′,w′),(m,w), we can rewrite (4.7) as
∑
(m,w)
(m− 1)w
w + 2
e(m,w),(m,w) +
∑
(m,w)<(m′,w′)
(m′(mw + 2)
m(w + 2)
+
m(m′w′ + 2)
m′(w′ + 2)
− 2
)
e(m,w),(m′,w′) ≤ 2u′ .
(4.8)
We can bound the coefficient of e(m,w),(m′,w′) in (4.8) from below:
m′(mw + 2)
m(w + 2)
+
m(m′w′ + 2)
m′(w′ + 2)
− 2 = m′ − 2m
′(m− 1)
m(w + 2)
+m− 2m(m
′ − 1)
m′(w′ + 2)
− 2
w ≥ 0≥ m′ − m
′(m− 1)
m
+m− m(m
′ − 1)
m′
− 2
=
m′
m
+
m
m′
− 2 ≥ 0 .
So all coefficients on the left hand side of (4.8) are nonnegative; the coefficient of e(m,w),(m,w)
vanishes if and only if w = 0 or m = 1, and the coefficient of e(m,w),(m′,w′) vanishes if and
only if we have equality everywhere in the above, which is equivalent to m = m′ = 1 (or
m = m′ and w = w′ = 0, but then (m,w) = (m′, w′)).
Let λ(m,w),(m′,w′) denote the coefficient of e(m,w),(m′,w′) in (4.8). Then
λ(1,w),(2,0) =
1
2
for all w ≥ 0, λ(1,0),(2,w′) ≥ 2
3
for all w′ ≥ 1,
λ(2,0),(2,w′) ≥ 1
3
for all w′ ≥ 1, λ(2,0),(3,w′) ≥ 1
6
for all w′ ≥ 0.
Using this in (4.8) we obtain
(4.9)
1
2
e(1,0),(2,0) +
1
2
∑
w≥1
e(1,w),(2,0) +
1
3
∑
w′≥1
e(2,0),(2,w′) +
1
6
∑
w′≥0
e(2,0),(3,w′) +
2
3
∑
w′≥1
e(1,0),(2,w′) ≤ 2u′ .
We now claim that
(4.10) 3
∑
w≥1
e(1,w),(2,0) + 2
∑
w′≥1
e(2,0),(2,w′) +
∑
w′≥0
e(2,0),(3,w′) ≥ e(1,0),(2,0) .
Assuming this for a moment, we can use (4.10) in (4.9) to obtain
2
3
∑
w′≥0
e(1,0),(2,w′) ≤ 2u′ or equivalently,
∑
w′≥0
e(1,0),(2,w′) ≤ 3u′ .
The left hand side counts exactly the number d of (−2)-curves of multiplicity 1 that meet a
component of multiplicity 2, so this finishes the proof of claim (4.4).
It remains to prove (4.10). We first observe that contracting an edge between two (2, 0)-
vertices does not change the genus or the topological properties of G and also does not
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affect (4.8). So we can assume without loss of generality that no such edges are present.
Equivalently, we can consider chains of (2, 0)-vertices instead of single (2, 0)-vertices in the
argument below. We now consider those (2, 0)-vertices that contribute to e(1,0),(2,0), i.e., that
have an edge to a (1, 0)-vertex. Let aj (1 ≤ j ≤ 3) denote the number of such vertices Γ
such that the highest multiplicity of a vertex connected to Γ is j. Since g ≥ 2, there cannot
be a (2, 0)-vertex connected only to (1, 0)-vertices, as this would give rise to a connected
component of genus 1, contradicting the fact that G is connected. This implies that a vertex
counted by aj can have at most (4− j) edges to (1, 0)-vertices; it also has at least one edge
to a vertex with multiplicity j that is not a (1, 0)-vertex. So
∑
w≥1
e(1,w),(2,0) ≥ a1,
∑
w′≥1
e(2,0),(2,w′) ≥ a2,
∑
w′≥0
e(2,0),(3,w′) ≥ a3,
and therefore
e(1,0),(2,0) ≤ 3a1 + 2a2 + a3 ≤ 3
∑
w≥1
e(1,w),(2,0) + 2
∑
w′≥1
e(2,0),(2,w′) +
∑
w′≥0
e(2,0),(3,w′)
as claimed. 
Remark 4.3. One can in fact take t and u in Theorem 4.1 to be the toric and unipotent ranks
of the special fiber of the Néron model of the Jacobian of C. For claim (ii), this follows from
a similar argument as in the proof above, but using the bipartite graph G′ whose vertices
correspond to the components of the special fiber and the intersection points of components,
with edges whenever a point lies on a component. This version of the reduction graph avoids
the ‘false’ chains and satisfies 1−χ(G′) ≤ the toric rank t, compare [Liu02, Exercise 10.1.19].
For claim (iii), we recall from the proof above that the bound on the number of A1-
components is 3(g − t′ + δ − p′). We have t′ − δ + p′ ≥ t + a = g − u, where u denotes
the unipotent rank, so that g − t′ + δ − p′ ≤ u. Note that t′ − δ is still an upper bound for
the part of the toric rank coming from loops in the configuration of components — ‘false’
chains give rise to ‘false’ loops — whereas p′ is an upper bound for a plus the part of the
toric rank coming from individual components.
For our intended application, the version as given in Theorem 4.1 is sufficient, though.
In general, some of the components of Cs may not be defined over κ. If a chain contains a
component defined over κ, then either all components of the chain are defined over κ, or else
the chain contains an odd number of components of which only the middle one is defined
over κ (and the action of Frobenius reverses the orientation of the chain).
5. Partition into disks and annuli
We keep the notation introduced so far. Let P ∈ C(k) be a point. Then P reduces to a point
P¯ ∈ Csmooths (κ), and so P¯ is either on a component Γ with Γ ·W > 0 (and multiplicity 1),
or on an A1-component, or on a component belonging to a chain. We bound the number of
smooth κ-points occurring in the first two cases. Let a, t and u be as in Theorem 4.1; we
can assume that a+ t + u = g. Denoting by pg(Γ) the geometric genus of the component Γ
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and writing Γ1, . . . ,ΓN ′ for the components occurring in the first case (with N ′ ≤ N , since
we only consider components defined over κ and with multiplicity 1), we obtain the bound
N ′∑
j=1
(
q + 1 + 2pg(Γj)
√
q
) ≤ (2g − 2)(q + 1) + 2
N ′∑
j=1
pg(Γj)
√
q ≤ (2g − 2)(q + 1) + 2a√q
for the number of smooth κ-points on components having positive intersection with W .
For the number of smooth κ-points on A1-components, we have the bound 3uq, since each
A1-component defined over κ has q smooth κ-points. For a + u = g − t fixed, the sum of
these bounds is maximal when a = 0, leading to a bound of
(2g − 2)(q + 1) + 3(g − t)q = (5q + 2)(g − 1)− 3q(t− 1)
for the number of smooth κ-points outside components belonging to chains. Each such
point P gives rise to a residue disk, which is the subset of C(k) of points reducing to P ;
these subsets are analytically isomorphic to the sets of k-points of open p-adic disks over k
in the following sense.
Definition 5.1. We let D0,k denote the p-adic analytic open unit disk over k. Its ring of
analytic regular functions is the subring of k[[z]] of power series converging whenever |z| < 1
(for a power series f(z) =
∑∞
n=0 anz
n, this means that |an|rn → 0 for all 0 < r < 1). We
call any analytic isomorphism u : D0,k → D0,k a coordinate on D0,k. It can be checked that
for any analytic map h : D0,k → D0,k, the map u given by u(z) = z(1 + h(z)) is a coordinate
on D0,k.
For k ⊂ K ⊂ Cp a field extension, we set D0(K) = {ξ ∈ K : |ξ| < 1}.
An (open) disk in C is an injective analytic map ϕ : D0,k → C (i.e., given by coordinates
that are analytic regular functions on D0,k).
Now consider a maximal chain of (−2)-curves of multiplicity 1 in the special fiber Cs. Its
two ends each meet some other component of multiplicity 1 transversally. Contracting the
components in the chain, we obtain another model C′ of C such that the image of the chain
in C′s is an ordinary double point Q. (We consider only chains containing a component
defined over κ. If the action of Frobenius reverses the orientation of the chain, we replace
k by its unramified extension of degree 2, so that the Frobenius action is trivial. Since the
bound we will obtain for the number of relevant points in the residue annulus of Q does
not depend on q and so is valid even for kunr-points, we do not lose anything in this way.)
By [BL85, Proposition 2.3], the preimage ofQ in C(k) under the reduction map is analytically
isomorphic to the k-points of an open annulus over k in the sense of Definition 5.2 below.
The number of such annuli equals the number of chains (defined over κ) and so is bounded
according to Theorem 4.1 by 2g − 3 + t.
Definition 5.2. Let 0 < α < 1 be such that α = |ξ| for some ξ ∈ k. We let Aα,k denote
the standard p-adic open annulus over k of height α. Its ring of analytic regular functions is
the ring of (infinite in both directions) Laurent series in z converging whenever α < |z| < 1
(for f(z) =
∑∞
n=−∞ anz
n, this means that limn→±∞ |an|rn = 0 for all α < r < 1). We call
any analytic isomorphism u : Aα,k → Aα,k a coordinate on Aα,k. It can be checked that for
any analytic map h : Aα,k → D0,k, the map u given by u(z) = z(1 + h(z)) is a coordinate
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on Aα,k (see for example [BGR84, Lemma 9.7.1/1 and Proposition 9.7.1/2], applied to all
closed annuli in Aα,K for k ⊂ K ⊂ Cp).
For k ⊂ K ⊂ Cp a field extension, we set Aα(K) = {ξ ∈ K : α < |ξ| < 1}.
An (open) annulus in C is an injective analytic map ϕ : Aα,k → C (i.e., given by coordinates
that are analytic regular functions on Aα,k), for some α as above.
Summarizing the discussion above, we have shown:
Proposition 5.3. Let C be a smooth projective geometrically integral curve over k of genus g.
Then there is a number 0 ≤ t ≤ g such that C(k) can be written as a disjoint union of the
sets of k-points of at most (5q+2)(g−1)−3q(t−1) open disks and at most 2(g−1)+(t−1)
open annuli in C.
Let CD(k) be the union of the disks and CA(k) the union of the annuli in this partition.
6. Annuli in hyperelliptic curves
In this section we give an explicit description of the annuli on a hyperelliptic curve. This is
used in Section 7 below to obtain bounds for the number of points on an annulus that map
into a given subgroup of the Jacobian. We do this for a p-adic field k when p is odd. We
proceed in three steps, as follows.
1. We construct disks and annuli in C from disks and annuli in P1.
2. We give a classification of analytic involutions on disks and annuli.
3. We use Step 2 to show that all annuli in C arise as in Step 1.
We then use this explicit description to describe the restriction of the global regular differ-
entials on C to these annuli.
We begin with the construction of disks and annuli in the hyperelliptic curve C. We write
ι : C → C for the hyperelliptic involution, π : C → P1 for the hyperelliptic double cover and
Θ ⊂ P1 for its set of branch points; note that #Θ = 2g + 2 is even. We can assume that
∞ /∈ Θ; then an equation for C is given by
y2 = f(x) = c
∏
θ∈Θ
(x− θ)
with some c ∈ k×. For 0 6= θ ∈ Θ we set
f+θ (x) =
(
1− θ
x
)1/2
∈ k[[x−1]] and f−θ (x) =
(
1− x
θ
)1/2
∈ k[[x]] .
Note that f+θ (x) converges for |x| > |θ| and that f−θ (x) converges for |x| < |θ| (here we use
that p is odd). We then have
x− θ = xf+θ (x)2 and x− θ = −θf−θ (x)2
for x in the respective domain of convergence.
Lemma 6.1. Let ϕ : D0,k
≃→ D ⊂ P1k be an open disk.
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(1) If D(Cp)∩Θ = ∅, then let ξ ∈ D(k). If f(ξ) is not a square in k, then π−1(D)∩C(k) is
empty. Otherwise π−1(D) is the union of two disjoint open disks in C, each isomorphic
to D via π.
(2) If D(Cp) ∩ Θ = {θ1}, then θ1 ∈ k. We assume that the radius r of D (in terms of
a coordinate on P1 such that ∞ /∈ D) satisfies r|f ′(θ1)| = |ξ|2 for some ξ ∈ k. Then
D′ = π−1(D) is a disk in C. In terms of suitable coordinates on D′ and D, π : D′ → D
is given by z 7→ z2. The hyperelliptic involution acts on D′ as z 7→ −z.
(3) If D(Cp) ∩ Θ = {θ1, θ2} has two elements, then (x − θ1)(x − θ2) has coefficients in k.
The set π−1(D) ∩ C(k) is either contained in the preimage of the smallest closed disk
containing θ1 and θ2, or else π
−1(D) is an annulus A in C such that in terms of suitable
coordinates on A and D, π : A → D is given by z 7→ z + β/z with some β ∈ k×. The
hyperelliptic involution acts on A as z 7→ β/z.
Proof. We can (after possibly a coordinate change on P1) assume that ϕ = id and D = D0.
Then in case (1), we can take ξ = 0, and we have |θ| ≥ 1 for all θ ∈ Θ. So on D we can
write the equation of C as
y2 = c
∏
θ∈Θ
θ ·
(∏
θ∈Θ
f−θ (x)
)2
= c′h(x)2 ,
where c′ = c
∏
θ∈Θ θ = f(0) and h(x) =
∏
θ∈Θ f
−
θ (x). If c
′ is not a square in k, then this
equation has no solution in k and so π−1(D) does not contain k-points of C. Otherwise write
c′ = γ2 for some γ ∈ k×. Then π−1(D) is the disjoint union of
D+ =
{
(ξ, γh(ξ)) : ξ ∈ D} and D− = {(ξ,−γh(ξ)) : ξ ∈ D} ,
and the projection to the first coordinate π : D± → D is an analytic isomorphism.
In case (2), we first observe that θ1 must be fixed under the action of the absolute Galois
group of k, since D and Θ are; it follows that θ1 ∈ k. We can then in addition assume that
θ1 = 0. Since we assume that D = D0, we have r = 1. Similarly as in case (1) we write the
equation of C on D as
y2 = −c
∏
06=θ
θ · x
( ∏
06=θ∈Θ
f−θ (x)
)2
= c′xh(x)2 ,
where c′ = −c∏06=θ∈Θ θ = f ′(θ1) and h(x) = ∏06=θ∈Θ f−θ (x). Choosing γ ∈ k and u ∈ O×
such that γ2 = uc′, we can now parameterize D0,k
≃→ D′ = π−1(D) via
z 7−→ (uz2, γzh(uz2)) .
If we use u−1x as the coordinate on D, then π : D′ → D is given by z 7→ z2. It is clear that
the hyperelliptic involution is given in terms of z by z 7→ −z. We remark that the condition
‘r|f ′(θ1)| = |ξ|2 for some ξ ∈ k’ is invariant under coordinate transformations.
In case (3), we see in the same way as before that the set {θ1, θ2} is fixed by the action of
the absolute Galois group of k, which implies that the coefficients of (x − θ1)(x − θ2) are
in k. We can then change coordinates so that θ1+ θ2 = 0 (and D is still the open unit disk).
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Let θ1θ2 = a ∈ k× (θ1 and θ2 must be nonzero, since f does not have multiple roots). Set
Θ′ = Θ \ {θ1, θ2}; then the equation of C on D can be written as
y2 = c
∏
θ∈Θ′
θ · (x2 − a)
(∏
θ∈Θ′
f−θ (x)
)2
= c′(x2 − a)h(x)2 ,
where c′ = c
∏
θ∈Θ′ θ and h(x) =
∏
θ∈Θ′ f
−
θ (x). If c
′ is not a square in k, then there are
no solutions when |x| > |θ1| = |θ2|, and π−1(D) ∩ C(k) is contained in the preimage of
{ξ : |ξ| ≤ |θ1|}. Otherwise, write c′ = γ2 with some γ ∈ k×. Taking
z =
1
2
(
x+
y
γh(x)
)
,
we can parameterize π−1(D) via
z 7−→
(
z +
a
4z
, γ ·
(
z − a
4z
)
h
(
z +
a
4z
))
.
The condition |z + a/(4z)| < 1 translates into |a| < |z| < 1, which defines the annulus A.
The covering map to D is given by z 7→ z + (a/4)/z. The involution z 7→ a/(4z) fixes the
x-coordinate and changes the sign of the y-coordinate, so it is the hyperelliptic involution
on A. 
Lemma 6.2. Let ϕ : Aα,k
≃→ A ⊂ P1k be an open annulus with A(Cp)∩Θ = ∅ and A(k) 6= ∅.
The complement of A in P1k is a disjoint union of two closed disks, which partitions Θ into
two disjoint subsets Θ0 and Θ∞. This induces a factorization f(x) = cf0(x)f∞(x) with f0
and f∞ monic such that the roots of f0 are the elements of Θ0 and the roots of f∞ are the
elements of Θ∞.
(1) If #Θ0 and #Θ∞ are odd, we assume in addition that α = |β1|2 for some β1 ∈ k and
that r|cf∞(ξ)| = |β2|2 for some ξ ∈ k in the closed disk defining Θ0 and some β2 ∈ k,
where r is the outer (or inner) radius of A in terms of some coordinate on P1 such that
0,∞ /∈ A. Then π−1(A) is an annulus A′ in C. In terms of suitable coordinates on A′
and A, π : A′ → A is given by z 7→ z2 and the hyperelliptic involution on A′ is z 7→ −z.
(2) If #Θ0 and #Θ∞ are even, then let ξ ∈ A(k). If cf∞(ξ) is not a square in k, then
π−1(A) ∩ C(k) is empty. Otherwise π−1(A) is a disjoint union of two annuli in C, each
isomorphic to A via π.
Proof. We can assume that ϕ = id and A = Aα,k and that 0 /∈ Θ. We fix notations by setting
Θ0 = {θ ∈ Θ : |θ| ≤ α} and Θ∞ = {θ ∈ Θ : |θ| ≥ 1}. Note that, in a similar way as in the
proof of Lemma 6.1, the sets Θ0 and Θ∞ are each fixed by the action of the absolute Galois
group of k. In particular, the product
∏
θ∈Θ∞(−θ) is in k. We can then write the equation
of C on A as
y2 = c
∏
θ∈Θ∞
(−θ) · x#Θ0
( ∏
θ∈Θ∞
f−θ (x)
∏
θ∈Θ0
f+θ (x)
)2
= c′x#Θ0h(x)2 ,
where c′ = c
∏
θ∈Θ∞(−θ) = (−1)#Θ∞cf∞(0) and h(x) =
∏
θ∈Θ∞ f
−
θ (x)
∏
θ∈Θ0 f
+
θ (x).
In case (1), writing uc′ = γ2 with γ ∈ k and u ∈ O×, we obtain the parameterization
A√α,k
≃−→ A′ = π−1(A), z 7−→ (uz2, γu(#Θ0−1)/2z#Θ0h(uz2)) ,
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in a similar way as in case (2) of Lemma 6.1. The statements on π and on the hyperelliptic
involution follow in the same way as there. We remark that the condition ‘r|cf∞(ξ)| = |β2|2
for some β2 ∈ k’ is (assuming that α = |β1|2 for some β1 ∈ k) invariant under coordinate
transformations.
In case (2) we have x#Θ0h(x)2 =
(
x#Θ0/2h(x)
)2
. This case is similar to case (1) of Lemma 6.1:
there are no solutions in k unless c′ = γ2 is a square, and in the latter case, we have
π−1(A) = A+ ∪A− with
A± =
{
(ξ,±γξ#Θ0/2h(ξ)) : ξ ∈ A} . 
We state some results on involutions of disks and annuli. An analytic involution on D0.k
or Aα,k is an analytic automorphism ι of order two. Recall that we assume the residue
characteristic p to be odd. We do not claim that the results below are original, but we were
unable to find a suitable reference.
Lemma 6.3. Let 0 < α < 1 be of the form α = |ξ| for some ξ ∈ k.
(1) Let ι : D0,k → D0,k be an analytic involution. Then ι has a unique fixed point in D0(Cp),
which is in fact in D0(k), and in terms of a suitable coordinate u on D0,k, ι is given by
u 7→ −u.
(2) Let ι : Aα,k → Aα,k be an analytic involution such that |ι(ξ)| = |ξ| for all ξ ∈ Aα(Cp).
Then ι is given in terms of a suitable coordinate u on Aα,k by u 7→ −u. In particular,
ι has no fixed points, and Aα/〈ι〉 ≃ Aα2 is an annulus.
(3) Let ι : Aα,k → Aα,k be an analytic involution such that |ι(ξ)| = α/|ξ| for all ξ ∈ Aα(Cp).
Then ι is given in terms of a suitable coordinate u on Aα,k by u 7→ a/u for some a ∈ k with
|a| = α. In particular, ι has exactly two fixed points u = ±√a in Aα(Cp), Aα,k/〈ι〉 ≃ D0,k
is a disk, and the covering Aα,k → D0,k is branched above two points.
Proof.
(1) We first show that we can assume that 0 is a fixed point of ι, possibly after a coordinate
change. So assume otherwise. ι is then given by a power series
∑∞
n=0 anz
n ∈ O[[z]]
whose constant term satisfies 0 < |a0| < 1. Since ι is an involution, we have ι(a0) = 0,
which implies that |a0 + a1a0| ≤ |a0|2, so |a1 + 1| ≤ |a0|. This in turn implies that
z 7→ (ι(z) + z)/2 is contracting on every sufficiently large closed disk contained in D0(k)
and so has a fixed point in D0(k) by the Banach fixed point theorem. We can then shift
the coordinate so that the fixed point is at the origin; we denote this coordinate by z
again.
We now have ι(0) = 0. Then ι(z) = a1z + a2z2 + . . ., and ι ◦ ι = id implies that
a21 = 1. If a1 = 1, then it follows that ι = id, which is excluded: assume otherwise, then
ι(z) = z + βzn + . . . with n > 1 and β 6= 0, which leads to the contradiction
z = ι(ι(z)) = z + 2βzn + . . . .
So a1 = −1 and ι(z) = −z(1 + h(z)) with h : D0,k → D0,k. Write h1(z) = 1 + h(z). The
relation ι(ι(z)) = z implies that h1(z)h1(ι(z)) = 1. We set u(z) = z(1 + h1(z))/2; then
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u is a coordinate on D0,k, and
u(ι(z)) = ι(z)
1 + h1(ι(z))
2
= −zh1(z) + h1(z)h(ι(z))
2
= −zh1(z) + 1
2
= −u(z) ,
so in terms of u, ι acts as u 7→ −u. In particular, 0 is the only fixed point of ι on D0(Cp).
(2) Since |ι(ξ)| = |ξ|, ι is given by a Laurent series zf1(z) where |f1(ξ)| = 1 for all ξ ∈ Aα(Cp).
Let a0 be the constant term of f1(z); then |a0| = 1 and |f1(ξ)−a0| < 1 for all ξ ∈ Aα(Cp).
Writing λ = a0 and h(z) = f1(z)/λ−1, we have ι(z) = λz(1+h(z)) with h : Aα,k → D0,k.
Since ι is an involution, we find that |λ2−1| < 1. If λ were close to 1, then |f(ξ)−ξ| < |ξ|,
so ι would induce an involution of the open disk {|z−ξ| < |ξ|} ⊂ Aα, for each ξ ∈ Aα(Cp).
By part (1), ι would have a fixed point in each of these disks, which is impossible, since
there are infinitely many of them (even with fixed |ξ|) and ι is not the identity. It follows
that |λ+ 1| < 1. This already implies that ι has no fixed points.
Write h1(z) = 1+h(z). Note that ι(ι(z)) = z implies that h1(z)h1(ι(z)) = λ−2. Similarly
as in part (1) we set u(z) = z(1−λh1(z))/(1−λ); this is a coordinate on Aα,k. We check
that
u(ι(z)) = ι(z)
1 − λh1(ι(z))
1− λ = λz
h1(z)− λh1(z)h1(ι(z))
1− λ = z
λh1(z)− 1
1− λ = −u(z)
as before. The last claim is then clear.
(3) Here we have ι(z) = a
z
(1 + h(z)) for some a ∈ k with |a| = α and some analytic map
h : Aα,k → D0,k. Write h1(z) = 1+h(z) The fact that ι is an involution implies this time
that h1(ι(z)) = h1(z). Set u(z) = zh1(z)−1/2. Then
u(ι(z)) = ι(z)h1(ι(z))
−1/2 =
a
z
h1(z)h1(z)
−1/2 =
a
zh1(z)−1/2
=
a
u(z)
,
so u is a suitable coordinate. The fixed points are where u2 = a; the map Aα,k → D0,k,
u 7→ u+ a/u, realizes the quotient by 〈ι〉. 
Now we show that every (maximal) annulus in C arises as in Lemmas 6.1 and 6.2. Amaximal
annulus in C is an annulus that is not contained in a disk or in a strictly larger annulus
in C.
Proposition 6.4. Let ϕ : Aα,k
≃→ A ⊂ C be a maximal annulus such that A(k) 6= ∅. Then
A is obtained from a disk or an annulus in P1k as in Lemma 6.1, (3), or Lemma 6.2, (1)
or (2). In the latter two cases, the two sets Θ0 and Θ∞ both have at least three elements.
Proof. We consider the action of the hyperelliptic involution ι on A and its pullback ϕ∗ι
to Aα,k. There are three possibilities.
(1) A ∩ ι(A) = ∅.
Then clearly π(A) is analytically isomorphic to A, hence is an annulus in P1k that does
not contain any branch points of π. We must then be in case (2) of Lemma 6.2, since
the preimage of π(A) splits into the two annuli A and ι(A). If Θ0 or Θ∞ had zero or
two elements, then we could ‘fill in’ the annulus π(A) to obtain a disk containing zero
or two branch points. Then A would be contained in a disk or in a larger annulus by
Lemma 6.1, (1) or (3), a contradiction.
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(2) ι(A) = A and ι preserves the orientation of the chain corresponding to A.
Let ξ ∈ Aα(Cp). There is a finite extension K of k such that |ξ| = |β| for some β ∈ K.
Since the minimal regular model C of C is semistable near the reduction of A, the special
fiber of the minimal regular model of C over OK contains a chain corresponding to AK
obtained by successive blow-ups of intersection points of components of the chain in Cs
with other components (within or outside the chain). There is one such component
that corresponds to the points ξ′ ∈ Aα(K) with |ξ′| = |β| = |ξ|. Since ι preserves the
orientation of the chain, it fixes every component; it follows that |ϕ∗ι(ξ)| = |ξ|. By
Lemma 6.3, (2), π(A) is an annulus of height α2 in P1k that does not contain any branch
points. We must then be in case (1) of Lemma 6.2, since A → π(A) is an unramified
double cover. (The condition r|cf∞(ξ)| = |β2|2 is automatically satisfied, since A is an
annulus over k.) If Θ0 or Θ∞ had only one element, then we could again ‘fill in’ the
annulus π(A) to obtain a disk containing exactly one branch point, so that A would be
contained in a disk in C by Lemma 6.1, (2).
(3) ι(A) = A and ι reverses the orientation of the chain corresponding to A.
By a similar argument as in the preceding case, we see that |ϕ∗ι(ξ)| = α/|ξ|. By
Lemma 6.3, (3), π(A) is a disk in P1k that contains exactly two branch points. We
must then be in case (3) of Lemma 6.1. 
We give names to the three possible kinds of annuli.
Definition 6.5. Let A be a maximal annulus in C. We call A
(1) a branch annulus, if A is obtained as in Lemma 6.1, (3);
(2) an odd annulus, if A is obtained as in Lemma 6.2, (1) (with #Θ0,#Θ∞ ≥ 3);
(3) an even annulus, if A is obtained as in Lemma 6.2, (2) (with #Θ0,#Θ∞ ≥ 4).
Now we describe what the regular differentials of C look like on the various types of annuli.
Proposition 6.6. Let ϕ : Aα,k → C be an annulus in C, in terms of a coordinate z as in the
proofs of Lemma 6.1, (3) and Lemma 6.2. Then there is an analytic function h : Aα,k → D0,k
such that a basis of ϕ∗Ω1C(k) is given by(
z +
a
4z
)ν
(1 + h(z))
dz
z
, z2ν+2−#Θ0(1 + h(z))
dz
z
, zν+1−#Θ0/2(1 + h(z))
dz
z
,
for ν = 0, 1, 2, . . . , g − 1, when A is a branch, odd, or even annulus, respectively.
Proof. This is an easy consequence of the parameterizations and the fact that Ω1C(k) is
spanned by xν dx/y for ν = 0, 1, 2, . . . , g − 1. 
Corollary 6.7. Let ϕ : Aα,k → C be an annulus as before. There are numbers n1 < 0 < n2
with n2 − n1 ≤ 2g − 2 and an analytic map h : Aα,k → D0,k such that for every differential
ω ∈ Ω1C(k), we have
ϕ∗ω = u(z)(1 + h(z))
dz
z
where u(z) ∈ k[z, z−1] is a Laurent polynomial all of whose terms have exponents between n1
and n2, inclusive.
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Proof. In Proposition 6.6, we can take n1 = −(g − 1), n2 = g − 1 in the branch case,
n1 = 2−#Θ0, n2 = 2g−#Θ0 in the odd case, and n1 = 1−#Θ0/2, n2 = g−#Θ0/2 in the
even case. Note that 3 ≤ #Θ0 ≤ 2g − 1, which implies that n1 < 0 < n2. 
A bound like this for the ‘relevant’ exponents is important to obtain uniform bounds. We
note that Katz, Rabinoff and Zureick-Brown [KRZB15, Lemma 4.15] prove the following
statement that applies to arbitrary curves, but has a weaker conclusion. It is this extension
that allows them to generalize our results from hyperelliptic to arbitrary curves.
Proposition 6.8 (Katz, Rabinoff, Zureick-Brown). Let k be a p-adic field (p = 2 is allowed
here). Let C be a curve over k of genus g ≥ 2 and let ϕ : Aα,k → C be an annulus. Then for
every differential ω ∈ Ω1C(k), we have
ϕ∗ω = u(z)(1 + h(z))
dz
z
where h : Aα,k → D0,k and u(z) ∈ k[z, z−1] is a Laurent polynomial all of whose terms have
exponents between −(2g − 2) and 2g − 2, inclusive.
It would be interesting to see whether the conclusion can be strengthened as in Corollary 6.7.
7. The pull-back of an abelian logarithm to an annulus
We fix a basepoint P0 ∈ C(k); this gives rise to the embedding i : C → J , P 7→ [P − P0],
defined over k. Let ω be a regular differential on C and denote by ωJ the corresponding
regular and invariant 1-form on J (so that ω = i∗ωJ). We write for P ∈ C(k)
λω(P ) =
∮ P
P0
ω =
∮ [P−P0]
O
ωJ = 〈ωJ , logJ [P − P0]〉 .
If ϕ : D0 → C is an open disk in C, then
ϕ∗ω = w(z) dz
with an analytic regular function w(z) on D0. Let ℓ be a power series whose derivative is w.
Then it is well-known that for ξ0, ξ1 ∈ D0(k) we have∮ ϕ(ξ1)
ϕ(ξ0)
ω =
∫ ξ1
ξ0
w(z) dz = ℓ(ξ1)− ℓ(ξ0) .
Using Newton polygons, one then shows (see for example [Sto06, Section 6]) that the number
of zeros of λω on ϕ(D0(k)) (or even ϕ(D0(kunr))) is bounded by 1 plus the number n of zeros
of ω (counted with multiplicity) on ϕ(D0(k¯)) plus a term, denoted by δ(v, n) in [Sto06],
that depends only on n, p and the ramification index e of k. We write ∆k(s, r) for what is
denoted ∆v(s, r) in [Sto06], namely
∆k(s, r) = max
{ s∑
j=1
δ(v,mj) : mj ≥ 0,
s∑
j=1
mj ≤ r
}
.
Recall that e denotes the ramification index of k. If p > e + 1, then we set
µ = 1 +
e
p− e− 1 =
p− 1
p− e− 1 ;
21
note that 1 < µ ≤ e + 1. By [Sto06, Lemma 6.2], we have ∆k(s, n) ≤ e⌊n/(p − e − 1)⌋ in
this case, so that n+∆k(s, n) ≤ µn. We have the following bound.
Lemma 7.1. Let V 6= 0 be a linear subspace of codimension r of the space of regular
differentials on C and let ND denote the number of disks whose union is CD(k). Then the
functions λω for ω ∈ V have at most
ND + 2r +∆k(ND, 2r)
common zeros in CD(k). If p > e+ 1, then we can take the bound to be
ND + 2µr ≤ (5q + 2)(g − 1)− 3q(t− 1) + 2µr .
Proof. This is essentially [Sto06, Theorem 6.6], using [KZB13, Theorem 4.4] in the case of
bad reduction. In the case p > e + 1 we use the bound stated above; the bound for ND
comes from Proposition 5.3. 
Now we consider the situation for an annulus ϕ : Aα,k
≃→ A ⊂ C. Pulling back ω, we obtain
ϕ∗ω = w(z) dz = dℓ(z) + c(ω)
dz
z
for analytic regular functions w and ℓ on Aα,k and some constant c(ω) ∈ k. Let Log0 denote
the branch of the p-adic logarithm that takes the value 0 at p. Then, given this choice, we
can define a p-adic integral on Aα by∫ ξ1
ξ0
ϕ∗ω =
∫ ξ1
ξ0
w(z) dz :=
(
ℓ(ξ1) + c(ω) Log0(ξ1)
)− (ℓ(ξ0) + c(ω) Log0(ξ0)) .
We want to compare this with ∮ ϕ(ξ1)
ϕ(ξ0)
ω .
Perhaps surprisingly, these two integrals can differ.
Remark 7.2. There is in fact a unique p-adic integration theory in a suitable sense that is
functorial and satisfies
∫ ξ
1
dz/z = Log0(ξ) on any annulus containing 1 and ξ [Ber07]. It
is called the Berkovich-Coleman integral in [KRZB15] to distinguish it from the Abelian
integral that we denote
∮
in this paper.
The following result is crucial. It was first suggested by numerical computations and appears
to be new. Recall that v : k× → Q denotes the valuation on k, normalized so that v(p) = 1.
Proposition 7.3. Let ω and ϕ : Aα,k → C be as above, and write
ϕ∗ω = dℓ(z) + c(ω)
dz
z
.
Then there is a constant a(ω) ∈ k depending linearly on ω such that for ξ0, ξ1 ∈ Aα(k) we
have∮ ϕ(ξ1)
ϕ(ξ0)
ω =
(
ℓ(ξ1) + c(ω) Log0(ξ1) + a(ω)v(ξ1)
)− (ℓ(ξ0) + c(ω) Log0(ξ0) + a(ω)v(ξ0))
=
∫ ξ1
ξ0
ϕ∗ω + a(ω)
(
v(ξ1)− v(ξ0)
)
.
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Proof. Let ξ0 ∈ Aα(k). Let i : C → J be the embedding sending ϕ(ξ0) to O. According
to [BL84, Proposition 6.3], the analytic map i ◦ ϕ : Aα,k → J can be written uniquely as
i(ϕ(z)) = ψ1(ξ
−1
0 j(z)) + ψ2(z) ,
where j : Aα,k → Gm,k is the natural inclusion, ψ1 : Gm,k → J is an analytic group homo-
morphism and ψ2 : Aα,k → U is an analytic map, where U denotes the formal fiber of the
origin on J (so that U(k) is the subgroup of points reducing to the origin). We write ωJ
for the regular 1-form on J such that i∗ωJ = ω; ωJ is translation invariant. On U , ωJ
is exact, so ωJ = dλ for some analytic function λ on U ; we can assume λ(O) = 0. The
pull-back ψ∗1ωJ is a translation invariant differential on Gm,k, so it has the form c dz/z for
some c ∈ k; the (multiplicative) translation by ξ−10 does not change it. The pull-back ψ∗2ωJ
is ψ∗2dλ = d(λ ◦ ψ2). Since
c(ω)
dz
z
+ dℓ(z) = ϕ∗ω = ϕ∗i∗ωJ = ψ
∗
1ωJ + ψ
∗
2ωJ = c
dz
z
+ dλ
(
ψ2(z)
)
,
we see that ℓ(z) = λ(ψ2(z)) (up to an additive constant) and c = c(ω). Let ξ1 ∈ Aα(k). We
obtain on the one side that
∮ ϕ(ξ1)
ϕ(ξ0)
ω =
∮ i(ϕ(ξ1))
O
ωJ =
∮ ψ1(ξ−10 ξ1)+ψ2(ξ1)
O
ωJ
=
∮ ψ1(ξ−10 ξ1)
O
ωJ +
∮ ψ2(ξ1)
O
dλ =
∮ ψ1(ξ1/ξ0)
O
ωJ + λ
(
ψ2(ξ1)
)
and on the other side that∫ ξ1
ξ0
ϕ∗ω =
∫ ξ1
ξ0
(
dℓ(z) + c
dz
z
)
= ℓ(ξ1)− ℓ(ξ0) + c
(
Log0(ξ1)− Log0(ξ0)
)
= λ
(
ψ2(ξ1)
)
+ cLog0(ξ1/ξ0) .
Here we use that λ(ψ2(ξ0)) = λ(O) = 0. So the difference is
δ(ξ1/ξ0) :=
∮ ϕ(ξ1)
ϕ(ξ0)
ω −
∫ ξ1
ξ0
ϕ∗ω =
∮ ψ1(ξ1/ξ0)
O
ωJ − cLog0(ξ1/ξ0) .
Since ψ1 is a group homomorphism, the first term in the last difference is a homomorphism
k× → k; the same is true for the second term. Both terms in the first difference agree on the
residue disk U1 of 1, since they are given by the same formal integral on U1. Since O×/U1 is
torsion and the target group k is torsion-free, we have δ = 0 on O×. This implies that δ(ξ)
is a linear function of the valuation v(ξ), so there is a = a(ω) ∈ k such that δ(ξ) = av(ξ).
That a(ω) is linear in ω is clear, since ℓ (if we set ℓ0 = 0), c(ω) and the left-hand side are. 
Remark 7.4. The numerical example mentioned above shows that it is possible to have
a(ω) 6= 0 and c(ω) = 0, so that the appearance of a(ω) cannot in all cases be avoided by
choosing a suitable branch of the p-adic logarithm. In this situation we have ψ∗1ωJ = 0 and
the difference term above is given by
∮ ψ1(ξ1/ξ0)
O
ωJ . Even though the pull-back of ωJ along ψ1
vanishes, it does not follow that the abelian integral vanishes on the image of ψ1. Consider
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for example ξ1/ξ0 = p and P = ψ1(p) ∈ J(k). There is a positive integer n such that nP ∈ U ;
then ∮ ψ1(p)
O
ωJ =
1
n
∮ nP
O
ωJ =
1
n
λωJ (nP ) .
There is no reason to assume that logJ(nP ) is parallel to the derivative of ψ1 at 1, so ψ
∗
1ωJ = 0
does not in general imply that λωJ (nP ) vanishes.
Remark 7.5. Katz, Rabinoff and Zureick-Brown [KRZB15] generalize Proposition 7.3 to a
comparison of the abelian integral and the Berkovich-Coleman integral on more general ‘wide
open’ subsets of (the Berkovich analytic space associated to) C.
We say that ω is good for the annulus ϕ : Aα,k → C if both c(ω) and a(ω) in Proposition 7.3
vanish. This is a linear condition on ω of codimension at most two.
Lemma 7.6. In the situation of Proposition 7.3 assume that C is hyperelliptic and p is odd.
Let V 6= 0 be a linear subspace of codimension r ≥ 1 of the space of regular differentials
on C. Then there exists 0 6= ω ∈ V such that ϕ∗ω = u(z)(1 + h(z)) dz/z with an analytic
map h : Aα,k → D0,k and a Laurent polynomial u such that the terms in u have exponents
between n1 and n2 (inclusive), where n1 ≤ 0 ≤ n2 and n2 − n1 ≤ 2r if the annulus is branch
or odd, and n2 − n1 ≤ r if the annulus is even.
Proof. This follows from Proposition 6.6.
In the branch case,
ϕ∗ω =
g−1∑
ν=0
aν
(
z +
a
4z
)ν
(1 + h(z))
dz
z
.
Since V has codimension r, we can impose g− 1− r linear conditions, which we can take to
be the vanishing of the coefficients ar+1, ar+2, . . . , ag−1. Then the claim holds with n1 = −r,
n2 = r.
In the odd case,
ϕ∗ω =
g−1∑
ν=0
aνz
2ν+2−#Θ0(1 + h(z))
dz
z
.
Here we impose the vanishing of g − 1− r coefficients aν with ν small and/or large, so that
the remaining coefficients form a contiguous sequence of odd integers containing negative as
well as positive numbers. The difference of the largest and the smallest remaining exponent
is then 2r.
In the even case,
ϕ∗ω =
g−1∑
ν=0
aνz
ν+1−#Θ0/2(1 + h(z))
dz
z
.
We proceed in the same way as in the odd case, leaving a contiguous range of exponents
containing 0 and of length r. 
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Recall that we fix some P0 ∈ C(k) and set
λω : C(Cp) −→ Cp, P 7−→
∮ P
P0
ω .
Proposition 7.7. In the situation of Proposition 7.3 assume that V 6= 0 is a linear subspace
of the space of regular differentials on C of codimension r ≥ 1 and such that all elements
of V are good. Assume further that C is hyperelliptic and that p is odd. Then the number
of common zeros on ϕ(Aα(k
unr)) of the λω for all ω ∈ V is bounded by a number BA(p, e, r)
that depends only on r, p and the ramification index e of k.
If p > e + 1, then we can take BA(p, e, r) = 2µr. If the annulus is even and r ≥ 2, we can
replace this by µr, so that we get the bound 2µr for the union of the annulus and its image
under the hyperelliptic involution.
Proof. By Lemma 7.6, there is 0 6= ω ∈ V such that ϕ∗ω = u(z)(1 + h(z)) dz/z with an
analytic map h : Aα,k → D0,k and a Laurent polynomial u having exponents between n1
and n2 with n1 ≤ 0 ≤ n2 and n2 − n1 ≤ 2r (≤ r if the annulus is even). Since r ≥ 1 (or
r ≥ 2 in the even case), we can in fact assume that n1 < 0 < n2. Given this, the proof
can be carried out using Newton polygons in essentially the same way as for power series.
One possibility for this is to consider the ‘positive’ and the ‘negative’ part of the formal
integral separately. To the positive part, we can directly apply the corresponding result for
power series; for the negative part, we substitute z ← z−1. The bound we obtain for the
length of the relevant interval of exponents (belonging to segments of the Newton polygon
corresponding to zeros of absolute values in the largest k-defined closed annulus contained
in Aα) is then n2 − n1 +∆k(2, n2 − n1), which for p > e + 1 can be bounded as stated. 
Note that in contrast to the corresponding result for disks, the ‘1 + ’ term that causes the
non-uniformity of the ‘classical’ Chabauty-Coleman bound does not show up here. This
is because the constant of integration affects a coefficient whose exponent lies within the
relevant part of the Newton polygon of the formal integral, whereas in the power series case,
it can increase the length of the relevant range of exponents by 1.
Corollary 7.8. Let V be a linear subspace of codimension r ≤ g − 3 of the space of regular
differentials on C, where C is as in Proposition 7.7. Let t be as in Proposition 5.3. Then
the number of common zeros in CA(k) of all λω for ω ∈ V is bounded by
(2g − 3 + t)BA(p, e, r + 2) .
If p > e + 1, then we have the bound
min{2g − 1, 2g − 3 + t} · 2µ(r + 2) .
Proof. For each annulus A occurring in CA(k), we let VA be the subspace of V consisting
of differentials that are good for A. Then VA has codimension at most r + 2 < g, and by
Proposition 7.7 the number of common zeros of λω on A for ω ∈ VA is at most BA(p, e, r+2).
We multiply by the bound 2g−3+ t for the number of annuli from Proposition 5.3 to obtain
the result.
Now assume that p > e+ 1; then BA(p, e, r + 2) is bounded by the second factor in the last
formula. By the last statement in Proposition 7.7, we can replace 2g − 3 + t by a bound for
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the number of orbits of annuli under the hyperelliptic involution, which can be obtained as
follows. The image of a minimal skeleton of the p-adic Berkovich analytic space associated
to C in the Berkovich projective line is a tree with at most 2g nodes (it is obtained from the
convex hull of the branch points, which is a tree with 2g + 2 leaves, by removing the leaves
and the edges connected to them) and hence at most 2g− 1 edges. The edges correspond to
the orbits of annuli under ι, so there are at most 2g − 1 such orbits. (These are the orbits
we see when C has split semistable reduction. Since annuli persist under finite extensions of
the p-adic base field, this gives an upper bound for the orbits of annuli that are relevant to
us here.) 
8. Bounding the number of points mapping into a subgroup of small rank
In this section we state and prove our main result.
Theorem 8.1. Let k be a p-adic field with p odd and write e for the ramification index of k
and q for the size of its residue field. Let g ≥ 3 and 0 ≤ r ≤ g − 3. Then there is a bound
N(k, g, r) depending only on k, g and r such that the following holds.
Let C : y2 = f(x) be a hyperelliptic curve of genus g over k. We denote by J the Jacobian
variety of C. Let Γ ⊂ J(k) be a subgroup of rank r. Let i : C → J be an embedding given by
choosing some basepoint P0 ∈ C(k). Then
#{P ∈ C(k) : i(P ) ∈ Γ} ≤ N(k, g, r) .
If p > e + 1, then we can take
N(k, g, r) =
(
2 + 5q + 4µ(r + 2)
)
(g − 1) + max{3q − 4µ, 4µ(r + 1)− 3q}
≤ (2 + 5q + 4µ(r + 2))g ,
where µ = (p− 1)/(p− e− 1) ≤ e + 1.
Proof. The rank condition implies that there is a k-vector space V of regular differentials
on C of codimension ≤ r ≤ g − 3 and such that each ω ∈ V annihilates Γ under the
Chabauty-Coleman pairing. This means that (taking P0 to be the basepoint for λω) the set
of points in question is contained in the common zero set of all λω for ω ∈ V . We can then
use Lemma 7.1 and Corollary 7.8 to bound the number of points in CD(k) and in CA(k),
respectively, that map to Γ. Adding these bounds gives the first result.
In the case p > e+1, adding the corresponding explicit bounds and maximizing over 0 ≤ t ≤ g
gives the bound
(5q + 2)(g − 1) + 3q + 2µr + (2g − 3)2µ(r + 2) + 2max{0, 2µ(r + 2)− 3q}
=
(
2 + 5q + 4µ(r + 2)
)
(g − 1) + max{3q − 4µ, 4µ(r + 1)− 3q} . 
Remark 8.2. It is conceivable that a more careful analysis of the functions λω on annuli
will result in a bound for the number of zeros that applies to differentials ω that do not
necessarily satisfy the conditions that c(ω) and/or a(ω) (in the notation of Proposition 7.3)
vanish. If this is indeed the case, then the condition r ≤ g − 3 can be relaxed to r ≤ g − 2
or even r ≤ g − 1. However, in view of the facts that Log0(z) = 0 has infinitely many
solutions in Qp and that the number of solutions to z−1 + av(z) + z = 0 is unbounded when
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the valuation of a can be arbitrarily negative, it is very likely that more subtle arguments
will be necessary to obtain uniform bounds under these less restrictive assumptions.
Remark 8.3. We sketch two variants of the approach taken here.
(i) One possibility is to prove a result like Theorem 8.1 above for semi-stable curves. Since
a curve of genus g over a p-adic field k acquires semi-stable reduction over an extension
of k of degree bounded in terms of g only, this implies the general result. The advantage
of this approach is that the structure of the special fiber of the minimal regular model is
much easier to understand, so the discussion of the combinatorics of arithmetic graphs
as in Section 4 can be bypassed. The disadvantage is that the explicit bounds one
obtains are much worse, since one is effectively working over much larger fields.
(ii) Another possibility is to prove directly that for a given hyperelliptic curve C of genus g
over k, one can partition P1(k) into ≪ qg disks containing at most one branch point
and ≪ g disks containing exactly two branch points and annuli containing no branch
points of the hyperelliptic covering map π : C → P1 as in Lemmas 6.1 and 6.2. Since
each of the former gives rise to zero, one or two residue disks on C (when p is odd)
and each of the latter gives rise to zero, one or two annuli, one obtains a result similar
to Proposition 5.3. The advantage is again that one circumvents the discussion of
arithmetic graphs, which, however, has to be replaced by a discussion of partitions
of P1(k) as above. A disadvantage of this approach is that it is restricted to hyperelliptic
curves from the start. Another advantage is that with some modifications it also works
for p = 2.
No matter which approach is taken, Proposition 7.7 remains the crucial ingredient of the
proof.
9. A uniform bound on the number of rational points
We can apply the result of the previous section to obtain bounds for the number of rational
points on hyperelliptic curves with small Mordell-Weil rank relative to the genus.
Theorem 9.1. Let g ≥ 3, d ≥ 1 and 0 ≤ r ≤ g − 3. Then there is a bound R(d, g, r)
depending only on d, g and r such that for any hyperelliptic curve C of genus g over a
number field K of degree at most d such that the Mordell-Weil rank of its Jacobian is r, we
have #C(K) ≤ R(d, g, r).
If d = 1 (hence K = Q), we can take
R(1, g, 0) = 33(g − 1) + 1 and R(1, g, r) = 8rg + 33(g − 1)− 1 for r ≥ 1.
Proof. Fix some odd prime p. Then there are only finitely many possible completions k at
places above p of number fields of degree ≤ d. We take R(d, g, r) to be the maximum of the
bounds N(k, g, r) of Theorem 8.1 over all these k.
Let C be a curve as in the statement. If C(K) = ∅, there is nothing to prove. So we
can assume that there is some P0 ∈ C(K), which we use as basepoint for an embedding
i : C → J . We can then apply Theorem 8.1 to C base-changed to a completion k of K at a
place above p and to Γ = J(K) ⊂ J(k).
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To obtain the bound for d = 1, we take k = Q3 (with p = 3 > 2 = e+ 1 and q = p = 3). 
Remark 9.2. We note that by choosing p ≈ √r for large r instead of p = 3, one obtains a
bound with leading term (4r +O(
√
r))g.
Remark 9.3. Using the bound in Theorem 8.1 when p > e + 1, we obtain the estimate
R(d, g, r)≪ g(pd + d(r + 1))≪ g((2d)d + d(r + 1))
where p is the smallest prime > d + 1. (The worst case is when K is totally ramified at all
primes ≤ d+ 1 and inert at all reasonably small primes > d+ 1.)
Taking r = 0, we obtain the following.
Corollary 9.4. Let C be a hyperelliptic curve of genus g ≥ 3 over Q. Then any torsion
packet on C can contain at most 33(g − 1) + 1 rational points.
Recall that a torsion packet on C is a subset of C such that the difference of any two points
in the set is a torsion point on the Jacobian.
If we write T (g) for the maximal number of rational points in a torsion packet on a hyper-
elliptic curve of genus g over Q, then this gives
2 ≤ lim inf
g→∞
T (g)
g
≤ lim sup
g→∞
T (g)
g
≤ 33
(the leftmost inequality is obtained by considering curves with all 2g + 2 Weierstrass points
rational). So we know that the growth rate of T (g) is linear! An analogous statement holds
for the size of a set of rational points mapping into a subgroup of rank ≤ r.
10. A uniform version of the Poonen-Stoll result
Let C be a curve of genus g over the p-adic field k. We fix a k-basis ω = (ω1, . . . , ωg) of
the space of regular differentials on C defined over k. We also fix a point P0 ∈ C(k). As
in [PS14], we write ρ for the partially defined composition
kg 99K kg \ {0} −→ Pg−1(k) −→ Pg−1(κ)
(recall that κ denotes the residue field of k). We define the map
logω : C(k) −→ kg, P 7−→
∮ P
P0
ω ;
then we have the partially (away from the finitely many points mapping to torsion under
the embedding of C into J given by the base-point P0) defined composition
ρ logω : C(k) 99K P
g−1(κ) .
For a subset X of C(k), we write ρ logω(X) for the image of the subset of X consisting of
elements on which ρ logω is defined.
We now specialize to k = Q2.
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Lemma 10.1. Let ϕ : Aα,Q2 → C be an annulus. Then with the notation introduced above,
we have
#ρ logω(ϕ(Aα(Q2))) ≤ 96(g − 1) + 31 .
Proof. We first need a version of [PS14, Proposition 3.8] for Laurent series. So let ℓ and w be
tuples of Laurent series with coefficients in Q2, converging on Aα and with dℓ(z)/dz = w(z).
By Proposition 6.8, a linear combination
∑
bjwj(z), with (bj) a Z2-basis of the ring of
integers of a suitable unramified extension of Q2, can be written in the form u(z)h(z), where
|h(ξ)− 1| < 1 for all ξ ∈ Aα(C2) and u is a Laurent polynomial with exponents contained in
[−2g + 1, 2g − 3]. Then
(10.1) #ρ(ℓ(Aα(Q2))) ≤ 12(g − 1) + 3 .
This can be proved in the same way as [PS14, Proposition 3.8]; the point is that the relevant
range of exponents of ℓ is contained in [−2g+2− δ(v, 2g− 3), 2g− 2+ δ(v, 2g− 3)]. We also
use δ(v, n) ≤ 1 + n/2. (This is also analogous to the proof of Proposition 7.7.)
Write ϕ∗ω = dℓ(z) + cdz
z
with c ∈ Qg2; we can assume that the constant term in ℓ(z) is zero.
Let a = (a1, . . . , ag) with aj = a(ωj) be the constants arising in Proposition 7.3. Then, by
the same proposition, we have
logω(ϕ(ξ)) = ℓ(ξ) + cLog0(ξ) + av(ξ) + b
with a constant vector b. Let r : Qg2\{0} → Fg2\{0} be the map that first scales its argument
by a power of 2 so that its entries are coprime elements of Z2 and then reduces it mod 2
(so that ρ is r followed by the canonical map Fg2 \ {0} → Pg−1(F2)). Since the size of
#ρ logω(ϕ(Aα(Q2))) depends only on the Z2-module generated by ω, we are free to replace
ω by any other Z2-basis of this module. We can choose a basis such that all of a, b and c
are of the form (∗, ∗, ∗, 0, . . . , 0). We assume in the following that a, b and c are linearly
independent. (If the dimension of their span is strictly less than 3, an argument similar
to that carried out below results in a better bound.) For any given ξ ∈ Aα(Q2) such that
ρ logω(ϕ(ξ)) is defined, we then have that r(logω(ϕ(ξ))) is of the form (β1, β2, β3, 0, . . . , 0)
with (β1, β2, β3) ∈ F32 \ {(0, 0, 0)} or (β1, β2, β3, λ4, . . . , λg) with (β1, β2, β3) ∈ F32, where
(0, 0, 0, λ4, . . . , λg) = r(0, 0, 0, ℓ4(ξ), . . . , ℓg(ξ)). This shows that
(10.2)
#ρ logω(ϕ(Aα(Q2))) ≤ 8#{r(0, 0, 0, ℓ4(ξ), . . . , ℓg(ξ)) : ξ ∈ Aα(Q2), (ℓ4, . . . , ℓg)(ξ) 6= 0}+ 7 .
Now (10.1), applied to (ℓ4, . . . , ℓg), gives
#{r(0, 0, 0, ℓ4(ξ), . . . , ℓg(ξ)) : ξ ∈ Aα(Q2), (ℓ4, . . . , ℓg)(ξ) 6= 0} ≤ 12(g − 1) + 3 .
Using this in (10.2) gives the bound in the statement of the lemma. 
This now implies a uniform bound on #ρ logω(C(Q2)).
Proposition 10.2. Let C be a curve of genus g over Q2. Then
#ρ logω(C(Q2)) ≤ 288(g − 1)2 + 129(g − 1) .
In particular, #ρ log(C(Q2)) ≤ 288(g − 1)2 + 129(g − 1), where ρ log is as in [PS14].
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Proof. We partition C(Q2) into residue disks and annuli according to Proposition 5.3. Write
CD(Q2) for the union of disks and CA(Q2) for the union of annuli. By [PS14, Proposition 5.4]
(with p = 2), we have #ρ logω(CD(Q2)) ≤ 5d + 6g − 6 where d is the number of disks. By
Proposition 5.3, d ≤ 12(g − 1)− 6(t− 1) and there are at most 2g − 3 + t annuli, for some
0 ≤ t ≤ g. This leads to the bound
#ρ logω(C(Q2)) ≤ #ρ logω(CD(Q2)) + #ρ logω(CA(Q2))
≤ max
0≤t≤g
{
66(g − 1)− 30(t− 1) + (2(g − 1) + (t− 1))(96(g − 1) + 31)}
= 288(g − 1)2 + 129(g − 1)
as claimed. The ρ log map from [PS14] is ρ logω for a specific choice of ω. 
We remark that this bound can be improved somewhat with a bit more work for hyperelliptic
curves C. For example, one can use the approach of Section 6 to get a partition of C(Q2)
into disks and (not necessarily maximal) annuli such that on the annuli the statement of
Corollary 6.7 holds. This gives an improvement of roughly a factor 2, so that the conclusion
of Corollary 10.3 below already holds for g = 17. However, it appears that our method
will not produce a bound better than linear in g for the size of the image of an annulus
under ρ log, and so the final bound for #ρ log(C(Q2)) will stay quadratic in g.
We finally obtain a uniformity result for the density of odd degree hyperelliptic curves with
only one rational point in any family defined by congruence conditions, assuming the genus
is sufficiently large.
Corollary 10.3. Let g ≥ 18 and consider any subfamily F of odd degree hyperelliptic curves
of genus g over Q defined by finitely many congruence conditions and ordered by height as
in [PS14]. Then the lower density of curves in F whose only rational point is the point at
infinity is at least 1− (576(g − 1)2 + 258(g − 1) + 2)2−g > 0.
Proof. This follows from Proposition 8.13 of [PS14] (with p = 2), since we know from Propo-
sition 10.2 that (in the notation of [PS14]) #I ≤ 288(g − 1)2 + 129(g − 1). 
The lower bound on the density tends to 1 quickly as g → ∞, so we can phrase this result
as ‘most odd degree hyperelliptic curves in any congruence family have only one rational
point.’
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