Abstract
Introduction and Motivation
In designs with high reliability requirements, or when faults are expected to develop due to a hostile environment, some form of on-line testing (ideally combined with a recovery mechanism) is essential to guarantee the correct operation of the system. Typically, computed results are verified using a self-checking design technique. Several such techniques have been presented [1] ; simulation results ( [2] ) show that parity checking and (identical or diverse) duplication are the most attractive, both in terms of fault coverage and of area overhead. In this work, we apply duplication-related techniques, taking advantage of the hardware saving potentials naturally existing in data paths, as is demonstrated in the following example.
Straightforward physical duplication clearly results in a hardware penalty of over 100%. However, when dataflow graphs (DFGs) are considered (rather than isolated circuits), then algorithmic duplication, utilising components' idle periods * can provide an economical alternative. Consider figure 1, where three operations of the same type (additions) are scheduled over control steps (CS) 1 and 2, * A component in a synchronous design is considered to be idle during a particular control step, if it is not fed by useful inputs and does not produce useful results during that particular step. and allocated to two adders (A1, A2). It can be seen that both A1 and A2 are idle during CS 3, while A2 is also idle during CS 1. We can utilise A2 during CS 1 to duplicate +1, while A1 and A2 can be used during CS 3 to algorithmically duplicate +3 and +2 respectively. In this way, we duplicate all three additions, without inserting any new adders at all (as in physical duplication), or any overhead to the original unit (as in parity checking), just with the expense of the associated multiplexers.
An obvious issue is how to deal with designs with less module idle time than that required to duplicate all operations. Orailoglu and Karri [3] presented a hardware redundancy based technique. They imposed strict performance requirements (checkpoints), and accepted some hardware overhead (redundant units). Recently, Wu and Karri [4] proposed a time redundancy based technique. In their approach, some additional control steps are tolerated, so that no extra units need to be inserted. Karri and Iyer [5] investigated the idea of rejecting any redundancy at all, and presented their Introspection technique, which fully utilises the idle time available, but prefers untestable designs to redundancy. Antola et al [6] trade-off testability for area savings and propose semiconcurrent error detection. In this technique, only one of every P computed results is verified (P is defined by the designer), while checking is applied to primary outputs only.
All the above-mentioned work inserted on-line testing resources to designs either by modifying the initial design HDL descriptions (e.g. [4] ), or using some postprocessing step (e.g. [6] ). The former is clearly limited to designs that are small enough to be handled manually, while the latter still lacks the flexibility to consider scheduling and allocation of functional and self-checking operations simultaneously, within the same synthesis process. Furthermore, all previous work imposed particular scheduling and allocation strategies from the beginning; thus, the techniques mentioned can be very efficient for specific designs in certain contexts. However, efficiency cannot be guaranteed for every given design, and design space exploration in the search for an alternative has not been addressed. The aim of this paper is to propose a new framework for high-level on-line test synthesis. We utilise an existing high-level synthesis system and modify its internal data structures. In this way, insertion of self-checking functionality is performed automatically, at the designer's request, without any modification of the HDL input, guided by a cost function that reflects on-line testability requirements (together with the traditional area and delay). This enables the fast production of on-line testable designs of realistic size (as opposed to small benchmarks). Further, we do not impose a particular redundancy technique; rather, it is the designer's requirements that direct the system towards hardware or time redundancy, or in certain cases a mixture of both techniques. As will be demonstrated in section 5, this approach allows for efficient design space exploration, while the ability to choose the most appropriate redundancy technique in each synthesis session makes our system versatile. As regards testability, we assume that every computed result has to be verified, and, ideally, faults need to be detected before they corrupt the primary outputs, so that any possible recovery mechanism will be able to react in time.
Inversion Testing
Firstly, an overview of inversion testing [7] is given and the hardware savings potential it adds to the synthesis process is demonstrated. The basic inversion testing scheme is shown in figure  2 . Module 1 is the functional unit, while module 2 and the comparator have been inserted for testing purposes. From the figure, it is evident that inversion and comparison can be regarded as a variation of the well known duplication and comparison scheme, the difference between the two being that in the inversion case the introduced unit (module 2) is not a replica of the functional one; rather, it is the inverse module. In this context, we use the term inverse to signify a module that reproduces the original functional input when fed by the functional output. Clearly, not all operations are invertible, that is we cannot define inverse operations and corresponding units for all operations (e.g. logic functions are non-invertible). However, when dealing with invertible operations, such as arithmetic functions, inversion is a valid alternative to duplication.
Physical inversion has no advantage over duplication. However (when considering a DFG) there are cases when algorithmic inversion can lead to smaller designs than duplication. This is illustrated in the DFG of figure 3. In the figure, addition +1 is scheduled at CS 1 and allocated to adder A1, while an operation of the inverse type (subtraction -1) is scheduled at CS 3 and allocated to subtractor S1. A1 is idle during both CS 2 and 3, while S1
is idle during CS 1 and 2. Let us assume that after CS 3, control returns to CS 1 (typical in designs originating from VHDL processes). We can utilise A1 and S1 during CS 2 to invert -1 and +1 respectively. Thus, we invert both, without inserting any new modules. Note that only one adder and one subtractor are available in the example, so applying duplication would necessarily lead to physical duplication. Therefore, considering both algorithmic inversion and duplication testing within a DFG provides maximum flexibility.
High-level Synthesis Background
To validate our approach, we have used the Multiple Objective Optimisation in Data and control path Synthesis (MOODS) High-Level Synthesis Suite [8] . However, our framework is generic and can be applied to any other iterative, transformation-based and cost function driven system. In this section, we briefly mention those elements of MOODS functionality that are essential for our work.
When the tool is first invoked, the VHDL input is parsed, and an initial, naïve realisation of the system is formulated. In this realisation, every operation is scheduled at a dedicated CS and allocated to a dedicated data path unit. Clearly, it is the most inefficient of all possible implementations, but it serves as a starting point for subsequent refinement.
Optimisation proceeds through multiple repetitions of the optimisation loop shown in figure 4 , and depends on the set of available transforms, a cost function reflecting designer requirements, and the controlling algorithm.
High-level synthesis transforms are typically related to allocation (e.g. sharing two hardware units) or scheduling (e.g. merging two control steps). In the current version of MOODS, roughly 20 transforms are available.
The whole optimisation process is controlled by a cost function of the form
(1) where : a i are user specifications (typically n=3, and a 1 , a 2 , a 3 correspond to area, delay and clock period) c i are weight constants reflecting priorities (high or low) It is through this function that a particular transform at a particular state of the design is characterised as beneficial or degrading.
Finally, all decisions that need to be taken during optimisation are made using a suitable algorithm. In MOODS, both simulated annealing and goal-oriented heuristics are currently available [8] .
We are now able to explain the optimisation loop (figure 4). In the transform and data selection phase, the algorithm chooses a transform and suitable data. During the validity check phase, it is determined whether or not the transform can be applied at the given moment (several dependencies may prevent it). If the validity check succeeds, then the cost function is used during the cost estimation phase to calculate the impact of the transform on the design "quality". Then the algorithm once more directs the system to apply or reject the transform, and finally it determines whether or not more transforms will be considered.
Clearly, utilising an existing highlevel synthesis framework enables us to take advantage of its existing features. One such feature that is greatly exploited here is the chaining property.
Two operations are said to be chained if they are scheduled for serial execution within the same CS. Obviously, the only reason why serial (as opposed to parallel) execution would be needed is data dependency. Chained operations are the result of merging associated (consecutive) control steps. When such merging is applied, steps are clearly saved, but the clock period may need to be lengthened, so that the series of operations can fit in a single step.
Versatile Implementation
As shown in section 3, optimisation within a system like MOODS relies on the following elements : transforms, the cost function and an algorithm. Therefore, to introduce a new functionality, one needs to define appropriate transforms to implement the functionality, provide a supplement to the cost function to reflect new concepts, and also choose an algorithm to automate the process.
On-line test insertion transforms
In order to include test resource insertion within the synthesis framework, three additional transforms have been implemented in about 2000 lines of C++ code (including test, estimate and perform functions for each). Two of the transforms implement test resource insertion (one for duplication and one for inversion), and the third one implements removal of (previously inserted) test resources. This last transform serves as an "undo" transform and is needed whenever a "step back and try an alternative route" approach is to be adopted.
Note that the resulting design immediately after test insertion is, once more, naïve; it is the subsequent optimisation steps that produce efficient designs. This is clarified in figure 5 . Without loss of generality, we assume that it is the duplication testing scheme that is being applied. The original state of part of a DFG is shown in 5a. Operations #1 and #2 (of the same kind) are scheduled for the same CS, N, and allocated to units C1 and C2 respectively. In 5b, duplication (#2´) and comparison (!=) operations for #2 have been inserted. Two new CSs have been added for this purpose, while the new operations have been allocated to new data path units. For the sake of the discussion we assume that the clock period is long enough for #2´and != to be chained within a single CS. Optimisation can then proceed to either the situation of 5c or that of 5d. If hardware saving is the primary designer goal, then modules for #1 and #2´will be shared (as in 5c), but an additional CS N+1 will have to be tolerated (since C1 is active during both N and N+1, therefore N and N+1 cannot be merged). Alternatively, if speed is more important than area, then we end up with the situation of 5d, where no CS needs to be added, but the price is the area of the additional module C3. Note that the decision regarding which of the two optimisation paths will be followed is taken automatically by the system, using eq. (1). Therefore, we have shown that our approach gives the designer the flexibility to choose between time or hardware redundancy, instead of imposing a particular strategy. Further, we have demonstrated a counterintuitive result : a naïve start leads to a versatile process.
Finally, in order for the testing scheme to be valid, an operation and its duplicate cannot be assigned to the same unit (e.g. C2 and C3 in figure 5b must not be shared). For this purpose, the (existing) unit sharing transform test phase has been supplemented with appropriate checking.
A metric for on-line testability
Using the cost function (eq. (1)) with only its usual area and timing parameters, causes the test insertion transforms to look very expensive (since they are introducing both new units and new control steps, as seen in the transition from figure 5a to 5b). Therefore, eq. (1) needs to be expanded to reflect the benefit of our transforms, that is increased on-line testability. Using the terminology of section 3, n must take the value 4, and a metric a 4 for online testability needs to be defined and included in (1), together with the appropriate weight c 4 . The following expression is proposed as such a metric : ( 4 ], it simply reflects the fact that the sooner the fault is detected the better.
Note that eq. (2) is ultimately normalised over its maximum value (obtained for P 1 =100% and L→0), and so T on-line is expressed in %.
Algorithm
As mentioned in section 3, simulated annealing [8] is readily available within MOODS. Its advantage is generality (whatever can be quantified can also be optimised for); its drawback is low speed. Thus, fast areaor delay-oriented heuristics are also available [8] . In this work, we take advantage of the generic nature of simulated annealing to optimise for testability (that is, introduce on-line testing by means of the discussed transforms), and then use the heuristics to optimise for speed and / or area (as directed by designer goals).
Experimental results
In this section, we present the results of our experimentation. Three High-Level Synthesis Workshop benchmarks, namely tseng (1991), diffeq (1992) and qrs (1995) , are used to illustrate our results.
Synthesis results
In all experiments, benchmarks have initially been synthesized behaviourally using the MOODS system. Subsequently, Synplicity Synplify Pro Version 6.2 has been used for RTL synthesis, while Xilinx Design Manager version 3.1i has been used for the final implementation. The results are shown in tables 1 -8.
The first row of each of the tables corresponds to the untestable design, while the second, third and fourth (and fifth on table 1) rows show testable implementations produced using several combinations of user requirements. Area and performance penalties are reported with respect to the corresponding untestable design.
Designer priorities (regarding area, delay, on-line testability and clock period) for each particular experiment are given in the first four columns. Designer clock period requirements are reported on a scale of "relaxed" to "very strict", where relaxed means that the period is long enough for the system to do as much chaining as possible, * The term error latency refers to the number of control steps that elapse between the occurrence and the detection of a fault. while other classifications allow less and less chaining. In theory, allowing chaining is expected to lead to smaller realisations and fewer control steps, but low frequencies, while preventing chaining retains a high frequency value but gives rise to more control steps.
The next two columns report the area statistics of the corresponding designs (in FPGA slices), together with the associated area overhead percentage.
The next four columns show performance statistics. Number of clock cycles, maximum achievable frequency, minimum delay and the worst case delay degradation are all reported. Minimum delay is equal to (cycles / maximum frequency). That is, the reported values for the worst case degradation reflect the degradation in delay that would be suffered, if the designer required maximum frequency. To illustrate this point, let us refer to the second row of table 1. The total delay is reported to be degraded 12 times with respect to the corresponding untestable design. However, this only applies if the designer requires a maximum (48 MHz) frequency for the original design. If a lower value was enough for the untestable version, then the actual delay degradation would be much more tolerable. In other words, the reported delay degradation is as pessimistic as possible and the actual degradation can only be evaluated within the context of each particular application.
Finally, the last two columns report testability evaluation. This includes the applied testing technique * and the resulting testability value (calculated by eq. (2)). "Mixed" technique refers to cases where some operations are duplicated and some others inverted. All operations are made on-line testable; whenever testability is not 100%, this is due to non-zero error latency. Table 1 shows synthesis results for the Tseng benchmark. In this small design, we can easily verify our predictions about the relationship between clock period requirements and design size. Indeed, the most compact on-line testable design in this case, is the one in the second row, which corresponds to relaxed period specification, leading to inversion testing and resulting in chains of the form (operation, inverse) executed serially within the same CS. A severe degradation in frequency is suffered (since there is data dependency between an operation and its inverse, as figure 2 shows). A much faster (yet somewhat bigger) realisation is that of the fourth row, where strict period specification leads to duplication (CS merging in a duplicated operation leads to insignificant frequency degradation, since an operation and its duplicate are scheduled to be executed in parallel It is to be noted that all size and frequency values are those reported by the implementer tool. Therefore, they are the most realistic we can get, and they reflect all low level optimisations as well as the high-level ones.
Comparison of the achieved results with those of other approaches ( [3, 4, 5, 6] ) is hard to carry out, since RT and gate level synthesis in each case are performed by different tools and different technologies are targeted. In any case, though, the most important feature of our approach demonstrated in this section is not hardware savings or improved performance; rather, it is fast design space exploration, with minimal designer effort (limited to changing priority settings), provided by fully automating on-line test resource insertion within behavioural synthesis. Ultimately, it is the designer who makes the decision regarding which one of the realisations best accommodates his or her needs. None of them can be favoured or rejected in advance; each one can only be evaluated in the context of the project the design is part of. Further, even if a synthesis session fails to meet designer's requirements (as is probably the case e.g. in the last row of table 8, where a hardware penalty of 131% and considerable delay penalty are reported), an alternative realisation can be obtained efficiently and painlessly, simply by changing a limited number of settings and repeating the session. As the tables show, much better results are very likely to be achieved (for example, row 3 of table 5 gives a hardware overhead of just 56.6%).
Simulation results
In order to verify that our implementations in fact detect system faults, we have conducted a number of fault injection and simulation experiments. We have been experimenting with the Tseng benchmark mentioned above, and we performed fault simulations using a variation of the transparent fault injection technique presented in [9] . In this method, the VHDL architecture of every RTL module is replaced by an alternative architecture, which includes structures to simulate faulty behaviour in the presence of each modelled fault.
The single stuck-at fault model is used. While this model is not "literally" valid in the on-line context (since any signal "physically" stuck at a value should have been detected during production test), it still provides a convenient way to emulate faulty behaviour. Therefore, it would be better to say that we simulated against defects whose effect can be modelled using stuck-at faults. Further, we targeted faults in data path units only, while the controller, interconnect, storage, and "glue" logic parts are considered for the time being to be fault free. Finally, introduced comparators are also for the purposes of the current state of our work regarded as fault free.
We simulated against random faults, for a variety of random inputs. Thus, we imitated the behaviour of a system for which we cannot know the functional inputs a priori. Table 9 shows our results. Masked faults refer to faults that do not corrupt module outputs; therefore they should not be detected. Due to the fault secure nature of duplication and invertion testing, we expect that all nonmasked faults will be detected. Indeed, this is verified by the presented results.
Conclusions
In this paper, we have presented an integral, cost function driven on-line test synthesis framework, which is able to incorporate a variety of alternative algorithms and techniques. The three main contributions of this work are :
-Insertion of self-checking resources does not require any modification of input HDL code, and it is part of the design optimisation process. This enables efficient and versatile design space exploration, while designs of realistic complexity can be made on-line testable with no additional designer effort. To the best of our knowledge, this issue is explicitly considered for the first time.
-A metric for on-line testability is proposed and used. We expect this concept to be useful in other cost functiondriven systems.
-Inversion testing provides an additional degree of freedom to the system towards minimising overheads.
Current work involves replacing the conventional comparator modules currently used with fault secure [1] ones, and modifications to the existing system to accommodate them.
