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a b s t r a c t
Spiking neural P systems (in short, SN P systems) are computing devices based on the
way the neurons communicate through electrical impulses (spikes). These systems involve
various ingredients; among them, we mention forgetting rules and the delay in firing
rules. However, it is known that the universality can be obtained without using these two
features. In this paper we improve this result in two respects: (i) each neuron contains at
most two rules (which is optimal for systems used in the generative mode), and (ii) the
rules in the neurons using two rules have the same regular expression which controls their
firing. This result answers a problem left open in the literature, and, in this context, an
incompleteness in some previous proofs related to the elimination of forgetting rules is
removed. Moreover, this result shows a somewhat surprising uniformity of the neurons in
the SN P systems able to simulate Turing machines, which is both of a theoretical interest
and it seems to correspond to a biological reality. When a bound is imposed on the number
of spikes present in a neuron at any step of a computation (such SN P systems are called
finite), two surprising results are obtained. First, a characterization of finite sets of numbers
is obtained in the generative case (this contrasts the case of other classes of SN P systems,
where characterizations of semilinear sets of numbers are obtained for finite SN P systems).
Second, the accepting case is strictly more powerful than the generative one: all finite sets
and also certain arithmetical progressions can be accepted. A precise characterization of
the power of accepting finite SN P systems without forgetting rules and delay remains to
be found.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Spiking neural P systems (in short, SN P systems) are membrane computing models which abstract the way neurons
communicate bymeans of electrical impulses of identical shape, called spikes. Actually, spiking neural computing is a recent
vivid direction of research in neural computing — see, e.g., [5,6].
The SN P systems were introduced in [3], and then investigated in a large number of papers. We refer to the respective
chapter of [11] for general information in this area, and to the membrane computing website from [15] for details. A
bibliography of SN P systems, complete at the level of April 2009, can be found in [9].
In short, an SN P system consists of a set of neurons placed in the nodes of a directed graph and sending signals (spikes,
denoted in what follows by the symbol a) along synapses (arcs of the graph). Thus, the architecture is that of a tissue-like P
system, with only one kind of objects present in the cells. The objects evolve bymeans of spiking rules, which are of the form
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E/ac → a; d, where E is a regular expression over {a} and c, d are natural numbers, c ≥ 1, d ≥ 0. The meaning is that a
neuron containing k spikes such that ak ∈ L(E), k ≥ c, can consume c spikes and produce one spike, after a delay of d steps.
This spike is sent to all neurons to which a synapse exists outgoing from the neuron where the rule was applied. There also
are forgetting rules, of the form as → λ, with the meaning that s ≥ 1 spikes are forgotten, provided that the neuron contains
exactly s spikes. It is important to notice that the applicability of a rule is defined depending on the total number of spikes
contained in the neuron. The system works in a synchronized manner, i.e., in each time unit, each neuron which can use a
rule should do it, but the work of the system is sequential in each neuron: only (at most) one rule is used in each neuron.
One of the neurons is considered to be the output neuron, and its spikes are also sent to the environment. The moments of
time when a spike is emitted by the output neuron are marked with 1, the other moments are marked with 0. This binary
sequence is called the spike train of the system — it might be infinite if the computation does not stop.
The result of a computation is encoded in the distance between consecutive spikes sent into the environment by the
(output neuron of the) system. In [3] only the distance between the first two spikes of a spike train was considered, then
in [10] several extensions were examined: the distance between the first k spikes of a spike train, or the distances between
all consecutive spikes, taking into account all intervals or only intervals that alternate, all computations or only halting
computations (for the definition of a halting computation, see Section 3), etc. In the present paper we consider SN P systems
generating sets of numbers as in [3], as the distance in time between the first two spikes of a spike train.
Systems working in the accepting mode were also considered: a neuron is designated as the input neuron and two spikes
are introduced in it, at an interval of n steps; the number n is accepted if the computation halts.
Both in the generating and the accepting case, SN P systems were proved to be computationally complete (equivalent
with Turing machines; we also say that SN P systems are ‘‘universal’’: the equivalence with Turing machines is constructive,
hence starting the proof of equivalence from universal Turing machines, or from equivalent universal devices, directly lead
to universal SN P systems). When a bound is imposed on the number of spikes present in each neuron during a computation
(such systems are called finite), a characterization of semilinear sets of numbers is obtained (which is the same with the
family of length sets of regular languages).
Recently, SN P systems were also used in order to devise (theoretical) ways to solve computationally hard problems in a
feasible (polynomial) time, but we do not enter here into details.
When investigating any (universal) computing device, a ‘‘standard’’ problem is to consider restricted versions of it
without losing the computing power. This issue is particularly interesting for SN P systems, with a double motivation: the
theoretical one (finding as uniform as possible universal systems, with as simple as possible neurons), and in respect to
the relation with the biological reality (at the first sight, the brain neurons looks rather similar). That is why several normal
formswere imposed to SN P systems. For instance, in [2] one shows that the universality is obtainedwithout using forgetting
rules and, separately, without using the delay in the spiking rules. An open problem was formulated in [2]: whether both
these features can be avoided without losing the universality. An affirmative answer to this problemwas given in [1], where
the proof used three rules in each neuron.
We answer here this question, proving that both forgetting rules and the delay can be removed and two rules in
each neuron suffice for universality. This is an optimal result for generative SN P systems: such a system should be non-
deterministic, otherwise it generates at most one number; this means that at least one neuron must contain at least two
rules, to make possible the non-deterministic choice of one of them. For SN P systems used in the accepting mode, one rule
in each neuron is enough for Turing completeness.
The result can be slightly refined: the two rules of a neuron do not need to have different regular expressions for checking
the applicability of the rules, i.e., both rules can use the same regular expression. This reminds the case of SN P systems from
[13], where each neuron has a single excitation threshold, which corresponds to a single regular expression. Actually, in
[13] one uses a threshold, hence a singleton; in what follows we cannot impose such a restriction: SN P systems with finite
regular expressions (i.e., the associated language is finite) characterize the finite sets of numbers. This result contrasts the
characterization of semilinear sets of numbers usually obtained for finite SN P systems used in the generative mode, and
the ‘‘explanation’’ lies in the fact that we have no possibility to remove (by forgetting or by using neurons closed due to
the delay feature) or to ‘‘store’’ spikes (by using arbitrary regular expressions, which, for instance, ignore even numbers of
spikes and enable a rule only for odd numbers, which makes possible storing as many spikes as we need in a neuron as long
as the number is even).
Surprisingly enough, in the accepting case finite SN P systems without forgetting rules and delay are strictly more
powerful than generative systems: we can accept all finite sets as well as certain arithmetical progressions. We conjecture
that a characterization of semilinear sets of numbers can be obtained in this case.
Besides improving the result in [1] and reducing the number of regular expressions to one per neuron, our proofs also
have another by-product of interest: both in [2,1] there is a problemwith the construction used for removing the forgetting
rules, the consideredmodules (ADD and SUBmodules corresponding to instructions of a registermachinewhich is simulated
by an SN P system) can interfere in an undesired way. Our construction takes explicitly care of this aspect, thus reproving
the results from [2,1] in a ‘‘safe’’ way.
The paper is organized as follows. The next section provides basic prerequisites, including register machines, while
Section 3 introduces the SNP systems elements necessary in the rest of the paper. Section 4 gives themain result of the paper,
the improved normal form discussed above, both in the generative and accepting case. In Section 5.1 we consider finite SN
P systems, and we provide a characterization of finite sets of numbers. A short discussion ends the paper in Section 6.
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2. Prerequisites
We assume the reader to be familiar with very basic elements of automata and language theory, as available in many
monographs or handbook [12], and we introduce here only a few notations, as well as the notion of register machines, used
later in the proofs of our results.
For an alphabet V , V ∗ denotes the set of all finite strings of symbols from V , the empty string is denoted by λ, and the set
of all non-empty strings over V is denoted by V+. When V = {a} is a singleton, then we write simply a∗ and a+ instead of
{a}∗, {a}+.
A regular expression over an alphabet V is defined as follows: (i) λ and each a ∈ V is a regular expression, (ii) if E1, E2
are regular expressions over V , then (E1)(E2), (E1) ∪ (E2), and (E1)+ are regular expressions over V , and (iii) nothing else is
a regular expression over V . With each regular expression E we associate a language L(E), defined in the following way: (i)
L(λ) = {λ} and L(a) = {a}, for all a ∈ V , (ii) L((E1)∪(E2)) = L(E1)∪L(E2), L((E1)(E2)) = L(E1)L(E2), and L((E1)+) = (L(E1))+,
for all regular expressions E1, E2 over V . Non-necessary parentheses can be omitted when writing a regular expression, and
also (E)+ ∪ {λ} can be written as E∗.
By FIN, SLIN,NRE we denote the families of finite, semilinear, and of Turing computable sets of natural numbers (SLIN
can be also denoted NREG, to emphasize the fact that it is the family of length sets of regular languages).
A register machine is a construct M = (m,H, l0, lh, I), where m is the number of registers, H is the set of instruction
labels, l0 is the start label (labeling an ADD instruction), lh is the halt label (assigned to instruction HALT), and I is the set of
instructions; each label from H labels only one instruction from I , thus precisely identifying it. The instructions are of the
following forms:
• li : (ADD(r), lj, lk) (add 1 to register r and then go to one of the instructions with labels lj, lk),• li : (SUB(r), lj, lk) (if register r is non-empty, then subtract 1 from it and go to the instruction with label lj, otherwise go
to the instruction with label lk),• lh : HALT (the halt instruction).
A register machine M computes (generates) a number n in the following way: we start with all registers empty (i.e.,
storing the number zero), we apply the instruction with label l0 and we proceed to apply instructions as indicated by the
labels (and made possible by the contents of registers); if we reach the halt instruction, then the number n stored at that
time in the first register is said to be computed byM . The set of all numbers computed byM is denoted by N(M). It is known
that register machines compute all sets of numbers which are Turing computable, hence they characterize NRE.
Without loss of generality, we may assume that in the halting configuration, all registers different from the first one are
empty, and that the output register is never decremented during the computation, we only add to its contents. In the proofs
of our results we assume that the register machines which we simulate have these properties.
We can also use a register machine in the accepting mode: a number is stored in the first register (all other registers
are empty); if the computation starting in this configuration eventually halts, then the number is accepted. Again, all sets
of numbers in NRE can be obtained, even using deterministic register machines, i.e., with the ADD instructions of the form
li : (ADD(r), lj, lk)with lj = lk (in this case, the instruction is written in the form li : (ADD(r), lj)).
Convention: when evaluating or comparing the power of two number generating/accepting devices, number zero is
ignored.
3. Spiking neural P systems
We assume the reader to be familiar with basic elements about SN P systems, e.g., from [11,15]. In order to have the paper
self-contained, we recall here the definition of an SN P system and of the set of numbers generated or accepted by it.
An SN P system of degreem ≥ 1 is a construct of the form
Π = (O, σ1, . . . , σm, syn, in, out),
where:
(1) O = {a} is the singleton alphabet (a is called spike);
(2) σ1, . . . , σm are neurons, of the form
σi = (ni, Ri), 1 ≤ i ≤ m,
where:
(a) ni ≥ 0 is the initial number of spikes contained in σi;
(b) Ri is a finite set of rules of the following two forms:
(1) E/ac → a; d, where E is a regular expression over a, and c ≥ 1, d ≥ 0;
(2) as → λ, for some s ≥ 1, with the restriction that for each rule E/ac → a; d of type (1) from Ri, we have as /∈ L(E);
(3) syn ⊆ {1, 2, . . . ,m} × {1, 2, . . . ,m}with (i, i) /∈ syn for 1 ≤ i ≤ m (synapses between neurons);
(4) in, out ∈ {1, 2, . . . ,m} indicate the input and output neurons, respectively.
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The rules of type (1) are spiking rules, and they are applied as follows. If the neuron σi contains k spikes, and ak ∈ L(E), k ≥
c , then the rule E/ac → a; d can be applied. The application of this rule means removing c spikes (thus only k− c remain in
σi), the neuron is fired, and it produces a spike after d time units (a global clock is assumed, marking the time for the whole
system, hence the functioning of the system is synchronized). If d = 0, then the spike is emitted immediately, if d = 1, then
the spike is emitted in the next step, etc. If the rule is used in step t and d ≥ 1, then in steps t, t + 1, t + 2, . . . , t + d − 1
the neuron is closed (this corresponds to the refractory period from neurobiology), so that it cannot receive new spikes (if a
neuron has a synapse to a closed neuron and tries to send a spike along it, then that particular spike is lost). In the step t+d,
the neuron spikes and becomes again open, so that it can receive spikes (which can be used starting with the step t+d+1).
The rules of type (2) are forgetting rules and they are applied as follows: if the neuron σi contains exactly s spikes, then
the rule as → λ from Ri can be used, meaning that all s spikes are removed from σi.
If a rule E/ac → a; d of type (1) has E = ac , then we will write it in the simplified form ac → a; d. If in all rules we have
d = 0, then we say that the system is without delay and the parameter d is omitted when writing the rules; thus, a rule
ac/ac → a; 0 is simply written as ac → a.
In each time unit, if a neuron σi can use one of its rules, then a rule from Ri must be used. Since two firing rules,
E1/ac1 → a; d1 and E2/ac2 → a; d2, can have L(E1) ∩ L(E2) 6= ∅, it is possible that two or more rules can be applied in
a neuron, and in that case, only one of them is chosen non-deterministically. Note however that, by definition, if a firing rule
is applicable, then no forgetting rule is applicable, and vice versa.
Thus, the rules are used in the sequential manner in each neuron, but neurons function in parallel to each other.
The initial configuration of the system is described by the numbers n1, n2, . . . , nm, of spikes present in each neuron.
During a computation, the ‘‘state’’ of the system is described by both the number of spikes present in each neuron, and by
the open/closed condition of each neuron: if a neuron is closed, then we have to specify when it will become open again.
Thus, 〈r1/t1, . . . , rm/tm〉 is the configuration where neuron σi contains ri ≥ 0 spikes and it will be open after ti ≥ 0 steps,
for i = 1, 2, . . . ,m; with this notation, the initial configuration of the system is C0 = 〈n1/0, . . . , nm/0〉.
Using the rules as described above, one can define transitions among configurations. Any sequence of transitions starting
in the initial configuration is called a computation. A computation halts if it reaches a configuration where all neurons are
open and no rule can be used. With any computation (halting or not) we associate a spike train, the sequence of zeros and
ones describing the behavior of the output neuron: if the output neuron spikes, then we write 1, otherwise we write 0.
An SN P system can be used in various ways. In the generative mode, we start from the initial configuration and we
define the result of a computation as the number of steps between the first two spikes sent out by the output neuron; the
subsequent behavior of the system (spiking again or not, halting or not) is ignored. We denote by N2(Π) the set of numbers
computed in thisway by an SN P systemΠ .We can also useΠ in the acceptingmode: a number n is introduced in the system
as the number of steps between two spikes which enter neuron σin from the environment, and the number n is accepted if
and only if the computation halts. We denote by Nacc(Π) the set of numbers accepted byΠ .
In the generative case, the neuron (with label) in is ignored, in the accepting mode the neuron out is ignored (in most
cases below, we identify the neuron σi with its label i, so we say ‘‘neuron i’’ understanding that we speak about ‘‘neuron σi’’).
We can also use an SN P system in the computing mode, introducing a number in neuron in and obtaining a result in neuron
out , but we do not consider this case here.
We denote byNαSNP(rulek) the families of all setsNα(Π), for α ∈ {2, acc}, computed by SN P systemswith atmost k ≥ 1
rules in each neuron, without forgetting rules andwithout using the delay feature. (In the literature, also themaximal delay,
and maximal number of spikes consumed or forgotten by a rule are specified; because we do not use delay and forgetting
rules, these parameters – like in [1] – are zero, hence omitted, while the maximal number of consumed spikes is the same
in our case as in [1], three, hence we also omit this parameter.)
4. Improving the normal form from [1]
As mentioned above, the equality NRE = N2SNP(rule3) is proved in [1] and the question is raised whether the number
of rules per neuron can be decreased. We answer this question as announced in the Introduction: two rules suffice.
Theorem 4.1. NRE = N2SNP(rule2).
Proof. We show that NRE ⊆ N2SNP(rule2); the converse inclusion is straightforward (or we can invoke for it the Turing-
Church thesis). Let us consider a register machine M = (m,H, l0, lh, I) with the properties specified in Section 2. We
construct an SN P systemΠ which simulatesM in the somewhat standard way when proving that a class of SN P systems is
universal. Specifically, we construct modules ADD and SUB to simulate the instructions of M , as well as an output module
FIN which provides the result (in the form of a suitable spike train). Each register r of M will have a neuron σr inΠ , and if
the register contains the number n, then the associated neuron will contain 2n spikes. Also, a neuron is associated with each
label in H , and further auxiliary neurons are present in the modules below. Initially, al these neurons are empty, with the
exception of neuron l0, which contains one spike. (In general, a neuron σl, for l ∈ H , is activated when it receives a spike,
and this entails the simulation of the instruction associated with l. Hence, initially, only neuron σl0 is active.)
The modules will be given in a graphical form, indicating their initial configuration, the synapses, and, for each neuron,
the associated set of rules.
The ADDmodule used to simulate an addition instruction li : (ADD(r), lj, lk) is indicated in Fig. 1. Neuron li fires and sends
spikes to neurons li1 and li2. In the next step, both σr and σli4 receive two spikes, and σli3 one spike. The increase of the value
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Fig. 1.Module ADD, simulating li : (ADD(r), lj, lk).
of register r was simulated by adding two spikes to neuron σr . The neuron li4 behaves non-deterministically, choosing one
of its spiking rules. If we use here the rule (a2 ∪ a)/a2 → a, then both spikes are consumed. At the same time, σli6 and σli7
receive two spikes. Initially, no spike was here, hence an even number; adding two spikes to an even number of spikes we
continue having an even number and the rules in these neurons are not enabled. In the next step, the spike sent from σli3
to σli5 reaches alone neuron li6. Because the number of spikes in neuron li6 is now odd, the rule a(aa)
∗/a → a is used, one
spike is consumed, hence we remain with an even number again. The neuron lj receives a spike, hence the instruction ofM
with this label will start to be simulated. If in neuron li4 we use the rule (a2 ∪ a)/a → a instead of (a2 ∪ a)/a2 → a, then
one spike is consumed and one remains. Again neurons li6 and li7 receive two spikes simultaneously (one from σli3 ), hence
they do not spike, just accumulate two further spikes to the even number of spikes already present here. In the next step,
neuron li4 spikes again, using the same rule (a2 ∪ a)/a→ a, enabled by the presence of one spike. Neuron li6 receives two
spikes (one from σli5 ) and does nothing, while neuron li7 receives a spike, its rule is enabled, and a spike is sent to σlk , thus
completing the simulation of the ADD instruction. Note that in the end exactly one of σlj , σlk gets a spike, σli6 and σli7 contain
an even number of spikes, and no other neuron – except for σr , which received two spikes – contains any spike.
The SUB module used to simulate a subtraction instruction li : (SUB(r), lj, lk) is shown in Fig. 2. Like in the case of the
ADD module, it starts to work when a spike enters the neuron with the label li. This neuron spikes and a spike is sent to
neuron σr — as well as to σli1 .
If register r is non-empty, then σr contains at least three spikes and its rule is enabled. In the next step, σli2 receives two
spikes, one from σr and one from σli1 , and nothing happens (like in the ADD case, an even number of spikes does not enable
the rule). At the same time, σli3 receives a spike, and it fires, sending one spike to each of σli7 , σli8 , and σli9 . Note that the
number of spikes in neuron σr was decreased by three, which corresponds to decreasing by one the value of register r and
removing the spike initially received from σli .
Neurons li7, li8 send their spikes to σli10 , while σli9 sends a spike to σli11 . Neuron li10 has now a number of spikes of the
form 3n+ 2, for some n ≥ 0, and its rule is not enabled by such a number; the spikes wait here. Instead, neuron li11 spikes,
thus activating the neuron associated with label lj, and also sending one spike to σli10 . In this way, this neuron will get a
number of spikes which is multiple of 3, hence its rule cannot fire.
Assume now that register r is empty, hence neuron σr contains only one spike, received from σli . The rule of σr is not
enabled, the single spike waits here. However, σli2 receives one spike, from σli1 , and in the next step it spikes, sending one
spike to each of σli4 , σli5 , and σli6 . The situation is similar to the previous one: neuron li11 receives two spikes which wait
here unused, neuron li10 receives one spike, fires, and this activates neuron lk and sends spikes to σli11 (which holds again
a number of spikes which is a multiple of 3), and to σli12 and σli13 . Neurons σli12 and σli13 send the spikes to neuron σr and
now neuron σr contains three spikes (one was waiting from the first step). With three spikes inside, σr fires, sending spikes
to both σli2 and σli3 . These neurons pass one spike to each of the ‘‘lower level’’ neurons, which, in turn, send three spikes
to each of σli10 and σli11 . The work of this module stops, no further rule can be applied. Note that all neurons returned to a
number of spikes of the same parity as at the beginning (even numbers in σli2 , σli3 andmultiples of three in σli10 , σli11 ) except
for neuron σr .
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Fig. 2.Module SUB, simulating li : (SUB(r), lj, lk).
Fig. 3. The FIN module.
A problem appears with these SUB modules: when simulating an instruction li : (SUB(r), lj, lk), neuron σr sends one
spike to all neurons ls2, ls3 from modules associated with instructions ls : (SUB(r), lu, lv) (that is, subtracting from the same
register r). However, no undesired effect appears: the spikes arrive simultaneously in neurons ls2, ls3, hence they send one
spike to each of the three neurons ‘‘below’’ them, which, in turn, send their spikes to neurons ls10, ls11; as we have seen
above, each of these neurons gets three spikes, hence no rule can be used here, the spikes are just accumulated (in a number
which continues to be a multiple of 3).
The addition and subtraction modules simulate the computation of M . In order to produce the number generated by M
as the distance between the first two spikes sent out by the systemΠ we use themodule FIN from Fig. 3. It is triggeredwhen
M reaches the instruction lh : HALT. At this point a single spike is sent to neuron 1, which thus contains an odd number of
spikes. This causes the neuron to spike once every time unit deleting 2 spikes each time. The spikes of neuron 1 are sent to
neurons lh1 and out . Neuron out will initially spike one step after neuron 1 first spikes and it will spike a second time one
step after neuron 1 spikes last time, when it receives only one spike, from σlh1 . (These are the two times when neuron out
contains an odd number of spikes.)
From the previous explanations we get the equality N(M) = N2(Π) and this concludes the proof. 
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Fig. 4. The ADD module in the deterministic case.
Fig. 5.Module INPUT (initializing the computation).
Let us remark that the neuron σli5 from the ADDmodules contains two rules, but they have the same regular expression.
This detail deserves to be underlined, that is why we formulate it as a corollary. Let us denote by NαSNP(ruleek) the families
of all sets Nα(Π), for α ∈ {2, acc}, computed by SN P systems with at most k ≥ 1 rules in each neuron, the rules of each
neuron having at most e ≥ 1 distinct regular expressions. Then, the previous observation can be written as:
Corollary 4.1. NRE = N2SNP(rule12).
The above results are optimal for the generative case, but, as expected, they can be improved for the accepting case:
one rule per neuron suffices. This is due to the fact that the ADD instructions can be considered deterministic, of the form
li : (ADD(r), lj), and then the associated ADD module is rather simple — see Fig. 4.
The FIN module is no longer necessary (the computation stops when the neuron σlh receives a spike — any rule can be
here, as no outgoing synapse exists), but we need an input module, taking a spike train with n steps between the first two
spikes and no further spikes, and introducing 2n spikes in neuron σ1, corresponding to register 1 of a register machine, and,
after receiving the second spike, activating σl0 by introducing a spike. For the sake of completeness, we recall the input
module from [2], because it satisfies the request of having only one rule in each neuron — Fig. 5.
Consequently, we can write:
Corollary 4.2. NRE = NaccSNP(rule11).
5. Finite SN P systems
In this section we investigate the computing power of SN P systems with a bound on the number of spikes present in the
neurons during any computation. We start with the generative case, which is settled in the next subsection.
5.1. The generative case: A characterization of finite sets of numbers
Asmentioned in the Introduction, SN P systems with a bound on the number of spikes they hold during the computation
generate exactly the semilinear sets of natural numbers, [3], and this remains true even if we remove the delay. However, if
both forgetting rules and the delay are removed, then SN P systems with a bound of the number of spikes characterize finite
sets of numbers, which is the first case, according to our knowledge, when such a decrease in power is imposed by a normal
form.
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Fig. 6. An SN P system generating a finite set of numbers.
Let us denote by N2SNP(bounds) the family of sets of numbers N2(Π) generated by SN P systems Π without forgetting
rules, without delay in spiking rules, with at most s spikes present at any time in any neuron.
Lemma 5.1. Every finite set of natural numbers is in the family N2SNP(bounds), for all s ≥ 3.
Proof. Let us take a finite set of natural numbers,U = {n1, n2, . . . , nk}, all of them different from zero.We construct an SN P
system as suggested in Fig. 6. Specifically, for each number ni we have a ‘‘subsystem’’ composed of neurons σ(i,a), σ(i,b), σ(i,0),
σ(i,1), . . . , σ(i,ni−1), with synapses, rules, and initial number of spikes as indicated in the figure. A synapse exists from neuron
σ(i,ni−1) to the output neuron, σout . There also exists one further neuron, σ0, for which only two synapses exist, ((1, a), 0)
and (0, out). Fig. 6 only shows two generic subsystems, and the subsystem which helps in generating number nk = 1.
This system works as follows. All neurons behave deterministically, except σ(i,b), for each 1 ≤ i ≤ k. If the first rule
(a2 ∪ a)/a2 → a is used, then σ(i,0) receives two spikes, one from neuron σ(1,a), another one from neuron σ(1,b). So, σ(i,0)
cannot spike, and the corresponding subsystem sends no spike to neuron σout . If the second rule (a2 ∪ a)/a → a is used,
then neuron σ(i,b) spikes two times, and σ(i,0) receives three spikes, one from neuron σ(1,a) and two from neuron σ(1,b). So,
σ(i,0) can spike, and this spike moves to neuron σout along the path σ(i,0), σ(i,1), . . . , σ(i,ni−1), σout , arriving at neuron σout at
step ni + 3.
Because of the non-deterministic choice of rules in neuron σ(1,b), we can have that all neurons σ(j,b) (j 6= i) spike one time,
while σ(i,b) spikes two times, so the output neuron σout receives only two spikes, one at step 3 along the path σ(1,a), σ0, σout ,
and another one along the path σ(i,0), σ(i,1), . . . , σ(i,ni−1), σout . Consequently, σout spikes two times, at step 3 and step ni+ 3,
respectively; the generated number is (ni+3)−3 = ni. Therefore, each number in the set {n1, n2, . . . , nk} can be generated,
that is, N2(Π) = U . Note that, during the computation ofΠ , the number of spikes in each neuron is not more than 3, hence
FIN ⊆ N2SNP(bounds), for all s ≥ 3. 
Lemma 5.2. Each finite SN P system without forgetting rules and without the delay feature in spiking rules generates a finite set
of numbers.
Proof. Assume that there is an SN P systemΠ as in the statement of the lemmawhich generates an infinite set of numbers.
Let s be the maximal number of spikes present at any time in any neuron, and let N be the set of all neurons of Π . Let us
recurrently define the following sets of neurons:
(1) N0 = {σout},
(2) Ni+1 = Ni ∪ {σj | σj ∈ N − Ni, and there is a neuron σk in Ni with synapse (j, k)}, where i = 0, 1, . . . .
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Because Ni ⊆ Ni+1 ⊆ N, i = 0, 1, . . . , and N is a finite set, there is l ≥ 0 such that Nl = Nl+j for all j ≥ 1. This means that
either N = Nl, or, if N 6= Nl, no synapse comes from a neuron in N − Nl to a neuron in Nl. In the later case, the neurons in
N − Nl play no role in producing the set N2(Π), they can simply be removed. Thus, without loss of the generality, we may
assume that N = Nl.
Because the system Π can generate an arbitrarily large set of numbers, there are arbitrarily many computations such
that the interval between the first two spikes emitted by the output neuron is arbitrarily large. Otherwise stated, the neuron
σout spikes, after that it sends no spike to the environment for an arbitrarily large number of steps, and then it spikes again.
Because we do not use forgetting rules, spikes in neuron σout cannot be consumed except by spiking. Furthermore, there is a
bound of the number of spikes present in each neuron. Therefore, because σout spikes for the second time after an arbitrarily
large number of steps, and between these two steps when σout spikes it receives at most s spikes from neurons in N1 − N0,
it follows that neurons in N1 − N0 send no spike to neuron σout for an arbitrary number of steps. This means that no neuron
in N1 − N0 spikes for an arbitrarily large number of steps, hence in total no neuron in N1 (with N0 included) spikes for an
arbitrarily large number of steps.
Now, we iterate this reasoning: if no neuron in Ni spikes for an arbitrarily large number of steps and they cannot
store more than a bounded number of spikes, it follows that neurons in Ni+1 − Ni send no spike to neurons in Ni for an
arbitrary number of steps, which means that they do not spike for an arbitrarily large number of steps. This holds for all
i = 1, 2, . . . , l− 1. In the end, this means that no neuron in Nl spikes for an arbitrarily large number of steps.
However, we hadΠ minimal, in the sense that N = Nl, hence no neuron ofΠ spikes for such a period. This means that
the system remains idle forever, no result is obtained from such a computation. Consequently, the assumption that there
are computations inΠ generating arbitrarily large numbers is contradictory, the set N2(Π) is finite. 
By Lemmas 5.1 and 5.2, we have the following theorem:
Theorem 5.1. FIN = N2SNP(bounds), for all s ≥ 3.
In the characterization of semilinear set of numbers given in [3], both forgetting rules and the delay in spiking rules are
used, and the non-determinism is achieved by choosing between two rules, one without delay, the other one with delay.
From the proof of Lemma 5.1, we can see that the non-determinism can be obtained also by the choice between two rules
without delay. So, we have the following result (we omit the details of the proof).
Theorem 5.2. Finite SN P systems with forgetting rules without delay in spiking rules characterize the family of semilinear sets
of natural numbers.
For finite SN P systems with delay in spiking rules, but without forgetting rules, the following problem remains open:
what is the relationship of the family of sets of numbers generated by such systems with FIN or SLIN? (We conjecture that
it equals FIN .)
5.2. The accepting case: Partial results
In what follows, we consider finite SN P systems working in the accepting mode. Let us denote by NaccSNP(bounds) the
family of sets of numbers Nacc(Π) accepted by SN P systemsΠ without forgetting rules, without the delay in spiking rules,
with at most s spikes present at any time in any neuron. As usual, if bounds is replaced with bound∗, then it means that we
consider SN P systems with a bound on the number of spikes present in any neuron, but this bound is not specified.
Lemma 5.3. NaccSNP(bound∗) ⊆ SLIN.
Proof. Take a systemΠ with a bound s on the number of spikes in each neuron, without forgetting rules, without the delay
in the spiking rules. The number of neurons is given, their contents are bounded, the number of rules in neurons is given,
hence the number of configurations reached byΠ is finite. Let C be their set, and let C0 be the initial configuration ofΠ .
We construct the right-linear grammar G = (N, T , S, R), where N = C × {0, 1, 2}, T = {a}, S = (C0, 0), and R contains
the following rules:
(1) (C, 0) → (C ′, 0), for C, C ′ ∈ C such that there is a transition C H⇒ C ′ in Π during which the input neuron does not
receive any spike from the environment.
(2) (C, 0)→ a(C ′, 1), for C, C ′ ∈ C such that there is a transition C H⇒ C ′ inΠ during which the input neuron receives a
spike from the environment.
(3) (C, 1)→ a(C ′, 1), for C, C ′ ∈ C such that there is a transition C H⇒ C ′ inΠ during which the input neuron does not
receive any spike from the environment.
(4) (C, 1)→ (C ′, 2), for C, C ′ ∈ C such that there is a transition C H⇒ C ′ inΠ during which the input neuron receives a
spike from the environment.
(5) (C, 2) → (C ′, 2), for C, C ′ ∈ C such that there is a transition C H⇒ C ′ in Π during which the input neuron does not
receive any spike from the environment.
(6) (C, 2)→ λ, for C ∈ C which is a halting configuration.
The way of controlling the derivation by the two components of the nonterminals in N ensures the fact that Nacc(Π) is
the length set of the regular language L(G), hence it is semilinear. 
Lemma 5.4. FIN ⊆ NaccSNP(bound∗).
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Fig. 7. An SN P system accepting number 1.
Fig. 8. An SN P system accepting the set {n1, n2, . . . , nk}with all ni ≥ 2.
Proof. Let us take a finite set of natural numbers, U = {n1, n2, . . . , nk}, all of them different from zero. We consider three
cases: (1) U = {1}; (2) all numbers in U are not less than 2; (3) U = {n1, n2, . . . , nk} with k ≥ 2, n1 = 1 and nj ≥ 2 for
j = 2, 3, . . . , k.
For U = {1}, we construct a SN P system Π as shown in Fig. 7. Initially, all neurons are empty except that neuron σa1
contains one spike. If the input sequence is 11 (the distance between these two spikes encodes the number 1), then at step
1, neuron σin receives one spike, and fires at step 2; the second spike from the environment reaches neuron σin at step 2, and
neuron σin spikes again at step 3. At step 3, the spike in neuron σa1 moves to neuron σa4 , so neuron σa4 contains 3 spikes, and
is blocked. It means that the number 1 is accepted by the system. If the input sequence is 10l−11, where l ≥ 2, then at step
3, neuron σa4 contains two spikes, one from neuron σin, another one moving from neuron σa1 . Neuron σa4 spikes, sending
one spike to each of neurons σa5 and σa6 , which from now on will work forever, hence number l is not accepted. Therefore,
Nacc(Π) = {1}.
For the case when all numbers in U are at least 2, we construct SN P system Π as shown in Fig. 8. Initially, all neurons
are empty except that neuron σc1 contains k spikes.
If the input sequence is 10ni−11 (the distance between these two spikes from the environment encodes the number ni),
then at step 1, neuron σin receives one spike from the environment (receiving the second spike from the environment at step
ni + 1) and fires at step 2. At step 3, neuron σc1 receives k spikes, one spike from each of neurons σ(j,nj−1), j = 1, 2, . . . , k.
At step 4, with 2k spikes (neuron σc1 had k spikes initially), neuron σc1 spikes and neurons σc2 and σ(j,1), j = 1, 2, . . . , k
receive one spike. At step ni + 2, the spike in neuron σ(i,1) reaches neuron σ(i,ni−1) along the path σ(i,1), . . . , σ(i,ni−1); at the
same time, neuron σ(i,ni−1) receives one spike from neuron σin. Having two spikes inside, neuron σ(i,1) is blocked. For j 6= i,
the spike in neuron σ(j,1) (received from neuron σc1 ) reaches neuron σ(j,nj−1) at step nj+2 along the path σ(j,1), . . . , σ(j,nj−1).
Because nj + 2 6= ni + 2, neurons σ(j,nj−1) (j 6= i) are not blocked, their spikes can move to neuron σc1 along synapses
(nj − 1, c1). At step ni + 3, each spike in neuron σ(j,nj−1) (j 6= i) (received from neuron σin) also reaches neuron σc1 . So, in
total, neuron σc1 contains 2(k− 1) spikes, it cannot spike, and the system halts. It means that the number ni is accepted by
systemΠ .
If the input sequence is 10l−11, where l 6= nj for all nj ∈ U , then neuron σc1 spikes first time at step 4. This spike reaches
neurons σ(j,nj−1) at step nj + 2, for j = 1, 2, . . . , k, respectively. The second spike from the environment reaches neurons
σ(j,nj−1) at step l + 2, for j = 1, 2, . . . , k. Because l 6= nj for all nj ∈ U , the spike from neuron σc1 and the spike from the
environment cannot meet in neurons σ(j,nj−1), all of themmove to neuron σc1 . Hence, neuron σc1 receives 2k spikes and fires
again. In this way, neuron σc2 gets two spikes (the first one was received at step 4), and fires, sending one spike to each of
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Fig. 9. An SN P system accepting the set {1, n2, . . . , nk}with k ≥ 2 and all ni ≥ 2.
Fig. 10. An SN P system accepting an arithmetical progression.
neurons σc3 and σc4 . Having one spike inside, neurons σc3 and σc4 send spike to each other forever, hence the system does
not halt, and the number l is not accepted.
For the case U = {n1, n2, . . . , nk} with k ≥ 2, n1 = 1 and nj ≥ 2 for j = 2, 3, . . . , k, we construct the SN P system Π
shown in Fig. 9. If the input sequence is 11, then neuron σc1 receives one spike from neuron σin at step 2. Because k ≥ 2,
k + 1 < 2k; with k + 1 spikes inside, neuron σc1 cannot spike. At step 3, neuron σc1 receives k spikes, one from neuron
σin and one from each of neurons σ(j,nj−1), j = 2, . . . , k. With 2k + 1 spikes inside, neuron σc1 is blocked, and number 1 is
accepted. If the input sequence is 10ni−11, i ∈ {2, . . . , k}, then in a similar way with the case all numbers in U are not less
than 2, we can prove that neuron σc1 spikes only one time, and the system halts. If the input sequence is 10
l−11, l ≥ 2, and
l 6= ni for i ∈ {2, . . . , k}, then similarly we can prove that neuron σc1 spikes two times; then neuron σc2 also spikes, sending
one spike to each of neurons σc3 and σc4 , which will work forever.
Note that the bounds on the number of spikes in each neuron in systems from Figs. 7–9 are 2, 2k, 2k, respectively.
Therefore, we have FIN ⊆ NaccSNP(bound∗). 
Lemma 5.5. Any arithmetical progression Pk = {kn | n ≥ 1} with k ≥ 2 is in the family NaccSNP(bound∗).
Proof. For given k as in the statement of lemma, we consider the SN P system in Fig. 10.
If neuron σin spikes at step t , then this spike will move along the cycle σin, σ1, σ2, . . . , σk−1, σin, arriving in neuron σin at
steps t − 1+ lk, l = 1, 2, . . . .
If the input sequence is 10kn−11, then neuronσin receives one spike from the environment at step 1, and fires at step 2; this
spike reaches neuron σin again at step 1+ kn; at the same time, neuron σin receives the second spike from the environment.
With two spikes inside, neuron σin is blocked, and the system halts, accepting the number kn.
If the input sequence is 10m−11, wherem is not of the form kn, for any n ≥ 1, then the two spikes from the environment
cannot meet in the same neuron, they will move along the cycle σin, σ1, σ2, . . . , σk−1, σin forever. The number m is not
accepted.
Therefore, the system accepts the set of numbers {kn | n ≥ 1} with k ≥ 2. Clearly, the system from Fig. 10 has at most
two spikes in each neuron, hence the lemma holds. 
By Lemmas 5.3–5.5, we have the following result.
Theorem 5.3. FIN ⊂ NaccSNP(bound∗) ⊆ SLIN.
It remains open whether the family NaccSNP(bound∗) is equal to the family SLIN . We conjecture that this is the case.
Remember that any semilinear set can be written as the union of a finite set with the union of a finite set of arithmetical
progressions. Finite sets are in family NaccSNP(bound∗); the construction in Fig. 10 can be extended to arithmetical
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Fig. 11. Accepting {kn+ l | n ≥ 0}, for k ≥ 2, l ≥ 1, with l ≤ k.
Table 1
Relations of the families of sets of numbers computed by SN P systems with the families FIN , SLIN , and NRE.
+λ,+d +λ,−d −λ,+d −λ,−d
Generative mode N2 = NRE N2 = NRE N2 = NRE N2 = NRE
N∗2 = SLIN N∗2 = SLIN FIN ⊆ N∗2 ⊆ SLIN N∗2 = FIN
Accepting mode Nacc = NRE Nacc = NRE Nacc = NRE Nacc = NRE
FIN ⊂ N∗acc ⊆ SLIN FIN ⊂ N∗acc ⊆ SLIN FIN ⊂ N∗acc ⊆ SLIN FIN ⊂ N∗acc ⊆ SLIN
progressions of the form {kn+ l | n ≥ 0}, for k ≥ 2, l ≥ 1, with l ≤ k. A finite SN P system accepting such a progression is
given in Fig. 11.
Neuron σc2 has synapses (in, c2) and (c2, l + 1) (if l < k, then (c2, l + 1) is a synapse between neurons σc2 and σl+1; if
l = k, then (c2, l+ 1) is a synapse between neurons σc2 and σ1). Initially, all neurons are empty, except for neuron σc1 .
Take the input sequence 10s−11, where s is of form kn+ l, k ≥ 2, l ≥ 1, and l ≤ k. At step 1, neuron σin receives the first
spike, and fires at step 2. At step 3, neuron σc1 spikes, and this spike will move along the cycle σ1, σ2, . . . , σk, σ1; at step
kn+ l+ 3, this spike is in neuron l+ 1. At step kn+ l+ 1, neuron σin receives the second spike, and fires at step kn+ l+ 2.
With two spikes inside (one received at step 2, another one at step kn + l + 2), neuron σc2 spikes at step kn + l + 3. So,
having two spikes, neuron σl+1 is blocked and the system halts.
If the input sequence is not of form kn+ l, k ≥ 2, l ≥ 1, and l ≤ k, then the spikes from neuron σc1 and σc2 cannot meet
in a same neuron; these two spikes will move along the cycle σ1, σ2, . . . , σk, σ1 forever.
Thus, in order to obtain the equality NaccSNP(bound∗) = SLIN , what remains is to remove the condition l ≤ k in the
previous construction and to prove the closure under union.
We summarize in Table 1 the known relationships of the families of sets of numbers computed by SN P systems with the
families FIN , SLIN , and NRE. For simplicity, Nα denotes the family NαSNP computed by SN P systems without a bound on the
number of spikes in each neuron, and N∗α denotes the family NαSNP(bound∗) computed by finite SN P systems, α ∈ {2, acc};+λ (resp. −λ) indicates the fact that forgetting rules are used (resp. not used) and +d (resp. −d) that the delay in spiking
rules is used (resp. not used).
6. Final remarks
This paper considered normal forms for spiking neural P systems. The main contribution is solving an open problem
formulated in [1], proving that generative spiking neural P systems are universal even if neither forgetting rules nor the
delay feature is used, moreover, having at most two rules in each neuron; one rule per neuron suffices in the accepting case.
In this context, a flaw in the proofs dealing with the elimination of forgetting rules in [2,1] is eliminated.
The previous results are optimal, but still a related problem remains open. Let us count the regular expressions in the
whole system given in the proof of Theorem4.1, not only in each neuron.We find three regular expressions: a(aa)∗, a(aaa)∗,
and a2 ∪ a (for all rules a → a, which implicitly have the regular expression a, we can take any of the three expressions
listed above as a regular expression, because always only one spike is present in the respective neurons, and this spike is
immediately consumed). Can universality be obtained, for the same type of SN P systems (without using forgetting rules and
without using the delay in spiking rules), with less than three regular expressions in the system? (We do not believe that
this is the case.) This is not only a natural technical question, but it can also have motivations in view of the similarity of the
biological (brain) neurons, a property which corresponds to a formal uniformity/similarity of neurons in an SN P system.
Then, we proved that systems working in generative mode with a bounded number of spikes present in any neuron
characterize the family of finite sets of numbers, a result which contrasts the case when forgetting rules is used — in that
case a characterization of semilinear sets of numbers is obtained. Surprisingly enough, when finite SN P systems are used in
the accepting mode, the family of accepted sets of numbers properly includes the family of finite sets of numbers.
There also are other issues which deserve to be considered for SN P systems without forgetting rules and without delay,
such as finding universal SN P systems, if possible, with a small enough number of neurons. Imitating [8,14,7], we can start
from the universal register machines constructed in [4] and, using the ADD and SUB modules considered in the proof of
Theorem 4.1, as well as modules for introducing the arguments and for reading the value of the computed function (such
modules can be constructed without using forgetting rules and delay), we can get universal SN P systems with a number of
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neurons over 200, which is too much in comparison with the results from [8,14,7]. It remains to be clarified whether such a
large number can be essentially decreased or this is the price to pay for avoiding forgetting rules and the delay feature.
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