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We study the stability and control of flapping flight of insects. To quantify the sta-
bility and to assess the control, we build a 3D dynamic flight model, which takes into
account the instantaneous coupling between the insect body and the wings. To compare
with published results, we also implement a time-averaged model where aerodynamic
forces are averaged over every wing-beat. To stabilize hovering flight, we design a
control algorithm that incorporates a discrete sampling and a time delay within neural
feedback circuits. Our study suggests conditions that the sampling interval and the delay
time should satisfy so as to actively stabilize flapping flight. We also investigate how
passive stability can be achieved for flapping flight by tuning wing attachment points.
Finally, we extend our stability analysis and controller design to ascending flight.
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CHAPTER 1
Overview
Flapping flight is intrinsically unstable. Without active control, insect-scaled robotic
fliers cannot hover stably but tumble and descend [1]. Similar instability is also observed
in numerical simulations of flapping flight [2, 3]. On the other hand, fruit flies are
equipped with mechanosensory organs, the halteres, to sense their body rotation [4] and
rely on neural feedback control to stabilize their flight and to execute turning maneuvers.
When halteres are disabled, fruit flies exhibit unstable flight similar to that observed in
uncontrolled robots [4, 5].
It is challenging to decipher the neural feedback control utilized by flying insects,
based on recordings of their flight trajectories and wing stroke patterns [4–14]. There
are numerous questions to answer about the neural control used by insects to stabilize
flight. How do insects modulate their wing strokes to correct their flight course? What
kind of neural computations and muscle activities are involved in the feedback control?
How often and how fast do insects have to adjust their wing strokes to remain stable?
What kind of theoretical limits are imposed on the time scales in the feedback control
by both neurophysiology and by the dynamics of flapping flight? These questions and
the related studies have motivated our research.
Two kinds of approaches are used to answer these questions, the experimental ap-
proach and the computational approach. In experiments, one studies the response of in-
sects to stimuli or perturbations and the associated modulations of wing stroke patterns.
Correlations between flight dynamics and wing modulations have been studied in the
response of tethered insects to visual stimuli [6, 15–18], in observations of free flight
[7, 19–21], and in recent three-dimensional tracking of free flight [5, 12–14, 22–26].
Beyond understanding the correlations between the wing motion and the body motion,
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the experimenters also have to inspect the mechanism by which the wing modulations
lead to changes in body dynamics, which entails dynamic modeling and analysis. The
mechanism may provide clues to designing control schemes to stabilize flight or to exert
specific turns [27].
In computer simulations, one analyzes the stability and control of an insect model.
Recent studies have analyzed flight stability in both longitudinal flight [2, 28, 29] and
lateral flight [30, 31]. In these studies, the stability of flapping flight can be related
to that of fixed-wing airplanes [32], provided that the frequency of wing-beat is much
greater than that of body oscillations [3]. In such a limit of fast wing-beat frequency,
the aerodynamic forces can be approximated by their time-averaged values over a wing-
beat cycle. The governing equations for body dynamics near equilibrium flight can
be further simplified into a set of linear equations [2, 3, 33]. For longitudinal flight,
the primary instability is associated with the body-pitch dynamics, resulting from the
dynamic coupling between the forward motion and the pitch motion of the body. This
instability is recognized by linear stability analysis in both time-averaged models [2]
and in numerical simulations where the instantaneous coupling between the body and
the wings is taken into account [34]. In addition to the stability analysis, classical control
theory can predict the controllability of the averaged dynamics in the linear regime [35].
A natural question is how the instability of flapping flight behaves in a nonlinear regime,
where the instantaneous coupling between the body and the wings is considered.
In this work, we would like to address the following questions. (1) How can we study
the stability and control of flapping flight in such a nonlinear regime where we take into
account the instantaneous wing-body coupling? (2) How can we design a controller
to stabilize hovering flight in the nonlinear regime, where classical control theory no
longer applies? (3) How can we design robotic fliers with flapping wings whose flight
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is passively stable? (4) How can the stability and control of hovering flight be adapted
to different flight modes, such as ascending flight?
Answers to those questions may provide clues to both the internal control schemes
utilized by flying insects and control strategies applicable to robotic fliers. To quan-
tify the stability and investigate the controllability of free flight, we need a computa-
tional tool that can simulate flapping flight in both open-loop and closed-loop condi-
tions. However, few results have been published on dynamic stability and control in this
nonlinear regime of flapping flight. As a result, we build a dynamic model that takes into
account the instantaneous coupling, with which we analyze the stability and investigate
the control of flapping flight. We also implement a time-averaged model of flapping
flight to compare the results.
Here we lay out the plan for the following chapters:
In chapter 2, we describe our methods of simulating free flapping flight, using a
model we call the “3D dynamic flight model”. The model treats flapping flight as a
coupled rigid body motion and takes into account the instantaneous coupling. We enu-
merate the ingredients of the model: rigid body dynamics, quasi-steady aerodynamics,
a prescribed wing motion, and parameters for fruit flies. We also explain the importance
of considering this instantaneous wing-body coupling.
In chapter 3, we design a discrete-sampling, time-delayed, linear controller for body-
pitch in longitudinal flight. The controller includes three important time scales: a sam-
pling interval, a sensory delay, and an actuation delay. We study the effectiveness of
the controller with different combinations of sampling interval and sensory delay and
determine conditions on the two time scales for effective control. The results lead us to
conjecture that fruit flies sense their body kinematics every wing-beat and take control
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actions with a delay of two wing-beats. We discuss the plausibility of such a beat-to-beat
control, based on findings in neural studies of flies.
In chapter 4, we study how changes of wing attachment points affect the stability
of hovering. We implement a second model of free flight, which we call the “time-
averaged model”. Using both models, we test whether passive stability can be achieved
in hovering and compare the results.
In chapter 5, we study stability and control for ascending flight. We employ the
same controller designed for hovering and investigate its performance under different
ascending speeds.
4
CHAPTER 2
3D Dynamic Flight Model1
In this chapter, we describe the first model we build for flapping flight, which we call
the 3D dynamic flight model. The model approximates the insect body and the wings by
rigid bodies and simulates flapping flight as interconnected rigid body motion. The wing
motions are prescribed with respect to the insect body, and we solve for the motion of
the insect body, subject to aerodynamic forces and torques applied on the insect wings.
In our simulation, the motion of each rigid body is governed by physical laws and
constrained by its connection to other rigid bodies. Methods of treating coupled rigid
body dynamics include Lagrangian mechanics that treats the constraints implicitly [36],
methods that rely on the principle of virtual work [37], and black-box solvers popular
among game developers [38]. Here we treat constraints in our problem explicitly by
incorporating unknown constraint forces and torques. This treatment is similar to that
in [39]. In addition to dynamic equations for each rigid body, we include constraint
equations into our model, based on prescribed wing motions and the connections among
the rigid bodies. By combining the dynamic equations and the constraint equations, we
are able to solve for unknown accelerations of the rigid bodies and the constraint forces
and torques. The kinematics of the insect body are evolved in the state space, according
to the solved accelerations.
Our algorithm of rigid body dynamics takes into account instantaneous coupling be-
tween the insect body and the wings. This is different from most of previous studies,
which mainly rely on time-averaged aerodynamic forces and torques in their dynamic
modeling [2, 3, 28, 33, 35]. Those studies concern the linear stability of insects at hover-
1This chapter is from a paper, “Insects in Free Flight: Simulation, Dynamic Instability, and a Predic-
tion for the Critical Sensing Rate for Flight Stabilization”, by the author and Z. Jane Wang. The paper
has been submitted to PNAS [60].
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ing, and thus a time-averaged treatment suffices, provided that the wing-beat frequency
in their models is much higher than typical frequencies of flight modes. In our study of
flight control, however, we design a controller that can sense body kinematics within a
wing-beat (chapter 3). Thus, our dynamic modeling needs to consider the body oscil-
lation due to the periodic wing-beats. Furthermore, we notice that oscillation of body
attitude within each wing-beat can lead to observable dynamic effect. A large oscillation
amplitude may reduce the mean vertical lift and cause the insect to descend, whereas a
small oscillation amplitude leads to a hovering flight (chapter 4). This phenomenon is
not captured by the time-averaged models, which simply assume an underlying hover-
ing flight. We thus deem this instantaneous coupling as an important element in our 3D
dynamic flight model. Compared to previous research that also considers the instanta-
neous coupling [34], our physical equations and mathematical derivations are conceptu-
ally simpler.
Computational fluid dynamics are used in research of flapping flight to compute
aerodynamic forces and torques [2]. Our study requires extensive simulations within
the space of model parameters, and each simulation corresponds to a flight of several
hundred wing-beats. As a result, we adopt a quasi-steady aerodynamic model that is
more computational efficient.
To study flight of fruit flies and to compare with experimental results, we prescribe
the wing motion in our model so that it mimics the wing stroke pattern of fruit flies.
The model parameters are set for fruit flies. In the following sections, we elaborate our
algorithm for rigid body dynamics, the quasi-steady aerodynamic model, the prescribed
wing motion, as well as parameters in the model.
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2.1 Modeling and Simulation Methods
Our insect model consists of (n + 1) rigid bodies, an insect body and n wings. Each
wing is modeled as an ellipsoid connected to the insect body through a ball joint. Each
joint allows for three degrees of freedom in rotation. In our model, the wing motion is
prescribed relative to the insect body. To compare with experimental findings, the wing
motion in our model mimics a figure-8 wing stroke pattern that is usually observed in
fruit flies. After the wing motion is determined, we solve for the body motion with
coupled rigid body dynamics.
To simulate 3D free flapping flight, we solve Newton-Euler equations for the cou-
pled wing-body system. Our method for simulating the flight dynamics is based on the
idea that the coupling among rigid bodies can be handled through constraint forces and
torques. These constraint forces and torques are unknown at each instant, but are solved
from a linear equation system consisting of dynamic equations and constraint equations.
2.1.1 Insect Body Dynamics
Dynamics of the insect body are governed by the gravity and the constraint forces and
torques. In the model, we take a convention that constraint forces and torques are applied
upon the wings by the insect body. As a result, the insect body experiences reactions.
The governing equations for the insect body dynamics are
mb~a b = mb~g b −
∑n
i=1
~f ci (2.1)
Ib~β b = −~ω b × (Ib~ω b) −
n∑
i=1
~τ ci −
n∑
i=1
~r bi × ~f ci , (2.2)
where b denotes the insect body, m is the mass, I is the moment of inertia tensor, ~a is the
linear acceleration, ~β is the angular acceleration, ~g is the gravitational vector, ~ω is the
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angular velocity, ~f c and ~τ c are the constraint force and torque, respectively, and ~r bi is
the position of the i-th wing-root relative to the body center of mass. The first equation
is Newton’s equation, in which body acceleration is proportional to the total force, i.e.
the sum of gravity and reactions of all constraint forces. The second equation is Euler’s
equation for rigid body rotation, where the tensor product of the moment of inertia and
the angular acceleration equals the total torque, i.e. the sum of constraint torques and
torques due to constraint forces. In Euler’s equation, the cross term on the right side is
due to a conventional choice of decomposing the angular velocity within the co-rotating
body frame. In the equations, we have neglected aerodynamic forces and torques on the
insect body.
2.1.2 Wing Dynamics
The dynamics of the wings are similar to those of the insect body, except that aerody-
namic forces and torques are applied on the wings. The governing equations for the
dynamics of each wing are
mwi ~a
w
i = m
w
i g + ~f ci + ~f ai (2.3)
Iwi ~β wi = −~ω wi × Iwi ~ω wi + ~τ ci + ~r wi × ~f ci + ~τ ai , (2.4)
where w denotes the wing, ~r wi is the position of the wing-root relative to the center of
mass of the i-th wing, and ~f ai and ~τ ai are, respectively, the aerodynamic force and torque
on the i-th wing. Compared to the dynamic equations for insect body, the wing dynamics
are governed by the same set of equations with additional aerodynamic terms.
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2.1.3 Dynamic Constraints
There are two types of constraints applied at each joint connecting a wing and the insect
body. The first type is due our prescription of the wing motion. At each instant, the
angular acceleration of a wing, ~β wi , is not independent of the angular acceleration of the
insect body, ~β b. The two angular accelerations are correlated, and their relationship is
expressed in the following equation,
~β ri = ~β
w
i − ~β b (2.5)
Physically, the relative angular acceleration of each wing with respect to the insect body
is constrained to agree with the prescribed motion, ~β ri .
The second type of constraint equations is due to the fact that each wing is constantly
connected to the insect body at a given joint, the wing attachment point. At each wing
attachment point, we may calculate its instantaneous linear acceleration based on either
the kinematics of the insect body or the kinematics of the wing. The calculation should
be the same, regardless of which kinematics we use. As a result,
~a b + ~β b × ~r bi + ~ω b × ~ω b × ~r bi = ~a wi + ~β wi × ~r wi + ~ω wi × ~ω wi × ~r wi . (2.6)
Adding this equation to the model guarantees the wing-body connection at the joint all
the time.
2.1.4 Kinematic Evolution
We have so far involved (4n + 2) unknown vectors, ~a b, ~β b, ~a wi ’s, ~β wi ’s, ~f ci ’s, ~τ ci ’s, in
our model equations. Those unknown vectors are solved by the above (4n+ 2) vectorial
equations, which are linear in the unknowns. In an example of a two-winged insect,
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such as a fruit fly, n = 2, and the linear system has a dimension of 30. Once the
unknown linear and angular accelerations are solved, they are used to evolve the insect
body kinematics in state space.
The insect body kinematics are given by its position ~r b, linear velocity ~v b, Euler
angles φb,θb,ηb, and angular velocity ~ω b. We adopt the XYZ convention in our definition
of Euler angles: a first yaw angle, φb, about the vertical axis, followed by a body-pitch
angle, θb, between the body longitudinal axis and the vertical axis, and a last roll angle,
ηb, about the body longitudinal axis (Figure 2.1). After solving for the insect body
accelerations, ~a b and ~β b, the body kinematics are evolved in the state space, according
to
˙~r b = ~v b (2.7)
˙~v b = ~a b − ~ω b × ~v b (2.8)
˙φb =
(
ωby sin ηb + ωbz cos ηb
)
/ cos θb (2.9)
˙θb = ωby cos η
b − ωbz sin ηb (2.10)
η˙b = ωbx + (sin θb) ˙φb (2.11)
˙~ω b = ~βb. (2.12)
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Each wing is connected to the body through a ball joint and has 3
rotational degrees of freedom, specified by three Euler angles in the
XYZ convention. (Inset) Side view of wing stroke pattern.
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2.2 Quasi-steady Aerodynamics
Because our research involves extended simulations for both dynamic stability calcu-
lations and control analyses, we adopt a quasi-steady aerodynamic model in our com-
putation. This quasi-steady model was originally derived for 2D falling plates in fluid
[40, 41]. The model precision was tested by comparing forces and torques generated
by the quasi-steady model with those measured from experiments on free falling plates
[42]. We invoke a blade element approximation and use the quasi-steady model to com-
pute the aerodynamic force and torque on each blade. In our model, a blade is a thin
stripe of the wing that is sliced in the local chord direction. The total aerodynamic force
and torque on each wing is an integration of the blade element contributions along local
span direction.
The quasi-steady aerodynamic model includes a circulatory lift ( ~fL), a dissipative
drag ( ~fD), a damping torque (~τD), and force and torque due to added mass effect ( ~fA, ~τA).
We take the wing span direction as the local x-axis.
2.2.1 Circulatory Lift
On each blade, the lift due to the circulation is
~fL = −ρ f~Γ(s) × ~v(s), (2.13)
where ρ f is the air density, ~v(s) is the translational velocity within the local y-z plane
of the blade at span-wise locations s, and ~Γ(s) =
(
2CR c(s)2ω(s) − CT c(s) sin 2α(s)
)
xˆ is
the aerodynamic circulation in the local x direction. Here c(s) is the chord length of the
blade, ω(s) is the rotational velocity about the local x axis, α(s) is the geometric angle
of attack, and CT and CR are constant coefficients.
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2.2.2 Dissipative Drag
The dissipative drag,
~fD = −ρ f κ(s)~v(s) , (2.14)
opposes the local translational velocity, and the resistivity is given by κ(s) = c(s)[A −
B cos 2α(s)]v(s), where A and B are parameters.
2.2.3 Damping Torque
The damping torque,
~τD = −ρ fλ(s)~ω(s) , (2.15)
opposes the local rotational velocity, and the rotational resistivity is given by λ(s) =
πρ f c(s)4(µ1 UL + µ2|ω(s)|).
2.2.4 Associated Torques
The center of pressure is shifted from the center of mass. Corresponding to the circula-
tory lift and the dissipative drag, force moments are calculated about the wing center of
mass,
~τ f = ~s ×
(
~fL + ~fD
)
. (2.16)
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2.2.5 Added Mass Effect
In addition to the aerodynamic components listed above, we consider the force and
torque due to added-mass effect. The added mass force is
~fA = [−m33vzωy,m33vzωx,−m33v˙z]T , (2.17)
and the torque is
~τA =

−m44ω˙x + m55ωzωy − m33vyvz
−m55ω˙y − m44ωzωx + m33vxvz
(m44 − m55)ωxωy

, (2.18)
where m33, m44, m55 are constant added-masses [43, 44].
2.2.6 Total Aerodynamics
The total aerodynamic force and torque upon each wing are, respectively,
~f a = ~fL + ~fD + ~fA (2.19)
~τa = ~τ f + ~τD + ~τA . (2.20)
2.3 Prescribed Wing Motions
The wing motion is described by three rotational angles: φ(t), the stroke angle, θ(t), the
deviation angle, and ψ(t), the wing-pitch angle (Figure 2.1). To model the wing motions
representative of fruit flies, we use the form suggested in [45],
φ(t) = φ0 + φm arcsin[K sin(2π f t)]
arcsin K
(2.21)
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θ(t) = θ0 + θm cos(N · 2π f t + δθ) (2.22)
ψ(t) = ψ0 + ψm
tanh[C sin(2π f t + δψ)]
tanh C , (2.23)
where φ0, θ0, ψ0 are the constant offsets, φm, θm, ψm are amplitudes, f is the wing-beat
frequency, δθ and δψ are the phase shifts, and N,K,andC are three waveform parameters.
N = 1 or 2. N = 1 corresponds to one vertical oscillation per stroke, and N = 2
corresponds to a figure-8 motion. 0 < K < 1. φ becomes sinusoidal when K is close to
0 and triangular when K close to 1. C > 0. ψ becomes sinusoidal for small C and a step
function for large C. Figure 2.1 shows the wing Euler angles used in our simulation.
2.4 Parameters in Model
We use the morphological parameters similar to those for fruit flies, Drosophila
melanogaster [5, 23]: body weight = 1.1 mg, body length = 2.4 mm, maximum body
cross-section = 1.2mm ×1.2 mm, wing weight = 3.6 × 10−3 mg, wing span = 2 mm,
maximal wing chord = 1 mm, maximal wing thickness = 0.1 mm. We use the follow-
ing parameters in modeling the wing motion during uncontrolled flight: f = 250Hz,
φm = 63◦, φ0 = 0◦, K = 0.7, θm = θ0 = 0◦, ψm = 53◦, ψ0 = 90◦, δψ = −72.4◦, and
Cψ = 2.4. For simplicity, we have neglected the deviation from the mean stroke plane,
and we select the phase shift in ψ(t) so that the wing pitches in advance of the wing
stroke reversal. The wing stroke amplitude is estimated so that the mean aerodynamic
lift roughly balances the body weight. In this work, we use symmetric wing beats on
both wings to study the longitudinal flights. We use the following parameters in the
quasi-steady aerodynamic model: CT = 1.5, CR = π, A = 1.4, B = 1, µ1 = 0.2, µ2 = 0.2,
m33 = 1.1 × 10−3mg, m44 = 3.2 × 10−7 mg·mm2, and m55 = 3.1 × 10−5 mg·mm2.
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2.5 Summary
In this section, we described one of our models of flapping flight, the 3D dynamic flight
model. The model treated flapping flight as a coupled rigid body motion, with the
insect body and the wings approximated as rigid bodies. This model took into account
the instantaneous coupling between the insect body and the wings. The instantaneous
coupling is an important element in our model.
We dealt with the constraints in our simulation by including the unknown constraint
forces and torques. We listed the dynamic equations and the constraint equations in
our model. These equations were used to solve for the unknown accelerations and the
unknown constraint forces and torques. The solved accelerations of the insect body are
used to evolve the body kinematics in the state space.
We employed a quasi-steady aerodynamic model for computing the aerodynamic
forces and torques on the wings. This enabled us to run extensive simulations. We
prescribed the wing motion to mimic the wing stroke pattern of fruit flies. We set model
parameters for fruit flies.
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CHAPTER 3
Body-pitch Control in Hovering Flight1
Flapping flight is intrinsically unstable [2, 29], and thus the stable flight of fruit
flies can only be a result of active control. In this chapter, we first examine simulated
flight trajectory when the wing motion is not modulated by feedback control. From
our examination of the flight trajectory, we infer general characteristics of uncontrolled
flapping flight and the instability in body-pitch.
We then describe how we design and implement a discrete-sampling, time-delayed,
linear controller, which compensates for the body-pitch instability and stabilizes flap-
ping flight. The controller modulates the center position of the periodic wing stroke,
based on measured body-pitch attitude and rotational velocity. Such a control scheme
was observed in the flight of fruit flights in experiments [18, 19]. When designing the
controller, we consider three important time scales: a sampling interval, a sensory delay,
and an actuation delay. After we implement the control algorithm in our dynamic flight
model, we demonstrate a body-pitch stabilization in a simulation of hovering flight.
Among the three control time scales, the actuation delay depends on mechanical
properties of the wing hinges and the steering muscles at wing-roots. On the other
hand, the other two control time scales, the sampling interval and the sensory delay,
are directly related to the neural feedback control loop and reflect fundamental physi-
cal constraints faced by flying insects. Thus, we study the controller performance for
different combinations of the sampling interval and the sensory delay and identify a set
of combinations of the two time scales that corresponds to well-controlled flight. The
region of those combinations suggests a range of critical time scales for the body-pitch
1This chapter is from a paper, “Insects in Free Flight: Simulation, Dynamic Instability, and a Predic-
tion for the Critical Sensing Rate for Flight Stabilization”, by the author and Z. Jane Wang. The paper
has been submitted to PNAS [60].
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control. Combining experimental findings of reaction time of fruit flies, we refine the
boundary on the sampling interval and the sensory delay. Lastly, based on controller’s
robustness, we conjecture that fruit flies sense their body kinematics every wing-beat
and execute control commands with a time delay around two wing-beats. We finish the
chapter with a discussion of whether a sampling interval of one wing-beat is plausible,
given our knowledge of fruit flies’ steering muscles.
3.1 Simulation of Uncontrolled Flapping Flight
With the model insect initially at rest (u = v = ω = 0) and upright (θ = 0), we simulate
its flight with the periodic wing motion. A typical trajectory consists of three phases.
The first four segments in Figure 3.1 correspond to an initial nose down-and-up oscilla-
tions in the body-pitch. During the first 10 wing-beats, the aerodynamic torque pitches
the body nose-down (A → B). Thus, the aerodynamic lift tilts forward and drives the
insect forward (B → C). The forward motion couples with the back-and-forth wing mo-
tion and results in a drag that pitches the body up (C → D). The drag and the horizontal
component of the lift decelerate the body, and the body eventually moves backwards
(D → E). The backward motion is coupled with the wing motion to produce a nose-
down torque (E → F). The body pitch oscillates as a result of this coupling between
the horizontal and the body-pitch motions, which is consistent with the general picture
in the averaged-dynamic model [3]. The amplitude of the oscillation increases, and the
body accelerates in descent.
After a transient (panel E), the body reaches a steady descent with a terminal speed
around 50 cm/s and a body oscillation amplitude ∼ 48◦. Because of the body-pitch
oscillation, the mean vertical lift due to flapping motion is smaller than the body weight,
and the weight balance requires a significant descent velocity to induce a vertical drag
18
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force. It is also worth noting that the oscillation period of 20 wing-beats is comparable
to the inherent time scale of the insect body taken as a compound pendulum. In the
body frame, the velocity component along the longitudinal axis oscillates twice as fast
as does the component along the dorsal-ventral axis, consistent with the ratio between
the frequencies of the driving forces along those directions. All the oscillations are in
phase.
Without a stabilization algorithm, the insect does not fly erratically, but reaches a
steady state tumbling descent. In this case, the body weight is largely balanced by a
vertical drag due to the coupling between the descending velocity and the wing motion.
We have varied the model parameters, including the geometry and inertia of both wing
and body, as well as the wing attachment, and find similar steady states.
3.2 Discrete-sampling, Time-delayed, Linear Controller for Body-
pitch
The coupling between the forward motion and the body-pitch rotation described above
is the primary cause of the instability of longitudinal flight. To control the body pitch,
the insect must generate a corrective torque. Insects are equipped with various sensory
systems to measure their self-kinematics, and control decisions can be made based on
the measurements [11]. A fruit fly can correct its body-pitch by modulating the center
position of the wing stroke [7, 18, 19]. The center position is shifted forward to correct
a nose-down perturbation and backward to correct a nose-up perturbation.
Based on this strategy, we construct a controller that adjusts the center of the wing
stroke (Figure 3.2(a)) according to the body-pitch and body-pitching rate measured
20
at a previous time. When designing the control algorithm, we take into account two
features of a mechanosensory system. First, the biological control is likely to oper-
ate at discrete time intervals in sensing and actuation, given discrete spikes of neu-
ron firings. Second, there is a finite time delay from sensing to actuation, which
reflects the fundamental neurophysiological constraint in biological control pathways
[5, 13, 46]. A generic discrete-sampling, time-delayed, linear controller has the form,
φ0(t) = kuu(t − τ) + kvv(t − τ) + kθθ(t − τ) + kωω(t − τ), which modulates the center
position of the wing stroke at discrete intervals proportional to the perturbation in body
kinematics. Here u, v, θ, ω are the perturbed kinematics, ku, kv, kθ, kω are the controller
gains, and τ is the delay time. In this paper, we study the feedback control involving the
halteres that sense the body rotation, and we set ku = kv = 0. In essence, the controller is
a proportional-integral control, with ω the directly sensed variable by the mechanosen-
sory organ (e.g. the haltere [4]) and θ its integration in time. We focus on the effect of
the sampling interval and reaction delay on the controller performance.
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Td, to adjust φ0.
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Figure 3.2(b) illustrates the sequence of events in our controller. At the beginning
of a sampling interval, Ts, the insect senses its body kinematics. The control algorithm
computes the shift of the center position of the wing stroke, ∆φ0 = φ0,n+1 − φ0,n, which
takes a time interval of Td to execute. The transition from φ0,n to φ0,n+1 consists of an
initially quiescent period of Td,1 mimicking the reaction time and a ramp-up period of
Td,2 mimicking the actuation. The actuation is modeled by a function,
φ0(tˆ) = φ0,n + (φ0,n+1 − φ0,n)(10tˆ 3 − 15tˆ 4 + 6tˆ 5) , (3.1)
where tˆ = (t − tn − Td,1)/Td,2, (0 ≤ tˆ ≤ 1) is the rescaled time variable and tn is the time
at the n-th measurement. The polynomial function, 10tˆ 3 − 15tˆ 4 + 6tˆ 5, corresponds to a
transition between two binary levels 0 and 1, and the curve is 2nd order differentiable at
both endpoints of its domain (Figure 3.3).
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changes from 0 to 1. The curve is second order differentiable at both
ends.
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3.3 Simulation of Stabilized Hovering Flight
Figure 3.4 displays the body-pitch in a controlled longitudinal flight with kθ = 0.206,
kω = 0.005, Ts = 1 and Td = 2.2, in comparison with the simulation from uncontrolled
flight. With the control, the body-pitch gradually settles down to an undulating steady
state with the same frequency as the wing motion. The control command converges to a
constant, which is small compared to the wing stroke amplitude.
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Ts = 1 and Td = 2. Note that wing adjustment is minute.
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3.4 Constraints on the Sampling Interval and Sensory Delay
With these simulations, we can now answer how fast and how frequently the controller
should act in order to stabilize flapping flight. Figure 3.5 shows the effectiveness of the
controller in the parametric space spanned by the sampling interval, Ts, and the total
delay, Td, with Td,2 = 0.2 fixed. For each combination of Ts and Td, we simulate a
controlled free flight for 500 wing-beats. In these simulations, Ts ≥ Td,2 so that succes-
sive control commands do not overlap. We also constrain |φ0| ≤ (90◦ − φm) so that the
wing stroke amplitude does not exceed 90◦. Color indicates the effectiveness of control,
which is quantified by the standard deviation of body-pitch, ∆θ. ∆θ is proportional to
the oscillation amplitude. For well-controlled flight, ∆θ is a few degrees (blue region).
The phase diagram reveals two key results. First, for each sampling interval (Ts),
there is a critical sensory delay time (Tcd), below which the flight can be controlled. The
boundary between the region of well-controlled and poorly-controlled flight is surpris-
ingly sharp and can be approximated by a linear relation, Tcd = 3.2 − 0.5Ts, as shown
by the dashed line in Figure 3.5. For Ts = 1 fixed, Figure 3.6(a) shows a transition from
a stable flight at Td = 2.8, to an unstable flight at Td = 2.9, and to a more unstable flight
at Td = 3.2. At Td = 3.2, the insect tumbles and falls in a similar way as seen in the
open-loop simulation.
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Another interesting feature of the phase diagram is that the most effective control oc-
curs at sampling intervals that are integer multiples of a wing-beat, i.e. Ts = 1 , 2 , 3 , 4 , 5
wing-beats. This is especially pronounced when Ts > 2, as indicated by the isolated
dark blue bars. As an example, for Td = 1.2 fixed, a small variation near Ts = 2 leads
to qualitative differences in control performance (Figure 3.6(b)). This sensitivity to the
discrete value of Ts reflects the underlying wing flapping time scale. Since the aero-
dynamic force and torque have a fast oscillation with the wing-beat frequency, θb also
oscillates with this fast frequency on top of a slower variation given by the body modes.
If the kinematics state is measured at a frequency which is a multiple of the wing-beat
frequency, the sensed kinematics are taken at the same phase during the wing-beat. This
eliminates the fluctuations of θb due to variations within a wing-beat and allows the
sensor to measure the change of θb over a longer time scale, which is the variation that
needs to be controlled. In general, sampling at a fractional number of wing-beats leads
to overcompensation. In our simulation, one exception is when the sampling time is a
multiple of half a wing-beat (e.g Ts = 1.5, 2.5, 3.5, 4.5). This is because the induced
oscillation of θb starts from the neutral position, and its variation is mostly eliminated in
half a wing-beat, similar to the case where the sampling interval is an integer number of
wing-beats.
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3.5 A Candidate for Beat-to-beat Control in Fruit Flies
Our simulation demonstrates that, using a discrete-sampling, time-delayed, linear con-
troller, it is possible to stabilize flapping flight in the nonlinear regime. We note that
the wing adjustment for stabilization is small, which can be easily overlooked by direct
observation of flight. The parameter space for controller performance consists of the
sampling interval and the sensory delay. The blue region in Figure3.5 suggests a set of
parameters that can be used to control a robotic flier.
If our proposed controller is a good approximation of the control strategy employed
by fruit flies, we can go one step further to infer that fruit flies sense their body kine-
matics every wing-beat. Our reasoning is based on the phase diagram (3.5), together
with measurements of fruit flies’ reaction time [5, 13]. When facing a pulse of torque
perturbation, fruit flies respond by adjusting their wing strokes with a delay of about
3 wing-beats. This imposes additional constraints in the parameter space, marked as
“predicted” in Figure 3.5. Two of the three solid lines are deduced based on Figure 3.7.
First, suppose the torque perturbation occurs shortly after the sensing. The observed 3
wing-beat delay would imply that Td + Ts > 3, which gives the inclined solid line in
Figure 3.5. On the other hand, suppose the perturbation occurs just before the sensing.
The observed 3 wing-beat delay would imply Td,1 < 3, which gives the solid line on the
top-most boundary. The right-most boundary at T = 3 corresponds to a limit beyond
which the controller is less robust and only works at an integer number of wing-beats.
This leaves two integer choices for the sampling interval, Ts = 1 and Ts = 2. If we fur-
ther examine the controller performance in their vicinity, we note that the controller is
most robust around Ts = 1. At Ts = 2, a slight deviation can lead to unstable flight (Fig-
ure 3.6(b)). All together, they lead us to conjecture that fruit flies sense their kinematic
states every wing-beat.
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It remains to be tested whether fruit flier are able to sense their body kinematics every
wing-beat to stabilize their flight. Suppose this is true. Such a beat-to-beat controller
requires a fast neural pathway. One candidate for this is the neural circuitry between
halteres and the first basalar (b1) muscle in flies [47–49]. Halteres are wing-like ap-
pendages that beat at wing frequency and act as gyroscopic sensors of body rotation by
measuring the Coriolis force [4]. They provide fast inputs to the motor neuron of the
b1 muscle via a mono-synaptic electrical pathway, as shown in the studies of blowflies
[48]. Unique among all steering muscles, the b1 muscle is the only one that fires a
single action potential nearly every wing-beat even during steady flight, whereas other
muscles are only active during turning maneuvers [48, 50]. In light of our current re-
sults, we suggest that the b1 muscle functions as a flight stabilizer by receiving sensory
inputs from the halteres and making small adjustment to the wing motion at a sampling
interval of one wing-beat .
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Figure 3.7: Implication of a three-wing-beat reaction time [5] on the relationship
between Ts and Td. We consider two scenarios. The perturbation
occurs just after (A) or just before (B) the sensing. In (A), Ts+Td ≥ 3.
In (B), Td ≤ 3. These give two solid lines in Figure 3.5.
30
3.6 Conclusion
Our simulation of a free flight in open-loop condition revealed the nature of the instabil-
ity in flapping flight. The insect eventual tumbled and descended, which was a typical
motion seen in uncontrolled flapping flight. By tuning model parameters, such as the
wing attachment point, and tuning the initial conditions, we tried to locate a hovering
flight that is passively stable. Our simulation, however, only found unstable flight whose
behavior was similar to the one we showed. This instability resulted from the dynamic
coupling between the forward motion of the body-pitch rotation.
We designed a discrete-sampling, time-delayed, linear controller to stabilize flapping
flight, based on the sensed body-pitch and body-pitching rate. We used a control strat-
egy that was observed in fruit flies. When designing the controller, we considered two
features in neural feedback control: the discrete sampling, and the delayed actuation.
The sampling interval and the delay time reflected the fundamental neurophysiological
constraints of fruit flies.
We studied how different combinations of the sampling interval and the delay time
affected the performance of the body-pitch controller. In the phase diagram representing
the controller performance with different combinations of the two time scales, we found
two interesting features. First, for each sampling interval, flight was well controlled
when the delay time was below a critical value, and the transition from a well controlled
flight to a poorly controlled flight was very sharp due to the variation in the delay time.
Second, most well controll flight occurred when the sampling interval was an integer
number of wing-beats.
Combining our results with experimental findings of the response time of fruit flies
to external stimuli, we provided a sharper bound on the sampling interval and the delay
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time in the phase diagram. Based on the robustness of the controller, we conjectured that
fruit flies relied on a sampling interval around one wing-beat and took control actions
with a delay time around two wing-beats. Based on our knowledge of the steering
muscles and the sensory organs of fruit flies, we discussed the plausibility of such a
beat-to-beat control.
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CHAPTER 4
Wing Attachment and Passive Stability of Flapping Flight
Flapping flight may be stabilized by active control schemes as we discussed in the
previous chapter. Alternatively, flapping flight of robots and fruit flies may become pas-
sively stable by design. Insect-scaled robotic fliers and larger scale ornithopters cannot
fly stably without active control, but passive stability can be achieved in their flight by
attaching dampers, or damping sails, above their center of mass [1, 27, 51, 52]. On the
other hand, fruit flies rely on the halteres and neural feedback control to stabilize their
flight. Once the halteres are disabled, fruit flies cannot fly stably, but their flight stability
can be restored by attaching dandelion seed fibers dorsally onto their abdomen [5].
Dampers make flight become passively stable, and this can be understood in an
aerodynamic analysis. When body undergoes a rotation, aerodynamic drag applies on
the dampers, which generates a counter torque that dissipates the body rotation. To a
leading order accuracy, this counter torque is proportional to the body rotational velocity
[5].
A counter torque may also be induced on flapping wings during body rotation, when
the wings co-rotate with the body. Such kind of flapping counter torque is measured on
robotic arms that perform both the periodic flapping wing motion and the co-rotation in
the body frame [53]. The flapping counter torque opposes the body rotation and is also
proportional to the body rotational velocity in a leading order analysis [53, 54].
The similarity between the counter torque on the dampers and the flapping counter
torque makes us wonder whether flapping flight can be passively stable. In our open-
loop simulation, the flapping counter torque did not stabilize the flight, and we con-
cluded that hovering flight was unstable. Because the flapping counter torque is propor-
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tional to the distance between the body center of mass and the wing attachment point, we
investigate whether we can achieve passively stable hovering by translating the wings
upwards away from the body center of mass.
To answer this question, we first implement our second model of flapping flight,
the time-averaged model, from which we may draw conclusions that do not depend on
model parameters. This model is similar to models in previous research, where flight
dynamics depend on aerodynamic forces and torques that are averaged in time [2, 3, 28].
In our time-averaged model, flapping counter forces are generated by the coupling
between the wing motion and body translation, and a flapping counter torque is gen-
erated by the coupling between the wing motion and body rotation. We can examine
the dynamic effect of the second coupling, or the flapping counter torque. Without the
flapping counter torque, we conclude that hovering flight is intrinsically unstable, re-
gardless of where the wings are attached to the body. When the flapping counter torque
is considered, the stability of flight depends on the distance between the body center of
mass and the wing attachment point. Using parameters for fruit flies, we demonstrate
that hovering flight can be achieved by attaching the wings above a certain height over
the body center of mass.
Switching back to our 3D dynamic flight model, we study how the elevation of
the wing attachment point may affect the stability of flight. We first describe how we
find periodic flights in the 3D model and then quantify the linear stability of associated
Poinare´ maps. The eigenvalues computed from a linearized Poincare´ map provide a
quantification of the stability of flight.
We find two effects associated with the elevation of the wing attachment point. The
first effect is favorable to the flight stability. Once the wing attachment point is above a
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critical height, flapping flight becomes passively stable, which qualitatively agrees with
what we find in the time-averaged model. The second effect is unfavorable to the vertical
lift. Elevating the wing attachment point causes the insect body to oscillate with larger
amplitude and results in a smaller vertical lift on average and a descending motion of
the model insect. The second effect is not captured by the time-averaged model, which
is why the instantaneous wing-body coupling is important. Design of flying robots may
choose an optimal wing attachment point to balance between the two effects.
4.1 Analysis in a Time-Averaged Model
4.1.1 Model Insect and Wing Motion
For the subsequent analysis, we simplify the wing motion of the model insect. The
wing motion is parallel to a 2D plane spanned by the body longitudinal axis, ζ, and
the dorsal-ventral axis, ξ. The wing motion has constant velocity and constant angle
of attack during mid-stroke and instantaneous wing reversal at the end of each half
stroke. Although this wing motion is different from that seen in fruit flies, with proper
choice of wing motion parameters, the time-averaged model generates body modes that
are comparable to those from the 3D dynamic flight model, as seen in a later section.
We neglect the aerodynamic effect of the wing reversal. Figure 4.1 displays a generic
body orientation and the stroke plane. The stroke plane is perpendicular to the body
longitudinal axis and co-rotates with the body-pitching motion. The body velocities, u
and v, couple with the wing motion and change the effective wing velocity and angle of
attack. The effect of the coupling is different in the forward and the backward strokes,
both of which are drew in the figure.
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Figure 4.1: Schematic of a model insect in longitudinal flight. The stroke plane
is perpendicular to the body longitudinal axis, ζ, and co-rotates with
the insect body. Wings in both the forward and backward strokes are
drew. In mid-stroke, the wings have constant velocity, W0, and angle
of attack, α0, relative to the insect body. In the diagram, α0 = α + β.
The absolute wing velocity, W, and angle of attack, α, are modulated
by the body kinematics. The lift, L, is orthogonal to W, and the drag,
D, opposes W.
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The aerodynamic force follows classic airfoil theory. Two components of the aero-
dynamic force are considered, a lift, L, and a drag, D. Each component is proportional to
the wing area, squared wing velocity, the mass density of the air, and a force coefficient
that is a function of the angle of attack,
L =
1
2
cL(α)ρ f c¯ RW2 (4.1)
D =
1
2
cD(α)ρ f c¯ RW2 , (4.2)
where ρ f is the mass density of the air, c¯ is the average wing chord, R is the wing span,
c¯ R gives the wing area, W is the wing translational velocity, and cL(α) and cD(α) are the
force coefficients. We adopt a parameterization for both force coefficients [55],
cL(α) = CL sin 2α (4.3)
cD(α) = CD(1 − cos 2α) , (4.4)
where CL and CD are constant pre-factors. This parameterization enables us to express
the forces in terms of the components of the wing velocity in the parallel and the per-
pendicular directions to the wing chord,
L = 2CLρ f c¯RW‖W⊥ (4.5)
D = 2CDρ f c¯ R(W⊥)2 , (4.6)
where W‖ is W projected onto the direction parallel to the wing chord, and W⊥ is W
projected onto the direction perpendicular to the wing chord.
In the following sections, we consider the coupling between the wing motion and
body motion. We first consider the coupling between the wing motion and the body
translation, which leads to a nonlinear model of flapping flight. We then perform a
perturbation analysis and obtain a linear model of the flight dynamics perturbed from
hovering. In the linear model, we also consider a second coupling between the wing mo-
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tion and the body rotation. In our modeling, the second coupling may only be calculated
analytically to the first order of accuracy.
4.1.2 Coupling between the Wing Motion and the Body Translation
Aerodynamic Forces
With respect to the insect body, the wing velocity is W0, and the angle of attack is α0
during mid-stroke. The absolute wing velocity and the associated angle of attack are
modulated by the body motion. In this section, we first consider the modulation by the
body translation. The effect of body rotation is calculated in the next section.
We derive the absolute wing velocity, W, and the angle of attack, α, based on their
relative values and the components of the body translational velocity, u and v, which
are decomposed in the body frame. u is along the dorsal-ventral axis, and v is along
the longitudinal axis. To normalize a frequently encountered prefactor, we resort to the
following formula,
CLρ f c¯ R =
mg
W20 sin 2α0
, (4.7)
which is implied by a force balance condition for hovering,
mg = CL sin 2α0ρ f c¯ RW20 . (4.8)
The magnitude of the absolute velocity is
|W | = |W0 + u + v| =
√
(W0 ± u)2 + v2 , (4.9)
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where +/− is for the forward/backward stroke. In the forward stroke, the parallel and
perpendicular components of the wing velocity are, respectively,
W‖,F = (W0 + u) cosα0 + v sinα0 (4.10)
W⊥,F = (W0 + u) sinα0 − v cosα0 , (4.11)
where “F” denotes the forward stroke. The lift is
LF =
2mg
W20 sin 2α0
[(W0 + u) cosα0 + v sinα0][(W0 + u) sinα0 − v cosα0] , (4.12)
where we drop the 12 factor because there are two wings. In the backward stroke, the
velocity components are
W‖,B = (W0 − u) cosα0 + v sinα0 (4.13)
W⊥,B = (W0 − u) sinα0 − v cosα0 , (4.14)
where “B” denotes the backward stroke, and the lift is
LB =
2mg
W20 sin 2α0
[(W0 − u) cosα0 + v sinα0][(W0 − u) sinα0 − v cosα0] . (4.15)
The calculation for the drag is simila, and we only list the results.
DF =
CD
CL
2mg
W20 sin 2α0
[(W0 + u) sinα0 − v cosα0]2 (4.16)
DB =
CD
CL
2mg
W20 sin 2α0
[(W0 − u) sinα0 − v cosα0]2 , (4.17)
where “F” denotes the forward stroke, and “B” denotes the backward stroke.
Nonlinear Time-averaged Model of Flapping Flight
We approximate the total aerodynamic force applied on the insect by the time average of
the aerodynamic forces on the wings. Constant wing velocity and angle of attack during
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mid-stroke generate constant wing forces during each of the forward and the backward
strokes. Because the forward and the backward strokes are symmetric, a time average is
reduced to an arithmetic mean of the aerodynamic forces in the two half strokes.
We decompose the total aerodynamic force in the body frame along the ξ and ζ axes,
Fξ =
1
2
sin β(LB − LF) + 12 cos β(DB − DF) (4.18)
Fζ =
1
2
cos β(LF + LB) − 12 sin β(DF + DB) , (4.19)
where we have applied cot 2α = 12(cotα0 − tanα0).
The flight dynamics are given by the Newton-Euler equations,
u˙ = −ωv + Fξ/m + g sin θ (4.20)
v˙ = ωu + Fζ/m − g cos θ (4.21)
˙θ = ω (4.22)
ω˙ = hFζ/Iy , (4.23)
where h is the vertical distance from the body center of mass to the wing attachment
point and Iy is the body-pitch moment of inertia. The cross terms in the first two equa-
tions are due to the decomposition of the translational velocity in the rotating frame.
Simulation
We simulate free flight in the above model and compare the results with those from
the 3D dynamic flight model. To match the parameters in the two model, we use the
same body mass, moment of inertia along the body-pitch axis, wing-pitch angle during
mid-stroke, wing attachment point relative to the body center of mass, and the lift and
drag pre-factors. Those parameters are listed in Table 4.1.2. We compute an average
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wing velocity, based on the wing-beat frequency and the wing stroke amplitude in the
3D dynamic flight model,
W0 =
8
3 f Rφm . (4.24)
physical quantity symbol value
body shape (ab, bb, cb) 1.2 × 1.2 × 2.4 mm
wing geometry (aw, bw, cw) 2 × 1 × 10−3 mm
body mass mb 1.1 mg
wing mass mw 0.0036 mg
wing beat frequency f 250 Hz
stroke amplitude (hovering) φm 63.13 DEG
deviation from stroke plane θm 0
angle of attack (mid stroke) ψm 38 DEG
Table 4.1: Parameter values used in the time averaged model
In the time-averaged model, an insect starting at stationary and upright remains hov-
ering, because u = v = θ = ω = 0 is a fixed point of the system. We start our simulation
of free flight from a perturbed initial hovering state: u = v = ω = 0, θ = 0.01 rad ≃ 0.5
deg. In this case, the body attitude deviates from the upright by 0.01 rad, or approx-
imately 0.5 deg, at the beginning of the simulation. During the simulation, the flight
gradually deviates from the hovering equilibrium and enters a tumbling and descending
motion, qualitatively similar to the flight behavior as simulated in the 3D dynamic flight
model (Figure 4.2). This is the same instability due to the coupling between the forward
motion and body-pitch motion.
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Figure 4.2: Simulation of free flight in the time-averaged model. The insect starts
from a stationary initial condition. The initial body attitude is per-
turbed from the upright orientation by 0.1 rad, roughly 0.5 degree.
The flight is unstable in body-pitch, θ and becomes a descending mo-
tion.
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Perturbation Analysis for Hovering Flight and Linearized Model
We consider body kinematics perturbed from an underlying hovering flight u0 = v0 =
θ0 = ω0 = 0. The perturbed kinematic variables are δu = u−u0, δv = v− v0, δθ = θ− θ0,
δω = ω − ω0. To derived the perturbed dynamics, we compute the aerodynamic forces
in our time-averaged model to the leading order in the perturbed kinematics. The per-
turbed dynamics are thus given by a linear ordinary differential equation system. In the
following derivations, we use = sign for precise calculations and ≃ sign for calculations
that involve linear expansions.
The wing velocity magnitude is
|W | ≃ W0
√
1 ± 2δu
W0
≃ W0 ± δu , (4.25)
and the force components are
LF ≃ mg[1 +
2δu
W0
+
δv
W0
(tanα0 − cotα0)] (4.26)
LB ≃ mg[1 −
2δu
W0
+
δv
W0
(tanα0 − cotα0)] (4.27)
DF ≃
CD
CL
mg tanα0(1 + 2δuW0 −
2δv
W0
cotα0) (4.28)
DB ≃
CD
CL
mg tanα0(1 − 2δuW0 −
2δv
W0
cotα0) . (4.29)
The deflection of the angle of attack, β, is small in the perturbation analysis, and we
apply the following approximations,
sin β ≃ β ≃ tan β = δv
W0
(4.30)
cos β ≃ 1 . (4.31)
This leads us to the total forces,
Fξ ≃ −
(
CD
CL
2mg
W0
tanα0
)
δu (4.32)
Fζ ≃ mg −
mg
W0
(
2 cot 2α0 +
CD
CL
tanα0
)
δv . (4.33)
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Altogether, the linear dynamical system for the perturbed kinematics are
δu˙ ≃ −
(
CD
CL
2g
W0
tanα
)
δu + gθ (4.34)
δv˙ ≃ − g
W0
(
2 cot 2α0 +
CD
CL
tanα0
)
δv (4.35)
δ˙θ = δω (4.36)
δω˙ ≃ −mh
Iy
(
CD
CL
2g
W0
tanα0
)
δu . (4.37)
4.1.3 Coupling between the Body Rotation and the Wing Flapping
Motion
In this section, we calculate the effect of a second coupling between the wing motion
and the body rotation. This coupling depends on both the body-pitching rate and the
instantaneous position of the wings. As a result, we only calculate the first order effect,
a rotational counter torque proportional to the body-pitching rate, and add it to the linear
dynamical system in the last section.
In a perturbation analysis, effects due to perturbations in different kinematic vari-
ables can be treated separately and then superposed. We thus ignore the body translation
in the following analysis. The counter torque does not depend on the body attitude, and
thus we simply take θ = 0.
With the perturbed body-pitching rate, δω, the wing velocity becomes dependent on
the wing position within the wing stroke,
W = ±W0 + δω × (h + x) , (4.38)
where x denotes the wing position along the stroke plane. x = |x| ∈ [−x0, x0] is the
displacement from the center position of the wing stroke, where x0 is the maximal dis-
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placement in relation to the wing stroke amplitude and the wing span. The +/− is for
the forward/backward stroke. The aerodynamic forces are,
L = ∓cL(α)ρ f A|W |yˆ × W
D = −cD(α)ρ f A|W |W .
In subsequent analysis, we drop the α variable from the force coefficients. The
velocity has the magnitude
|W | = | ± W0 + δω × (h + x)|
≃
√
W20 ± 2W0 · δω × (h + x)
=
√
W20 ± 2W0 ˆξ · δωyˆ × (h ˆζ + x ˆξ)
≃ W0 ± δωh
where ˆξ and ˆζ denote the unit vectors along the two body frame axes, and yˆ is the unit
vector in the body transverse direction pointing into the paper (Figure 4.1). The ≃ sign
denotes linear expansions.
We first compute the counter-torque generated by the lift, and we treat the contribu-
tion by the forward and backward strokes separately. In the forward stroke,
τL,F = −cLρ f A|W |(h + x) × (yˆ × W)
= −cLρ f A|W |(h ˆζ + x ˆxi) × [yˆ × (W0 ˆxi + δωyˆ × (h ˆζ + x ˆxi))]
= −cLρ f A|W |(h ˆζ + x ˆxi) × [−W0 ˆζ + δωyˆ × (h ˆxi − x ˆζ)]
= −cLρ f A|W |(h ˆζ + x ˆxi) × [−(W0 + δωh)ˆζ + δωx ˆxi]
= −cLρ f A|W |(W0 + 2δωh)xyˆ
≃ −cLρ f A(W0 + δωh)(W0 + 2δωh)xyˆ
≃ −cLρ f AW20 (1 +
3δωh
W0
)xyˆ .
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In the backward stroke, the counter torque due to the lift is obtained by reversing the
sign of W0,
τL,B ≃ −cLρ f A(−W0 + δωh)(−W0 + 2δωh)xyˆ
≃ −cLρ f AW20 (1 −
3δωh
W0
)xyˆ . (4.39)
On average, the contributions from the two half-strokes sum to a linear term in x,
−cLρ f AW20 xyˆ, and
1
2x0
∫ x0
−x0
−cLρ f AW20 xyˆdx = 0 . (4.40)
Here, the integration is conducted in x by a change of variable. As a result, the counter
torque due to the lift is zero in the first order approximation.
Similarly, the counter torque due to the drag is computed, and the results are listed
below. In the forward stroke,
τD,F = −cDρ f A|W |(h + x) × W
≃ −cDρ f A(W0 + δωh)[(h ˆζ + x ˆxi) × ((W0 + δωh) ˆxi − δωx ˆζ))]
= −cDρ f A(W0 + δωh)[W0h + δω(h2 + x2)]yˆ
≃ −cD
cL
cLρ f AW20 h(1 +
2δωh
W0
+
δωx2
hW20
)yˆ
= −mghcD
cL
(1 + 2δωh
W0
+
δωx2
hW0
)yˆ , (4.41)
where, in the last equality, we apply the force balance condition at hovering. In the
backward stroke,
τD,B ≃ −cDρ f A(W0 − δωh)[−W0h + δω(h2 + x2)]yˆ
= −mghcD
cL
(−1 + 2δωh
W0
+
δωx2
hW0
)yˆ . (4.42)
The contributions from the two half-strokes average out to −mgh cD
cL
(2δωhW0 + δωx
2
hW0 ), a con-
stant independent of x plus a quadratic term in x. The time average is
τD =
1
2x0
∫ x0
−x0
1
2
(τD,F + τD,B)dx
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= −mgcD
cL
2h2
W0
(1 + x
2
0
6h2 )δω , (4.43)
which is proportional to the perturbed body-pitching rate. This term is added to the
linear time-averaged model, and the dynamical system becomes
δu˙ ≃ −
(
CD
CL
2g
W0
tanα
)
δu (4.44)
δv˙ ≃ − g
W0
(
2 cot 2α0 +
CD
CL
tanα0
)
δv (4.45)
δ˙θ = δω (4.46)
δω˙ ≃ − h
Iy
(
CD
CL
2mg
W0
tanα0
)
δu − h
2
Iy
(
cD(α)
cL(α)
mg
W0
(1 + x
2
0
6h2 )
)
δω . (4.47)
The added term depends on the value of h, or the wing attachment point. In the limit
where h >> x0, τD increases with h2 and may stabilize the flight naturally.
4.1.4 Wing Attachment and Passive Flight Stability in Time-
averaged Model
The dynamics of the linearized time-averaged model are expressed in a matrix form,

δu
δv
δθ
δω

=

−a 0 g 0
0 −c 0 0
0 0 0 1
−amhIy 0 0 −b


δu
δv
δθ
δω

(4.48)
where a =
(
CD
CL
2g
W0 tanα
)
, b = h2Iy
(
cD(α)
cL(α)
mg
W0 (1 +
x20
6h2 )
)
, and c = gW0
(
2 cot 2α0 + CDCL tanα0
)
.
The characteristic equation of this linear ordinary differential equation system is
(λ + c)
[
λ3 + (a + b)λ2 + abλ + mgh
Iy
]
= 0 . (4.49)
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The dynamic stability of hovering flight depends on the roots of this characteristic equa-
tion. A first root is found at λ = −c, which corresponds to a perturbation in the vertical
flight. The remaining three roots are solved from the cubic equation,
λ3 + (a + b)λ2 + abλ + mgh
Iy
= 0 . (4.50)
Among the coefficients, b appears in the linear term in the characteristic equation and
increases with h2 when h >> x0. In a previous derivation of a time-averaged model of
longitudinal flapping flight, the linear coefficient in the characteristic equation is related
to the damping rate of the body-pitch rotation [5]. Increasing the damping rate may lead
to a passively stable flapping flight, which suggests that hovering flight can be passively
stable for large h values in our model, i.e. for wing attachment point sufficiently high
above the body center of mass.
The cubic equation can be solved analytically only for special values of h. For
example, when h = 0, i.e. when the wings are attached to the body center of mass, the
characteristic equation has roots λ = 0, −a, −b, −c. The system is neutrally unstable
because of the zero eigenvalue. For general values of h, we solve for the roots of the
characteristic equation numerically, using typical parameters for fruit flies. For −6L ≤
h ≤ 6L, where L stands for half of the body length, we plot the real parts of the roots
of the characteristic equation in Figure 4.3. These are also the eigenvalues of the time-
averaged system. For a passively stable hovering, all eigenvalues should have negative
real parts.
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Figure 4.3: Body modes (real parts) for various wing attachment positions. The
wing attachment is normalized by the half body length. Red cross-hair
denotes the critical wing attachment of 1.53 half body length above the
center of mass. This is a critical value above which the time-averaged
flight system is passively stable.
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As shown in the figure, flapping flight is unstable when wings are below the center of
mass (h < 0). We can also infer this general conclusion from the characteristic equation,
which has a negative constant term due to h < 0. Flight is thus unstable, by the stability
theorem of Routh-Hurwitz. Flapping flight is neutrally unstable where the wings are
at the center of mass (h = 0), due to the zero eigenvalue. When 0 < h < 0.36, flight
become more unstable with the increase in h, or the elevation of the wing attachment
point. For 0.36 < h < 1.6, the flight becomes less unstable with the elevation of the
wings. At h = 1.6, the system reaches another neutrally unstable point due to a zero
eigenvalue. This critical h value at 1.6 is marked with a red cross. As h increases above
the critical value of 1.6, flight is passively stable. The constant eigenvalue corresponds
to the vertical flight mode that is independent of h. The range of h values studied here
is wide enough for us to cover the cases studied in experiments [1, 51].
Lastly, in a special case where the counter torque due to the wing motion and the
body rotation is neglected, we are able to draw another general conclusion on the dy-
namic stability of flapping flight. Setting b = 0, we rewrite the characteristic equation
as
(λ + c)(λ3 + aλ2 + amgh
Iy
) = 0 . (4.51)
Besides the fixed pole at λ = −c, the stability of the system depends on the roots of the
a cubic equation,
λ3 + aλ2 + a
mgh
Iy
= 0 . (4.52)
The stability theorem of Routh-Hurwitz [56] implies an intrinsic instability of the
system, resulting from the missing linear term in the cubic equation.
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Alternatively, one can verify by basic algebra that there is at least one eigenvalue
whose real part is greater than zero. Here we proceed by assuming that h > 0 and show
that the system has an unstable complex mode. One can also show that the system has
positive real modes when h < 0 and the system is neutrally unstable when h = 0. The
negative determinant, ∆ = −4a4 mghIy − 27
(
a
mgh
Iy
)2
< 0, indicates that the cubic equation
has one real root and two complex conjugate roots. Let λ1 be real, and λ2,3 = r ± jq,
( j2 = −1), where r and q are real. It follows from Viete’s Formula that
λ1 + λ2 + λ3 = λ1 + 2r = −a < 0 (4.53)
λ1λ2 + λ2λ3 + λ3λ1 = 2λ1r + r2 + q2 = 0 (4.54)
λ1λ2λ3 = λ1(r2 + q2) = −amghIy < 0 . (4.55)
These formula imply that λ1 < 0 and r > 0. The system is always unstable, regardless
of the choice of model parameters such as h.
A linear term in the cubic equation may also arise, for example, from an aerody-
namic damping on the insect body, besides the effect of wing attachment point that we
study here. Because our underlying flight mode is hovering, including a substantial
aerodynamic damping on the body may not be appropriate. In fact, except for extreme
cases such as the woolly aphid, most flying insects cannot rely on body damping to
attain passive flight stability [3, 5].
4.2 Analysis in 3D Dynamic Flight Model
In this section, we study the effect of wing attachment point on the flight stability, using
our 3D dynamic flight model. Because the 3D dynamic model is driven by periodic
flapping wing motions and time dependent, we cannot rely on the method of linear
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stability analysis for equilibrium flights. Instead, we first have to locate the periodic
flights in the dynamic model [34, 57], which are the counterparts of the equilibrium
flights in the time-averaged model. We then describe the linear stability analysis for
Poincare´ maps associated with the periodic flights.
4.2.1 Periodic Flight and Linear Stability Analysis of Associated
Poincare´ Map
We need to identify the periodic solutions in the 3D dynamic flight model before quanti-
fying the stability [34, 57]. The fundamental period of the system is a wing-beat denoted
by T . We solve for periodic flights by searching for an initial body kinematic state, x0,
such that
φ(t0 + qT ; t0, x0) − x0 = 0 , (4.56)
where q is a fixed integer, and φ(t; t0, x0) denotes the solution at t, starting from initial
state x0 at initial time t0. In our computation, we take t0 = 0, when the two wings start
beating from the center position of the wing stroke. The body kinematics thus needs to
return to the initial state after q wing-beats. This is a two-point boundary value problem
with a periodic boundary condition. It is equivalent to a nonlinear root finding problem,
which is solved for the unknown x0. We use the Newton-Raphson method to find the
root of this nonlinear equation. The iteration is given by
xn+1 = xn +
(
1 − ∂φ
∂x
∣∣∣xn
)−1 [
φ(T ; 0, xn) − xn] , (4.57)
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where xn denotes the previous solution, and xn+1 is the updated solution. In longitudinal
flight, the state variable, x, comprises the translational velocities, u and v, and the body-
pitch attitude and rate, θ and ω. In computation, we stop the iteration after the computed
series or roots reaches a numeric convergence, |xn+1 − xn| < ǫr|xn|, where ǫr is a relative
tolerance level. We then take xn+1 as an approximated solution to the periodic flight
problem, and the solution is within a relative error of ǫr from the true solution x0.
Figure 4.4 shows a periodic flight with a period of one wing-beat. The body trans-
lational velocity is close to zero, due to an almost balance of forces and torques on the
body. By varying the integer q and changing the initial trial solution, we attempt to
seek flights whose periods are multiples of a wing-beat period. We have only obtained
period-1 flights in our study.
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Figure 4.4: Flight trajectory of a periodic equilibrium flight with almost zero ve-
locity. (Blue) body-pitch attitude, (red) ascending velocity, (black)
forward velocity. The frequency doubling in v velocity agrees with
what is exhibited by the open-loop simulation.
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The stability of a periodic flight can be evaluated using linear stability analysis on
the associated Poincare´ return map. The initial condition, x0 with φ(T ; 0, x0) − x0 = 0,
depends on the initial phase of the periodic wing motion. In our computation, the wings
start flapping from the center position of the wing stroke, and this defines a Poincare´
section with which the periodic flight trajectory intersects at x0 4.5. Let ǫ0 be a small
perturbation to x0 at time 0. In a linear order approximation, the perturbation ǫn at time
nT evolves with the following iteration,
ǫn+1 =
[
∂φ
∂x
(x0)
]
ǫn, (4.58)
for n = 0, 1, 2, . . ., provided that all perturbations are small so that the linear approxima-
tion is warranted.
[
∂φ
∂x
(x0)
]
is a 4 × 4 matrix. The periodic flight is stable if and only if
all eigenvalues of this matrix have modulus less than 1, (|Λi| < 1) for i = 1, 2, 3, 4. We
let λi = 1T lnΛi. For the flight system to be stable, the real parts of all λi’s need to be
negative. The four eigenvectors of this matrix correspond to the characteristic modes of
hovering flight.
x0 1.1 cm/s 9.7 × 10−3 cm/s −1.5 × 10−2 rad −0.64 /s
λi s
−1 19 + 44 j 19 − 44 j −61 −3.2
ei (mode A) (mode A) (mode B) (mode C)
δu (cm/s) 0.24 + 0.28 j 0.24 − 0.28 j 0.28 4.0 × 10−3
δv (cm/s) (−3.2 − 4.0 j) × 10−3 (−3.2 − 4.0 j) × 10−3 −3.7 × 10−3 1.0
δθ (rad) (−0.8 + 1.7) × 10−2 (−0.8 − 1.7) × 10−2 −1.5 × 10−2 0
δω (1/s) −9.3 −9.3 9.6 −1.6 × 10−2
Table 4.2: Periodic flight, x0, the eigenvalues, λi’s, and eigenvectors, ei’s, (i =
1, 2, 3, 4) of the associated 4 × 4 matrix,
[
∂φ
∂x
(x0)
]
. The flight is near
hovering.
In our simulation, the located periodic flight is close to a hovering flight because of
a small body-pitch oscillation and a weight-balancing lift. The solved initial condition,
x0, together with the eigenvalues and the eigenvectors of the 4 × 4 matrix are listed in
Table 4.2. From the row of λi’s, we note that the flight has an unstable complex mode
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Poincare section of (u, v, Θ, ω)
x
P(x)
P(x )=x0 0
Figure 4.5: Schematic drawing of the Poincare´ return map. P is the return map.
x is a generic system state at t = 0 from the Poincare´ section corre-
sponding to the initial phase of the wing motion. P(x) is the state at
t = T along the solution curve, where T is the wing-beat period. x0 is
a fixed point of the map, becauseP(x0) = x0, and represents a periodic
flight. x0 depends on the location of the Poincare´ section, or the initial
phase of the wing motion.
and two stable real modes, as predicted by our time-averaged model of hovering flight,
which is also the same as what was claimed in previous research ([2, 35]).
The eigenvectors are not normalized. To compare the magnitudes of the components,
we choose 1 cm/s for velocity scale and 1 rad for the scale of body attitude. We find a
scale for the body-pitching rate from the dynamic equation for body-pitch in our time-
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averaged model,
δω˙ ≃ − h
Iy
(
CD
CL
2mg
W0
tanα0
)
δu − h
2
Iy
(
cD(α)
cL(α)
mg
W0
(1 + x
2
0
6h2 )
)
δω . (4.59)
We choose a scale of 10 /s for the body-pitching rate such that the two “torques” in the
equation contribute almost equally. After the normalization, the components of each
eigenvector, ei, are different by 2 to 3 orders of magnitude. We draw each of the body
modes in Figure 4.6, while neglecting the relatively small components. Mode A corre-
sponds to the unstable complex mode, a combination of a nose-up body-pitch rotation
and a forward translation. We perform a static stability analysis by analyzing the initial
response. The coupling between δu and the wing motion induces a net drag, FD, on the
wings, which points in the dorsal direction. The drag incurs a torque, τ, which points in
the same direction as the body rotation. This mode is thus statically unstable. Because
static instability implies dynamic instability, mode A is dynamically unstable. Mode B
is different from mode A by the direction in which the body rotates. The induced torque
now points in the opposite direction of the body rotation, and the mode is stable. Mode
C corresponds to the last mode, e4, a perturbation to the vertical flight. This mode is
also stable.
4.2.2 Comparison of Body Modes between the Models
We compare the results of stability analysis from both the time-averaged model and
the 3D flight model. For hovering fruit flies, we compare the body modes computed
from the two models. We also include several results from earlier research into our
comparison. In Table 4.3, we list the body modes from both our models, together with
those from other studies. We find that all the studied longitudinal flights are unstable
and characterized by the same three modes in Figure 4.6: an unstable oscillatory mode,
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Figure 4.6: Three characteristic modes from the analysis of periodic hovering
flight in 3D dynamic flight model. Symbols: u, forward velocity; v,
ascending velocity; ω, body-pitch velocity; τ, aerodynamic counter
torque; FD, aerodynamic drag. Mode A is unstable because the torque
generated by the coupling of wing motion and body translation points
in the same direction as the body-pitch rotation. On the other hand,
mode B and mode C are stable, because the torque points in the direc-
tion against the body-pitch rotation.
a fast subsidence mode, and a slow subsidence mode (the vertical flight mode). For our
time-averaged model, we also compare the results either with or without the counter-
torque due to the coupling between the wing motion and the body rotation. We do not
see qualitative difference between the two cases, although the eigenvalues computed
with the rotational counter torque are closer to the results from the 3D dynamic flight
model.
One important assumption for the time-averaged model is that the wing flapping
frequency is much greater than the frequencies of body modes, otherwise the force
averaging is not warranted. In our simulation, the 3D dynamic flight model and the
time-averaged model yield similar results, because the fruit fly’s wing-beat frequency
is over 200 Hz, roughly 10 times the growth rate of the unstable mode. On the other
hand, numerical analysis of the dynamic stability in hawk moths showed a discrepancy
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flying insects simulation method λ1,2 [s−1] λ3 λ4
Fruit fly nonlinear 19 ± 44 j −61 −3.2
Fruit fly linear† 27 ± 50 j −61 −8.7
Fruit fly linear‡ 18 ± 49 j −70 −8.7
Hoverfly [35] linear 12 ± 23 j −27 −3.2
Cranefly [3] linear 3.3 ± 6.3 j −7.5 −0.68
Dronefly [3] linear 5.2 ± 115 j −136 −17
Hawk moth [3] linear 7.1 ± 16 j −20 −2.4
BumbleBee [35] linear 7.0 ± 20 j −31 −1.9
Dronefly [29] nonlinear 7.8 ± 16 j −19 −2.4
Dronefly [29] linear 7.8 ± 15 j −19 −2.4
Hawk moth [29] nonlinear 5.2 ± 15 j −19 −2.7
Hawk moth [29] linear 6.6 ± 15 j −19 −2.5
Table 4.3: Body modes of flying insects. † Time-averaged model without the
rotational counter torque. ‡ Time-averaged model with the rotational
counter torque.
between a time-averaged model and a model with the instantaneous coupling [34].
We would like to test the applicability of the time-averaged model. In Table 4.4, we
list the computed eigenvalues from both models, when the wing frequency is reduced
from 250 Hz to 62.5 Hz. In the computation using the time-averaged model, we include
the rotational counter-torque. To maintain the weight balance in both models, we in-
crease the wing area and keep its aspect ratio. In the table, the difference between the
models increases with the decrease in the wing-beat frequency. This may indicate that
force averaging is not warranted when wing frequency is too low, if the 3D dynamic
flight model always generates accurate results. This comparison is also portrayed in
Figure 4.7. The red arrows depict directions in which the wing-beat frequency is low-
ered. When we use the wing-beat frequency of fruit flies’ in the models, the dynamic
analyses lead us to very close results.
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Frequency/Hz simulation method λ1,2 λ3 λ4
250 3D Dynamics 19 ± 44 j -61 -3.2
250 time-averaged 18 ± 49 j -71 -8.7
200 3D Dynamics 16 ± 39 j -55 -3.0
200 time-averaged 18 ± 51 j -75 -9.8
160 3D Dynamics 13 ± 34 j -46 -2.0
160 time-averaged 16 ± 53 j -81 -11
125 3D Dynamics 11 ± 28 j -33 -3.8
125 time-averaged 14 ± 54 j -89 -12
100 3D Dynamics 9.8 ± 24 j -31 -3.6
100 time-averaged 13 ± 55 j -97 -14
80 3D Dynamics 9.2 ± 20 j -31 -2.2
80 time-averaged 10 ± 56 j -108 -15
62.5 3D Dynamics 7.0 ± 19 j -27 2.5
62.5 time-averaged 6.3 ± 55 j -127 -18
Table 4.4: Eigenvalues of flapping flight systems with different wing-beat fre-
quencies. The eigenvalues are non-dimensionalized by the wing-beat
frequencies.
4.2.3 Wing Attachment and Dynamic Flight Stability
We study how changes in wing attachment point affect the dynamic stability of flight.
We use the same length scale, the half body length, to denominate the vertical distance
from the wing hinges to the body center of mass. In our previous studies of hovering
flight, h = 0.8. Here we elevate the wings from h = 0.8 to h = 6. We solve for periodic
flights for different wing attachment points and evaluate the stability of the flights.
Figure 4.8 displays the real parts of the eigenvalues of the linearized Poincare´ maps
associated with the periodic flights. We compare this figure with the result from the
time-averaged model. We note a similar transition from intrinsically unstable flight to
passively stable flight as h increases. The critical h value is 2.2 in the current model. One
of the body modes, the vertical flight mode, is weakly coupled with h. This is similar to
the time-averaged model where the vertical flight mode is independent of h.
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Figure 4.7: Eigenvalues of body modes for different wing-beat frequencies. Re-
sults from both the 3D dynamic flight model and the time-averaged
model are shown. The arrows points to the direction in which the
wing-beat frequency drops.
We also notice differences between the two models. First, the critical height of
wing attachment point is h = 2.2 in the 3D dynamic flight model, which is different
from h = 1.6 in the time-averaged model. Second, once the oscillatory mode becomes
stable, it soon becomes faster than the vertical mode. The passively stable flights mostly
have their vertical flight mode as the slowest subsidence mode. This is different from the
time-averaged mode, where the complex mode is always slowest. The second difference
depends on the frequency of the vertical flight mode, which in turn depends on the choice
of model parameters.
Both our models suggest that, once the wing attachment point is sufficiently high
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Figure 4.8: Eigenvalues of periodic flights versus wing attachment, h, measured in
half body length, L2 . Only real parts are plotted to show flight stability.
Flight is unstable for h < 2.2 and becomes passively stable for h ≥ 2.2.
above the center of mass, the flight is passively stable and no longer needs active con-
trol. However, after we examine the periodic flights, we find that the vertical velocity
decrease monotonically with the increase in the height of wing hinges. Eventually, the
flight becomes a stable descent, rather than a stable hovering. In Figure 4.9, we plot
the averaged vertical velocity as a function of wing attachment. At h = 2.2, the verti-
cal flight is around −12 cm/s. With the increase in h, the descending speed increases,
because the body oscillates with larger amplitude.
In our research, we find that the elevation of the wing hinges has two effects, one fa-
vorable to the flight stability and the other unfavorable to the vertical lift. The favorable
effect is related to the rotational counter-torque that is approximately proportional to h2.
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Figure 4.9: Ascending velocity of periodic flights versus wing attachment, h, mea-
sured in half body length, L2 . The flight is hovering for h around
1 and gradually becomes descending as h increases. At the critical
value, h = 2.2, flight becomes passively stable and descends with a
speed around 12 cm/s. This stable descent is not captured by the time-
averaged model.
Increasing h thus adds damping to the body rotation and enhances the flight stability.
On the other hand, when wings are farther away from the center of mass, the periodic
drag on the wings drives the body to oscillate with larger amplitude, due to a longer
force arm. The second effect is unfavorable in that it reduces the averaged vertical lift
and causes the fly to descend.
To choose an optimal wing attachment point, the needs for stability and for lift gen-
eration should be balanced. It is beneficial to have wings high above the center of mass
so that the flight become passively stable, or at least less unstable. As revealed by our
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analysis in the 3D dynamic flight model, passively stable flight is limited by the slowest
subsidence model, the vertical flight mode, once h ≥ 2.3. Moving the wings higher
than h = 2.3 does not enhance the system stability but only adds to the body oscillation.
For passively stable flight, we thus suspect that an h value around 2.2 ∼ 2.3 may be an
optimal choice for the design. This is approximately a body length above the center of
mass. We understand that this estimate of an optimal wing attachment point may depend
on our choice of model parameters.
One way of balancing the descending velocity at h = 2.2 is to increase the wing
stroke amplitude. A larger lift may decelerate the body decent and restore the body
to hovering. However, we fail to obtain a stable hovering in this way, because flight
becomes unstable again after we increase the stroke amplitude. We find that the stroke
amplitude also affects the flight stability, and that the flight becomes more unstable with
the increase in the stroke amplitude. The relation between the flight stability and the
stroke amplitude is the topic in the next chapter.
4.3 Conclusion
We studied the possibility of achieving a passively stable hovering flight by shifting the
wing attach point upwards away from the body center of mass. Our rationale is based
on the similarity between the counter torques generated by damping sails and by flap-
ping wings during body rotation. To answer this question about the possibility, we first
implemented a time-averaged model where aerodynamic forces are averaged over each
wing-beat. We reached two conclusions that were independent of model parameters: (1)
flapping flight was always unstable, when wings were attached below the center of mass;
and (2) flapping flight was intrinsically unstable, when the damping force and torque on
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the body are negligible. In a numerical simulation, we demonstrated that flapping flight
might be passively stable, when wings were attached above a critical height over the
center of mass.
To compare with those results, we studied the effect of the wing attach point on flight
stability in our 3D dynamic flight model. We introduced our methods of finding periodic
flights in the model and of analyzing the linear stability of associated Poincare´ maps.
The results from the 3D dynamic flight model partially agreed with those from the time-
averaged model in that flapping flight became passively stable when wing hinges were
sufficient high above the center of mass. The 3D dynamic flight model also showed that
the passively stable flight was descending flight but not hovering, due to the increased
body oscillation and reduced vertical lift. This was not captured by the time-averaged
model, signifying the importance of the instantaneous coupling between the body and
the wings. We pointed out that an optimal choice of wing attachment point ought to be
based on the balance between the need for stability and the need for lift.
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CHAPTER 5
Dynamic Stability and Body-pitch Control for an Ascending Insect
We have analyzed the flight stability and the body-pitch control for the model insect
at hovering. A natural question is how insects stabilize other types of flight, such as
ascending flight. In this chapter, we investigate the performance of our proposed con-
troller for hovering, when the model insect ascends. We test whether the same controller
works well for ascending flight at different flight speeds.
In principle, to elicit a body translational velocity along the vertical direction, the
insect can modulate either wing stroke amplitude, or wing frequency, or wing angle of
attack, or a combination of these three parameters. Here we focus on the wing stroke
amplitude. Increasing the wing stroke amplitude increases the aerodynamic lift and
causes the insect to accelerate upwards until it reaches a steady state ascending velocity.
We first simulate free flight by raising the wing stroke amplitude above a threshold
value at which the insect hovers. Without active control for body-pitch, we show that
ascending flight is not stable, and the insect eventually tumbles and descends, as a result
of the dynamic coupling between the body-pitch rotation and forward motion. We then
quantify the stability of periodic flights with different vertical velocities. We note that a
vertical flight can be passively stable only when the insect descends with a substantial
velocity. When the insect ascends, however, the flight is always unstable and becomes
more so as the ascending velocity increases. We thus conclude that faster ascending
flight may be more difficult to stabilize than slower ascending flight and hovering.
To stabilize ascending flight, we adopt the same controller we designed for hovering
flight. We use the same control gains, and choose the controller time scales Ts = 1,
Td,1 = 2, and Td,2 = 0.2, which are inferred from the phase diagram of controller per-
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formance. After we implement the controller, the model insect ascends stably, when
ascending speed does not exceed 10 cm/s. Once the ascending speed is above this criti-
cal value, ascending flight becomes more and more unstable, which is manifested in the
increasing oscillation amplitude of body-pitch. The model insect becomes unstable and
tumbles and descends, after we increase the wing stroke amplitude above 72◦.
The maximal speed of ascending in our simulation is smaller than what has been
observed for fruit flies in laboratory, i.e. around 35 cm/s. One possible reason is that
fruit flies utilize different control gains or nonlinear control in adapting to different as-
cending velocities. To reveal the nature of control schemes used by fruit flies, further
work is needed to record the wing stroke patterns during ascending flight with different
ascending speeds.
Finally, we examine the linear relation between the ascending velocity and the wing
velocity in the time-averaged model. We identify a one-dimensional vertical flight that
corresponds to a flight restricted to a vertical line. This vertical flight is stable with
typical parameters for fruit flies. We show that terminal speed of the vertical flight
is an implicit function of wing stroke amplitude, or equivalently, the wing velocity.
Using numerical simulation, we show that vertical flight speed depends linearly on wing
velocity over a typical range of ascending speeds for fruit flies.
5.1 Uncontrolled Flight Simulation of Ascending Flight
To fly upwards, fruit flies may alter parameters of their wing motion, such as the wing-
beat frequency, the wing stroke amplitude, and the wing angle of attack. We do not
choose the wing angle of attack because it is at most weakly correlated with the ascend-
ing velocity of fruit flies [55]. On the other hand, the ascending velocity is strongly
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correlated with the wing velocity. Although both the wing-beat frequency and the wing
stroke amplitude can influence the wing velocity, we do not choose the wing-beat fre-
quency because it is usually fixed at the resonant frequency of the wing-root structure
[27, 58]. On the other hand, flying insects use direct steering muscles to modulate their
wing stroke amplitude [59], which is the parameter we use to elicit ascending flight in
this section.
The model insect tumbles and descends in the uncontrolled flight simulation and
hovers in the controlled flight simulation (section 3.3). In steady state, our proposed
controller stabilizes the body-pitch oscillation within ±1◦. On average, the vertical lift
is almost equal to the body weight at the wing stroke amplitude of 63.1◦. We study
whether the insect ascends stably with stroke amplitudes above the threshold value of
63.1◦.
We simulate a number of free flights without active control of body attitudes and
show two cases with stroke amplitudes of φm = 64◦ and φm = 68◦ (Figure 5.1). These
amplitudes are, respectively, about 1◦ and 7◦ larger than the critical stroke amplitude.
Both flights begin with the insect stationary and at upright, and we observe unstable
flight similar to the uncontrolled flight simulation (section 3.1). The body-pitch be-
comes unstable after a typical time of 50 wing-beats. The insect eventually tumbles and
descends, instead of flying upwards.
5.2 Stability Analysis of Ascending Flight
We carry out a stability analysis for ascending flight, using the same method as described
in the last chapter. By varying the wing stroke amplitude in the 3D dynamic flight model,
we first search for periodic ascending flights with different ascending velocities. We then
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Figure 5.1: Ascending speed and body-pitch in uncontrolled ascending flight. (a)
φm = 64◦. (b) φm = 68◦. Both flights are unstable in body-pitch.
quantify the stability of the periodic ascending flights by linear stability analysis of the
associated Poincare´ maps.
Figure 5.2 shows the real parts of eigenvalues associated with the periodic flights,
when the wing stroke amplitude (φm) is varied between 55◦ and 75◦, with a constant
increment of 0.1◦. The induced ascending speed is between −51.2 cm/s and 37.4 cm/s,
where negative speeds correspond to descending flights. The hovering flight (vz ≃ 0) is
reached at φm = 63.1◦, the same threshold value. The largest real part increases with the
increase in φm, which suggests that the periodic ascending flights become more unstable,
and potentially more difficult to control, at higher ascending speeds. It is interesting to
note that most of the flights are unstable, except for those fast descending flights from
the left panel in the figure.
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Figure 5.2: Real parts of eigenvalues for periodic flights with different ascending
velocities. Wing stroke amplitude varies between 55 and 75 deg., and
the induced ascending speed ranges from −51.2 cm/s to 37.4 cm/s.
The increase in the largest eigenvalue reveals a more unstable mode
in flight with faster ascending speed.
5.3 Controller Performance in Ascending Flight
When studying the body-pitch control for a hovering insect, we devised a discrete-
sampling, time-delayed, linear controller that modulated the center position of wing
strokes based on measurements of body-pitch attitude and body-pitching rate. The con-
troller stabilized the hovering flight with a wing stroke amplitude of 63.1◦. There were
three time scales in our control scheme. The actuation delay was fixed at 0.2 wing-beat.
Based on the 2D phase diagram of controller performance, we inferred that fruit flies
relied on a sampling interval of one wing-beat and took control actions with a delay of
around two wing-beats.
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In this section, we further study the body-pitch control for ascending flight, using our
3D dynamic flight model. We adopt the same control algorithm used for the body-pitch
control at hovering. To test whether the same controller works for insects in ascending
flight, we retain the control gains and choose Ts = 1 and Td,1 = 2. Td,2 = 0.2 is fixed as
before.
5.3.1 Terminal Ascending Velocity and Body-pitch Oscillation in
Controlled Ascending Flight
We increase the wing stroke amplitude to elicit the vertical flight speed. The model
insect starts from stationary initial conditions and an upright body orientation. For each
chosen wing stroke amplitude, we simulate a free flight for 1000 wing-beats, a sequence
long enough for us to examine flight stability and to evaluate the terminal ascending
speed and body attitude. In each simulation, either well controlled or poorly controlled,
the flight eventually settles down to a periodic oscillation in body-pitch attitude, with a
small amplitude in a well controlled flight and a large amplitude in a poorly controlled
flight.
We use the last 10% of the simulation, i.e. the last 100 wing-beats in the simulation,
to quantify the behavior of the flight in the terminal state. We compute both the mean and
the standard deviation for the vertical flight velocity and the body attitude. The mean
vertical flight speed provides an estimate of the terminal ascending speed, v∞. The
standard deviation of the vertical flight velocity is positively related to the amplitude
of body oscillation, or the standard deviation of body attitude, ∆θ∞. The mean body
attitude provide an estimate of the direction of the flight.
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Figure 5.3: Terminal ascending velocity and body-pitch in 3D dynamic flight
model. (black) Mean values. (red) Standard deviations, or oscillation
amplitudes.
We plot the mean and the standard deviation of the vertical flight speed versus the
wing stroke amplitude in Figure 5.3(a). The wing stroke amplitude is varied between
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63◦ and 72◦, with a constant increment of 0.2◦. The standard deviation increases with
the increase in the stroke amplitude, but its variation is not as noticeable as that of the
terminal ascending speed. We also note that the terminal ascending speed is divided into
two regions separated by a critical value at φm,c = 64.8◦. The ascending flight speed is
around 10 cm/s at the transition between the two regions. In each region, the terminal
ascending speed increases almost linearly with the stroke amplitude, but the slopes are
different. The slope is 5.8cm/(s · DEG) in region I and 0.58cm/(s · DEG) in region
II. The slope in each region characterizes the sensitivity of terminal ascending speed in
response to the increase in the stroke amplitude. It also quantifies the efficiency of this
specific ascending maneuver, because a steep slope means less increase in the stroke
amplitude to invoke the same ascending speed. Therefore, this ascending maneuver is
only 10% as efficient in region II as in region I.
The reduction in the efficiency is explained by an examination of the mean value and
the standard deviation of the body attitude (Figure 5.3(b)). In this plot, the variation in
the mean body-pitch attitude is not as evident as that in the amplitude of the terminal
body oscillation. The body oscillation is approximately symmetrical about the upright
orientation. The amplitude of the body oscillation also displays a transition between two
regions, corresponding to the regions in the plot of the terminal ascending velocity. In
region I, the flight is well controlled, as manifested by the small oscillation amplitude.
In region II, the oscillation amplitude increases with the stroke amplitude, and the flight
gradually becomes poorly controlled. Therefore, increasing the stroke amplitude in re-
gion II has two effects: a larger body oscillation amplitude, and a larger aerodynamic lift.
The vertical lift on average is determined by the competition between the two effects.
Whether the terminal ascending speed increases or decreases with the stroke amplitude
depends on which effect is more important. The kink in Figure 5.3(a) shows that the
transition between the two regions starts with the first effect more important, but the
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second effect soon becomes dominant and leads to the increase in the ascending speed
with the wing stroke amplitude. In comparison, the increase of the stroke amplitude in
region I only increases the aerodynamic lift and leads to faster increase in ascending
speed.
If we increase the stroke amplitude above 72◦, flight becomes unstable. This agrees
with what we learn from the stability analysis that flight becomes more unstable with
faster ascending velocity.
5.3.2 Two Examples of Controlled Ascending Flight Simulation
Figure 5.4 shows two typical flight sequences from Region I and II, respectively.
φm = 64◦ in Figure 5.3(a), and the flight is well controlled. The terminal ascending
velocity has a relatively small fluctuation compared to its mean value after the transient,
indicating nearly uniform ascent. The body-pitch amplitude (θb) shows a symmetric
back-and-forth oscillation about the upright position (Figure 5.3(b)).
The amplitude of the oscillation depends sensitively on φm. φm = 68◦ in Figure
5.3(b), which is above the critical φm,c = 64.8◦, and the insect undergoes a large oscilla-
tion in body-pitch. The flight was stabilized for the first 100 wing-beat until the insect
reaches about 20 cm/s. After that, the flight becomes poorly controlled, as seen in an
increasing body-pitch oscillation and a reduced ascending speed.
In Figure 5.4(b), the model fly is able to fly upwards until the ascending velocity
goes above 20 cm/s. At this speed, the controller no longer compensates for the body-
pitch instability as well as it does in hovering. This causes the body attitude to start
oscillating, and the oscillation has once reached ±50◦. Eventually, the fly settles with an
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Figure 5.4: Vertical velocity and body-pitch attitude in controlled ascending
flights. The insect body starts at rest and upright. (a) A well con-
trolled flight from region I with φm = 64◦. Terminal ascending veloc-
ity is 6.1 cm/s, and terminal body-pitch oscillation amplitude is 0.8◦.
(b) A poorly controlled flight from region II with φm = 68◦. Terminal
ascending velocity is 11.6 cm/s, and terminal body-pitch oscillation
amplitude is 26.8◦. The body-pitch becomes poorly controlled at ap-
proximately 100 wing-beats, where the body ascends with velocity
around 20 cm/s.
ascending speed lower than what can be supported by the total lift force.
5.3.3 Discussion
The terminal velocity in the ascending flight reaches about 10 to 12 cm/s before flight
becomes poorly controlled. This value is smaller than the maximal ascending speed of
fruit flies observed in laboratory, which is typical around 35 cm/s. The wing stroke am-
plitude is above 80◦ at an ascending speed around 35 cm [55]. In those experiments, fruit
flies are confined by the filming apparatus, and thus they may fly with even high ascend-
ing speed in wild space. Our model insect has not achieved this fast ascent, because the
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body-pitch is poorly controlled for fast ascending flight, which has been predicted to be
more unstable than hovering. Our results show that the controller designed for hovering
flight only works well in controlling ascending flight slower than 10 to 12 cm/s.
One possibility is that fruit flies rely on different control algorithms at different as-
cending speeds. Because our controller is not adapted to the ascending speed, it may
not be able to stabilize ascending flight as satisfactorily as living fruit flies. To resolve
this puzzle, future research may record wing stroke patterns of fruit flies, or other flying
insects, at different ascending speeds and analyze the wing modulation.
5.4 Ascending Speed versus Wing Velocity in Time-Averaged Model
We analyze the ascending flight using our time-averaged model and compare the results
with those from the 3D dynamic flight model. To extract analytical results, we simplify
the time-averaged model and restrict the flight to a vertical line. This results in a one-
dimensional invariant set corresponding to the vertical flight whose speed depends on
the wing velocity through an implicit function. For typical parameters of fruit flies, the
flight is stable and reaches the terminal velocity without active control.
In the time-averaged model, we restrict the flight to a vertical line by imposing an
initial condition u(0) = θ(0) = ω(0) = 0. This restriction leads to u˙ = ˙θ = ω˙ = 0, and
thus u(t) = θ(t) = ω(t) = 0 for all time t. We thus find a one-dimensional invariant set
where the only nontrivial variable is the vertical flight velocity. The one-dimensional
flight dynamics in terms of v are
mv˙ = L cos β − D sin β − mg.
where L is the aerodynamic lift, D is the aerodynamic drag, m is the body mass, and g is
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the gravitational constant. We calculate the aerodynamic forces using the classic airfoil
theory [55]. The flight dynamics are
v˙ =
W sinα − v cosα
λ
√
W2 + v2
[(2cLW2 + 2cDv2) cosα + (2cL − 2cD)Wv sinα] − 1, (5.1)
for v(0) = v0 where v0 is the initial ascending velocity. Here we normalize the physical
variables using a length scale of c¯ ∼ 1 mm and a time scale of
√
c¯/g ∼ 10 ms. The
quotient of the two scales, 10 cm/s, is the velocity scale. λ = m
ρ f c¯2R
. This model agrees
with the result in [55].
The equilibrium ascending velocity, v∞, is given by the fixed point of the flight
dynamic equation,
0 = W sinα − v∞ cosα
λ
√
W2 + v2∞
[(2cLW2 + 2cDv2∞) cosα + (2cL − 2cD)Wv∞ sinα] − 1 (5.2)
The equation establishes an implicit function between v∞ and the wing velocity W. We
reason that this function should be monotonically increasing, because increasing the
wing velocity engenders larger aerodynamic lift, which can only be balanced by higher
ascending speed.
This equation does not have a closed-form solution. We may find approximate solu-
tions through a Taylor expansion. If we only keep the leading order terms in v∞, we find
the following approximate solution,
v∞,appr =
cLW2 sin 2α − λ
2W(cL cos 2α + cD sin2 α)
. (5.3)
We try to keep both the linear and quadratic terms in v∞ and use the quadratic formula
to solve the expanded equation,
[(2cD − cL)W sin 2α − λ2W ]v
2 − W2[2cL cos 2α + cD(1 − cos 2α)]v
+W[cLW2 sin 2α − λ] = 0 (5.4)
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However, this equation has no real roots for the values of W studied here.
We may also solve the equation numerically, using parameters for fruit flies. Typical
wing velocity of fruit flies is around 2 m/s. In Figure 5.5, we display the numerical
solution of the terminal ascending speed as the wing velocity varies between 1.8 and
2.2 m/s. We overlay the first order approximated solution, which does not exhibit good
agreement with the precise solution over the range of ascending velocity. The nearly
linear relation between the wing velocity and the ascending velocity agrees with what
we observe in the 3D dynamic flight model, although we have not implemented any
control in the time-averaged model. The flight reaches 20 cm/s for a 5% increase in the
wing velocity. This may be converted to a slope of 6.3 cm/(s· DEG), which is very close
to what we have in the region I from the 3D dynamic flight simulation.
1.8 1.9 2 2.1 2.2−80
−60
−40
−20
0
20
40
60
Wing Velocity (m/s)
As
ce
nd
in
g 
Ve
lo
cit
y (
cm
/s)
 
 
Numeric
1st order
Figure 5.5: Terminal ascending velocity solved from both the vertical 1D model
and a linear approximation. v and W are dimensionless with velocity
scale of 10 cm/s. Parameters used are: cD = 1, cL = 1.5, λ = 700,
α = 45 ◦. The two curves separate except for the point where v = 0.
To assess the stability of the equilibrium flight speed, we carry out a perturbation
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analysis along v-direction. Let δv be the perturbation to the ascending velocity. The
perturbed dynamics are,
δv˙ = f (v∞ + δv) =
(
∂ f
∂v
(v∞)
)
· ∆v = −J∆v (5.5)
where J > 0 for the W values studied here. The one-dimensional vertical flight is stable.
1/J is an estimate of the decay time of the deviation from the equilibrium ascending
speed. Figure 5.6 shows the decay time, measured in wing-beats, as a function of the
terminal ascending velocity. It ranges between 50 to 70 wing-beats and equals 60 wing-
beats at hovering, which is on par with the time of body saccades around 50 wing-beats
[22]. In ascending flight where v∞ > 0, the decay time decreases with the terminal
ascending speed.
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Figure 5.6: The decay time (τ) as a function of equilibrium ascending velocity
(veq). For veq > 0, τ strictly decreases, which reflects the fact that the
restoring force is also positively correlated to veq. At hovering, the
decay time is about 60 wing beats.
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5.5 Conclusion
We studied ascending flight by increasing the wing stroke amplitude. We first simulated
uncontrolled free flight and identified similar body-pitch instability as observed in the
simulation of hovering flight. The instability was due to the dynamic coupling between
the body-pitch rotation and the forward motion. We further quantified the instability of
ascending flight with different ascending speeds and found that ascending flight became
more unstable at higher speed.
To stabilize the body-pitch in ascending flight, we adopted the same controller we
designed for hovering flight. We retained the control gains and set controller time scales
to what we inferred from the 2D diagram of controller performance. The controller sta-
bilized flight well in ascending flight with speed below 10 cm/s, where the ascending
speed increased linearly with the stroke amplitude. For faster ascending flight, we no-
ticed poor performance of the controller and an increasing oscillation amplitude in the
body-pitch. Once we increased the wing stroke amplitude over 72◦, the flight became
unstable, and the model insect tumbled and descended, instead of flying upwards.
In laboratory, the maximal ascending speed of fruit flies was observed to be around
35 cm/s, higher than what our 3D dynamic flight model predicted. One possibility
was that fruit flies adapted their body-pitch control strategy to the flight speed. Future
research might record the wing stroke patters of fruit flies in both slow and fast ascending
flights and compare their stabilization strategy.
Finally, we established a linear relation between the ascending velocity and the wing
velocity in our time-averaged model, by restricting the flight to a vertical line. This
restricted vertical flight was stable. The linear slope we inferred from the time-averaged
model was very close to what we learned from the 3D dynamic flight model
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