Abstract: In this paper we investigate the boundary non-crossing probabilities of a fractional Brownian motion considering some general deterministic trend function. We derive bounds for non-crossing probabilities and discuss the case of a large trend function. As a by-product we solve a minimization problem related to the norm of the trend function.
Introduction
Calculation of boundary crossing (or non-crossing) probabilities of Gaussian processes with trend is a longestablished and interesting topic of applied probability, see, e.g., [14, 29, 24, 11, 27, 25, 10, 4, 7, 6, 8, 13, 9, 18] and references therein. Numerous applications concerned with the evaluation of boundary non-crossing probabilities relate to mathematical finance, risk theory, queueing theory, statistics, physics, biology among many other fields.
In the literature, most of contributions treat the case when the Gaussian process X(t), t ≥ 0 is a Brownian motion which allows to calculate the boundary non-crossing probability P (X(t) + f (t) < u, t ∈ [0, T ]), for some trend function f and two given constants T, u > 0 by various methods (see, e.g., [1, 15] ). For particular f including the case of a piecewise constant function, explicit calculations are possible, see, e.g., [17] . Those explicit calculations allow then to approximate the non-crossing probabilities for general f and for f being large, see [17, 16, 4] .
In this paper the centered Gaussian process X = B H is a fractional Brownian motion (fBm) with Hurst index H ∈ (0, 1) for which no explicit calculations of the boundary non-crossing probability are possible for the most of the trend functions.
Therefore, our interest in this paper is on the derivation of upper and lower bounds for P f := P (B H (t) + f (t) ≤ u(t), t ∈ R + ) for some admissible trend functions f and measurable functions u : R + → R such that u(0) ≥ 0. In the following we shall consider f = 0 to belong to the reproducing kernel Hilbert Space (RKHS) of B H which is denoted by H defined by the covariance kernel of B H given as R H (s, t) := E B H (s)B H (t) = 1 2 (t 2H + s 2H − |t − s| 2H ), t, s ≥ 0.
H H (R + ).
The lack of explicit formulas (apart from H = 1/2 case) for trend functions f and given u poses problems for judging the accuracy of our bounds for P f . A remedy for that is to consider the asymptotic performance of the bounds for trend functions γf with γ → 0 and γ → ∞. The latter case is more tractable since if for some x 0 we have f (x 0 ) > 0, then (see Corollary 3.1 below)
where f ∈ H, f ≥ f is such that it solves the following minimization problem find the unique f ∈ H so that inf g,f ∈H,g≥f
Clearly, (2) does not show how to find f , however it is very helpful for the derivation of upper and lower bounds for P f since it can be used to check their validity (at least asymptotically), and moreover, it gives further ideas how to proceed.
In this paper, for f ∈ H with f (x 0 ) > 0 for some x 0 > 0, we find explicitly for H > 1/2 the unique solution f ∈ H of the minimization problem (3); for H = 1/2 this has already been done in [5] . For the case H ∈ (0, 1/2), we determine again f under the assumption that f > f . By making use of the Girsanov formula for fBm, we derive in the main result presented in Theorem 3.1 upper and lower bounds for P f .
The paper is organized as follows: Section 2 briefly reviews some results from fractional calculus and related Hilbert spaces. We introduce weighted fractional integral operators, fractional kernels and briefly discuss the corresponding reproducing kernel Hilbert spaces. The main result is presented in Section 3. Specific properties of fBm that are used in the proof of the main result are displayed in Section 4 followed then by two examples of the drifts, for H > 1/2 and for H < 1/2, when the main result holds. Proofs are relegated to Section 5. A short Appendix concludes the article.
Preliminaries
This section reviews basic Riemann-Liouville fractional calculus; a classical reference on this topic is [28] . We use also the notation and results from [26] , [2] , and [19] . We proceed then with the RKHS of fBm. 
where Γ(·) is the Euler gamma function. The corresponding right-sided integral operator on [0, T ] is defined by
and the right-sided integral operator on R + (also known as the Weyl fractional integral operator) is defined by
. For H ∈ (0, 1) and t > s, define the fractional kernel
In turn, introduce the fractional kernel
By direct calculations we obtain
From the integration-by-parts formula for fractional integrals
Next, we introduce the RKHS of fractional Brownian motion (corresponding results for finite interval are described in detail in [12] , [26] , and [2] ). Let H ∈ (0, 1) be fixed and recall that R H defined in (1) can be defined also as follows 
with respect to the scalar product
In [12] it is shown that H[0, T ] is the set of functions f which can be written as ] . Extending this definition to R + , we get the following definition of the RKHS H := H H (R + ). For any H ∈ (0, 1), H is the set of functions f which can be written as
Next, define the spaces L H 2 (R + ) in the following way:
For function g that admits the representation g(t) = t 0 g ′ (s)ds introduce the norm
Main result
In this section we study the boundary non-crossing probability
f ∈ H and a measurable function u : R + → R with u(0) ≥ 0. Throughout this paper, we assume that
. In applications, see, e.g., [7, 8] it is of interest to calculate the rate of decrease to 0 of P γf as γ → ∞ for some f ∈ H. On the other side, if f H is small, we expect that P f is close
where Φ is the distribution function of a N (0, 1) random variable. Our first result derives upper and lower bounds of P f for any f ∈ H.
Lemma 3.1. For any f ∈ H we have
If further g ∈ H is such that g ≥ f , then
Clearly, (6) is useful only if f H is small. On the contrary, the lower bound of (7) is important for f such that f H is large and g H > 0. Taking g = f , with f being the solution of (3) and noting that for any γ > 0 we have γf = γ f for any f ∈ H, then the lower bound in (7) implies the following result:
The main result of this section is Theorem 3.1 below which presents upper and lower bounds for P f under some restriction on f and a general measurable u as above. Let the function f be differentiable with derivative
is well-defined. Consider the following assumptions on f :
We assume that the smallest concave nondecreasing majorant h of the function h has the right-hand derivative h ′ such that h ′ ∈ L 2 (R + ) and moreover the function
(
Theorem 3.1. 1. Under assumptions (i)-(iii) we have f ∈ H and
2. Suppose that u − : R + → R is such that u − (t) < u(t), t ∈ R + . If H < 1/2, assume additionally that f ≥ f .
Then for any H ∈ (0, 1) \ {1/2},
holds, provided that
As we show below, the upper and lower bounds above become (in the log scale) precise when f is large.
Corollary 3.2.
Under the assumptions and notation of Theorem 3.1, if further f (x 0 ) > 0 for some x 0 ∈ (0, ∞),
As a by-product, we solve the minimization problem (3), namely we have 
Remarks: a) If H ∈ (1/2, 1), then under conditions (i)-(iii), we find that f is the explicit solution of the minimization problem (3).
b) The case H = 1/2 is discussed in [3] , see also [5] .
c) It follows from Lemma 7.1 that for H > 1 2 , f ≥ f because it immediately follows from this lemma and inequalityh ≥ h thatf ′ ≥ f ′ .
Auxiliary results
For the proof of our main result, we need to discuss several properties of fBm. This section discusses first the relation between fBm, Molchan martingale and the underlying Wiener process. Then we consider the Girsanov theorem which is crucial for our analysis.
Fractional Brownian motion, Molchan martingale and "underlying" Wiener process
In what follows we consider continuous modification of fBm that exists due to well-known Kolmogorov's theorem. 
where W = {W (t), t ∈ R + } is an "underlying" Wiener process whose filtration coincides with F B H . Evidently,
Another form of relations (12) and (13) can be obtained in the following way. According to [23] , we can introduce the kernel
and consider the process
The process M H from (15) [19] , [26] ) Wiener integral w.r.t. fBm is defined for any T ∈ R + and H ∈ (0, 1) as
and the integral
Now we extend the notion of integration w.r.t. fBm on the R + from [0, T ] by the following definition.
if this limit exists.
. Then the limit in the right-hand side of (16) exists and
Lemma 4.3. Let h = h(t), t ∈ R + , be a nonrandom measurable function such that
2. h is nonincreasing;
Then there exists integral 
where the integral in the right-hand side is a Riemann-Stieltjes integral with continuous integrand and nondecreasing integrator.
Girsanov theorem for fBm
Let H ∈ (0, 1). Consider a fBm with absolutely continuous drift f that admits a following representation:
To annihilate the drift, there are two equivalent approaches. The first one is to assume that K *
where B H is the fBm with respect to the new probability measure, and accordingly to (13) , to transform (19)
or, at last,
where W = { W t , t ∈ R + } is a Wiener process with respect to a new probability measure Q, say. The second one is to apply Girsanov's theorem from [22] . We start with (19); suppose that s
t ∈ R + and transform (19) as follows (recall l H is defined in (14)):
Further, suppose that the function q(t)
Then (2 − 2H)
Now we give simple sufficient conditions of existence of q ′ and . Suppose that the drift f is absolutely continuous and for any t > 0, the derivative |f
+ε , s ≤ t, for some ε > 0 and some nondecreasing function C(t) : R + → R + . Then for any
and (21) holds.
(ii) Let H > 1 2 . Suppose that the drift f is absolutely continuous. Also, suppose that there exists the continuous derivative (s
For
if (22) defines a new probability measure. So, we get the following result. 
Examples of admissible drifts
We present next two examples of drifts satisfying conditions (i)-(iii).
Example 5.1. In order to construct the drift, we start with h and h.
, h ′ > 0 and decreases on R + , therefore h is a concave function as well as h, and evidently, h is a smallest concave nondecreasing majorant of h. Further,
Consequently, the function K(t) := (K
Denote f , yet the unknown drift, and let q(t) = C 2 t 0
. Then
and hence with C 3 = C 2 B(
implying that
since we can put f = f . Note in particular that the assumption f ≥ f if H ∈ (0, 1/2) also holds.
Then, as before, h is a smallest nondecreasing concave majorant of h. Further, we may write 
It follows from (23) that
H + 1/2 e −s ds, and
Consequently,
Clearly, (K H, * 0+ f ′ )(t) = C 1 t H−1/2 q ′ (t) = t H−1/2 e −t ∈ L 2 (R + ), and condition (i) holds. Condition (iii) is evident.
Proofs

Proofs of auxiliary results
Proof of Lemma 4.1: It was established in [23] that fBm B H can be "restored" from W by the following formula B H (t) = [20] can be applied, hence
Since for any g ≥ f we have P g ≤ P f , then the claim in (7) follows. Next, in view of (28), we have by the mean value theorem (see also Lemma 5 in [18] )
for some real c and similarly using again (28),
hence the proof is complete.
Proof of Corollary 3.1: In view of (7) we have for any γ > 0 and any g ∈ H, g ≥ f
hence the proof is complete. 
