The Euler quotient modulo an odd-prime power p r (r > 1) can be uniquely decomposed as a p-adic number of the form (u
Introduction
Let p be an odd prime and r be a positive integer. For all integers u with gcd(u, p) = 1, by the Euler Theorem we have u ϕ(p r ) ≡ 1 (mod p r ),
where ϕ(−) is the Euler Totient function. Hence we define Q r (u) modulo p r by
which is called the Euler quotient in [1] . In fact, if we write u ϕ(p r ) = 1 + a 1 p r + a 2 p 2r + · · · ∈ Z, 0 a i < p r for i 1,
we have Q r (u) = a 1 . For convenience, we set Q r (lp) = 0, l ∈ Z.
If r = 1, Q 1 (u) is also called the Fermat quotient. A more general notion, called the Carmichael Quotient, is studied in [2] . Many number theoretic questions have been studied for these quotients and their generalizations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Let Z p r be the integer residue ring modulo p r . Any element a ∈ Z p r has a unique p-adic decomposition as a = a 0 + a 1 p + · · · + a r−1 p r−1 , where a i ∈ {0, 1, . . . , p − 1}. Hence for a sequence (s(u)) u 0 over Z p r , it has a unique p-adic decomposition as s(u) = s 0 (u) + s 1 (u)p + · · · + s r−1 (u)p r−1 , u 0, where (s i (u)) u 0 is a sequence over {0, 1, . . . , p − 1}. The sequence (s i (u)) u 0 is called the ith level sequence of (s(u)) u 0 , and (s r−1 (u)) u 0 the highest-level sequence of (s(u)) u 0 . They can be naturally considered as the sequences over the finite field F p . Fan and Qi (partly with coauthors) extensively investigated the level sequences of linear recurring sequences over Z p r (or more generally Z M , where M > 1 is an arbitrary number), see [17] [18] [19] [20] [21] [22] [23] and references therein. Certain (s(u)) u 0 over Z p r is relevant to FCSR sequences [24] .
On the other hand, Fermat quotients, Euler quotients and Carmichael Quotients have been studied recently from the viewpoint of cryptography, see [5, 10, 11, [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . More exactly, the authors of [11] studied the linear complexity profile of the Fermat quotient sequence (Q 1 (u)) u 0 . As we know, this is the first work to consider the cryptographic feature of Fermat quotients. The authors of [5, 10] used Fermat quotients and Euler quotients to define pseudorandom sequences. The first one is the binary threshold sequence (e(u)) u 0 defined by
The second one, by combining Q r (u) with χ, which is a fixed multiplicative character modulo p r of order m > 1, is the m-ary sequences ( e(u)) u 0 defined by exp(2πi e(u)/m) = χ(Q r (u)), 0 e(u) < m if gcd(Q r (u), p) = 1 (5) and e(u) = 0 otherwise. Most recent studies are concentrated in the case of r = 1: the authors of [5, 10] investigated measures of pseudorandomness as well as linear complexity profile of (e(u)) u 0 and ( e(u)) u 0 via certain character sums over Fermat quotients, the authors of [30, 33] determined the linear complexity (see below for the definition) of (e(u)) u 0 and ( e(u)) u 0 if 2 is a primitive element modulo p 2 , and later the authors of [26, 27, 29] extended to a more general setting of 2 p−1 ≡ 1 (mod p 2 ), the authors of [26, 31] also determined the trace representations and the k-error linear complexity (see below for the definition) of (e(u)) u 0 and ( e(u)) u 0 , respectively. The authors of [32] extended [27] further to determine the linear complexity of (e(u)) u 0 when r > 1 under the assumption of 2 p−1 ≡ 1 (mod p 2 ). We refer the reader to related references for details. All results indicate that such sequences have desirable cryptographic features. Hence in this paper, we describe the Euler quotient Q r (u) as the p-adic decomposition
where 0 a j (u) < p for 0 j r − 1, and consider the linear complexity of the level sequences (a j (u)) u 0 over F p via introducing a new quotient, which coincides with the level sequences (a j (u)) u 0 . Our second aim is to determine the k-error linear complexity for certain binary sequences defined by the level sequences (a j (u)) u 0 of the Euler quotient Q r (u).
We conclude this section by recalling the notions of the linear complexity and the k-error linear complexity. Let F be a field. For a T -periodic sequence (s(u)) u 0 over F, we recall that the linear complexity over F, denoted by LC F ((s(u)) u 0 ), is the least order L such that (s(u)) u 0 satisfies
which is called the generating polynomial of (s(u)) u 0 . Then the linear complexity over F of (s(u)) u 0 is computed by
see, e.g. [35, 36] for details. For integers k 0, the k-error linear complexity over F of (s(u)) u 0 , denoted by LC F k ((s(u)) u 0 ), is the smallest linear complexity (over F) that can be obtained by changing at most k terms of the sequence per period, see [37, 38] , and see [39] for the related even earlier defined sphere complexity. Clearly LC F 0 ((s(u)) u 0 ) = LC F ((s(u)) u 0 ) and
where l equals the number of nonzero terms of (s(u)) u 0 per period, i.e., the weight of (s(u)) u 0 . The linear complexity and the k-error linear complexity are important cryptographic characteristics of sequences and provide information on the predictability and thus unsuitability for cryptography. For a sequence to be cryptographically strong, its linear complexity should be large, but not significantly reduced by changing a few terms. And according to the Berlekamp-Massey algorithm [40] , the linear complexity should be large enough.
A new quotient
In this section, we introduce a new quotient to represent the level sequences of the Euler quotient Q r (u).
For integers r > s > 0, we can check
In fact, for p|u we have Q r (u) = Q s (u) = 0 by the assumption of (3). Now we suppose gcd(u, p) = 1. Let
. On the other hand, we verify
We get Q r (u) ≡ b 1 (mod p s ). Hence we prove (7) . From (7) , for integer r 2 one can define a new quotient from Z p r+1 (the additive group of numbers modulo p r+1 ) to Z p (the additive group of numbers modulo p) by
Indeed, we can write
For example, if r = 2 and
For p|u, we have H 0 (u) = H 1 (u) = 0.
Since the ith level sequence of (Q r (u)) u 0 is the highest level sequence of (Q i+1 (u)) u 0 for i 0, we only consider the highest level sequence of (Q r (u)) u 0 in the sequel, i.e., the quotient H r−1 (u). Below we prove two simple properties for H r−1 (u). We remark again that H 0 (u) = Q 1 (u), which is the Fermat quotient.
Theorem 1. For any integers v, k and r 1, we have
Proof. For r = 1, H 0 (u) is the Fermat quotient Q 1 (u) and the result follows, see [11] . For r > 1, since the least period of (
We complete the proof.
The least period of (H r−1 (u)) u 0 follows from Theorem 1 directly.
Theorem 2. For integer r 1, the least period of (H r−1 (u)) u 0 is p r+1 .
We remark that Leeb [41] extended the Fermat quotients to introduce the notion of Fermat quotients of order i 1 by defining
and for i > 1
with 0 F (i) (u) < p for all integers u with gcd(u, p) = 1 and F (i) (u) = 0 otherwise. Indeed,
We find that F (i) (u) is different from H r−1 (u) defined in (8) . (Note that Leeb introduced this definition for more general settings.)
Linear complexity of level sequences
In this section, we determine the exact value of the linear complexity of the highest-level sequence (H r−1 (u)) u 0 of the Euler quotient Q r (u).
Theorem 3. For integers r 1, the linear complexity (over the finite field F p ) of the highest-level sequence (H r−1 (u)) u 0 of Euler quotients in (1) and (3) satisfies
Proof. From Theorem 2, the least period of (
by Theorem 1.
Then the degree of ρ(X 0 , X 1 , . . . , X r ) is deg(ρ) = p r + p − 2, see [42] for the definition of the degree of multi-variable polynomials. Hence by [42, Theorem 8] , we have LC Fp ((H r−1 (u)) u 0 ) = deg(ρ) + 1 = p r + p − 1.
The case of r = 1 in Theorem 3 has been reported in [11] .
Linear complexity and k-error linear complexity of binary sequences derived from level sequences
In this section, we use the highest-level sequence (H r−1 (u)) u 0 of the Euler quotient Q r (u) to define some families of binary sequences and determine their linear complexity and k-error linear complexity. Suppose that 2 is a primitive root modulo p 2 . Then it is clear that 2 is also a primitive root modulo p n for every n 1, see e.g. [43] . From Theorem 1, the quotient H r−1 (−) induces a surjective map from Z * p r+1 (the group of invertible elements modulo p r+1 ) to Z p . Let
for l = 0, 1, . . . , p − 1. We define a p r+1 -periodic binary sequence (f (u)) u 0 by
where I is a non-empty subset of {0, 1, . . . , p−1}. In particular, if I = { p+1 2 , p+1 2 +1, . . . , p−1}, (f (u)) u 0 is the binary threshold sequence defined in (4) when r = 1 and if I is the set of quadratic non-residues modulo p, (f (u)) u 0 is the binary sequence defined in (5) when r = 1 and m = 2.
Before we present main results of the linear complexity and k-error linear complexity for (f (u)) u 0 , we prove some auxiliary statements. Define
for 0 l < p. Lemma 1. For r 1, 0 l < p and 1 j r, the map u → u mod p j from D l to Z * p j is surjective and each element in Z * p j exactly has p r−j many pre-images in D l . Proof. For each 1 v < p r with gcd(v, p) = 1, the numbers v + mp r belong to different D l (0 l < p) when m runs through the set {0, 1, . . . , p − 1} by Theorem 1, hence each D l is of the form
We will find that D l mod p r = {u mod p r : u ∈ D l } = Z * p r , 0 l < p, further we have D l mod p j = Z * p r mod p j = Z * p j , 0 l < p, for 1 j r − 1. So the map u → u mod p j from D l to Z * p j is surjective and the number of pre-images of each element in Z * p j can be calculated easily. From the proof of Lemma 1, each D l has the cardinality |D l | = p r−1 (p − 1). Here and hereafter, we use |S| to denote the cardinality of a set S. Lemma 2. Let r 2 and θ ∈ F 2 with θ p r = 1 but θ p = 1. For 0 l < p, we have D l (θ) = 0.
Proof. We have
Then by Lemma 1, we derive
Lemma 3.
Let r 2 and θ ∈ F 2 with θ p = 1. For 0 l < p, we have
Proof. For θ = 1, using Lemma 1 with j = 1 we have
For θ = 1, we have D l (1) = p r−1 (p − 1) = 0 since |D l | = p r−1 (p − 1).
Lemma 4.
Let θ ∈ F 2 with θ p = 1 but θ = 1 and G(X) ∈ F 2 [X] with 1 deg(G(X)) < p. If 2 is a primitive root modulo p, we have
Proof. Since 2 is a primitive root modulo p, we see that 1 + X + X 2 + · · · + X p−1 is the minimal irreducible polynomial with the root θ. So if G(θ) = 1, we derive
With the restriction on deg(G(X)), we get G(X) = X + X 2 + · · · + X p−1 . The converse is true after simple calculations. Now we present our main result, which is a generalization of [31, Theorem 1] for the case of r = 1. However, we need more knowledge for the proof. Here we only assume r 2.
Theorem 4. Let r 2 and (f (u)) u 0 be the binary sequence of period p r+1 defined in (10) using the highest-level sequence of Euler quotients in (1) and (3) and a non-empty subset I of {0, 1, . . . , p − 1} with 1 |I| (p − 1)/2. If 2 is a primitive root modulo p 2 , then the k-error linear complexity over F 2 of (f (u)) u 0 satisfies
if |I| is odd, and otherwise
be the generating polynomial of the sequence obtained from (f (u)) u 0 by changing exactly k terms of (f (u)) u 0 per period, where e(X) is the corresponding error polynomial with k terms. F 0 (X) is in fact the generating polynomial of (f (u)) u 0 . It is easy to see that if k is equal to or larger than the Hamming weight of (f (u)) u 0 , the error linear complexity will reduce to zero. So we always suppose that k < p r−1 (p − 1)|I| due to |D l | = p r−1 (p − 1), in this case F k (X) is non-zero. We will consider the common roots of F k (X) and X p r+1 − 1, the number of the common roots will help us to derive the values of k-error linear complexity of (f (u)) u 0 by (6). We divide all roots of X p r+1 − 1 into four groups
It is easy to check that
First, all θ ∈ G 1 are roots of Φ(X) = 1 + X p r + X 2p r + · · · + X (p−1)p r , which is irreducible since 2 is a primitive root modulo p 2 . If F k (θ) = 0 for some θ ∈ G 1 , we have Φ(X)|F k (X) and write F k (X) = Φ(X)π(X).
Since deg(F k (X)) = deg(Φ(X)) + deg(π(X)), we restrict deg(π(X)) < p r and write
where t 1 since F k (X) is a nonzero polynomial. Then the exponent of each monomial in Φ(X)π(X) forms the set {v j + lp r : 0 j t − 1, 0 l p − 1}, which can be divided into two sets A and B with
By Theorem 1, A contains |A| many numbers with
and B contains tp − |A| many numbers. Hence, from (11) and (12), we find that the set of the exponents of monomials in e(X) is
the cardinality of which is
Due to |I| (p − 1)/2 and tp − 2t|I| > 0 we have
However, it is impossible that e(X) has p r−1 (p − 1)|I| many terms and k terms simultaneously, a contradiction. So Φ(X) F k (X), i.e., F k (θ) = 0, for θ ∈ G 1 .
Second, we consider the case θ ∈ G 2 . By Lemma 2 we get
Finally, we consider the case θ ∈ G 3 ∪ G 4 . By Lemma 3 we get
and
Now we draw the following conclusions. (i) If |I| is even, we find that LC F2 0 ((f (u)) u 0 ) = LC F2 ((f (u)) u 0 ) = (p − 1)p r and for any 1 k < p r−1 (p − 1)|I|, the number of the common roots of F k (X) and X p r+1 − 1 will not increase by (13)- (16) . So we have LC F2 k ((f (u)) u 0 ) = (p − 1)p r , for k < p r−1 (p − 1)|I|.
(ii) If |I| is odd, we find that
Since 2 is a primitive root modulo p 2 , we see that
are different for any θ ∈ G 2 . If e(θ) = 0 for some θ ∈ G 2 , we have e(θ 2 i ) = 0 for 0 i < p r−1 (p − 1). That is to say, if such case occurs, there will be at least p r−1 (p − 1) many θ ∈ G 2 such that e(θ) = 0 and hence the number of the common roots of F k (X) and X p r+1 − 1 will not increase compared to the case k = 0 by (14) . So according to (14) - (16) , we need to find the smallest k > 0 such that the error polynomial e(X) (with k terms) satisfies
respectively. We firstly search for e(X) satisfying (17) and consider e(X) modulo (X p r − 1). We note that e(X) ≡ 0
Clearly Λ(θ) = 0 for all θ ∈ G 2 and Λ(θ) = 1 for all θ ∈ G 3 ∪ G 4 . The facts that
and e(X) ≡ τ (X)Λ(X) (mod X p r − 1)
for some non-zero polynomial τ (X) with degree < p guarantee that the error polynomial e(X) with the smallest k > 0 terms satisfying (17) should be of the form e(X) ≡ Λ(X) ≡ 1 + X p + X 2p + · · · + X (p r−1 −1)p (mod X p r − 1) and hence k = p r−1 . That is, when k = p r−1 one can choose a suitable e(X) as above such that the number of the common roots of F k (X) and X p r+1 − 1 is equal to p r − 1, and for any k < p r−1 , any e(X) with k terms will not satisfy (17) , this implies that the number of the common roots of F k (X) and X p r+1 − 1 will not increase (compared to the case k = 0). So we derive
and LC F2 k ((f (u)) u 0 ) = (p − 1)p r + 1 for k = p r−1 . Now we consider e(X) satisfying (18) . Following a similar way above, we derive by Lemma 4 that the error polynomial e(X) with the smallest k > 0 terms satisfying (18) should be of the form e(X) ≡ (X + X 2 + · · · + X p−1 )Λ(X) ≡ (X + X 2 + · · · + X p−1 )(1 + X p + X 2p + · · · + X (p r−1 −1)p ) (mod X p r − 1) and hence the smallest k = p r−1 (p − 1). That is, when k = p r−1 (p − 1) a suitable e(X) as of the form above guarantees that the largest number of the common roots of F k (X) and X p r+1 − 1 is equal to p r . So we derive LC F2 k ((f (u)) u 0 ) = (p − 1)p r + 1 for p r−1 k < p r−1 (p − 1), and LC F2 k ((f (u)) u 0 ) = (p − 1)p r for p r−1 (p − 1) k < p r−1 (p − 1)|I|, |I| > 1. We complete the proof.
Theorem 4 indicates the binary sequences are cryptographically strong. By the way, we mention here the sequences (F (i) (u)) u 0 of Fermat quotients of order i 1 (9) and a construction of binary sequences defined by (F (i) (u)) u 0 . It is easy to check that
Following a similar proof of Theorem 3, we obtain LC Fp ((F (i) (u)) u 0 ) = p i + p − 1 for i 1, also see a proof in [41] for a more general case. Define
for l = 0, 1, . . . , p − 1 and the p i+1 -periodic binary sequence (f (i) (u)) u 0 by
where I is a non-empty subset of {0, 1, . . . , p− 1} with 1 |I| (p − 1)/2. If 2 is a primitive root modulo p 2 , using a similar proof of Theorem 4 we have for i 2 LC For i = 1 the result above also holds, see [31] .
Concluding remarks
In this paper, we define a new quotient, which coincides with the highest-level sequence of Euler quotients decomposed as p-adic numbers. We use this quotient to determine the exact values of linear complexity of the highest-level sequence of Euler quotients and values of k-error linear complexity for binary sequences derived from the highest-level sequences. We note that there are p r−1 (p − 1)|I| many 1's in one period of the constructed binary sequences. such sequences are not balanced. It is more frequent to define binary balanced sequences for some special applications. Unfortunately, we cannot construct balanced sequences in the way described in this paper when r > 1. However, we can modify the definition to reduce the imbalance as much as possible by defining θ up = 0, if θ p r+1 = 1 but θ p = 1, 1, if θ p = 1, for θ ∈ F 2 , we can get exact values of k-error linear complexity of ( f (u)) u 0 if 2 is a primitive root modulo p 2 by following the same way of the proof of Theorem 4.
