Abstract-Blending processes consisting of linear dynamics and a static nonlinearity are considered. We propose a control law that optimizes the equilibrium point of the process and regulates the output to the corresponding equilibrium state. A control Lyapunov function (CLF) is used to derive a stable optimizing update law for the equilibrium point, in combination with a linear quadratic (LQ) feedback law for tracking the optimized equilibrium point. The analysis and design also incorporates the use of an observer for state and bias estimation. Experimental results using a laboratory scale colorant blending process illustrate the efficiency of the method.
I. INTRODUCTION

B
LENDING processes arise in a wide range of industries, for example, gasoline blending [1] - [4] , food, pharmaceuticals, and colorant blending [5] - [7] . They are characterized by fairly simple dynamics, essentially transport delays due to piping in addition to linear blending dynamics. However, such processes contain static nonlinearities that describe the multivariable relationship between the composition of the mixture (i.e., the concentrations of its individual substances) and the output variables (the overall quality measures of the mixture). Hence, a blending controller needs to take into account such nonlinearities and couplings in order to achieve a mixture with the given quality specification. A further complication is that the composition of the mixture can usually not be measured directly, so there may be a need for a state estimator or observer if a full state feedback approach is taken. Optimization of the use of raw materials is also desirable, especially if the number of feed components are larger than the number of output variables, which is the more common situation.
In this work we develop and analyze an optimization-based control technique for such nonlinear blending processes, which we assume are described by a linear time-invariant state-space model plus a static output nonlinearity. The idea is based on a control Lyapunov function (CLF) that is augmented with a steady-state optimization criterion that ensures that the quality measure of the mixture is according to specification, the cost of raw materials is minimized, and a barrier function that ensures that the steady-state operating point does not violate any feed pump constraints. Based on this CLF and a dynamic control specification, an asymptotically optimizing controller is derived similar to CLF design of adaptive and nonlinear controllers [8] . After this basic control strategy is developed, we extend the controller with an observer that takes into account that the state is not measured, and there are unknown output disturbances. Stability, convergence, and asymptotic optimality of the closed loop is then proved under general conditions. The use of the suggested method is illustrated using a laboratory scale colorant blending process where three colorants are blended to give a required color, for example, specified in terms of its red-green-blue (RGB) values.
The present paper extends preliminary results [9] with the introduction and analysis of an observer in the closed loop, and experimental results. The idea of seeking only asymptotic optimality is similar to [10] and the suboptimal approach considered in [11] . The approach provides an alternative control method for systems of the Wiener class, as treated recently in [12] - [14] . Extremum seeking approaches [15] are similar in spirit but relies on direct measurement of the quality variables, or at least an uncertain parameterized quality measure [16] . A distinct difference compared to the present approach is that extremum seeking does not assume explicit knowledge of a nonlinear model that relates the states to the quality measures. The general idea of combining steady-state optimization with dynamic control is well known in the process control literature, e.g., [17] . Nonlinear proportional-integral-derivative (PID) controllers are commonly used in industrial blending applications. The present work has the advantage that it allows explicit optimization of quality versus cost, and analysis of stability in the presence of nonlinearities.
II. A CLASS OF NONLINEAR BLENDING PROCESSES
In this paper, an optimization-based nonlinear controller is developed and analyzed within a theoretical framework in Sections III and IV. The nonlinear class of blending processes is written in the state-space form (1) (2) where the state vector typically represents compositions, the input vector represents inlet flow rates, velocities or actuator settings, and the output vector represents the quality measures that specify the control objective. It is generally assumed that there are no more outputs than inputs, i.e.,
. The output function describes how the quality measure depends in a nonlinear manner on the states under static conditions. The only assumption made on this known nonlinearity is that it is a continuously differentiable nonlinear function.
The controllable and open-loop stable dynamics describe flow and blending phenomena. If pumps or valves at the inlet are characterized by monotonous nonlinearities, the validity of the linear dynamics will rely on an linearization of these nonlinearities, either locally or globally by an inverse mapping being used to define the control inputs .
A. Example: Colorant Blending Process
Before we describe the control approach, we describe an experimental (laboratory scale) colorant blending process that will be used to illustrate the method; see Fig. 1 . The inlet flow contains water from the water supply. The flow rate may be controlled, but is subject to disturbances caused by variations in the supply pressure due to load transients. The inlet flow is mixed with three different colorants, whose flow rate can be controlled via the speeds of individual pumps. The blender unit contains baffles that leads to a nonstationary flow pattern that gives good spatial mixing. At the outlet of the blender there is an RGB camera and an illumination source, confined in a closed environment, that provides a measurement of the color of the mixture. The RGB image is processed to determine an average RGB value for the mixture at the outlet.
Let denote the colorant pump speeds, denote the concentration of the three colorants at the camera position, and denote the measured RGB values ( is red, is green, and is blue). Experiments show that the dynamic response from each colorant pump speed to the corresponding concentration at the blender outlet can be accurately described by a first-order linear system with dead-time
At steady-state , and we remark that in this transfer function the units of are nonphysical units for colorant concentration since they are identical to the units for the pump speed. The steady-state mapping from pump speeds to RGB values can be described theoretically by the Kubelka-Munk theory and a sensor model [18] . However, since the parameters of these models are not easily determined, we propose a parameterized nonlinear mapping described by polynomials of the form (4) for 1, 2, 3. The Appendix describes model identification and validation results. We remark that the quadratic model is not globally valid, but valid within a sufficient range for the experiments presented here.
For the purpose of the analysis, the time-delay can be assumed to be approximated with a finite-dimensional linear time-invariant system incorporated in (1). In the experimental implementation used with the laboratory process, a discretetime formulation is used which can directly incorporate the time-delay, see Section V. 
III. STATE FEEDBACK OPTIMIZING CONTROLLER
Let denote the equilibrium input, to be optimized, and be the corresponding equilibrium state for (1) such that (5) It follows that there exists a matrix such that . The control strategy is to employ a linear state feedback where the reference and feed-forward are defined from the equilibrium input that is optimized such that the equilibrium output equals a given reference value . In other words, the objective is to choose such that it minimizes the steady-state performance criterion (6) where 0 is a symmetric weighting matrix. In general, there may be many solutions for a given , so this criterion may also include the cost of raw materials (7) where is a constant vector such that 0 represents the unit cost of raw material with index . With the laboratory colorant blending process used as an example in this paper, there are no additional degrees of freedom (only three colorants) such that it is sufficient to use (6) and we refer to [9] for a simulation example considering the redundant situation using (7) . Finally, the dynamic performance specification is given in terms of an infinite-horizon linear quadratic (LQ) criterion with weighting matrices 0, and 0
Hence, the controller objective is to simultaneously optimize the equilibrium point and regulate the optimal equilibrium. Assume a compact and convex constraint set is given. Such a convex set can be derived from input constraints such as , which means the equilibrium input must satisfy . Let the interior of be denoted , its boundary be denoted , and assume the set is represented as (9) where . The set of vectors satisfying first-order optimality conditions is defined in terms of the Karush-Kuhn-Tucker (KKT) conditions [19] (10)
Define the logarithmic barrier function (11) where the constant is selected such that 0 for all , which will be useful in the Lyapunov analysis that will follow. Such a exists due to the compactness of . A fundamental property of this barrier function is that it is well-defined and convex on since is convex [20] . Moreover, its value goes to infinity as , and it is undefined outside . Next, define a CLF (12) where 0 and 0 will be specified shortly. For all weighting parameters 0 the barrier function will prevent from escaping the interior of . When applying such barrier functions in numerical optimization, convergence toward the optimum is usually achieved by letting as , [19] , [20] , and we take a similar approach here (at least for the theoretical analysis in this section) (13) with 0 is a time-scale parameter for the barrier function. To avoid loss of performance these dynamics should be chosen faster than the desired closed-loop dynamics, but not too fast in order to avoid numerical difficulties in the implementation. The time-derivative of along trajectories of the closed-loop system is given by (14) We choose the optimizing dynamic feedback (15) with some symmetric 0 and . The control input is chosen according to the LQ controller (16) and the symmetric matrix 0 satisfies the algebraic Riccati equation (17) This leads to (18) The indefinite term in (18) is dominated by the negative quadratic terms as shown in the proof of the following result.
Proposition (18) In part 1, is a unique global minimum due to strict convexity, and the parameter is chosen such that 0. We have (20) Elementary calculations show (21) Define the vector in terms of its components (which can be interpreted as Lagrange multipliers [19] ) (22) which is well-defined since . Hence, the last condition in (20) can be written (23) Since 0 and 0 for all , it follows that 0. Hence, the first and third KKT condition in (10) are satisfied. Since 0 the second KKT condition is also satisfied due to (22) , and we conclude that in (20) . It follows that and part 1 of the proposition is proven by Barbashin-LaSalle's theorem [21] .
Part 2 can be proven as follows. Since is locally Lipschitz in the conditions of Barbalat's lemma hold [21] , and we conclude that as such that (19) (15) can be replaced by any time-or state-dependent positive-definite matrix, such as a possibly modified inverse Hessian of , leading to a Newton-method, in order to improve speed of convergence [19] .
In a discrete-time implementation, a line search method is useful to adapt the gain such that descent and convergence are guaranteed. Consider two consecutive sampling instants and . A discrete-time implementation of (15) is then (29) where is the line search parameter that must be chosen such that . Several line search strategies are available [19] . In the experiments described in Section V, we utilized 29 with 1 as a default initial value, and iterations until descent of the Lyapunov function was achieved.
Global optimality is implicit in part 1 of Proposition 1, while only local convergence is ensured in part 2. To increase the chance of converging to a global minimum it is possible to search for values of that gives negative jumps in , if the value of this function seems to converge to a suboptimal value. The algorithm can then be extended with a resetting mechanism that resets the value of to such a more promising value, if the optimization seems to get stuck in a local minimum.
IV. OBSERVER-BASED OPTIMIZING CONTROLLER
The CLF design of the controller and optimizer in Section III does not take into account that the state cannot in general be measured. Furthermore, feed pumps, supply pressure, feed compositions and the output map may be subject to uncertainty. In order to avoid steady-state error due to this uncertainty, it is necessary with feedback from the measurement . This is achieved through an observer that estimates the state and the output bias , defined by the equation
, and a controller that compensates for this bias. We therefore describe a closely related observer-based optimizing controller that utilizes the internal model control (IMC) principle [22] and shows that the observer cannot destabilize the control system. Without loss of generality, we neglect the constraints in the analysis in this section for simplicity. Since the blending process is in general open-loop stable, we employ an open-loop observer for . Assuming the bias is an unknown constant and is a constant output reference, the closed-loop system illustrated in Fig. 2 containing the plant, observer, controller and dynamic optimization is described by the following set of differential and algebraic equations: Choose sufficiently small such that 0.
2)
Choose sufficiently small and sufficiently large such that 0. This is in general possible because is bounded.
3)
Choose , satisfying the Lyapunov inequality 0 (recall that 0), so large that 0.
4)
Choose sufficiently large such that 0. It follows that for all 0 such that all signals are bounded, and Barbalat's lemma immediately gives convergence. Notice that implies , such that as . We remark that the assumptions are reasonable: is Hurwitz for blending processes in general. The assumption on positive-definiteness of and being Lipschitz is verified to hold for the output map for the colorant process given in Section II-A for all states of interest.
We also mention that the filter time constant (diagonal matrix) 0 can be replaced by a time-varying diagonal matrix 0 without affecting the convergence results.
V. EXPERIMENTAL RESULTS
The implementation of the controller has three interesting differences compared to the theory outlined in Sections III and IV.
• First, a discrete-time model is used in the observer, such that the dead-time can be implemented exactly
The sampling interval is 0.5 s, and the model (44) contains additional states for the seven sample dead time.
• Second, a dead-time compensation scheme similar to [24] is employed. This means that we apply feedback from the observed nondelayed state when computing . From a theoretical point of view, this essentially corresponds to a partial state feedback through the gain matrix and will trivially stabilize the plant. In a continuoustime analogy, Proposition 2 still holds, since open-loop stability of the plant implies existence of a 0 in the proof. • Finally, we have chosen the barrier function weight 0.25, rather than letting it go to zero asymptotically. This is done in order to avoid numerical problems, and its only consequence is that the input constraints will hold with some insignificant small margin. The tuning of the controller is done as follows. The feedback gain matrix is chosen via an LQ design (based on a discrete-time state-space model without time-delay since the feedback is from the observed nondelayed states). The design parameters are tuned experimentally to maximize the bandwidth with a sufficient degree of robustness. The IMC filter time constant is replaced by a rate-limiter (the theory still holds for any time-varying 0) in order not to introduce unnecessary phase loss. The optimizer gain is chosen as 2.5, but the value is reduced, if necessary, in a line search phase to achieve descent as described at the end of Section III. This is a simple choice that can be replaced by more advanced methods, but does not seem to limit the performance of the control system in our case. The pumps' speed are limited at the minimum value 60 r/min, and the maximum value 260 r/min. The weighting matrix is . Experimental results are shown in Figs. 3-5 . The RGB reference makes several simultaneous step changes throughout the experiment, and we observe that there is accurate tracking and disturbance rejection. The asymptotic optimization converges quickly, and imposes no significant loss of performance. The bias estimates show that the model of the static nonlinearity is far from an ideal model, yet the bias estimation scheme works well and avoids steady-state tracking error. At time 140 s a 25% increase in water supply flow rate occurs, leading to a significant disturbance on the process. The bias estimator detects the resulting output bias (see of the tuning). The PI-controllers lead to sluggish response because they must be tuned somewhat conservatively due to the static nonlinearities, and they do not account for all couplings in the plant. This is confirmed by the integrated absolute error (IAE) measures reported in Table I. VI. CONCLUSION A nonlinear optimizing controller for blending processes is developed using a CLF approach, essentially by augmenting a CLF with an objective function for the parameter that characterizes the equilibrium point. These results also hold in the case of having an observer that takes into account the effect of the uncertainty and time delay associated to the real plant. Real-time experiments have illustrated the feasibility and good performance of the proposed approach. The CLF design idea is borrowed from the area of nonlinear and adaptive control [8] where usually denotes unknown parameters to be adapted.
APPENDIX
Colorant Blending Process Identification and Validation:
In this section, we describe how the laboratory blending process model was identified and validated. The input was a sequence covering the range between 40 and 280 rev/min, see Fig. 8 . The parameters used in the experiments are identified from measured data using a standard least squares method, and given in Table II .
For model validation, we have used another set of data collected in a different day. The identified nonlinear model provides a reasonable approximation, as seen in Fig. 9 . In order to illustrate the process nonlinear characteristics, the performance of an identified linear model, considering only the linear terms in (4), is depicted in Fig. 10 .
Tuning the PI Controller: In order to tune the conventional PI SISO controllers, we carried out the following procedure. First, a set of simple first-order plus delay models, between the pump speeds and each color channel, were identified from step responses around an operating point, see Fig. 11 . These experiments gave as a result the following gain matrix:
(45) and a time-constant delay ratio of about 0.8 for all transfer functions. Second, the pairing of the three SISO controllers was performed using the relative gain array (RGA) (46) This simple analysis suggests to control the red channel with pump 2, the green one with pump 1, and the blue one with pump 3. Finally, the tuning of PI controllers was carried out by using initially the IMC tuning rules [22] , but since the model is only accurate around one operating point, the parameters have to be detuned in order to have an acceptable response in other regions.
Figs. 6 and 7 illustrate the dynamical behavior obtained. Notice the different response character exhibited by the closed-loop system, it is possible to see initially over-damped response, and then nonminimum-phase behaviors. The PI-controllers lead to this sluggish responses because they must be tuned somewhat conservatively due to the nonlinearities, and they lead to significantly larger transients because they do not account for all the coupling in the plant.
