Aquarius satellite missions have produced the first sea-surface salinity (SSS) maps from space. The quality of the retrieved SSS must be assessed, in terms of its validation against sparse ground truth, but also in terms of its ability to detect and characterize geophysical processes, such as mesoscale features. Such characterization is sometimes elusive due to the presence of noise and processing artifacts that continue to affect stateof-the-art remote sensing SSS maps. A new method, based on singularity analysis, is proposed to contribute to the assessment of the geophysical characteristics of such maps. Singularity analysis can be used to directly assess the spatial consistency of the SSS fields and to improve the estimation of the wavenumber spectra slope through a new method, the singularity power spectra (SPS). To demonstrate the SPS performance and utility, we applied SPS to different gridded SSS maps, such as SMOS and Aquarius high-level products, the output of a numerical simulation, in situ reanalysis, and climatology, as well as to other sea-surface temperature products for reference. The singularity analysis and SPS methods reveal that both the SMOS level 4 and the Aquarius combined active passive products are both able to describe the geometry of the existing geophysical structures and provide consistent spectral slopes. This paper demonstrates that beyond the remaining sources of uncertainty in remote sensing SSS products, valuable dynamical information on the ocean state can be extracted from these SSS products.
interpret surface structures, such as fronts and eddies, that became apparent in instantaneous views of the ocean. Moreover, satellite altimetry and sea-surface temperature (SST) observations highlighted the high percentage of energy accumulated at oceanic mesoscale (tens to hundreds of kilometer in space and days to weeks in time). Today, thanks to the launch of the Soil Moisture and Ocean Salinity (SMOS) mission (2009) and then the Aquarius mission (2011), more than seven years of satellite-derived sea-surface salinity (SSS) data are available.
Until the advent of SMOS and Aquarius, information about the spatial and temporal variability of salinity had been scarce due to the lack of a comprehensive set of salinity observations. With few exceptions (see [1] [2] [3] ), numerical models had been the main source of such information (see [4] and references therein).
Remote sensing of SSS relies on the sensitivity of the ocean microwave emissivity to changes in seawater conductivity, which, in turn, depends on salinity. SMOS and Aquarius have been the first SSS missions, with both carrying onboard L-band microwave radiometers. While there have been notable efforts to improve the quality of retrievals [5] , [6] , L-band radiometry is still in its infancy, so the quality of derived salinity products is expected to improve with time. As such, data postprocessing is mandatory to recover structured and meaningful geophysical information from remote sensing SSS retrievals.
Direct comparisons against in situ salinity measurements (moored buoys, drifters, and thermosalinographs) have been extensively used to assess the reliability of remotely sensed SSS [7] [8] [9] [10] . This validation approach, however, has some limitations, as in situ data are usually assumed to be true or perfect. Even when the in situ instrument errors can be considered negligible, some essential differences between remote sensing and in situ data should be considered.
Regarding the direct comparison of remotely sensed retrievals with in situ data, one has to consider data representativeness issues [11] [12] [13] . Indeed, in situ data and satellite products likely have different spatial and temporal sampling characteristics, potentially hindering the use of in situ data to verify the spatial and temporal consistency of satellite-derived fields. An in situ observation, e.g., Argo, represents an almost 0196-2892 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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instantaneous and point measurement, whereas data products, i.e., satellite gridded maps or model output, are given in grids with spatial sizes of 10-100 km, with temporal averages of 1-30 days. Moreover, satellite SSS products measure the top 1 cm of the ocean surface, while in situ SSS measurements are usually obtained a few meters below the surface. These differences in representativeness should be taken into account during validation. Moreover, gridded products may be affected by large-area biases. This is especially important in the case of SMOS, where the largest biases include radio frequency interference (RFI) sources and land-sea contamination (LSC). These biases may produce mixed or even misleading results. Although some of the techniques proposed to correct LSC in the SMOS data may lead to SSS maps that compare well with the sparse in situ data, these techniques also degrade the geophysical variability signal (see [14] , [15] ). Hence, direct comparison of in situ and remote sensing data, by itself, does not provide a complete picture of the actual data quality. Spectral analysis can be adequate for characterizing the geophysical consistency of the retrieved SSS structure, especially when signals display clear resonant peaks at specific spatial frequencies corresponding to structures with characteristic sizes. However, except when analyzing areas with persistent geophysical features (e.g., intense mesoscale activity with frequent geostrophic eddies, and frontal systems), these resonant peaks are not present and the wavenumber spectra analysis only provides information about the onset of the turbulent cascade and how the cascade affects the spatial variability of the field being analyzed. The effect of the cascade on a scalar shows up in the wavenumber spectra as a power-law scaled by an exponent (spectral slope) that depends on the specific turbulent regime dominating the area. Typical values of the spectral slope (wavelengths less than 300 km) derived from in situ salinity data are between −1 and −3 [16] [17] [18] . Dispersion in the spectral slope value of a product, depending on the region under study [19] , can be the consequence of actual differences in the dynamics of the ocean in the different regions. For example, large mesoscale SSS variability (spectral dispersion) can be induced by surface atmospheric fluxes and horizontal and vertical processes, but this dispersion also can result due to the presence of correlated and uncorrelated noise and processing issues. Considerable uncertainty in the estimation of the spectral slope results; consequently, unless the slope largely deviates from the expected range of values, it becomes impossible to identify the dominant turbulent regime, considerably hindering the verification of the geophysical consistency of a given parameter. This paper presents complementary methods, based on singularity analysis (see [20] , [21] ), for extracting additional information about the spatial variability from salinity products, such as climatology, model outputs, in situ reanalysis, or remote sensing analyses. The quality of each product is assessed according to a new criterion: its ability to describe the actual geometry of flow structures, as reflected in the shape of features and short-range correlations of variables. This geometrical assessment can be performed by means of singularity analysis, a data processing technique that permits extracting flow-induced characteristics from any scalar [20] , [21] .
In addition, a new method, based on calculating the wavenumber spectra of the singularity exponent fields, i.e., singularity power spectra (SPS), is presented. In contrast with traditional power density spectrum (PDS) analysis, whose small-scale (here defined less than 400 km) spectral slopes are very much affected by measurement noise, we will show that the SPS technique is able to reveal the small-scale turbulent cascade signature resulting in good representation of the SSS spatial variability, despite the limitations of the current remote sensing systems, especially in terms of accuracy relative to in situ data.
The outline of this paper is as follows. Section II describes the data products used in this paper, regions of interest, and time period. Section III discusses the application of the singularity analysis technique, along with resulting singularity exponent maps. Section IV uses the singularity exponents obtained from the Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) SST product [22] to provide an analysis of the geophysical consistency of the SSS maps according to the structure of their singularity exponents. Section V presents and applies the SPS analysis toward a more accurate determination of the spectral slopes of different variables. Finally, Section VI provides concluding remarks and outlook.
II. DATA AND REGIONS

A. Data Products 1) SMOS:
The SMOS satellite, launched in November 2009 as part of the European Space Agency's (ESA) Living Planet Program [23] , is the first polar-orbiting satellite with a passive microwave sensor operating in the L-Band (1.4 GHz). Using polarimetric interferometry from 69 individual radiometers, SMOS retrieves SSS in a 1200-km-wide field of view, providing global coverage every three days. ESA's Level-2 (L2) swath-based SSS products have a spatial resolution of 30-50 km, but a rather low accuracy of 0.6-1.7 [7] , [8] . Note that salinity, as defined in the practical salinity scale 1978 [24] , is a ratio; therefore, salinity values are unit less. The SMOS SSS products used here correspond to the operational V1.0 products generated by the SMOS Barcelona Expert Center (BEC) at 0.25°resolution (available at http://cp34-bec. cmima.csic.es). The following three high-level monthly averages are used.
1) SMOS Level-3 Binned (SL3) Product: Binned maps of the reprocessed ESA Level-2 (L2) version 550, Ocean Salinity User Data Product (UDP) files (https://earth.esa.int/web/guest/data-access) [25] , which include geophysical parameters, a theoretical estimate of parameter accuracy, and various product quality descriptors. The data quality flags included with each retrieval in the UDP files are used to filter out unreliable values from the L2 SSS data before averaging the data into a nine-day, 0.25°grid.
2) SMOS level-3 Optimally Interpolated (SOI) Product:
The SL3 nine-day SSS data are optimally interpolated [26] to produce maps with higher spatial and temporal consistency. The SOI is performed using the monthly World Ocean Atlas (WOA), 2009 SSS monthly climatology [27] as the background field and the decorrelation scale described in [28] . 3) SMOS Level-4 Fused (SL4) Product: The algorithm described by Umbert et al. [29] is used at BEC to build the SL4 product, fusing the SSS SL3 maps fused with nine-day OSTIA SST maps [22] , employing the singularity analysis described in [30] . Detailed descriptions of these products are given in [31] . Corresponding quality reports are given in [32] .
2) Aquarius: The Aquarius instrument, onboard the Aquarius/SAC-D satellite, operated from its launch in June 2011 until June 2015 as a collaborative effort between the National Aeronautics and Space Agency (NASA) and the Argentine Space Agency Comisión Nacional de Actividades Espaciales. The instrument consisted of three real-aperture radiometers in a push-broom configuration at 29°, 38°, and 46°i ncidence angles relative to the shadow side of the 6 AM/6 PM sun-synchronous orbit. The beam footprints were 76 km (along track) × 94 km (cross-track), 84 km × 120 km, and 96 km × 156 km, respectively, yielding a combined swath cross-track width of 370 km. Just like SMOS, the Aquarius radiometers measured the brightness temperature in the L-Band at 1.4 GHz. The platform also carried a scatterometer, operating at 1.26 GHz, to measure the ocean backscatter in each footprint for correcting sea-surface roughness effects, thereby improving salinity retrievals (ftp://podaac-ftp.jpl.nasa.gov/ allData/aquarius/docs/v4/AQ-014-PS-0016_AquariusSalinity DataValidationAnalysis_DatasetVersion4.0.pdf.)
Two Aquarius SSS monthly products with 1°grid resolution are used. Aquarius combined active passive (cap) level 3 product (ftp://podaac-ftp.jpl.nasa.gov/allData/aquarius/L3/mapped/CAPv4/) is generated by the Jet Propulsion Laboratory (JPL) climate oceans and solid earth group and use the CAP algorithm described in [33] . The CAP algorithm utilizes data from both the onboard radiometer and scatterometer to simultaneously retrieve salinity, wind speed, and wind direction by minimizing the sum of squared differences between model values and observations. For more details, see: ftp://podaacftp.jpl.nasa.gov/allData/aquarius/docs/CAPv4/.
3) GLORYS2V3 Reanalysis: The Mercator Ocean Global Ocean Physics Reanalysis GLORYS2V3 1993-2013 (GS for SSS and GT for SST), available from the Copernicus Marine Environmental Monitoring Service (CMEMS) (http://marine.copernicus.eu), uses the nucleus for European modeling of the ocean [34] version 3.1 ocean model in the ORCA025_LIM configuration [35] . The model has 0.25°h orizontal resolution and 75 levels, with a partial step at the bottom. The European reanalysis-interim forcing fields include a large-scale correction for downward (shortwave and longwave) radiative and rainfall fluxes. This simulation uses the thermodynamic Louvain-La-Neuve Sea Ice Model (LIM2) with an elastic-viscous-plastic rheology formulation. The data assimilation technique is a multidata and multivariate reducedorder Kalman filter based on the singular extended evolutive Kalman filter. A bias correction scheme for temperature and salinity is also included. Increments are applied using an increment analysis update. The assimilated observations are delayed-time, along-track satellite sea-level anomaly, sea-ice concentration, SST, and in situ profiles of temperature and salinity from the Coriolis Ocean data set for reanalysis version 3.3 (CORA3.3) database [36] . No restoring terms for temperature or salinity are used in this configuration.
The original fields of the ORCA025_LIM irregular grid (nominal 0.25°grid at the equator) are interpolated onto a regular 0.25°global grid using a squared-distance weighted interpolation scheme in order to simplify calculating the SPS.
4) Coriolis Ocean Data Set for Reanalysis (CORA):
The monthly CORA fields (CS for SSS and CT for SST) at 0.5°s patial resolution are generated by an objective analysis of the global, delayed-mode in situ observations available from the Copernicus in situ Thematic Assembly Center (global component) operated by the Coriolis data center as well as from the CMEMS. The objective analysis is generated by the in situ analysis system software (see [37] ).
5) WOA Climatology:
The 3-D monthly salinity and temperature climatologies from the National Oceanic and Atmospheric Administration's WOA 2009 (named 09S for SSS [27] and 09T for SST [38] ) and 2013 (named 13S for SSS [39] and 13T for SST [40] , created by optimal interpolation (OI) of all the available historical sets of in situ data, are used. The horizontal grid resolution is 1°for 09S and 09T and 0.25°for 13S and 13T.
6) OSTIA Sea-Surface Temperature: In addition to the salinity products described above, the daily OSTIA SST maps generated by the Group for High Resolution SST are also used in this paper. The OSTIA SST (OT) maps are produced daily at 1/20°resolution by applying an adapted OI algorithm to combine satellite and in situ observations [22] . The OI algorithm is the analysis correction method of [41] .
B. Regions and Time Period
The spatial variability of the SSS products is assessed through the analysis of the meridional and zonal variability within the six regions shown in Despite the meridional changes in the first baroclinic Rossby radius of deformation across the SPAC and NATL box regions, the SPS analysis is performed in the meridional direction because we are interested in knowing whether the turbulent cascade verifies differently along the meridional and the zonal directions. Besides, due to the meridional boxes being similarly oriented to SMOS and Aquarius ground tracks, SSS observations within those boxes are more synoptic, so fewer artefacts are anticipated. For the other four regions, the SPS analysis is carried out in the zonal direction, i.e., with approximately constant Rossby deformation radii.
The time period selected for this analysis is the year 2012, when all of the SSS and SST products are available and because a significant number of ground-based RFI sources identified during the first year of both missions had already been eliminated.
C. Mean and Variance of SSS Products for 2012
Figs. 2 and 3 show, respectively, the annual SSS mean and the intra-annual SSS variance of the nine monthly products described in Section II-C. The main structures of the annual mean are similar among all these products. However, some significant differences exist among them, including the spatial extent (near the coast and at high latitudes) of salinity maxima, the salinity range, and the presence of small-scale noise in remote sensing products. SMOS products [ Fig. 2 (a)-(c)] fail to locate the subtropical salinity maxima as close to the coast as the other products do, especially in the case of the South Atlantic subtropical gyre, but also in the case of the North Atlantic subtropical gyre. This artifact is due to the high sensitivity of the synthetic aperture image reconstruction to LSC.
The intra-annual SSS variance maps of Fig. 3 show differences spatial structure and amplitude between all the products. However, in all products, the largest intra-annual SSS variances (Fig. 3) are associated with the Amazon and Congo runoffs, the eastern tropical and equatorial Pacific, high latitudes, monsoonal regions, and the Gulf Stream. In the Western Equatorial Pacific Ocean [highlighted box in Fig. 3(h) ], notice that the signal of La Niña (described in [43] ) is captured by all the products except climatologies.
The variance maps of Aquarius [ Fig. 3 (f) and (i)] and SMOS OI [ Fig. 3(b) ] show similar variability levels, with only a few regional differences seen, e.g., the Amazon plume. These differences are mostly associated with the lack of SL3 data [Figs. 2(a) and 3(a)] in these regions. As already noted in [29] , the fusion algorithm results in a smaller dynamic range for the fused field, e.g., SL4 [ Fig. 3(c) ].
In comparison with GS and in situ products, the remote sensing products show extended regions of higher variability in the Southern Ocean. In particular, south of 60°S, the SL3 product displays a variance that is substantially larger than that of the other remote sensing products. This variance is artificial and is related to the low sensitivity of the L-band brightness temperature to salinity changes at low SST. Moreover, SMOS SSS retrievals are very much constrained by the European Centre for Medium-Range Weather Forecasts model winds [44] , which are particularly inaccurate for high wind regions, such as the Southern Ocean. High-level SMOS products, such as SOI and SL4, depict a significant reduction of such noise.
III. SINGULARITY ANALYSIS
The spatial coherence of a scalar, e.g., temperature or salinity, advected by a turbulent flow can be assessed through singularity analysis [30] . Singularity analysis refers to any technique capable of assigning a singularity exponent to each point in a map of a given variable. The singularity exponent at any given point is a measure of the regularity or irregularity of the variable around that point. The singularity exponent (h) generalizes the concept of the number of admissible derivatives at any given point, allowing for noninteger derivatives.
The oceanographic interest in singularity exponents arises because they are a characteristic property of the flow [20] , [21] , [45] and not specific to the chosen scalar [46] . In this sense, singularity exponents are related to the advection term, representing the part of the signal that all ocean surface scalar fields share.
It must be noted that the singularity structure does not carry information about the amplitude of the changes of the variables for the depicted geophysical structures, only about their geophysical consistency (i.e., whether they represent similar currents, fronts, and eddies). Thus, we may take a reference variable (e.g., SST) whose singularity exponent distribution is close to the expected one (see [21] ), and then compare the singularity exponent of any other variable with such a reference. Notice that the presence of long-range correlations, either of geophysical origin or caused by artifacts, does not modify the singularity exponents [20] .
The singularity exponents of the different salinity products have been calculated using the same software presented in [20] . (The BEC offers a free web service that allows users to obtain the singularity exponents associated with any scalar field contained in a NetCDF file. This service can be accessed at http://cp34-bec.cmima.csic.es/new-serviceavailable-singularity-analysis/.) The resemblance between the structures in the singularity maps of SST and SSS has already been shown in [29] and [47] . Fig. 4 represents the map of singularity exponents derived from the OT map of January 2012. Due to the high quality of the OSTIA SST fields, the associated singularity maps will serve as the reference for comparison with the SSS products used in this paper. Visual inspection of the singularity map reveals its geophysical coherence, i.e., the singularity fronts (bright white streamlines) are clearly associated with largeand small-scale features of the global circulation, such as the Gulf stream and the Kuroshio current, the multiple fronts of the Antarctic Circumpolar Current, the tropical instability waves in both the Pacific and the Atlantic. In fact, as shown in [21, Fig. 9 ], singularity fronts derived from OSTIA SST align very well with the streamlines of flow, so we consider OSTIA SST singularity exponents as a good reference for the scales considered in this paper. As expected, individual mesoscale eddies cannot be observed in monthly products. Fig. 5 shows the singularity exponent maps derived from the nine monthly SSS products in January 2012. In contrast with the SST singularity map (Fig. 4) , the SL3 singularity map [ Fig. 5(a) ] appears completely unstructured. After applying noise reduction techniques to the SMOS data, such as OI [ Fig. 5(b) ] or data fusion [ Fig. 5(c) ], the singularity fronts or structures (streamlines) better reflect those of the SST map (Fig. 4) .
The singularity maps derived from the 13S and 09S SSS climatologies [ Fig. 5(d) and (e)] provide different information content. While the 09S singularity map only shows largescale (more than 800 km) patterns, the 13S map is of finer resolution, better representing intermediate (between 400 and 800 km) and small scales (less than 400 km) and, visually, being more realistic.
For the Aquarius products, which have the same grid resolution as 09S, the Aq The CS singularity map's smoothness is similar to that in the 09S map; thus, it is not able to represent the intermediate and small scales. Finally, the GS singularity map [ Fig. 5(h) ] reproduces most of the streamlines, at all scales, with a quality similar to that of the OT singularity map (Fig. 4) .
According to the qualitative assessment of the singularity maps presented in this section, the singularity exponent maps illustrate that some SSS products lack information on the small and even intermediate scales.
Singularity exponents are estimated by calculating the slope of a log-log regression of wavelet projections versus wavelet scale [30] . The wavelet projection of any map, regularized by a convolution kernel, will be similar to having projected the signal on the wavelet basis at larger scales, adding the characteristic scale of the convolution kernel to the wavelet scale. Therefore, the resulting map of singularity exponents will be of lower resolution (evidenced by thicker singularity lines), and quite naturally would show up as a premature damping of the power spectra at high wavenumbers. This qualitative assessment provides some intuition about what is observed. The agreements between the SSS singularity maps and the reference map are quantified in Section IV.
IV. GEOPHYSICAL CONSISTENCY BETWEEN SST AND SSS
As already discussed, the singularity exponents obtained from different ocean variables should be the same. In the following, we present a method to evaluate and quantify geophysical consistency between different SSS products and the OT product in terms of their singularity structure.
To quantify the correspondence between derived singularity exponents, a histogram of h sss (i.e., SSS singularity exponents), conditioned by each value of h SST (i.e., SST singularity exponent), is calculated as in [29] . This conditioned histogram evidences any possible correlation between both variables.
According to [15] and [29] , when the maximum probability line (modal line, defined by the maximum probability of h SSS for each value of h SST ) follows a straight line of slope equal to 1 for the majority of the range of h SST values, then the singularity exponents of the SSS maps are in good correspondence with those of the reference. However, as the singularity estimation error increases with increasing h SST values [48] , it is also expected that this line eventually becomes horizontal beyond a given point, indicating that the SSS and SST singularity exponents are statistically independent for singularity exponents larger than a certain threshold.
Thus, a high-quality SSS product will present a wide range of singularity correspondence with the reference SST singularity exponents (a straight line of slope 1) and a small range of singularity independence (horizontal line). Conversely, a lowquality SSS product will have a reduced range of singularity correspondence with the reference. Note that when two variables are completely independent, the conditional histogram will present a full range of singularity independence.
At the same time, the conditioned dispersion will be the largest, since any kind of dependence between the variables would tend to reduce the dispersion. Hence, besides analyzing the extent of the singularity correspondence (i.e., range of values of h SST for which the maximum probability is located along the diagonal), the conditioned dispersion (i.e., for each value of h SST , the degree of dispersion of the associated column) also must be analyzed.
The analysis will be limited to the range of negative SST singularity exponents, which is where singularity correspondence is evidenced typically. The range of the singularity correspondence can be estimated by looking at the inflection point in the curve defined by the conditioned mean. We manually compute this inflection point as the one for which the conditioned mean deviates 0.1, or more, from a straight line of slope 1 passing through the origin. Note, though, that some isolated points are vertically scattered in the left part of the histograms: such points, representing very few events, are not statistically significant and, therefore, will be ignored. Fig. 6 shows, for each SSS product, the joint histogram of the singularity exponents, conditioned by the OT singularity exponents. We observe that the singularity exponents are independent in most of the h SST range, indicating that the error level is rather large for all SSS products.
The SOI and SL4 products [ Fig. 6 (b) and (c)] present low conditioned standard deviation (0.16 and 0.18, respectively), meaning that they are more accurate than the other SSS products, whose average-conditioned standard deviations range from 0.20 to 0.35. On the other hand, the products exhibiting the largest range of singularity correspondence (from −0.5 to 0.1) are SL4 [ Fig. 6(c) ], the Aquarius products Fig. 6(g) ]. Hence, the SL4 is the most accurate product according to the two defined criteria: 1) extent of the range of singularity correspondence and 2) average-conditioned standard deviation. The products with the smallest range of singularity correspondence are the SL3 and the 09S [ Fig. 6(e) ], while the products with the greatest conditioned standard deviations, especially on the singularity independence range, are the two Aquarius products.
V. WAVENUMBER SPECTRA OF THE SINGULARITY EXPONENTS
A. Singularity Power Spectra (SPS) Method
If variable s is translationally invariant (i.e., given a large enough area, the result of the average of any function of s is independent of the location of that area), then the PDS at wavenumber k of the variable s (S(k)) is equivalent to the Fourier transform of the two-point correlation C(r ), i.e.,
S(k) =Ĉ(k), where C(r ) is given by
where r is a lag and · x indicates averaging over all values of x. Using the fact that the spectral slope of any variable is the same for any bi-Lipschitz transformation [49] , we use some functional relations to define a new way of deriving the spectral slope of noisy data. A bi-Lipschitz transformation on a real domain U is a real function F : U → R, such that there is a constant A > 0, which verifies that for any x, y ∈ U , the following relation holds:
Hence, if the two-point correlation of a variable s presents a power-law scaling C s (r ) ∝ r γ and if F is bi-Lipschitz, then the two-point correlation of F(s) scales the same way, i.e., C F (s) (r ) ∝ r γ , automatically implying that the power spectra of s and F(s) have the same spectral slope.
Accordingly, we can use the singularity exponents of the variable to improve the estimation of the slope of the wavenumber spectra. According to [30] , the gradient of any scalar s, as estimated at a given finite scale r 0 , behaves like
where β stands for the amplitude of the gradient, which does not depend on the scale r 0 , and h(x) is the singularity exponent of the signal at that given point. By taking logarithms to both sides of the equation, we have
The logarithm is a bi-Lipschitz function of the real positive numbers. If the resolution scale is small enough, compared to the integer scale of the map, then the absolute value of the logarithm becomes large and then the first term on the righthand side of (4) is negligible in comparison with the second term. Therefore, for the range of scales where the spectra show power law behaviors, the spectral slope of the gradient of s is equal to the spectral slope of the singularity exponent h.
On the other hand, the PDS of the gradient can be related to the PDS of the signal by means of a trivial k 2 factor, namely
because the spatial derivative translates to a multiplication by k in the Fourier space, and it is squared by the definition of the spectrum (square of the amplitude). From (5), it can be concluded that the spectral slope associated with the map of singularity exponents (α h ) can be related to the spectral slope of the signal α s by means of the following relation:
Using (1)- (6), the singularity power spectrum (SPS) can be defined as
when S k (k) is the power spectrum assigned to the singularity exponent. When defined as in (7), the SPS will have the same spectral slopes as the original PDS. However, the SPS is less affected by noise (provided that a good numerical implementation of the singularity analysis is used, as in [50] ), as well as local effects. Noise and local effects are both isolated in the factor β(x), so they are removed during the computation of S h (x) if the resolution is fine enough, i.e., when r 0 is small when compared to the size of map. Wavenumber power spectra (both PDS and SPS) have been calculated for the different ocean regions shown in Fig. 1 . The spectrum calculation software used in this paper is based on the wind spectra calculation code (WSC) developed by the Royal Netherlands Meteorological Institute (KNMI) to compute sea-surface wind vector spectra from scatterometer data [13] . For the study, the code has been adapted to compute spectra of a scalar variable (i.e., temperature, salinity, and exponents of singular analysis). Given a sample of N observations separated at regular distances, the spectrum is calculated using the periodogram of the sample as the sampling method. The spectrum is given by the square of the absolute value of the fast Fourier transform at each frequency component [51] .
To avoid the aliasing due to the existence of unresolved large scales [52] , a detrending technique is required. Otherwise, salinity values of the first and last point of the sample may significantly differ, leading, as discussed in [51] , to a k −2 contribution at the tail of the spectrum (short scales). The linear detrending used here is the linear transformation [53] that consists of subtracting the linear function passing through the two end points.
The power spectra shown here (Figs. 7-9 ) are given as a function of wavenumber values (degree −1 , longitude degrees for meridional boxes and latitude degrees for zonal boxes). The corresponding wavelength values (kilometer) are also provided at the top axis of each plot. Note that although it is qualitatively true that long (short) wavelengths correspond to large (small) spatial scales, Vogelzang et al. [54] showed that there is no one-to-one relationship between the wavelengths obtained from a power spectrum and the actual spatial scales resolved by the observing system. Consequently, to avoid misleading interpretations, we will provide interpretation of the power spectra in terms of wavenumber (k) or wavelength (k −1 ) values, mentioning spatial scales only in a more qualitative sense (i.e., large, intermediate, and small scales).
B. Sample Preprocessing
Individual PDS and SPS are computed from each 1-D track extracted from the geophysical parameter (SSS and SST) map and their corresponding singularity exponent map, with the same preprocessing applied to both SSS and SST maps. Each track is one gridpoint wide, so the spatial width depends on the resolution of the product, and the length of the track is equal to the corresponding zonal/meridional dimension of each region of interest. When gaps exist, as may sporadically happen in remote sensing products, a linear interpolation is applied within the affected track. The impact of these sporadic gaps in the resulting power spectra has been investigated and found to be small. All regions, except SPURS (32°long), span 64°to allow proper spectrum calculation, given the variety of the spatial scales characteristic of the ocean mesoscale in different regions depicted in the map of the baroclinic Rossby radii of deformation (Fig. 1) .
The grid spacing of Aquarius products (Aq and AqC) and 09S is 1°, while that of CS is 0.5°, and that of SMOS products (SL3, SOI and SL4), GS and 13S are 0.25°. Since the length of the 1-D tracks is fixed, different grid sizes translate to different numbers of samples: N = 64 for the 1°grids, N = 128 for the half-degree grids, and N = 256 for the quarter-degree grids.
Each individual spectrum (obtained from a single 1-D track) is noisy, as the expected value of the error in a spectrum estimate equals the value of that estimate itself (see [55] , [56] ). The mean spectrum for a region is obtained by averaging the individual spectra for all 2012 to obtain a reduced-noise annual mean spectrum. Following [57] , the 95% confidence interval corresponds with 168 degrees of freedom (corresponding with the number of tracks averaged for each annual mean spectrum) of the coarse-resolution products. For the half-degree and the quarter-degree resolution products, the degrees of freedom are 312 and 600, respectively.
The spectral range has been split into three different wavelength intervals: long wavelengths (larger than 1000 km), intermediate wavelengths, and short wavelengths (smaller than 400 km). We focus on the intermediate range (wavelengths ranging from 400 to 800 km), where both larger-scale aliasing and small-scale noise are not expected to significantly perturb the spectral signal. This intermediate wavelength (or wavenumber) range has been defined to compare all the different products used in this paper. Note that power spectra slopes within this range have been calculated using the standard linear regression formulation. Also note that, following (4), a factor of 2 has been subtracted from the SPS slopes reported in Section V-C to permit comparing them to the PDS slopes.
C. Results
1) PDS and SPS Sensitivity to Noise:
To assess the relative performance of the PDS and SPS analyses, we applied both methods to the same SSS map of the STP region, simulating different white noise level for the same GS snapshot (June 2012). In total, 10 new instantiations were created from the original SSS maps by adding white noise with standard deviations ranging from 0.10 to 1 in steps of 0.10. Fig. 7 depicts the PDS (left) and the SPS (right) for the STP region for the original PDS and SPS (black lines) plus the six selected noised SSS maps. All SPS spectra have the same energy level. This is due to the fact that singularity analysis is able to filter out uncorrelated noise. However, in the case of the PDS, as the level of noise increases, the energy of the spectra increases and the spectral slope begins flattening at a lower wavenumber (as it should do by definition).
All spectra from SPS are very close to each other and have a spectral slope of about −2.4, with slight differences on the shape of the spectra depending on the amplitude of noise. These results show that the SPS produces good results in capturing the geophysical signal, even if it is contaminated by a significant amount of noise, including, in our case, even [57] . The number of degrees of freedom used for the SPS estimation depends on the resolution of the product, i.e., 168, 312, and 600 for the products resolutions of 1°, 1/2°, and a 1/4°, respectively. when the noise standard deviation level is 1. In contrast, for a salinity error of 0.2, a characteristic value for state-of-theart remotely sensed SSS gridded products [32] , [58] , the PDS spectrum is dominated by noise for wavelengths shorter than 400 km. Larger SSS errors will certainly modify the PDS slope above 400 km.
2) Application of SPS to Remote Sensing Data: Fig. 8 shows the OT SPS of the selected regions for 2012. The derived spectral slopes are between −2 and −2.5. When considering all regions and all scales, the averaged slope is about −2.4. The differences in amplitude (which show up as vertical shift) seem to depend on the concentration of singularity fronts in each region. On the one hand, note that, from [20] , singularity exponents are mostly between −1, and 2. On the other hand, the marginal distributions of singularity exponents of different maps are very similar for different maps. Therefore, the only important difference between maps that would explain the observed differences in amplitude is the spatial arrangement of the singularity fronts.
These SPS suggest that when spectra are averaged over a year, the shape of the turbulent cascade should be similar, even for regions with different Rossby radii. Regional differences mainly translate as different energy levels (i.e., SST spatial variability). In contrast, when considering monthly averaged PDS, the PDS spectral slopes for the OSTIA product can vary from −0.5 to −2 for different zonal regions, as shown in [19, Fig. 5] .
Moreover, as shown in Fig. 7 , the presence of white noise can significantly distort the PDS slope, even for wavelengths greater than 400 km, which, in turn, can contribute to widening the spread of the PDS slope for a region. Therefore, it can be concluded that the small spread of the SPS slopes is physically plausible; consequently, the OT SPS-averaged slope (−2.4) will serve as the reference hereafter. Fig. 9(d) ]. At short scales (wavelength less than 400 km), there are subtle differences among the products. In particular, note that the Aquarius products maintain the reference slope up to their shortest scales (200 km), whereas the other products present a slightly steeper spectrum at wavelengths less than 300 km. In comparing the various product SPS slopes, at wavelengths less than 200 km, with that of the OT product (Fig. 8) , none of the SSS products consistently reproduce the reference turbulent cascade for wavelengths less than 200 km for any region, including the numerical simulation (GS).
The remaining products (SL3, CS, and 09S) present steeper spectra for certain regions and scales. The CS slope depends on the region, being close to −2.4 at all scales in the ARC, SPAC, and STP, but becoming steeper for the wavelength shorter than 500 km in the SPURS, ITCZ, and NATL regions. Note that the SL3 spectrum in the STP region is close to −2.4 at all scales, which can be explained by the fact that the STP region is where the SMOS target calibration is applied [59] , [60] . Both OI and data fusion algorithms are able to maintain the true relationship between scales if such relationship exists in the input data. (Note that the SL3 product is used as input to both the SOI and SL4 products.)
Beyond the STP region, substantial errors in the SL3 product distort the SPS slope, indicating that retrieval errors are not uncorrelated (note discussion for Fig. 7) . However, as seen in Fig. 9(a)-(c) , it is evident that the SOI and SL4 methodologies effectively filter both correlated and uncorrelated noise present in the input SL3 product, thus producing SPS slopes close to −2.4.
Finally, Fig. 10 compares, for the intermediate wavelength range, the PDS (left) and SPS (right) spectral slope values derived from each of the SSS and SST products. The OT has the smallest range of spectral slopes across different regions. The range of PDS slopes is always wider than that of SPS slopes. We attribute this difference to the effect of noise. As seen in Fig. 7 (left) , the presence of uncorrelated noise adds a constant level of spectral density to the PDS curves at all frequencies. For the lowest frequencies, the noise impact is negligible and a clear linear behavior can be observed in the log-log plot. On the other hand, for the highest frequencies, the noise dominates, thus masking the PDS of the signal (i.e., a horizontal line is observed in the plot). There is an intermediate wavelength range at which the PDS transitions from signal dominated to noise dominated, with the change in curvature at that region rendering the determination of the spectral slope less precise. The width of the intermediate wavelength range depends on the relative importance of the PDS noise as compared to the PDS signal. For such reason, ocean regions with larger PDS amplitude (i.e., higher energy levels) have less uncertainty in the determination of the spectral slope. In contrast, since the SPS filters out uncorrelated noise, it is less sensitive to the presence of noise than the PDS (see Fig. 7) , thus leading to a more precise determination of spectral slopes. Using the SPS slopes of OT as the reference, it is concluded that the wider spread of slopes present in the other products does not have a geophysical origin. Regarding remotely sensed gridded products, the widespread of their PDS slopes [ Fig. 10 (left) ] reveals, as discussed in Fig. 7 , the impact of noise exceeding 0.2 [32] , [58] in the estimated spectra.
In the case of the salinity field from the GS, the spectral slopes estimated using the standard PDS methodology range from about −0.5 (close to white noise) to −3.5 (reduced intermediate scale variability). At the intermediate wavelength range, no physical processes can explain slopes close to zero (very decorrelated, hence a very noisy signal) or those that are very steep (over smoothed field, indicating strongly correlated values). In stark contrast, the values of spectral slopes provided by SPS are within the range −2 to −3 (Fig. 10) , which are physically more plausible, not only because of the expected consistency among different regions but also, because the results are closer to those reported by Cole et al. [17] and Cole and Rudnick [18] using in situ thermosalinograph (TSG) data, albeit for wavelengths below 300 km.
From Fig. 10 , it can be concluded that, across the selected regions, SL3, SOI, SL4, Aq, AqC, and GS present the smallest dispersions, with the majority of SPS slope values in the range between −2 and −3. Note, however, that most of the slope values for the SL3 are around −3. In the case of SOI, the slopes of the zonal boxes are within the interval −2 to −3 with the meridional boxes having slopes beyond this interval.
VI. CONCLUSION
The geophysical consistency of different SSS products has been investigated with the help of singularity analysis and singularity spectral analysis. Different salinity products have been compared to assess their ability to describe geophysical structures and their correspondence with the expected scaling associated with the turbulent cascade. Nine SSS products have been analyzed: SMOS Level 3 (SL3), SMOS OI (SOI), SMOS Level 4 (SL4), Aquarius Level 3 version 4 (Aq), and CAP version 4 (AqC), GLORYS2V3 (GS for SSS and GT for SST), the CORA reanalysis (CS for SSS and CT for SST), the WOA 2013 (13S for SS and 13T for SST), and the WOA 2009 (09S for SSS and 09T for SST) climatologies.
Visual inspection of the derived singularity maps reveals that some SSS products lack information about the small (less than 400 km) and even intermediate scales (between 400 and 800 km). For instance, the unstructured geometry of SL3 singularities reflects the low signal-to-noise ratio of the SMOS data. By applying effective noise filters to the SMOS data (e.g., the higher level SMOS SOI and SL4 products), the derived singularity structure, which is known to depict streamlines, is similar to that derived from high-quality SST maps, e.g., OSTIA SST (OT). In the case of Aquarius (Aq and AqC) singularity maps, the large-scale structures are present, but small-scale structures are not discernible. For the WOA 2009 SSS (09S) singularity map, while depicting a few large-scale patterns, no intermediate-and small-scale geophysical patterns can be seen. In contrast, the WOA 2013 SSS (13S) singularity map, with quarter-degree resolution, depicts intermediate-scale geophysical structures. The scale of singularity structures seen in the CORA reanalysis (CS) lies between those of 09S and those of 13S. Finally, the GLORYS2V3 SSS (GS) singularity map well reproduces the primary streamlines, as well as the more detailed ocean structures seen in the OSTIA SST singularity map.
The histogram of singularities for each SSS product, conditioned by the OSTIA SST singularity exponents, was calculated to assess the quality of the singularity exponents. Joint SSS-SST histograms reveal that the error level is rather large for all of the SSS products, as evidenced by the relatively large extent of singularity independence. When focusing on the range with negative SST singularity exponents, typically the region where the singularity correspondence occurs, SL4 has the best scores in terms of the defined singularity correspondence and conditioned standard deviation criteria.
An alternative method to the standard power density spectra (PDS), the SPS method, is presented and used to better discriminate the spectral signature of different SSS products. The results show that at intermediate scales, the SL4, AqC, and GS products have the average and spread of SPS spectral slopes in best agreement with those of the reference OSTIA SST (TO).
With the help of the new singularity spectral analysis, it can be concluded as follows.
1) The SPS of SL3 shows excessive variance and slopes that are the most inconsistent with the rest of the products.
2) The processing updates used to generate 13S in place of 09S seem justified, taking into account that the spatial spectra of the former are geophysically consistent (linear slope in the log-log plot) up to high frequencies. 3) For scales larger than 800 km, the variability of all the products is consistent with the expected behavior (that of OT). 4) For scales less than 800 km, the SPS slope of the CORA salinity product (CS) becomes too steep in some geographical regions (NATL and ITCZ). 5) For scales less than 400 km, only the satellite and modeled surface salinities share a SPS slope similar to that of OT. 6) For shorter scales (less than 200 km), despite the fact that no product has the same SPS or PDS slope as the reference temperature field, the SL4 remains the product whose SPS slope is the closest to the OT reference. In summary, it can be concluded that, out of the nine products investigated here, the SL4, AqC, and GS products are the most geophysically consistent in terms of both the singularity analysis and the SPS.
From a methodological point of view, singularity analysis could be a very effective tool for detecting artifacts (i.e., unstructured lines of singularity exponent which arise for unrealistic gradients) in different remote sensing products and, as such, it has the potential of giving useful feedback for further product improvements, although extensive work on those capabilities is required. Future work will, therefore, focus on improving the SMOS products, notably the SOI and the SL4 products, using spectral and singularity analyses (among others) as tools for product verification metrics.
