This paper investigates the distributed event-based consensus problem of switching networks satisfying the jointly connected condition. Both the state consensus of homogeneous linear networks and output consensus of heterogeneous networks are studied. Two kinds of event-based protocols based on local sampled information are designed, without the need to solve any matrix equation or inequality. Theoretical analysis indicates that the proposed event-based protocols guarantee the achievement of consensus and the exclusion of Zeno behaviors for jointly connected undirected switching graphs. These protocols, relying on no global knowledge of the network topology and independent of switching rules, can be devised and utilized in a completely distributed manner. They are able to avoid continuous information exchanges for either controllers' updating or triggering functions' monitoring, which ensures the feasibility of the presented protocols.
Abstract-This paper investigates the distributed event-based consensus problem of switching networks satisfying the jointly connected condition. Both the state consensus of homogeneous linear networks and output consensus of heterogeneous networks are studied. Two kinds of event-based protocols based on local sampled information are designed, without the need to solve any matrix equation or inequality. Theoretical analysis indicates that the proposed event-based protocols guarantee the achievement of consensus and the exclusion of Zeno behaviors for jointly connected undirected switching graphs. These protocols, relying on no global knowledge of the network topology and independent of switching rules, can be devised and utilized in a completely distributed manner. They are able to avoid continuous information exchanges for either controllers' updating or triggering functions' monitoring, which ensures the feasibility of the presented protocols.
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I. INTRODUCTION
Event-driven coordination has been widely studied and started maturing to soon stand alone in the control area in the last decade [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] . Compared to classic continuous control approaches, event-based control has numerous advantages especially in enhancing control efficiency, such as avoiding continuously updating controllers and continuous communications among neighboring agents. The latter advantage is particularly evident when we focus on Internet of Things and other large-scale networks where the cyber operations, including processing, storage, and communication, must be viewed as a scare, globally shared resource [10] . Due to these practical considerations, it is not surprising that so many researchers are interested in event-triggered control and present plenty of results. Applying event-driven control in networked systems poses some new challenges that do not exist in either area alone [10] . As pointed out in [10] , researchers must consider how to deal with the natural asynchronism introduced into the systems and how to rule out the Zeno behavior. Another challenge is that the separation principle cannot be used for event-triggered control systems anymore [11] .
Existing works have presented a large number of insights into general coordination of networked systems with eventtriggered mechanisms. As a specific case study, event-triggered consensus is a longstanding area of research in multi-agent systems; see the references [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] . Many survey papers about event-driven control were published, such as [10] , [20] , [21] , [22] . Generally speaking, existing consensus protocols are designed for either state consensus of homogeneous networks or output consensus of heterogeneous networks. Noting that for heterogeneous networks, where even the dimensions of states may be different, output consensus is a more meaningful topic than state consensus.
In the field of state consensus of homogeneous networks, [23] , [24] , [25] presented event-based protocols for singleintegrator agents under undirected graphs. To remove the limitation that continuous information was still required in triggering functions of early works, [26] proposed triggering functions only based on discrete sampled information. The authors of [27] , [28] , [29] presented event-driven consensus algorithms for general linear networks. Reference [30] studied the event-driven consensus using output feedback control. The event-based consensus control problem with external disturbances was studied in [31] , [32] , [33] . Event-driven output consensus of heterogeneous networks was studied in [34] , [35] . The authors of [36] studied event-based cooperative output regulation problem of heterogeneous networks.
It should be noted that the proposed protocols in the above works were only designed for fixed and connected topologies. However, in many practical cases, the topologies may be switching [37] , [38] , [39] , [40] and do not satisfy the connected condition. In [41] , the authors proposed an event-driven protocol for networks with switching communication graphs. One limitation of the protocol in [41] , that the triggering functions were designed based on continuous information, may limit its practical applicability. To avoid continuous interagent communication, [42] proposed decentralized event-based controllers for leader-follower networks under fixed or switching graphs. The results of [42] relied on an assumption that the (switching) topology is connected at every moment, which was not always satisfied for general switching topologies. In particular, there were even no any connections among agents at some special instants. This assumption was removed by the authors of [43] , [44] , in which similar problems were considered. The designs of the protocols proposed in [43] , [44] , nevertheless, required to solve two coupled inequalities, while the existence of the solution is unclear in general cases. The switching nature of topologies coupled with event-triggered communications makes it troublesome to propose distributed consensus algorithms, and the existence of heterogeneity renders the task for heterogeneous networks more challenging. How to devise event-triggered consensus algorithms for linear homogeneous (or heterogeneous) networks with general switching topologies needs further investigation.
In the current paper, we study the event-driven consensus control problems with switching graphs, including state consensus of homogeneous linear networks and output consensus of heterogeneous linear networks. For the homogeneous case, we present an event-based protocol, composed of controllers and triggering rules. Under this protocol, communications will not take place until the topology switches or the designed measurement error exceeds an appropriate threshold. It is shown that state consensus is achieved and Zeno behaviors are ruled out. The protocol can be explicitly constructed and do not need to solve any matrix equation or inequality. We also consider event-based output consensus of heterogeneous networks with switching topologies and an exogenous signal that can be viewed as a reference input or an external disturbance. For this problem, we first devise distributed observers to estimate the exogenous signal and then propose local control inputs.
The main contributions of this paper are listed as follows. We have solved both the event-based state consensus control problem of homogeneous networks and the event-based output consensus control problem of heterogeneous networks. Different from existing related papers, the proposed event-triggered protocols of this paper can be used for any switching graphs satisfying the jointly connected condition, including fixed graphs as a special case. The proposed protocols, requiring no global information associated with the whole network and independent of the switching rules, can be devised and utilized in a completely distributed manner. The Zeno behavior can be excluded at any finite time by showing that the interval between any different triggering instants is not less than a strictly positive value. This feature ensures the feasibility of the above protocols when they are implemented on practical systems.
Here is the outline of this paper. In Section II, we consider the event-driven state consensus of homogeneous networks. We then study event-based output consensus of heterogeneous networks in Section III. Numerical simulations and conclusions are presented in Sections IV and V, respectively.
II. EVENT-BASED STATE CONSENSUS OF HOMOGENEOUS

MULTI-AGENT SYSTEMS
A. Problem Formulation
In this section, we consider N homogeneous linear agents, whose dynamics satisfẏ
where x i ∈ R n denotes the state, u i ∈ R p represents the control input, and A ∈ R n×n , B ∈ R n×p are constant matrices. Assumption 1: The pair (A, B) is stabilizable and A is neutrally stable 1 .
Denote θ : [0, +∞) → Θ as a switching signal with a positive dwelling time τ . Let G θ(t) (V, E θ(t) ) represent an undirected graph among the N agents, where V = {1, · · · , N } and E θ(t) ⊆ V × V denote the sets of nodes and edges, respectively. Consider an infinite time sequence composed of nonempty, bounded, and contiguous intervals [t 0 ,t 1 ), · · · , [t k ,t k+1 ), · · · , witht 0 = 0. Supposet k+1 −t k ≤ T with T being some positive constant and during each interval [t k ,t k+1 ), there are finite nonoverlapping subintervals
, i and j are neighbors under graph G θ(t) . An undirected path between nodes i and j is denoted as
The objective here is to present distributed event-based algorithms under which all subsystems described by (1) converge to a common state trajectory and Zeno behaviors can be eliminated.
Instead of using agents' actual states, define the state
k denotes the k-th event instant of agent i. The event instants t i 0 , t i 1 , · · · , are determined by the triggering function to be designed later. Using the relative state estimates of neighboring agents, we present a distributed event-based controller as:
where c ∈ R >0 and G ∈ R p×n are design parameters.
Noting that ξ = 0 if and only if x 1 = · · · = x N , we call ξ the consensus error, whose dynamics is given bẏ
Note that the control law (2) is only updated according to the information received at the latest event time instant, defined by
where t i 0 0 and f i (t) is the triggering function defined as follows:
with δ, µ, ν being positive constants, and e i x i − x i being the measurement error. Once f i triggers, agent i broadcasts its current state to neighbors. The controllers (2) of i and its neighbors update immediately, and e i (t) resets at the same time.
B. Event-Based Consensus Conditions
Since A is neutrally stable, in light of Lemmas 22 and 23
It should be pointed out that the matrices E and F can be derived by rendering the matrix A into the real Jordan canonical form [45] .
The derivative of z is given bẏ
Lemma 1: (Cauchy's Convergence Criterion [43] ) The sequence V (t k ), k = 0, 1, 2, · · · converges if and only if for ∀ε > 0,
Lemma 2: (Barbalat's Lemma [46] ) If lim t→∞ g(t) = a (a is bounded) and g ′′ (t) is also bounded, then lim t→∞ g ′ (t) = 0.
Next, we introduce the main results of this section. Theorem 1: State consensus of the homogeneous subsystems (1) is achieved under the event-driven algorithm composed of (2) and (5) with c > 0, 0 < δ < 1, µ > 0, ν > 0, and
Proof 1: Let
In light of (8-1), differentiating V 1 with respect to t giveṡ
Then, we havė
Let
where P satisfies
In light of (8-2), differentiating V 2 with respect to t giveṡ
Using the Young's Inequality [10] gives
where α 1 = cλ N (L) P F B 2 and λ N (L) denotes the largest eigenvalue of L θ(t) for all t > 0.
Construct the Lyapunov function candidate as
Evidently, V 3 is positive definite, whose derivative is given bẏ 2 The matrix E can be obtained according to Remark 1. where α 2 = cα1 2(1−δ) . Because a ij (t) = a ji (t), we have
andx
By substituting (5), (18) , and (19) into (17), we havė
2ν e −νt . Then, we havė
Combining withV 3 (t) ≤ 0 andṼ 3 (t) ≥ 0, we have thatṼ 3 is bounded and lim t→+∞Ṽ3 (t) exists. Based on Lemma 1, for
From (24), we have lim t→∞ t+τ t z T I (s)(L θ(t j k ) ⊗ HH T )z I (s)ds = 0, j = 0, 1, · · · , m k − 1.
Since only finite switches take place during [t k ,t k+1 ), we obtain that
which can be rewritten as
where
) . According to Assumption 2, L Σ is connected. We can find an orthogonal matrix
It is not difficult to verify that ρ 1 ≡ 0. Then, (25) implies that
BecauseṼ 3 ≥ 0 is bounded and 0 ≤ V 3 ≤Ṽ 3 , we conclude that V 3 is bounded. In light of (16), ρ(t) is bounded. Noting thatż = (I N × A)z and Assumption 1, we have thatz I is bounded. According to (8-1), we further get thatρ(t) is bounded. Furthermore,
which is also bounded. According to Lemma 2, we have that
Similarly, we can show that lim t→∞ z II = 0.
In the following, we aim at showing that lim t→∞ z I (t) = 0. We first get from the triggering function (5) and the triggering rule that
where we have used the Young's inequality to get the last inequality. Then, it follows that
Since lim t→∞ (I N ⊗ H T )z I = 0, we further get lim t→∞ e T (L θ ⊗ G T G)e = 0, which implies that lim t→∞ (L θ ⊗ HH T E)e = 0. We can rewrite (8-1) asż
In light of the fact that lim t→∞ (I N ⊗ H T )z I = 0, shown as above, it is not difficult to find lim t→∞ θ(t) = 0. According to (26), we have
We still consider V 1 = 1 2 z T I z I as in (9) and by using the triggering function (5) can geṫ
According to this, both V 1 and z I are always bounded.
Considering a time interval [t k ,t k+1 ] and noting the switching rule of the topologies described in Section II-A, we have
where τ is the dwelling time, λ 2 Σ is the smallest nonzero eigenvalue of L Σ defined in (25) , and
In light of (27), we have
t k e (IN ⊗X)(t−r) θ(r)dr dt, and to get the first inequality we have used the Young's inequality. On one hand, we have shown that (X, H) is controllable. In other words, (H T , X) is observable, which implies that W is positive definite. Without loss of generality, assume that there is a positive constant s 1 such that W ≥ s 1 I. On the other hand, using the well-known Cauchy-Schwartz inequality [47] gives
where to get the last equality we have used the fact that X is skew-symmetric. Since lim t→∞ θ(t) = 0, for ∀ǫ > 0, there existst > 0 such that for ∀t ≥t, θ ≤ ǫ. Then, we have
3 ǫ 2 τ 3 for ∀t k ≥t, which further implies that limt k →∞ β 2 = 0. Thus, it holds that
where β 3 = c 6 λ 2 Σ HH T ǫ 2 τ 3 , in which limt k →∞ β 3 = 0. Without loss of generality, we can find a constant s 2 ∈ (0, 1) such that s 2 ≤ c 2 s 1 λ 2 Σ and rewrite (29) as
Then, we can rewrite (30) as
where s = 1 − s 2 ∈ (0, 1) and β(t k ) = β 1 + β 3 , in which limt k →∞ β(t k ) = lim k→∞ β(t k ) = 0. After that, we can get that
Becauset 0 = 0, we further get
Since s ∈ (0, 1) and lim k→∞ β(t k ) = 0, we must have that limt k →∞ V 1 (t k ) = 0 according to (32) . According to (28) , for ∀t ∈ [t k ,t k+1 ], there exists that
Noting that lim t→∞ β 1 (t k , t) = 0, we have that lim t→∞ V 1 (t) = limt k →∞ V 1 (t k ) = 0, which further implies that lim t→∞ z I = 0.
Until now, we have proved the convergence of z I . Consequently, state consensus is achieved.
Remark 2: It should be mentioned that the above derivations are partly inspired by the proofs of Theorem 8.5 in [48] and Proposition 1 in [49] . In light of Remark 1, the feedback matrix G is easy to determine such that the event-based protocol (2) and (5) satisfies Theorem 1. Contrary to [43] , [44] , where the designs of the event-based protocols rely on a solution to two coupled matrix inequalities, the existence of which is unclear in general cases, the protocol proposed in this paper can be explicitly constructed, without the need to solve any matrix equality or inequality. Besides, our protocol, requiring neither the switching rule of topologies nor nonzero eigenvalues of the Laplacian matrix, can be devised and utilized in a completely distributed manner.
Theorem 2: The closed-loop system (3) exhibits no Zeno behaviors and the interval between two consecutive triggering instants for any agent is strictly positive in finite time.
Proof 2: To exclude Zeno behaviors, we consider the following four cases. i) In the first case, both t i k and t i k+1 are determined by the triggering function (5) . Under Assumption 2, we only need to exclude Zeno behaviors for the network (3) when d i (t) > 0. Combining with (1) and (2) giveṡ
Theorem 1 shows that ξ is bounded. Since A is neutrally stable (by Assumption 1), it is easy to see thatξ is also bounded. Combing (1) and (2) 
Thus, x is bounded, which further indicates the boundedness ofx. Then, it follows from (33) that
where σ i denotes the upper bound of
Then, we obtain that e i (t) ≤ ψ(t − t i k ), where ψ(t) is the analytical solution to (35) , given by ψ(t) = cσi A e A t − 1 . On the other hand, the triggering function (5) satisfies f i (t) ≤ 0, if we have the following condition:
Then, the interval between two triggering instants t i k and t i k+1 for agent v i can be lower bounded by the time for ψ 2 (t − t i k ) evolving from 0 to the right hand of (36) . Thus, a lower bound of t i k+1 − t i k , denoted as τ i k , can be obtained by solving the following inequality
from which, we have that
ii) In the second case, t i k is determined by the switch of the topology, while t i k+1 is determined by the triggering function (5) . Since the measurement error e i is reset to zero at t i k , this case is similar to the first case and the details are omitted here for brevity.
iii) In the third case, both t i k and t i k+1 are determined by the switches of the topology. It is obvious that the interval is not less than the dwelling time τ . iv) In the last case, t i k is determined by the triggering function (5), while t i k+1 is determined by the switch of the topology. Note that in finite time, there is only a finite number of switches. Therefore, the minimum of the finite interval τ i k = t i k+1 − t i k is nonzero, and there exists a minimum interevent time, while its value is not available in this case.
In conclusion, Zeno behaviors are excluded and the interval between two consecutive triggering instants is strictly positive in finite time.
Remark 3: Generally speaking, the Zeno behavior is excluded if there does not exist infinite triggers within a finite period of time. However, as pointed out in [10] , even though the Zeno behavior is ruled out theoretically, it is still troublesome from an implementation viewpoint, if the physical hardware cannot match the speed of actions required by the protocol. In other words, ensuring a system does not exist the Zeno behavior may not be enough to guarantee the protocol can be implemented on a physical system. As an expected feature, the triggering rule (5) designed in this paper guarantees that the interval between different triggering instants in finite time is not less than a strictly positive constant. Besides, the hybrid triggering functions (5) including the state term −δ N j=1 a ij (t) G(x i −x j ) 2 and the time term −µe −νt are more propitious to reduce communication frequency compared to the ones in [27] when the time t becomes very long or even as t → ∞.
Remark 4: Theorems 1 and 2 show that the presented event-triggered algorithm is applicable to switching networks satisfying the jointly connected condition. According to the triggering rule (4), communications only take place when the triggering function (5) is violated or the topology switches. It should be noted when τ → +∞, the event-based protocol here is reduced to the one for fixed graphs as a special case. If τ is too small, there is no need to check whether the triggering function (5) is violated or not and communications is not required until the next switch of the topologies takes place.
III. EVENT-BASED OUTPUT CONSENSUS OF HETEROGENEOUS MULTI-AGENT SYSTEMS
A. Problem Formulation
In this section, we consider N heterogeneous linear agents, whose dynamics can be described bẏ
where x i ∈ R ni denotes the state, u i ∈ R mi represents the control input, y i ∈ R pi is the output, and
are constant matrices. The exogenous signal w 0 ∈ R q , which can be treated as a reference input or an external disturbance, satisfies the following dynamics:
where S ∈ R q×q . The objective here is to design distributed event-based algorithms under which all subsystems described by (38) converge to a common output and Zeno behaviors can be eliminated.
Similarly as in [38] , we can view the exosystem (39) as a leader, indexed by 0, and the N subsystems (38) as followers, indexed by 1, · · · , N . Denote ∆ θ diag{a 10 (t), · · · , δ N 0 (t)}, where a i0 (t) = 1 if the leader is a neighbor of i currently and a i0 (t) = 0 otherwise. UseḠ θ to denote the leader-follower graph and let H θ = L θ + ∆ θ . The leader has directed pathes to all followers during [t k ,t k+1 ), if the union graph t∈[t k ,t k+1 )Ḡ θ(t) contains a directed spanning tree with the leader as the root node. Assumption 6: There exist solutions R ∈ R pi×q such that the following regulator equations have solutions Π i ∈ R ni×q and U i ∈ R mi×q :
Assumption 7: The leader has directed pathes to all followers in the union graph t∈[t k ,t k+1 )Ḡ θ(t) .
Remark 5: Assumptions 3-6 are often used in the output consensus or regulation control of heterogeneous networks [34] , [36] , [50] , [51] . According to Assumption 5, the transmission zeros of the system (38) do not coincide with the eigenvalues of the matrix S, which is often called the transmission zeros condition [51] . Assumption 6 gives a characterization of the control objective in terms of the solvability of a set of linear matrix equations. This characterization allows the linear output consensus problem to be studied using the familiar mathematic tool of linear algebra.
B. Event-Based Estimates of the Exogenous Signal
Since the exogenous signal (39) is available to only a subset of followers, we first design a distributed event-based observer for each follower aṡ
where c > 0, w i (t) represents the estimate of the exogenous signal w 0 (t), andw
Then, it follows that z = 0 if and only if w 0 = w 1 = · · · = w N . Thus, z i satisfies the following dynamics:
Rewrite (42) aṡ
z with ϕ(0) = z(0) and ϕ(0) =z(0). It then follows from (43) thaṫ
Lemma 3: If ϕ(t) converges to 0 exponentially, so does z(t). Proof 3: Based on the convergency of ϕ, we can choose constants µ 1 and µ 2 such that
According to Assumption 4, there exists a polynomial Ω(t) satisfying (I N ⊗ e St ) ≤ Ω(t).
Since ϕ = (I N ⊗ e −St )z, we get
This means if ϕ(t) converges to 0 exponentially, so does z(t).
Define the measurement error as
Let ǫ = [ǫ T 1 , · · · , ǫ T N ] T with ǫ i e −St e i (t), i = 1, · · · , N . Event triggering instants are determined by (4) where
withw 0 w 0 and d i (t) being the degree of agent i associated with the subgraph G θ(t) .
Theorem 3: The observers (41) with c > 0 can track the exogenous signal w 0 (t) under the triggering function (46) . Moreover, there does not exist the Zeno behavior.
Proof 4: Construct the Lyapunov function candidate as
Evidently, V 4 is positive definite, whose derivative is given bẏ
Using the Young's Inequality gives
Denoteφ 0 = 0. Substituting (42), (49) , (50) , and (51) into (48) yieldṡ
where we have used the triggering function (46) to get the last inequality.
Similarly as in the proof of Theorem 1, we can prove that lim t→∞ ϕ(t) = 0. According to Lemma 3, the observers (41) can track the exogenous signal w 0 (t).
Zeno behaviors can be similarly eliminated as in proof of Theorem 2.
C. Distributed Control Inputs
Upon the basis of the designed observer (41), we present the following controller
where w i is defined in (41) , and K 1i and K 2i are feedback matrices to be designed. Substituting (53) into (38) gives the following closed-loop dynamics:
are unique solutions to regulator equations (40) . Output consensus is achieved under the event-based observer (41), the triggering function (46) , and the local controller (53) .
Noting that (40) and K 2i = U i − K 1i Π i , we can rewrite (54) aṡ
According to Theorem 3, we have lim t→∞ z i (t) = 0. Thus, if we choose K 1i , i = 1, · · · , N , such that
are Hurwitz, it is not difficult to obtain the result that lim t→∞ φ i (t) = 0, which further leads to
In conclusion, output consensus of heterogeneous systems (38) is achieved. Remark 6: Theorems 3 and 4 show that the proposed protocol (41), (46) , and (53) is able to solve the event-driven output consensus control problem of heterogeneous networks. In particular, the state consensus of homogeneous agents considered in Section III can be treated as a special case here, if we let A i = A, B i = B, C i = I, E i = 0, and F i = 0, ∀i ∈ V.
Remark 7: Compared to [38] , where output consensus of heterogeneous networks with continuous communications is considered, the event-based protocol given in this paper does not require continuous communications either between sensors and controllers or among neighboring agents. For each agent, both the control input and the triggering function are only based on state estimates of neighboring agentsw j (orx j ) but not their real state w j (or x j ). As for e i (t) =w i (t) − w i (t) (or e i (t) =x i (t) − x i (t)), it can be computed according to its own information rather than neighbors' one. In other words, discrete information of neighbors at event instants rather than continuous one is required for control laws' updating and triggering functions' monitoring. Thus, the event-based protocols proposed in this paper are able to reduce communication frequency when implemented on practical systems.
IV. SIMULATION EXAMPLES
In this section, numerical simulations are introduced to demonstrate the effectiveness of the presented algorithms.
The leader's dynamics satisfies (39) with S = 0 1 −1 0 and the dynamics of followers are described by (38) with
, E i = I 2 , F i = 1 0 , i = 1, · · · , 4. All agents' initial values are randomly chosen. Suppose that possible interaction topologies shown in Fig. 1 switches asḠ 1 →Ḡ 2 →Ḡ 3 →Ḡ 4 →Ḡ 1 → · · · , with the dwelling time τ = 0.5s. Note that node 0 represents the leader and nodes 1-4 denote followers. It is not difficult to find that Assumptions 3-7 are satisfied. To achieve output consensus, we utilize the event-triggered protocol (41) , (46) , and (53) . Solving the regulation equation (40) gives Π i = 1/i 1/i −1 2/i , U i = −1 − 2/i 2 0 , and R = 2 1 , i = 1, · · · , 4. Other parameters in this protocol are chosen as c = 2, K 1i = −1 −1 , and K 2i = −2 − 1/i − 2/i 2 3/i , i = 1, · · · , 4. The estimate errors w i − w 0 , i = 1, · · · , 4, for t from 0s to 30s, are depicted in Fig. 2 , implying that the observers (41) can track the exogenous signal w 0 (t). Event instants of all followers are shown in Fig. 3 , indicating that there exist no Zeno behaviors. The output errors y i − y 1 , i = 2, 3, 4, are depicted in Fig. 4 , implying the achievement of output consensus. 
V. CONCLUSION
In this paper, distributed event-driven consensus algorithms have been proposed for homogeneous and heterogeneous linear networks with jointly connected switching topologies. These protocols can be explicitly constructed and utilized in a completely distributed manner. It is shown that the proposed protocols are able to guarantee the achievement of consensus and a strictly positive lower bound for the interval between different triggering instants. Extending these results to general directed switching graphs or fixed-time consensus [52] , [53] is an interesting work in the future.
