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SERRE WEIGHTS FOR LOCALLY REDUCIBLE
TWO-DIMENSIONAL GALOIS REPRESENTATIONS
FRED DIAMOND AND DAVID SAVITT
Abstract. Let F be a totally real field, and v a place of F dividing an odd
prime p. We study the weight part of Serre’s conjecture for continuous totally
odd representations ρ : GF → GL2(Fp) that are reducible locally at v. Let W
be the set of predicted Serre weights for the semisimplification of ρ|GFv . We
prove that when ρ|GFv is generic, the Serre weights inW for which ρ is modular
are exactly the ones that are predicted (assuming that ρ is modular). We also
determine precisely which subsets of W arise as predicted weights when ρ|GFv
varies with fixed generic semisimplification.
Introduction
Let F be a totally real field and ρ : GF → GL2(Fp) a continuous totally odd
representation. Suppose that ρ is automorphic in the sense that it arises as the
reduction of a p-adic representation of GF associated to a cuspidal Hilbert modular
eigenform, or equivalently to a cuspidal holomorphic automorphic representation
of GL2(AF ).
The weight part of Serre’s Conjecture in this context was formulated in increasing
generality by Buzzard, Jarvis and one of the authors [5], Schein [28] and Barnet–
Lamb, Gee and Geraghty [1] (see also [14]). The structure of the statement is as
follows: Let v be a prime of F dividing p, and let k denote its residue field. A Serre
weight is then an irreducible representation of GL2(k) over Fp. One can then define
what it means for ρ to be modular of a given (Serre) weight, depending a priori
on the choice of a suitable quaternion algebra over F , and we let W vmod(ρ) denote
the set of weights at v for which ρ is modular. On the other hand one can define a
set of weights Wexpl(ρ) that depends only on ρv = ρ|GFv , and the conjecture states
that W vmod(ρ) =Wexpl(ρv).
A series of papers by Gee and coauthors [15, 20, 18, 1, 17, 16] proves the following,
under mild technical hypotheses on ρ:
• W vmod(ρ) depends only on ρv;
• Wexpl(ρv) ⊆W
v
mod(ρ);
• Wexpl(ρv) =W
v
mod(ρ) if Fv is unramified or totally ramified over Qp.
In this paper we study the reverse inclusion W vmod(ρ) ⊆ Wexpl(ρv) when ρv is
reducible and Fv is an arbitrary finite extension of Qp (i.e. not necessarily either
unramified or totally ramified). One often refers to this inclusion as the problem
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of “weight elimination,” since one wishes to eliminate weights not in Wexpl(ρv) as
possible weights for ρ.
Suppose that ρv has the form (
χ2 ∗
0 χ1
)
.
Then the set Wexpl(ρv) is a subset of Wexpl(ρ
ss
v ) which depends on the associated
extension class cρv ∈ H
1(GFv ,Fp(χ2χ
−1
1 )). Assume that ρ satisfies the hypotheses
of [16], as well as a certain genericity hypothesis (a condition on χ2χ
−1
1 ; see Defi-
nition 3.5 for a precise statement). Then our main global result is the following.
Theorem A. Wexpl(ρv) =W
v
mod(ρ) ∩Wexpl(ρ
ss
v ).
In other words we prove under these hypotheses that weight elimination, and so
also the weight part of Serre’s Conjecture, holds for weights in Wexpl(ρ
ss
v ).
While the set Wexpl(ρ
ss
v ) is completely explicit, the dependence of Wexpl(ρv) on
the extension class is given in terms of the existence of reducible crystalline lifts of
ρv with prescribed Hodge–Tate weights. In particular it is not clear which subsets
of Wexpl(ρ
ss
v ) arise as the extension class cρv varies. Another purpose of the paper
is to address this question, which we resolve in the case where ρv is generic. These
local results indicate a structure on the setsWexpl(ρ
ss
v ). This structure should reflect
properties of a mod p local Langlands correspondence in this context, in the sense
that the set Wexpl(ρv) is expected to determine the GL2(OFv )-socle of π(ρv), the
GL2(Fv)-representation associated to ρv by that correspondence.
To simplify the statement slightly for the introduction, we assume (in addi-
tion to genericity) that the restriction of χ2χ
−1
1 to the inertia subgroup of GFv
is not the cyclotomic character or its inverse. In particular this implies that
H1(GFv ,Fp(χ2χ
−1
1 )) has dimension [Fv : Qp] = ef , where f = [k : Fp] and e
is the absolute ramification degree of Fv. (We remark that this notation differs
slightly from the notation in the body of the paper, where the ramification degree
of Fv will be e
′.) We shall define a partition of Wexpl(ρ
ss
v ) into subsets Wa in-
dexed by the elements a = (a0, a1, . . . , af−1) of A = {0, 1, . . . , e}f , and a subspace
La ⊆ H1(GFv ,Fp(χ2χ
−1
1 )) of codimension
∑f−1
i=0 ai for each a ∈ A. We give the set
A the usual (product) partial ordering.
Our main local result is the following.
Theorem B. Suppose that σ ∈ Wa. Then σ ∈ Wexpl(ρv) if and only if cρv ∈ La.
Moreover there exists b ∈ A (depending on ρv) such that
Wexpl(ρv) =
∐
a≤b
Wa.
In other words the weights come in packets, where the packets arise in a hierarchy
compatible with the partial ordering on A. In connection with the hypothetical mod
p local Langlands correspondence mentioned above, Theorem B is consistent with
the possibility that the associated GL2(Fv)-representation π(ρv) is equipped with
an increasing filtration of length [Fv : Qp] + 1 such that gr•(π(ρv))
∼= π(ρssv ) and
grm(π(ρv)) has GL2(OFv )-socle consisting of the weights in the union of the Wa
with
∑f−1
i=0 ai = m (cf. [4, Thm. 19.9]).
We now briefly indicate how our constructions and proofs proceed. The set Wa
is defined using the reduction of a certain tamely ramified principal series type θa,
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and the space La is defined using Breuil modules with descent data corresponding
to θa. In the first three sections of the paper, we show that the spaces La have
the (co-)dimension claimed above, and that they satisfy La ∩ La′ = La′′ where
a′′i = max{ai, a
′
i}. Section 1 contains a general analysis of the extensions of rank
one Breuil modules. In Section 2 we define and study the extension spaces La, and
in Section 3 we describe our subsets Wa of Wexpl(ρ
ss
v ).
Having done the local analysis, the strategy for the proving the main results is
similar to that of Gee, Liu and one of the authors [18] in the totally ramified case; in
particular global arguments play a role in proving the local results. More precisely
in Section 4 we prove the following three conditions are equivalent for each weight
µ ∈Wa:
(1) µ ∈ Wexpl(ρv);
(2) µ ∈ W vmod(ρ);
(3) cρv ∈ La.
The implication (1) ⇒ (2) is already proved by Gee and Kisin [16], and (2) ⇒
(3) is proved by showing that ρv has a potentially Barsotti–Tate lift of type θa.
Having now proved that (1) ⇒ (3), one deduces that La contains the relevant
spaces of extensions with reducible crystalline lifts; equality follows on comparing
dimensions, and this gives (3) ⇒ (1).
The reason our results are not as definitive as those of [18] is that in the totally
ramified case there is a tight connection between being modular of some Serre
weight and having a potentially Barsotti-Tate lift of a certain type: in the totally
ramified case the reduction mod p of the principal series type θa has at most two
Jordan–Ho¨lder factors, while in general it can have many more.
In fact, when Fv is allowed to be arbitrary some sort of hypothesis along the
lines of genericity is necessary, in the sense that there exist Fv, χ1, χ2, and µ such
that the subset of H1(GFv ,Fp(χ2χ
−1
1 )) corresponding to ρv with µ ∈ Wexpl(ρv) is
not equal to La for any choice of a. We give an example of this phenomenon in
Section 5.
Finally, we must point out that some time after this paper was written, Gee,
Liu, and the second author [19] announced a proof that Wexpl(ρv) = W
v
mod(ρ) in
general, thus improving on our Theorem A (by rather different methods). The
arguments in [19] are entirely local, and depend on an extension to the ramified
case of the p-adic Hodge theoretic results proved in [17] in the unramified case.
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Notation and conventions. If M is a field, we let GM denote its absolute Galois
group. If M is a global field and v is a place of M , let Mv denote the completion
of M at v. If M is a finite extension of Qp for some p, we let M0 denote the
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maximal unramified extension of Qp contained in M , and we write IM for the
inertia subgroup of GM .
Let p be an odd prime number. Let K ⊇ L be finite extensions of Qp such
that K/L is a tame Galois extension. (These may be regarded as fixed, although
at certain points in the paper we will make a specific choice for K.) Assume
further that π is a uniformiser of OK with the property that πe(K/L) ∈ L, where
e(K/L) is the ramification index of the extension K/L. Let e, f and e′, f ′ be
the absolute ramification and inertial degrees of K and L respectively, and denote
their residue fields by k and ℓ. From Section 1.3 onwards, e(K/L) will always
be divisible by pf
′
− 1, and from Section 2.2 onwards we will have f = f ′ and
e(K/L) = pf − 1. Write η : Gal(K/L)→ O×K for the function sending g 7→ g(π)/π,
and let η : Gal(K/L)→ k× be the reduction of η modulo the maximal ideal of OK .
Our representations of GL will have coefficients in Qp, a fixed algebraic closure of
Qp whose residue field we denote Fp. Let E be a finite extension of Qp contained in
Qp and containing the image of every embedding of K into Qp. Let OE be the ring
of integers in E, with uniformiser ̟ and residue field kE ⊂ Fp. Note in particular
that there exist f embeddings of k into kE .
We write ArtL : L
× → W abL for the isomorphism of local class field theory, nor-
malised so that uniformisers correspond to geometric Frobenius elements. For each
σ ∈ Hom(ℓ,Fp) we define the fundamental character ωσ corresponding to σ to be
the composite
IL // O
×
L
// ℓ×
σ
// F
×
p ,
where the map IL → O
×
L is induced by the restriction of Art
−1
L . Let ǫ denote
the p-adic cyclotomic character and ǫ the mod p cyclotomic character, so that∏
σ∈Hom(ℓ,Fp)
ωe
′
σ = ǫ. We will often identify characters IL → F
×
p with characters
ℓ× → F
×
p via the Artin map, as above, and similarly for their Teichmu¨ller lifts.
Fix an embedding σ0 : k →֒ kE , and recursively define σi : k →֒ kE for all i ∈ Z
so that σpi+1 = σi. We write ωi for ωσi|ℓ . With these normalizations, if K/L is
totally ramified of degree e(K/L) = pf
′
− 1 then ωi = (σi ◦ η)|IL .
We normalize Hodge–Tate weights so that all Hodge–Tate weights of the cyclo-
tomic character are equal to 1. (See Definition 3.2 for further discussion of our
conventions regarding Hodge–Tate weights.)
1. Extensions of Breuil modules
In the paper [2], Breuil classifies p-torsion finite flat group schemes over OK
in terms of semilinear-algebraic objects that have come to be known as Breuil
modules. This classification has proved to be immensely useful, in part because
Breuil modules are often amenable to explicit computation. In this section we
make a careful study of the extensions between Breuil modules of rank one with
coefficients and descent data. Many of these results are familiar, but the statements
that we need are somewhat more general than those in the existing literature (cf. [3,
25, 6, 9]).
1.1. Review of rank one Breuil modules. We let φ denote the endomorphism of
(k⊗FpkE)[u]/u
ep obtained by kE -linearly extending the pth power map on k[u]/u
ep.
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Define an action of Gal(K/L) on (k ⊗Fp kE)[u]/u
ep by the formula g((a⊗ 1)ui) =
(g(a)η(g)i ⊗ 1)ui, extended kE-linearly.
Definition 1.1. The category of Breuil modules with kE-coefficients and generic
fibre descent data from K to L, denoted BrModKL,kE , is the category whose objects
are quadruples (M,Fil1M, φ1, {ĝ}) where:
• M is a finitely generated free (k ⊗Fp kE)[u]/u
ep-module,
• Fil1M is a (k ⊗Fp kE)[u]/u
ep-submodule of M containing ueM.
• φ1 : Fil
1M → M is a φ-semilinear map whose image generates M as a
(k ⊗Fp kE)[u]/u
ep-module,
• the maps ĝ : M → M for each g ∈ Gal(K/L) are additive bijections
that preserve Fil1M, commute with the φ1-, and kE -actions, and satisfy
ĝ1 ◦ ĝ2 = ĝ1 ◦ g2 for all g1, g2 ∈ Gal(K/L). Furthermore 1̂ is the identity,
and if a ∈ (k ⊗Fp kE)[u]/u
ep, m ∈ M then ĝ(am) = g(a)ĝ(m).
We will usually writeM in place of (M,Fil1M, φ1, {ĝ}). A morphism f :M→M′
in BrModKL,kE is a (k ⊗Fp kE)[u]/u
ep-module homomorphism with f(Fil1M) ⊆
Fil1M′ that commutes with φ1 and the descent data.
The category BrModKL,kE is equivalent to the category of finite flat group schemes
over OK together with a kE -action and descent data on the generic fibre from K
to L (see [2, 27]). This equivalence depends on the choice of uniformiser π. The
covariant functor TLst,2 defined immediately before Lemma 4.9 of [26] associates to
each object M of BrModKL,kE a kE-representation of GL, which we refer to as the
generic fibre of M.
Notation 1.2. We let ei ∈ k ⊗Fp kE denote the idempotent satisfying (x⊗ 1)ei =
(1 ⊗ σi(x))ei for all x ∈ k. Observe that φ(ei) = ei+1. We adopt the convention
that if m0, . . . ,mf−1 are elements of some (k ⊗ kE)-module, then m denotes the
sum
∑f−1
i=0 miei, as well as any inferrable variations of this notation: for instance if
r0, . . . , rf−1 are integers then u
r denotes
∑f−1
i=0 u
riei. Conversely for any element
written a, we set ai = eia. When a ∈ (k ⊗ kE)[u]/uep we will generally identify ai
with its preimage in kE [u]/u
ep under the the map kE [u]/u
ep ≃ ei((k ⊗ kE)[u]/u
ep)
sending x 7→ eix.
The rank one objects of BrModKL,kE are classified as follows.
Lemma 1.3. Every rank one object of BrModKL,kE has the form:
• M = ((k ⊗Fp kE)[u]/u
ep) ·m,
• Fil1M = urM,
• φ1(urm) = am for some a ∈ (k ⊗Fp kE)
×, and
• ĝ(m) = (η(g)c ⊗ 1)m for all g ∈ Gal(K/L),
where ri ∈ {0 . . . , e} and ci ∈ Z/(e(K/L)) are sequences that satisfy ci+1 ≡ p(ci+ri)
(mod e(K/L)), and the sequences ri, ci, ai are each periodic with period dividing f
′.
Proof. This is a special case of [27, Thm. 3.5]. In the notation of that item we have
D = f ′ because of our assumption that k embeds into kE , and the periodicity of
the sequence ai is equivalent to a ∈ (ℓ⊗Fp kE)
×. 
Notation 1.4. We will denote a rank one Breuil module as in Lemma 1.3 by
M(r, a, c), or else (for reasons of typographical aesthetics) by M(r, a, c).
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We wish to consider maps between rank one Breuil modules, but before we do
so, we note the following elementary lemma.
Lemma 1.5. Let Gal(K/L) act on (k ⊗Fp kE)[u]/u
ep by g · x = (η(g)w ⊗ 1)g(x),
where g(x) denotes the usual action and {wi} is a sequence of integers that is pe-
riodic with period dividing f ′. The Gal(K/L)-invariants of this action are the ele-
ments x ∈ (k⊗Fp kE)[u]/u
ep such that each nonzero term of xi has degree congruent
to −wi (mod e(K/L)), and the sequence xi is periodic with period dividing f ′.
Proof. There exists g ∈ Gal(K/L) such that η(g) = 1 and the image of g generates
Gal(k/ℓ); since g(ei) = ei+f ′ , the equality g · x = x shows that xi is periodic with
period dividing f ′. Consideration of the inertia group I(K/L) gives the conditions
on the degrees of nonzero terms. 
The following lemma is standard, but its setting is slightly more general than
that of existing statements in the literature (cf. [25, Lem. 6.1], [9, Prop. 2.5]).
Lemma 1.6. Let M =M(r, a, c) and N =M(s, b, d) be rank one Breuil modules
as above. Define αi = p(p
f−1ri + · · ·+ ri+f−1)/(pf − 1) and βi = p(pf−1si + · · ·+
si+f−1)/(p
f − 1) for all i. There exists a nonzero map M→N if and only if
• βi − αi ∈ Z≥0 for all i,
• βi − αi ≡ ci − di (mod e(K/L)) for all i, and
•
∏f ′−1
i=0 ai =
∏f ′−1
i=0 bi.
Proof. A nonzero morphism M → N must have the form m 7→ δuzn for some
integers zi ≥ 0 and some δ ∈ ((k ⊗Fp kE)[u]/u
ep)×. For this map to preserve the
filtrations, it is necessary and sufficient that ri + zi ≥ si for all i. For the map to
commute with φ1 it is necessary and sufficient that
φ(δu(z+r−s))b = δauz.
It follows from this equation that δ ∈ (k ⊗Fp kE)
×, that zi+1 = p(zi + ri − si) for
all i, and that φ(δ)/δ = a/b. The unique solution to the system of equations for the
zi’s is precisely zi = βi − αi for all i. Note that the positivity of zi+1 is equivalent
to the condition ri + zi ≥ si.
For the map to commute with descent data, it is necessary and sufficient that
g(δ) = (η(g)c−z−d ⊗ 1)δ for all g ∈ Gal(K/L). By Lemma 1.5, and recalling that δ
has no non-constant terms, this is satisfied if and only if zi ≡ ci−di (mod e(K/L))
for all i and the sequence δi ∈ kE is periodic with period dividing f ′. Finally, it is
easy to check that there exists δ ∈ (k ⊗Fp kE)
× with φ(δ)/δ = a/b and having the
necessary periodicity if and only if
∏f ′−1
i=0 ai =
∏f ′−1
i=0 bi. 
Remark 1.7. Suppose that e(K/L) is divisible by pf
′
− 1. By [27, Rem. 3.6] it is
then automatic that the αi and βi of the preceding lemma are integers. Combining
Lemma 1.6 with [21, Cor. 4.3] we see in this case that there exists a nonzero map
M→N if and only if TLst,2(M) ≃ T
L
st,2(N ) and βi ≥ αi for all i.
We will use the notation αi = p(p
f−1ri + · · ·+ ri+f−1)/(pf − 1) throughout the
paper, and similarly for βi. Let us write Nm(a) =
∏f ′−1
i=0 ai ∈ kE . The following is
immediate from (the proof of) Lemma 1.3.
Corollary 1.8. We have M(r, a, c) ≃ M(r′, a′, c′) if and only if ri = r′i for all i,
ci = c
′
i for all i, and Nm(a) = Nm(a
′).
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The following proposition is again standard, but slightly more general than the
versions in the existing literature ([9, Prop. 2.6], [6, Prop. 5.6]).
Proposition 1.9. Let M = M(r, a, c) and N = M(s, b, d) be rank one Breuil
modules as above. There exists a rank one Breuil module P and a pair of nonzero
maps M→ P and N → P if and only if
• βi − αi ∈ Z for all i,
• βi − αi ≡ ci − di (mod e(K/L)) for all i, and
•
∏f ′−1
i=0 ai =
∏f ′−1
i=0 bi.
In fact it is possible to take P = M(t, a, v) such that if γi = p(pf−1ti + · · · +
ti+f−1)/(p
f − 1) then γi = max(αi, βi).
Proof. It follows directly from Lemma 1.6 that the listed conditions are necessary.
For sufficiency, we follow the argument of [6, Prop. 5.6]. Define γi = max(αi, βi),
ni =
1
p max(0, βi−αi), ti = ri+ pni−ni+1, and vi ≡ ci+(αi− γi) (mod e(K/L)).
Observe that ni and αi − γi are integers, so that ti is an integer and vi is well-
defined. An argument identical to the one at loc. cit. shows that ti ∈ [0, e], and
easy calculations show that γi = p(p
f−1ti+· · ·+ti+f−1)/(p
f−1) and vi+1 ≡ p(vi+ti)
(mod e(K/L)). Thus P = M(t, a, v) is a Breuil module with the property given
in the last sentence of the proposition, and two applications of Lemma 1.6 show
that there exist nonzero maps M → P and N → P . (For the latter, note that
γi − αi ≡ ci − vi (mod e(K/L)), and together with our other hypotheses this
implies that γi − βi ≡ di − vi (mod e(K/L)).) 
Corollary 1.10. The conditions in Proposition 1.9 give necessary and sufficient
conditions that TLst,2(M) ≃ T
L
st,2(N ).
Proof. Suppose that there exists P as in Proposition 1.9. Since the kernels of
the maps produced by Lemma 1.6 do not contain any free k[u]/uep-submodules,
it follows from [25, Prop. 8.3] that they induce isomorphisms TLst,2(M) ≃ T
L
st,2(P)
and TLst,2(N ) ≃ T
L
st,2(P).
Conversely, suppose TLst,2(M) ≃ T
L
st,2(N ). Let M,N correspond to the rank
one kE -vector space schemes G,H with generic fibre descent data. By a theorem
of Raynaud [24, Prop. 2.2.2, Cor 2.2.3] there exists a maximal rank one kE-vector
space scheme G′ with nonzero maps G′ → G, G′ → H, and G′ obtains generic fibre
descent data by a scheme-theoretic closure argument as in [3, Prop. 4.1.3]. Then
we can take P to be the Breuil module corresponding to G′. 
1.2. Extensions of rank one Breuil modules. We now describe the extensions
between the rank one objects of BrModKL,kE . The main result is analogous to [3,
Lem. 5.2.2], [25, Thm. 7.5] and [9, Thm. 3.9], and since the proof is substantively
the same as the proofs given at those references, we will omit some details of the
argument.
Theorem 1.11. Let M,N be rank one Breuil modules, with notation as in Sec-
tion 1.1. Each extension of M by N is isomorphic to precisely one of the form
• P = ((k ⊗Fp kE)[u]/u
ep) ·m+ ((k ⊗Fp kE)[u]/u
ep) · n,
• Fil1 P = 〈usn, urm+ hn〉,
• φ1(usn) = bn and φ1(urm+ hn) = am,
• ĝ(n) = (η(g)d ⊗ 1)n and ĝ(m) = (η(g)c ⊗ 1)m for all g ∈ Gal(K/L),
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in which each hi ∈ kE [u]/uep is a polynomial such that:
• hi is divisible by uri+si−e,
• the sequence hi is periodic with period dividing f ′,
• each nonzero term of hi has degree congruent to ri+ci−di (mod e(K/L)),
and
• deg(hi) < si, except that when there exists a nonzero morphism M→ N ,
the polynomials hi for f
′ | i may also have a term of degree r0 + β0−α0 in
common.
In particular the dimension of Ext1(M,N ) is given by the formula
δ +
f ′−1∑
i=0
# {j ∈ [max(0, ri + si − e), si) : j ≡ ri + ci − di (mod e(K/L))}
where δ = 1 if there exists a map M→N and δ = 0 otherwise.
Proof. Let P be any extension of M by N . Then Fil1 P = 〈usn, urm + hn〉 for
some h and some lift m of the given generator of M, and φ(urm+ hn) = am+ δn
for some δ. Replacing m with m + δa−1n and suitably altering h shows that we
can take δ = 0. The condition that each hi is divisible by u
ri+si−e is necessary and
sufficient to ensure that Fil1 P ⊃ ueP , so that the first three conditions given in the
statement of the theorem define a Breuil module (without descent data). One checks
straightforwardly that replacing m with m+a−1φ(t)n for any t ∈ (k⊗Fp kE)[u]/u
ep
preserves the shape of P while replacing h with h − ur(ba−1)φ(t) + ust, and that
these are precisely the changes of m that preserve the shape of P .
Now the descent data on P must have the shape
ĝ(m) = (η(g)c ⊗ 1)m+Agn
for some collection of elements Ag ∈ (k ⊗Fp kE)[u]/u
ep. The condition that ĥg =
ĥ ◦ ĝ, evaluated at m, implies that the function g 7→ (η(g)−c ⊗ 1)Ag is a cocycle
in the cohomology group H1(Gal(K/L), (k ⊗ kE)[u]/uep) in which the action of
Gal(K/L) on (k⊗kE)[u]/uep is given by g ·x = (η(g)d−c⊗1)g(x), where g(x) is the
usual action. This cohomology group is trivial since Gal(K/L) is assumed to have
order prime to p, so that (η(g)−c⊗ 1)Ag is the coboundary of some element v. The
relation φ1 ◦ ĝ = ĝ ◦ φ1 applied to urm+ hn implies that Agn lies in the image of
φ1, so that all nonzero terms in each Ag have degree divisible by p; it follows that
we can take v to have the same property. One computes that replacing m with
m+a−1φ(t)n changes (η(g)−c⊗1)Ag by the coboundary of a−1φ(t), and choosing t
so that a−1φ(t) = −v allows us to take Ag = 0 for all g.
Thus our extension P has the shape as in the theorem, and it remains to inves-
tigate the possibilities for h. In order that the given shape of P actually defines a
Breuil module with descent data, it is necessary and sufficient that uri+si−e divides
each hi, and that the relation φ1 ◦ ĝ = ĝ ◦ φ1 is well-defined and satisfied when
evaluated at urm + hn. A direct calculation shows that the latter condition is
equivalent to the condition that ue+s divides
(ηd(g)⊗ 1)g(h)− (ηr+c(g)⊗ 1)h
for all g ∈ Gal(K/L), or equivalently that the remainder of h upon division by ue+s
is invariant under the action of Lemma 1.5 with w = r + c− d. From that lemma,
we deduce that any term of hi of degree D < e + si must satisfy D ≡ ri + ci − di
SERRE WEIGHTS FOR LOCALLY REDUCIBLE GALOIS REPRESENTATIONS 9
(mod e(K/L)), and that such terms occur periodically with period dividing f ′. Let
V ⊆ (k ⊗ kE)[u]/uep be the space of elements h satisfying the conditions in the
previous sentence and with each hi divisible by u
max(0,ri+si−e).
Now let us examine the changes-of-variable m  m + a−1φ(t)n that preserve
the shape of P (but may change h). From the argument two paragraphs earlier,
we see that such a change of variables preserves the shape of the descent data
precisely when the coboundary of a−1φ(t) is trivial, or in other words precisely
when φ(t) = g · φ(t) under the Gal(K/L)-action of that paragraph. Thus t may
have arbitrary terms of degree at least e (since φ(ue) = 0), while by Lemma 1.5 the
nonzero terms of ti of degreeD < emust haveD ≡ p−1(ci+1−di+1) (mod e(K/L)),
and these terms must occur periodically with period dividing f ′. We say that a
choice of t with these properties is allowable.
Recall from the beginning of the proof that replacing m with m + a−1φ(t)n
has the effect of replacing h with h′ = h − ur(ba−1)φ(t) + ust. Let U ⊆ (k ⊗
kE)[u]/u
ep be the space of allowable choices of t, and Υ : U → V the map that
sends t to ur(ba−1)φ(t) − ust. The above discussion shows that Ext1(M,N ) ≃
coker(Υ). We use this isomorphism to compute dimkE Ext
1(M,N ). Let yi =
# {j ∈ [max(0, ri + si − e), si) : j ≡ ri + ci − di (mod e(K/L))}. One calculates di-
rectly from their definitions that
dimkE U = e
′f ′ + ef(p− 1), dimkE V = e
′f ′ + ef(p− 1) +
f−1∑
i=0
yi −
f−1∑
i=0
si.
Suppose that t ∈ ker(Υ), i.e. that ur(ba−1)φ(t) = ust. Observe (e.g. by com-
paring with the proof of Lemma 1.6) that this is precisely the condition required
for the map M → N defined by m 7→ φ(t)n to be a map of Breuil modules. If
there are no such nonzero maps (i.e. if δ = 0, with δ as in the statement of the
Theorem), then ker(Υ) = {t ∈ U : ust = 0} and so ker(Υ) has dimension
∑
i si.
If instead there exists a nonzero map M→ N (i.e. if δ = 1), then since that map
must be unique up to scaling, we see that ust is unique up to scaling and ker(Υ) has
dimension 1+
∑
i si. In either case dimkE ker(Υ) = δ+
∑
i si. Finally we calculate
that coker(Υ) has dimension
dimkE V − dimkE U + dimkE ker(Υ) = δ +
f−1∑
i=0
yi.
Now let W ′ ⊆ V be the space of elements h satisfying the conditions given in
the statement of the theorem, and W ⊆ W ′ the subspace of elements h for which
the coefficient of degree r0 + β0 − α0 in h0 is zero. (Thus W ( W ′ if and only
if δ = 1, in which case W ′/W has kE-dimension 1.) It is easy to verify that
dimkE W
′ = δ +
∑
i yi, and so to complete the proof of the Theorem it suffices to
show that W ′ ∩ im(Υ) = 0. When δ = 1, a straightforward computation (using
the fact that Nm(a) = Nm(b) in this case) shows that if h ∈ im(Υ) then the
coefficients ξi of degree ri + βi − αi in hi for i = 0, . . . , f ′ − 1 satisfy the linear
relation
∑f−1
i=0 (a0 · · · ai)(b0 · · · bi)
−1ξi = 0. If in addition we have h ∈ W ′ (so that
ξi = 0 for i 6≡ 0 (mod f ′)) then ξ0 = 0 and h ∈ W . We are therefore reduced in all
cases to showing that W ∩ im(Υ) = 0.
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Let πW : V → W be the projection map that kills each term of hi of degree at
least si. Observe that we may write
Υ(t) = usΦ(t) + πW (Υ(t))
where Φ(t) = ur−s(ba−1)φ(t)− t, with terms of negative degree in Φ(t) understood
to be zero. To finish the argument we must show that if usΦ(t) = 0 then πW (Υ(t)) =
0.
Observe that the defining formula for Φ also gives a well-defined map Φ ∈
End((k ⊗ kE)[u]/ue). Fix an integer vi ∈ [0, e) and recursively define vj = (rj −
sj) + pvj−1 for j > i. Since u
vjej and (bj+1/aj+1)u
vj+1ej+1 are congruent mod-
ulo the image of Φ (where the ej ’s are the idempotents defined in 1.2), it follows
that uvjej ∈ im(Φ) except possibly if the sequence {vj} lies entirely within the
interval [0, e). In the latter case the sequence {vj} must be periodic, indeed with
period dividing f ′, and one computes that vj = p
−1(βj+1 − αj+1) for all j. Then
one checks that uvjej and Nm(ba
−1)uvjej are congruent modulo im(Φ); so unless
Nm(a) = Nm(b) we again have uvjej ∈ im(Φ). We conclude that Φ is surjective
(hence bijective) unless Nm(a) = Nm(b) and p−1(βi − αi) ∈ {0, . . . , e− 1} for all i,
in which case the image of Φ has codimension at most 1; and in all cases we con-
clude that ker(Φ) = ker(Υ′) + ue(k⊗ kE)[u]/uep, where Υ′ is the endomorphism of
(k ⊗ kE)[u]/uep given by the same defining formula as Υ.
Now if usΦ(t) = 0 then Φ(t) = 0, so t ∈ ker(Υ′) + ue(k ⊗ kE)[u]/uep; finally
Υ(t) = Υ′(t) ∈ Υ′(ue(k ⊗ kE)[u]/u
ep) ⊆ ue(k ⊗ kE)[u]/u
ep,
and it follows that πW (Υ(t)) = 0. 
Remark 1.12. We have seen in the proof of Theorem 1.11 that P as in the first
set of bullet points of Theorem 1.11 is a well-defined Breuil module provided that
• hi is divisible by uri+si−e,
• nonzero terms of hi of degree less than e+ si have degree congruent to ri+
ci−di (mod e(K/L)), and occur periodically (for i) with period dividing f ′.
We will denote this Breuil module by P(r, a, c; s, b, d;h).
1.3. Comparison of extension classes. We assume for the remainder of this
paper that e(K/L) is divisible by pf
′
− 1, so that in particular Remark 1.7 is in
force. We fix characters χ1, χ2 : GL → k
×
E and suppose that M = M(r, a, c)
and N = M(s, b, d) are rank one Breuil modules whose generic fibres are χ1, χ2
respectively. The following lemma is [21, Cor. 4.3].
Lemma 1.13. Set M = M(r, a, c) and write λ = Nm(a)−1. Then TKst,2(M) =
(σi◦η
ci+αi)·urλ, where urλ is the unramified character of GL sending an arithmetic
Frobenius element to λ.
The character χ1 and the sequence of ri’s determine M up to isomorphism
(cf. Corollaries 1.8 and 1.10), and similarly for N ; moreover, one checks from
Lemmas 1.3 and 1.13 that given χ1 and r0, . . . , rf−1 such that αi ∈ Z for some
(hence all) i, there exists M(r, a, c) with generic fibre χ1. In the remainder of
this section, we compare extension classes in Ext1(M,N ) with extension classes in
Ext1(M′,N ′) whereM′,N ′ are certain other Breuil modules with the same generic
fibres as M,N respectively; our treatment follows the treatment of the case f = 1
in Section 5.2 of [18].
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Proposition 1.14. The Breuil module P = P(r, a, c; s, b, d;h) has the same generic
fibre as P† = P(0, a, c†; e, b, d†;uδh) where
• c†i = ci + αi,
• d†i = di + βi − ep/(p− 1), and
• δi = ep/(p− 1)− βi + αi − ri.
Proof. Consider the Breuil module P‡ = P(r, a, c; e, b, d†;uδ
‡
h) where δ‡i = ep/(p−
1) − βi. It is elementary from Remark 1.12 that both P
† and P‡ are well-defined
(note that δi, δ
‡
i ≥ 0 and that e(K/L) divides e); the key point of the calculation
is that βi − si = βi+1/p ≤ e/(p− 1), whence e − si ≤ ep/(p− 1) − βi. Let m†, n†
and m‡, n‡ denote the standard basis elements for P†,P‡ respectively. One checks
without difficulty that there is a map f ‡ : P → P‡ sending
m 7→ m‡, n 7→ uep/(p−1)−βn‡
as well as a map f † : P† → P‡ sending
m† 7→ uαm‡, n† 7→ n‡.
Since ker(f †), ker(f ‡) do not contain any free k[u]/uep-submodules, it follows from
[25, Prop. 8.3] that TLst,2(f
†) and TLst,2(f
‡) are isomorphisms. 
Note that while the extension classes Ext1kE [GL](χ1, χ2) realized by P and P
† in
Proposition 1.14 may not coincide, they differ by at most multiplication by a kE -
scalar, since the maps f † and f ‡ induce kE -isomorphisms on the one-dimensional
sub and quotient characters.
Definition 1.15. Let L(M,N ) ⊆ Ext1kE [GL](χ1, χ2) denote the subspace consist-
ing of extension classes of the form TLst,2(P) for P ∈ Ext
1(M,N ).
The following proposition gives a criterion for one space of extensions L(M,N )
to be contained in another.
Proposition 1.16. Suppose that M = M(r, a, c) and M′ = M(r′, a′, c′) have
generic fibre χ1 while N =M(s, b, d) and N ′ =M(s′, b′, d′) have generic fibre χ2.
If there exist nonzero maps M→M′ and N ′ → N then L(M′,N ′) ⊆ L(M,N ).
Proof. We show more generally that the conclusion holds provided that
max(αi+1/p− βi, αi − βi+1/p− e) ≤ max(α
′
i+1/p− β
′
i, α
′
i − β
′
i+1/p− e)
for all i. (This inequality is easily checked when there exist maps M → M′ and
N ′ → N , because αi ≤ α′i and β
′
i ≤ βi for all i in this case.)
By Corollaries 1.8 and 1.10 we may suppose without loss of generality that
a = a′ and b = b′. Suppose that P ′ = P(r′, a, c′; s′, b, d′;h′). The given inequality
is equivalent to
(βi − αi + ri)− (β
′
i − α
′
i + r
′
i) + max(0, r
′
i + s
′
i − e) ≥ max(0, ri + si − e)
which is precisely the condition that is required to make the assigments h =
u(β−β
′)−(α−α′)+(r−r′)h′ and P = P(r, a, c; s, b, d;h) well-defined. Then P and P ′
both have the same generic fibre as the extension P† of Proposition 1.14, and so
the generic fibre of P ′ is also in L(M,N ). 
We remark that Proposition 1.16 should also follow from a scheme-theoretic
closure argument, but we give the above argument for the sake of expedience (we
will need Proposition 1.14 again in Section 2.2).
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2. Models of principal series type
We retain the notation and setting of the previous section; in particular recall
that we have a running assumption that e(K/L) is divisible by pf
′
− 1. Fix a pair
of characters χ1, χ2 : GL → k
×
E .
Recall that a two-dimensional Galois type is (the isomorphism class of) a rep-
resentation τ : IL → GL2(Zp) that extends to a representation of GL and whose
kernel is open. We say that τ is a principal series type if τ ≃ λ ⊕ λ′ where λ, λ′
both extend to representations of GL.
In this section we use the results of Section 1 to associate to the triple (χ1, χ2, τ)
a subspace L(χ1, χ2, τ) ⊆ Ext
1
kE [GL](χ1, χ2). We will see that L(χ1, χ2, τ) contains
every extension of χ1 by χ2 that arises as the reduction mod p of a potentially
Barsotti-Tate representation of type τ ; in fact we will think of L(χ1, χ2, τ) as a
finite flat avatar for the collection of such extensions. In Section 2.1 we define the
set L(χ1, χ2, τ) and prove that it is a vector space (provided that it is nonempty).
In Section 2.2 we restrict to the main local setting of our paper and study the
spaces L(χ1, χ2, τ) in detail in that setting; for instance we compute the dimension
of these spaces in many cases.
2.1. Maximal and minimal models of type τ . Raynaud [24] shows that if
one fixes a finite flat p-torsion group scheme G over K, then the set of finite flat
group schemes over OK with generic fibre G has the structure of a lattice; in
particular it possesses maximal and minimal elements. This has proved to be a
valuable observation, and variants of it have recurred in numerous contexts (see [3,
Lem. 4.1.2], [25, §8], [7, §3.3], and [19, §5.3] to name a few). Let τ be a principal
series type. In this subsection we introduce the notion of a model of type τ (see
Definition 2.2 below) and prove the existence of maximal and minimal models of
type τ .
Definition 2.1. Write χ = χ1χ2. If M = M(r, a, c) has generic fibre χ1, define
the χ-dual of M to be the unique Breuil module M∨χ = M(s, b, d) with generic
fibre χ2 such that ri + si = e for all i. The existence of M∨χ is implied by the
paragraph following Lemma 1.13.
If τ ≃ λ⊕ λ′ is a principal series type, we let λ, λ
′
denote the reductions of λ, λ′
modulo the maximal ideal of Zp; we will usually abuse notation and write λ, λ′
where we mean λ, λ
′
.
Definition 2.2. Let τ ≃ λ⊕ λ′ be a principal series type. We say that M(r, a, c)
is a model of type τ if σi ◦ η
ci ∈ {λ, λ′} for all i. Note that if (χ1χ2)|IGL = λλ
′ǫ
and M(r, a, c) is a model of type τ with generic fibre χ1, then its χ-dual M
∨
χ =
M(s, b, d) is a model of type τ with generic fibre χ2, and moreover {σi ◦ η
ci , σi ◦
ηdi} = {λ, λ′} for all i.
Definition 2.3. We define
L(χ1, χ2, τ) = ∪M,NL(M,N )
as M,N range over all pairs of models of type τ with generic fibre χ1, χ2 respec-
tively, and such that {σi ◦ η
ci , σi ◦ η
di} = {λ, λ′} for all i.
It follows, for instance from [21, Cor. 5.2], that L(χ1, χ2, τ) contains all extensions
of χ1 by χ2 that arise as the reduction mod p of a potentially Barsotti-Tate repre-
sentation of GL of type τ . Note that if L(χ1, χ2, τ) 6= ∅ then (χ1χ2)|IGL = λλ
′ǫ.
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Proposition 2.4. Let S be the set of all M(r, a, c) of type λ ⊕ λ′ with generic
fibre χ. If S is nonempty, then it has a minimal and a maximal element; that
is, there are Breuil modules M−,M+ ∈ S such that for any M ∈ S there exist
nonzero maps M− →M and M→M+.
Proof. By duality it suffices to prove the existence of M+. For this, since S is
finite, it is enough to prove that anyM,N ∈ S have an upper bound in S, i.e. that
there exists P ∈ S together with nonzero maps M→ P and N → P .
Since M,N have the same generic fibre, the conditions of Proposition 1.9 are
satisfied, and we can form P = P(t, a, v) as in the last sentence of the proposition.
Note that if γi = αi then vi = ci, while if γi = βi then vi = di (see the last sentence
of the proof of Proposition 1.9, for instance). Thus σi ◦ η
vi ∈ {σi ◦ η
ci , σi ◦ η
di} ⊆
{λ, λ′}, and we conclude that P ∈ S. 
Remark 2.5. An argument identical to the above can be used to prove a much
more general statement. Namely, we can fix sets Si ⊆ {σi ◦ η
c : c ∈ Z} for each i,
and consider the set S of Breuil modules M(r, a, c) with generic fibre χ such that
σi ◦ η
ci ∈ Si for all i; then if S is nonempty, it has a maximal and a minimal
element.
Corollary 2.6. If L(χ1, χ2, τ) is nonempty, then it is a vector space.
Proof. Suppose that L(χ1, χ2, τ) is nonempty. By Proposition 2.4 there exists a
minimal model M of type τ with generic fibre χ1. It follows easily that M∨χ must
be the maximal model of type τ with generic fibre χ2. Proposition 1.16 implies
that L(χ1, χ2, τ) = L(M,M∨χ), and the lemma follows. 
2.2. The local setting. For remainder of the paper we suppose thatK/L is totally
ramified of degree pf
′
− 1, so that K = L(π), f = f ′, and e(K/L) = pf − 1. Recall
that in this setting we have ωi = (σi ◦ η)|IL . The characters ωi form a fundamental
system of characters of niveau f , and we write
λ =
f−1∏
i=0
ωνii , λ
′ =
f−1∏
i=0
ω
ν′i
i
with νi, ν
′
i ∈ [0, p− 1] for all i; when either λ or λ
′ is trivial we require νi = p − 1
for all i or ν′i = p − 1 for all i, respectively. Write λ
′/λ = ωδ0 and define integers
δi ∈ [0, p− 1] by λ′/λ =
∏f−1
i=0 ω
δi
i , with not all δi equal to p− 1. Let [p
iδ] be the
unique integer in the interval [0, e(K/L)− 1] congruent to piδ (mod e(K/L)).
From the equality
∏f−1
i=0 ω
δi+νi
i =
∏f−1
i=0 ω
ν′i
i together with our bounds on the
δi, νi, ν
′
i, it follows that there exists a unique collection of integers γi ∈ {0, 1} such
that ν′i = δi + νi − pγi−1 + γi. We write C = {i : γi = 1} (the symbol C here
stands for “carries”).
With the above notation, we prove the following.
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Proposition 2.7. Suppose that M = M(r, a, c) is a model of type λ ⊕ λ′. Let
J = {i : σi ◦ η
ci 6= λ′} ⊆ {0, . . . , f − 1}. Define xi by the formula
ri =

xie(K/L) if i, i+ 1 ∈ J or i, i+ 1 6∈ J
xie(K/L) + [p
iδ] if i ∈ J , i+ 1 6∈ J , i 6∈ C
xie(K/L) + (e(K/L)− [piδ]) if i 6∈ J , i+ 1 ∈ J , i ∈ C
xie(K/L)− [piδ] if i 6∈ J , i+ 1 ∈ J , i 6∈ C
xie(K/L)− (e(K/L)− [p
iδ]) if i ∈ J , i+ 1 6∈ J , i ∈ C.
Then each xi is an integer in the interval [0, e
′], and if λ 6= λ′ then xi 6= e′ in the
second and third cases, while xi 6= 0 in the fourth and fifth cases. Moreover the
generic fibre of M, on inertia, is equal to∏
i∈J
ωνii
∏
i6∈J
ω
ν′i
i
f−1∏
i=0
ωxii .
Remark 2.8. Note that J = {i : σi ◦ η
ci = λ} unless λ = λ′, in which case J = ∅.
The special case of Proposition 2.7 where λ = 1 is given in [30, §2.2.1]. The proof
in [30, §2.2.1] is essentially the same as the one we give here, but the statement of
the result when λ = 1 is somewhat simpler because i ∈ C for all i.
Proof of Proposition 2.7. The case λ = λ′ is straightforward (note that δ = 0, while
J = ∅). Assume for the rest of the proof that λ 6= λ′. According to the definition
of J we have pf−ici ≡
∑f−1
j=0 p
f−jνj if i ∈ J and pf−ici ≡
∑f−1
j=0 p
f−jν′j if i 6∈ J .
From the congruence ci+1 ≡ p(ci + ri) (mod e(K/L)) together with the definitions
preceding the statement of the Proposition, it follows that there exist integers yi
so that
ri =

yie(K/L) if i, i+ 1 ∈ J or i, i+ 1 6∈ J
yie(K/L) + [p
iδ] if i ∈ J , i+ 1 6∈ J
yie(K/L)− [piδ] if i 6∈ J , i+ 1 ∈ J.
Since ri ∈ [0, e] for all i we have in particular that yi ∈ [0, e′], with yi 6= e′ if
i ∈ J, i+ 1 6∈ J and yi 6= 0 if i 6∈ J, i+ 1 ∈ J .
From this formula for the ri’s we calculate that
(2.9)
f−1∑
i=0
pf−iri =
f−1∑
i=0
pf−iyie(K/L) +
∑
i∈J,i+16∈J
pf−i[piδ]−
∑
i6∈J,i+1∈J
pf−i[piδ].
Moreover we have [piδ] = δi + p
f−1δi+1 + · · ·+ pδi−1. Suppose that 0 ∈ J . Let us
compute the coefficient of δj on the right-hand side of (2.9). We see that p
f−i[piδ]
contains a term of the form pf−jδj if i ≥ j and p2f−jδj if i < j. If j ∈ J then the
number of elements i ∈ [0, j − 1] such that i ∈ J, i + 1 6∈ J is equal to the number
of elements i ∈ [0, j − 1] such that i 6∈ J, i + 1 ∈ J , and similarly for the interval
[j, f − 1]. It follows in this case that δj does not appear on the right-hand side of
(2.9). If j 6∈ J then instead the contribution of δj to the right-hand side of (2.9) is
(p2f−j − pf−j)δj . We conclude that
α0 =
1
pf − 1
f−1∑
i=0
pf−iri =
f−1∑
i=0
pf−iyi +
∑
i6∈J
pf−iδi
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and applying Lemma 1.13 we find that the generic fibre of M, on inertia, is equal
to
∏f−1
i=0 ω
νi
i
∏
i6∈J ω
δi
i
∏f−1
i=0 ω
yi
i , which rearranges to
(2.10)
∏
i∈J
ωνii
∏
i6∈J
ω
ν′i
i
∏
i6∈J
ω
pγi−1−γi
i
f−1∏
i=0
ωyii
by substituting for δi using the defining formula for the γi’s. An analogous calcu-
lation in the case 0 6∈ J yields the formula∏
i∈J
ωνii
∏
i6∈J
ω
ν′i
i
∏
i∈J
ω
−pγi−1+γi
i
f−1∏
i=0
ωyii
But
∏
i6∈J ω
pδi−1−δi
i =
∏
i∈J ω
−pδi−1+δi
i since
∏f−1
i=0 ω
pδi−1−δi
i = 1, so in fact the
formula (2.10) is valid in all cases. From the definition of the set C we can rewrite
(2.10) as ∏
i∈J
ωνii
∏
i6∈J
ω
ν′i
i
∏
i∈C,i+16∈J
ωi
∏
i∈C,i6∈J
ω−1i
f−1∏
i=0
ωyii .
Now observe that with xi as in the statement of the Proposition we have
xi =

yi + 1 if i ∈ J, i+ 1 6∈ J, i ∈ C
yi − 1 if i 6∈ J, i+ 1 ∈ J, i ∈ C
yi otherwise,
and the rest of the Proposition follows. 
Definition 2.11. If x0, . . . , xf−1 are integers in the interval [0, e
′] with xi 6= e′
whenever i ∈ J, i + 1 6∈ J, i 6∈ C or i 6∈ J, i + 1 ∈ J, i ∈ C, and xi 6= 0 whenever
i ∈ J, i + 1 6∈ J, i ∈ C or i 6∈ J, i + 1 ∈ J, i 6∈ C, we say that the xi’s are allowable
for J . (Properly speaking we should say that they are allowable for J and C, but C
will remain fixed in any calculation.) Observe that for every choice of J together
with a collection of xi’s that are allowable for J , there exists a model of type λ⊕λ′
as in Proposition 2.7 that possesses those invariants.
Proposition 2.12. Suppose that ν′i ∈ [p− 1− e
′, p− 1] and νi ≤ ν′i for all i.
(1) There exists a model of type λ⊕ λ′ with trivial generic fibre.
(2) The minimal model of type λ⊕λ′ with trivial generic fibre isM =M(r, 1, c)
with ri = e(K/L)(p−1−ν′i) and ci =
∑f−1
j=0 ν
′
i−jp
j for all i. In the notation
of Proposition 2.7 we have J = ∅ and xi = p− 1− ν′i for all i.
Proof. If the generic fibre of M is trivial, by Proposition 2.7 we can write
(2.13)
f−1∏
i=0
ωxii =
∏
i∈J
ωp−1−νii
∏
i6∈J
ω
p−1−ν′i
i
and conversely if this identity holds for some choice of J and allowable xi’s then
taking a = 1 gives a model of type λ⊕λ′ with trivial generic fibre. If we take J = ∅,
then the integers xi = p−1−ν′i ∈ [0, e
′] are automatically allowable; this proves (1),
and since J = ∅ we have σi ◦ η
ci = λ′ for all i, which implies ci =
∑f−1
j=0 ν
′
i−jp
j. It
remains to show that the Breuil module M′ corresponding to this data is actually
the minimal model.
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First suppose that there exists a choice of J and xi’s so that both sides of (2.13)
are trivial. Since νi, ν
′
i ∈ [0, p − 1], this implies that at least one of νi, ν
′
i is p − 1
for all i, or at least one of νi, ν
′
i is 0 for all i. Since νi ≤ ν
′
i, the latter would imply
νi = 0 for all i; but this contradicts our convention that νi = p − 1 for all i when
λ = 1. So the former must hold, and we have ν′i = p− 1 for all i. Then J = ∅ and
xi = p− 1− ν′i = 0 for all i evidently gives a minimal model.
Now suppose it is never the case that both sides of (2.13) are trivial. Fix J
and integers xi ≥ 0 so that (2.13) is satisfied (with J = ∅ if λ = λ′), define
integers ri by the formulas in the statement of Proposition 2.7, and then define
αi =
1
pf−1
∑f−1
j=0 p
f−jri+j as usual. (Any model of type λ ⊕ λ′ with trivial generic
fibre yields such data, with the xi’s allowable for J ; however, note that in the
argument that follows we do not assume that the xi’s are allowable for J .) To
deduce that M′ is the minimal model, it suffices by (the dual of) Proposition 1.9
to show that unless J = ∅ and xi = p− 1 − ν′i for all i, we must have αi > α
′
i for
some i, where the α′i =
∑f−1
j=0 p
f−j(p − 1 − ν′i+j) are the corresponding constants
for M′.
First suppose that xi ≥ p for some i. Replacing xi with xi − p and xi−1 with
xi−1 + 1 leaves the truth of (2.13) unchanged, leaves αj unchanged for all j 6= i,
and replaces αi with αi − pe(K/L). By iterating this “carrying” operation we can
reduce to the case where xi ≤ p− 1 for all i. In that case, since both sides of (2.13)
are assumed to be nontrivial we must actually have
xi =
{
p− 1− νi if i ∈ J
p− 1− ν′i if i 6∈ J.
The claim in the case J = ∅ is now immediate, so suppose that J 6= ∅, and indeed
suppose without loss of generality that 0 ∈ J . Note that since ν′i ≥ νi for all i
the set C is empty, and the proof of Proposition 2.7 shows that α0 is equal to∑f−1
i=0 p
f−ixi +
∑
i6∈J p
f−iδi. An inequality α0 ≤ α
′
0, or equivalently
f−1∑
i=0
pf−ixi +
∑
i6∈J
pf−iδi ≤
f−1∑
i=0
pf−i(p− 1− ν′i),
would imply that νi = ν
′
i for all i ∈ J , and δi = 0 for all i 6∈ J . But δi = 0 implies
νi = ν
′
i; so in fact we would have νi = ν
′
i for all i, contradicting that λ 6= λ
′ when
J 6= ∅. Therefore α0 > α
′
0. 
Corollary 2.14. Let τ be a type as in Proposition 2.12. Write ν′i = (p−1−e
′)+µi
for all i. If χ|IGL = λλ
′ǫ then
dimkE L(1, χ, τ) ≤ δ +
f−1∑
i=0
µi
where δ = 1 if χ = 1 and δ = 0 otherwise.
Proof. Let M be the minimal model of type τ with trivial generic fibre, as de-
scribed by Proposition 2.12(2). By the proof of Corollary 2.6 we have L(1, χ, τ) =
L(M,M∨χ). We compute an upper bound on the dimension of L(M,M
∨
χ) using
Theorem 1.11. Since J = ∅ we have ri = (p− 1− ν′i)e(K/L) for all i, and
si = e− ri = e(K/L)e
′ − ri = e(K/L)µi.
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Thus the ith term in the dimension formula in Theorem 1.11 is µi. 
We will now use Proposition 1.14 to compare the spaces L(1, χ, τ) as τ varies,
at least in certain cases.
Proposition 2.15. Let τ ≃ λ ⊕ λ′ be a type as in Proposition 2.12, and suppose
further that νi + ν
′
i ≥ p− 1 for all i, and χ 6= 1. The space L(1, χ, τ) is the set of
extension classes of generic fibres of Breuil modules of the form P(0, 1, 0; e, b, d†;h),
where d†i =
∑f−1
j=0 (νi−j+ν
′
i−j−(p−1))p
j, each hi is a polynomial whose only nonzero
terms have degree t(pf−1)− [
∑f−1
j=0 (νi−j+ν
′
i−j−(p−1))p
j] with p−1−ν′i < t ≤ e
′,
and Nm(b)−1 gives the unramified part of χ as in Lemma 1.13.
Proof. Let M be the minimal model of Proposition 2.12. Then M∨χ = M(s, b, d)
with si = e(L/K)µi, di =
∑f−1
j=0 νi−jp
j , and b as in the statement of the proposition.
By Theorem 1.11, classes in Ext1(M,N ) have hi with terms of degree m(p
f − 1)+∑f−1
j=0 (ν
′
i−j−νi−j)p
j with 0 ≤ m < µi (note that the hypotheses of Proposition 2.12
ensure that ν′i−j − νi−j are non-negative and not all zero).
Now compute that the δ of Proposition 1.14 has
δi = ep/(p− 1)− βi + αi − ri = (p
f − 1)(p− 1− ν′i) + 2
f−1∑
j=0
(p− 1− ν′i−j)p
j ,
and so the terms of the Breuil module P† of Proposition 1.14 have degree
m(pf − 1) +
f−1∑
j=0
(ν′i−j − νi−j)p
j + δi = t(p
f − 1)−
f−1∑
j=0
(νi−j + ν
′
i−j − (p− 1))p
j
where t = p − 1 − ν′i +m + 1. When ν
′
i = νi = p − 1 for all i (i.e. in the unique
case where [
∑f−1
j=0 (νi−j + ν
′
i−j − (p − 1))p
j] and
∑f−1
j=0 (νi−j + ν
′
i−j − (p − 1))p
j
are different) note that there is a change of basis parameter t as in the proof of
Theorem 1.11 with t ∈ (k ⊗ kE)× that exchanges the terms of degree 0 in the hi’s
for terms of degree e′. One easily checks that c† and d† are as claimed, completing
the proof. 
Remark 2.16. The Breuil modules P of Proposition 2.15 are usually in the canon-
ical form of Theorem 1.11; the exception is that if λλ′ = 1 then we have terms of
degree e′ in hi instead of terms of degree 0. However, as we have seen in the pre-
ceding argument, these are equivalent by a change of basis parameter t as in the
proof of Theorem 1.11.
Corollary 2.17. For any τ, τ˙ as in Proposition 2.15 and χ 6= 1 with χ|IGL = λλ
′ǫ,
we have
(1) dimkE L(1, χ, τ) =
∑f−1
i=0 µi,
(2) L(1, χ, τ)∩L(1, χ, τ˙) = L(1, χ, τ¨) where the type τ¨ has ν¨i = max(νi, ν˙i) and
ν¨′i = min(ν
′
i, ν˙
′
i) (with the inferrable notation).
Proof. LetM0 =M(0, 1, 0) andN0 =M(e, b, d†), with b and d† as in the statement
of Proposition 2.15. The map Ext1(M0,N0) → Ext
1
kE [GL](1, χ) is injective; for
instance, this follows from the dimension calculation in Theorem 1.11 together with
the fact that the map is surjective except in the case of cyclotomic χ when the image
is the set of peu ramifie´es classes. Now the result follows from Proposition 2.15 and
Corollary 2.14, together with Remark 2.16 in the case where χ|IGL = ǫ|IGL . 
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3. Weights and types
3.1. Serre weights. We maintain the notation from the preceding section. In
particular, L is a finite extension of Qp of absolute ramification degree e′, K/L is
totally ramified of degree pf
′
− 1, so that K = L(π), f = f ′, and e(K/L) = pf − 1.
We continue to assume that the residue field is k of degree f over Fp, and that
σi : k →֒ kE are embeddings satisfying σi = σ
p
i+1 for i = 0, . . . , f − 1, taking indices
modulo f .
Let ρ : GL → GL2(kE) be a reducible representation, so that
ρ ≃
(
χ2 ∗
0 χ1
)
for some characters χ1, χ2 : GL → k
×
E . In particular if ρ is decomposable, then we
choose an ordering of the characters. The ordered pair of characters (χ1, χ2) will
be fixed throughout the section.
Recall that a Serre weight in our context is an isomorphism class of absolutely
irreducible representations of GL2(k) in characteristic p. These are all defined over
kE and have the form
µm,n :=
f−1⊗
i=0
(
detmi ⊗ Symni k2
)
⊗k,σi kE
where m = (m0, . . . ,mf−1) and n = (n0, . . . , nf−1) are f -tuples of integers satisfy-
ing 0 ≤ ni ≤ p− 1 for all i. The representations µm,n and µm′,n′ are isomorphic if
and only if n = n′ and
∑f−1
i=0 mip
f−i ≡
∑f−1
i=0 m
′
ip
f−i (mod pf − 1).
A set of predicted Serre weights for ρ is defined by Barnet-Lamb, Gee and Ger-
aghty in [1, Def. 4.1.14] (building on [5, 28, 14], and following [13]). In order to
give the definition, we use the notion of a Hodge–Tate module.
Definition 3.1. A Hodge–Tate module of rank d (for L over E) is an isomorphism
class of filtered free (L⊗Qp E)-modules of rank d, i.e. of objects (V,Fil
•), where V
is a free (L⊗Qp E)-module of rank d and for i ∈ Z, Fil
i V is a (not necessarily free)
(L ⊗Qp E)-submodule such that Fil
j V ⊆ Fili V if i ≤ j, Fili V = V for i ≪ 0 and
Fili V = 0 for i≫ 0.
Recall that we are assuming that E contains all the embeddings of L in Qp, so to
give a Hodge–Tate module of rank d is equivalent to giving, for each σ : L →֒ Qp, a
d-tuple of integers (wσ,1, . . . , wσ,d) with wσ,1 ≤ wσ,2 ≤ · · · ≤ wσ,d. For consistency
with our conventions we normalize this correspondence so that (V,Fil•) corresponds
to the d-tuples (wσ,1, . . . , wσ,d) defined by
−wσ,r = max{w : r ≤ dimE Fil
w(V ⊗L⊗QpE E) },
where the tensor product is relative to the projection L ⊗Qp E → E defined by
x⊗ y 7→ σ(x)y.
Definition 3.2. We refer to the d-tuple (wσ,1, wσ,2, . . . , wσ,d) as the σ-labelled
Hodge–Tate weights of (V,Fil•). We say that (V,Fil•) is a lift of the Serre weight
µm,n if d = 2 and for each i = 0, . . . , f − 1 there is an embedding σ˜i : L →֒ E lifting
σi such that:
• (V,Fil•) has σ˜i-labelled Hodge–Tate weights (mi,mi + ni + 1);
• for each σ 6= σ˜i lifting σi, (V,Fil
•) has σ-labelled Hodge–Tate weights (0, 1).
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Recall that if ρ : GL → GLd(E) is crystalline, then DdR(ρ) has the structure of a
filtered free (L ⊗Qp E)-module of rank d as in Definition 3.1. We then define the
Hodge–Tate module and σ-labelled Hodge–Tate weights of ρ to be those of DdR(ρ).
Definition 3.3. We say that µ is a predicted Serre weight for ρ if, enlarging E if
necessary, ρ has a reducible crystalline lift ρ whose Hodge–Tate type is a lift of µ.
We then define Wexpl(ρ) to be the set of predicted Serre weights for ρ.
It is immediate from the definition that Wexpl(ρ) ⊂ Wexpl(ρ
ss); moreover it
follows from the description of reductions of crystalline characters that Wexpl(ρ
ss)
is precisely the set of Serre weights for ρss predicted by Schein in [28] (see [1,
Lemma 4.1.22]). Recall that this is the set of µm,n such that
(3.4)
χ2|IGL =
∏
i∈J ω
mi+ni+e
′−di
i
∏
i6∈J ω
mi+e
′−di
i
and χ1|IGL =
∏
i∈J ω
mi+di
i
∏
i6∈J ω
mi+ni+di
i
for some J ⊆ {0, . . . , f − 1} and integers di for i = 0, . . . , f − 1 satisfying 0 ≤ di ≤
e′ − 1 if i ∈ J and 1 ≤ di ≤ e′ if i 6∈ J . Thus Wexpl(ρ
ss) is indeed “explicit,” as
the notation is presumably meant to indicate; however Wexpl(ρ) is less so since it
is defined in terms of reductions of extensions of crystalline characters.
3.2. A partition by types. We fix ρ as in §3.1 and let W ′ = Wexpl(ρ
ss). The aim
of this section is to define a partition of W ′ under the following hypothesis on ρ:
Definition 3.5. We say that ρ is generic if χ−11 χ2|IGL =
∏f
i=1 ω
bi+e
′
i for some
integers bi satisfying
e′ ≤ bi + e
′ ≤ p− 1− e′.
We assume for the remainder of the paper that ρ is generic, so that we have
integers bi as above.
1 Note in particular that this implies that e′ ≤ (p− 1)/2. We
also write χ1|IGL =
∏f
i=1 ω
ci
i for some integers ci.
Suppose that µm,n ∈ W ′, with J and d = (d0, . . . , df−1) as in (3.4). Then n
satisfies the congruence:
f−1∑
i=0
(bi + 2di)p
f−i ≡
∑
i∈J
nip
f−i −
∑
i6∈J
nip
f−i (mod pf − 1).
One easily sees that given J and d, there is a unique such n unless
f−1∑
i=0
(bi + 2di)p
f−i ≡
∑
i∈J
(p− 1)pf−i (mod pf − 1).
The genericity hypothesis implies that 0 ≤ bi + 2di < p − 1 if i ∈ J , and 0 <
bi + 2di ≤ p− 1 if i 6∈ J , so we see that n is unique unless either b = d = (0, . . . , 0)
and J = {0, . . . , f − 1}, or b = (p − 1 − 2e′, . . . , p − 1 − 2e′), d = (e′, . . . , e′) and
J = ∅ (and so in particular unless χ−11 χ2|IGL = ǫ|
±1
IGL
). It follows that aside from
1It appears to us that it should be possible to replace this genericity hypothesis with a somewhat
weaker hypothesis and still prove the main results of this paper (using the methods of this paper).
Indeed no such hypothesis was needed in the totally ramified case [18]. On the other hand the
discussion in Section 5 below shows that with these methods one cannot expect to remove the
genericity hypothesis entirely even for L = Qp2 , and so we have to some extent favored cleaner
combinatorics over optimizing the genericity hypothesis.
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these two exceptional cases, there is a unique µm,n for each pair (J, d), and one
checks that it is given by:
(3.6)
mi = ci + p− 1− di, ni = bi + 2di, if i ∈ J and i+ 1 ∈ J ;
mi = ci + p− 1− di, ni = bi + 2di + 1, if i ∈ J and i+ 1 6∈ J ;
mi = ci + bi + di − 1, ni = p− bi − 2di, if i 6∈ J and i+ 1 ∈ J ;
mi = ci + bi + di, ni = p− 1− bi − 2di, if i 6∈ J and i+ 1 6∈ J .
We let µ(J, d) denote the weight µm,n with m,n defined by (3.6). In the two
exceptional cases, we obtain in addition to µ(J, d) the weight µ′(J, d) defined as
follows: if b = d = (0, . . . , 0) and J = {0, . . . , f − 1}, then µ′(J, d) = µm,n where
mi = ci and ni = p−1 for all i, and if b = (p−1−2e′, . . . , p−1−2e′), d = (e′, . . . , e′)
and J = ∅, then µ′(J, d) = µm,n where mi = ci − e′ and ni = p− 1 for all i.
We let W denote the subset of W ′ consisting of the µ(J, d). Note also that for
(m,n) as in (3.6), we always have ni < p− 1 for all i. It follows that the additional
weights µ′(J, d) (when they occur) are not in W . Note also that both additional
weights arise if b = (0, . . . , 0) and e′ = (p− 1)/2, but comparing values of m shows
they are distinct from each other. Moreover the following lemma shows that the
weights µ(J, d) are distinct.
Lemma 3.7. Suppose J, J ′ ⊆ S and that d = (d0, . . . , df−1) and d′ = (d′0, . . . , d
′
f−1)
are f -tuples of integers satisfying 0 ≤ di ≤ e′ − 1 if i ∈ J , 1 ≤ di ≤ e′ if i 6∈ J ,
0 ≤ d′i ≤ e
′ − 1 if i ∈ J ′ and 1 ≤ d′i ≤ e
′ if i 6∈ J ′. If µ(J, d) is isomorphic to
µ(J ′, d′), then J = J ′ and d = d′.
Proof. Write µ(J, d) = µm,n and µ(J
′, d′) = µm′,n′ with (m,n) and (m
′, n′) as in
(3.6). Twisting by χ−11 , we may suppose that ci = 0 for all i. Then 0 ≤ mi ≤ p− 1
for all i, and mi > 0 for some i, so that 0 <
∑f
i=1mip
f−i ≤ pf − 1. Since the same
is true for m′, we must have mi = m
′
i for all i. We claim that J = J
′. Indeed if
not, then without loss of generality there is some i ∈ J such that i 6∈ J ′, but then
mi = p− 1− di ≥ p− e
′ > bi + di ≥ m
′
i,
giving a contradiction. Since J = J ′ and m = m′, it follows immediately that
d = d′. 
We will now define partitions of W and W ′ into subsets indexed by A, where A
is the set of f -tuples a = (a0, a1, . . . , af−1) with 0 ≤ ai ≤ e′ for all i. For a ∈ A,
we let τa denote the (at most) tamely ramified principal series inertial type
τa :=
f−1∏
i=0
ω˜ci+bi+aii ⊕
f−1∏
i=0
ω˜ci−aii ,
where ω˜i denotes the Teichmu¨ller lift of ωi.
If τ is a principal series type, we let θτ denote the GL2(OL)-type associated
to τ by the inertial local Langlands correspondence, viewed as a representation of
GL2(k). If τ = τa then we write θa for θτ ; so if τa is non-scalar then explicitly
θa = Ind
GL2(k)
B
(
f−1∏
i=0
ω˜ci+bi+aii ⊗
f−1∏
i=0
ω˜ci−aii
)
where B is the subgroup of upper-triangular matrices in GL2(k), ψ1 ⊗ ψ2 denotes
the character of B sending
(
x ∗
0 y
)
to ψ1(x)ψ2(y), and we recall that we are
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identifying characters k× = ℓ× → Q
×
p with characters IL → Q
×
p via the lo-
cal Artin map with its geometric normalisation. Note that if τa is scalar, then∑f−1
i=0 (bi + 2ai)p
f−i ≡ 0 (mod pf − 1), which occurs only if a = b = (0, . . . , 0), or
a = (e′, . . . , e′) and b = (p− 1− 2e′, . . . , p− 1− 2e′). In this case we let
θτa = θa = det ◦
f−1∏
i=0
ω˜ci+bi+aii , and θ
′
τa = θ
′
a = θa ⊗ Ind
GL2(k)
B 1.
We then define
Wa := {µ ∈W ′ : µ is a Jordan–Ho¨lder constituent of θa },
and W ′a := {µ ∈W
′ : µ is a Jordan–Ho¨lder constituent of θ
′
a }.
.
We will see shortly that Wa is in fact contained in W . Note that W
′
a = Wa unless
a = b = (0, . . . , 0) in which case Wa = {µ(J, d)} and W ′a = {µ(J, d), µ
′(J, d)} with
J = {0, . . . , f−1} and d = (0, . . . , 0), or a = (e′, . . . , e′) and b = (p−1−2e′, . . . , p−
1− 2e′) in which case Wa = {µ(J, d)} and W ′a = {µ(J, d), µ
′(J, d)} with J = ∅ and
d = (e′, . . . , e′).
Proposition 3.8.
(1) W (resp. W ′) is the disjoint union of the Wa (resp. W
′
a) for a ∈ A.
(2) |Wa| = 2f−δa where δa = |{ i ∈ {0, . . . , f − 1} : ai = 0 or e′ }|.
(3) If µ(J, d) or µ′(J, d) ∈W ′a, then
∑f−1
i=0 ai =
∑f−1
i=0 di.
Proof. First note that to prove the proposition, we may twist ρ so as to assume
ci = 0 for i = 0, . . . , f − 1.
To prove (1), we must show that for each (J, d) as in the definition of W , there
is a unique a ∈ A such that µ(J, d) is a Jordan–Ho¨lder constituent of θa. For
this we use the explicit description of θ
ss
a given for example in [11, Prop. 1.1].
In particular the Jordan–Ho¨lder constituents are of the form ν(a, J ′) for certain
subsets J ′ ⊆ {0, . . . , f − 1}, where ν(a, J ′) = µm′,n′ with m′ = (m′0, . . . ,m
′
f−1) and
n′ = (n′0, . . . , n
′
f−1) defined by
(3.9)
m′i = p− 1− ai, n
′
i = bi + 2ai, if i ∈ J
′ and i+ 1 ∈ J ′;
m′i = p− ai, n
′
i = bi + 2ai − 1, if i ∈ J
′ and i+ 1 6∈ J ′;
m′i = bi + ai, n
′
i = p− 2− bi − 2ai, if i 6∈ J
′ and i+ 1 ∈ J ′;
m′i = bi + ai, n
′
i = p− 1− bi − 2ai, if i 6∈ J
′ and i+ 1 6∈ J ′.
The constituents are then precisely the ν(a, J ′) for those J ′ such that n′i ≥ 0 for
all i, except in the case that τa is scalar, in which case there is only one Jordan–
Ho¨lder constituent, namely ν(a, J ′) with J ′ = {0, . . . , f − 1} (resp. J ′ = ∅) if
a = b = (0, . . . , 0) (resp. a = (e′, . . . , e′) and b = (p− 1− 2e′, . . . , p− 1− 2e′)).
Suppose now that ν(a, J ′) = µm′,n′ ≃ µm,n = µ(J, d). Note that 0 ≤ m′i ≤ p
for i = 0, 1, . . . , f − 1; we will rule out the possibility that m′i = p for some i.
Indeed if m′i = p, then we must have ai = 0, i ∈ J
′ and i + 1 6∈ J ′. It follows that
m′i+1 = bi+1 + ai+1 ≤ p− 2, so that
0 <
f−1∑
j=0
m′i−jp
j < pf − 1.
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Since 0 ≤ mi ≤ p− 1 for all i (and not all 0), and
f−1∑
j=0
mi−jp
j ≡
f−1∑
j=0
m′i−jp
j (mod pf − 1),
we see that the sums are equal. Therefore mi ≡ m
′
i ≡ 0 (mod p), so in fact mi = 0.
The definition of mi then implies that bi = 0, giving n
′
i = −1, a contradiction.
Note also that if m′i = 0 for all i, then a = b = (0, . . . , 0) and J
′ = ∅, which is also
impossible. Since
f∑
i=1
mip
f−i ≡
f∑
i=1
m′ip
f−i (mod pf − 1)
and both sums are between 1 and pf−1 (inclusive), it follows that (m,n) = (m′, n′).
Next we show that J ′ = J . If i ∈ J and i 6∈ J ′ for some i, then
m′i = ai + bi ≤ p− 1− e
′ < p− 1− di = mi,
giving a contradiction. If i 6∈ J and i ∈ J ′ for some i, then the inequalities
mi ≤ bi + di ≤ p− 1− e
′ ≤ p− 1− ai ≤ m
′
i
must all be equalities, which implies that i+1 6∈ J , i+1 ∈ J ′, bi = p− 1− 2e
′ and
ai = e
′. Iterating gives J ′ = {0, . . . , f − 1}, b = (p − 1 − 2e′, . . . , p − 1 − 2e′) and
a = (e′, . . . , e′), which is impossible.
Having shown that J ′ = J , it follows that a is determined by the equation
(3.10) ai =
 di + 1, if i ∈ J , i+ 1 6∈ J,di − 1, if i 6∈ J , i+ 1 ∈ J,
di, otherwise.
As indeed (m′, n′) = (m,n) in this case (as well as ni 6= −1 and ai ∈ [0, e′] for all
i), this gives the assertion for W . The assertion for W ′ follows upon checking that
when b = (0, . . . , 0) (resp. b = (p− 1− 2e′, . . . , p− 1− 2e′)) the constituent µ′(J, d)
with J = {0, . . . , f − 1} and d = (0, . . . , 0) (resp. J = ∅ and d = (e′, . . . , e′)) is not
contained in Wa with a 6= (0, . . . , 0) (resp. a 6= (e′, . . . , e′)).
To prove (2) we fix a and determine the J ⊆ {0, . . . , f−1} for which (3.10) holds
for some d as in the definition ofW . The condition that 0 ≤ di ≤ e′−1 if i ∈ J and
1 ≤ di ≤ e′ if i 6∈ J translates into the condition that 0 ≤ ai ≤ e′ − 1 if i + 1 ∈ J ,
and 1 ≤ ai ≤ e′ if i+1 6∈ J . Therefore the only restrictions on J are that i+1 ∈ J
if ai = 0, and that i+ 1 6∈ J if ai = e′. The number of such J is 2f−δa as required.
Part (3) in the case µ(J, d) ∈W ′a is immediate from (3.10) on noting that there
are the same number of i satisfying i ∈ J , i + 1 6∈ J as there are satisfying i 6∈
J , i + 1 ∈ J . The formula in the case µ′(J, d) ∈ W ′a is immediate from the
definitions. 
Remark 3.11. We remark that Schein [29, Prop. 3.2] also gives a decomposition
of W ′ into subsets which are typically of cardinality 2f , but it is visibly different
from ours; for example, it is a decomposition into (e′)f subsets rather than (e′+1)f ,
and if f = 1, then the subsets are constituents of the reduction of a supercuspidal
rather than principal series type.
Recall that L(χ1, χ2, τ) denotes the set of all extensions of χ1 by χ2 that arise as
the generic fibre of a model of type τ . We translate Corollary 2.17 into the notation
of this section.
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Theorem 3.12. For any a, a′ ∈ A, we have
(1) dimkE L(χ1, χ2, τa) =
∑f−1
i=0 (e
′ − ai),
(2) L(χ1, χ2, τa) ∩ L(χ1, χ2, τa′) = L(χ1, χ2, τa′′) where a′′i = max(ai, a
′
i).
Proof. Reduce to the case of χ1 = 1 by twisting. Our genericity hypothesis rules
out χ2 = 1. Note that for the type τa we have ν
′
i = p − 1 − ai and νi = ai + bi,
except that when a = b = 0 we (by convention) have νi = p − 1 for all i. The
conditions ν′i ∈ [p− 1− e
′, p− 1], ν′i ≥ νi, and ν
′
i + νi ≥ p− 1 are all easily checked.
Now µi = e
′ − ai and (in the notation of Corollary 2.17) if (τ, τ˙ ) = (τa, τa′) then
τ¨ = τa′′ , as desired. 
4. The main results
4.1. The global setting. Let F be a totally real field and ρ : GF → GL2(kE) a
continuous representation. We suppose that ρ is automorphic in the sense that it
arises as the reduction of a p-adic representation of GF associated to a cuspidal
Hilbert modular eigenform of some weight and level, or equivalently to a cuspidal
holomorphic automorphic representation of GL2(AF ). We fix a place v of F dividing
p, and we let L = Fv, so that kv = k = ℓ in what follows.
Let D be a quaternion algebra over F satisfying the following hypotheses:
• D is split at all primes dividing p;
• D is split at at most one infinite place of F ;
• If w is a finite place of F at which D is ramified, then ρ|GFw is either
irreducible, or equivalent to a representation of the form ψ⊗
(
ǫ ∗
0 1
)
for
some character ψ : GF → k
×
E .
We let r denote the number of infinite places of F at which D is split (so r = 0
or 1), and if r = 1 we let ξ denote that infinite place and fix an isomorphism Dξ ≃
M2(R). We also fix a maximal order OD of D and an isomorphism ODv ≃M2(OL).
Remark 4.1. The hypothesis that D is split at all primes dividing p is made only
to be able to invoke the results of [16] on the weight part of Serre’s Conjecture. We
expect however that the proofs of the required variants of their results, and hence
the main results of this paper, carry over if we only require that D is split at v,
without specifying the behavior of D at the other primes dividing p.
For any open compact subgroup U of D×f = (D ⊗ Ẑ)
×, we let XU denote the
associated Shimura variety of dimension r:
XU = D
×\((H±)r ×D×f )/U,
where if r = 1 then D× acts on H± = C− R via the isomorphism D×ξ ≃ GL2(R),
and we let SD(U) = Hr(XU , kE). (Recall that r and ξ are defined just before
Remark 4.1.) Let ΣU denote the set of all finite places w of F such that (i) w does
not divide p, (ii) D is split at w, (iii) U contains O×Dw , and (iv) ρ is unramified
at w. Then SD(U) is equipped with the commuting action of Hecke operators Tw
and Sw for all w ∈ ΣU , hence with an action of the polynomial algebra over kE
generated by variables Tw and Sw for w ∈ ΣU . We denote this algebra by TΣU , and
let mΣUρ denote the kernel of the kE-algebra homomorphism T
ΣU → kE defined by
Tw 7→ Nm(w)Trace(ρ(Frobw)); Sw 7→ Nm(w) det(ρ(Frobw))
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for w ∈ ΣU . We let SD(U)[mΣUρ ] denote that set of x ∈ S
D(U) such that Tx = 0
for all T ∈ mΣUρ .
Now let Uv denote the kernel of the map O
×
Dv
→ GL2(k) defined by composing
the restriction of our fixed ODv ≃M2(OL) with reduction mod v. If U = UvU
v for
some open compact Uv ⊆ ker(D×f → D
×
v ), then the natural right action of O
×
D,v on
XU induces a left action of GL2(k) on S
D(U) which commutes with that of TΣU .
Definition 4.2. If µ is an irreducible representation of GL2(k) over kE , then we
say that ρ is modular of weight µ with respect to D and v if
HomkE [GL2(k)](µ, S
D(U)[mΣUρ ]) 6= 0
for some open compact subgroup U = UvU
v as above. We let WD,vmod(ρ) denote the
set of Serre weights for which ρ is modular with respect to D and v.
The weight part of Serre’s Conjecture for ρ (at v, with respect to D) states that
(4.3) WD,vmod(ρ) = Wexpl(ρ|GL),
whereWexpl(ρ|GL) is the set of predicted Serre weights as in [1, Def. 4.1.14], recalled
in Definition 3.3 above in the case that ρ|GL is reducible.
One of the inclusions in (4.3) is proved under mild technical hypotheses by Gee
and Kisin in [16], building on [15, 20, 18, 1, 17]. More precisely, we have the
following result (cf. [16, Def. 5.5.3, Cor. 5.5.4]):
Theorem 4.4. Suppose that p > 2, ρ|GF (ζp) is irreducible, and if p = 5, then the
projective image of ρ|GF (ζ5) is not isomorphic to A5. Then the following hold:
(1) WD,vmod(ρ) depends only on ρ|GL ;
(2) Wexpl(ρ|GL) ⊆W
D,v
mod(ρ);
(3) Wexpl(ρ|GL) = W
D,v
mod(ρ) if L is unramified or totally ramified over Qp.
In particular the theorem ensures (under its hypotheses) that WD,vmod(ρ) is inde-
pendent of the choice of D, which we henceforth suppress from the notation.
We will now restrict to the case where ρ|GL is reducible and generic (see Defini-
tion 3.5). Our main global result is the following:
Theorem 4.5. If ρ is as in Theorem 4.4 and ρ|GL is reducible and generic, then
Wexpl(ρ|GL) = W
v
mod(ρ) ∩Wexpl(ρ|
ss
GL).
In other words we prove the weight part of Serre’s Conjecture holds in this case
for weights in Wexpl(ρ|ssGL). We will prove this theorem in §4.3 along with our main
results in the local setting stated in §4.2.
Remark 4.6. When p = 3, the hypothesis that ρ is generic implies that e′ = 1.
Since the weight part of Serre’s conjecture in the unramified case (i.e. the Buzzard–
Diamond–Jarvis conjecture) is already known in full [1, 17, 16], Theorem 4.5 pro-
vides new information only when p > 3.
4.2. The local setting. We will now revert to the setting of §3, where ρ : GL →
GL2(kE) is a reducible representation, written as
ρ ≃
(
χ2 ∗
0 χ1
)
;
moreover we assume ρ is generic.
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Suppose now that µ is a Serre weight in W in the notation of §3.2. Recall
that W is a subset of Wexpl(ρ
ss) with complement of cardinality at most 2, and
that µ = µ(J, d) for some (J, d) satisfying (3.4), where J ⊆ {0, . . . , f − 1} and
d = (d0, . . . , df−1) with 0 ≤ di ≤ e′ − 1 if i ∈ J , 1 ≤ di ≤ e′ if i 6∈ J .
Now choose a lift σ˜i : L →֒ E of σi for each i ∈ {0, . . . , f − 1} and a subset
J˜ ⊆ {σ : L →֒ E} such that
• σ˜i ∈ J˜ if and only if i ∈ J , and
• { σ ∈ J˜ : σ is a lift of σi } has cardinality e′ − di.
Choose also a crystalline character χ˜1 : GL → E× lifting χ1 whose Hodge–Tate
module V1 has σ-labelled weights:
• 1, if σ 6∈ J˜ and σ 6∈ { σ˜i : i = 0, . . . , f − 1 };
• 0, if σ ∈ J˜ and σ 6∈ { σ˜i : i = 0, . . . , f − 1 };
• mi + ni + 1, if σ = σ˜i 6∈ J ;
• mi, if σ = σ˜i ∈ J .
That such a crystalline character exists follows for example from Lubin–Tate theory,
or from [10, Prop. B.3]; moreover such a character is unique up to an unramified
twist with trivial reduction. Similarly, let χ˜2 : GL → E× be a lift of χ2 whose
Hodge–Tate module V2 has σ-labelled weights:
• 0, if σ 6∈ J˜ and σ 6∈ { σ˜i : i = 0, . . . , f − 1 };
• 1, if σ ∈ J˜ and σ 6∈ { σ˜i : i = 0, . . . , f − 1 };
• mi, if σ = σ˜i 6∈ J ;
• mi + ni + 1, if σ = σ˜i ∈ J .
Note that V1 ⊕ V2 is a Hodge–Tate module lifting µ.
We let Lcris,E(χ˜1, χ˜2) denote the subspace of Ext
1
E[GL](χ˜1, χ˜2) corresponding
to the set of extensions which are crystalline. We let Lcris,OE (χ˜1, χ˜2) denote the
preimage of Lcris,E(χ˜1, χ˜2) in Ext
1
OE [GL](χ˜1, χ˜2), and let Lcris,kE (χ˜1, χ˜2) denote the
image of Lcris,OE(χ˜1, χ˜2) in Ext
1
kE [GL](χ1, χ2). Thus Lcris,kE (χ˜1, χ˜2) consists of the
set of extensions arising as reductions of crystalline representations of the form(
χ˜2 ∗
0 χ˜1
)
.
Recall that we have defined a partition of W into subsets Wa indexed by f -
tuples (a0, a1, . . . , af−1) with 0 ≤ ai ≤ e′ for all i (Proposition 3.8). Our main
result comparing reductions of crystalline and potentially Barsotti–Tate extensions
is the following.
Theorem 4.7. If µ ∈ Wa, then
Lcris,kE (χ˜1, χ˜2) = L(χ1, χ2, τa).
Remark 4.8. Note in particular that not only is Lcris,kE (χ˜1, χ˜2) independent of
the weight µ ∈Wa, but also of the various choices of lifts σ˜i, J˜ , χ˜1 and χ˜2.
Next we state the main result on the possible forms of Wexpl(ρ). Recall that
the partition of W into the Wa extends to a partition of Wexpl(ρ
ss) into subsets
W ′a defined in §3.2. To treat the case that ρ is equivalent to a representation of
the form χ1 ⊗
(
ǫ ∗
0 1
)
, recall that such a representation is tre`s ramifie´e if the
splitting field of its projective image is not of the form L(α
1/p
1 , . . . , α
1/p
s ) for some
α1, . . . , αs ∈ O
×
L .
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Theorem 4.9. We have
Wexpl(ρ) =
∐
a≤amax
W ′a
for some amax ∈ A depending on ρ, unless ρ is tre`s ramifie´e, in which case
Wexpl(ρ) = {µm,n} where χ1|IL =
∏f−1
i=0 ω
mi
i and n = (p− 1, . . . , p− 1).
Remark 4.10. It will also be clear from the proof that given any pair of characters
χ1, χ2 such that χ1 ⊕ χ2 is generic, every element of A arises as amax for some
peu ramifie´e extension of χ1 by χ2. The theorem therefore completely determines
the possible values of Wexpl(ρ) for generic ρ. As indicated in the footnote after
Definition 3.5, we expect a similar description to be valid under hypotheses weaker
than genericity, but not in full generality; see Section 5.
4.3. The proofs. In this section we will prove Theorems 4.5, 4.7 and 4.9, but first
we note the following lemma.
Lemma 4.11. Suppose that ρ : GF → GL2(kE) is as in Theorem 4.4 with ρ|GL ≃(
χ2 ∗
0 χ1
)
, and that τ is a principal series type. If W vmod(ρ) contains a Jordan–
Ho¨lder factor of θτ , then the extension defined by ρ|GL is in L(χ1, χ2, τ).
Proof. By [5, Prop. 2.10] (stated there only for r = 1 and p unramified in F ,
but the proof carries over to our setting; see also the proof of [20, Lem. 3.4]), we
have (replacing E by an extension E′ if necessary) that ρ ≃ ρπ for some cuspidal
holomorphic automorphic representation π of GL2(AF ) such that π∞ is holomorphic
of weight (2, . . . , 2) with trivial central character and πv has K-type θτ . (Note that
our normalizations for the local Langlands correspondence differ from those of [5];
in our case I(ψ1 ⊗ ψ2) corresponds to | · |1/2(ψ1 ⊕ ψ2).)
Local–global compatibility at v of the Langlands correspondence (see the Corol-
lary in the introduction to [22]) therefore implies that ρπ|GL is potentially Barsotti–
Tate with associated Weil–Deligne representation of type τ . (Note that when τ is
scalar, by definition θτ is not a twist of the Steinberg representation.) It follows
from [21, Cor. 5.2] that ρ|GL is the generic fibre of a model of type τ in the sense
of Definition 2.2, and hence that its associated extension class is in L(χ1, χ2, τ).
Note furthermore that replacing E by E′ has the effect of replacing L(χ1, χ2, τ) by
L(χ1, χ2, τ) ⊗kE kE′ (for example as an application of Theorem 1.11), so that the
conclusion holds without having extended scalars. 
Proof of Theorem 4.7. Since χ˜1 and χ˜2 are distinct characters, it follows from [23,
Prop. 1.24(2)] that
dimE Lcris,E(χ˜1, χ˜2) = dimE(V/Fil
0(V )),
where V is the Hodge–Tate module HomE(V1, V2). Note that dimE(V/Fil
0(V )) is
simply the number of σ : L →֒ E such that the σ-labelled Hodge–Tate weight of V2
is greater than that of V1, which is the case if and only if σ ∈ J˜ . Therefore
dimE Lcris,E(χ˜1, χ˜2) = |J˜ | =
f−1∑
i=0
(e′ − di).
The genericity hypothesis implies that χ1 6= χ2, from which it follows that
Ext1OE [GL](χ˜1, χ˜2) is torsion-free. Therefore Lcris,OE (χ˜1, χ˜2) is torsion-free over OE
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of rank dimE Lcris,E(χ˜1, χ˜2), and it follows that
dimkE Lcris,kE (χ˜1, χ˜2) =
f−1∑
i=0
(e′ − di).
By Proposition 3.8(3) and Theorem 3.12(1), this is the same as the dimension of
L(χ1, χ2, τa), so it suffices to prove that
Lcris,kE (χ1, χ2) ⊆ L(χ1, χ2, τa).
Moreover since these subspaces of Ext1kE [GL](χ1, χ2) are well-behaved under exten-
sion of scalars, we may enlarge E in order to prove the inclusion.
Suppose now that we are given a representation ̺ : GL → GL2(kE) giving rise to
an extension class in Lcris,kE (χ1, χ2). By [16, Cor. A.3] we have that ̺ ≃ ρ|GL for
some totally real field F , representation ρ : GF → GL2(kE) and embedding F →֒ L
such that Theorem 4.4 applies (enlarging E if necessary). Since µ ∈ Wexpl(̺),
Theorem 4.4 implies that µ ∈ W vmod(ρ), and hence Lemma 4.11 implies that the
extension defined by ̺ is in L(χ1, χ2, τa). 
Proof of Theorem 4.9. From Theorem 4.7, Remark 4.8, and the definitions of
Wexpl(ρ) and Lcris,kE (χ˜1, χ˜2), we see that if µ ∈Wa, then µ ∈Wexpl(ρ) if and only
if the extension class associated to ρ is in L(χ1, χ2, τa). Let Aρ denote the set of
a ∈ A for which this holds, so that
Wexpl(ρ) ∩W =
∐
a∈Aρ
Wa.
By Theorem 3.12(1), we have dimkE L(χ1, χ2, τ(0,...,0)) = e
′f . If χ2 6= χ1ǫ, then
this is the same as the dimension of
Ext1kE [GL](χ1, χ2) ≃ H
1(GL, χ
−1
1 χ2),
so we have that (0, . . . , 0) ∈ Aρ, and in particular Aρ is nonempty. In the case that
χ2 = χ1ǫ, we have the isomorphism
Ext1kE [GL](χ1, χ2) ≃ L
×/(L×)p ⊗ kE
of Kummer theory. Note that the genericity hypothesis implies that ζp 6∈ L, so
these spaces have dimension e′f +1. The subspace O×L /(O
×
L )
p ⊗ kE has dimension
e′f , and the corresponding classes arise as generic fibres of models of type τ(0,...,0) =
(χ1⊕χ1)|IL . To see this, twist by χ
−1
1 to reduce to the case where τ(0,...,0) is trivial,
and then apply [12, Prop. 8.2] (or more precisely the analogous statement with L
in place of Qp, which follows by the same proof). Therefore L(χ1, χ2, τ(0,...,0))
corresponds to O×L /(O
×
L )
p ⊗ kE , and (0, . . . , 0) ∈ Aρ if and only if ρ is not tre`s
ramifie´e.
Suppose now that ρ is not tre`s ramifie´e. In particular Aρ is nonempty and
Theorem 3.12(2) implies that⋂
a∈Aρ
L(χ1, χ2, τa) = L(χ1, χ2, τamax)
where amaxi = maxa∈Aρ{ai}. Moreover a ∈ Aρ if and only a ≤ a
max, so
Wexpl(ρ) ∩W =
∐
a≤amax
Wa.
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On the other hand if ρ is tre`s ramifie´e, then we see that Wexpl(ρ) ∩W = ∅.
To complete the proof of the theorem, we must treat the two possible additional
weights µ′(J, d) arising when χ−11 χ2|IL = ǫ|
±1
IL
.
Note that the dimension calculations at the beginning of the proof of Theorem 4.7
apply equally with n = (0, . . . , 0) replaced by n = (p − 1, . . . , p − 1). In the case
χ1|IL = χ2ǫ|IL , J = ∅ and d = (e
′, . . . , e′), this gives Lcris,kE (χ˜1, χ˜2) = {0}, so that
µ′(J, d) ∈ Wexpl(ρ) ⇔ ρ splits ⇔ µ(J, d) ∈ Wexpl(ρ).
In the case χ2|IL = χ1ǫ|IL , J = {0, . . . , f − 1} and d = (0, . . . , 0), we find that
dimkE Lcris,kE (χ˜1, χ˜2) = e
′f,
and we must show that µ′(J, d) ∈ Wexpl(ρ). If χ1 6= χ2ǫ, then this holds since
Lcris,kE (χ˜1, χ˜2) = Ext
1
kE [GL](χ1, χ2).
If χ1 = χ2ǫ, then we must show that every class in
Ext1kE [GL](χ1, χ2) ≃ H
1(GL, kE(ǫ))
is in the codimension one subspace Lcris,kE (χ˜1, χ˜2) for some choice of lifts χ˜1, χ˜2 as
in §4.2 with n = (p− 1, . . . , p− 1), enlarging E if necessary. This follows by exactly
the same proof as that of [18, Prop. 5.2.9]. 
Proof of Theorem 4.5. We must show that if µ ∈ W ′ ∩ W vmod(ρ), then µ ∈
Wexpl(ρ|GL). Suppose first that µ ∈ Wa for some a ∈ A. By Lemma 4.11,
we have that the extension class associated to ρ|GL is in L(χ1, χ2, τa), hence in
Lcris,kE (χ˜1, χ˜2) by Theorem 4.7, and therefore in Wexpl(ρ|GL).
Now we must deal with the two exceptional weights. If χ2|IL = χ1ǫ|IL , then
Theorem 4.9 implies that µ′(J, d) ∈ Wexpl(ρ|GL), where J = {0, . . . , f − 1} and
d = (0, . . . , 0). Finally suppose that χ1|IL = χ2ǫ|IL and that µ
′(J, d) ∈ W vmod(ρ),
where J = ∅ and d = (p − 1, . . . , p − 1). In this case the same argument as in
the proof of Lemma 4.11 shows that ρ ≃ ρπ for some cuspidal holomorphic au-
tomorphic representation π of GL2(AF ) such that π∞ is holomorphic of weight
(2, . . . , 2) with trivial central character and ψ ⊗ πv has a vector invariant under
U0(v), where ψ = [χ2]
−1 ◦det and [χ2] denotes the Teichmu¨ller lift of χ2. Therefore
ψ ⊗ πv is either an unramified principal series, or an unramified twist of the Stein-
berg representation. If ψ ⊗ πv is unramified, then in fact ρ is modular of weight
µ(J, d), so it follows from the cases already proved that µ(J, d) ∈ Wexpl(ρ|GL), and
hence µ′(J, d) ∈ Wexpl(ρ|GL) by Theorem 4.9. (In fact we see from the proof of
Theorem 4.9 that in this case ρ|GL is split.) If ψ ⊗ πv is an unramified twist of
the Steinberg representation, then local-global compatibility at v gives that ρπ|GL
is an unramified twist of a representation of the form [χ2] ⊗
(
ǫ ∗
0 1
)
. Since
χ1|IL 6= χ2|IL , it follows that ρ|GL is split, and hence that µ
′(J, d) ∈ Wexpl(ρ|GL)
in this case as well. 
5. A remark on the genericity hypothesis
In this section we show that the genericity hypothesis on ρ is, in general, neces-
sary in order for our arguments in the proof of Theorem A to go through. That is,
we give an example of a field L, characters χ1, χ2 : GL → F
×
p , and a weight µ such
that the subset Lcris ⊆ H1(GL,Fp(χ2χ
−1
1 )) corresponding to the representations
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ρ with µ ∈ Wexpl(ρ) is not equal to the space L(χ1, χ2, τ) for any principal series
type τ such that µ is a Jordan–Ho¨lder constituent of θτ .
Let L = Qp2 be the unramified quadratic extension of Qp, so that f = 2 and
e′ = 1. Take χ1 to be trivial, and χ2 = χ to be any extension to GL of ω
p−1
0 ω
b
1,
where b ∈ [1, p− 2] is an integer. Observe that the weight µm,n with
m = (p− 1, b− 1), n = (p− 1, p− b− 1)
lies in Wexpl(ρ
ss). One checks that J = {0} is the only subset J ⊆ {0, 1} such that∏
i∈J
ωmi+dii
∏
i6∈J
ωmi+ni+dii = 1
with di = 0 if i ∈ J and di = 1 otherwise. It follows as in the proof of Theorem 4.7
that dimkE Lcris,kE (χ˜1, χ˜2) = (1− 1) + (1− 0) = 1, where χ˜1 and χ˜2 are defined as
in §2.2. By [8, Rem. 7.13], the spaces Lcris,kE (χ˜1, χ˜2) are independent of the choice
of χ˜1, χ˜2, so in fact dimkE Lcris = 1.
On the other hand, one checks (e.g. from [11, Prop. 1.1]) that there is exactly
one principal series type τ such that µ is a Jordan–Ho¨lder constituent of θτ , namely
τ ≃ ωp−20 ω
p−1
1 ⊕ ω
p−1
0 ω
b−1
1 .
The weight µm′,n′ withm
′ = (0, 0) and n′ = (p−2, b−1) is also a Jordan-Ho¨lder con-
stituent of θτ as well as an element ofWexpl(ρ
ss); moreover the space Lcris,kE (χ˜
′
1, χ˜
′
2)
corresponding to µm′,n′ has dimension 2, hence is equal to Ext
1
kE [GL](χ1, χ2). As
in the proof of Theorem 4.7, we have that Lcris,kE (χ˜
′
1, χ˜
′
2) ⊆ L(χ1, χ2, τ), so that
L(χ1, χ2, τ) = Ext
1
kE [GL](χ1, χ2) properly contains Lcris.
We remark however that in the case f = 2 and e′ = 1, Corollary 5.13 and
Theorem 7.12 of [8] yield a partition of Wexpl(ρ
ss) into subsets W ′a for a ∈ {0, 1}
2
such that Theorem 4.9 holds even without the genericity hypothesis. Indeed in
the example above (with χ−11 χ2|IL = ω
p−1
0 ω
b
1 for some b ∈ [1, p − 2]), one even
has that each W ′a is a singleton exactly as in the generic case. On the other hand
if χ−11 χ2|IL = ω
b
1 for some b ∈ [1, p − 1], then one of the two subsets W
′
a with
a0 + a1 = 1 must be empty, while the other has cardinality two.
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