We study the topology of orbits of dynamical systems defined by finite-dimensional representations of nilpotent Lie groups. Thus, the following dichotomy is established: either the interior of the set of regular points is dense in the representation space, or the complement of the set of regular points is dense, and then the interior of that complement is either empty or dense in the representation space. The regular points are by definition the points whose orbits are locally compact in their relative topology. We thus generalize some results from the recent literature on linear actions of abelian Lie groups. As an application, we determine the generalized ax + b-groups whose C * -algebras are antiliminary, that is, no closed 2-sided ideal is type I.
Introduction
One of the main results of the present paper is that if π : G → End(V) is a finite-dimensional representation of a nilpotent Lie group and Γ is the set of all regular points v ∈ V (i.e., the corresponding orbit π(G)v is locally compact in its relative topology), then either the interior of Γ is dense in V or the complement V \ Γ is a dense subset of V whose interior is either empty or is dense in V. (See Corollary 4.11.) When G is an abelian Lie group, that dichotomy was essentially established in [ACO16] and, as shown in Remark 4.14 , it is closely related to a result of this type that had been obtained in [Pu71, Ch. IV, Prop. 8.2] for the coadjoint representation of any connected, simply connected, solvable Lie group S, and that result had been used for proving that almost all factors of the von Neumann algebra of S are either type I or type II. In fact, one of the main motivations of the present paper was to try to complete this picture by obtaining some information on the size of the set of unitary equivalence classes of the remaining, type III, factor representations. (See Remark 5.9 and Example 5.10.)
Besides representation theory, the study of regular points of dynamical systems holds an important role in several research areas, including for instance admissibility in continuous wavelet theory [ACDO13] , [BrCFM15] , [ACO16] , or C * -dynamical systems [Wi07] , [BB18] .
To obtain our results we use some techniques from linear algebra, namely rationality properties of oblique projections and Moore-Penrose inverses, which allow us to improve the methods of investigation of the paper [ACO16] mentioned above. From this perspective, this paper is a sequel to our earlier study from [BB17] .
In Section 2 we establish some auxiliary results of two types: reduction theory for regular orbits of locally compact group actions, and weight space decompositions with respect to nilpotent Lie groups. In Section 3 we develop the linear algebra tools we need for the investigation of regular points. In Section 4 we establish the dichotomies for the sets of regular points in linear dynamical systems of general nilpotent Lie groups (Theorem 4.10 and Corollary 4.11). Finally, in Section 5 we give an application to representation theory of some solvable Lie groups that may not be type I. Specifically, we give a precise characterization of the so-called generalized ax + b-groups whose C * -algebra is antiliminary (Theorem 5.8).
General notation and terminology. We denote Lie groups by upper case Roman letters and their Lie algebras by the corresponding lower case Gothic letters. By a nilpotent Lie group we always understand a connected simply connected nilpotent Lie group.
For any subset of a real linear vector space S ⊂ W, we denote by S the additive subgroup of (W, +) generated by S.
For any finite-dimensional real vector space U, the Grassmann manifold of U is the set Gr(U) of all linear subspaces of U. When U 0 ⊆ U is linear subspace, we denote Gr U0 (U) := {W ∈ Gr(U) | U 0 ∔ W = U}. (See [BB17] and [ACM13] .)
For any complex Hilbert space H we denote by B(H) the von Neumann algebra of all bounded linear operators on H, and by K(H) the set of all compact operators on H. A separable C * -algebra A is said to be type I or postliminary if for every irreducible * -representation π : A → B(H) one has K(H) ⊆ π(A). The C * -algebra A is called antiliminary if it has no postliminary closed 2-sided ideal different from {0}. See [Di69] .
Preliminaries
Reduction theory for regular orbits of locally compact group actions.
Definition 2.1. For any continuous action G × X → X, (g, x) → g.x of a locally compact group G on a topological space X, a point x 0 ∈ X is called a regular point if its corresponding orbit G.x 0 is locally compact, and then G.x 0 is called a regular orbit. Here and everywhere in this paper, the orbits are endowed with their relative topology, that is, we regard the orbits as topological subspaces of the ambient space X.
Remark 2.2. The notion of regular orbit/point is introduced with respect to a fixed group action. When we work in a framework in which there are several groups around (as for instance in Lemma 2.4) we prefer to avoid this terminology for the sake of clarity.
The following lemma is a generalization of [ACDO13, Cor. 2.3] from Lie group actions to locally compact group actions. Lemma 2.3. Let G × X → X, (g, x) → g.x, be a continuous action of a second countable, locally compact group on a Hausdorff topological space. For any x 0 ∈ X with its orbit O := G.x 0 , then the following assertions are equivalent:
If the space X is first countable, the group G is noncompact and countable at infinity, and the mapping G → X, g → g.x 0 , is injective, then the above assertions are equivalent to the following one:
If X is locally compact and both G and X are noncompact, then x, we then obtain that the interior of L.x 0 is nonempty, hence there exists g ∈ L for which g.x 0 belongs to the interior of L.x 0 . Then x 0 belongs to the interior of g −1 L.x 0 . On the other hand g −1 L.x 0 ⊆ L −1 L.x 0 ⊆ K.x 0 , hence x 0 belongs to the interior of K.x 0 , which is equivalent to Assertion (ii).
(ii)⇒(iii) Obvious. (iii)⇒(i) It follows by (iii) that K.x 0 is a compact neighborhood of x 0 ∈ O. Since the group G acts transitively on O by homeomorphisms, it then follows that every point of O has a compact neighborhood, hence O is locally compact. Now assume that G is noncompact and countable at infinity, hence it has a sequence of compact subsets K 1 ⊆ K 2 ⊆ · · · ⊆ G with n≥1 K n = G. We also assume that X is first countable and the mapping G → X, g → g.x 0 , is injective.
(iii)⇒(iv) Let {g n } n∈N be a sequence in G with lim n∈N g n = ∞ and lim n∈N g n .x 0 = x 0 .
Using the notation of (iii), there exists n V ∈ N with g n .x 0 ∈ V ∩ O ⊆ K.x 0 for every n ≥ n V . Since the mapping G → X, g → g.x 0 is injective, we then obtain g n ∈ K for every n ≥ n V . Since the group G is noncompact, this contradicts the assumption lim n∈N g n = ∞.
(iv)⇒(ii) Reasoning by contradiction, we assume that there exists a compact neighborhood K of 1 ∈ G such that for every neighborhood V of x 0 ∈ X one has V ∩ O ⊆ K.x 0 . Since X is first countable, there exists a countable base of neighborhoods {V n } n∈N of x 0 ∈ X. Then for every n ∈ N one has by assumption V n ∩ O ⊆ K.x 0 , hence there exists y n ∈ V n ∩ O with y n ∈ K.x 0 . Since y n ∈ O and the mapping G → X, g → g.x 0 , is injective, there exists a unique element g n ∈ G with y n = g n .x 0 . Moreover, since y n ∈ V n for all n ∈ N, we obtain lim n∈N g n .x 0 = x 0 . It then follows by the hypothesis (iv) that one does not have lim n∈N g n = ∞. Then, selecting a suitable subsequence, one may assume that there exists h ∈ G with lim n∈N g n = h, hence h.x 0 = lim n∈N g n .x 0 = x 0 Since the mapping G → X, g → g.x 0 , is injective, it then follows that h = 1 ∈ G, hence lim n∈N g n = 1. On the other hand g n .x 0 = y n ∈ K.x 0 hence, by the injectivity of the mapping g → g.x 0 again, we obtain g n ∈ K for all n ∈ N. Since K is a neighborhood of 1 ∈ G, we thus obtain a contradiction.
We now assume that the space X is locally compact and noncompact.
(v)⇒(i) Denote by G = G ⊔ {∞ G } and X = X ⊔ {∞ X } the one-point compactifications of G and X, respectively, and define ψ : G → X, ψ(g) := g.x 0 . It follows by the hypothesis (v) that the continuous mapping ψ extends by continuity to a continuous mapping ψ :
we thus see that O is a locally cosed subset of X, and we are done.
The following lemma is a generalization of [ACDO13, Prop. 3.1] from Lie group actions to locally compact group actions.
Lemma 2.4. Let G × X → X and G × W → W be continuous actions of a second countable, locally compact group on Hausdorff topological spaces and assume that q : X → W is a continuous surjective mapping which is G-equivariant. For any x 0 ∈ X we denote w 0 := q(x 0 ), O := G.x 0 , O 0 := G(w 0 ).x 0 , and O w0 := G.w 0 . Then the following assertions hold: Proof. (i) This is straightforward.
(ii) This follows by Assertion (i) since the intersection of a compact set with a closed set is compact.
(iii) Let K be an arbitrary compact neighborhood of 1 ∈ G, and select any compact neighborhood K 1 of 1 ∈ G with K 1 contained in the interior of K.
It follows by the hypothesis that O w0 is locally compact along with Lemma 2.3 and Assertion (ii) that there exist a neighborhood V 1 of x 0 ∈ X satisfying
Using the continuity of the group action G × X → X at (1, x 0 ) ∈ G × X we now select a compact neighborhood K 0 of 1 ∈ G and a neighborhood V 2 of x 0 ∈ X with
Since K 1 is a compact contained in the interior of K we may shrink K 0 in order to have
Using the hypothesis that O w0 is locally compact in W , we obtain by Lemma 2.3 again a neighborhood V w0 of w 0 ∈ W with
We now prove that V :
and then O is locally closed by Lemma 2.3. It is easily seen that V is a neighborhood of x ∈ X. To prove the above inclusion, let x ∈ V ∩ O arbitrary. Then one has q(x) ∈ q(q −1 (V w0 )) = V w0 since q is surjective, and on the other hand q(
(iv) This directly follows by Assertions (ii)-(iii).
Weight space decompositions with respect to nilpotent Lie algebras.
Notation 2.5. We now introduce some notation to be used in the following, unless otherwise specified.
• V is a finite-dimensional real vector space with m := dim V; • g is a nilpotent Lie algebra with its corresponding Lie group G = (g, * ); • g C := C ⊗ R g = g ∔ ig is the complexification of g, with its involutive antilinear map g C → g C , x →x satisfyingx = x for all x ∈ g; • the linear dual space of the complex Lie algebra g C is denoted by g * C , with its involutive antilinear map g * C → g * C , λ →λ, whereλ(x) := λ(x) for all x ∈ g C and λ ∈ g * C ; • ρ : g → End(V) is a Lie algebra representation, with its corresponding extension to a morphism of complex Lie algebras ρ :
Lemma 2.6. For every λ ∈ g * C , the set
is an invariant subspace for the representation ρ : g C → End C (V C ), and one has
Proof. Since g C is a complex nilpotent Lie algebra, the assertions follow for instance by [Ca05, Th. 2.9].
iρ(x 2 ) = ρ(x) and thus the above equality implies
Therefore Cv ∈ Vλ C . Thus C(V λ C ) ⊆ Vλ C , and the converse inclusion follows by symmetry, since C 2 = id. This completes the proof.
, using Lemma 2.6. If one has Φ = {λ} for some λ ∈ Λ, then we define P λ := P Φ = P {λ} .
We denote Λ ′ := {λ ∈ Λ |λ = λ} and, using Lemma 2.7, we fix a subset
We then obtain the partition Λ = Λ ′ ⊔ Λ ′′ ⊔ Λ ′′ . This leads to the direct sum decomposition
via Lemma 2.6 again.
Lemma 2.9. The mapping
Proof. One can easily check that dim
and Ker ι = {0}, using Lemmas 2.7 and 2.6.
Definition 2.10. We define the real vector space
and the Lie algebra representation
using Lemma 2.9.
Dichotomies for rational functions
The main theme of this subsection is that we wish to obtain a version of the following well-known results, concerning finite families of rational Y-valued functions rather than vectors of the finite-dimensional real vector space Y. In fact, every locally closed subgroup of a topological group is closed. Furthermore, if F is closed in Y and F is not discrete, then by [Bo74, Ch. 5, §1, no. 1, Cor.] there exists y ∈ Y with Ry ⊆ F . This implies that F is not countable, which is a contradiction.
Lemma 3.2. Let Y be a finite-dimensional real vector space and y 1 , . . . , y k ∈ Y be linearly independent vectors. For any positive integer r ≥ 1 and any real numbers
a ij y j ∈ Y. Then the subgroup Zy 1 + · · · + Zy k + Zz 1 + · · · + Zz r of (Y, +) generated by y 1 , . . . , y k , z 1 , . . . , z r is discrete/closed/locally closed if and only if for all 1 ≤ i ≤ r and 1 ≤ j ≤ k one has a ij ∈ Q.
Proof. Using Remark 3.1, the case r = 1 follows by [Bo74, Ch. 5, §1, no. 1, Cor.]. The general case can then be proved by induction on r ≥ 1.
Definition 3.3. For any finite-dimensional real vector space X and any subset D ⊆ X we say that a function f :
Lemma 3.4. Let X and Y be finite-dimensional real vector spaces, and fix any countable subset S ⊆ Y. If D ⊆ X is an open subset and f : D → Y is a rational function, then one of the following assertions holds:
Proof. The assertions (i) and (ii) cannot hold true simultaneously. Therefore it suffices to prove that if (i) fails, then (ii) is true. For every s ∈ S the set f −1 (s) is closed and, since f is rational, either Int f −1 (s) = ∅ or f −1 (s) = D. If the first assertion in the statement fails to be true, it then follows that for every s ∈ S the subset f −1 (s) ⊆ D is closed and has empty interior. Then, by Baire's category theorem the set If we denote
then there exists a dense open subset D 0 ⊆ D for which exactly one of the following assertions holds:
a ij y j (x) for i = 1, . . . , r and all
Proof. Assume D = ∅ and write
Moreover, the vectors y 1 (x), . . . , y k (x) ∈ R m are linearly independent for every x ∈ D J . It then follows by the hypothesis that for i = 1, . . . , r and every
hence the above overdetermined linear system can be solved for a i1 (x), . . . , a ik (x) by
.
This shows that a i1 , . . . , a ik are rational functions on D J for i = 1, . . . , r.
Then the function f := (a ij | DJ ) 1≤1≤r,1≤j≤k : D J → M rk (R) is rational and, for S := M rk (Q) ⊆ M rk (R), one has A ∩ D J = f −1 (S) and moreover M rk (R) \ S is totally disconnected. Thus, by Lemma 3.4, exactly one of the following cases can occur:
•
Lemma 3.6. Let X and Y a finite-dimensional real vector spaces and D ⊆ X be an open subset. Let f 1 , . . . , f q : D → Y be rational functions and define
Then exactly one of the following assertions holds:
On the other hand, denoting
we obtain A 0 = A ∩ D 0 by Lemma 3.2. Moreover, it follows by (3.1) along with Lemma 3.5 that there exists a dense open subset D 00 ⊆ D 0 for which exactly one of the following cases occurs:
Since D 0 is a dense open subset of D, this concludes the proof.
An application of Moore-Penrose inverses.
Definition 3.7. For any fixed integer n ≥ 1 we define the polynomial functions
It is easily seen that (ii) If dim(Ker A) = n − r, then the orthogonal projection onto Ker A is given by
(iii) If dim(Ker A) = n − r, then the Moore-Penrose inverse of A is given by Proof. Fix a scalar product on U, so that U becomes a real Hilbert space. It follows by [BB17, Lemma 2.3] that
On the other hand, denoting r := dim U 0 , for all x ∈ D one has by hypothesis
It then follows by Lemma 3.8 along with the above fomula that θ is a composition of rational mappings, hence θ is in turn rational a rational function.
Example 3.10 (stratification according to a unipotent representation). Let g be a nilpotent Lie algebra with m := dim g and its corresponding group G = (g, ·), V be a finite-dimensional real vector space with n := dim V, and ρ : G → End(V) be a unipotent representation, that is, (1 − ρ(x)) n = 0 for all x ∈ G. The contragredient representation ρ * : G → End(V * ), ρ * (x) := ρ(−x) * , is unipotent as well. Using any Jordan-Hölder sequence of ideals of g,
and any sequence of linear subspaces
with dim Y j = j and dρ * (g)Y j ⊆ Y j−1 for j = 1, . . . , n, we obtain by the construction of [Pe94, §1.4] a stratification of (V * ) * = V according to the representation ρ * . That is, we obtain a partition
where the set E is finite and is endowed with a total ordering ≺ satisfying the following conditions: (i) For every ε ∈ E the set Ω ε is ρ(G)-invariant and there exists a subset e(ε) ⊆ {1, . . . , m} with jump F• (g(v)) = e(ε) for all v ∈ Ω ε . (ii) There exists a family of polynomial functions In (i) above we used the notation
for any linear subspace h ⊆ g. In this setting we also recall for later use that for any selection x j ∈ g j \ g j−1 for j = 1, . . . , m, if e := jump F• (h) and g e := span{x j | j ∈ e}, then h ∈ Gr ge (g), (3.2) that is, one has the direct sum decomposition g = h ∔ g e . (See [BB17, Prop. 3.4(x)].) We also note for later use that actually
To see that, let q := E h,g (g e ) : g → g be the oblique projection onto h along g e given by the direct sum decomposition g = h ∔ g e . It suffices to show that q(F j ) ⊆ F j for j = 1, . . . , n. If j = 1, then one has either 1 ∈ e and then q(x 1 ) = 0 ∈ F 1 , or 1 ∈ e = jump F• (h) and then F 1 ⊆ h hence q(x 1 ) = x 1 ∈ F 1 . In any of these cases we obtain q(F 1 ) = Rq(x 1 ) ⊆ F 1 . Now let 2 ≤ j ≤ m and assume that
Using again the induction hypothesis q(F j−1 ) ⊆ F j−1 we then obtain q(F j ) ⊆ F j , and we are done.
Main results on regular orbits
Setting 4.1. Throughout this section we keep the following hypothesis and notation.
• G is a nilpotent Lie group;
• π : G → End R (V) is a continuous representation on the finite-dimensional real vector space V; • V = V 1 ∔ · · · ∔ V m is a direct sum decomposition into π(G)-invariant subspaces satisfying the condition that for every j = 1, . . . , m there exists a field K j ∈ {R, C} and a K j -vector space structure of V j that agrees with its structure of a real vector subspace of V and there exists a function χ j :
Remark 4.2. The restriction of π to its invariant subspace V j has a joint eigenvector by the classical theorem of S. Lie [BaRa86, Ch. 8, §1, Th. 1 and Cor. 2], and it then directly follows that the function χ j : G → K × j is a continuous morphism. It then further follows that there exist and are uniquely determined the linear functionals α j , β j : g → R satisfying [g, g] ⊆ (Ker α j ) ∩ (Ker β j ) and
Definition 4.3. We define the abelian Lie group Z := K × 1 × · · · × K × m and the mappings
. . , χ m (g)),
ν : G → End R (V), ν(g) := E(g) −1 π(g).
For every
Remark 4.4. We note the following properties of the objects introduced above: (i) Both E and ν are continuous representations with [E(G), ν(G) ∪ π(G)] = {0} and π(·) = E(·)ν(·). (ii) For every g ∈ G one has (ν(g)−id V ) N = 0, where N = dim V, and this further implies that the closed subgroup
We now state the following generalization of [ACO16, Th. 3.6] from abelian to general nilpotent Lie groups.
Theorem 4.5. The following assertions are equivalent for every v ∈ V \ {0}:
The proof requires some preparation.
Notation 4.6. We denote
, is a quotient mapping. We denote W := P(V 1 ) × · · · × P(V m ) and we define
We also define the group action
We note for later reference that
Lemma 4.7. One has the commutative diagram
Proof. Commutativity of this diagram follows by (4.1).
It is easily seen that the mapping q| ν(G)v : ν(G)v → G.q(v) is continuous, surjective, and G-equivariant. To show that it is also injective, let g 1 , g 2 ∈ G arbitrary with q(ν(g 1 )v) = q(ν(g 2 )v). Then, for j = 1, . . . , m, there exists t j ∈ K × j with ν(g 1 )v j = t j ν(g 2 )v j , hence ν(g −1 2 g 1 )v j = t j v j . Now t j = 1 by Remark 4.4(ii), and then ν(g 1 )v = ν(g 2 )v, which shows that q| ν(G)v is injective.
It remains to check that the inverse of q| ν(G)v : ν(G)v → G.q(v) is continuous. To this end it suffices to prove that for every sequence {g n } n∈N in G with lim n→∞ ν(g n , q(v)) = q(v), one has lim n→∞ ν(g n )v = v. In fact, for j = 1, . . . , n one has
On the other hand, by S. Lie's theorem for the unipotent representation G → End(V j ), g → ν(g)| Vj , there exists a basis in the K j -vector space V j with respect to which one has a lower-triangular matrix representation
and it then easily follows by (4.2) that lim n→∞ t n = 1 in K × j , hence one obtains by (4.2) again that lim then it is easily seen that Assertions (i), (ii), and (iii) from the statement are respectively equivalent to the following assertions:
Here H is an abelian (simply connected) Lie group, hence one easily obtains that Assertions (i)-(iii) are equivalent by [Bo74, Ch. VII, §1, no. 5]. Moreover, as we already noted at the beginning of the present proof, Assertions (ii)-(iii) are equivalent by Lemma 3.2.
Therefore Assertions (i)-(iii) are equivalent, and we are done.
Proof of Theorem 4.5. Let v ∈ \{0}. Restricting the representation π :
. . , m. Denote w := q(v) ∈ W and its corresponding isotropy group G ν (w) := {g ∈ G | ν(g, w) = w}, which actually satisfies
In fact, for arbitrary g ∈ G, 
Thus, to complete the proof that Assertions (i)-(ii) are equivalent, it suffices to show the following:
(4.4)
To this end we recall that
This easily implies that the mapping
is a homeomorphism, and then π(G ν (v))v is a locally compact subset of V if and only if E 0 (G ν (v)) is a locally compact subset of Z. This is further equivalent to the condition that E 0 (G ν (v)) be a locally Theorem 4.10 below is a generalization of [ACO16, Cor. 5.6] from abelian to general nilpotent Lie groups. We use the following notation. 
is a dense open subset of V gen then exactly one of the following cases occurs:
Proof. If V m ∩ Γ = ∅, then (ii) clearly holds true. Now let us assume V m ∩ Γ = ∅ and select v 0 ∈ V m ∩ Γ. The proof proceeds in several steps. Recall that for every linear subspace h ∈ Gr m (g) we denote by E m (h) : g → g its corresponding oblique projection onto h, corresponding to the direct sum decomposition g = h ∔ m.
Step 1. The function Ψ :
This follows by Proposition 3.9, for T :
Step 2. For every j = 1, . . . , m the function
is rational and one has
(4.6)
In fact, it directly follows by Step 1 that the functions f 1 , . . . , f m : V m → g ν (v 0 ) * are rational. Moreover, for arbitrary v ∈ V gen one has m ∩ g ν (v 0 ) = {0}. It is then straightforward to check that the linear operator
is injective hence invertible since dim g ν (v) = dim g ν (v 0 ). One then obtains for
and now (4.6) follows by Theorem 4.5 since V m ⊆ V gen ⊆ X. (See Notation 4.9 and 4.6.)
Step 3. The above Step 2 shows that Lemma 3.6 is applicable with A = V m ∩ Γ, and we then obtain that either V m ∩ Γ is an open dense subset of V m , or V m \ Γ (= V m \ A) is a dense subset of V m . This completes the proof.
Corollary 4.11. In the conditions and notation of Theorem 4.10, exactly one of the following cases can occur:
(i) The set Int Γ is dense in V.
(ii) The set V \ Γ is dense in V, and either Int (
Proof. It follows by Example 3.10(ii) and (3.2) that there exists a linear subspace m ⊆ g with dim(g/m) = k 0 for which the set V m defined in (4.5) is a dense open subset of V gen . Theorem 4.10 is then applicable, and one directly obtains the assertion, since V gen is in turn a dense open subset of V.
Remark 4.12. The above corollary implies that Int Γ is not dense in V if and only if Int Γ = ∅.
Corollary 4.13. If the group G is abelian, then exactly one of the following cases can occur: It would be interesting to see whether Corollary 4.13 holds true for nonabelian nilpotent Lie groups G as well.
Remark 4.14 (the case of abelian groups). As in Setting 4.1, let G be a nilpotent Lie group with a continuous finite-dimensional representation π : G → End R (V). One can then form the semidirect product of Lie groups S := V ⋊ π G, which is a solvable Lie group with its Lie algebra s := V ⋊ dπ g obtained as a semidirect product of Lie algebras, however the relation between the coadjoint orbits of S and the G-orbits in V is rather involved especially if the group G is nonabelian, as discussed in [Ra75] and [Ba98] . Specifically, the dual of the Lie algebra of S is s * = V * × g * , and the coadjoint action Ad * S : S × s * → s * is given by the formula (Ad * S (v, g))(p, ξ) = (π(g) * p, Ad * G (g)ξ − θ p (v)) (4.7)
for all v ∈ V, g ∈ G, p ∈ V * , and ξ ∈ g * , where θ p : V → g * , v → dπ(·) * p, v and ·, · : V * × V → R is the natural duality pairing. Using these remarks, a version of Corollary 4.11 in the special case when G is abelian studied in [ACDO13] and [ACO16] can be alternatively obtained as follows. Namely, if G is abelian, then Ad * G (g)ξ = ξ for all g ∈ G and ξ ∈ g * , hence, by (4.7), (Ad * S (S))(p, ξ) = π(G) * p × (ξ + θ p (V)) ⊆ V * × g * for all p ∈ V * , ξ ∈ g * . (4.8) Here ξ + θ p (V) is an affine subspace, hence a closed subset of g * . On the other hand, it is straightforward to check that for any topological spaces X and Y , a subset A ⊆ X is locally closed if and only if A × Y ⊆ X × Y is locally closed. Therefore (4.8) implies that, for any p ∈ V * and ξ ∈ g * , the G-orbit π(G) * p ⊆ V * is locally closed if and only if the coadjoint S-orbit (Ad * S (S))(p, ξ) ⊆ s * is locally closed. On the other hand, since S is a connected solvable Lie group, it follows by [Pu71, Ch. IV, Prop. 8.2] that, denoting by E c the set of all points of s * whose coadjoint orbits are locally closed, then either E c or its complement s * \ E c have Lebesgue measure zero. Therefore, by the above remarks, either the set Γ * of points in V * whose G-orbits are locally closed, or its complement V * \ Γ * , have Lebesgue measure zero. This is the aforementioned version of Corollary 4.11 for the representation π * : G → End(V) * , g → π(g −1 ) * when G is abelian.
Moreover, by (4.8) again, all G-orbits in V * are locally closed if and only if all coadjoint S-orbits are locally closed. If this is the case, then one also has: 
Application to generalized ax + b-groups
A generalized ax + b-group is a connected simply connected solvable Lie group having a 1-codimensional abelian ideal. See also Definition 5.1 for an alternative description of these groups. We study the type I ideals of the C * -algebra of such a group, and our main result (Theorem 5.8) is a precise characterization of the generalized ax + b-groups whose C * -algebra is antiliminary, that is, no closed 2sided ideal is type I. We also discuss the representation theoretic significance of this property (Remark 5.9).
In what follows in this section, unless otherwise mentioned, V is a finite-dimensional real vector space and D ∈ End(V).
Definition 5.1. We define the Lie algebra g D := V ⋊ D R with its Lie bracket [(v 1 , t 1 ), (v 2 , t 2 )] := (t 1 Dv 2 − t 2 Dv 1 , 0) and the Lie group G D := V ⋊ D R with its product given by (v 1 , t 1 ) · (v 2 , t 2 ) = (v 1 + e t1D v 2 , t 1 + t 2 ).
Then g D is the Lie algebra of G D .
We make the following lemma for the sake of completeness.
Lemma 5.2. For any set S ⊆ R the subgroup of (R, +) generated by S is closed if and only if there exists θ ∈ R \ {0} with S ⊆ {rθ | r ∈ Q}, which is further equivalent to dim Q (span Q (S)) = 1.
Proof. This follows from the well-known fact that for any θ 1 , θ 2 ∈ R \ {0} the set
Lemma 5.3. Let V be a finite-dimensional real vector space, D ∈ End(V), and consider the following conditions:
Then one has (i)⇒(ii). If moreover D is semisimple and σ(D) ⊆ iR, then one also has (ii)⇒(i).
Proof. (i)⇒(ii) It suffices to prove that for any θ 1 , θ 2 ∈ R \ {0} with iθ 1 , iθ 2 ∈ σ(D) ∩ iR one has θ 1 /θ 2 ∈ Q. We will prove this by contradiction, so let us assume θ 1 /θ 2 ∈ R \ Q.
We select x j , y j ∈ V \ {0} with D(x j + iy j ) = iθ j (x j + iy j ) ∈ V C = C ⊗ R V for j = 1, 2, and let us define v := x 1 + y 1 + x 2 + y 2 . We also denote V 2 := span R {x 1 , x 2 , y 1 , y 2 } and we define the R-linear isomorphism B : V 2 → C 2 with B(x 1 + y 1 ) = (1, 0) and B(x 2 + y 2 ) = (0, 1). Then the point w := (1, 1) ∈ C 2 satisfies w = Bv and, defining γ(t) := Be tD B −1 , one has
Since θ 1 /θ 2 ∈ R \ Q, it is easily checked that the map γ(·)w is injective and on the other hand, it is well known that its image is dense in the torus T 2 . Therefore, if γ(R)w were a locally closed subset of C, then γ(R)w would be an open subset of the torus T 2 , which is not the case since γ(R) is a subgroup of T 2 and γ(R) T 2 . It then follows that neither B −1 γ(R)w is a locally closed subset of V 2 , that is, the image of the map γ v fails to be a locally closed subset of V, which is a contradiction with (i). Assume now that D is semisimple and σ(D) ⊆ iR.
(ii)⇒(i) Specializing Setting 4.1 for G = (R, +) and π(t) := e tD for all t ∈ R, we may assume that V = C n and D is a diagonal matrix having purely imaginary diagonal entries, say
By the hypothesis (ii), there exist θ ∈ R\{0} and p 1 , . . . , p n ∈ Z, q 1 , . . . , q n ∈ N with θ j = θp j /q j for j = 1, . . . , n. Then, the group morphism γ : R → U (n) (⊆ M n (C)), γ(t) := e tD , satisfies γ(2πq 1 · · · q n /θ) = 1. Therefore γ(R) is a homeomorphic image of the compact group R/Ker γ ≃ R/Z, that is, γ(R) is compact. This directly implies that for every v ∈ C n its orbit e RD v = γ(R)v is a compact subset of V, and in particular is locally closed.
Remark 5.4. One has a * -isomorphism
In the next theorem we use the following notation.
Notation 5.5. For any D ∈ End(V), we denote by S D := iσ(D)∩R the subgroup of (R, +) generated by the imaginary parts of the purely imaginary eigenvalues of D.
Lemma 5.6. For arbitrary D ∈ End(V), the following assertions holds: 
For the remanining implication in (i), as well as for (ii) we discuss separately the three cases that can occur.
Case 1: D 0 is not semisimple. Let D 0 = S 0 + N 0 be the Jordan decomposition with S 0 , N 0 ∈ End(V 0 ), where S 0 is semisimple, N 0 is nilpotent, and S 0 N 0 = N 0 S 0 .
The assumption that D 0 is not semisimple is equvalent to N 0 = 0. For every v ∈ V 0 \ Ker N 0 one has lim t→±∞ e tD0 v = ∞ (see for instance [BB18,  Step 2 in the proof of Lemma 2.13]). This implies that for every v ∈ V with v 0 ∈ V 0 \ Ker N 0 one has lim t→±∞ e tD v = ∞, hence the orbit e RD v is locally closed by Lemma 2.3((v)⇒(i)).
Thus Int Γ is dense in V.
If moreover S D is closed in R then, using Lemma 5.3 for D 0 | Ker N , we obtain that the orbit e RD v is locally closed even for v ∈ Ker N , hence actually V 0 ⊆ Γ. In addition, if v ∈ V \ V 0 , then either v − = 0 or v + = 0, hence by (5.1) the mapping R → V, t → e tD v, is injective and then Lemma 2.3(iv) implies that the orbit e RD v is locally closed in V. Case 2: D 0 is semisimple and n − = 0 = n + . For every v ∈ V with v − = 0 and v + = 0 one has lim t→±∞ e tD v = ∞ by (5.1) and then, as above, the orbit e RD v is locally closed by Lemma 2.3((v)⇒(i)). Therefore Int Γ is dense in V.
If moreover S D is closed in R then, using Lemma 5.3 for D 0 , we obtain that the orbit e RD v is locally closed even for v ∈ V 0 , hence actually V 0 ⊆ Γ and then also V \ V 0 ⊆ Γ just as in Case 1 above.
Case 3: D 0 is semisimple and one has either n − = 0 or n + = 0. Let us assume for instance n + = 0.
If moreover S D is closed in R then V 0 ⊆ Γ and V \ V 0 ⊆ Γ as in Case 2 above.
To complete the proof it remains to show that if S D is not closed in R then Int Γ = ∅.
In this case, specializing Setting 4.1 for G = (R, +) and π(t) := e tD0 for all t ∈ G, we may assume that V 0 = C n and D 0 is a diagonal matrix having purely imaginary diagonal entries. In the notation of Definition 4.3, for every v 0 ∈ V 0 one then has G ν (v 0 ) = G = R hence g ν (v 0 ) = R. Then Theorem 4.5 along with the hypothesis that S D is not closed in R imply that the orbit e RD0 v 0 is not locally compact in V 0 for every v 0 ∈ (C × ) n . This shows that Int Γ = ∅ if n − = 0.
If n − = 0, then we show that for arbitrary v ∈ V with v 0 ∈ (C × ) n the orbit e RD v is not locally compact, hence v ∈ Γ, which entails Int Γ = ∅. In fact, using the hypothesis that S D = Zθ 1 +· · ·+Zθ n is not closed in R, it is straightforward to check that the mapping R → V 0 , t → e tD0 v 0 , is injective. Then, by Lemma 2.3(iv), there exists a sequence {t n } n∈N in R satisfying lim n→∞ |t n | = ∞ and lim n→∞ e tnD0 v 0 = v 0 . Selecting a suitable subsequence and then perhaps replacing t n by −t n and using e tnD0 = 1, we may assume t n > 0 for every n ∈ N. Then, since n − = 0, it follows by (5.1) that lim n→∞ e tnD v − = v − . Therefore lim n→∞ e tnD v = v hence, byzz Lemma 2.3(iv) again, the orbit e RD v is not locally compact.
Lemma 5.7. Let α : H × X → X be a continuous action of a locally compact group on a locally compact space, and assume that both H and X are second countable and H is amenable. If H is abelian, then the largest type I ideal of H ⋉ C ∞ (X) is H ⋉ C ∞ (X 0 ), where X 0 is the set of all points x ∈ X having a neighborhood U x for which the orbit of every point in U x is locally closed in X.
Proof. Since both H and X are second countable and H is amenable, it follows that H ⋉ C ∞ (X) is EH-regular, as noted in [aHWi02, page 537]. Then the assertion follows by [aHWi02, Th. 3.16 and Rem. 3.17].
Assertion (i) in the following theorem is well known and we give it a very short proof for the sake of completeness. Remark 5.9. For any C * -algebra A let us denote by F (A) its set of factorial states, that is, the states ϕ ∈ A * whose corresponding GNS representation π ϕ : A → B(H ϕ ) satisfies π ϕ (A) ′ ∩ π ϕ (A) ′′ = C1. We also denote by F III (A) the set of all ϕ ∈ F (A) for which the factor π ϕ (A) ′′ is type III. We endow F (A) with its weak * -topology inherited as a subset of the dual space A * . Then the C * -algebra A is antiliminary if and only if F III (A) is dense in F (A), by [ArBa86, Th. 2.1]. (The analogous result for type II also holds if A is separable.)
Let G be a locally compact group. It follows from the aforementioned result along with [Di69, 18.1.4] that C * (G) is antiliminary if and only if every factor representation of G is weakly contained in the type III factor representations of G, in the sense that every coefficient of any factor representation of G can be uniformly approximated on compacts by coefficients of type III factor representations of G.
On the other hand, if G is a connected, simply connected, solvable Lie group, and its quasi-dual G is endowed with the equivalence class of measures arising from the factor disintegrations of left regular representation as in [Di69, 8.4 .3], then the subset G III of G corresponding to the type III factor representations is negligible by [Pu71, Ch. IV, Cor. 7.2].
Nevertheless, G III may not be negligible from a topological point of view. Specifically, it follows by the above remarks that Theorem 5.8 provides specific examples illustrating both cases that can occur: either G is weakly contained in (hence weakly equivalent to) G III or not, depending on whether C * (G) is antiliminary or not.
Example 5.10. Recalling the Mautner group G θ := G D θ = C 2 ⋊ αD θ R defined by
for θ ∈ R \ Q, it follows by Theorem 5.8 that C * (G θ ) is antiliminary. Also, C * (G θ ) is not a simple C * -algebra, in the sense that it has nontrivial closed 2-sided ideals. For instance, using the short exact sequence of groups 0 → C 2 ֒→ G θ → R → 0 one obtains the short exact sequence 0 → J ֒→ C * (G θ ) → C 0 (R) → 0 for a suitable nontrivial ideal J . The ideal J is antiliminary since C * (G θ ) is antiliminary.
On the other hand, every primitive ideal of C * (G θ ) is maximal, for instance by [Pu73, Th. 2]. Equivalently, for every irreducible * -representation π : C * (G θ ) → B(H π ) its corresponding primitive quotient C * (G θ )/Ker π ≃ π(C * (G θ )) is a simple C * -algebra. It would be interesting to establish whether or not all the simple C *algebras that arise in this way are quasidiagonal, that is, whether or not C * (G θ ) is strongly quasidiagonal. It is already known that the C * -algebra C * (G θ ) is quasidiagonal, as noted in [BB18, end of Sect. 2].
