ABSTRACT
INTRODUCTION
Blood vessels detection is an important step in many medical application tasks, such as automatic detection of vessel malformations, quantitative coronary analysis (QCA), vessel centerline extractions, etc. Blood vessel segmentation algorithms are the key components of automated radiological diagnostic systems [1] . A wide variety of automatic blood vessel segmentation methods has been proposed in the last two decades. These methods used approaches that varied from Pattern Recognition techniques [2, 3] , Model-based Approaches [4, 5, 6 ] , Texture Analysis [7] , Tracking-Based Approaches [8, 9] , Artificial Intelligence Approaches [10] until Neural Network-based approaches [11] . Even with all these efforts, only few of these methods achieved enough results to be applied in a system allowing the user to give a minimum input. Once these input parameters are introduced, the user does not need to work for obtaining the segmentation given similar quality images. However, the nature of X-Ray angiograms leads to a possible low or high contrast images depending on the patient weight.
This work presents a novel hybrid region growing method with a differential geometry vessel detector for the segmentation and identification of the cardiac coronary tree in 2D angiograms. That is, it incorporates advantages from other works, for example, the simplicity of the work proposed by O'Brien & Ezquerra (1994) [12] and robustness of the work proposed by Schrijver (2002) [13] . Observe that a preliminary version of this work appears in [14] , and hybrid region growing methods has been recently published in this subject [15, 16] . Figure 1 shows an overview of the proposed method. This paper is organized as follows. Section 2 describes the segmentation method, in which Section 2.1 gives details regarding the angiography contrast enhancement step, Section 2.2 explains in the region growing step, Sections 2.3 and 2.4 explain the vessel resemblance function and the seed selection process, Section 2.5 illustrates the connected component analysis, and Section 2.5 presents the algorithm for the whole segmentation process. At the end of this section, in Section 2.7, a brief complexity analysis of our algorithm is shown. Analysis of results of our method is presented in Section 5, which uses the metrics defined in Section 4 and the database described in Section 3. And finally, conclusions and future works are pointed out in Section 6.
METHOD
A common problem in methods based in only region growing is their difficulty to continue growing the segmented area if any artefact or vessel blockage (e.g., stenosis) drives the region to a minimum area to be segmented (discontinuities). Aiming to avoid these non desired characteristics, this proposal starts with an automatic contrast enhancement step based in CLAHE (Contrast Limited Adaptive Histogram Equalization) followed by a region growing and finalizing by a differential geometry vessel detector. The next subsections will explain each step in details.
Contrast limited adaptive histogram equalization (CLAHE)
In this work, CLAHE is used as a first step for image enhancement. Figure 2 illustrates the enhancement produced for an angiography with poor levels of contrast using this algorithm. 
Region growing
In order to propose an automatic segmentation method, a local search could be a good starting option for coronary identification. Furthermore, more sophisticated solutions (which can include global searches) can be incorporated to the initial local search to refine the results. The region growing step proposed here starts with a first vessel point given by a user mouse click. O'Brien & Ezquerra (1994) [12] formalized part of this idea as the following:
Once an initial point, ) , ( 0 y x S  which lies somewhere on the vessel structure is available, a search will be performed. Thus, the following assumptions are used:
1. The area which is part of the vessels is required to be "slightly darker" than the background; 2. For some sample area in the image, such as a circle window, if the area is large enough, the ratio of vessel area to background area, say a v /a b , will be less than some constant C and greater than other constant D for each image; 3. The vessel segments are "elongated" structures; 4. The width of a healthy (non-stenotic) blood vessel changes "slow"; 5. The pixel values change "slowly" along with the length of the connected vessels except where some object may intersect or occlude the blood vessel (e.g., overlapping bifurcations).
In this way, starting with an initial seed S 0 (x,y) , the method defines a circle centred in S 0 with radius r 0 . Niblack thresholding equation [17, pages 115-116 ] is used to identify two classes (vessel and background) of pixels in the circle. Then let t be the Niblack threshold for a circle c. The vessel diameter d 0 at the circle extremity can be identified by calculating the greatest axis of the ellipse that better adjust to the pixels located at the border of the segmented circle. This ellipse can be found from the normalized second central moments of the connected component determined by the segmented circle portion over its perimeter [18] . Figure 3 presents an example of the diameter determination of the blood vessel at the extremity of the circle c. The greatest axis of this ellipse, in yellow, represents the artery diameter. The green point illustrates a new region growing seed.
Once d 0 is found, its mean point becomes a new seed S 1 . A new circle with radius d 0 centred in S 1 is traced and the segmentation process starts again. This recursive step is then repeated until the diameter d n reaches a minimum value m. Furthermore, in order to avoid divergence cases, d n is limited to a maximum value M. Figure 4 shows the above idea graphically. 
Vessel resemblance function
The step followed by the region growing is the Vessel Resemblance Function computation. This function proposed by [19] assigns vessel resemblance values for each pixel of the angiography. Let the angiography g(u,v) be seen as a three-dimensional surface as:
where u and v extends over the support of g (u,v) . Then, for all grid point x= (u,v) , the surface curvature is described by the Hessian matrix H(x):
where g uu (x), g uv (x)=g vu (x), and g vv (x) are the second-order spatial derivatives of g(x). These derivatives can be calculated by a convolution of a second order spatial derivatives of a Gaussian filter at a scale σ with g(x) [19] , [20] :
From an analysis of the eigenvalues and eigenvectors of the Hessian matrix, it is noticeable that the Hessian matrix strongest eigenvalue and its corresponding eigenvector in a point (u,v) give the 3D-surface strongest curvature and its direction. The eigenvector corresponding to the weaker eigenvalue represents the surface direction perpendicular to the strongest curvature.
As the Hessian matrix is a function of scale σ then the eigenvalues are also. Furthermore λ i could be written as λ i (x;σ). However, supposing we are working with only one scale, and for simplicity, it will be abbreviated by λ i and its corresponding eigenvector by v i . For the subsequent analysis, it is supposed the eigenvalues are ordered according to:
In this way, assuming an angiography point x=(u,v) being part of a vessel, the eigenvector v 1 is perpendicular to the vessel in x. It happens because the vessels are considered to be a darker region against a brighter background. It means the strongest Hessian eigenvalue is positive in x and the strongest surface curvature is perpendicular to the vessel in x. Furthermore, v 2 will be parallel to the vessel in x. Also, the assumption 3 proposed by O'Brien & Ezquerra (1994) [12] allows us to conclude that the weaker Hessian eigenvalue should be small in x. In other words, the surface G has a little curvature on the vessel direction. The following summarizes these characteristics for the vessel point x= (u,v) :
Based on all these considerations, the following vessel resemblance function V(x;σ), is defined ( [20] ):
where R B is a measure of how |λ 1 | is bigger than |λ 2 |, i.e.,
and S is a measure of the strength of the overall curvature:
The parameters β 1 >0 and β 2 >0 are scaling factors influencing the sensitivity to R B and S respectively.
(a) (b) Images in Figure 5 show some angiographies processed by applying the vessel resemblance function. Next subsection explains how to use these results to obtain region growing seeds automatically.
Seeds selection
The Vessel Resemblance Function returns a value for each pixel in the angiography. In the images of Figure 5 , most part of the non-null pixels belongs to the vessels. All those pixels greater than zero are new possible growing seeds. However, some noise or image artifacts can contribute for a small part of background being misunderstood as vessels. These non desired results need to be eliminated to minimize the false positive effect on the segmented object. In this way, from the assumption 2 defined in Section 2.2, it is expected that the circle centred in any region of artery will have part of its area belonging to the vessel and other part belonging to the background. Also, from the assumption 1 defined in Section 2.2, if this circle is centred in region of the artery, its set of pixels is more heterogeneous than if it was centred in background region only. Then, intending to eliminate those cases which the noise can become possible growing seeds, three heuristics were defined. The first consists in selecting only the results from the VRF defined in Section 2.3 that showed values above a threshold l g , therefore, those pixels presenting low probability of being part of a vessel are discarded. The second selects only some representative pixels from the first. Aiming to find those representative pixels, two operations are defined. One defines a binary image Ib from the result of VRF which all non-null pixels are mapped to the value 1 in Ib. Following, it is possible to obtain all edge pixels [21, 22] as a subtraction between Ib and Ib eroded, i.e.,
where Erode(Ib) represents the morphological operation of erosion in (Ib). The other operation consists in the realization of a thinning operation in Ib. This operation presents, as result, the central representatives pixels for each connected component in Ib, i.e.,
ThinnedIb=Thin(Ib).
Therefore, representing ThinnedIb and EdgeIb as a set of its pixels greater than zero, the set of representative pixel seeds of VRF is determined as the union of ThinnedIb and EdgeIb as shown in the Equation 11:
RepresentativePixels=ThinnedIb∪EdgeIb. For the third heuristic, let n and sd be the mean value and the standard deviation of the pixels in the area of the circle centred in the artery, respectively. Then, the homogeneity factor for the pixels in the circle c is defined as:
Note that when HomoFact gets close to the value 1, it means the circle area is more homogeneous. Thus, a filtering, realized for every representative pixel originated in the second heuristic, is used to determine if a seed pixel belongs to a background or coronary area. Figure 6 presents the seeds selection result for a right coronary angiography.
This process gives, as result, an image containing seed pixels on the vessel regions. These seed pixels are used as input for a new region growing step as described in the Section 2.2.
Connected components identification
By supposing that the segmented coronary will represent the major area of the segmented portion, this work uses a labeling process of connected components [23] to identify the segmented coronary tree. Figure 7 presents an example where occurs the segmentation of regions that are unconnected from the main artery tree.
(a) (b) (c) 
The segmentation process
The complete segmentation process is performed according to Algorithms 1 and 2. By analyzing all commands in Algorithm 1, except for the function GrowReg, it is possible to attest that all involved operations and functions have complexity O(N), where N represents the number of pixels of the angiography. However, for the GrowReg function case, it is necessary a more detailed analysis. Algorithm 2 describes this function. In this algorithm, at line 9, it is seen that all processed circle c is extracted from the generated seeds set. For this reason, it is possible to say that, in the worst case, the GrowReg function will process all pixels in the image. Therefore, it is possible to conclude that Algorithm 1 also has time complexity of O(N), where N represents the number of pixels of the angiography. Note that the third heuristic defined in Section 2.4 is implemented in the function GrowReg. 
The complexity analysis

THE DATABASE
Before presenting the metrics used to evaluate the results obtained by our proposed method, we describe the database of angiographies used and also the ground truth images.
The database
In order to evaluate the proposed method, 52 Left Coronary Artery (LCA) angiographies, 46 Right Coronary Artery (RCA) angiographies and 2 bypass operation angiographies were sampled. Usually, the RCA has fewer ramifications than the LCA, for this reason, a base containing a greater number of LCA will not make the segmentation process easier.
Furthermore, a study about the base images was performed to identify quantitative information about the first and second order coronaries. It was verified that the first order coronaries have a mean radius value of 12 pixels whilst the second order coronaries have a mean radius value of 6 pixels. All images are 1024×1024 pixels, 8 bits gray-scale, and they were recorded using a SISMED Digitstar 600N system.
Ground truth images
The ground truth images, or reference images, used in this work represent the ideal angiography segmentation. For each angiography of the database, a manual segmentation of the artery tree is created by a physiologist (specialist in angiography). This image represents the result segmentation that our method should achieve. The image in Figure 8 
First and second order ground truth images
Besides the ground truth images created for the complete artery tree, for each angiography ground truth image, the first and second order coronary arteries are also created by the physiologist. Here, we suppose that the angiographies are composed only of first and second order arteries, since the small calibers arteries are not significant for clinical cases.
Output images
The method described in Section 2 produce two types of binary images: one with all pixels classified as belonging to the artery tree; and another with the pixels which represents the vessels of the tree. Namely, the first and second types represent the segmentation and identification of the artery tree, respectively. The images in Figures 9(a) and 9(b) exemplified these two types. 
EVALUATION METRICS
This section shows in details the metrics used for the evaluation of our proposed method.
Segmentation accuracy
The segmentation accuracy, according to the pixels classification as background and foreground (artery), is performed in relation to the ground truth images. Let A be an ordinary angiography. Let also Seg(A) and GT(A) be the set of pixels belong to the artery in the segmented and ground truth images, respectively. Thus, we define segmentation accuracy of A as
where ||X|| stands for the cardinality of X. Despite the fact that this metric determine how accurate is the segmentation in relation to the arteries, it is important to define the segmentation accuracy in relation to the entire angiography, i.e.,
Besides evaluating how the segmentation is right, it is also important to measure how the segmentation is wrong. Then, we can have both false-positive (FP) and false-negative (FN) pixels. That is, the former are composed of those pixels belong to the background, but they are classified as foreground (artery), and the latter are composed of those pixels belong to the foreground, but they are classified as background. Then, we can define
and
where X denotes the complementary set of pixels of X, being the universe of X the domain of the image. And, in a similar way to Equation 14, we can define
and In order to make easier the analysis of the results, in Section 5, the metrics defined here in relation to the complete angiography, are presented in confusion matrices.
Identification accuracy
We define the identification accuracy of the segmentation process according to the identification of the coronary artery tree as the intersection of the ground truth center lines and the dilated segmented center lines. This dilation is performed using a circular structuring element (i.e., disk) with size proportional to the width of arteries computed from the ground truth images, i.e., 12 and 6 pixels for first and second order coronaries, respectively. The dilation operation is required for those case where there is no perfect overlapping between the points belonging to the center lines of both the ground truth image and the segmented image.
Thus, let A, Thin(GT(A)), and Dil(Thin (Seg(A) )) be an ordinary angiography, the set of pixels resulting from the thinning of the ground truth image A, and from the dilation of the thinning of the segmented image A, respectively. Then, we define the identified coronary artery tree of an angiography A as follow:
where
IdSeg(A)=Thin(GT(A))∩Dil(Thin(Seg(A))).
The images in Figure 11 illustrate the proposed identification metric of the coronary artery tree. The regions in purple and in dark blue represent the branches of the first and second order coronaries, respectively, not identified in the segmented image, whilst the regions in green and cyan represent the corrected identified branches of first and second order coronaries, respectively. 
Identification error
The identification error of the coronary artery tree arises from the false-positive regions. Basically, the identification of the coronary artery tree occurs only in the regions where the pixels of the dilated center lines in the ground truth image (the center lines are dilated for obtain more tolerance) and of the center lines of the segmented image is verified. However, it is also important to evaluate those pixels of the center lines of the segmented images that would indicate the presence of coronaries in the background region. That is a false-positive identification.
Thus, let A, Thin(Seg(A)), and Dil(Thin(GT(A))
) be an angiography, the set of pixels resulting from the thinning of the segmented image A, and from the dilation of the thinning of the ground truth image of A, respectively. Then, we define the identification error as:
where X stands for the complementary set of pixels of X regarding its universe, i.e., the angiography X. The images in Figure 12 illustrate the identification error metric. In the identification, the result errors are highlighted in green. It is worth noting that this metric can yield figures greater than 100%. This happens in the case where the thinning of Seg(A) produce a lot of branches. For example, when we have a falsepositive high rate, such that the cardinality of Thin(Seg(A)) is quite greater than the cardinality of Thin(GT(A)) (at least twice), IdError produces as results a value over 100%.
EXPERIMENTAL RESULTS
This section presents the experimental results obtained with the implementation of the proposed method in Section 2. Moreover, all results that could be compared with those shown by Schrijver (2002) [13] were presented and analyzed. The reported experiments were processed in a Intel Core 2 Duo 6600 2.4 GHz Computer, with 2GBytes of memory and Microsoft Windows XP as Operational System. Also, the implementation was realized using MatLab. The mean processing time for each image was about 20 seconds.
Control points evaluation
This section presents a behaviour analysis of the results presented by the proposed method when its parameter varies. Basically, there exist only three parameters for the proposed algorithm. The first one is the parameter to determine the initial propagation radius r 0 for each growing seed. The last two, l g and l l , are global and local thresholds, respectively, that were presented in Section 2.4.
Any other parameter that may be used in any other step, such as, for example, those used in the CLAHE processing or VRF determination, are static values and were chosen in accordance with the best values suggested in literature. Aiming to find a balance of values, these three parameters were changed one to one for a 10 images base, chosen randomly, and the results for segmentation exactness of first order and second order coronaries, precision of centerlines, precision of edges, mean processing time and identification error for the coronary tree were registered. Tables 1, 4 , and 9 were created to compare these values. For each table, two parameters were static and the third varied. In this way, it was possible to verify the best result for each set of values. Table 1 shows the results obtained varying r 0 from 5 to 50 in steps of 5. As expected, from the results shown in Table 1 , it was possible to note that an increase in r 0 values induces another increase on the percentage of the segmented coronary tree. However, it also increases the percentage of false-positives, the error of the centerlines, the error of the edges and the error of the coronary tree identification. The confusion matrix of Table 2 presents the result of this analysis for the case where it presented the best segmentation percentage i.e., r 0 =50 pixels. Table 3 shows the percentages for the segmentation results for r 0 =50. By analyzing Table 2 , it is visible that, in a mean value, 8.49% of the image pixels belonging to the background were identified as belonging to the coronary tree, whilst the real number of pixels belonging to the coronary tree sums 7.25% (4.91% + 1.78% 0.33% + 0.23%) of the image pixels. It means that the number of false-positives surpassed the real number of pixels belonging to the coronaries. In other words, it identified more background as being coronaries than the real ground truth coronaries. Taking into account the observed above, aiming to maximize the segmentation rates of the coronary tree and, at the same time, to minimize the segmented false-positive rates, as well, the error of coronary identification, a parameter choice for r 0 could be r 0 =10 pixels. The image of Figure 13 (b) shows the segmentation result using r 0 =10 for the same input image used to obtain the output image in Figure 13 (a). In terms of false-positives, the result presented in Figure 13 (b) shows an improvement when compared with the result shown in Figure 13 (a). However, it still do have false-positives. Furthermore, false-negatives appeared identified in blue color. Table 4 : Parameter evaluation of the proposed method varying l g .
Evaluating l l
Intending to study the behavior of the other parameters, the next analysis progresses establishing r 0 =10, l l =0.85 and varying l g in a range between 0.1 and 1.0 in steps of 0.1. Table 4 shows the results of this variation. The row filled with "-" in Table 4 means that any image was segmented for those parameters. Table 4 shows that the segmentation rates decrease when l g becomes greater. Once more, aiming to maximize the segmentation and minimize the false-positive, the l g suggested value could be the one which presents the higher segmentation rate, i.e. l g =0.1.
However, Table 5 shows the confusion matrix for this case, where it is observable a high rate of false-positives. Furthermore, Table 6 presents the percentage of the segmented result for l g =0.1.
Analyzing Table 5 , it is visible that, in a mean value, 1.98% of the image, which should be interpreted as background, was given as belonging to the coronary artery tree. Comparing with the real number of pixels that belong to the coronaries, i.e. 7.25% (4.43% + 0.81% + 1.50% + 0.51%), it is seen that the false-positive pixels are still reasonable. In this way, intending to find a balance between the l g value, the false-positive rate and the identification error of the coronary tree, the l g value can be selected as l g =0. 4 . That is because, by analyzing Table 4 , it is observable that for l g values smaller than 0.4 there is a considerable increase on the false-positive rates.
Moreover, for l g ≤0. 4 , it is observable a higher error variation on the identification of the coronary tree. For those reasons, it leads to a limit between higher false-positive rates and considerable segmentation rates when l g reaches 0.4. Table 7 presents the confusion matrix for r 0 =10, l g =0. 4 and l l =0.85. In this matrix, it is possible to identify a decrease on the false-positive rates when it is compared with Table 5 . This improvement can also be seen in Table 8 that shows the percentages of the segmentation results for r 0 =10, l g =0. 4 and l l =0.85.
Evaluating l g
Continuing the analysis in direction to find a set of values that take into account the tradeoff among l g , l l and r 0 , Table 9 presents the segmentation results performed with r 0 =10, l g =0. 4 and varying l l in a range between 0.7 and 0.97, in steps of 0.03. This table shows that, while l l increases, the correct segmentation rates increases until a limit. However, as expected, the falsepositive rates increases as well. It is also interesting to observe that, when l l surpasses the value 0.88, a stabilization on the segmented coronary tree and the coronary identification takes place. Thus, for this small sampled base of 10 images used to evaluate the parameters, it is possible to say that l l drives to an increase on the segmentation and identification of the coronary tree until it reaches the value 0.88. Therefore the first suggestion for the l l value could be 0.88, but observing that the false-positive rate increases from 1.10 to 1.68 when l l goes from 0.85 to 0.88, it is possible to conclude that an acceptable value for l l that presents a balance between the segmentation rate and the false-positive rate is l l =0.85. Table 7 presents the confusion matrix for the inicial configuration with r 0 =10, l g =0. 4 and l l =0.85. The results shown in Tables 7 and 8 present an acceptable balance in the segmented pixel rates and the false-positive pixel rates. A satisfactory set of values option was found with the values: r 0 =10, l g =0.4 e l l =0.85. The image of Figure 14 shows an example of a segmentation that was obtained using these parameters. The red regions in Figure 14 represent the false-positive pixels whilst the green regions represent the pixels that were segmented correctly. 
Parameters used in other steps
This section presents all parameters used in all steps described in Section 2. These parameters were chosen in accordance with the literature. CLAHE: For all experiments, it was used the CLAHE default parameters available in MATLAB implementation. In other words, the contrast window was 8×8 pixels, the contrast was limited at 0.01, and the histogram range was of 256 gray levels with uniform distribution for the histogram.
Region growing:
The region growing step needs two parameters: The point S 0 given by the user and the initial radius r 0 which was r 0 =10 pixels.
Vessel resemblance function:
The used parameter values, in this step, were the same for all processed angiographies, i.e., σ= [1, 8] , 2β 2 1 =16 e 2β 2 2 =128 according to [13] .
Seeds selection: In this step, the parameters were defined in l g =0. 4 and l l =0.85 in accordance with Section 4.1.
Results
This section presents detailed results about the segmentation exactness of the artery tree for the first and second orders coronaries. Also, an analysis about the coronary centerlines identification, the segmented edge precisions and the first and second orders coronary artery tree identification. Besides that, it is also presented a comparison between the coronary identification results of the proposed method in this work and the coronary identification results presented by Schrijver (2002) [13] .
Segmentation accuracy results
This section presents, separately, the segmentation results for the coronaries of first and second order. The confusion matrix shown in Table 10 and its respective table of percentage presented in  Table 11 show the results for the segmentation over the entire base using the parameters established on the previous section. 
Identification accuracy results
In this section, it is presented the accuracy results for the identification of the coronary arteries tree of first and second orders as presented in Section 4.2. The coronary tree identification of first order achieved 87.58(±16.75), while the second order achieved 68.19(±26.89).
Error identification results
This section presents the error analysis of the coronary artery tree identification of first and second orders as presented in Section 4.3. The error results of the artery tree identification is 22.55%(±18.02). This analysis is similar to the false-positive percentage study, the identification error computation is unique for the complete segmentation, in other words, it does not make sense to be done for first and second order coronaries separately. This error allowed to note that the identification error is directly related to the false positive rate. For this reason, an increase on the seeds number causes another increase on the false-positive rate and consequently another increase on the identification error.
Mean Lines Accuracy Results for the Coronary Artery Tree
This section presents the results for the mean lines accuracy for the segmented angiography. The proposed method achieved squared mean (and standard deviation) error of 3.36(±0.71) pixels regarding the mean lines accuracy. Taking into consideration that the mean lines are evaluated only in regions where the identification was correct, we consider that the proposed method presented a satisfactory stability result.
Edge Accuracy Results for the Coronary Artery Tree
The edges positioning accuracy for the segmented coronary was computed according to the Section 4. This accuracy was computed for all segmented images individually. The squared mean (and standard deviation) error for the edges accuracy when compared with the edges defined in the ground truth images is 3.87(±1.87) pixels. Similarly to the mean lines accuracy, the edges accuracy was also stable and satisfactory. More than that, considering the images in the base have resolution of 1024×1024 pixels, a mean error of 4 pixels can be inserted by hand easily when defining the ground truth. For this reason can be considered low.
Results Comparison
In this section, it is presented results comparison between the coronary artery tree identification obtained by the proposed method in Section 2 and the method proposed by Schrijver (2002) [13] . Concluding, it is possible to notice, from these figures, that the proposed method presented higher identification rates when compared with the method proposed by Schrijver (2002) [13] . On the other hand, the proposed method also presented higher error rates. This error was influenced by the high sensibility presented by our method in high gradient regions in the angiography. Another reason for the lower error rates shown by the method proposed by Schrijver (2002) [13] is the lower rate for the identification. Once it identifies a smaller portion of the artery its errors tend to be smaller. It was also possible to conclude that the simplicity of interface with the user in the method proposed in this work presented a differential when compared with the other method. It is important to note that since the proposed method is intended to aid physicians in identifying possible deceases, the error is not considered as a major disadvantage since the false-positives is preferred to the false-negatives. In this sense, one can say it is better to identify more arteries paying the price of more error.
CONCLUSIONS
Automatic segmentation of blood vessels is an important step for any automatic system for blood vessels analysis. In the literature, there are dozens of methods for such aim varying from retina until brain vessels. However, methods for 2D cardiac angiographies segmentation are presented in a smaller number. One reason for that relies on the fact that the segmentation process of cardiac coronaries is more complex. Usually these images present a noisy background, not homogeneous with varied contrast levels. For most part of these proposed coronary segmentation methods, there are a high number of parameters to be adjusted to reach a rate of correct segmentations above 80%. For these reasons, researchers interested in automatic image diagnosis are always looking for new approaches aiming to achieve more precise and reliable results.
In this work, a novel and hybrid method for segmentation of coronary angiographies was presented, which only needs one point seed over the artery tree to start the segmentation. Besides, being a hybrid method, it incorporates advantages from other works such as the simplicity of the work proposed by O'Brien & Ezquerra (1994) [12] and the robustness of the work proposed by Schrijver (2002) [13] . The evaluation was realized according to the mean line accuracy and the edge accuracy of the segmented image, as well, the identification and the complete segmentation of the coronary artery tree. Concluding, this work showed a comparison between its results and the ones reached by the method proposed by Schrijver (2002) [13] . Also, the advantages and disadvantages for each method were discussed. The first result shows that the proposed method identifies the coronary artery tree correctly in a rate about 10% higher than the method proposed by Schrijver (2002) [13] . However, the second results shows that the method proposed by Schrijver (2002) [13] presents an error about 10% less than our method.
