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Yin and Radzihovsky [1] recently developed a self-consistent extension of a Bogoliubov theory, in
which the condensate number density nc is treated as a mean field that changes with time, in order
to analyze a JILA experiment by Makotyn et al. [2] on a 85Rb Bose gas following a deep quench to a
large scattering length. We apply this theory to construct a closed set of equations that highlight the
role of n˙c, which is to induce an effective interaction between quasiparticles. We show analytically
that such a system supports a steady state characterized by a constant condensate density and a
steady but periodically changing momentum distribution, whose time average is described exactly by
the generalized Gibbs ensemble. We discuss how the n˙c-induced effective interaction, which cannot
be ignored on the grounds of the adiabatic approximation for modes near the gapless Goldstone
mode, can significantly affect condensate populations and Tan’s contact for a Bose gas that has
undergone a deep quench.
PACS numbers: 67.85.-d, 03.75.Kk
I. INTRODUCTION
The recent explosive interest in using ultracold atomic
gases as an excellent platform for studying the dynamics
of strongly correlated systems driven out-of-equilibrium
by slow (adiabatic) or sudden (quenched) changes to sys-
tem parameters [3–5] has been fueled by the unprece-
dented ability to tune such system parameters, in partic-
ular the interatomic interaction [6], and early experimen-
tal [7–10] and theoretical [11–17] explorations of nonequi-
librium dynamics. At the forefront of such studies are
questions regarding nonequilibrium states reached after
quenching [4], whose observation hinges on the ability of
many-body systems to maintain coherence on time scales
much longer than the equilibration time of the particles
in the systems. The main obstacle preventing cold toms,
especially those with a large scattering length a, from
acquiring such a long coherence time is three-body re-
combination, in which two atoms in a trap form a di-
atomic molecule with a third atom escaping from the
trap, causing losses. This poses less of a challenge in
fermionic systems, thanks to the Pauli exclusion prin-
ciple which tends to suppress three-body recombination
[18]. As such, in Fermi gases tuned across or close to the
Feshbach resonance, where a goes to infinity, researchers
have observed, among other things, the crossover from
Fermi to Bose superfluids [19–21], rich phase separation
scenarios [22], and universalities of Fermi gases [23–27].
By contrast, we are less fortunate with bosonic sys-
tems. In the weak interaction limit, the three-body loss
rate ∝ n2a4 [28] increases with a (> 0) far faster than the
equilibration rate ∝ na2v, where n is the atom number
density and v is the average velocity. In the strong inter-
action limit, systems are highly nonlinear. In the extreme
case of unitarity, where a → ∞, the interatomic dis-
tance, n−1/3, remains the only physically relevant length
scale, and the unitary Bose gas [29–37] is expected to
display universal properties akin to those of a Fermi gas
at unitarity [38–40]. The prospect of a well-defined uni-
tary limit was brightened by experiments on dilute ther-
mal Bose gases [41, 42]. At unitarity, on purely dimen-
sional grounds, both the three-body loss and the equili-
bration rates will be of the same order of magnitude as
the Fermi energy [38], ǫF = ~(ωF = ~k
2
F /2m), where
kF = (6π
2n)1/3 is the Fermi momentum. It was unclear
which dominates until recently when a JILA experiment
on 85Rb by Makotyn et al. [2] firmly established that the
three-body loss rate is much slower than the equilibration
rate. This pleasant surprise opens the door to the possi-
bility of exploring the rich physics underlying strongly
interacting Bose gases [29–37] and has motivated, to-
gether with experimental works such as [43], a flurry of
theoretical studies concerning quenched nonequilibrium
dynamics [1, 44–49].
Of particular relevance here is a theoretical analysis of
the JILA experiment by Yin and Radzihovsky [1] who,
in the spirit of Bogoliubov mean-field theory, divided the
Bose gas at zero temperature into a quantum system of
Bogoliubov quasiparticles and a condensate of number
density nc, which is treated as a dynamical mean field
(as opposed to a fixed constant as done by Natu and
Mueller [50]). We explore this same topic using this same
approach. In order to distinguish as well as highlight our
work, we point out an important feature inherent to any
Bogoliubov inspired mean-field theories: mean fields (nc
here), which act like control (albeit self-generated) pa-
rameters to the quantum system describing quasiparti-
cles, change with time even after quenching. This may
be contrasted with many existing models, particularly
those in one dimension (1D) to which powerful techniques
such as bosonization are accessible [5], where the control
parameters, after quenching, are all fixed independent of
time.
Our paper is organized as follows. In Sec. II, we de-
2scribe our model and derive the set of closed equations
(10) and (20), which depend explicitly not only on nc but
also on n˙c, thereby allowing us to identify that the role
of n˙c is to induce between quasiparticles an (imaginary)
effective interaction proportional to n˙c.
In Sec. III, we apply the theory developed in Sec. II to
address several questions which are of both theoretical
and experimental interest. Will such a system reach a
steady state? The answer seems affirmative from both
the measurement in experiment [2] and the numerical in-
vestigation in theory [1]. Here, we show analytically that
this is true in the thermodynamic limit. What are the
properties of such a steady state? This stationary state
is characterized by a time-independent condensate den-
sity and a steady but periodically changing momentum
distribution of quasiparticles. The authors of the recent
JILA experiment [2], while recognizing the excellent fit
between measured momentum and an ideal Bose gas dis-
tribution, were nevertheless open to other possibilities.
We show analytically that the time average of this dis-
tribution is described exactly by the generalized Gibbs
ensemble.
In Sec. IV, we study the adiabatic solution obtained
in the absence of the n˙c-induced interaction. We stress
and demonstrate that our formalism, where the role of
n˙c is explicitly built in, lends itself naturally to the adia-
batic theorem, allowing us to estimate straightforwardly
the effect of the n˙c-induced interaction on the system
dynamics.
In Sec. V, we perform a detailed study of the conden-
sate population dynamics at both short and long times.
We apply a self-consistent perturbation theory, which we
develop in the Appendix, to quantify the short-time be-
havior of the adiabatic solution. We use the adiabatic
theorem to explain why the n˙c-induced interaction can
significantly slow down the initial condensate dynamics
so that nc(t) approaches a finite number even when the
Bose gas is quenched to unitarity.
In Sec. VI, we quantify the “contact” at both short and
long times in connection with the quasiparticle distribu-
tion at high momenta, where the “contact” is the central
theme that unites several universal relations that Tan
discovered from a study of Fermi gases with zero-range
interaction [51–53].
We summarize our results in Sec. VII.
II. MODELS AND EQUATIONS
The study of a strongly interacting Bose gas, where
the underlying physics involves an intricate interplay be-
tween few-body systems and many-body backgrounds, is
a complex endeavor that goes beyond the scope of the
present work if no restrictions are imposed on the model.
In particular, three-body collisions can lead to the for-
mation of dimers and (Efimov) trimers [54] so that the
state of atomic BEC is at best metastable. In this work,
we ignore the three-body related effects and focus on the
physics of this metastable sate. This practice is now sup-
ported by the results of JILA’s experiment, which demon-
strated that quenching to a large scattering length can
create metastable BECs that exist for a sufficiently long
time.
Following Ref. [1], we model the interacting Bose gas
(with a broad Feshbach resonance) by a single-channel
grand-canonical Hamiltonian,
Hˆ =
∫
d3r ψˆ† (r) hˆ0ψˆ (r) +
g
2
∫
d3r ψˆ†2 (r) ψˆ2 (r) , (1)
where ψˆ (r) is the bosonic field operator in position space,
hˆ0 = −~2∇2/2m − µ is the single-particle Hamiltonian
operator with µ the chemical potential, and g = 4π~2a/m
measures the two-body contact interaction with a the s-
wave scattering length.
The dynamics of a system described by the Hamilto-
nian in Eq. (1) following a sudden quench where a (g)
changes abruptly from ai (gi) to af (gf ) can, in gen-
eral, be quite complicated. As a simplification, we as-
sume that the system remains, throughout its evolution,
in a state where the Bogoliubov perturbative ansatz,
ψˆ (r) = ψ + δψˆ (r), remains valid. Here, as in equi-
librium problems, δψˆ (r) =
∑
k 6=0 aˆke
ik·r/
√
V with V
the total volume, is an operator describing fluctuations
around the macroscopic (but uniform) condensate of den-
sity nc = |ψ|2 and chemical potential µ = gnc, where nc
is treated as a dynamical mean field, nc (t).
The Hamiltonian after quenching (t > 0+), up to sec-
ond order in aˆk, then reads Hˆ = −V gfn2c/2+ Hˆ2, where
Hˆ2 =
∑
k 6=0
[
(ǫk + gfnc) aˆ
†
k
aˆk +
gfnc
2
(
aˆ†
k
aˆ†−k + aˆkaˆ−k
)]
,
(2)
with ǫk = ~
2k2/2m the kinetic energy of an atom. Note
that the same Hˆ , with gf replaced with gi, describes
a system in equilibrium before quenching (t < 0−). A
quadratic Hamiltonian like Eq. (2) can be diagonalized
into
Hˆ = H0 +
∑
k 6=0
Ek (t) γˆ
†
k
(t) γˆk (t) ,
[with H0 = −V gfn
2
c
2 +
1
2
∑
k 6=0(Ek−ǫk−gfnc)] by means
of a Bogoliubov transformation,[
aˆk
aˆ†−k
]
=
[
uk −vk
−vk uk
] [
γˆk
γˆ†−k
]
, (3)
where
uk (t)
vk (t)
=
√
1
2
(
ǫk + gfnc (t)
Ek (t)
± 1
)
(4)
are the Bogoliubov parameters and
Ek (t) =
√
ǫk (ǫk + 2gfnc (t)) (5)
3is the quasi-particle energy dispersion.
The time evolution of the system is governed by the
Heisenberg equation of motion for operator γˆk,
dγˆk
dt
= − i
~
[
γˆk, Hˆ2
]
+
∂γˆk
∂t
. (6)
A comment is in order. The original field operator aˆk
in Hamiltonian (2), by definition, does not depend on
time explicitly. Then, the quasiparticle field operator γˆk
introduced through the Bogoliubov transformation (3)
depends explicitly on time via nc(t), which is treated
as a dynamical mean field in the generalized Bogoliubov
theory. As a result, the second term ∂γˆk/∂t should be
present in the Heisenberg equation of motion.
Applying the Bogoliubov transformation in Eq. (3)
along with the time derivatives of Eqs. (4), we change
Eq. (6) into
dγˆk
dt
= − i
~
Ek (t) γˆk + gf n˙c (t)
ǫk
2E2k (t)
γˆ†−k, (7)
where the final term would have been absent had we ig-
nored the partial derivative in Eq. (6). Note that Eq.
(7) would be the Heisenberg equation of the Hamiltonian
Hˆ ′ =
∑
k 6=0[Ek(t)γˆ
†
k
γˆk+Uk(t)(γˆ
†
k
γˆ†−k+γˆkγˆ−k)] if γˆk were
treated as an operator that does not depend on time ex-
plicitly. Thus, we see that to some extent, n˙c(t) 6= 0 is
to induce between quasiparticles an imaginary effective
interaction
Uk (t) = i~gf n˙c (t) ǫk/2E
2
k (t) . (8)
We now change the dynamical variables from opera-
tors, γˆk(t) and γˆ
†
−k(t), to complex numbers, ck(t) and
dk(t), via the transformation[
γˆk (t)
γˆ†−k (t)
]
=
[
ck (t) −d∗k (t)
−dk (t) c∗k (t)
] [
αˆk
αˆ†−k
]
, (9)
where |ck(t)|2 − |dk(t)|2 = 1 and αˆk is the quasi-particle
operator defined with respect to the pre-quench vacuum
|0−〉. γˆk(t) thus defined is a solution to Eq. (7) provided
that
d
dt
[
ck
dk
]
=
[ − i
~
Ek (t) − ǫkgf2E2
k
(t)
n˙c (t)
− ǫkgf
2E2
k
(t)
n˙c (t) +
i
~
Ek (t)
][
ck
dk
]
,
(10)
where ck and dk are subject to the initial condition
ck
(
0+
)
= u+k u
−
k − v+k v−k , dk
(
0+
)
= u+k v
−
k − v+k u−k .
(11)
In a quench experiment where the quench parameter
is changed from an initial to a final value very rapidly,
specifically in a time much shorter than any other char-
acteristic time scale of the system, one can apply the
so-called sudden approximation in which the state of the
system immediately after quenching at t = 0+ is assumed
to be same as that immediately before quenching, namely
aˆk(0
+) = aˆk(0
−) and nc(0
+) = nc(0
−) ≡ ni. The initial
condition in Eq. (11) is derived from this sudden approx-
imation, where u−k , v
−
k , and E
−
k (u
+
k , v
+
k , and E
+
k ) are the
same as Eqs. (4) and (5) except that gf and nc (t) are set
to their t = 0− (t = 0+) values or explicitly,
u−k
v−k
=
√
1
2
(
ǫk + gini
E−k
± 1
)
, (12)
where
E−k =
√
ǫk (ǫk + 2gini), (13)
and
u+k
v+k
=
√
1
2
(
ǫk + gfni
E+k
± 1
)
, (14)
where
E+k =
√
ǫk (ǫk + 2gfni). (15)
The condensate density nc(t) in Eq. (10) is to be ob-
tained self-consistently from total particle number con-
servation,
nc (t) = n−
[
nd (t) ≡ V −1
∑
k
nk (t)
]
, (16)
where nd(t) is the quasiparticle population or the con-
densate depletion and nk(t) = 〈aˆ†k(t)aˆk(t)〉 or
nk (t) = |uk (t) dk (t) + vk (t) ck (t)|2 , (17)
is the momentum distribution of quasiparticles (or non-
condensed particles). (Throughout, averages like 〈Aˆ〉 will
always be defined with respect to the pre-quench vac-
uum: 〈0−|Aˆ|0−〉.) From the time derivative of the num-
ber equation (16), it follows that
dnc (t)
dt
= −gfnc 1
V
∑
k 6=0
{
Dk − 2
~
Im [c∗kdk]
}
, (18)
where
Dk = 2
(
v˙k − ǫkgf n˙cuk
2E2k
)[
vk |ck|2 + uk Re (c∗kdk)
]
+ 2
(
u˙k − ǫkgf n˙cvk
2E2k
)[
uk |dk|2 + vk Re (d∗kck)
]
.
(19)
Finally, with the help of the time derivatives of Eqs. (4),
we arrive at
dnc (t)
dt
= 2
gfnc
~
1
V
∑
k 6=0
Im [c∗k (t) dk (t)] , (20)
which, together with Eq. (10), forms a closed set of equa-
tions. In what follows, we use Eqs. (10) and (20) to study
quenched dynamics.
4III. NONEQUILIBRIUM STATE AND ITS
PROPERTIES
We shall first show self-consistently that in the limit
t → ∞ Eqs. (10) and (20) support a steady-state char-
acterized by n˙c(t) ≈ 0 or nc(t) ≈ nsc, where a variable
with superscript s denotes the steady state value. The
proof will make an explicit use of dnc(t)/dt in Eq. (20),
illustrating that the theory we developed in the previous
section is indispensable to the nonequilibrium problem
under consideration. The proof begins with the assump-
tion that n˙c ≈ 0, which then leads, from Eq. (10), to
ck (t) ≈ csk exp
(
− i
~
Eskt
)
, dk (t) ≈ dsk exp
(
i
~
Eskt
)
,
(21)
where Esk is Eq. (5) when nc is replaced with n
s
c. To
check the self-consistency, we substitute these long time
ck(t) and dk(t) into Eq. (20), which results in
n˙c (t) ∝ 1
V
∑
k 6=0
Im [cs∗k d
s
k exp (i2E
s
kt/~)] . (22)
For a finite system, Esk belongs to a finite discrete set
and the sum will lead to a time evolution reminiscent of
the collapse and revival of Rabi oscillations. But, in the
thermodynamic limit where V →∞, Esk is continuous in
k and the discrete sum is transformed into an integral
n˙c (t) ∝
∫
k2
2π2
Im [cs∗k d
s
k exp (i2E
s
kt/~)] dk. (23)
This integral, due to destructive interference, vanishes in
the limit t→∞ for any well-behaved k2cs∗k dsk. Thus, we
conclude that a steady-state with n˙c ≈ 0 exists in the
thermodynamic limit.
Note that in this steady state, nk(t) displays persis-
tent oscillations in time with the momentum-dependent
frequency Esk/~, but this lack of decoherence is expected
within the collisionless Bogoliubov approximation (as is
the case in this study) where real “collisions” between
the Bogoliubov quasi-particles are absent. At long time,
nk(t) oscillates around its time-averaged value, which is
time-independent and represents the momentum distri-
bution of the nonequilbrium state of the Bose gas in the
limit where the quasiparticle interaction is vanishingly
small.
How might we characterize this nonequilibrium mo-
mentum distribution [time-averaged nk(t)], reached after
quench? For an isolated integral system, Rigol et al. [16],
motivated by a seminal experiment by Kinoshita et al.
[10], suggested that the steady state be described by the
generalized Gibbs ensemble, which maximizes the many-
body von-Neumann entropy, subject to constraints im-
posed by all integrals of motion, rather than described by
the standard thermal ensemble, which has only a handful
of integrals of motion, such as total energy, total parti-
cle number, etc. This conjecture is confirmed both nu-
merically [16] and analytically [17] for some correlation
functions in 1-D quantum systems [5].
The present model is different since it consists of two
parts: condensate and quasiparticles. As the two parts
interact with each other, the quasiparticle system is, by
itself, not closed, and quantities such as γˆ†
k
γˆk are time-
dependent. However, in the limit t → ∞, the γˆ†
k
γˆk
become (approximately) constants of motion, and the
quasiparticle system can be regarded as an integral sys-
tem where the degrees of freedom are equal in number to
the integrals of motion.
We now show analytically that the time average
of nk(t) at steady state follows exactly the general-
ized Gibbs ensemble described by the density opera-
tor ρˆG = Z
−1
G exp[−
∑
k
Eskγˆ
†
k
γˆk/(kBTk)], where ZG =
Tr exp[−∑
k
Ekγˆ
†
k
γˆk/(kBTk)] is the partition function
with kB the Boltzmann constant. In the Gibbs ensem-
ble, there corresponds to each mode k a temperature Tk,
determined by〈
γˆ†
k
γˆk
〉
=
〈
γˆ†
k
γˆk
〉
G
≡ Tr
(
γˆ†
k
γˆkρˆG
)
. (24)
This may be contrasted with the standard thermal en-
semble, which is described by a unique momentum-
independent temperature T . A straightforward applica-
tion of Eq. (3) yields a momentum distribution, nk(t) ≡
〈aˆ†
k
(t)aˆk(t)〉, in the form of
nk (t) =
(
u2k + v
2
k
) 〈
γˆ†
k
(t) γˆk (t)
〉
+ v2k
− ukvk
〈
γˆk (t) γˆ−k (t) + γˆ
†
−k (t) γˆ
†
k
(t)
〉
, (25)
on one hand, and a momentum distribution in the Gibbs
ensemble, nk(t)G ≡ 〈aˆ†k(t)aˆk(t)〉G, in the form of
nk (t)G =
(
u2k + v
2
k
) 〈
γˆ†
k
(t) γˆk (t)
〉
G
+ v2k, (26)
on the other hand. By virtue of the identity in Eq. (24),
the two distributions are the same apart from the sec-
ond line of Eq. (25). However, in the limit t → ∞, us-
ing Eq. (9) and ck(t) ≈ csk exp[−iEskt/~] and dk(t) ≈
dsk exp(iE
s
kt/~), one can find that this second line equals
2ukvkRe(c
s
kd
s
ke
−i2Eskt), which is a periodic function of
time and thus averages to zero. This concludes the
proof that the time average of nk(t) at steady state is
fitted exactly by the generalized Gibbs ensemble distri-
bution. We stress that this conclusion holds only within
the framework of the Bogoliubov theory with well-defined
low-energy quasiparticle modes.
An example of a generalized Gibbs ensemble distribu-
tion is displayed by the solid curve of Fig. 1(a), where
the momentum dependent temperature in Fig. 1(b) fixed
by condition (24) or explicitly
Tk 6=0 =
Esk
kB ln
(
1 + |dsk|−2
) . (27)
A look at Fig. 1(a) indicates that this nonequilibrium
distribution (solid curve) is different from the equilibrium
momentum distribution (dashed curve).
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FIG. 1. (Color online) (a) The oscillatory and solid curves
represent, respectively, the momentum distribution nk(t) and
its time average, evaluated long after the scattering length is
quenched from ai = 0.01n
−1/3 to af = 0.7n
−1/3 . The solid
curve also represents the generalized Gibbs ensemble. The
dashed cure is the equilibrium distribution for a system with
permanent scattering length af . The inset is the same plot,
but on a log scale. (b) The temperature Tk as a function of
the momentum, where Tk is computed using Eq. (27). As in
[1], for all curves (in this article), af is replaced with Eq. (43)
with χ = 1 so that the physics at unitarity, which is expected
to occur in a strongly interacting Bose gas, can be accounted
for qualitatively.
IV. ADIABATIC SOLUTION AND CONDITION
The adiabatic theorem, which we discuss in this sec-
tion, arises naturally from the time-dependence of the
Hamiltonian in Eq. (2). We begin by noticing that in the
limit where the n˙c-induced interaction is weak in compar-
ison to the quasiparticle energyEk(t), or |Uk(t)| ≪ Ek(t),
Eq. (10) supports a particularly simple solution that Yin
and Radzihovsky [1] discovered
ck (t) = ck
(
0+
)
exp [−iφk (t)] , (28a)
dk (t) = dk
(
0+
)
exp [+iφk (t)] , (28b)
where φk(t) =
∫ t
0 Ek(t
′)dt′/~ is the dynamical phase.
The momentum distribution within the validity of this
solution becomes
nk (t) = nk,1 (t) + nk,2 (t) , (29)
where
nk,1 (t) = ǫ
2
k
ǫk + [(gi + gf)ni + gfnc (t)]
2E−k E
+
k Ek (t)
+ ǫk
gfgininc (t)
E−k E
+
k Ek (t)
− 1
2
, (30)
and
nk,2 (t) =
ǫk (gf − gi) gfninc (t)
E−k E
+
k Ek (t)
sin2 φk (t) , (31)
which one can derive by inserting Eq. (28) into Eq. (17).
We comment that one can arrive at the same result
by first seeking a solution in which nc is treated as a
constant and then change nc from a constant to a time-
varying parameter nc(t) assuming that the system can
instantaneously follow the change in nc(t). For this rea-
son, we compare this simple solution to the adiabatic
solution. This analogy would have been exact (in the
usual sense of the adiabatic solution) had nc(t) been a
parameter fixed by a source external to the system.
In the work of [1], nc(t) is determined self-consistently
by combing Eq. (29) with the number equation (16) or
equivalently nc(t) can be integrated from (as we do here),
~
dnc (t)
dt
=
nc (t)
∫
dk
2π2 k
2Γ1,k sin [2φk (t)]
1 +
∫
dk
2π2 k
2 {Γ2,k + Γ3,k cos [2φk (t)]}
, (32)
which is obtained from Eq. (18) upon neglecting n˙c on
its right-hand side and where Γi,k (t) is given by
Γ1,k (t) = − (gf − gi)nigf ǫk
E−k E
+
k
, (33)
Γ2,k (t) = nc (t) g
2
f
ǫ2k [ǫk + (gi + gf )ni]
2E−k E
+
k E
3
k (t)
, (34)
Γ3,k (t) = − (gf − gi)nigf ǫ
2
k [ǫk + gfnc (t)]
2E−k E
+
k E
3
k (t)
. (35)
The n˙c-induced interaction (8) is nothing more than the
adiabatic term, which is expected to arise from the time-
dependent Hamiltonian (2). To illustrate the effect of
n˙c(t), we apply the first-order time-dependent perturba-
tion theory in which the term proportional to n˙c(t) is
treated as a small parameter. It is then straightforward
to show that the ratio between the n˙c-induced interac-
tion, |i~ǫkgf n˙c(t)|/2E2k(t), and the quasiparticle energy,
Ek(t),
ηk(t) ≡ ~ǫkgf |n˙c(t)|
2E3k(t)
, (36)
represents the first-order correction relative to the adi-
abatic solution (28) which we now treat as the zeroth
order solution in the perturbation theory.
ηk(t) in Eq. (36) can also be used as a nice figure
of merit measuring the adiabaticity of the system when
nc(t) changes with time. Figure 2(b) is a contour plot
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FIG. 2. (Color online) Both plots are for the same quench
as in Fig. 1. (a) The condensate density nc (t) as a function
of time. The solid curve is from Eqs. (10) and (20), where
the effect of n˙c is taken into full consideration. This may
be compared with the dashed curve produced from Eq. (32),
where the effect of n˙c is ignored. (b) A contour plot of the
adiabaticity parameter ηk (t) in Eq. (36) as a function of k
and t. The regions where ηk (t) is larger than one correspond
to where the adiabatic approximation fails, which can be seen
to occur most strongly in the small momentum and early time
regions.
of ηk(t) using nc(t) and n˙c(t) obtained from Eq. (32) as
the zeroth-order solution. The formation of a Bose con-
densate is due to the spontaneous breaking of a continu-
ous symmetry, which is always accompanied by a gapless
Goldstone mode. This explains why the adiabatic condi-
tion tends to break down for modes near the Goldstone
mode (k = 0), particularly during the early stage when
|n˙c(t)| is still appreciable. Thus, Eqs. (30) and (31) fail to
describe the momentum distribution at small momenta.
Note that nc(t) is a collective variable, whose value de-
pends on the histories of all modes of momenta, be they
small or large. As a result, as illustrated in Fig. 2(a),
nc(t) integrated from Eq. (32), which uses Eqs. (30) and
(31) as the small momentum distribution, is noticeably
different from nc(t) integrated exactly.
We conclude this section by stressing that nonadia-
baticity is of particular importance to the nonequilib-
rium dynamics we explore in this work. First, we work
with quantum gases consisting of bosons in BEC where,
as just discussed, the instantaneous state defined by the
condensate density at time t supports an excitation spec-
trum which is always gapless at the Goldstone mode. In
contrast to adiabatic processes involving gapped phases,
where the adiabatic condition may hold when the Hamil-
tonian changes at a sufficiently slow rate, here the adi-
abatic condition breaks down throughout the process at
the Goldstone mode, irrespective of how slowly the con-
densate density changes with time. Second, we are in-
terested in the nonequilibrium dynamics of a Bose gas
following a relatively strong interaction quench. The fact
that the stronger the quench, the larger the rate of change
in the condensate density n˙c (t) makes it far more difficult
for a strong quench to maintain the adiabatic condition
(36) than a weak quench. This is the reason that for a
strong quench, this nonadiabaticity can have a relatively
large effect on measurable quantities such as the conden-
sate density and Tan’s contact, as we illustrate in the rest
of the paper.
V. CONDENSATE POPULATION DYNAMICS
In this section, we examine more carefully the conden-
sate population dynamics nc(t) and the role that the n˙-
induced interaction plays in changing nc(t). For simplic-
ity, we consider the special case, where the quench starts
from a BEC in the non-interacting limit, e.g., gi = 0 and
ni = n, and use it as an example to illustrate the gen-
eral features of nc(t) associated with any weak-to-strong
quench.
First, we seek to quantify nc(t) over a time much
shorter than the characteristic relaxation time ~/gfn, be-
yond which the condensate undergoes a significant deple-
tion. We note, in passing, that the short-time behavior
of the condensate fraction and other higher-order corre-
lation functions in quenched Bose gases have been the
focus of several recent studies [44, 45, 48–50].
As a first attempt, we follow the usual time-dependent
perturbation theory: we fix nc(t) in Eqs. (10) to its initial
value n and propagate Eqs. (10) in time. A solution thus
derived will have a momentum distribution nk(t) that
is nothing more than Eqs. (30) and (31) in which nc(t)
is replaced with n. A simple calculation shows that in
such a distribution, nd,1(t) ≡ V −1
∑
k
nk,1(t) vanishes so
that the condensate depletion becomes nd(t) = nd,2(t) ≡
V −1
∑
k
nk,2ft(t) or equivalently
nd = g
2
fn
2
∫
k2dk
2π2
sin2
[√
ǫk (ǫk + 2gfn)t/~
]
ǫk (ǫk + 2gfn)
, (37)
which can be changed into an integral with respect to
x ≡ k/
√
~t/2m
n¯d =
√
t¯
32π2 (nξ3)
∫ ∞
0
dx
sin2
√
x2 (x2 + t¯)
x2 + t¯
, (38)
where n¯d = nd/n is a normalized condensate depletion,
t¯ = t/ (~/2gfn) is the scaled time, and ξ = ~/
√
4mgfn is
the condensate healing length. In the short-time regime,
we find that correct up to order t3/2, n¯c ≡ nc/n changes
with time according to
n¯c (t) ≈ 1 +
[
n¯d ≡ b0
(
t¯1/2 − t¯
3/2
3
)]
, (39)
where
b0 = −
(
nξ3
)−1
24π3/2
= −4
(
afn
1/3
)3/2
. (40)
Figure 3 compares Eq. (39) (dotted green line) with the
adiabatic nc(t) (solid blue line) and the exact nc(t) (solid
7FIG. 3. (Color online) A comparison of the short-time nc(t)
obtained by various methods after a non-interacting BEC is
quenched to an interacting one in which atoms interact with
an s-wave scattering length (a) af = 0.3n
−1/3 and (b) af =
0.7n−1/3. The solid black line represents the exact nc(t), the
solid blue line the adiabatic nc(t), the dotted green line the
simple perturbation series (39), and finally the dotted red line
the self-consistent perturbative series (41). In (a), the quench
is shallow enough that all the lines are virtually on top of each
other.
black line). [As a reminder, we reiterate that the adia-
batic nc(t) is integrated from Eq. (32) where the n˙c(t)-
induced interaction is ignored while the exact nc(t) is
integrated from Eq. (20) together with Eqs. (10) where
the n˙c(t)-induced interaction is taken into full consider-
ation.] For a relatively shallow quench in Fig. 3(a) with
af = 0.3n
1/3, up to (at least) t¯ = 0.2, the simple expan-
sion (39) agrees nicely with the two nc(t) curves, which
themselves agree so well that they are virtually on top of
each other. This is to be contrasted to a relatively deep
quench in Fig. 3(b) with af = 0.7n
1/3, where the simple
expansion (dotted blue line), except within a very short
period of time in the order of t¯ =10−2, differs from others
in a quite significant way.
This difference is of no surprise for the following rea-
son. The simple expansion is integrated from Eqs. (10)
where nc(t) (on their right hand side) is assumed to be
always fixed to its initial value n. This assumption thus
quickly breaks down in a deep quench where nc(t) quickly
departs from its initial value n. An improved solution
requires nc(t) in Eqs. (10) to be able to adjust itself in
time. Motivated by this consideration, we develop a self-
consistent perturbation theory and use it to derive from
the adiabatic nc(t) a perturbative series
n¯c (t) ≈ 1 + b0t¯1/2 + b1t¯+ b2t¯3/2, (41)
where b0 has already been defined in Eq. (40), and
b1 = b
2
0
(
1 +
√
π
8
b0
)
, (42a)
b2 = −b0
3
+ b30
(
1 +
11
√
π
32
b0 +
π
32
b20
)
. (42b)
The detailed steps leading to Eq. (41) can be found in
the Appendix.
For a relatively shallow quench where b0 is much less
than 1, the terms linear in b0 dominate, and thus, as ex-
pected, Eq. (41) reduces to the simple expansion in Eq.
(39). In contrast, for a relatively deep quench where b0
is no longer a small parameter, the higher-order terms of
b0 become important. It is the presence of these higher-
order terms that allows Eq. (41) [the dotted red line in
Fig. 3(b)] to agree, under a strong quench, with the adia-
batic nc (t) (solid blue line) at a much larger time domain
than Eq. (39) (dotted green line).
We now turn our attention to the exact nc(t) which
includes the effect of the n˙c-induced interaction. The
interaction in Eq. (8) is a time-dependent transient func-
tion and is imaginary, introduced to account for the
lack of adiabaticity. It serves to damp the initial pop-
ulation buildup in momentum modes, particularly those
with small momenta where the adiabatic condition (36)
is more prone to breaking down. This explains why the
exact nc(t) (solid black line) always lags behind and de-
pletes less deeply than the adiabatic nc (t) (solid blue
line).
This observation leads to a very interesting question.
The work of [1] predicts that for a sufficiently deep
quench, eventually nc(t) goes to zero, indicating a phase
transition from a BEC state to a non-BEC state. Since
this prediction is derived from the adiabatic nct(t), will
it survive when the n˙c-induced interaction is included?
Before answering this question, we comment on the
second component of the generalized Bogoliubov the-
ory of Yin and Radzihovsky [1], in which the scattering
length af is replaced by the density-dependent scattering
amplitude
af → af/
√
1 +
(
χ−1n1/3af
)2
, (43)
where χ is a constant fixed to 1 in their work. While
ad hoc, this single function with a single free parameter
χ allows one to capture some qualitative aspects of the
physics close to unitarity, where the scattering amplitude
is expected to follow the n−1/3 universal scaling law.
The BEC to non-BEC phase transition is based on the
observation that for a sufficiently deep quench close to
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FIG. 4. The time evolution of the exact nc(t) when af =
1.175n−1/3 , given by Eq. (44) (dotted line) and the time evo-
lution of the exact nc(t) at unitarity af → ∞ (solid line).
In both cases, the quench starts from a BEC in the non-
interacting limit.
resonance, the condensate is so deeply depleted that the
adiabatic nc(t) starts to touch zero. In fact, for a quench
that starts from a non-interacting BEC, we find, from
atom number conservation (16) along with Eq. (43) with
χ = 1, that the adiabatic nc(t) approaches a steady state
with vanishing nsc when
af =
√
1
(8/3
√
π)
4/3 − 1
n−1/3 ≈ 1.175n−1/3, (44)
beyond which Eq. (16) at steady state does not support
any positive roots of nsc. Instead of depleting to zero, the
exact nc(t) at af ≈ 1.175n−1/3, as shown by the dotted
curve in Fig. 4, approaches a steady state with a finite
condensate population, a scenario that continues to hold
true at unitarity where af → ∞ as illustrated by the
solid curve in Fig. 4.
The exact nc(t) thus does not vanish within the gener-
alized Bogoliubov theory. This can easily be interpreted
as a consequence of the adiabatic theorem. The adiabatic
term or the n˙c-induced interaction is proportional to n˙c,
which acts like a “velocity” dependent friction force. This
means that the deeper the quench, the faster nc changes,
and the more quickly nc(t) slows down. It is precisely
this mechanism that prevents the exact nc(t) from being
completely depleted even at unitarity.
VI. QUASIPARTICLE DISTRIBUTION AT
HIGH MOMENTA AND TAN’S CONTACT
The physics at high momenta is closely connected with
the physics at short length scales, which depends on the
two-body wave function φ(r), where r is the relative co-
ordinate [not to be confused with r in the many-body
Hamiltonian (1), which represents particle position]. For
two particles interacting via a potential having a range
r0 shorter than any other length scales, φ(r) obeys the
Bethe-Peierls boundary condition (rφ)′/(rφ) = −a−1
or equivalently diverges as φ(r) ∝ r−1 − a−1 in the
limit r → 0, where a is the s-wave scattering length.
The search for many-body implications of this two-body
physics led Tan [51–53] to discover, in two-component
Fermi gases with zero-range interaction, several univer-
sal relations that link macroscopic quantities, such as the
total energy, to a microscopic quantity that Tan named
“contact,” which he defined as the amplitude of the high-
momentum tail of the fermion momentum distribution.
Tan’s relations hold irrespective of whether particles
are fermions or bosons and whether they are in equi-
librium or nonequilibrium states. We can thus use our
interacting Bose gas as the playground to explore the
dynamics of Tan’s contact. We expand the adiabatic dis-
tribution in Eqs. (30) and (31) at large momenta and
find that quasiparticles distribute at large momenta in
the manner of
n>k (t) =
Ck (t)
k4
, (45)
where Ck(t), which is extrapolated from the asymptotic
dependence of nk(t) at large momenta, changes with time
via nc(t) according to
Ck (t) =
(m
~2
)2
[gf (ni − nc (t))− gini]2
+ 4
(m
~2
)2
(gf − gi) gfninc (t) sin2 φk (t) . (46)
A salient feature of n>k (t) in Eq. (45) is that Ck(t) in
Eq. (46) encapsulates the dynamics of n>k (t) in all stages.
Figure 5 displays a typical time evolution of Ck(t) at
a fixed high momentum. It shows that Ck(t) develops
rapid oscillations that are modulated by a slowly-varying
envelop, with upper bound
Cmax (t) =
(m
~2
)2
[(gf − gi)ni + gfnc (t)]2 (47)
and lower bound
Cmin (t) =
(m
~2
)2
[gf (ni − nc (t))− gini]2 , (48)
both of which are independent of the momentum. The
frequency of these oscillations is essentially that of a free
particle ǫk/(2π~).
As can be seen, immediately following the quench the
two envelops scale with time quite differently, with the
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FIG. 5. (Color online) The time evolution of Ck(t) in Eq. (46)
at a relatively large momentum after a non-interacting BEC
is quenched to an interacting one. In the particular example
considered here, k = 14kF and af = 1.0n
−1/3. This plot
represents Ck(t) in Eq. (46) instead of k
4nk(t), where nk(t)
is given by Eq. (16), as there exist not much visible difference
between the two calculations within the scale of the plot.
upper one changing far more rapidly than the lower one.
The contact dynamics at short times is a reflection of
the short-time behavior of nc(t), which was the focus of
the previous section. To gain some insight, we use the
short-time perturbative series Eq. (41) and construct a
similar expansion for Cmax(t) and Cmin(t). For simplicity,
we only display the expansions through leading order in
time,
Cmax (t) ≈ 64π2a2fn2
[
1− 3
√
211
3
√
π
(
afn
1/3
)2√
ωF t
]
,
(49)
and
Cmin (t) ≈ 64π2a2fn2 3
√
216
9π
(
afn
1/3
)4
ωF t. (50)
These results clearly show that Cmax and Cmin follow
different scaling laws with respect to t (and also afn
1/3);
in contrast to the former, which scales with the square
root of time,
√
t, the latter scales linearly with time, t.
As expected, close to unitarity, where the interparti-
cle distance, n−1/3, remains the only physically relevant
length scale, Eqs. (49) and (50) approach
Cmax (t) ≈ 64π2n4/3χ2
(
1− 3
√
211
3
√
π
χ2
√
ωF t
)
, (51)
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FIG. 6. (Color online) The contact C as a function of af
for the adiabatic nsc [lower (red) points] and for the exact n
s
c
[upper (black) points].
and
Cmin (t) ≈ 64π2n4/3 3
√
216
9π
χ6ωF t, (52)
which are functions of the interparticle distance n−1/3,
independent of the details of the short-range interaction.
Having shed some light on the short-time contact dy-
namics, we now look at the long time behavior of the con-
tact. At long times when the system reaches its steady
state, nc(t) → nsc, we can easily deduce from the time
average of Eq. (46) that
C =
(m
~2
)2 [
(gf − gi)2 n2i + g2fns2c
]
, (53)
which one may regard as the contact of a nonequilibirum
state of a Bose gas in the limit where the quasiparti-
cle interaction is vanishingly small. In the absence of
a quench, by setting gi = gf = g ≡ 4π~2a/m and
nc = ni ≡ n, we recover from Eq. (53), the equilibrium
contact, C = (m
~2
)2g2n2 = 16π2a2n2, a result expected
from Bogoliubov theory [55].
It is important to point out that the contact in Eq.
(53) becomes the true contact only when the exact nsc is
used. A comparison between the contact when using the
adiabatic nsc and that when using the exact n
s
c is given
in Fig. 6. Again, due to the slowdown caused by the lack
of adiabaticity, the contact based on the exact nsc (upper
points) is higher than the one based on the adiabatic nsc
(lower points), and the difference increases as the level of
the quench increases.
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VII. CONCLUSION
In summary, using a self-consistent extension of a Bo-
goliubov theory [1] in which the condensate number den-
sity nc is treated as a time-dependent mean field, we
constructed a closed set of equations that highlight the
role of n˙c, which is to induce an (imaginary) effective
interaction between quasiparticles. We have used this
set of equations to explore the nonequilibrium dynamics
of a Bose gas that has undergone a deep quench to a
large scattering length. We have shown analytically that
the system can reach a steady state in which the time-
averaged momentum distribution is described exactly by
the generalized Gibbs ensemble. We studied the adia-
batic solution and the conditions upon which the adia-
batic solution holds. We discussed how the n˙c-induced
interaction, which cannot be ignored on the grounds of
the adiabatic approximation for modes near the gapless
Goldstone mode, can affect condensate populations and
Tan’s contact.
In the course of our study, we constructed a self-
consistent perturbation theory and used it to quantify
the adiabatic nc(t) at short times. We found that while
the adiabatic nc(t) agrees with the exact nc(t) for shallow
quenches, the exact nc(t) depletes far less than the adia-
batic nc(t) for deep quenches; we found that even when
the Bose gas is quenched to unitarity, the exact nc(t) ap-
proaches a steady state with a finite condensate fraction.
We traced this to the initial suppression of the popula-
tion buildup in the modes close to the Goldstone mode,
where the adiabatic condition becomes increasingly dif-
ficult to maintain as the level of quench increases. We
also used the self-consistent perturbation series to quan-
tify contact dynamics at short times, finding that the
contact oscillates between two bounds that follow differ-
ent time scaling laws. Finally, we studied the contact of
the nonequilibrium state and found it to be higher in the
presence than in the absence of the n˙c-induced interac-
tion.
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Appendix A
In this appendix, we detail the steps taken to extract
from Eqs. (16), (30) and (31) an analytical series that
accurately approximate nc(t) for t ≪ ~/gfn when the
Bose gas is quenched from a non-interacting BEC state
(gi = 0 and ni = n). While focusing on this limiting case,
this appendix also serves to illustrate the main ingredi-
ents and the generality of the self-consistent perturbation
theory which we develop.
We begin with nd,1 =
1
V
∑
k
nk,1(t), which, when Eq.
(30) is used for nk,1(t), becomes
nd,1 =
∫ ∞
0
k2dk
4π2
[
ǫk + gf (n+ nc)√
ǫk + 2gfn
√
ǫk + 2gfnc
− 1
]
.
(A1)
Note that in the self-consistent perturbation theory, the
condensate density, nc(t), is an unknown function of time
to be determined, but for notational simplicity we will
suppress the time dependence unless confusion is likely
to occur. Introducing the relevant healing lengths,
ξ =
~√
4mgfn
, ξc =
~√
4mgfnc
, (A2)
we rewrite Eq. (A1) into
nd,1 =
1
4π2
∫ ∞
0
{
k2 + 12
(
ξ−2 + ξ−2c
)
√
k2 + ξ−2
√
k2 + ξ−2c
− 1
}
k2dk.
(A3)
During the time regime of interest, the condensate is not
significantly depleted. This allows us to treat
r =
(
ξ−2 − ξ−2c
)
/ξ−2 = 1− n¯c, (A4)
where n¯c = nc/n is the condensate fraction, as a small
perturbation parameter. Through third order in r (which
is sufficient for a solution valid up to order t3/2), Eq. (A3)
becomes
nd,1 ≈ 1
25π2
∫ ∞
0
[
r2
(1 + ξ2k2)
2 +
r3
(1 + ξ2k2)
3
]
k2dk,
(A5)
from which we arrive at
nd,1 ≈ ξ
−3
27π
[
(1− n¯c)2 + (1− n¯c)
3
4
]
, (A6)
where we have replaced r with Eq. (A4).
We now turn our attention to nd,2 =
1
V
∑
k
nk,2(t),
which, when nk,2(t) is substituted with Eq. (31), becomes
nd,2 =
∫
k2dk
2π2
g2fnnc sin
2 φk (t)
ǫk
√
ǫk + 2gfn
√
ǫk + 2gfnc
, (A7)
where φk(t) =
∫ t
0
dt′
~
√
ǫk(ǫk + 2gfnc(t′)). The time in-
tegration in φk(t), unfortunately, cannot be carried out
explicitly since we don’t know how nc(t) changes with
time. Instead, we approximate φk(t) as∫ t
0
dt′
~
√
ǫk (ǫk + 2gfnc (t′)) ≈ t
~
√
ǫk (ǫk + 2gfnc (t)),
(A8)
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and will discuss its validity at the end of this appendix.
To proceed, we make the change of variables from k to
x = k
√
~t/(2m) and convert Eq. (A7) into
nd,2 =
ξ−3n¯c
√
t¯
23π2
×
(
I =
∫ ∞
0
dx
sin2
√
x2 (x2 + t¯n¯c)√
x2 + t¯
√
x2 + t¯n¯c
)
,
(A9)
where t¯ = t/(~/2gfn) is the time relative to the char-
acteristic relaxation time. An explicit evaluation shows
that the integral in Eq. (A9) can be approximated as
I ≈
√
π
2
+
√
π
6
t¯n¯c −
√
π
3
t¯, (A10)
up to the first order in t¯, which is all we need in order to
yield an expansion of nc(t) up to t
3/2. Combining Eqs.
(A6), (A9) and (A10), we find n¯c = 1 − (nd,1 + nd,2)/n
or
n¯c ≈ 1− 1
27π (nξ3)
[
(1− n¯c)2 + (1− n¯c)
3
4
]
+
n¯c
23π3/2 (nξ3)
[
t¯1/2
2
− 1
3
t¯3/2 +
n¯c
6
t¯3/2
]
. (A11)
If we fix n¯c on the right-hand side of Eq. (A11) to 1, we
recover the simple perturbative result (39) in the main
text. In the self-consistent time-dependent perturbation
theory we are developing here, we assume that n¯c(t) in
Eq. (A11) is well approximated by the perturbation ex-
pansion
n¯c (t) ≈ 1 + b0t¯1/2 + b1t¯+ b2t¯3/2, (A12)
where b0, b1, and b2 are coefficients to be determined self
consistently. Inserting Eq. (A12) into both sides of Eq.
(A11) and expanding the right-hand side up to t3/2, we
have
1 + b0t¯
1/2 + b1t¯+ b2t¯
3/2
≈ 1−
(
nξ3
)−1
27π
[(
b20t¯+ 2b0b1t¯
3/2
)
− 1
4
b30t¯
3/2
]
−
(
nξ3
)−1
23π3/2
[(
t¯1/2 + b0t¯+ b1t¯
3/2
)
2
− t¯
3/2
3
+
t¯3/2
6
]
,
(A13)
from which we find, by matching the coefficients,
b0 = −
(
nξ3
)−1
24π3/2
, (A14)
b1 =
− (nξ3)−1
23π
(
b20
16
+
b0
2
√
π
)
, (A15)
b2 =
− (nξ3)−1
23π
[
b0
16
(
2b1 − b
2
0
4
)
+
b1
2
√
π
− 1
6
√
π
]
.
(A16)
These results may then be simplified to give Eqs. (40)
and (42).
The perturbative solution (A12) made use of the ap-
proximation in Eq. (A8). This assumption, however, does
not affect the solution (A12) up to first order in t. To
derive the first-order solution, it suffices to replace nc(t
′)
and nc(t) in Eq. (A8) with a constant n, and under such
a circumstance Eq. (A8) becomes an equality rather than
an approximation and thus will not have any effect on the
validity of the ensuing derivations. This is no longer the
case for perturbative expansions beyond first order where
nc(t) in Eq. (A8) changes with time. Nevertheless, Eq.
(A8) remains a good approximation for modes with ki-
netic energies higher than 2gfnc(t). This may partially
explain why the solution (A12) agrees with the short-
time adiabatic nc(t) remarkably well (see Fig. 3) in spite
of the approximation we made in Eq. (A8).
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