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ДКОВИХ ЯВИЩ 
 
У статті розглянуто опис випадкового процесу в контексті його застосування для моделювання 
реальних випадкових явищ. Особливу увагу приділено комплексу умов і питання його зв'язку з по-
няттям регулярності. Висвітлено ключові недоліки у застосуванні формального поняття випадко-
вого процесу для реальних задач обробки даних. 
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ПОСТРОЕНИЕ МАТЕМАТИЧЕСКОЙ МОДЕЛИ СЛУЧАЙНЫХ ПРОЦЕССОВ РЕАЛЬ-
НЫХ СЛУЧАЙНЫХ ЯВЛЕНИЙ 
 
В статье рассмотрено описание случайного процесса в контексте его применения для моделирова-
ния реальных случайных явлений. Особое внимание уделено комплексу условий и вопросу его связи с 
понятием регулярности. Освещены ключевые недостатки в применении формального понятия слу-
чайного процесса для реальных задач обработки данных. 
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CONSTRUCTION OF MATHEMATICAL MODELS FOR REAL RANDOM PHENOMENA 
BASED ON RANDOM PROCESSES 
 
Article contains description of random process in context of applying to models of real world processes. 
Especial attention is spared on condition`s complex and its connection to regularity. The key limitations in 
formal definition of random process usage for real data analysis problem are highlighted. 





Області застосування випадкових процесів 
досить великі. До їх числа можна віднести вироб-
ничі процеси, що супроводжуються випадковими 
флуктуаціями, також процеси, що зустрічаються в 
геофізиці (напр., варіації земного магнітного поля, 
морське хвилювання, чи мікросейсми, - високоча-
стотні безладні коливання рівня земної поверхні), 
біофізиці (напр., зміни біоелектричних потенціалів 
мозку, що реєструються на електроенцефалограмі) 
і економіці (напр. зміна цін з часом). 
Математична теорія випадкових процесів ро-
зглядає миттєвий стан системи, про яку йде мова, 
як точку деякого фазового простору (простору 
становищ) R; при цьому випадковий процес пред-
ставляється функцією (t) часу t із значеннями з R. 
Передбачається, що стан процесу в поточний 
момент часу t∈R1 є векторна або скалярна випад-
кова величина ξ(t,ω). Простір елементарних подій 
(випадків) Ω передбачається вимірюваним, тобто 
на ньому визначена σ-алгебра його підмножин ℱ. 
Крім того, передбачається, що на вимірюваному 
просторі {Ω,ℱ} задана імовірнісна міра Р, тобто 
для будь-якої множини A∈ℱ визначена його ймо-
вірність Р{А}. Тим самим, задано ймовірнісний 
простір {Ω,ℱ,Р}, і поняття випадкового процесу 
визначається наступним чином: Випадковий про-
цес є сімейство (дійсних або комплексних) випад-
кових величин {ξ(t,ω),t∈Т}, визначених на {Ω,ℱ,Р}, 
де множина параметрів TR1 [1]. 
 
ІІ. ВИЗНАЧЕННЯ ВИПАДКОВОГО 
ПРОЦЕСУ 
 
Наведене визначення потребує певних уточ-
нень. Для багатьох цілей корисно вважати, що об-
ласті значень випадкових елементів, над якими 
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описаний випадковий процес, загалом різні. Тоді у 
випадку нестаціонарних процесів можна буде ви-
являти відрізки часу де множина Ω та міра Р змі-
нюються. Будемо вважати заданим сімейство ви-
мірних просторів (St,Bt),t∈ T. Тоді сімейство 
ξ={ξ(t),t∈T} можна розглядати як функцію 
X=X(t,ω) яка визначена на T⨉Ω, що приймає при 
кожному t∈T значення з St і яка є ℱ|Bt-
вимірюваним відображенням X(t,ω):Ω→St. 
Уточнену таким чином функцію X=X(t,ω) 
прийнято називати випадковою функцією асоційо-
ваною з вимірюваними просторами (Ω,ℱ) і (St, Bt). 
Елементарний приклад випадкової функції 
X={x(t),t∈T} що приймає при кожному t∈T дійсні 
значення, отримаємо, поклавши X(t,ω)=ξ(ω)f(t), де 
ξ дійсна випадкова величина, задана на деякому 
векторному просторі (Ω,ℱ,P), а детермінована фу-
нкція f:T→R. Доведено, що ряд, складений з тако-
го роду функцій, може бути використаний для 
опису броунівського руху. 
Однак таке суто математичне визначення не 
дає уявлення про змістовну сторону фізичного 
процесу. Ймовірнісний простір в реальних випад-
ках найчастіше не має точного формального пред-
ставлення. Так наприклад множина Ω може мати: 
- скінченна множина елементів 
Ω={ω1,...,ωn}; 
- зліченна множина елементів 
Ω={ω1,...,ωn,...}; 
- незліченна множина елементів 
Ω={ωα1,...ωαk,...}, {α1,...,αk,...}=R. 
Якщо множина Ω скінченна, то залежність ξ 
від цієї множини елементарних подій може носити 
невідому форму залежності, навіть при невеликій 
кількості елементів в Ω. При цьому в незалежності 
від складності можна побудувати якусь наближену 
апроксимацію цієї залежності [2]. У випадку коли 
ξ залежить від зліченої або незліченної множини 
елементарних випадкових подій, а як правило, ре-
альні випадкові процеси такими і є, знаходження 
залежності має алгоритмічно нерозв'язний харак-
тер. 
Для випадку нестаціонарних процесів також 
важливо не тільки сама множина Ω, але і те як во-
на змінюється в часі залежно від комплексу умов 
G, який описує умови проведення експерименту 
або запису сигналу. У тих випадках, коли ком-
плекс умов можна описати предикатом нечіткої та 
багатозначної логіки Ф(xi1,...,xin,...,aj1,...,ajk,...), де 
{xi1,...,xin,...} - множина всіх властивостей елемен-
тарних випадкових подій виділеної підмножини, а 
{aj1,...,ajk,...} - множина параметрів, з певним сту-
пенем наближення безліч Ω потенційно може бути 
описано. 
По суті випадковий процес (випадкова функ-
ція) виникає і розвивається на основі деякої зако-
номірності, яка виникає в імовірнісному просторі в 
результаті взаємодії і еволюційного розвитку в 
часі деякої множини (потенційно нескінченної) 
випадкових величин що сформувалися в предмет-
ній області як стохастичні самоорганізовані, стру-
ктурно самовдосконалювана нелінійна динамічна 
система, фазовий портрет якої як в ретроспективі 
так і перспективі визначає закони розвитку пред-
метної області відповідно до її особливостей. 
 
ІІІ. КОМПЛЕКС УМОВ 
 
В основі стохастичних властивостей предме-
тних областей знаходиться цілий ряд понять, по-
чинаючи з базових і закінчуючи поняттями макси-
мального рівня складності. Базовим поняттям є 
випадковість. Наступним рівнем за складністю є 
елементарне випадкова подія. При цьому здавало-
ся б виконується невеликий крок між цими понят-
тями, проте сформулювати як саме пов’язані випа-
дковість як абстрактне поняття, та випадковою 
подією, що фактично є матеріальним проявом ви-
падковості - складна задача. Прийнято вважати, 
що кожна випадкова подія є результатом випробу-
вання проведеного шляхом реалізації комплексу 
умов G [3]. При цьому передбачається, що ком-
плекс умов G задовольняє наступним умовам: 
1) Комплекс умов може бути реалізований 
будь-яку кількість разів; 
2) Будь яка реалізація комплексу умов G в не-
значній мірі відрізняється від будь-якої іншої його 
реалізації. При кожній реалізації комплексу його 
вплив на наступ будь-якої елементарної події но-
сить настільки незначний характер, що її величина 
залишається практично незмінною, це стосується 
виняткових подій A1,...,An,... визначених як підм-
ножини повної множини елементарних подій Ω. 
Сенс впливу полягає в тому, що комплекс умов 
змінюється настільки незначно, що ймовірність 
елементарних випадкових подій при цьому зміню-
ється також в незначній мірі. Розглянемо випадок, 
коли множина елементарних подій Ω скінченна 







iP  . У той же час у відпо-
відності зі статистичним підходом для кожної ωi 
має місце певна ступінь нестійкості. Приклади 
стійкості та нестійкості імовірності представлені 
на рисунку 1. 
3) Кожна послідовність реалізацій G утворює 
статистично незалежну послідовність при будь-
якій кількості випробувань; 
4) Результатом реалізації комплексу умов G є 
результат випробування ωi, який прийнято назива-
ти елементарною випадковою подією; 
5) Імовірність настання ωi практично не за-
лежить від послідовності реалізації G; 
6) У відповідності з теорією описаною в [4] 
статистичний метод, заснований на стійкості час-
тот, не може повністю відображати поняття випа-
дковості, а, отже, комплекс умов G не забезпечує 
стійкість частот послідовності елементарних випа-
дкових подій ω1,...,ωn,... які мають великий обсяг 
послідовності; 




7) Якщо ω1,...,ωn,... послідовність елементар-
них випадкових подій, то розглядаючи їх як яви-
ща, ми повинні мати можливість спостерігати та 
перевіряти чи володіють вони властивістю регуля-
рності. Згідно Колмогорова [5] регулярність по-
винна дозволяти нам точно передбачати результат 
такого явища. Не ясно, про яку точність взагалі 
кажучи йдеться. Певно, регулярність за Колмого-
ровим повинна проявлятися в існуванні комплексу 
G, який за властивостями його проявів повинен 
бути еквівалентний властивостям регулярності; 
8) У теж час між регулярністю і комплексом 
умов існує значна різниця. Комплекс умов G зво-
диться по суті до того, що G може бути представ-
лений деяким предикатом, який включає елементи 
випадковості або більш точно це означає, що деякі 
властивості предиката можуть з'являтися або зни-
кати в ньому випадково. Такого роду властивості 
не повинні істотно впливати на його істинність або 
хибність. Властивості, що порушують закономір-
ності прояву істинності повинні виявлятися з спа-
дною частотою їх прояву. Це властивість повинна 
мати або постійний характер збігання у всіх варіа-
нтах прояву G або для різних G прояв процесу убу-
вання частоти порушення істинності може носити 
різноманітний характер, тобто стабільність може 
бути відсутня. 
9) У разі відсутності стабільності в стійкості 
частоти настання елементарних випадкових подій 
не буде задовольняти стохастичній незалежності. 
ωi елементарна випадкова подія - результат випро-
бування шляхом перевірки виконуваності компле-
ксу умов G може бути причиною появи в послідо-
вності випадкових подій A={ω1,...,ωn,...} підпослі-
довності {ωj1,...,ωjk}⊆A такої, що для будь-якої па-
ри jl і jk∈{j1,...,jn} відмінності між ωjl і ωjk, будуть 
дуже незначними або несуттєвими щодо ймовірні-
сної міри Р. По суті це означає, що ці події будуть 
залежними. Тобто для кожної пари з множини 
{ωj1,...,ωjk} буде мати місце стохастична залеж-
ність. Наявність цієї залежності, насамперед, може 
бути обумовлено тим, що комплекс умов на цьому 
елементарній випадковій події володіє певним 
ступенем відхилення від істинності, і можна гово-




Рисунок 1. Приклад зміни оцінки ймовірності настання події ω, у разі статистичної А - нестійко-
сті і В - стійкості ймовірності із зростанням числа випробувань. Вертикальна вісь - ймовірність, гори-
зонтальна - число випробувань. 
 
 
Як уже згадувалося вище, комплекс умов G 
може бути описаний за допомогою понять теорії 
числення предикатів на множині всіх випадкових 
подій у термінах їх властивостей. На всіх елемен-
тарних випадкових подіях предикат повинен бути 
істинним, або відхилення від істинності має бути 
обумовлено незначною множиною властивостей 
випадкових подій, які потенційно не роблять істо-








при конкретних значеннях індивідуальних змінних 
{xi1,...,xin,...} конкретної елементарної події прий-
має значення істина. 
Слід звернути увагу на той факт, що індиві-
дуальні змінні предиката мають різну ступінь важ-
ливості щодо істинності. Без істотного впливу на 
побудову множини елементарних випадкових по-
дій може існувати дуже значну кількість властиво-
стей. Однак якщо функціонал залежить від нескін-
ченної множини властивостей або кінцевої, але 
досить великої потужності вибір істотних індиві-
дуальних параметрів може бути алгоритмічно не-
розв'язною проблемою. 
Повний аналіз поняття комплексу умов, при 
здійсненності якого згідно з твердженням Гнеден-
ко [3], носить фундаментальний характер не тільки 
в теорії ймовірностей, математичної статистики, 
але і у всьому різноманітті випадкових процесів, 
випадкових функцій, теорії інформації, обробки 
сигналів. Окремий клас утворюють проблеми по-
будови формальної теорії стохастичних предмет-
них областей як самоорганізованих нелінійних 
динамічних систем, в загальній теорії систем, при 
моделюванні випадкових явищ будь-якого рівня 
складності. 
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IV. СТРУКТУРА ВИПАДКОВОГО ПРОЦЕСУ 
 
Зазвичай вважається, що область значень ви-
падкового процесу R - векторний простір, причому 
найбільш вивченим (і в той же час найбільш важ-
ливим з точки зору додатків) є ще більш вузький 
випадок, коли точки R задаються одним або декі-
лькома числовими параметрами (узагальненими 
координатами системи), тобто випадковий процес 
розглядається як числова функція часу ξ(t), що в 
залежності від випадку приймає різні значення, 
тобто допускає різні реалізації ξ(t) (одномірна), 
або як подібна векторна функція ξ(t)={ξ1(t),...,ξk(t)} 
(багатовимірна, або векторна). Вивчення багато-
вимірних випадкових процесів, з точки зору теорії, 
можна звести до вивчення одномірних випадкових 
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де a=(a1,...,ak) - довільний k-мірний вектор; 
тому центральне місце в теорії випадкових проце-
сів займає дослідження одновимірних процесів 
ξ(t)[6]. 
Слабкою стороною такого підходу є те, що на 
практиці різні виміри багатовимірного випадково-
го процесу можуть бути взаємозалежними, при 
цьому не тільки лінійно. В даному випадку припу-
скається, що з лінійної комбінації ми завжди змо-
жемо однозначно відновити вихідні вимірювання. 
У такому випадку більш конструктивним 
може виявитися підхід при якому багатовимірний 
випадковий процес ξ(ω,t) розглядається в наступ-
ній ієрархії залежностей: 
ξ(ω,t) - залежність від однієї елементарної 
події; 
ξ(x(t),t) - залежність від однієї випадкової ве-
личини; 
ξ(ω1,...,ωk,t) - залежність від множини елеме-
нтарних випадкових подій; 
ξ(x1(t),...,xk(t),t) - залежність від множини ви-
падкових величин; 
ξ(ω1,...,ωk,x1(t),...,xk(t),t) - залежність і від 
множини елементарних подій і від множини випа-
дкових величин; 
ξ(ω1,...,ωk,x1(t),...,xn(t),f1(xi1),...,fk(xik),t) - залеж-
ність від множини елементарних подій, випадко-
вих величин і функцій випадкових величин. 
Але навіть і при такому поданні випадкового 
процесу, для реальних процесів всі параметри і 
характер залежності між процесом і параметрами є 
об'єктом пошуку та оцінювання. У загальному ви-
падку при аналізі процесів на практиці доводиться 
констатувати невизначеність математичної моделі 
опису випадкового процесу. Єдиним рішенням у 
таких випадках є формування апріорних припу-
щень та гіпотез або перебір кінцевого набору мож-
ливих припущень. На підставі цих припущень 
з'являється можливість зробити висновки про мо-
делі, що вимагає в свою чергу, глибокого занурен-
ня в специфіку предметної області що породжує 
випадковий процес. 
Якщо множини {ω1,...,ωk} і {x1,...,xn} кінцеві, 
то, як доведено в [2] вибір найбільш суттєвих ін-
дивідуальних факторів носить в загальному випад-
ку перебірний характер. Це випливає з теорії гру-
пового обліку аргументів, що в даний час стала 
одним з перспективних підходом для пошуку ефе-
ктивних процедур виявлення найбільш важливих 
базисних компонент що утворюють випадковий 
процес або різноманіття процесів. 
У згаданому методі вибору базисних змінних 
випадкового процесу залишається не менш важли-
ва невирішена проблема. А саме проблема змісто-
вної інтерпретацією отриманої математичної мо-
делі випадкового процесу. 
При будь-якому фіксованому значенні пара-
метра t∈Т випадкова функція ξ(ω,t), t∈T, є випад-
ковим вектором, так званим перетином цього ви-
падкового процесу. Якщо зафіксувати елементар-
ну подію ω∈Ω, то в цьому випадку ξ(ω,t) є (неви-
падковою) функцією параметра t, яку називають 
траєкторією випадкового процесу ξ(ω,t), t∈T, або 
його реалізацією. Отже якщо вважати, що деякий 
виміряний часовий ряд є реалізацією випадкового 
процесу, то елементарна подія, що відповідає цьо-
му ряду має бути статичною протягом всього часу 
вимірювання. Таким чином якщо нас цікавлять 
динамічні властивості процесу, то з'являється не-
обхідність вводити приналежність кожного елеме-
нту ряду до деякої реалізації зі своєю ω. 
Якщо для випадкового процесу ξ(ω,t), t∈T, 
зафіксувати довільне значення параметра t, то 
отримаємо n-вимірний випадковий вектор ξ(ω,t), 
що є перетином випадкового процесу. Закон роз-
поділу ймовірностей цього випадкового вектора 
називають одномірним законом розподілу випад-
кового процесу ξ(ω,t), t∈Т.  
Якщо зафіксувати значення tk параметра tk∈T, 
k=1…n, то приходимо до сукупності з N випадко-
вих n-мірних векторів 
N
kkt 1)},({   з функцією 
розподілу ймовірностей: 
Fξ(x1,...,xN |t1,...,tN) ≜ P[ξ(tk,ω)<xk,k=1...N)] 
що зветься скінчено мірною (N-мірною) фун-
кцією розподілу випадкового процесу ξ(ω,t), t∈Т. 
Фактично випадковий процес ξ(ω,t), t∈T, мо-
жна розглядати як сукупність всіх його можливих 
перетинів. Таким чином, у загальному випадку 
процес ξ(ω,t), t∈T, що є випадковим, не може бути 
повністю визначеним, оскільки він може бути 
представлений нескінченною сукупністю своїх 
перетинів і неможливо побудувати спільний закон 
розподілу всіх його перетинів. Тому будь-який 
випадковий процес ξ(ω,t), t∈Т=[а,b], в загальному 
випадку не є повністю визначеним і при вирішенні 
різних завдань, як теоретичного, так і прикладного 
характеру, доводиться обмежуватися використан-










Можна бачити, що практичне застосування 
математичного апарату випадкових процесів на-
кладає свої обмеження на формалізацію поняття 
випадкового процесу. Виникає необхідність сумі-
щення емпіричних відомостей про об'єкт дослі-
дження і точних визначень математики. Особливо 
різко це проявляється щодо комплексу умов G і 
множини елементарних подій Ω. Набір параметрів, 
аргументів першого і елементи другого, як прави-
ло, будуються на підставі апріорних відомостей, 
об'єктивність яких залежить від рівня підготовки 
дослідника і його технічних можливостей. Ще од-
нією важливою особливістю практичного аналізу є 
те, що всі числові показники повинні бути кінце-
вими — через обмеженості обчислювальних ресу-
рсів. Така сама ситуація складається і з кількістю 
вимірювань реалізацій випадкового процесу. Крім 
того в кожному з перерахованих випадків з'явля-
ється задача виділення не просто кінцевого набору 
властивостей, а такого який буде достатній для 
чисельного аналізу та формування достовірних 
висновків як про сам випадковому процесі так і 
про об'єкт який він характеризує. 
Якщо ж вдасться мінімізувати суб'єктивний 
внесок дослідника, то тим самим будуть підвищені 
надійність і якість одержуваних результатів. Ви-
кладений аналіз є кроком у напрямку побудови 
точної формальної бази для поняття випадкового 
процесу. І хоча остаточних практичних інструмен-
тів не представлено, проте виділені основні недо-
ліки та окреслені завдання, вирішення яких дозво-
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