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Chapitre 1
Rappels de Me´canique des Milieux
Continus
Ce chapitre ne fait que rappeler un certain nombre de notions introduites et de´veloppe´es dans les
cours de deuxie`me anne´e de Me´canique des Milieux Continus [22, 20], en particulier celles qui seront
d’usage fre´quent dans ce cours de Plasticite´ et Rupture. Il est e´videmment hors de question de le faire
de fac¸on de´taille´e et il est indispensable de se reporter au cours de base dans tous les cas (ine´vitables)
ou` le caracte`re allusif de ces rappels pourrait se re´ve´ler insuffisant.
Nous nous placerons toujours en quasi-statique, ce qui veut dire que nous ne´gligerons syste´ma-
tiquement les effets d’inertie en supposant que le syste`me est en e´quilibre a` chaque instant dans le
re´fe´rentiel envisage´. De plus nous nous placerons toujours dans le cadre des petites perturbations,
ce qui conduit a` ne´gliger les changements de ge´ome´trie dans l’e´criture des e´quations d’e´quilibre,
a` ne pas distinguer les diffe´rents tenseurs des contraintes et a` line´ariser les relations entre les
de´placements et les de´formations.
1.1 Configurations, de´placements
Les notions de de´placements et de de´formations servent a` comparer deux configurations d’un milieu
confinu : l’une est appele´e configuration de re´fe´rence et est, comme son nom l’indique, la configuration
qui sert a` repe´rer les points mate´riels ; l’autre appele´e configuration de´forme´e est celle re´ellement ou
virtuellement occupe´e par le milieu au moment de l’e´tude.
Si on note Ω le domaine occupe´ par le milieu dans sa configuration de re´fe´rence — domaine
que nous supposerons ouvert connexe de R3 — et si ϕ de´signe la transformation faisant passer de
la configuration de re´fe´rence a` la configuration de´forme´e, ϕ(x) est la position dans la configuration
de´forme´e du point mate´riel repe´re´ par sa position x dans la configuration de re´fe´rence 1.
Le vecteur de´placement ξ(x) de ce point mate´riel est donne´ par
ξ(x) = ϕ(x)− x.
1. Dans cette description lagrangienne, on identifie en ge´ne´ral le point mate´riel avec sa position dans la configuration
de re´fe´rence. On parle ainsi, avec un abus de langage, du point mate´riel x.
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La famille des de´placements rigides joue un roˆle particulie`rement important en Me´canique. Elle
correspond aux transformations qui conservent les distances, i.e. aux ϕ telles que
‖ϕ(x)− ϕ(x′)‖ = ‖x− x′‖, ∀x,∀x′ ∈ Ω.
En ne retenant que celles qui conservent en plus l’orientation de l’espace, un re´sultat fondamental
(d’Alge`bre et de Ge´ome´trie) permet de caracte´riser ces isome´tries directes comme la combinaison
d’une translation et d’une rotation 2. Par conse´quent, les de´placements rigides sont les champs ξ qui
peuvent s’e´crire
ξ(x) = a+
(
R− I)x avec a ∈ R3 et R ∈M3 tel que R−1R = I, detR = 1 (1.1)
ou` I de´signe le tenseur identite´ d’ordre 2. Dans le cas des petits de´placements, la matrice de rotation
est proche de l’identite´ et peut s’e´crire en premie`re approximation
R ≈ I +W avec W +W T = 0,
la matrice W e´tant donc une matrice antisyme´trique. On obtient ainsi la caracte´risation suivante des
Petits de´placements rigides ξ(x) = a+ ω ∧ x, a ∈ R3, ω ∈ R3.
1.2 De´formations
Les de´formations que subit le milieu quand il passe de la configuration de re´fe´rence a` la configura-
tion de´forme´e, que ce soient les variations de longueur, de surface ou de volumes, peuvent s’exprimer
a` l’aide du tenseur des de´formations ε qui est lui-meˆme obtenu a` partir du tenseur gradient de la
transformation F . Ce dernier est, comme son nom l’indique, le gradient de la transformation ϕ, i.e.
F = ∇ϕ. Il est relie´ au gradient des de´placements par
F = I +∇ξ.
En termes de composantes dans un syste`me de coordonne´es carte´siennes (x1, x2, x3), on a :
Fij =
∂ϕi
∂xj
= δij +
∂ξi
∂xj
avec δij = 1 si i = j, δij = 0 sinon. La base orthonorme´e (e1, e2, en) au point x de la configuration de
re´fe´rence est transforme´e en (F · e1, F · e2, F · en) au point ϕ(x) de la configuration de´forme´e. Pour que
(F · e1, F · e2, F · en) constitue une base, il faut et il suffit que detF 6= 0 ce qui revient physiquement a`
supposer que l’e´le´ment de volume au point x est transforme´ en un e´le´ment de volume au point ϕ(x). Si
l’on veut de plus que l’orientation soit conserve´e dans la transformation, il faut que detF > 0. Cette
condition, appele´e condition d’injectivite´ locale, qui joue un roˆle essentiel en transformations finies est
automatiquement ve´rifie´e en petites perturbations.
2. Ici intervient l’hypothe`se de connexite´ de la configuration de re´fe´rence. Dans le cas d’un milieu non connexe, i.e.
fait de plusieurs “morceaux”, il y a une translation et une rotation par composante connexe, i.e. par morceau.
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Le tenseur des de´formations, appele´ tenseur des de´formations de Green-Lagrange, est de´fini par
2ε = F T · F − I = ∇ξ + (∇ξ)T + (∇ξ)T · ∇ξ,
AT de´signant le transpose´ de A. En termes de composantes, on a donc
2εij =
∂ξi
∂xj
+
∂ξj
∂xi
+
∂ξk
∂xi
∂ξk
∂xj
avec la convention de sommation sur les indices re´pe´te´s. Les de´formations sont nulles en tout point
du milieu si et seulement si le de´placement est un de´placement de corps rigide, i.e. de la forme (1.1).
On voit que la relation entre les de´placements et les de´formations est a priori non line´aire en
raison de la pre´sence de termes quadratiques. Toutefois, dans le cas ou` les de´placements sont “petits”
ainsi que leurs gradients, ce qui correspond a` l’hypothe`se des petites perturbations, on ne´glige les
termes quadratiques dans l’expression des de´formations pour obtenir l’expression line´arise´e suivante
(expression que nous adopterons dans toute la suite du cours) 3
Relations line´arise´es entre de´formations et de´placements 2εij(ξ) =
∂ξi
∂xj
+
∂ξj
∂xi
On voit donc que dans sa version line´arise´e, les de´formations sont le champ de tenseurs syme´triques
correspondant a` la partie syme´trique du gradient du champ des de´placements. On peut ve´rifier que
les de´formations line´arise´es sont nulles en tout point du milieu si et seulement si les de´placements sont
des petits de´placements rigides au sens de la de´finition donne´e au paragraphe pre´ce´dent.
Les composantes de la diagonale du tenseur des de´formations mesurent les variations relatives de
longueur alors que les composantes hors diagonale mesurent les variations d’angle. La trace du tenseur
des de´formations ε mesure la variation relative de volume.
On peut eˆtre amene´ dans certains proble`mes a` calculer d’abord les de´formations et d’en de´duire en-
suite les de´placements. Se pose alors la question de savoir sous quelles conditions on peut effectivement
remonter aux de´placements. En effet, si l’on conside`re un champ de tenseurs syme´triques x 7→ ε(x)
arbitraire, il n’est pas en ge´ne´ral un champ de de´formations line´arise´es, i.e. la partie syme´trique
du gradient d’un champ de vecteurs. Pour qu’il le soit, il faut 4 qu’il ve´rifie des conditions dites de
compatibilite´. Dans le cas d’un syste`me de coordonne´es carte´siennes, ces conditions de compatibilite´
s’e´crivent
Equations de compatibilite´
∂2εij
∂xk∂xl
+
∂2εkl
∂xi∂xj
=
∂2εik
∂xj∂xl
+
∂2εjl
∂xi∂xk
,
les indices i, j, k, l allant de 1 a` 3. Elles sont en fait au nombre de 6 dans le cas ge´ne´ral 3D et se
re´duisent a` une seule en 2D.
3. On notera ε(ξ) les de´formations associe´es au champ de de´placement ξ car on est amene´ a` envisager diffe´rents
champs de de´placements et chacun d’eux conduit a` des de´formations diffe´rentes.
4. Ces conditions de compatibilite´ ne sont pas toujours suffisantes sauf si le domaine est simplement connexe.
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1.3 Tenseur des contraintes et efforts inte´rieurs
Le tenseur des contraintes σ sert a` repre´senter les efforts inte´rieurs en un point mate´riel d’un
milieu continu. Pre´cise´ment, la force surfacique T qu’exerce la partie + sur la partie − au point x a`
travers la “facette” de normale n est donne´e par le vecteur contrainte σ ·n, i.e. sous forme intrinse`que
ou en termes de composantes
T = σ · n, Ti = σijnj .
+
T = σ · n
n
x-
1
2
σ22
σ12
σ21
σ11
σ12 = σ21
Figure 1.1 – Interpre´tation du tenseur des contraintes et de sa syme´trie
On notera que le premier indice est relatif a` la composante de la force surfacique alors que le
deuxie`me est relatif a` la composante de la normale. Le tenseur des contraintes est syme´trique afin
que le bilan du moment cine´tique (en dynamique) ou l’e´quilibre des moments (en statique) soient
automatiquement satisfaits une fois que le bilan de la quantite´ de mouvement ou l’e´quilibre des forces
le sont,
σij = σji .
Par nature, les efforts inte´rieurs “vivent” dans la configuration de´forme´e. Les “vraies” forces surfaciques
inte´rieures T sont des forces par unite´ de surface de la configuration de´forme´e et la “vraie” normale n
est la normale unitaire a` l’e´le´ment de surface de la configuration de´forme´e. Le tenseur des contraintes
correspondant σ est le tenseur des contraintes de Cauchy . Cependant, il est toujours possible de
“transporter” les champs de vecteurs T et n sur la configuration de re´fe´rence via la transformation
ϕ. Ce faisant, on fait apparaˆıtre d’autres tenseurs de contraintes, dont en particulier le tenseur des
contraintes de Piola-Kirchhoff [20]. Dans le cadre de l’hypothe`se des petites perturbations ou` nous nous
plac¸ons, tous ces tenseurs sont confondus et nous parlerons donc de´sormais du tenseur des contraintes
sans autre distinction.
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1.4 Chargement et e´quilibre volumiques
Sous l’effet d’un chargement exte´rieur qui peut de´pendre du temps, l’objet se de´forme. Nous
supposerons qu’il est a` chaque instant en e´quilibre dans sa configuration de´forme´e ce qui revient a`
ne´gliger les termes d’inertie. The´oriquement, les e´quations d’e´quilibre sont a` e´crire dans la configuration
de´forme´e ϕ(Ω) avec le chargement exte´rieur re´gnant dans cette configuration. Toutefois, dans le cadre
des petites perturbations, les e´quations d’e´quilibre s’e´crivent en identifiant la configuration de´forme´e
avec la configuration de re´fe´rence, ce qui permet de “line´ariser” ces e´quations qui deviennent
Equations d’e´quilibre line´arise´es div σ + f = 0 dans Ω
ou` div σ de´signe la divergence des contraintes calcule´e par rapport aux coordonne´es des points mate´riels
dans la configuration de re´fe´rence et ou` f repre´sente les forces volumiques qui sont prises elles aussi
dans la configuration de re´fe´rence en ne´gligeant la de´formation. En termes de composantes, en adoptant
la convention de sommation sur les indices re´pe´te´s, ces e´quations s’e´crivent
∂σij
∂xj
(x) + fi(x) = 0, ∀i ∈ {1, 2, 3}, ∀x ∈ Ω.
Par exemple, si le milieu continu est place´ dans un champ de forces massiques g fonction de la
position, on prendra pour force volumique au point x de la configuration de re´fe´rence ρg(x) avec
ρ masse volumique dans la configuration de re´fe´rence et g(x) la force massique existant au point x
(alors que le point mate´riel voit en fait g(ϕ(x)) et que sa masse volumique a` l’e´quilibre de´pend de la
transformation ϕ).
1.5 Conditions de continuite´ aux interfaces
A l’interface entre deux mate´riaux, le tenseur de contraintes n’est pas en ge´ne´ral de´fini. Plus
exactement, on peut de´finir deux limites diffe´rentes σ+ et σ− pour ce tenseur suivant que l’on approche
le point de l’interface par l’un ou l’autre des deux mate´riaux. Toutefois une partie des composantes
doivent eˆtre continues a` la traverse´e pour des raisons d’e´quilibre. De fac¸on pre´cise, l’e´quilibre (ou
encore le principe de l’action et de la re´action) impose que le vecteur contrainte soit continu :
[[σ]] · n := (σ+ − σ−) · n = 0 sur une interface.
D’autre part, si l’on suppose que l’interface est parfaite, i.e. que les mate´riaux sont parfaitement colle´s,
alors les de´placements doivent eˆtre continus, soit
[[ξ]] = 0 sur une interface parfaite.
Toutefois, cette continuite´ des de´placements n’implique pas la continuite´ des de´formations, mais seule-
ment la continuite´ de certaines composantes du tenseur des de´formations. En s’appuyant sur le fait
que lorsqu’une fonction est continue a` la traverse´e d’une surface, alors ses de´rive´es tangentielles le sont
e´galement, mais pas ne´cessairement les de´rive´es normales. Ainsi supposons que la normale a` l’interface
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au point x soit e1, les composantes σi1 = σ1i du tenseur de contraintes seront continues alors que ce
seront les composantes “comple´mentaires” du tenseur des de´formations qui seront continues,
Cas ou` n=e1 : [[σ]] =

0 0 0
0 ? ?
0 ? ?
 , [[ε]] =

? ? ?
? 0 0
? 0 0
 .
1.6 Conditions aux limites
Les conditions aux limites qui indiquent comment l’on agit sur les bords du domaine peuvent
prendre des formes tre`s varie´es. Rappelons les principales.
1. On controˆle les de´placements d’un point x de la frontie`re ∂Ω du domaine, ce qui exige en
ge´ne´ral d’y appliquer des forces surfaciques mais ces re´actions sont a priori inconnues et ne
seront connues qu’une fois le proble`me de statique sera entie`rement re´solu. On e´crit
Conditions aux limites de type Dirichlet en x ∈ ∂Ω : ξ(x) = ξd(x)
ou` ξd de´signe le de´placement impose´.
2. On peut au contraire imposer les forces surfaciques sur un point de la frontie`re, ce qui s’accom-
pagnera en ge´ne´ral de de´placements des points de cette frontie`re qui sont a priori inconnus et
ne seront connus qu’une fois le proble`me de statique sera entie`rement re´solu. On e´crit 5
Conditions aux limites de type Neumann en x ∈ ∂Ω : σ(x) · n(x) = T (x)
ou` T de´signe la force surfacique impose´e.
3. Conditions aux limites mixtes de type contact bilate´ral sans frottement. On interdit
le de´placement normal tout en laissant libre les de´placements tangentiels d’un point x de la
frontie`re ∂Ω du domaine. Les conditions aux limites sont donc de type mixte, la composante
normale du de´placement et les composantes tangentielles du vecteur contrainte sont nulles. On
e´crit
Conditions aux limites mixtes en x ∈ ∂Ω : ξ(x) · n(x) = 0, σ(x) · n(x) = σnnn.
Par exemple, si le vecteur normal correspond a` la direction i, i.e. si n = ei, on e´crira
ξi = 0, σji = 0, ∀j 6= i.
5. Ici encore, le fait d’identifier la configuration de´forme´e avec la configuration de re´fe´rence permet de simplifier
l’e´criture de ces conditions. On a ainsi a` faire en ge´ne´ral avec des charges mortes, i.e. des forces inde´pendantes de la
de´formation du milieu. En transformations finies, les forces de pression dues a` un fluide s’e´crivent T = −pn ou` n est la
normale exte´rieure a` la configuration de´forme´e et p est la pression du fluide (qui peut de´pendre de la de´formation de la
structure), ce sont des forces dites vives. Par contre, en ne´gligeant les changements de ge´ome´trie, p devient une donne´e
externe et n est la normale exte´rieure a` la configuration de re´fe´rence.
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On peut rencontrer des conditions aux limites plus ge´ne´rales qui peuvent eˆtre non locales, i.e. ou` la
donne´e en force ou en de´placement ne porte pas sur un point de la frontie`re, mais sur une partie de
cette frontie`re. C’est par exemple le cas lorsque le solide de´formable est attache´ a` un solide rigide qui
est lui-meˆme soumis a` un syste`me de forces, exemple qui fait l’objet de l’exercice suivant.
Exercice 1.1. Les conditions aux limites dans l’essai sur
e´prouvette a` force controˆle´e.
On conside`re une e´prouvette cylindrique Ω = S× (0, L) de hau-
teur L et de section S. La base S0 = S×{0} de l’e´prouvette
est attache´e a` un support rigide fixe alors que le sommet
SL = S×{L} est fixe´ au plateau rigide mais mobile d’une
presse. L’ope´rateur exerce sur le plateau un syste`me d’efforts
dont la re´sultante est F et dont le moment re´sultant au centre
ge´ome´trique xL de SL estM. La surface late´rale de l’e´prouvette
est libre.
Ecrire les conditions aux limites et les comparer a` celles que
l’on e´crirait si l’ope´rateur controˆlait le de´placement du plateau
de la presse.
M
F
Corrige´. Sur la base, ce sont des conditions de Dirichlet : ξ = 0 sur S0. Sur la surface late´rale, ce sont des
conditions de Neumann : σ · n = 0 sur ∂S × (0, L). Il reste a` e´crire les conditions aux limites sur SL.
Comme le plateau de la presse est rigide, son champ de (petits) de´placements s’e´crit a + ω ∧ (x − xL)
ou` le vecteur translation a (qui repre´sente le de´placement du centre du plateau) et le vecteur rotation ω sont
inconnus. Comme le sommet de l’e´prouvette est attache´ au plateau, il subit le meˆme de´placement que celui-ci
et on doit donc e´crire la condition a` la limite cine´matique suivante :
∃a ∈ R3,∃ω ∈ R3 tels que ξ(x) = a+ ω ∧ (x− xL) sur SL. (1.2)
On voit que ce ne sont pas exactement des conditions aux limites de type Dirichlet puisque la translation et
la rotation ne sont pas donne´es. Elles ne seront de´termine´es qu’une fois le le proble`me d’e´lastostatique re´solu
et elles seront fonctions des proprie´te´s e´lastiques du ou des mate´riaux constitutifs de l’e´prouvette. Notons aussi
qu’elles ont un caracte`re global puisqu’elles lient les de´placements de tous les points de SL.
Ecrivons maintenant que le plateau est en e´quilibre. Il est soumis d’une part au syste`me d’efforts impose´
par l’ope´rateur et d’autre part a` la re´action de l’e´prouvette a` laquelle il est attache´. En un point x de SL,
l’e´prouvette exerce sur le plateau la force surfacique −σ(x) · e3, le signe − provenant du fait que la normale
sortante au plateau est −e3. D’apre`s le principe fondamental de la statique, la re´sultante et le moment re´sultant
au centre xL de la section SL des efforts exte´rieurs sur le plateau doivent eˆtre nuls, ce qui s’e´crit∫
SL
σ(x) · e3dS = F ,
∫
SL
(x− xL) ∧ σ(x) · e3dS =M. (1.3)
On voit que ce sont des conditions inte´grales que doit satisfaire le champ des contraintes.
En re´sume´, lorsque l’ope´rateur controˆle les efforts exerce´s sur le plateau de la presse, les conditions aux
limites a` e´crire sur SL sont (1.2) et (1.3).
Par contre si l’ope´rateur controˆle le de´placement du plateau, alors les conditions aux limites s’e´crivent
ξ(x) = a+ ω ∧ (x− xL) sur SL,
la translation a et la rotation ω e´tant dans ce cas donne´es. On est dans la situation de conditions aux limites
de Dirichlet. La force F et le moment M qui seront ne´cessaires pour obtenir ce de´placement du plateau sont
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alors inconnus et n’apparaissent pas dans les conditions aux limites. Ils seront de´termine´s une fois le proble`me
d’e´lastostatique re´solu et ils seront fonctions des proprie´te´s e´lastiques du ou des mate´riaux constitutifs de
l’e´prouvette. 
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Chapitre 2
Elastostatique
2.1 Le comportement e´lastique
On dit que le mate´riau constitutif a un comportement e´lastique lorsque la connaissance des de´for-
mations (actuelles) suffisent a` de´terminer les contraintes (actuelles). Ce comportement se caracte´rise
par la re´versibilite´ de la re´ponse : lorsqu’on supprime la sollicitation, le mate´riau revient dans sa
configuration originale. Suivant que la relation contrainte-de´formation est line´aire ou pas, on parle
d’e´lasticite´ line´aire ou non line´aire.
2.1.1 Elasticite´ line´aire sans pre´contraintes
En e´lasticite´ line´aire, en l’absence de pre´contraintes, la relation contrainte-de´formation prend la
forme
σ = C : ε,
C e´tant le tenseur de rigidite´. On suppose que C posse`de les syme´tries suivantes appele´es petites et
grandes syme´tries,
Cijkl = Cjikl = Cklij .
Les grandes syme´tries (permutation de ij et kl) assurent l’existence d’un potentiel e´lastique dont de´rive
la relation contrainte-de´formation,
W (ε) = 12 ε : C : ε, σ =
∂W
∂ε
(ε).
Ce potentiel est aussi l’e´nergie e´lastique que posse`de l’e´le´ment de volume dans son e´tat de de´formation
ε. Pour des raisons de stabilite´, on suppose que cette e´nergie est positive, i.e.
W (ε) > 0, ∀ε ∈M3s, ε 6= 0.
La relation contrainte-de´formation est alors inversible, les de´formations s’e´crivant en fonction des
contraintes a` l’aide du tenseur de souplesse,
ε = S : σ,
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le tenseur de souplesse posse´dant les meˆmes proprie´te´s de syme´trie et de positivite´ que le tenseur de
rigidite´. L’e´nergie e´lastique peut aussi s’exprimer en termes des contraintes via le potentiel e´lastique
dual
W ∗(σ) = 12 σ : S : σ, ε =
∂W ∗
∂σ
(σ).
Lorsque le mate´riau ne posse`de aucune proprie´te´ d’invariance par syme´trie, les tenseurs de souplesse
ou de rigidite´ posse`dent 21 coefficients inde´pendants.
Les relations contrainte-de´formation pour un mate´riau isotrope
Dans le cas d’un mate´riau isotrope, le nombre de coefficients se re´duit a` deux. Le potentiel e´lastique
s’e´crit alors
W (ε) = 12 λ(Tr ε)
2 + µε : ε
ou` apparait les coefficients de Lame´ λ et µ, µ e´tant le module de cisaillement. Ces deux modules ont
la dimension d’une pression (unite´= MPa). Pour que les conditions de positivite´ soient satisfaites, il
faut et il suffit que les coefficients de Lame´ satisfassent les ine´galite´s (strictes) suivantes
3λ+ 2µ > 0 , µ > 0 .
Pour e´tablir ces ine´galite´s, on de´compose le tenseur des de´formations en partie sphe´rique et partie
de´viatorique :
ε = 13 Tr ε I + ε
D, Tr εD = 0.
Le potentiel e´lastique s’e´crit alors
W (ε) =
3λ+ 2µ
3
(Tr ε)2 + µεD : εD
et sa positivite´ est e´quivalente aux deux ine´galite´s mentionne´es ci-dessus.
Finalement, la relation contrainte-de´formation s’e´crit
σ = λTr ε I + 2µε .
La relation inverse fait apparaˆıtre le module d’Young E et le coefficient de Poisson ν. Elle s’e´crit
ε = − ν
E
Trσ I +
1 + ν
E
σ .
Autrement dit, le potentiel e´lastique dual est donne´ par
W ∗(σ) = − ν
2E
(Trσ)2 +
1 + ν
2E
σ : σ.
Sa positivite´ se traduit par les ine´galite´s suivantes en termes du module d’Young et du coefficient de
Poisson :
E > 0 , −1 < ν < 12 ,
le cas limite ν = 12 correspondant a` un mate´riau incompressible (qui ne peut pas changer de volume).
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Les relations entre les coefficients d’e´lasticite´
En identifiant les deux relations contrainte-de´formation introduites, on obtient les relations entre
les quatre coefficients d’e´lasticite´
λ =
νE
(1 + ν)(1− 2ν) , 2µ =
E
1 + ν
,
E =
µ(3λ+ 2µ)
λ+ µ
, 2ν =
λ
λ+ µ
.
Interpre´tation des coefficients d’e´lasticite´
Si l’on soumet l’e´le´ment de volume d’un mate´riau e´lastique isotrope a` un essai de traction simple
dans la direction e1, le tenseur des contraintes est de la forme
σ = σe1 ⊗ e1, σ > 0.
Le tenseur des de´formations sera donc donne´ par
ε =
σ
E
e1 ⊗ e1 −
νσ
E
(e2 ⊗ e2 + e3 ⊗ e3).
Autrement dit, la variation relative de longueur dans la direction 1 est e´gale a` σ/E, ce qui fournit
l’interpre´tation du module d’Young, alors que le rapport entre les variations relatives de longueur dans
le directions 2 et 3 par rapport a` la direction 1 sont e´gales a` −ν, ce qui fournit l’interpre´tation du
coefficient de Poisson. L’e´le´ment de volume va s’allonger dans la direction 1, alors que, si ν > 0, il va
se contracter dans les deux autres directions.
 e1  e1
Figure 2.1 – De´formation de l’e´le´ment de volume dans un essai de traction simple
Si l’on soumet l’e´le´ment de volume d’un mate´riau e´lastique isotrope a` un essai de cisaillement
simple, le tenseur des contraintes est de la forme
σ = τ(e1 ⊗ e2 + e2 ⊗ e1), τ > 0.
Le tenseur des de´formations sera donc donne´ par
ε =
τ
2µ
(e1 ⊗ e2 + e2 ⊗ e1).
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Autrement dit, l’e´le´ment de volume subira une distorsion, sans variation de longueur des directions 1
et 2, mais seulement une variation de leur angle relatif d’autant plus forte que µ est petit. Ceci fournit
une interpre´tation du module de cisaillement.
⌧
⌧ ⌧
 ⌧
Figure 2.2 – De´formation de l’e´le´ment de volume dans un essai de cisaillement simple
Si l’on soumet l’e´le´ment de volume d’un mate´riau e´lastique isotrope a` un essai de traction sphe´rique,
le tenseur des contraintes est de la forme
σ = σI, σ > 0.
Le tenseur des de´formations sera donc donne´ par
ε =
σ
3λ+ 2µ
I.
Autrement dit, l’e´le´ment de volume subit une dilatation uniforme dans toutes les directions inversement
proportionnelle au coefficient de compressibilite´ 3λ+ 2µ.
 
 
Figure 2.3 – De´formation de l’e´le´ment de volume dans un essai de traction sphe´rique
2.1.2 Elasticite´ line´aire avec pre´contraintes
En pre´sence de pre´contraintes, la relation contrainte-de´formation devient
σ = σ0 + C : ε
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ou` σ0 de´signe le tenseur des pre´contraintes. Ce sont les contraintes qui re`gnent dans le mate´riau dans
sa configuration de re´fe´rence. Si on veut ramener les contraintes a` 0, il faut de´former le mate´riau avec
des de´formations valant −S : σ0. Le potentiel e´lastique et le potentiel e´lastique dual prennent alors
les formes suivantes :
W (ε) = 12 ε : C : ε+ σ
0 : ε
et
W ∗(σ) = 12 (σ − σ0) : S : (σ − σ0),
la constante arbitraire ayant e´te´ fixe´e de fac¸on a` ce que le potentiel e´lastique soit nul dans la configu-
ration de re´fe´rence.
La prise en compte de pre´contraintes est ne´cessaire en thermo-me´canique du fait de la dilatation
thermique. Si l’on choisit comme configuration de re´fe´rence d’un mate´riau isotrope celle ou` il est a` la
tempe´rature T0 en l’absence de contraintes, alors pour le maintenir dans cette configuration lorsqu’on
le soumet a` une tempe´rature T il faudra lui appliquer des contraintes σ0 donne´es par
σ0 = −(3λ+ 2µ)α(T − T0)I
ou` α est le coefficient de dilatation thermique et λ et µ sont les coefficients de Lame´. Inversement, si
on le laisse libre de contraintes tout en modifiant sa tempe´rature, alors il subira une de´formation dite
de´formation thermique εth donne´e par
εth = α(T − T0)I.
De fac¸on ge´ne´rale, la relation contrainte-de´formation en thermoe´lasticite´ line´aire isotrope s’e´crit
σ = λTr ε I + 2µε− (3λ+ 2µ)α(T − T0)I ,
et le potentiel e´lastique associe´ est
W (ε) = 12 λ(Tr ε)
2 + µ ε : ε− (3λ+ 2µ)α(T − T0) Tr ε.
Remarque. On peut envisager des comportements e´lastiques non line´aires tout en restant dans le
cadre des petites perturbations. On parle alors de mate´riau hypere´lastique dont le comportement est
de´fini par le potentiel e´lastique ε 7→W (ε), i.e.
σij =
∂W
∂εij
(ε).
La plupart des proprie´te´s que nous allons e´tablir restent vraies dans ce cadre e´largi (hormis tout ce qui
a` trait a` la line´arite´) a` condition que W soit une fonction strictement convexe avec une croissance a`
l’infini “suffisante” (condition dite de coercivite´), cf [2]. Le potentiel e´lastique dual s’obtient par une
transformation de Legendre :
W ∗(σ) = sup
ε∈M3s
{σ : ε−W (ε)}.
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2.2 Le proble`me aux limites
2.2.1 Formulation d’un proble`me-type
∂NΩ
∂DΩ
Σ
T
n
Ω
Pour une structure tridimensionnelle constitue´e d’un ou de plusieurs mate´riaux e´lastiques le
proble`me line´arise´ de l’e´quilibre est un proble`me aux limites ou` l’on rajoute simplement la relation
de comportement au syste`me constitue´ des e´quations d’e´quilibre et des conditions aux limites line´ari-
se´es. Dans le cas du proble`me-type ou` la partie du bord ∂DΩ est a` de´placement controˆle´ et la partie
comple´mentaire du bord ∂NΩ est a` force controˆle´e, le proble`me d’e´lastostatique se formule comme suit
• Proble`me-type d’e´lastostatique line´arise´
— Donne´es :
Ω : configuration de re´fe´rence, Σ : interfaces, f : forces volumiques, σ0 : pre´contraintes
∂DΩ : partie du bord ou` les de´placements sont impose´s, ξ
d : de´placement impose´
∂NΩ : partie du bord ou` les forces sont impose´es, T : force surfacique impose´e
— Inconnues :
ξ : champ des de´placements, σ : champ des contraintes, ε : champ des de´formations
— Equations :
e´quilibre volumique :
∂σij
∂xj
+ fi = 0 dans Ω \ Σ
conditions aux limites : ξi = ξ
d
i sur ∂DΩ, σijnj = Ti sur ∂NΩ = ∂Ω \ ∂DΩ
conditions de continuite´ : [[ξi]] = 0, [[σij ]]nj = 0 sur Σ
compatibilite´ : 2εij =
∂ξi
∂xj
+
∂ξj
∂xi
dans Ω \ Σ
comportement e´lastique : σij = σ
0
ij + Cijklεkl dans Ω \ Σ
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C’est ce proble`me-type qui nous servira de fil conducteur pour pre´senter toute l’approche varia-
tionnelle dans le chapitre suivant. Il n’est e´videmment pas le plus ge´ne´ral, puisqu’on peut imaginer
des conditions aux limites bien diffe´rentes.
Remarque. Dans le cas d’un milieu homoge`ne isotrope sans pre´contrainte, en injectant la relation
de comportement dans les e´quations d’e´quilibre, on obtient les e´quations de Navier a` ve´rifier en tout
point inte´rieur du domaine (hors les interfaces) :
(λ+ µ) grad div ξ + µ∆ξ + f = 0.
C’est un syste`me d’e´quations aux de´rive´es partielles line´aires du second ordre en ξ.
2.2.2 Proble`mes re´duits par syme´trie
Lorsque la ge´ome´trie de la structure, le chargement et le(s) mate´riau(x) constitutifs posse`dent
suffisamment de syme´tries, le proble`me d’e´lastostatique peut eˆtre re´duit a` un proble`me plus simple
pose´ sur un domaine de taille voire de dimension infe´rieures. On rappelle ci-dessous les principales
familles de proble`mes re´duits dans le cas de mate´riaux e´lastiques isotropes sans pre´contrainte.
De´formations planes
Ce sont des proble`mes initialement pose´s sur un domaine cylindrique Ω = S×I ou` la section S est
ouvert connexe de R2 et l’axe I est un intervalle de R. Les syme´tries font que le champ de de´placement
a` l’e´quilibre est de la forme
ξ(x) = ξ1(x1, x2)e1 + ξ2(x1, x2)e2, (x1, x2) ∈ S.
Seules les composantes ε11, ε12, ε21 et ε22 du tenseur des de´formations sont non nulles et ne de´pendent
que de (x1, x2), d’ou` le nom de de´formations planes. En vertu du comportement isotrope du mate´riau,
les composantes σ13, σ31, σ23 et σ32 sont nulles. Par contre, du fait du coefficient de Poisson, σ33 n’est
en ge´ne´ral pas nulle et est relie´e a` σ11 et σ22 par
σ33 = ν(σ11 + σ22).
Les e´quations d’e´quilibre volumiques se re´duisent a`
∂σ11
∂x1
+
∂σ12
∂x2
+ f1 = 0
∂σ21
∂x1
+
∂σ22
∂x2
+ f2 = 0
,
f1 et f2 devant eˆtre inde´pendantes de x3 et f3 devant eˆtre nulle. Il ne reste plus qu’une e´quation de
compatibilite´ a` satisfaire qui s’e´crit
∂2ε11
∂x22
+
∂2ε22
∂x21
= 2
∂2ε12
∂x1∂x2
.
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Dans le cas particulier ou` les forces volumiques sont nulles (f1 = f2 = 0), les e´quations d’e´quilibre
sont localement satisfaites si (et seulement si) les contraintes se de´duisent d’une fonction d’Airy Ψ :
σ11 =
∂2Ψ
∂x22
, σ22 =
∂2Ψ
∂x21
, σ12 = − ∂
2Ψ
∂x1∂x2
, σ33 = ν∆Ψ.
Lorsque le milieu est homoge`ne, l’e´quation de compatibilite´ se re´duit alors a` ∆2Ψ = 0.
De´formations antiplanes
Ce sont des proble`mes initialement pose´s sur un domaine cylindrique Ω = S×I ou` la section S est
ouvert connexe de R2 et l’axe I est un intervalle de R. Les syme´tries font que le champ de de´placement
a` l’e´quilibre est de la forme
ξ(x) = ξ3(x1, x2)e3, (x1, x2) ∈ S.
Seules les composantes ε13, ε23, ε31 et ε32 du tenseur des de´formations sont non nulles et ne de´pendent
que de (x1, x2), d’ou` le nom de de´formations antiplanes. Elles sont relie´es aux de´placements par
ε13 = ε31 =
1
2
∂ξ3
∂x1
, ε23 = ε32 =
1
2
∂ξ3
∂x2
.
En vertu du comportement isotrope du mate´riau, seules les composantes σ13, σ31, σ23 et σ32 sont
non nulles. Les e´quations d’e´quilibre volumiques se re´duisent a`
∂σ31
∂x1
+
∂σ32
∂x2
+ f3 = 0,
f1 et f2 devant eˆtre nulles et f3 devant eˆtre inde´pendante de x3. Dans le cas d’un milieu homoge`ne,
cette e´quation d’e´quilibre e´crite en terme des de´placements s’e´crit
µ∆ξ3 + f3 = 0 dans S.
Les e´quations de compatibilite´ sont automatiquement satisfaites.
2.2.3 Quelques proble`mes classiques et leurs solutions
Essai de traction a` force controˆle´e d’une e´prouvette cylindrique
On exerce sur les deux sections extreˆmes S × {0} et S × {L} d’une e´prouvette cylindrique des
forces surfaciques normales de densite´ uniforme σ > 0 alors que la surface late´rale est libre. Les
forces volumiques sont ne´glige´es. Le mate´riau constitutif est line´airement e´lastique isotrope, sans
pre´contrainte. On a donc a` faire ici avec des conditions aux limites de type Neumann sur toute la
frontie`re :
σ · e3 = σe3 sur S × {0, L}, σ · n = 0 sur ∂S × (0, L).
Les champs de de´placements et de contraintes suivants
ξ(x) = −νσ
E
(x1e1 + x2e2) +
σ
E
x3e3, σ(x) = σe3 ⊗ e3
sont solutions du proble`me aux limites. Ve´rifions-le.
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1. Le champ de contraintes σ e´tant uniforme, il ve´rifie automatiquement l’e´quation d’e´quilibre
volumique div σ = 0 dans S × (0, L).
2. Les conditions aux limites sur les sections extreˆmes sont bien satisfaites. Sur la surface late´rale,
comme l’e´prouvette est cylindrique, la normale sortante n est orthogonale a` e3 et donc la
condition a` la limite est bien satisfaite.
3. Le champ de de´formation ε associe´ au champ de de´placement ξ s’e´crit
ε(x) = −νσ
E
(e1 ⊗ e1 + e2 ⊗ e2) +
σ
E
e3 ⊗ e3.
Il est donc uniforme et se de´duit du tenseur des contraintes σ par la relation d’e´lasticite´
ε = − ν
E
Trσ I +
1 + ν
E
σ,
ce qui ache`ve la ve´rification.
Notons que si l’on ajoute a` ξ un (petit) de´placement de corps rigide quelconque a + ω ∧ x, avec a
et ω arbitraires dans R3, le de´placement obtenu est encore solution. Comme nous le verrons dans le
chapitre suivant, ce re´sultat de non unicite´ des de´placements est duˆ au fait qu’il n’y a aucune condition
a` la limite cine´matique. On notera aussi que la solution est la meˆme quelle que soit la forme de la
section du cylindre.
Essai de torsion d’un arbre cylindrique a` section circulaire
On conside`re une e´prouvette cylindrique de hauteur L, a` section
circulaire de rayon R. On choisit le repe`re de fac¸on a` ce que la
configuration de re´fe´rence naturelle soit
Ω = S × (0, L) avec S = {(x1, x2) : x21 + x22 < R2}.
La base S × {0} est fixe´e, alors que l’on impose au sommet S ×
{L} une rotation d’ensemble autour de l’axe e3 d’un angle α. La
surface late´rale est libre et les forces volumiques sont ne´glige´es. Par
conse´quent les conditions aux limites s’e´crivent
ξ(x) = 0 sur S × {0}
ξ(x) = αe3 ∧ x sur S × {L}
σ(x) · n(x) = 0 sur ∂S × (0, L)
.
α
Le champ de de´placement solution est donne´ par
ξ(x) = α
x3
L
e3 ∧ x
et correspond donc a` une rotation d’ensemble de chaque section autour de l’axe e3 d’un angle qui varie
line´airement avec la cote x3 de la section. Ve´rifions qu’il est bien solution.
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1. Le champ ξ ve´rifie les conditions aux limites a` la base et au sommet.
2. Le champ des de´formations associe´ s’e´crit
ε(x) =
α
2L

0 0 −x2
0 0 x1
−x2 x1 0

et, comme sa trace est nulle, le champ des contraintes fourni par la relation d’e´lasticite´ est
σ(x) =
µα
L

0 0 −x2
0 0 x1
−x2 x1 0
 .
3. Les e´quations d’e´quilibre volumique div σ = 0 sont donc bien ve´rifie´es partout dans Ω.
4. Comme l’e´prouvette est cylindrique et la section est circulaire, la normale unitaire sortante en
un point x de la surface late´rale s’e´crit
n(x) =
x1
R
e1 +
x2
R
e2.
Par conse´quent la condition a` la limite σ(x)·n(x) = 0 y est ve´rifie´e, ce qui ache`ve la ve´rification.
Notons qu’il est essentiel que la section soit circulaire pour que le champ des de´placements ait cette
forme simple.
Cylindre circulaire pesant dont la surface late´rale est fixe´e
On conside`re l’e´prouvette cylindrique de hauteur L, a` section circu-
laire de rayon R, i.e. Ω = S × (0, L) avec
S = {(x1, x2) : x21 + x22 < R2},
place´e dans le champ de pesanteur vertical uniforme−ge3. La surface
late´rale est fixe´e a` un support rigide. Les de´placements horizontaux
de la base S × {0} et du sommet S × {L} sont interdits, alors que
leurs de´placements verticaux sont libres. Autrement dit, en utilisant
le syste`me de coordonne´es cylindriques, les conditions aux limites
s’e´crivent{
ξr(x) = ξθ(x) = ξz(x) = 0 sur ∂S × (0, L)
ξr(x) = ξθ(x) = 0, σzz(x) = 0 sur S × {0, L}
.
fixé
g
⇠r = ⇠✓ = 0,  zz = 0
⇠r = ⇠✓ = 0,  zz = 0
z
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Le mate´riau constitutif e´tant suppose´ line´airement e´lastique isotrope, c’est un exemple de proble`me
de de´formation anti-plane. Le champ de de´placement solution s’e´crit
ξ(x) = −ρg
4µ
(R2 − r2)ez
ou` ρ est la masse volumique du mate´riau. Ve´rifions qu’il est bien solution.
1. Il ve´rifie la condition de fixation en r = R et les conditions aux limites cine´matiques en z = 0
et z = L ;
2. Le champ des contraintes associe´ par la loi d’e´lasticite´ a pour seules composantes cylindriques
non nulles
σrz(r) = σzr(r) =
1
2ρgr
et ve´rifie donc la condition a` la limite en z = 0 et z = L ;
3. La seule e´quation d’e´quilibre volumique non triviale est celle projete´e sur la verticale. Comme
elle s’e´crit
1
r
∂(rσzr)
∂r
+
1
r
∂σzθ
∂θ
+
∂σzz
∂z
− ρg = 0,
on ve´rifie imme´diatement qu’elle est satisfaite, ce qui ache`ve la ve´rification.
Remarque. On peut rapidement retrouver la solution en partant de l’e´quation d’e´quilibre ver-
tical qui pour un proble`me de de´formation antiplane se re´duit a` µ∆ξz − ρg = 0. De plus du fait
de l’axisyme´trie ξz ne de´pend que de r. Comme il doit s’annuler en r = R et doit eˆtre re´gulier
en r = 0, on obtient le re´sultat a` partir de l’expression du laplacien en coordonne´es polaires.
Cylindre creux sous pression externe en de´formations planes
On conside`re un cylindre creux de hauteur L dont la section est la
couronne circulaire de rayon inte´rieur a et exte´rieur b :
Ω = S × (0, L)
avec
S = {(x1, x2) : a2 < x21 + x22 < b2}.
Sa paroi interne r = a est libre alors que sa paroi externe r = b est
soumise a` la pression uniforme p d’un fluide. La base et le sommet
sont en contact sans frottement avec des supports rigides fixes qui
interdisent donc tout de´placement normal, mais laissent libres tout
de´placement tangentiel. En utilisant un syste`me de coordonne´es cy-
lindriques, les conditions aux limites s’e´crivent donc
ξz = 0, σrz = σθz = 0 en z = 0 et z = L
σrr = −p, σθr = σzr = 0 en r = b
σrr = σθr = σzr = 0 en r = a
.
z
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Le cylindre e´tant homoge`ne et constitue´ d’un mate´riau line´airement e´lastique isotrope, c’est un
proble`me de de´formations planes. De plus, du fait de l’axisyme´trie, le champ des de´placements est de
la forme
ξ(x) = u(r)er.
L’expression de u(r) s’obtient a` partir des e´quations d’e´quilibre et des conditions aux limites en r = a
et r = b. Apre`s calcul (laisse´ a` titre d’exercice), on obtient
u(r) = − p
2µ
b2
b2 − a2
(
µ
λ+ µ
r +
a2
r
)
.
On en de´duit que les seules composantes cylindriques non nulles des contraintes sont
σrr(r) = −b
2(r2 − a2)
r2(b2 − a2) p, σθθ(r) = −
b2(r2 + a2)
r2(b2 − a2) p, σzz = −
b2
b2 − a2
λp
λ+ µ
.
Remarque. Dans le cas d’un cylindre plein, la solution est donne´e par
u(r) = − p r
2(λ+ µ)
, σrr = σθθ = −p, σzz = − λp
λ+ µ
,
les contraintes dans le plan (e1, e2) sont donc uniformes et sphe´riques, ce qui n’est manifestement
pas vrai pour le cylindre creux. Le fait que le cylindre soit creux modifie sensiblement le champ des
contraintes et ce meˆme si le rayon interne a est petit. En effet, |σθθ(r)| est maximal en r = a ou` il
vaut 2pb2/(b2 − a2). Par conse´quent, si a est petit devant b, la contrainte σθθ est pratiquement deux
fois plus forte (en valeur absolue) pre`s du centre du fait que le cylindre soit creux. Ceci est un exemple
de concentration de contrainte duˆ a` une cavite´.
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Chapitre 3
Approche variationnelle
3.1 Proprie´te´s variationnelles du proble`me-type
En dehors de situations tre`s particulie`res, le proble`me aux limites n’est pas re´solvable analyti-
quement. Il faut donc avoir recours a` des me´thodes d’approximation. La plus re´pandue d’entre elles,
la Me´thode des Ele´ments Finis, s’appuie sur une e´criture diffe´rente, dite variationnelle, du proble`me
d’e´lastostatique. Il s’ave`re que cette nouvelle formulation pre´sente aussi des avantages tant du point
de vue mathe´matique que physique. Base´e sur les notions d’e´nergie et de travail, elle permet d’obtenir
des proprie´te´s qualitatives sur la solution qui sont beaucoup plus difficiles a` mettre en e´vidence sur
le proble`me aux limites. De plus, un certain nombre de concepts en Me´canique de la Rupture sont
intimement lie´s a` ce point de vue e´nerge´tique. Toutes ces raisons font qu’il est absolument ne´cessaire
d’e´tudier et d’assimiler ces notions. Nous les abordons dans cette section dans le cadre de l’e´lasticite´
line´aire avec le point de vue du me´canicien. Il est recommande´ d’aller consulter aussi les ouvrages de
mathe´matiques applique´es [7, 2] qui offrent un e´clairage comple´mentaire.
3.1.1 De´placements et contraintes admissibles
Partons des e´quations d’e´quilibre line´arise´es avec le syste`me de conditions aux limites corres-
pondant au proble`me-type pre´sente´ dans le chapitre pre´ce´dent. Un champ de de´placement est dit
cine´matiquement admissible s’il est suffisamment re´gulier 1 et s’il ve´rifie les conditions aux limites de
Dirichlet sur ∂DΩ. L’ensemble de tels champs est note´ C,
C = {ξ∗ : Ω→ R3, [[ξ∗]] = 0 sur Σ, ξ∗ = ξd sur ∂DΩ} , (3.1)
1. La re´gularite´ requise est e´troitement lie´e au comportement du mate´riau constitutif. La re`gle empirique que l’on
peut adopter est que les champs doivent eˆtre suffisamment re´guliers pour que l’on puisse de´finir l’e´nergie totale du
syste`me ou de fac¸on ge´ne´rale toutes les quantite´s physiques globales. On doit donc fonctionner au cas par cas et de´finir
la re´gularite´ pour chaque famille de comportement. Ainsi, ce n’est pas la meˆme en e´lasticite´ line´aire qu’en e´lasticite´ non
line´aire, en e´lasticite´ qu’en plasticite´, en plasticite´ parfaite qu’en plasticite´ avec e´crouissage. Dans le cas de l’e´lasticite´
line´aire, la finitude de l’e´nergie e´lastique exige que le champ de de´formation soit de carre´ inte´grable. Cela suffit en ge´ne´ral
pour que l’e´nergie potentielle soit e´galement finie.
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c’est une espace vectoriel si les donne´es ξd sont nulles, un espace affine sinon dont l’espace vectoriel
associe´ C0 2 est
C0 = {ξ∗ : Ω→ R3, [[ξ∗]] = 0 sur Σ, ξ∗ = 0 sur ∂DΩ} . (3.2)
Un champ de contraintes σ∗ 3 est dit statiquement admissible s’il est suffisamment re´gulier (avec la
meˆme remarque a` ce sujet que pour les de´placements) et s’il ve´rifie a` la fois les e´quations d’e´quilibre
volumiques, les conditions aux limites de Neumann sur ∂NΩ et les conditions de continuite´ du vecteur
contrainte aux interfaces. L’ensemble de tels champs est note´ S,
S = {σ∗ : Ω→M3s, div σ∗ + f = 0 dans Ω \Σ, [[σ∗]] · n = 0 sur Σ, σ∗ · n = T sur ∂NΩ} (3.3)
ou` M3s de´signe l’espace vectoriel des tenseurs 3×3 syme´triques.
Remarque. Avec ces de´finitions, on voit que le proble`me d’e´lastostatique se rame`ne a`
Trouver ξ ∈ C et σ ∈ S tels que σ = σ0 + C : ε(ξ).
Autrement dit, il s’agit de trouver un champ de de´placements cine´matiquement admissible et un champ
de contraintes statiquement admissible relie´s par la loi de comportement d’e´lasticite´.
3.1.2 La formulation variationnelle de l’e´quilibre
Les champs de contraintes statiquement admissibles peuvent eˆtre caracte´rise´s a` l’aide des notions de
travaux (ou puissances) virtuel(le)s plutoˆt qu’a` partir des bilans de force. Cette vision, dite formulation
variationnelle de l’e´quilibre et qui est une version du Principe des Puissances Virtuelles, joue un roˆle
essentiel tant du point the´orique que nume´rique. On rappelle le re´sultat fondamental suivant auquel
nous nous re´fe´rerons par la suite comme e´tant le PPV :
Le PPV. Un champ de contraintes σ∗ est statiquement admissible si et seulement si, pour tout
de´placement virtuel ξ∗ ∈ C0, le travail de σ∗ dans les de´formations ε(ξ∗) associe´es a` ξ∗ est e´gal au
travail des efforts exte´rieurs donne´s dans ξ∗, i.e.∫
Ω\Σ
σ∗ : ε(ξ∗) dΩ =
∫
Ω
f · ξ∗dΩ +
∫
∂NΩ
T · ξ∗dS, ∀ξ∗ ∈ C0 (3.4)
Dans le cas des conditions aux limites envisage´es ici, on voit que le travail des efforts exte´rieurs
donne´s dans un de´placement admissible ξ∗ est simplement la somme du travail des forces volumiques
f et du travail des forces surfaciques T sur ∂NΩ :
Travail des efforts exte´rieurs donne´s : Wext(ξ
∗) :=
∫
Ω
f · ξ∗dΩ +
∫
∂NΩ
T · ξ∗dS.
2. Les e´le´ments de C0 sont ge´ne´ralement appele´s de´placements admissibles a` 0 ou encore vitesses virtuelles admissibles.
3. Par de´finition, un champ de contraintes est un champ de tenseurs syme´triques dont les composantes ont la dimension
d’une pression.
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Attention : Le PPV est donc une autre caracte´risation (e´quivalente a` leur de´finition) des champs
de contraintes statiquement admissibles. On voit qu’il met en jeu toutes les conditions aux li-
mites, i.e. aussi bien les conditions aux limites portant sur les contraintes que celles portant sur les
de´placements. Il est important de comprendre et de savoir e´tablir le PPV non seulement dans le cas
du proble`me-type mais aussi dans le cas de conditions aux limites plus ge´ne´rales, car l’e´tablissement
de l’e´quivalence est la seule fac¸on de s’assurer de la cohe´rence des conditions aux limites qui ont e´te´
e´crites.
Il est essentiel de conside´rer des de´placements virtuels admissibles a` 0, i.e. appartenant a` l’espace
vectoriel C0 et non pas a` l’espace affine C, si l’on veut que le PPV soit satisfait (sous la forme que nous
avons adopte´). En effet, on ne fait plus apparaˆıtre ainsi les re´actions inconnues sur la partie du bord a`
de´placement controˆle´ ∂DΩ : comme tout de´placement virtuel envisage´ est nul sur ∂DΩ, ces re´actions
inconnues ne travaillent pas et donc disparaissent de la formulation.
Preuve du PPV. Preuve du seulement si. Commenc¸ons par montrer que si un champ de contraintes
σ∗ ∈ S alors il ve´rifie l’e´quation variationnelle (3.4). Partons des e´quations d’e´quilibre volumiques,
faisons le produit scalaire par ξ∗ ∈ C0 et inte´grons sur le domaine sans les interfaces. En e´crivant les
quantite´s en termes de leurs composantes et en adoptant la convention de sommation sur les indices
re´pe´te´s, il vient
0 =
∫
Ω\Σ
∂σ∗ij
∂xj
ξ∗i dΩ +
∫
Ω
fiξ
∗
i dΩ. (3.5)
On inte`gre par parties le premier terme graˆce a` la formule de Green-Ostrogradsky que l’on rappelle
ci-dessous (ϕ est une fonction re´gulie`re de´finie sur un domaine D de Rn de bord ∂D et n est la normale
unitaire sortante a` D) :
Formule de Green
∫
D
∂ϕ
∂xi
dV =
∫
∂D
ϕnidS
attention. En raison de la possibilite´ de discontinuite´ de certaines quantite´s a` travers les interfaces
Σ, on doit utiliser cette formule de Green sur le domaine Ω \ Σ. On a alors la formule suivante dont
l’e´tablissement est laisse´ a` titre d’exercice (attention au signe sur Σ) :
Exercice 3.1. A l’aide de la formule de Green, montrer que si
ϕ est continuˆment diffe´rentiable sur Ω \Σ mais discontinu sur
Σ, alors ∫
Ω\Σ
∂ϕ
∂xi
dΩ =
∫
∂Ω
ϕnidS −
∫
Σ
[[ϕ]]nidS (3.6)
ou` n de´signe la normale unitaire a` ∂Ω pointant vers l’exte´rieur
de Ω ou la normale unitaire a` Σ pointant vers la partie Ω+.
n
Σ
Ω− Ω+
Le premier terme de droite de (3.5) devient alors∫
Ω\Σ
∂σ∗ij
∂xj
ξ∗i dΩ = −
∫
Ω\Σ
σ∗ij
∂ξ∗i
∂xj
dΩ +
∫
∂Ω
σ∗ijnjξ
∗
i dS −
∫
Σ
[[σijξ
∗
i ]]njdS. (3.7)
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Comme σ∗ est syme´trique, on a
σ∗ij
∂ξ∗i
∂xj
= 12 σ
∗
ij
(
∂ξ∗i
∂xj
+
∂ξ∗j
∂xi
)
= σ∗ijεij(ξ
∗). (3.8)
D’autre part, en tenant compte des conditions aux limites sur ∂NΩ et ∂DΩ, le terme de bord de (3.7)
devient ∫
∂Ω
σ∗ijnjξ
∗
i dS =
∫
∂NΩ
Tiξ
∗
i dS. (3.9)
Enfin, l’inte´grale sur Σ s’annule graˆce a` la continuite´ du vecteur contrainte et du de´placement. En
reportant (3.8) et (3.9) dans (3.7), (3.5) devient∫
Ω\Σ
σ∗ijεij(ξ
∗)dΩ =
∫
Ω
fiξ
∗
i dΩ +
∫
∂NΩ
Tiξ
∗
i dS
ce qui est tre`s exactement l’e´quation variationnelle (3.4) cherche´e puisque ξ∗ a e´te´ choisi arbitrairement
dans C0. 
Preuve du si. Partons maintenant d’un champ de contraintes σ∗ qui ve´rifie (3.4). Il s’agit de montrer
qu’il est statiquement admissible, c’est-a`-dire qu’il appartient a` S. En utilisant la formule d’inte´gration
par parties (3.7) et en utilisant le fait que ξ∗ = 0 sur ∂DΩ et est continu sur Σ, (3.4) devient
0 = −
∫
Ω\Σ
(div σ∗ + f) · ξ∗dΩ +
∫
∂NΩ
(σ∗ · n− T ) · ξ∗dS −
∫
Σ
[[σ∗]] · n · ξ∗dS, ∀ξ∗ ∈ C0. (3.10)
Il s’agit ensuite d’“e´liminer” les inte´grales pour faire apparaˆıtre les conditions d’admissibilite´ statique.
On se contente de raisonner formellement ici en s’appuyant sur la proprie´te´ suivante 4 :
Lemme Fondamental du Calcul des Variations. Soit D un ouvert borne´ de Rn de bord ∂D
“re´gulier”, f une fonction continue sur D et C10 (D) l’ensemble des fonctions continuˆment diffe´rentiables
dans D et nulles sur ∂D. Alors, on a∫
D
fϕ dD = 0, ∀ϕ ∈ C10 (D) ⇐⇒ f = 0 dans D.
Commenc¸ons par conside´rer les ξ∗ continuˆment diffe´rentiables dans Ω \ Σ et nuls sur ∂Ω ∪ Σ.
Comme tous ces ξ∗ sont des e´le´ments de C0, d’apre`s (3.10) on doit avoir∫
Ω\Σ
(div σ∗ + f) · ξ∗dΩ = 0
et ce pour tous ces ξ∗. En utilisant le Lemme Fondamental, on en de´duit que div σ∗ + f = 0 dans
Ω \ Σ. En reportant dans (3.10), il vient
0 =
∫
∂NΩ
(σ∗ · n− T ) · ξ∗dS −
∫
Σ
[[σ∗]] · n · ξ∗dS, ∀ξ∗ ∈ C0.
Comme ξ∗ peut eˆtre choisi arbitrairement sur ∂NΩ et sur Σ, en utilisant une variante du Lemme
Fondamental, on obtient σ∗ · n = T sur ∂NΩ et [[σ∗]] · n = 0 sur Σ, ce qui comple`te les conditions
d’admissibilite´ de σ∗. 
4. Il existe de nombreuses variantes de ce Lemme ou` l’on joue sur le domaine D et sur la re´gularite´ des fonctions f
et ϕ.
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3.1.3 Formulation variationnelle du proble`me d’e´lastostatique
A partir du PPV, on obtient imme´diatement une autre caracte´risation de la solution du proble`me
d’e´lastostatique.
Le(s) champ(s) des de´placements ξ de la structure a` l’e´quilibre est(sont) le(s) champ(s)
cine´matiquement admissible(s) qui ve´rifie(nt) l’e´quation variationnelle∫
Ω\Σ
(
C : ε(ξ) + σ0
)
: ε(ξ∗)dΩ = Wext(ξ∗), ∀ξ∗ ∈ C0. (3.11)
Preuve. Sachant que σ = C : ε(ξ) + σ0 ∈ S, il suffit de reporter la relation de comportement dans (3.4). La
re´ciproque est e´vidente compte tenu du PPV. 
Remarque. En pratique c’est cette formulation variationnelle que l’on utilise pour re´soudre de fac¸on
approche´e le proble`me d’e´lastostatique. En particulier, la Me´thode des Ele´ments Finis consiste a`
construire une approximation en discre´tisant le proble`me. Plus pre´cise´ment l’espace vectoriel C0, qui
est de dimension infinie, est remplace´ par un espace CN0 de dimension finie N . On cherche une ap-
proximation ξN de ξ de la forme
ξN (x) = u0(x) +
N∑
i=1
Uiu
i(x), U = (U1, · · · , UN ) ∈ RN (3.12)
ou` u0 est un e´le´ment que l’on choisit (comme l’on veut) dans C et les champs ui sont une famille de
N e´le´ments de C0 qui constituent la base de CN0 . Les N scalaires Ui sont les inconnues appele´es degre´s
de liberte´ du proble`me ainsi discre´tise´.
En e´crivant l’e´quation variationnelle (3.11) pour tous les ξ∗ de CN0 , on obtient le syste`me line´aire
N∑
j=1
KijUj = Fi
ou` les Kij et les Fi sont donne´s par
Kij =
∫
Ω\Σ
ε(ui) : C : ε(uj)dΩ, Fi = Wext(u
i)−
∫
Ω\Σ
(
C : ε(u0) + σ0
)
: ε(ui)dΩ.
La matrice de rigidite´ K = (Kij) e´tant syme´trique positive
5, il existe de nombreuses me´thodes
nume´riques efficientes pour re´soudre ce syste`me line´aire meˆme dans le cas de tre`s grand nombre
de degre´s de liberte´.
5. Elle est de´finie positive dans la mesure ou` on a e´limine´ tout de´placement rigide admissible.
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3.1.4 The´ore`me de l’e´nergie potentielle
La configuration d’e´quilibre posse`de des proprie´te´s e´nerge´tiques fondamentales tant du point de
vue physique que mathe´matique. Ces proprie´te´s portent sur l’e´nergie potentielle dont nous donnons
la de´finition ici dans le cas du proble`me-type.
De´finition de l’e´nergie potentielle. L’e´nergie potentielle de la structure dans un champ de
de´placement cine´matiquement admissible ξ∗ est le scalaire P(ξ∗) de´fini par
P(ξ∗) =
∫
Ω
(
1
2
ε(ξ∗) : C : ε(ξ∗) + σ0 : ε(ξ∗)
)
dΩ−Wext(ξ∗).
On montre alors le
The´ore`me de l’e´nergie potentielle. Le champ des de´placements ξ de la structure a` l’e´quilibre, s’il
existe, est celui qui posse`de la plus petite e´nergie potentielle parmi tous les champs de de´placements
cine´matiquement admissibles, i.e.
ξ ∈ C, P(ξ) ≤ P(ξ∗), ∀ξ∗ ∈ C. (3.13)
Re´ciproquement, si ξ est un champ de de´placement cine´matiquement admissible qui minimise
l’e´nergie potentielle parmi tous les champs de de´placement cine´matiquement admissibles, alors ξ
est solution du proble`me d’e´lasto-statique.
Cette proprie´te´ s’appuie de fac¸on essentielle sur les proprie´te´s de syme´trie et de positivite´ du
tenseur de rigidite´. Elle ne vaut que dans le cadre restreint de l’e´lasticite´ line´arise´e. Si l’on ne ne´glige
plus les changements de ge´ome´trie et si l’on se place en transformations finies, alors il peut exister des
positions d’e´quilibre qui ne minimisent pas mais rendent seulement stationnaires l’e´nergie potentielle.
On est oblige´ de rajouter des crite`res de stabilite´ pour retenir les “bonnes” configurations d’e´quilibre.
Preuve du the´ore`me de l’e´nergie potentielle. Soit ξ le champ des de´placements a` l’e´quilibre (en
supposant qu’il existe) et soit ξ∗ un champ cine´matiquement admissible quelconque. Calculons P(ξ∗)−P(ξ) en
se basant sur l’identite´ suivante :
ε(ξ∗) : C : ε(ξ∗)− ε(ξ) : C : ε(ξ) = ε(ξ∗ − ξ) : C : ε(ξ∗ − ξ) + 2ε(ξ) : C : ε(ξ∗ − ξ).
Il vient imme´diatement
P(ξ∗)− P(ξ) =
∫
Ω\Σ
1
2 ε(ξ
∗ − ξ) : C : ε(ξ∗ − ξ) dΩ
+
∫
Ω\Σ
σ : ε(ξ∗ − ξ) dΩ−Wext(ξ∗ − ξ). (3.14)
Comme σ est statiquement admissible, il satisfait (3.4) et donc la deuxie`me ligne de (3.14) s’annule puisque
ξ∗ − ξ ∈ C0. Comme C est positif, on de´duit de (3.14) que P(ξ∗) ≥ P(ξ) et ce quel que soit le choix de ξ∗ dans
C. On a donc l’ine´galite´ cherche´e.
Montrons la re´ciproque, i.e. si ξ minimise l’e´nergie potentielle sur C, alors il est solution du proble`me
d’e´lastostatique. Soit donc ξ ∈ C ayant la plus petite e´nergie potentielle. Soit ξ∗ ∈ C0 et h ∈ R. Comme
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ξ+hξ∗ ∈ C, on a P(ξ+hξ∗) ≥ P(ξ). Donc en tant que fonction de h, P(ξ+hξ∗) est un polynoˆme du deuxie`me
degre´ qui doit eˆtre minimal en h = 0. Ecrivons que sa de´rive´e est nulle en h = 0. Un calcul sans difficulte´ donne
0 =
d
dh
P(ξ + hξ∗)∣∣
h=0
=
∫
Ω\Σ
(
C : ε(ξ) + σ0
)
: ε(ξ∗) dΩ−Wext(ξ∗)
et on reconnait dans cette e´galite´ l’e´quation variationnelle (3.11) puisque ξ∗ a e´te´ choisi arbitrairement dans C0.
Donc ξ est solution du proble`me d’e´lastostatique. 
3.1.5 The´ore`me de l’e´nergie comple´mentaire
On peut e´tablir de la meˆme fac¸on une proprie´te´ d’e´nergie minimale pour le champ des contraintes.
L’e´nergie en question n’est plus l’e´nergie potentielle, mais l’e´nergie comple´mentaire dont nous donnons
la de´finition ci-dessous dans le cas du proble`me-type.
De´finition de l’e´nergie comple´mentaire. L’e´nergie comple´mentaire de la structure dans un
champ de contrainte statiquement admissible σ∗ est le scalaire P∗(σ∗) de´fini par
P∗(σ∗) =
∫
Ω
(
1
2 (σ
∗ − σ0) : S : (σ∗ − σ0)
)
dΩ−Wrea(σ∗)
ou` Wrea(σ
∗) de´signe le travail de liaison des forces surfaciques associe´es a` σ∗ dans les de´placements
impose´s sur ∂DΩ
Wrea(σ
∗) =
∫
∂DΩ
ξd · σ∗ · n dS.
On voit donc que l’e´nergie comple´mentaire est la diffe´rence entre l’e´nergie e´lastique duale (exprime´e
en contraintes) et le travail des forces de re´action dans les de´placements impose´s de la partie du bord
concerne´e. On montre alors le
The´ore`me de l’e´nergie comple´mentaire. Le champ des contraintes σ de la structure a`
l’e´quilibre, s’il existe, est celui qui posse`de la plus petite e´nergie comple´mentaire parmi tous les
champs de contraintes statiquement admissibles, i.e.
σ ∈ S, P∗(σ) ≤ P∗(σ∗), ∀σ∗ ∈ S. (3.15)
Cette proprie´te´ s’appuie de fac¸on essentielle sur les proprie´te´s de syme´trie et de positivite´ du
tenseur de souplesse. Elle ne vaut que dans le cadre restreint de l’e´lasticite´ line´arise´e. Il s’agit de
de´montrer une e´quivalence. La preuve que le champ des contraintes a` l’e´quilibre minimise l’e´nergie
comple´mentaire ne pre´sente pas de difficulte´.
Preuve du the´ore`me de l’e´nergie comple´mentaire. Soit σ le champ des contraintes a` l’e´quilibre (en
supposant qu’il existe) et soit σ∗ un champ statiquement admissible quelconque. Calculons P∗(σ∗)−P∗(σ) en
se basant sur l’identite´ suivante :
(σ∗ − σ0) : S : (σ∗ − σ0)− (σ − σ0) : S : (σ − σ0) = (σ∗ − σ) : S : (σ∗ − σ) + 2(σ∗ − σ) : ε(ξ).
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Il vient imme´diatement
P∗(σ∗)− P∗(σ) =
∫
Ω
1
2 (σ
∗ − σ) : S : (σ∗ − σ) dΩ
+
∫
Ω\Σ
(σ∗ − σ) : ε(ξ) dΩ−Wrea(σ∗ − σ). (3.16)
En explicitant le travail de liaison et en inte´grant par parties la premie`re inte´grale de la deuxie`me ligne ci-dessus,
il vient∫
Ω\Σ
(σ∗ − σ) : ε(ξ) dΩ−Wrea(σ∗ − σ) = −
∫
Ω\Σ
(div σ∗ − div σ) · ξ dΩ +
∫
∂NΩ
ξ · (σ∗ · n− σ · n)dS,
l’inte´grale sur ∂DΩ se simplifiant. Mais comme σ
∗ et σ sont statiquement admissible, on a div σ∗ = div σ = −f
dans Ω \ Σ et σ∗ · n = σ · n = T sur ∂NΩ. Par conse´quent la deuxie`me ligne de (3.16) se simplifie et il reste
P∗(σ∗)− P∗(σ) =
∫
Ω
1
2 (σ
∗ − σ) : S : (σ∗ − σ) dΩ
ce qui permet de conclure en vertu de la positivite´ du tenseur de souplesse. 
La preuve de la re´ciproque, i.e. que si σ est un champ de contraintes statiquement admissible qui
minimise l’e´nergie comple´mentaire sur S, alors il est solution du proble`me d’e´lastostatique est plus
de´licate. En effet, il s’agit de montrer qu’alors le champ de tenseurs syme´triques ε de´fini par
ε(x) = S(x) : σ(x) + σ0(x)
est un champ de de´formation, i.e. la partie syme´trique du gradient d’un champ de de´placement et que
ce champ de de´placement est cine´matiquement admissible. Nous admettrons le re´sultat.
3.2 Quelques proprie´te´s qualitatives ge´ne´rales
Ces formulations e´nerge´tiques permettent d’e´tablir des re´sultats d’existence et d’unicite´ de la posi-
tion d’e´quilibre. C’est en particulier la finitude de l’e´nergie potentielle qui fournit le cadre de re´gularite´
des de´placements. Mais en e´cartant ici toutes ces questions de re´gularite´, les re´sultats d’existence et
d’unicite´ de la solution du proble`me d’e´quilibre se re´duisent a` la ve´rification de conditions qui portent
sur les donne´es. Compte tenu des conditions aux limites, on conside`re tout d’abord les champs de
(petits) de´placements rigides admissibles, i.e. les champs cine´matiquement admissibles tels que les
de´formations associe´es soient nulles. L’ensemble de ces champs est note´ R :
De´placements rigides admissibles R = {ξ∗ ∈ C0 : ε(ξ∗) = 0}.
On voit que c’est un espace vectoriel dans le cas du proble`me-type. Il se re´duit au de´placement nul si
le bord du domaine est suffisamment attache´ 6.
Le re´sultat d’existence et d’unicite´ se formule alors ainsi
Existence. Le proble`me d’e´lastostatique posse`de une solution si et seulement si
6. En fait, il suffit de fixer trois points pour interdire tout de´placement rigide.
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1. les donne´es sont assez re´gulie`res ;
2. l’ensemble des champs de de´placement cine´matiquement admissibles n’est pas vide ;
3. le travail des efforts exte´rieurs donne´s est nul dans tout (petit) de´placement rigide admissible 7,
i.e.
Wext(ξ
∗) = 0, ∀ξ∗ ∈ R. (3.17)
Unicite´. La solution est unique a` un de´placement rigide admissible pre`s. Autrement dit, si ξ ∈ C est
solution, alors les autres solutions sont tous les ξ′ ∈ C tels que ξ′ − ξ ∈ R. Par conse´quent le champ
de contraintes solution σ est unique.
Preuve. Existence. Le fait que le proble`me d’e´lastostatique ne peut pas avoir de solution s’il existe un
de´placement rigide admissible ξ∗ tel que Wext(ξ
∗) 6= 0 se voit aussi bien sur l’e´quation variationnelle (3.11)
que sur l’e´nergie potentielle. En effet, en conside´rant ξ∗ ∈ R, comme ε(ξ∗) = 0, (3.11) exige que Wext(ξ∗) = 0.
Du point de vue de l’e´nergie potentielle, si ξ∗ ∈ R, alors on a P(ξ∗) = −Wext(ξ∗) et, comme R est un espace
vectoriel, on a aussi αξ∗ ∈ R et P(αξ∗) = −αWext(ξ∗) pour tout α ∈ R. Par conse´quent, s’il existe ξ∗ ∈ R tel
que Wext(ξ
∗) 6= 0, en choisissant α du signe de Wext(ξ∗) et en le faisant tendre vers l’infini en valeur absolue,
on fera tendre P(αξ∗) vers −∞. Par conse´quent l’e´nergie potentielle n’est pas borne´e infe´rieurement sur C et le
proble`me d’e´lastostatique ne peut avoir de solution en vertu du the´ore`me de l’e´nergie potentielle.
La preuve qu’il existe effectivement une solution si la condition (3.17) est satisfaite sort du cadre de ce cours.
Elle exige que l’on pre´cise le cadre de re´gularite´ des champs de de´placements. En e´lasticite´ line´aire, le cadre
naturel est celui des champs d’e´nergie potentielle finie, ce qui correspond a` l’espace de Sobolev H1(Ω,R3). Le
lecteur inte´resse´ est renvoye´ a` [7] et [2].
Unicite´. Soit ξ et ξ′ deux solutions du proble`mes d’e´lastostatique. Ils satisfont donc tous deux (3.11) et leur
diffe´rence ξ′ − ξ est un e´le´ment de C0. On a donc, d’apre`s (3.11),∫
Ω\Σ
(
C : ε(ξ′) + σ0
)
: ε(ξ′ − ξ) dΩ = Wext(ξ′ − ξ),∫
Ω\Σ
(
C : ε(ξ) + σ0
)
: ε(ξ′ − ξ) dΩ = Wext(ξ′ − ξ).
En faisant la diffe´rence des deux e´quations, il vient∫
Ω\Σ
ε(ξ′ − ξ) : C : ε(ξ′ − ξ) dΩ = 0
dont on de´duit, comme C est de´fini positif, que ε(ξ − ξ′) = 0. Donc ξ′ − ξ ∈ R.
Re´ciproquement, si ξ ve´rifie (3.11) et si ξ′ − ξ ∈ R, alors ε(ξ′) = ε(ξ) et donc ξ′ ve´rifie (3.11). 
Formule de Clapeyron. En l’absence de pre´contraintes et quand C est un espace vectoriel,
l’e´nergie potentielle et le travail des efforts exte´rieurs associe´s au champ de de´placement solution ξ
sont relie´s par la formule dite de Clapeyron :
P(ξ) = −12 Wext(ξ). (3.18)
7. Cette condition ne fait que traduire le principe fondamental de la statique demandant que la re´sultante des forces
exte´rieures doit eˆtre nulle pour que la structure puisse eˆtre en e´quilibre.
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Preuve. Si C est un espace vectoriel, alors on peut choisir ξ∗ = ξ dans (3.11). Si de plus σ0 = 0, alors (3.11)
s’e´crit ∫
Ω\Σ
ε(ξ) : C : ε(ξ) dΩ = Wext(ξ).
Il suffit de reporter cette e´galite´ dans la de´finition de P(ξ) pour obtenir le re´sultat. 
En pre´sence de pre´contraintes ou quand C n’est pas un espace vectoriel, on peut obtenir des variantes
de la formule pre´ce´dente. Nous ne les pre´sentons pas ici.
Une autre conse´quence importante de la line´arite´ des e´quations est qu’on peut appliquer le principe
dit de superposition qui permet de de´composer le proble`me ge´ne´ral en sous-proble`mes “e´le´mentaires”,
chacun mettant en jeu un seul parame`tre de chargement, les autres e´tant pris e´gaux a` 0.
Principe de superposition. Pour une structure de ge´ome´trie donne´e, constitue´e d’un mate´riau
donne´ et pour un partitionnement du bord en ∂DΩ et ∂NΩ donne´, si (ξ, σ) est solution du proble`me
d’e´lastostatique associe´ au jeu de donne´es (ξd, f , T , σ0) et si (ξ′, σ′) est solution du proble`me
d’e´lastostatique associe´ au jeu de donne´es (ξd
′
, f ′, T ′, σ0′), alors (ξ + ξ′, σ + σ′) est solution du
proble`me d’e´lastostatique associe´ au jeu de donne´es (ξd + ξd
′
, f + f ′, T + T ′, σ0 + σ0′).
Preuve. On le ve´rifie facilement a` partir de la formulation des proble`mes aux limites. 
3.3 Extension a` d’autres types de conditions aux limites
Toutes les proprie´te´s variationnelles pre´ce´dentes peuvent eˆtre e´tendues a` des proble`mes d’e´lasto-
statique avec des conditions aux limites beaucoup plus ge´ne´rales que celles de type Dirichlet ou Neu-
mann. C’est en particulier vrai dans le cas suivant
Hypothe`se (Chargements ge´ne´ralise´s). On suppose que
1. L’ensemble des champs de de´placements cine´matiquement admissibles est un espace affine C
dont l’espace vectoriel associe´ est C0 ;
2. Le travail des efforts exte´rieurs donne´s est une forme line´aire Wext de´finie sur C0.
Dans ce cadre e´tendu, les champs de contraintes statiquement admissibles σ∗ restent ceux qui
ve´rifient le Principe des Travaux Virtuels∫
Ω\Σ
σ∗ : ε(ξ∗) dΩ = Wext(ξ∗), ∀ξ∗ ∈ C0. (3.19)
Le travail de liaison Wrea est alors de´fini sur l’ensemble des champs de contraintes statiquement
admissibles par
σ∗ ∈ S 7→Wrea(σ∗) :=
∫
Ω\Σ
σ∗ : ε(ξd) dΩ−Wext(ξd)
ou` ξd est un champ de de´placement cine´matiquement admissible choisi arbitrairement dans C.
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Ve´rifions que cette de´finition a bien un sens en montrant que le travail de liaison ne de´pend pas du
choix de ξd dans C. Soit ξd∗ un autre champ cine´matiquement admissible, comme σ∗ est statiquement
admissible, on a ∫
Ω\Σ
σ∗ : ε(ξd − ξd∗) dΩ = Wext(ξd − ξd∗)
et donc
Wrea(σ
∗) =
∫
Ω\Σ
σ∗ : ε(ξd) dΩ−Wext(ξd) =
∫
Ω\Σ
σ∗ : ε(ξd∗) dΩ−Wext(ξd∗).
attention. En pratique, on commence par e´crire les conditions aux limites en distinguant celles
qui sont de nature cine´matique de celles qui sont d’ordre statique. On de´duit des premie`res l’ensemble
des champs de de´placement cine´matiquement admissibles. Il s’agit ensuite de de´finir le travail des
efforts exte´rieurs donne´s. Cela se fait par construction en e´tablissement le seulement si du PPV. Cette
construction est illustre´e dans l’exercice suivant.
Exercice 3.2 (Le PPV dans l’essai a` force controle´e). On se replace dans la situation de
l’Exercice 1.1 ou` l’on controˆle la force F et le moment M exerce´s sur le plateau de la presse. Etablir
le PPV en pre´cisant les de´finitions de C et Wext.
Corrige´. Compte tenu des conditions aux limites e´tablies dans l’Exercice 1.1, l’ensemble C des de´placements
cine´matiquement admissibles s’e´crit
C = {ξ∗ : ξ∗ = 0 sur S0, ∃ a(ξ∗) ∈ R3,∃ ω(ξ∗) ∈ R3 tels que ξ∗(x) = a(ξ∗) + ω(ξ∗) ∧ (x− xL) sur SL}
ou` l’on fait figurer explicitement la de´pendance de la translation et de la rotation au champ de de´placement
admissible conside´re´. On voit que c’est un espace vectoriel car si α∗ ∈ R, α′ ∈ R, ξ∗ ∈ C et ξ′ ∈ C, alors
α∗ξ∗ + α′ξ′ ∈ C. De plus, on a
a(α∗ξ∗ + α′ξ′) = α∗a(ξ∗) + α′a(ξ′), ω(α∗ξ∗ + α′ξ′) = α∗ω(ξ∗) + α′ω(ξ′),
autrement dit, la de´pendance de la translation et de la rotation au de´placement admissible est line´aire.
L’ensemble S des contraintes statiquement admissibles s’e´crit
S =
{
σ∗ : div σ∗ = 0 dans S×(0, L), σ∗ · n = 0 sur ∂S × (0, L),∫
SL
σ∗(x) · e3dS = F ,
∫
SL
(x− xL) ∧ σ∗(x) · e3dS =M
}
.
Etablissons le seulement si du PPV en suivant la de´marche de´crite page 33. Soit σ∗ ∈ S. En prenant ξ∗ ∈ C, en
multipliant l’e´quation d’e´quilibre volumique par ξ∗ et en inte´grant sur S×(0, L) (il n’y a pas d’interfaces ici),
on obtient
0 =
∫
S×(0,L)
div σ∗ · ξ∗ dΩ.
En utilisant la formule d’inte´gration par parties (cf (3.7)–(3.8)), il vient∫
S×(0,L)
σ∗ : ε(ξ∗) dΩ = −
∫
S0
ξ∗ · σ∗ · e3dS +
∫
∂S×(0,L)
ξ∗ · σ∗ · n dS +
∫
SL
ξ∗ · σ∗ · e3dS. (3.20)
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L’inte´grale sur S0 s’annule puisque ξ
∗ y est nul, l’inte´grale sur ∂S×(0, L) s’annule puisque σ∗ · n y est nul.
L’inte´grale sur SL se simplifie en tenant compte des conditions cine´matiques que doit y satisfaire ξ
∗ et des
conditions statiques que doit y satisfaire σ∗. Finalement, on a∫
SL
ξ∗ · σ∗ · e3dS = F · a(ξ∗) +M · ω(ξ∗).
En reportant dans (3.20), on a finalement obtenu le PPV :∫
S×(0,L)
σ∗ : ε(ξ∗) dΩ = Wext(ξ
∗), ∀ξ∗ ∈ C
ou` le travail des efforts exte´rieurs donne´s est de´fini par
Wext(ξ
∗) := F · a(ξ∗) +M · ω(ξ∗) .
Autrement dit, dans l’essai a` force controˆle´e, le travail des efforts exte´rieurs donne´s est la somme du travail
de la force impose´e dans la translation virtuelle du plateau et du travail du moment impose´ dans la rotation
virtuelle du plateau. Noter que Wext(ξ
∗) de´pend line´airement de ξ∗. 
attention. Dans le cas ou` l’essai sur e´prouvette est fait a` de´placement controˆle´, l’ensemble des
de´placements cine´matiquement admissibles est
C = {ξ∗ : ξ∗ = 0 sur S0, ξ∗(x) = a+ ω ∧ (x− xL) sur SL}.
C’est un espace affine dont l’espace vectoriel associe´ est
C0 = {ξ∗ : ξ∗ = 0 sur S0 ∪ SL}.
D’autre part le travail des efforts exte´rieurs donne´s est nul, Wext(ξ
∗) = 0 ∀ξ∗ ∈ C0, car les forces
ne sont controˆle´es que sur la surface late´rale de l’e´prouvette (et elles y sont nulles). La force et le
moment a` exercer sur le plateau de la presse pour le de´placer n’apparaissent pas parce qu’ils ne sont
pas donne´s.
3.4 Chargements de´finis par un nombre fini de parame`tres
Un cas fre´quent en pratique est celui ou` le chargement est de´fini par un nombre fini de parame`tres
(l’intensite´ d’une pression, l’intensite´ de la pesanteur, le de´placement du plateau d’une presse, . . . )
qui peuvent eˆtre aussi bien du type de´placement controˆle´ que force controˆle´e. On peut alors associer
a` ces parame`tres de chargement des grandeurs “duales” et repre´senter ainsi la re´ponse globale de la
structure en termes des relations entre les parame`tres en dualite´ (on parle de de´placement ge´ne´ralise´
et de force ge´ne´ralise´e). Dans le cadre de l’e´lasticite´ line´aire cela conduit aux notions de coefficients de
raideur et de coefficients de souplesse. Lorsque nous aborderons des comportements ine´lastiques dans
les deux autres parties de ce cours, ces relations entre forces ge´ne´ralise´es et de´placements ge´ne´ralise´es
deviendront non line´aires et on verra meˆme lors de la partie sur la rupture que la re´ponse obtenue
de´pend de fac¸on essentielle du fait que l’on controˆle les de´placements ou bien les forces.
Dans cette section, nous introduisons ces notions soit de fac¸on ge´ne´rale, soit a` travers d’exemples
et nous les appliquons au cadre de l’e´lasticite´ line´aire.
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3.4.1 Quelques exemples
Voici quelques exemples ou` l’on se place dans le cadre du proble`me type d’e´lastostatique line´arise´.
— La donne´e ξd des de´placements sur ∂DΩ peut s’e´crire
ξd(x) =
n∑
i=1
qiu
i(x), (q1, · · · , qn) ∈ Rn
ou` les n champs ui sont des donne´es normalise´es. Les parame`tres qi sont appele´s de´placements
ge´ne´ralise´s.
— La donne´e T des forces surfaciques sur ∂NΩ peut s’e´crire
T (x) =
m∑
i=1
QiT
i(x), (Q1, · · · , Qm) ∈ Rm
ou` les m champs T i sont des donne´es normalise´es. Les parame`tres Qi sont appele´s forces
ge´ne´ralise´es.
— La donne´e f des forces volumiques dans Ω peut s’e´crire
f(x) =
p∑
i=1
Qif
i(x), (Q1, · · · , Qp) ∈ Rp
ou` les p champs f i sont des donne´es normalise´es. Les parame`tres Qi sont aussi des forces
ge´ne´ralise´es.
— La donne´e σ0 du champ de pre´contraintes dans Ω peut s’e´crire
σ0(x) =
r∑
i=1
Qiσ
0i(x), (Q1, · · · , Qr) ∈ Rr
ou` les r champs σ0
i
sont des donne´es normalise´es. Les parame`tres Qi sont encore des forces
ge´ne´ralise´es.
On peut e´videmment envisager n’importe quelle combinaison des cas pre´ce´dents. A l’aide du principe
de superposition, on peut alors e´crire la solution du proble`me type d’e´lastostatique comme la combi-
naison line´aire des proble`mes e´le´mentaires ou` l’on fixe soit l’un des de´placements ge´ne´ralise´s a` 1 et les
autres de´placements ge´ne´ralise´s ainsi que toutes les forces ge´ne´ralise´es a` 0, soit une force ge´ne´ralise´e
a` 1 et les autres forces ge´ne´ralise´es ainsi que tous les de´placements ge´ne´ralise´s a` 0. Illustrons ceci sur
un exemple.
Exemple : Conside´rons l’essai sur e´prouvette a` de´placement controˆle´ en tenant compte de la pesanteur
g = −ge3, de la pression atmosphe´rique p0 qui agit sur la surface late´rale ∂S×(0, L) et en supposant
que l’e´prouvette est a` une tempe´rature homoge`ne T1 diffe´rente de la tempe´rature de re´fe´rence T0, le
mate´riau ayant un comportement thermoe´lastique isotrope.
L’ensemble des de´placements cine´matiquement admissibles est l’espace affine
C = {ξ∗ : ξ∗ = 0 sur S0, ξ∗(x) = a+ ω ∧ (x− xL) sur SL}.
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alors que le potentiel des efforts exte´rieurs donne´s s’e´crit
Wext(ξ
∗) = −ρg
∫
S×(0,L)
ξ∗3dΩ− p0
∫
∂S×(0,L)
ξ∗ · ndS, ξ∗ ∈ C0.
La formulation variationnelle du proble`me d’e´lastostatique est donc∫
S×(0,L)
(
λdiv ξ div ξ∗ + 2µ ε(ξ) : ε(ξ∗)
)
dΩ = L(ξ∗), ∀ξ∗ ∈ C0,
avec
L(ξ∗) = Wext(ξ∗) + (3λ+ 2µ)α(T1 − T0)
∫
S×(0,L)
div ξ∗dΩ.
Remarquons que, comme ξ∗ = 0 sur S0 ∪ SL pour tout ξ∗ ∈ C0, on a en vertu de la formule de Green
∀ξ∗ ∈ C0,
∫
∂S×(0,L)
ξ∗ · ndS =
∫
∂Ω
ξ∗ · ndS =
∫
S×(0,L)
div ξ∗dΩ.
Par conse´quent, on peut regrouper deux termes dans L qui devient
L(ξ∗) = −ρg
∫
S×(0,L)
ξ∗3dΩ + ((3λ+ 2µ)α(T1 − T0)− p0)
∫
S×(0,L)
div ξ∗dΩ.
On a donc e´tablit la proprie´te´ fondamentale suivante
Equivalence pression-tempe´rature. L’influence de la pression atmosphe´rique est e´quivalente a`
imposer au mate´riau une variation de tempe´rature par rapport a` la tempe´rature de re´fe´rence e´gale
a` −p0/(3λ+ 2µ)α (donc ne´gative).
On voit finalement que ce proble`me peut se de´composer en 8 proble`mes e´le´mentaires : 3 correspon-
dants aux translations du plateau, 3 aux rotations du plateau, 1 a` la pesanteur et 1 a` la tempe´rature
(ou a` la pression). On peut choisir pour parame`tres de chargement : les 6 de´placements ge´ne´ralise´s
q = (α, ω) et les 2 forces ge´ne´ralise´es Q = (−ρg vol(Ω), (3λ+ 2µ)α(T1 − T0)− p0).
3.4.2 Grandeurs duales
A chaque de´placement ge´ne´ralise´, on peut associer par dualite´ une force ge´ne´ralise´e, et de meˆme, a`
chaque force ge´ne´ralise´e, on peut associer par dualite´ un de´placement ge´ne´ralise´. Dans le cas ge´ne´ral,
les de´finitions des grandeurs duales sont les suivantes :
— Soit σ∗ un champ de contraintes statiquement admissibles. On appelle force ge´ne´ralise´e associe´e
a` σ∗ et a` la donne´e ui sur ∂DΩ la quantite´ Qi(σ∗) de´finie par
Qi(σ
∗) =
∫
∂DΩ
ui · σ∗ · n dS.
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— Soit ξ∗ un champ de de´placement cine´matiquement admissible. On appelle de´placement ge´ne´ralise´
associe´ a` ξ∗ et a` la donne´e T i sur ∂NΩ la quantite´ qi(ξ∗) de´finie par
qi(ξ
∗) =
∫
∂NΩ
T i(x) · ξ∗(x) dS.
— Soit ξ∗ un champ de de´placement cine´matiquement admissible. On appelle de´placement ge´ne´ralise´
associe´ a` ξ∗ et a` la donne´e f i dans Ω la quantite´ qi(ξ∗) de´finie par
qi(ξ
∗) =
∫
Ω
f i(x) · ξ∗(x) dΩ.
— Soit ξ∗ un champ de de´placement cine´matiquement admissible. On appelle de´placement ge´ne´ralise´
associe´ a` ξ∗ et a` la donne´e σ0i dans Ω la quantite´ qi(ξ∗) de´finie par
qi(ξ
∗) = −
∫
Ω\Σ
σ0
i
(x) : ε(ξ∗)(x) dΩ,
le signe − e´tant introduit par commodite´.
Exemple : Pour l’exemple pre´ce´dent, cela donne le tableau de correspondance suivant entre de´place-
ments ge´ne´ralise´s et forces ge´ne´ralise´es
De´placement ge´ne´ralise´ a ω ∆(ξ∗) V (ξ∗)
Force ge´ne´ralise´e F(σ∗) M(σ∗) −ρg vol(Ω) (3λ+ 2µ)α(T1 − T0)− p0
avec ∆(ξ∗) =
1
vol(Ω)
∫
Ω
ξ∗3dΩ, V (ξ
∗) =
∫
Ω
div ξ∗dΩ
et F(σ∗) =
∫
SL
σ∗ · e3 dS, M(σ∗) =
∫
SL
(x− xL) ∧ σ∗ · e3 dS.
On voit donc qu’a` la translation du plateau est associe´e la re´sultante des forces ; a` la rotation, le moment
re´sultant ; au poids de l’e´prouvette, le de´placement vertical moyen de l’e´prouvette ; a` la pression, la
variation de volume de l’e´prouvette.
Il n’est e´videmment pas ne´cessaire d’eˆtre dans le cadre du proble`me-type pour de´finir les notions de
de´placements ge´ne´ralise´s et de forces ge´ne´ralise´s. Cela s’e´tend a` tous les types de conditions aux limites.
On peut meˆme dire que cette dualite´ de´placement ge´ne´ralise´–force ge´ne´ralise´e permet de construire de
fac¸on syste´matique des conditions aux limites ge´ne´rales cohe´rentes. On voit d’ailleurs dans l’exemple
pre´ce´dent qu’a` une condition a` la limite de type Dirichlet est associe´e par dualite´ une condition a` la
limite en force ge´ne´ralise´e qui sera de type non local et de meˆme a` une condition a` la limite de type
Neumann est associe´e une condition a` la limite en de´placement ge´ne´ralise´ qui sera de type non local.
Voici un autre exemple dont le traitement est laisse´ a` titre d’exercice.
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Exercice 3.3. On conside`re une structure e´lastique qui posse`de
une cavite´ inte´rieure B contenant un fluide a` une pression uni-
forme p. On s’inte´resse a` l’e´quilibre de la structure e´lastique en
supposant connue la pression p du fluide qui est prise comme
force ge´ne´ralise´e. Montrer que le de´placement ge´ne´ralise´ associe´
est la variation de volume de la cavite´, i.e.
q(ξ∗) =
∫
∂B
ξ∗ · n dS,
n de´signant la normale exte´rieure a` la cavite´.
n
Ω B
3.4.3 Coefficients de souplesse et coefficients de raideur structurels
En vertu du principe de superposition, les forces ge´ne´ralise´es et les de´placements ge´ne´ralise´s sont
relie´s a` l’e´quilibre par des relations line´aires. Ceci permet de de´finir des coefficients d’e´lasticite´ globaux
pour l’ensemble de la structure : coefficients de souplesse qui donnent les de´placements ge´ne´ralise´s en
fonction des forces ge´ne´ralise´es et coefficients de raideur , inverses des pre´ce´dents, qui donnent les
forces ge´ne´ralise´es en fonction des de´placements ge´ne´ralise´s.
Nous ne traiterons pas ici le cas ge´ne´ral, mais nous nous contenterons d’illustrer ces notions sous
forme d’exercice sur l’exemple pre´ce´dent lorsqu’on controˆle les forces sur le plateau de presse.
Exercice 3.4. Dans le cas de l’essai sur e´prouvette a` force controˆle´e ou` l’on tient compte de la
pesanteur, de la pression atmosphe´rique et du fait que la tempe´rature de l’e´prouvette est T1, ree´crire
le proble`me d’e´lastostatique sous forme variationnelle, identifier les forces ge´ne´ralise´es donne´es et les
de´placements ge´ne´ralise´s associe´s. A l’aide du principe de superposition, e´tablir les relations entre les
de´placements ge´ne´ralise´s et les forces ge´ne´ralise´es, puis e´tudier leurs proprie´te´s.
Corrige´. L’ensemble des de´placements admissibles est l’espace vectoriel C, cf Exercice 3.2,
C = {ξ∗ : ξ∗ = 0 sur S0, ∃ a(ξ∗) ∈ R3,∃ ω(ξ∗) ∈ R3 tels que ξ∗(x) = a(ξ∗) + ω(ξ∗) ∧ (x− xL) sur SL}
La forme line´aire L prenant en compte le travail des efforts exte´rieurs et le travail des pre´contraintes s’e´crit
L(ξ∗) := F · a(ξ∗) +M · ω(ξ∗)− ρg vol(Ω)∆(ξ∗) + ((3λ+ 2µ)α(T1 − T0)− p0)V (ξ∗)
que l’on peut e´crire aussi L(ξ∗) := Q · q(ξ∗) en introduisant le vecteur force ge´ne´ralise´e Q et le vecteur
de´placement associe´ de´pendant line´airement de ξ∗ ∈ C, tous deux vecteurs de R8 de´finis par
Q = (F ,M,−ρg vol(Ω), (3λ+ 2µ)α(T1 − T0)− p0) , q(ξ∗) = (a(ξ∗), ω(ξ∗),∆(ξ∗), V (ξ∗)).
Le proble`me variationnel d’e´lastostatique s’e´crit alors
Trouver ξ ∈ C tel que
∫
S×(0,L)
(
λ div ξ div ξ∗ + 2µε(ξ) : ε(ξ∗)
)
dΩ = Q · q(ξ∗), ∀ξ∗ ∈ C.
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On voit qu’a` l’e´quilibre on a∫
S×(0,L)
(
λ(div ξ)2 + 2µε(ξ) : ε(ξ)
)
dΩ = L(ξ) = Q · q(ξ)
ce qui est une ge´ne´ralisation de la formule de Clapeyron.
En vertu du principe de superposition, le proble`me variationnel peut se de´composer en les 8 proble`mes
variationnels suivants : pour i ∈ {1, · · · , 8},
trouver ξi ∈ C tel que
∫
S×(0,L)
(
λ div ξi div ξ∗ + 2µε(ξi) : ε(ξ∗)
)
dΩ = qi(ξ
∗), ∀ξ∗ ∈ C. (3.21)
Comme R = {0} puisque la base est fixe´e, chacun de ces proble`mes admet une solution unique et la solution
du proble`me complet s’e´crit
ξ(x) =
8∑
j=1
Qjξ
j(x).
Posons Sij := qi(ξ
j). Comme qi(ξ) =
∑8
j=1Qjqi(ξ
j) =
∑8
j=1 SijQj , on a la relation matricielle suivante entre
les de´placements ge´ne´ralise´s et les forces ge´ne´ralise´es :
q(ξ) = S ·Q .
La matrice 8×8 S repre´sente la matrice de souplesse de la structure associe´e a` cet essai. Par exemple S33
repre´sente la translation verticale du plateau due a` une force verticale unite´ exerce´e sur le plateau, les autres
forces ge´ne´ralise´es e´tant nulles. Les coefficients hors diagonale sont des coefficients de couplage. Par exemple,
S37 repre´sente la translation verticale du plateau due a` un poids unite´ (vertical ascendant), les autres forces
ge´ne´ralise´es e´tant nulles ; alors que S73 repre´sente le de´placement vertical moyen de l’e´prouvette duˆ a` une force
verticale unite´ exerce´e sur le plateau de la presse, les autres forces ge´ne´ralise´es e´tant nulles.
Etudions les proprie´te´s de S. En prenant ξ∗ = ξj dans (3.21), on de´duit que
Sij = Sji =
∫
S×(0,L)
(
λ div ξi div ξj + 2µε(ξi) : ε(ξj)
)
dΩ
et donc que la matrice S est syme´trique. Cette proprie´te´ (qui est aussi appele´e proprie´te´ de re´ciprocite´ de
Maxwell-Betti) est e´videmment tre`s importante et pas vraiment intuitive. Ainsi, comme S37 = S73, la transla-
tion verticale du plateau due a` un poids vertical ascendant unite´ est e´gale au de´placement vertical moyen de
l’e´prouvette duˆ a` une force verticale unite´ exerce´e sur le plateau.
De plus, S est de´finie positive, puisque
SijQiQj =
∫
S×(0,L)
(
λ div ξ div ξ + 2µε(ξ) : ε(ξ)
)
dΩ ≥ 0, ∀Q ∈ R8,
l’e´galite´ n’ayant lieu que si ξ = 0 et donc que si Q = 0.
Si la section S de l’e´prouvette posse`de des syme´tries, alors on peut montrer que certains coefficients de
souplesse sont nuls ou e´gaux a` d’autres. Par exemple, si la section est le carre´ (−D,D)2, alors il est facile
de voir que S11 = S22 et S44 = S55 simplement du fait que les directions 1 et 2 sont e´quivalentes. De meˆme
S12 = S21 = S13 = S31 = S23 = S32 = 0, car par syme´trie une force suivant e1 n’induit pas une translation du
plateau suivant e2 et une force suivant e3 n’induit pas de translation du plateau suivant e1 et e2. Par contre,
S37 et S38 ne sont pas nuls car une force suivant e3 induit un de´placement vertical moyen et une variation de
volume de l’e´prouvette.
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En inversant la relation entre Q et q(ξ), on obtient la matrice de raideur,
Q = R · q(ξ) ,
qui posse`de les meˆmes proprie´te´s de syme´trie et de de´finie positivite´ que la matrice de souplesse. Le coefficient
de raideur Rij s’interpre`te comme e´tant la force ge´ne´ralise´e Qi due a` un de´placement ge´ne´ralise´ qj = 1, les autres
de´placements ge´ne´ralise´s e´tant nuls. Ainsi, R37 est la force verticale qu’exercerait le plateau sur l’e´prouvette si
l’on imposait un de´placement vertical moyen de l’e´prouvette e´gal a` 1, tout en bloquant les de´placements du
plateau et la variation de volume de l’e´prouvette. 
Exercice 3.5. Reprendre l’exercice pre´ce´dent en envisageant une e´prouvette a` section circulaire de
rayon R. Re´soudre exactement le proble`me e´le´mentaire i = 6 correspondant a` un essai de torsion a`
couple de torsion unitaire impose´, i.e. Q6 = 1. En de´duire l’expression du coefficient de souplesse S66
et montrer que les coefficients de couplage Sj6, j 6= 6, sont nuls. En de´duire le coefficient de raideur
R66.
Corrige´. On ve´rifie sans difficulte´ que les champs des de´placements et des contraintes solutions du proble`me
e´le´mentaire de torsion sont, en coordonne´es cylindriques, de la forme
ξ6(x) = ω3
z
L
reθ, σ
6(x) = µω3
r
L
eθ ⊗s ez
et donc tous les de´placements ge´ne´ralise´s associe´s a` ξ6 sont nuls hormis q6(ξ
6) = ω3,
a(ξ6) = 0, ω(ξ6) = ω3e3, ∆(ξ
6) = 0, V (ξ6) = 0.
L’angle de torsion ω3 est de´termine´ par la donne´e du couple de torsion, i.e. 1 = Q6 =
∫
SL
r2σθzdS. D’ou`
ω3 =
2L
piµR4
.
Comme, par de´finition, Sj6 = qj(ξ
6), on obtient S66 = ω3 et Sj6 = 0 pour j 6= 6. Par syme´trie, on a aussi
S6j = 0 pour j 6= 6. Par conse´quent R66 = 1/ω3 et les coefficients de couplage R6j = Rj6, j 6= 6, sont nuls.
Noter que ces re´sultats sont spe´cifiques a` une section circulaire. Pour des sections de forme diffe´rente, cer-
tains coefficients de couplage peuvent eˆtre non nuls. Ainsi dans le cas d’une section carre´e, S36, S76 et S86 sont
non nuls car la torsion s’accompagne d’un de´placement vertical et d’un changement de volume de l’e´prouvette. 
3.5 Quelques conse´quences des the´ore`mes de l’e´nergie
3.5.1 Encadrement de la solution
Nous allons voir qu’en utilisant le the´ore`me de l’e´nergie potentielle et le the´ore`me de l’e´nergie
comple´mentaire, on peut construire syste´matiquement un encadrement de la solution d’un proble`me
d’e´lastostatique. Le point de de´part est la formule suivante
48
La formule reliant les minima. Si le proble`me d’e´lastostatique posse`de une solution (ξ, σ), alors
le minimum de l’e´nergie potentielle et le minimum de l’e´nergie comple´mentaire sont relie´s par
P(ξ) + P∗(σ) = 0.
Preuve. En partant des de´finitions ge´ne´rales de l’e´nergie potentielle et de l’e´nergie comple´mentaire donne´es
dans la section 3.3, on obtient en additionnant
P(ξ) + P∗(σ) =
∫
Ω\Σ
(
1
2 (σ − σ0) : S(σ − σ0) + 12 ε(ξ) : C : ε(ξ) + σ0 : ε(ξ)− σ : ε(ξd)
)
dΩ−Wext(ξ − ξd)
=
∫
Ω\Σ
(
ε(ξ) : C : ε(ξ) + σ0 : ε(ξ)− σ : ε(ξd)
)
dΩ−Wext(ξ − ξd)
=
∫
Ω\Σ
(
σ : ε(ξ − ξd)
)
dΩ−Wext(ξ − ξd)
= 0
la dernie`re e´galite´ e´tant due au fait que σ est statiquement admissible. 
En s’appuyant ensuite sur les deux the´ore`mes de l’e´nergie, on obtient un formule d’encadrement du
minimum de l’e´nergie
La formule d’encadrement. Si le proble`me d’e´lastostatique posse`de une solution, alors le mini-
mum de l’e´nergie potentielle et le minimum de l’e´nergie comple´mentaire sont encadre´s par
∀σ∗ ∈ S, −P∗(σ∗) ≤ −min
S
P∗ = min
C
P ≤ P(ξ∗), ∀ξ∗ ∈ C.
Cette formule se re´ve`le tre`s utile en pratique pour construire des approximations de la solution.
Nous allons l’illustrer dans le paragraphe suivant autour du proble`me de l’essai de traction.
3.5.2 Un exemple d’application : l’essai de traction a` de´placement late´ral bloque´
Pre´sentation
On de´sire mesurer le module d’Young E d’un mate´riau line´airement e´lastique
isotrope a` l’aide d’un essai de traction en supposant connu son coefficient de
Poisson ν. Pour cela on fabrique une e´prouvette cylindrique de longueur L et
a` section circulaire de rayon R. Dans sa configuration de re´fe´rence naturelle,
l’e´prouvette occupe le domaine Ω = S × (0, L) avec
S = {(x1, x2) : x21 + x22 < R2}.
Sa base S×{0} est attache´e a` un support rigide fixe et son sommet S×{L}
est fixe´ au plateau rigide d’une presse.
 
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On impose le de´placement ∆e3 au plateau de la presse, ∆ > 0, et on mesure la force F ne´cessaire
pour cela :
F =
∫
S×{L}
σ33dS.
En dehors du cas particulier ou` le coefficient de Poisson est nul, la fixation de la base et du sommet a`
un support rigide fait que le champ des contraintes a` l’e´quilibre n’est ni uniforme, ni uniaxial :
σ(x) 6= ∆
L
Ee3 ⊗ e3, F 6=
∆
L
EpiR2.
Introduisons le module d’Young apparent
Ea :=
FL
piR2∆
qui s’interpre`te comme le rapport entre la contrainte longitudinale moyenne F/piR2 exerce´e par le
plateau de la presse sur l’e´prouvette et l’allongement relatif ∆/L de l’e´prouvette. Par des arguments
de dimension, il est possible de montrer que ce module d’Young apparent est proportionnel au mo-
dule d’Young re´el du mate´riau constitutif de l’e´prouvette, avec un coefficient de proportionnalite´ ne
de´pendant que du coefficient de Poisson et de l’e´lancement e = L/R de l’e´prouvette :
Ea = k(ν, e)E .
Faute de savoir calculer exactement le coefficient de proportionnalite´ k, nous nous proposons d’en
construire un encadrement a` l’aide des the´ore`mes de l’e´nergie.
Le proble`me aux limites et ses proprie´te´s variationnelles
Le proble`me aux limites associe´ a` cet essai de traction entre dans la famille des proble`mes-types
e´tudie´s pre´ce´demment. L’ensemble des de´placements cine´matiquement admissibles est l’espace affine 8
C = {ξ∗ : ξ∗(x) = 0 sur S × {0}, ξ∗(x) = ∆e3 sur S × {L}}
dont l’espace vectoriel associe´ est
C0 = {ξ∗ : ξ∗(x) = 0 sur S × {0, L}}.
Comme la base et le sommet sont fixe´s, tout de´placement de corps rigide est interdit,
R = {0}.
En ne´gligeant les forces de pesanteur, l’ensemble des champs de contraintes statiquement admissibles
est l’espace vectoriel S suivant
S = {σ∗ : div σ∗ = 0 dans S × (0, L), σ∗ · n = 0 sur ∂S × (0, L)}.
8. L’ensemble C n’est pas vide, il contient par exemple le champ de de´placement ξd(x) = ∆x3
L
e3.
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Comme tous les efforts exte´rieurs qui sont donne´s sont nuls (forces volumiques dans Ω et forces
surfaciques sur ∂S × (0, L)), le travail des efforts exte´rieurs donne´s est nul
Wext(ξ
∗) = 0, ∀ξ∗ ∈ C.
Par contre le travail des forces de liaison lui n’est pas nul et s’e´crit
Wrea(σ
∗) = ∆
∫
S
σ∗33(x1, x2, L)dx1dx2, ∀σ∗ ∈ S.
En appliquant les re´sultats ge´ne´raux d’existence et d’unicite´, on voit donc que le proble`me admet une
solution unique (ξ, σ), tant en de´placements qu’en contraintes. On est dans le cas d’un proble`me a` un
parame`tre cine´matique, le de´placement longitudinal ∆. La force ge´ne´ralise´e associe´e n’est rien d’autre
que la re´sultante F des contraintes de traction sur la section extreˆme :
F =
∫
S
σ33(x1, x2, L)dx1dx2.
L’e´nergie potentielle d’un champ ξ∗ cine´matiquement admissible s’e´crit
P(ξ∗) =
∫
Ω
(
λ
2
Tr(ε(ξ∗))2 + µε(ξ∗) : ε(ξ∗)
)
dx
alors que l’e´nergie comple´mentaire d’un champ σ∗ statiquement admissible s’e´crit
P∗(σ∗) =
∫
Ω
(
− ν
2E
(Trσ∗)2 +
1 + ν
2E
σ∗ : σ∗
)
dx−∆
∫
S
σ∗33(x1, x2, L)dx1dx2.
Comme σ minimise l’e´nergie comple´mentaire sur S, la de´rive´e de P∗ en σ dans toute direction admis-
sible τ est nulle. Comme S est un espace vectoriel, on a donc
d
dh
P∗(σ + hτ)∣∣
h=0
= 0, ∀τ ∈ S,
ce qui donne ∫
Ω
ε(ξ) : τ dx = ∆
∫
S
τ33(x1, x2, L)dx1dx2, ∀τ ∈ S.
En prenant τ = σ on en de´duit que
∫
Ω ε(ξ) : σdx = F∆ et donc finalement
P∗(σ) = −12 F∆
ce qui est le pendant de la formule de Clapeyron (3.18) qui avait e´te´ obtenue dans le cas ou` C est un
espace vectoriel, mais qui est obtenue ici en terme de l’e´nergie comple´mentaire graˆce au fait que S est
un espace vectoriel 9. En reportant ce re´sultat dans la formule ge´ne´rale d’encadrement e´tablie dans la
section pre´ce´dente, on obtient finalement la formule d’encadrement suivante pour le module d’Young
apparent
∀σ∗ ∈ S, − 2L
piR2∆2
P∗(σ∗) ≤ Ea ≤ 2L
piR2∆2
P(ξ∗), ∀ξ∗ ∈ C . (3.22)
Il s’agit maintenant de construire des minorants et des majorants graˆce a` des choix astucieux de
champs de contraintes et de champs de de´placements admissibles.
9. Cette formule dit que le travail de liaison a` l’e´quilibre est e´gal au double de l’e´nergie e´lastique a` l’e´quilibre
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Encadrement grossier
Prenons pour champ de de´placement
ξd(x) = ∆
x3
L
e3.
Il est bien cine´matiquement admissible et un calcul imme´diat donne
ε(ξd) =
∆
L
e3 ⊗ e3, P(ξd) = 12 (λ+ 2µ)
∆2
L2
piR2L
et donc le majorant
Ea ≤ λ+ 2µ.
Prenons maintenant pour champ de contraintes
σ∞(x) =
∆
L
Ee3 ⊗ e3.
Comme il est uniforme et uniaxial, il ve´rifie les e´quations d’e´quilibre volumiques et les conditions a` la
limites de nullite´ du vecteur contrainte sur la surface late´rale de l’e´prouvette. Il est donc statiquement
admissible et son e´nergie comple´mentaire est donne´e par
P∗(σ∞) = 12
∆2
L2
EpiR2L−∆∆
L
EpiR2 = −piR
2∆2
2L
E.
En reportant, on en de´duit le minorant
E ≤ Ea.
D’ou` finalement l’encadrement que l’on qualifiera de grossier car il est inde´pendant de l’e´lancement
de l’e´prouvette :
E ≤ Ea ≤ λ+ 2µ . (3.23)
Cas ou` ν = 0
Si le coefficient de Poisson du mate´riau est nul, alors λ = 0 et 2µ = E. Le minorant et le majorant
co¨ıncident, ce qui veut dire que les champs tests ξd et σ∞ sont solutions. Le champ des contraintes
est donc uniforme et uniaxial, le module d’Young apparent est e´gal au module d’Young du mate´riau.
Cas ou` ν 6= 0
Dans ce cas, ni ξd, ni σ∞ ne sont solutions. En effet, ξd n’est pas le champ de de´placement solution,
car le champ de contrainte associe´ s’e´crit
σd = λ
∆
L
(e1 ⊗ e1 + e2 ⊗ e2) + (λ+ 2µ)
∆
L
e3 ⊗ e3
et il ne ve´rifie pas la condition de nullite´ du vecteur contrainte sur la surface late´rale puisque λ 6= 0.
De meˆme, σ∞ n’est pas solution, car le champ des de´formations associe´ s’e´crit
ε∞ = −ν∆
L
(e1 ⊗ e1 + e2 ⊗ e2) +
∆
L
e3 ⊗ e3. (3.24)
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Comme ε∞11 6= 0, la condition de fixation ξ1 = 0 en x3 = 0 ne peut pas eˆtre satisfaite. Comme les champs
tests ne sont pas solution, les ine´galite´s sont ne´cessairement strictes dans les estimations obtenues :
E < Ea < λ+ 2µ.
Affinement du majorant dans le cas ν 6= 0
Conside´rons le champ de de´placement ξ∞ suivant
ξ∞(x) =
∆
L
(−νx1e1 − νx2e2 + x3e3)
dont le champ de de´formation associe´ est ε∞ donne´ par (3.24) et le champ de contraintes associe´
par la relation d’e´lasticite´ est σ∞. Ce champ de de´placement n’est pas cine´matiquement admissible
car il ne ve´rifie pas les conditions de fixation en x3 = 0 et x3 = L. Toutefois on peut penser que si
l’e´prouvette est e´lance´e, i.e. si e = L/R est grand devant 1, alors le champ des contraintes a` l’e´quilibre
loin de la base et du sommet ne devrait pas eˆtre tre`s diffe´rent de σ∞. Par conse´quent, si nous rendons
admissible ξ∞ en ponde´rant ses composantes tangentielles par une fonction de x3 nulle en 0 et en L,
et tendant “rapidement” vers 1 quand on s’e´loigne de la base et du sommet, on devrait obtenir un
majorant proche de E. C’est ce que nous nous proposons de montrer dans ce paragraphe.
Introduisons donc la famille de champs cine´matiquement admissibles
ξ∗(x) = −ν∆
L
f
(x3
L
)(
x1e1 + x2e2
)
+
∆
L
x3e3
avec
f ∈ F = {f : [0, 1]→ R, f de classe C2, f(0) = f(1) = 0} . (3.25)
Le champ de de´formation associe´ a` ξ∗ est donne´ par
ε(ξ∗)(x) =
∆
L

−νf
(x3
L
)
0 −ν
2
f ′
(x3
L
)x1
L
0 −νf
(x3
L
)
−ν
2
f ′
(x3
L
)x2
L
−ν
2
f ′
(x3
L
)x1
L
−ν
2
f ′
(x3
L
)x2
L
1

Apre`s un calcul qui n’est pas de´taille´ ici, l’e´nergie potentielle d’un tel champ peut s’e´crire
P(ξ∗) = piR
2∆2
2L
(
1 + J(f)
)
E
avec
J(f) =
α
e2
∫ 1
0
f ′(ζ)2dζ + β
∫ 1
0
(f(ζ)− 1)2dζ (3.26)
ou` α et β sont deux coefficients strictement positifs (dans la mesure ou` ν 6= 0) ne de´pendant que du
coefficient de Poisson
α =
ν2
4(1 + ν)
, β =
2ν2
(1 + ν)(1− 2ν) .
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En reportant dans la formule d’encadrement (3.22), on obtient donc le majorant suivant
Ea ≤
(
1 + J(f)
)
E, ∀f ∈ F
et on obtiendra donc le meilleur majorant avec des champs de cette forme en minimisant J sur F .
La minimisation de J sur F est un proble`me classique de calcul des variations dont on rappelle les
principales e´tapes ci-dessous qui conduisent a` sa re´solution.
Minimisation de J sur F .
1. Les coefficients α et β e´tant strictement positifs, la fonctionnelle J est strictement convexe sur
F .
2. La fonction f∗ de F qui la minimise est unique et est celle qui annule la de´rive´e directionnelle
de J , i.e.
f∗ ∈ F , J ′(f∗)(f) = 0, ∀f ∈ F , (3.27)
la de´rive´e directionnelle e´tant donne´e par
J ′(f∗)(f) :=
d
dh
J(f∗ + hf)
∣∣∣∣
h=0
=
2α
e2
∫ 1
0
f ′∗(ζ)f
′(ζ)dζ + 2β
∫ 1
0
(
f∗(ζ)− 1
)
f(ζ)dζ. (3.28)
3. Par conse´quent, f∗ est solution de l’e´quation diffe´rentielle du second ordre a` coefficients constants
α
e2
f ′′∗ (ζ)− β(f∗(ζ)− 1) = 0 , ∀ζ ∈ (0, 1)
f∗(0) = f∗(1) = 0.
Muni de cette caracte´risation du minimum, il est facile d’inte´grer l’e´quation diffe´rentielle et on
obtient
f∗(ζ) = 1−
cosh
(
(2ζ − 1) e
√
2√
1− 2ν
)
cosh
( e√2√
1− 2ν
) .
Il reste a` calculer le minimum J(f∗). On a tout inte´reˆt pour re´duire les calculs d’utiliser la proprie´te´
variationnelle (3.27) que ve´rifie le minimiseur. En effet en prenant f = f∗ dans (3.27), on obtient
0 =
α
e2
∫ 1
0
f ′∗(ζ)
2dζ + β
∫ 1
0
(
f∗(ζ)− 1
)
f∗(ζ)dζ
et donc
J(f∗) = β
∫ 1
0
(1− f∗(ζ))dζ = β
√
1− 2ν
e
√
2
tanh
(
e
√
2√
1− 2ν
)
.
En reportant, on a donc obtenu l’encadrement suivant
E ≤ Ea ≤
(
1 +
√
2ν2
e(1 + ν)
√
1− 2ν tanh
(
e
√
2√
1− 2ν
))
E.
On retrouve que si ν = 0 le minorant et le majorant co¨ıncident. Sinon, on voit que le majorant tend
vers E lorsque l’e´lancement de l’e´prouvette tend vers l’infini, ce qui e´tait le re´sultat pressenti.
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Deuxie`me partie
Plasticite´
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Chapitre 4
Introduction au comportement
ine´lastique des mate´riaux et des
structures
4.1 Les comportements macroscopiques des mate´riaux
Figure 4.1 – Eprouvettes utilise´es dans des essais uni-axiaux : a` gauche et au milieu, e´prouvette
cylindrique et e´prouvette plate pour un essai de traction ; a` droite, e´prouvette cylindrique pour un
essai de compression.
Pour identifier le comportement macroscopique d’un mate´riau, on commence par re´aliser des essais
uni-axiaux sur e´prouvette, i.e. des essais ou` l’on exerce des forces de traction ou de compression dans
une direction (soit e1). Si l’e´prouvette est cylindrique et si la re´ponse est homoge`ne, alors le tenseur des
contraintes sera de la forme σ = σe1 ⊗ e1, ce qui justifie la terminologie. Le tenseur des de´formations
ε ne sera pas en ge´ne´ral uniaxial et on notera ε sa composante ε11. Toutefois, ces proprie´te´s d’uni-
axialite´ et d’homoge´ne´ite´ ne sont pas toujours satisfaites en pratique (ne serait-ce que par la forme
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meˆme de l’e´prouvette et par la difficulte´ a` imposer des conditions aux limites compatibles). C’est aussi
une des pre´occupations de l’expe´rimentateur de s’assurer que les re´sultats obtenus sont intrinse`ques au
mate´riau et pas un effet combine´ du mate´riau, de la ge´ome´trie et du chargement. Autrement dit, les
re´sultats d’essais obtenus permettent avant tout de mettre en relation des grandeurs macroscopiques
(i.e. moyenne´es en espace) qu’il s’agit de comple´ter par d’autres analyses afin de s’assurer qu’ils ne
sont pas biaise´s par des effets structurels.
Munis de ces pre´cautions, commenc¸ons par rendre compte des diffe´rents types de re´ponses observe´es
sous chargement monotone en distinguant si besoin est les essais de traction σ > 0, des essais de
compression σ < 0. Suivant les mate´riaux et les conditions de tempe´rature, on peut obtenir dans un
diagramme (ε, σ) des courbes d’allure varie´e et dont les ordres de grandeur des de´formations ou des
contraintes critiques sont tre`s diffe´rents. Les re´ponses-types sont commente´es ci-dessous et repre´sente´es
sur les Figures 4.2 et 4.3, des valeurs e´tant donne´es a` titre indicatif pour fixer les ordres de grandeur :
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Figure 4.2 – Re´ponses sche´matiques de diffe´rents mate´riaux dans un essai de traction uniaxiale : a`
gauche, pour un acier ; au centre, pour un e´lastome`re ; a` droite, pour du be´ton.
1. Pour un acier doux, a` tempe´rature ordinaire, on observe une re´ponse quasi-line´aire jusqu’a` des
valeurs de la contrainte autour de 200-250 MPa avec une pente autour de 200 GPa (et donc
jusqu’a` une de´formation d’environ 10−3), puis la courbe s’infle´chit voire redescend le´ge`rement,
se stabilise autour d’une valeur pratiquement constante avant de croˆıtre a` nouveau, de passer
par un maximum et de redescendre. Le maximum est atteint pour des valeurs de la de´formation
de quelques % et une contrainte autour de 300-350 MPa.
2. Pour un e´lastome`re, la courbe contrainte-de´formation est toujours fortement non line´aire,
d’abord concave puis convexe avec un changement de concavite´ vers quelques % de de´formation.
Le module d’Young tangent est beaucoup plus faible que pour un acier.
3. Pour une e´prouvette en be´ton soumise a` un essai de traction, on observe une re´ponse quasi-
line´aire jusqu’a` une de´formation de l’ordre de quelques 10−3 et une contrainte de l’ordre de
quelques MPa, puis une de´croissance rapide de la contrainte (phe´nome`ne appele´ adoucisse-
ment).
4. Si l’on re´alise un essai de compression sur une e´prouvette de be´ton, l’allure de la courbe
contrainte-de´formation est sensiblement diffe´rente de celle obtenue en traction. La partie line´aire
de la re´ponse est nettement plus importante, puis la courbe s’infle´chit progressivement jusqu’a`
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atteindre une valeur maximale 7 a` 8 fois plus e´leve´e que la contrainte maximale en traction.
Cette phase de croissance non line´aire de la contrainte correspond au phe´nome`ne de durcis-
sement . Elle est suivie d’une phase d’adoucissement, mais la de´croissance de la contrainte est
plus lente qu’en traction, cf Figure 4.3.
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ε(%)
3
−20
−0.4
Figure 4.3 – Asyme´trie du comportement du be´ton entre la traction et la compression.
Les non-line´arite´s observe´es lors de certaines phases de la re´ponse sous chargement monotone
s’ave`rent eˆtre dues a` une irre´versibilite´ du comportement (mais attention, il ne faut pas confondre les
deux concepts) et on le constate en faisant des chargements non monotones. Donc, si apre`s une monte´e
en charge jusqu’a` un certain niveau de de´formation ε1 et de contrainte σ1, on de´charge l’e´prouvette
jusqu’a` ramener les contraintes a` 0 puis on la recharge jusqu’a` un niveau de de´formation ε2 plus grand
(en valeur absolue) que ε1, on observe typiquement les re´ponses suivantes, cf Figure 4.4 :
1. Pour un acier doux, si ε1 correspond au premier plateau de la monte´e en charge, la de´charge est
pratiquement line´aire suivant une pente qui est pratiquement identique a` celle de la monte´e en
charge. A` la fin de la de´charge on observe donc une de´formation re´siduelle. C’est ce phe´nome`ne
qui est appele´ plasticite´. Si l’on recharge, la re´ponse est pratiquement line´aire avec toujours
la meˆme pente jusqu’au niveau ε1, puis la contrainte est a` nouveau pratiquement constante et
l’on retrouve la courbe de premie`re charge.
2. Pour un e´lastome`re, la de´charge est comme la monte´e en charge fortement non line´aire, la
courbe est convexe et la pente diminue progressivement lorsqu’on rame`ne la contrainte a` 0.
Contrairement a` l’acier, on n’observe pas de de´formation re´siduelle notable. Ce comportement
avec boucle d’hyste´re´sis est appele´ effet Mullins. La recharge se fait pratiquement suivant la
courbe de de´charge, ce qui veut dire que cette phase de de´charge-recharge est pratiquement
re´versible (mais non-line´aire). Lorsqu’on de´passe le niveau ε1, on retrouve la courbe de premie`re
charge.
3. Pour du be´ton en compression, la de´charge est en premie`re approximation line´aire mais avec
une pente plus faible que celle correspondant au de´but de la monte´e en charge. Ce phe´nome`ne
de perte de rigidite´ est appele´ endommagement . A` la fin de la de´charge, il y a une de´formation
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re´siduelle. La recharge est en premie`re approximation re´versible jusqu’au niveau ε1 pre´ce´demment
atteint, puis l’on suit la courbe de premie`re charge.
ε
σσ
ε
σ
ε
Figure 4.4 – Re´ponses sche´matiques des diffe´rents mate´riaux dans un cycle de charge-de´charge-
recharge : a` gauche, pour un acier doux ; au centre, pour un e´lastome`re ; a` droite, pour un be´ton en
compression.
Toutefois, dans tous les cas la re´versibilite´ des phases de de´charge-recharge n’est qu’approximative. Si
l’on effectue un grand nombre de cycles, on voit progressivement une de´rive qui peut suivant les cas
se stabiliser ou non selon le type de mate´riaux teste´s et le type de cycles effectue´s, cf Figure 4.5.
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Fig. 2. Typical cyclic compression test from Karsan and Jirsa (1969).
Fig. 3. Complete unloading–reloading cycle in compression.
defines the unloading and reloading path and determines the
degree of damage caused by the cycling (Karsan and Jirsa [3],
or Palermo and Vecchio [9]). Several types of curves have
been used to reproduce the unloading curve also, like the
Ramberg–Osgood equation used by Palermo and Vecchio [9]
or Chang and Mander [7], the power type used by Bahn and
Hsu [6] or the multilinear curve proposed by Yankelevsky
and Reinhardt [4] or Mansour and Hsu [8]. In turn, reloading
can be accurately modelled by a linear curve as is done
by most researchers (Palermo and Vecchio [9], Bahn and
Hsu [6], among others). Herein, an exponential type equation is
proposed for the unloading curve of concrete and a linear type
equation is used for the reloading curve (Fig. 3). The equation
proposed for the unloading branch includes the mean features
of the unloading curves obtained experimentally, such as the
curvature of the unloading curve, the initial unloading stiffness,
the final unloading stiffness and the unloading strain–plastic
strain ratio. It has been observed that these characteristics vary
with the accumulation of damage. Some previous works ignore
this fact and consider as constants one or more characteristics.
Chang and Mander [7] consider the initial unloading stiffness
equal to the initial modulus of deformation of the concrete.
Palermo and Vecchio [9] assigned to the initial unloading
stiffness a value equal to the initial tangent stiffness of the
concrete and a value equal to the 7.1% of the initial tangent
stiffness of the concrete to the final unloading stiffness. Herein,
none of these important characteristics are previously fixed.
The final unloading stiffness and the unloading strain–plastic
strain ratio are explicitly related to the damage accumulation in
Fig. 4. Relationship between the reloading damage and the unloading damage
obtained by means of statistical regression on selected experimental results.
the concrete. As a consequence, the curvature of the unloading
curve and the initial unloading stiffness are implicitly related to
the damage accumulation.
The proposed unloading curve is given by the equation:
σ = D1eD
2
(
1− ε−εplεun−εpl
)
E0
(
ε − εpl) (10)
where
D1 = r(1− δun)
(r − 1) D
2 = Ln
[
R(1− δun)(r − 1)
r
]
(11)
with r = εun/εpl and R = Epl/E0. εpl is the strain at
zero stress, Epl is the stiffness at the end of the unloading
curve and (Fig. 3), δun is the compressive damage δ− at the
unloading point which is the only parameter used here to define
the complete unloading–reloading path. The dependence of the
other variables with this parameter has been determined in a
semi empirical way. A series of cyclic test on plain concrete
under compressive loadings have been reproduced with this
model and statistical regression has been performed as is later
shown. The test considered are those performed by Sinha
et al. [1], Karsan and Jirsa [3], Spooner and Dougill [13],
Okamoto et al. [14], Tanigawa et al. [15], Buyukozturk and
Tseng [27] and Bahn and Hsu [6].
The reloading response is modelled by a linear curve as
is done by most researchers (Palermo and Vecchio [9], Bahn
and Hsu [6], Sakai and Kawashima [18] among others). This
approach is in agreement with experimental results.
A meaningful feature included in the model, which is not
always considered by other authors, is the degradation in
reloading stiffness with load cycling. As has been observed in
test results, the reloading curve does not return to the envelope
curve at the previous maximum unloading strain and further
straining is needed to take up again the envelope curve. It
has been found that the relationship between the reloading
compressive damage δre (defined as the compressive damage
δ− at the reloading strain εre) and the unloading compressive
damage δun presents a linear behavior (Fig. 4). The difference
between δun and δre describes the damage accumulated in
each cycle. The effect of cyclic stiffness degradation and
its dependence with the unloading compressive damage can
be observed in Fig. 5. It can be noted that the unloading
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Summary In this lecture we discuss (i) the large deformation stress-strain response of rubberlike solids based on experimental observa-
tions, (ii) the mathematical modelling of this behaviour through its phenomenological treatment using elasticity theory and extensions
of the theory to account for inelastic responses such as the Mullins effect and hysteretic stress-strain cycling, (iii) an introduction to the
analysis of magnetoelastic effects in magneto-sensitive elastomers.
EXTENDED SUMMARY
Description of experimental results
The lecture begins with an overview of the large deformation stress-strain response of rubberlike solids based on exper-
imental observations, in particular of vulcanized natural rubber. First, experimental results that characterize the elastic
behaviour of rubber are described. This is followed by illustrations of how the behaviour departs from the purely elastic.
When subjected to cyclic loading many elastomers (and also biological soft tissues) exhibit a stress softening phenomenon
widely known as the Mullins effect (Mullins [1]). The Mullins effect is associated mainly with a significant reduction in
the stress at a given level of strain on unloading as compared with the stress on initial loading on the first and successive
cycles in stress-strain cyclic tests of fixed amplitude. An example of this behaviour is shown in Figure 1.
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Figure 1. The Mullins effect (first loading-unloading cycle) and subsequent stress-stretch cycles for simple tension of a particle-
reinforced specimen of rubber filled with 20 phr of carbon black up to a maximum stretch λ = 3 (after Dorfmann and Ogden [2]).
This is just one of the various inelastic effects that are evident in materials such as rubbers hardened by the inclusion of
fillers. Other inelastic effects include frequency-dependent response and hysteresis. The Mullins effect is closely related
to the fatigue of elastomeric parts used in engineering applications. A detailed qualitative and quantitative understanding
of the Mullins effect is thus a necessary step towards the scientific evaluation of the life of a rubber product.
In this talk we examine stress softening associated with the Mullins effect, and the different degrees of stress softening for
different rubbers are highlighted. Other inelastic effects such as hysteretic stress-strain cycling following pre-conditioning
of the material (to remove the Mullins effect) are also described.
Theoretical approaches
Many phenomenological theories aimed at modelling the Mullins effect have been proposed in the literature. Some
of these are based on the two-phase micro-structural model introduced by Mullins and Tobin [3] and developed more
recently by, for example, Johnson and Beatty [4]. Another class of models is based on the introduction of a damage (or
stress-softening) variable to describe the internal damage in the bulk material associated with the Mulli s effect (see, for
example, Gurtin and Francis [5], De Souza Neto et al. [6], Beatty and Krishnaswamy [7] and Zúñiga and Beatty [8] and
references cited therein). Ogden and Roxburgh [9, 10] have developed a model bas d on a the ry of pseudo-elastic ty in
which a pseudo-energy function is introduced as in standard nonlinear elasticity th ory except that an additional scalar
variable (the damage variable) is incorporated. Many of these models share the common feature that the virgin material
response is determined by a standard strain-energy function or a stress constitutive function for a perfectly elastic isotropic
material. The latter theory is examined in detail to illustrate how the theory can reproduce the main qualitative features of
the phenomena in question. A connection between this theory and that of materials with multiple natural configurations
due to Rajagopal and Wineman [11] is also noted.
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Figure 4.5 – Re´ponses des diffe´rents mate´riaux sous chargement cyclique : a` gauche, plasticite´ cyclique
d’un acier ; au milieu, adoucissement cyclique d’un e´lastome`re ; a` droite, comportement hyste´re´tique
d’un be´ton en compr ssion
Si l’on revient a` un chargement monotone et si on augmente la de´formation, l’e´prouvette finit par
se rompre. Ici encore les me´canismes de rupture observe´s sont tre`s varie´s et fortement de´pendants
du mate´riau et de l’essai. Par exemple, pour un acier lors d’un essai de traction, on observe avant
la rupture u re´tre´cissement de la secti n de l’e´prouvet e (ph´ ome`ne appele´ striction), la rupture
intervenant ensuite par une se´paration en deux de l’e´prouvette dans le sens transversal. Pour un
composite con titue´ d’une mat ice polyme`re re force´e par des fibres d carbone d ns une direction,
la rupture dans un essai de compression (la direction de la compression e´tant paralle`le aux fibres)
intervient par un d´cohe´sion des fibres. Pour u be´ton en compression, l rupture se traduit par
l’apparition d’un re´seau de fissures longitudinales alors que dans un essai de traction elle consiste
essentielle ent en un fissure unique transversale.
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Essais expérimentaux !! – 11 - 1 - 21
Essai de compression
! Essais sur cylindres
Essais expérimentaux !! – 11 - 1 - 22
Essai brésilien
Figure 4.6 – Etat final de diffe´rentes e´prouvettes apre`s un essai uniaxial : a` gauche, rupture par
striction d’une e´prouvette me´tallique ; au centre, rupture par de´cohe´sion des fibres d’un composite a`
fibres de carbone ; a` droite, rupture par fissuration longitudinale d’une e´prouvette de be´ton comprime´e.
On peut eˆtre tente´ de proposer une classification des mate´riaux ou des comportements a` partir de
ces diffe´rences observe´es dans des essais uniaxiaux. On parle ainsi de comportement fragile ou ductile.
Terminologie : Un mate´riau comme l’acier a` tempe´rature ordinaire qui peut supporter des
de´formations importantes apre`s la phase initiale e´lastique est dit ductile alors qu’un mate´riau comme
le be´ton dont la contrainte chute rapidement vers 0 apre`s la phase e´lastique est dit fragile.
Mais cette distinction fragile-ductile ne permet ni de caracte´riser un mate´riau donne´, ni de classer
l’ensemble des mate´riaux car les re´ponses pre´sente´es pre´ce´demment peuvent de´pendre fortement de
deux parame`tres : la tempe´rature et la vitesse de de´formation.
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Figure 4.7 – Mise en e´vidence d’un comportement avec viscosite´ : a` gauche, de´pendance de la re´ponse
a` la vitesse de de´formation ; au milieu, relaxation de la contrainte a` de´formation constante ; a` droite,
fluage a` contrainte constante.
La de´pendance a` la vitesse de de´formation est particulie`rement nette chez les polyme`res. Une fac¸on
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de le mettre en e´vidence est de faire des essais de traction uni-axiaux en pilotant en de´formation et
en imposant une vitesse de de´formation constante. On constate que, plus la vitesse de de´formation
est grande, plus la contrainte est e´leve´e pour le meˆme niveau de de´formation, cf Figure 4.7. Ces effets
visqueux se voient aussi en travaillant soit a` de´formation constante ou` l’on observe une relaxation
des contraintes avec le temps, soit a` contrainte constante ou` l’on observe le phe´nome`ne de fluage, i.e.
une augmentation de la de´formation avec le temps. En combinant des phases ou` l’on fait varier tre`s
rapidement les de´formations, phases au cours desquelles la viscosite´ n’a pas le temps de jouer, avec
des phases ou` l’on maintient les de´formations, phases ou` il y a relaxation des contraintes, on obtient
des re´ponses comme celle qui est repre´sente´e dans la Figure 4.8 et qui correspond a` un e´lastome`re.
of stress relaxation occurred in the first 2–5s. Dur-
ing loading, the stress was observed to decrease
during the strain hold period; whilst during
unloading, the stress was observed to increase dur-
ing the strain holding period (Fig. 6(b) and (c)).
This behavior is characteristic of the time-depend-
ent behavior of more conventional elastomeric
materials (see, for example, Lion, 1996; Bergstrom
and Boyce, 1998).
2.4. Softening
Fig. 7 shows the compressive true stress–true
strain behavior during the cyclic loading–unload-
ing tests with emax = 1.0 and _e ¼ 0:01s"1. Several
features are observed. First, in cyclic tests, the
stress–strain curve in the second cycle is far more
compliant than that observed in the first cycle; this
effect is referred to as softening behavior. Second,
the stress–strain behavior tends to stabilize, after a
few cycles, with most softening occurring during
the first cycle. Third, as the strain upon reloading
approaches the maximum strain achieved in prior
cycles, the stress tends to approach the stress level
of a first cycle test at that strain. Fourth, the
unloading paths after a given strain all follow the
same curve, independent of cycle number. Fifth,
softening depends upon strain history, where lar-
ger strain produces greater softening. Last, the
residual strain occurs predominantly after the first
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Fig. 6. (a) Applied strain history for stress relaxation tests; (b) true stress vs. time curve for uniaxial compression test with a number of
intermittently stops. (c) True stress vs. true strain curve for the same test.
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intermittently stops. (c) True stress vs. true strain curve for the same test.
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Figure 4.8 – Mise en e´vidence du comportement viscoe´lastique d’un polyme`re : a` gauche, contrainte
uni-axiale σ en fonction du temps ; a` droite, re´ponse dans le diagramme (ε, σ)
Il faut noter toutefois que tous les comportements irr´v rsibles mis en e´vidence auparavant (les
de´formations re´siduelles et la plasticite´ cyclique pour les me´taux, l’effet Mullins et l’adoucissement
cyclique des contraintes pour les polyme`res, la perte progressive de rigidite´ et le comportement
hyste´re´tique des be´tons) ne sont pas des effets visqueux. Ils peuvent eˆtre mode´lise´s dans un cadre
ou` le comportement est inde´pendant des vitesses de sollicitation.
La empe´ra ure est un parame`tre essenti l qui peut changer radicalement le comportement d’un
mate´riau. Ainsi, un me´tal est ductile a` tempe´rature ordinair , mais devient fragile a` bass tempe´rature.
Cette transition fragile-ductile, longtemps me´connue ou me´sestime´e, est d’ailleurs a` la base de plusieurs
accidents ce´le`bres (cf la fin du chapit e). Pour un polyme`re, la tempe´rature de transition vitreuse
correspond pratiquement a` n changeme t d’e´tat, le polyme`re passant (progressivement) lorsqu’on
augmente la tempe´rature d’un e´tat dit vitreux a` un e´tat dit caoutchouteux. Dans le meˆme temps, le
module d’Young peut chuter dans un rapport 100. De fac¸on ge´ne´rale, plus la tempe´rature est e´leve´e
et plus les effets visqueux prennent de l’importance.
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Les me´canismes microscopiques associe´s : L’explication de ces diffe´rents comportements peut eˆtre
cherche´e a` une e´chelle plus fine en observant les me´canismes microscopiques associe´s. A` chaque
fois, le mot cle´ est de´faut : la plasticite´ des me´taux est due aux mouvements des dislocations
(de´faut du re´seau cristallin) ; le comportement non line´aire et irre´versible des e´lastome`res est duˆ a`
l’e´tirement des chaˆınes et aux modifications des liaisons faibles entre les noeuds du re´seau ; la perte
de rigidite´ progressive et le comportement hyste´re´tique du be´ton sont lie´s au de´veloppement et au
jeu d’ouverture et de fermeture de re´seaux de microfissures.
Toutefois, l’objectif de ce cours n’est pas d’e´tablir un lien pre´cis entre microstructure et proprie´te´s
macroscopiques, mais de mode´liser directement au niveau macroscopique les comportements observe´s
afin de disposer d’outils de dimensionnement des structures me´caniques. Il existe des cours spe´cialise´s
de´die´s a` l’e´tude des mate´riaux aux “petites e´chelles”, par exemple “PHY556 : Bases physiques des
comportements me´caniques des solides”.
4.2 La fissuration et la rupture des structures
La fissuration est un de´faut qui touche tous les mate´riaux et toutes les structures a` toutes les
e´chelles de temps et d’espace. On ne peut pas l’e´viter, mais il faut absolument la controˆler par des
essais in situ re´guliers, mais aussi en de´veloppant des mode`les pre´dictifs de plus en plus sophistique´s qui
permettent de faire des simulations nume´riques de plus en plus re´alistes. Les enjeux socio-e´conomiques
sont conside´rables et c’est un des domaines de la recherche en Me´canique des Solides qui est le plus actif
et ou` les concepts et les outils ont le plus e´volue´ durant ces deux dernie`res de´cennies. La pre´sentation
des bases de cette branche de la Me´canique des Solides que l’on appelle Me´canique de la Rupture
fera l’objet de la deuxie`me partie de ce cours. On se propose dans cette section d’illustrer a` partir de
quelques exemples l’ampleur du phe´nome`ne.
Notons tout d’abord que l’on ne peut pas expliquer les re´ponses des mate´riaux dans les essais uni-
axiaux pre´sente´s pre´ce´demment sur toute ou partie de la plage de sollicitation sans invoquer la pre´sence
et le de´veloppement de fissures dans les e´prouvettes. C’est le cas pour le be´ton en traction ou` la phase
d’adoucissement correspond a` une fissuration transverse rapide de l’e´prouvette. Il est d’ailleurs clair que
durant cette phase la re´ponse de l’e´prouvette n’est pas homoge`ne et que les grandeurs σ et ε mesure´es
ne sont plus caracte´ristiques du comportement du mate´riau seul mais sont des grandeurs moyennes.
L’e´prouvette doit alors eˆtre conside´re´e comme une structure avec he´te´roge´ne´ite´ de la de´formation
(sans parler de l’he´te´roge´ne´ite´ structurelle du “mate´riau” be´ton, les granulats jouant un roˆle essentiel
dans le de´veloppement de la micro-fissuration). C’est encore le cas pour le be´ton sous compression car
on ne peut pas expliquer les boucles d’hyste´re´sis et la dissyme´trie du comportement par rapport a` la
traction sans invoquer les phe´nome`nes d’ouverture et de fermeture des micro-fissures accompagne´s de
glissement et frottement entre les le`vres en contact. Mais c’est e´galement vrai pour les me´taux dans
la phase ultime de striction ou` des micro-cavite´s coalescent pour former la fissure transverse finale. Ici
aussi, durant la phase de striction, l’e´prouvette n’est plus homoge`ne. La de´cohe´sion des fibres est un
des me´canismes d’endommagement fondamentaux pour les composites, la fissuration se de´veloppant
alors de fac¸on privile´gie´e le long des interfaces fibre-matrice.
La fissuration touche toutes les structures en service conduisant parfois a` des ruptures brutales
sans pre´avis. L’exemple le plus ce´le`bre est celui des cargos, appele´s Liberty ships, construits durant la
Seconde Guerre mondiale et dont 200 sur les 5000 ont subi des dommages importants, certains rompant
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Figure 4.9 – Le Schenectady, un des liberty ships entie`rement rompus
brutalement et entie`rement tel le Schenectady, cf Figure 4.9. L’explication avance´e est double : d’une
part la navigation en Mer du Nord ou` la tempe´rature de l’eau est plus froide que dans l’Atlantique,
d’autre part l’urgence de la situation qui a conduit a` construire ces bateaux en se´rie a` partir de
panneaux modulaires soude´s et non plus rivete´s (un bateau e´tait ainsi assemble´ en moins d’un mois).
La baisse de tempe´rature a fait que le me´tal est passe´ de ductile a` fragile avec une chute sensible de
la te´nacite´. C’est a` cette occasion qu’a e´te´ de´couverte la notion de tempe´rature de transition fragile-
ductile graˆce en particulier aux travaux de G. R. Irwin, inge´nieur de l’US Naval Research Laboratory,
qui de´veloppa a` l’occasion certains des concepts de base de la Me´canique de la Rupture Fragile.
Figure 4.10 – Le pont de Sully-sur-Loire apre`s sa rupture brutale du 16 janvier 1985
Un autre exemple de rupture brutale d’une structure en acier est celui du pont suspendu de Sully-
sur-Loire dont le tablier s’est effondre´ sur toute sa longueur dans le lit du fleuve le 16 janvier 1985, cf
Figure 4.10. La` encore, c’est la baisse de la tempe´rature (environ −20◦C le matin de l’accident) qui a
fragilise´ les aciers au niveau des suspentes et qui a provoque´ une chute de la te´nacite´ (la te´nacite´ est
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pratiquement divise´e par 3 quand la tempe´rature passe de +20◦C a` −20◦C).
Figure 4.11 – Rupture d’un rail sur la ligne D du RER, de au gel en Octobre 2003
Le secteur des transports terrestres n’est pas e´pargne´ par le phe´nome`ne. La figure 4.11 montre
la rupture d’un rail sur la ligne D du RER en Octobre 2003. C’est encore les conditions climatiques
qui sont a` la base de la rupture. Du fait de la baisse de la tempe´rature, le rail voulait se contrac-
ter (couplage thermo-me´canique caracte´rise´ par le coefficient de dilatation), mais cette contraction
e´tant empeˆche´e par la fixation du rail sur le ballast, des contraintes thermiques de traction ont e´te´
engendre´es, proportionnelles a` la baisse de tempe´rature. Pour peu que le rail contenait un petit de´faut,
ces contraintes ont e´te´ suffisantes pour provoquer la rupture brutale du rail.
Toutes les structures du Ge´nie Civil sont conc¸ues et dimensionne´es en fonction du risque de rupture
par fissuration. La faible re´sistance a` la traction du be´ton fait que dans les calculs simplifie´s, les parties
tendues sont ignore´es, seules les parties comprime´es sont prises en compte dans le dimensionnement.
C’est aussi cette faiblesse en traction et la dissyme´trie traction-compression qui sont a` la base du
de´veloppement du be´ton arme´ et du be´ton pre´contraint. Le be´ton arme´ est utilise´ dans les parties
des structures (dalles, poutres ou voiles) soumises a` de la flexion et ou` une partie du be´ton sera
en traction et l’autre en compression. Les armatures (en ge´ne´ral en acier) sont place´es coˆte´ tendu de
fac¸on a` reprendre les efforts de traction. Le principe du be´ton pre´contraint dont l’inventeur est Euge`ne
Freyssinet (X1899) est de couler du be´ton autour d’une armature d’acier pre´-tendue (pre´contrainte
par pre´-tension), ce qui aura pour effet, lorsqu’on relaˆchera la tension dans les caˆbles apre`s la prise
du be´ton, de mettre le be´ton en compression. On souhaite ainsi que, lorsque cette dalle pre´contrainte
se trouvera en service, le be´ton ne travaillera jamais en traction. Il existe une variante du proce´de´ de
mise en pre´contrainte, appele´e pre´contrainte par post-tension qui consiste a` couler du be´ton autour
de caˆbles d’acier inse´re´s dans des gaines (de fac¸on a` empeˆcher l’adhe´rence entre l’acier et le be´ton), de
tendre les caˆbles avant de les fixer au be´ton et enfin de relaˆcher le tout. A` la fin du proce´de´, le be´ton
se retrouve e´galement en compression. Graˆce a` ce proce´de´ de be´ton pre´contraint, on peut construire
des trave´es de pont de grandes dimensions. Le record en France est de´tenu par le pont Chaˆteaubriand
sur la Rance, pont en arc construit en 1991, et dont l’arche fait 260m ; le record mondial est de´tenu
depuis 1997 par le pont de Wanxian en Chine, e´galement pont a` arc dont la porte´e est de 420m.
Les ge´o-mate´riaux sont des mate´riaux fragiles, comme le be´ton, qui supportent mal les contraintes
de traction. Comme pour le rail du RER, des chocs thermiques peuvent engendrer des tractions assez
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Figure 4.12 – Le pont Chaˆteaubriand, pont en be´ton pre´contraint ayant la plus grande porte´e en
France
fortes pour provoquer leur fissuration. C’est le cas par exemple dans les re´gions volcaniques ou`, apre`s
une e´ruption, les laves se solidifient tout en se fissurant lors de leur refroidissement. Ces fissures se
de´veloppent suivant un re´seau quasi-pe´riodique formant des cylindres, appele´s colonnes ou orgues
basaltiques, dont les sections sont des polygones re´guliers. Ainsi en Irlande du Nord, a` la Chausse´e
des Ge´ants, on peut observer un re´seau de 40 000 colonnes hexagonales verticales juxtapose´es. S’il
est admis que c’est la contraction thermique qui est a` la base de cette fissuration, il n’existe pas
aujourd’hui de mode`les quantitatifs capables d’expliquer la forme et la taille du re´seau pe´riodique.
Figure 4.13 – De´tails des colonnes basaltiques de la Chausse´e des Ge´ants en Irlande du Nord.
Les fissures sont une des hantises dans le secteur du nucle´aire. C’est pourtant ce phe´nome`ne qui est
au centre de l’incident de la centrale de Civaux le 12 mai 1998. Alors que le re´acteur e´tait a` l’arreˆt, une
fuite d’eau d’environ 30m3/h s’est produite en raison d’une fissure sur un coude de la tuyauterie du
circuit de refroidissement a` l’arreˆt du re´acteur. Les expertises ont montre´ que la fissure d’une vingtaine
de centime`tres traversant l’e´paisseur du tube au voisinage d’une soudure e´tait elle-meˆme au centre
d’un re´seau de micro-fissures situe´es en peau interne du tuyau dans le reveˆtement en acier inoxydable,
cf Figure 4.14. Ce phe´nome`ne de fa¨ıenc¸age thermique est duˆ au me´lange des eaux chaudes et froides
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a` l’inte´rieur du circuit qui au niveau du coude a engendre´ des turbulences. Ces turbulences ont elles-
meˆmes induit un chargement thermique cyclique de l’acier qui a fini par de´velopper une fissuration
par fatigue. Ce re´seau de micro-fissures a affaibli la soudure qui a fini par ce´der. Cet incident a e´te´
conside´re´ comme ge´ne´rique et, apre`s un arreˆt du re´acteur de plusieurs mois, a ne´cessite´ de revoir la
conception du circuit de refroidissement sur tous les re´acteurs de ce type (re´acteur a` eau pressurise´e
de 1450MW).
1. Le phénomène de fatigue thermique  
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• Effet de l’état de surface : Des fissures unidirectionnelles ont été observées dans une 
zone courante, loin de la soudure (fig.1.5) [4]. La fissuration s’est produite dans des 
zones où les contraintes résiduelles de compression sont assez fortes, -500 MPa, en 
apparente contradiction avec l’effet positif d’une contrainte moyenne de compression. 
L’apparition de ces fissures multiples en présence d’une forte contrainte de 
compression (-500) a été justifiée dans [5] par l’effet du pré-écrouissage important 
(plasticité) en déformation contrôlée pour les aciers inoxydables. La question de l’effet 
de l’état de surface est une question importante puisque cela conditionne l’effet du 
grenaillage sur la durée de vie en fatigue. 
 
 
Fig.1.5 - faïençage thermique du RRA Civaux dans une zone courante en présence d’une 
contrainte résiduelle superficielle de forte compression 
 
Modification  A la suite de cet incident, des modifications ont été entreprises afin d’éviter ce 
genre de situation sur d’autres réacteurs. Les principales modifications ont été : 
 
• La configuration géométrique du circuit RRA avec déplacement du té de mélange en 
aval du coude (Fig.1.6) ; 
• La suppression des soudures longitudinales (et donc des zones favorables à 
l’amorçage de macro-fissures) ; 
• L’amélioration de l’état des surfaces internes des conduites pour réduire les 
turbulences.  
 
Fig.1.6 - Ancienne et nouvelle configuration du circuit RRA 
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C’est à ce niveau que la fatigue thermique a lieu. En effet, d’une part, le fluide chaud arrive de 
ce té de mélange à une température avoisinant les 170°C et d’autre part, le fluide froid arrive à 
une température bien moins élevée de l’ordre 25°C. Lors du mélange de ces deux fluides, des 
turbulences thermo-hydrauliques se créent.  
 
La zone endommagée  Suite à l’incident RRA Civaux, une expertise sur toutes les 
tuyauteries de ce type a été menée [Molinie et al.]. L’expertise a révélée la présence d’une 
fissure débouchante de 180 mm de long en peau externe et de 350 mm en peau intrene 
(Fig.1.2). Celle-ci s’est propagée au niveau d’un cordon de soudure non arasé qui représente 
la cause principale de la présence d’une telle fissure. De plus, des réseaux de fissures 
superficielles (i.e. leur profondeur n’excede pas 3 mm [Robert et al. 2006]) ont été obséevés 
de chaque côté de telles soudures présentes dans les circuits RRA. Un tel endommagement 
sur ces conduites est principalement dû à leur dimensionnement effectué pour des 
chargements plus faibles correspondant à ceux d’une utilusation des réacteurs à des 
puissances de 900 MWe. Or, le passage ) des puissances de 1450 MWe n’a pas été suivi par 
des modifications nécessaires des circuits RRA. [Ancelet, 2006].  
 
 
Fig.1.2 - Réseaux de fiss res de part et d’autre de la fissure principale (au centre) située au 
pied de cordon de soudure du coude du circuit RRA Civaux [Cipière et Goltrant 2002] 
 
La suite de ce paragraphe résume l’étude des dégradations révélées à l’issue des différents 
examens [] :  
 
• Caractéristiques des réseaux de faïençage Les profondeurs de fissuration en partie 
courante, mesurées sur une trentaine de coupes métallographiques n’excédent pas 
2.2mm  (Fig.1.3) quel que soit le palier, et très peu de fissures de faïençage dépassent 
une profondeur de 1mm. Les profondeurs moyennes des fissures de faïençage en 
partie courante varient entre 0.2  et 0.8mm , les profondeurs maximales varient entre 
0.6  et 2.2mm . Il a été également possible de définir un pas moyen 1.8 entre fissures. 
Par ailleurs, il n’a pas été possible de d’établir un lien entre les profondeurs de fissure 
ou pas entre fissures et le nombre d’heures de fonctionnement à 80T C! > ° . T!  
représente la différence de température entre l’eau chaude et froide à l’entré du RRA. 
La variation de 80 °C avait été considérée comme la variation en dessous de la quelle 
il n’y a pas d’endommagement de fatigue. L’amorçage a eu lieu avant 450 heures de 
fonctionnement à 80T C! > ° . Les expertises ont montré également que le plan des 
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3.4 Propagation de fissure 3D dans le Code Aster 
 
La seule méthode originellement disponible pour modéliser la propagation d’une fissure en 
fatigue consiste à remailler la structure fissurée à chaque itération de propagation. Sauf à 
considérer des algorithmes spécifiques et complexes de remaillage (par exemple [76]), cette 
méthode nécessite d’introduire des hypothèses simplificatrices sur l’évolution de la géométrie 
de la fissure. On s’intéresse ici essentiellement à la propagation d’une fissure initialement 
semi-elliptique dans une plaque ou un tube. On suppose que la fissure reste plane et semi-
elliptique tout au long de la propagation (ou, plus exactement, semi-elliptique dans une plaque 
qui est ensuite transformée en tube) 
3.4.1 Procédure de maillage automatique du tube fissuré  
 
Dans n problème mécanique de rupture, la première difficulté posée est le maillage de la 
structure fissurée et plus particulièrement la zone définissant la fissure. En effet, le front de 
fi sure doit êtr  bi n dis rétisé afin de bien représenter les singularités de contraintes dans 
cette zone. Dans le travail que nous présentons ici, le maillage du tube fissuré est basé sur des 
procédur  de maillage paramétrés [79]. Cet outil permet de générer dans un bloc fissure 3D 
(fig.3), une zone de maillage rayonnant autour du fond de fissure. Ce dernier est défini dans 
un tore (fig.4) de rayon Rc0, constitué de quelques couronnes assurant le raffinement 
nécessaire au fond de fissure. La procédure du maillage bloc fissure 3D est complétée en 
déraffinant progressivement par des couronnes successives de rayons Rc1 et Rc2 Rc3 (fig.5).  
La deuxième partie, consiste à générer une plaque 3D à partir du bloc fissure 3D. Dans la 
dernière partie réalise une transformation géométrique de la plaque pour obtenir un tube. Le 
maillage total du tube est représenté sur la figure 6. Lors de la propagation de fissure, le rayon 
du tore et le nombre de nœuds définissant le fond de fissure sont déterminés automatiquement 
en fonction du demi petit axe de l’ellipse a  et du rapport a c , c  est la longueur du demi-
grand axe.  
 
a) 
b) 
c) 
Fig.3.29 –  
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On peut également citer les moules de fonderie qui subissent un choc thermique lors de 
chaque coulée, les outils de coupe qui sont chauffés lors des usinages et refroidis par arrosage 
de lubrifiant, les aciers à outils pour les forg s [Barrau et al, 2002; Persson t al, 2005 ; 
Daffos et al, 2007] ou encore les outillag s de coulée sous pression qui subissent des chocs 
thermiques faisant passer rapidem nt eu  te pérature de 700°C à 150°C [Srivastav  t al. 
2004] 
 
1.3 La fatigue thermique dans les centrales nucléaires. 
 
C’est dan  le domaine du nucléaire que s’inscrit ce travail de thè , il est onc important de 
s’ tarder un peu plus sur le  phénomènes de fatigue thermique dans ce milieu.  
 
1.3.1 L’incident de Civaux (mai 1998) 
 
Mise en situation  L s premiers travaux sur la fatigue thermique à grand nombre de cycl s 
ont été initiés par EDF suite à une fuit  dét ctée dans le circuit RRA du réacteur de Civaux 
(palier N4). Cette fuite était située au nive u d’un c ude en aval du té de mélange entre 
fluides chaud et froid et a occasionné un  perte de fluide de refroi issement à un débit estimé 
à 30000 l h  [Faidy 2002]. Après expertise de la section incriminée, il s’avère que la fissure 
responsable de la fuite était partie du cordon de soudure présent à l’extrados du coude et que 
des réseaux de fissures de fatigue thermique s’étaient formés de chaque côté de la fissure. 
L’inspection et, ensuite, la modification des zones de mélange ont donc été entreprises afin 
d’éviter un nouvel incident du même type dans toutes les centrales. La modification de la 
zone de mélange a consisté au déplacement du té de mélange qui se trouve désormais en aval 
du coude, limitant ainsi les turbulences thermo-hydrauliques causées par le mélange.  
 
Le circuit RRA : La fonction principale du circuit RRA est d’évacuer la chaleur que le 
réacteur continue de produire même lorsque celui-ci est à l’arrêt (appelée puissance 
résiduelle). Le refroidissement du réacteur est réalisé par le passage d’une conduite de fluide 
plus froid à sa proximité. Afin de maintenir ce fluide à une température telle que le 
refroidissement du réacteur, soit toujours assuré, une partie de ce fluide est refroidie dans un 
échangeur et réinjectée dans le circuit de refroidissement au moyen d’un té de mélange 
(fig.1.1).  
 
Fig.1.1 - Té du mélange du mélange RRA fissuré du réacteur nucléaire de Civaux 
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• Effet de l’état de surface : Des fissures unidirectionnelles ont été observées dans une 
zone courante, loin de la soudure (fig.1.5) [4]. La fissuration s’est produite dans des 
zones où les contraintes résiduelles de compression sont assez fortes, -500 MPa, en 
apparente contradiction avec l’effet positif d’une contrainte moyenne de compression. 
L’apparition de ces fissures multiples en présence d’une forte contrainte de 
compression (-500) a été justifiée dans [5] par l’effet du pré-écrouissage important 
(plasticité) en déformation contrôlée pour les aciers inoxydables. La question de l’effet 
de l’état de surface est une question import nte puisque c la conditionne l’effet du 
grenaillage sur la durée de vie en fatigue. 
 
 
Fig.1.5 - faïençage thermique du RRA Civaux dans une zone courante en présence d’une 
contrainte résiduelle superficielle de forte compression 
 
Modification  A la suite de cet incident, des modifications ont été entreprises afin d’éviter ce 
genre de situation sur d’autres réacteurs. Les principales modifications ont été : 
 
• La configuration géométrique du circuit RRA avec déplacement d  té de mélange en 
aval du coude (Fig.1.6) ;
• La suppression des soudures longitudina s (et donc des zones favorables à
l’amorçage de macro-fissures) ; 
• L’amélioration de l’état des surfaces internes des conduites pour réduire les 
turbulences.  
 
Fig.1.6 - Ancienne et nouvelle configuration du circuit RRA 
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C’est à ce niveau que la fatigue thermique a li u. E  effet, ’une part, le fluide chaud arrive de 
ce té de mélange à une température avoisinant e  170°C et d’autre part, le fluide froid arrive à 
une température bi n moins élevée de l’ordre 25°C. Lors u méla ge de ces deux fluides, des 
turbulences thermo-hydrauliques se crée t.  
 
L  zone endommagée  Suite à l’inc dent RRA Civaux, une expertise ur toutes les
tuyau eries de c type a été me ée [Molinie et al.]. L’expertise a révélée la présence d’une
fissure débouchante de 180 mm de long en peau externe et de 350 mm en peau intrene 
(Fig.1.2). Celle-ci s’est propagée au niveau d’un cordon de soudure non arasé qui représente 
la cause principale de la présence d’une telle fissure. De plus, des réseaux de fissures 
superficielles (i.e. leur profondeur n’excede pas 3 mm [Robert et al. 2006]) ont été obséevés 
de chaq e côté de telles soudures présent s dans les ci c its RRA. Un tel endommagement 
sur ces conduites est prin ipalement dû à l ur dimensionnement effectué pour des 
chargements plus faib es correspond nt à ceux d’une utilusation des réacteurs à des 
puissances de 900 MWe. Or, le passage ) des pui s nc s de 1450 MWe n’a pas été suivi par 
des modifications nécessair s des circuits RRA. [An elet, 2006].  
 
 
Fig.1.2 - Réseaux de fiss res de part et d’autre de la fissure principale (au centre) située au 
pied de cordon de soudure du coude du cir uit RRA Civaux [Cipière et Goltrant 2002] 
 
La suite de ce paragraphe résume l’étude des dégradations révélées à l’issue des différents 
examens [] :  
 
• Caractéristiques des réseaux de faïençage Les profondeurs de fissuration en partie 
courante, mesurées sur une trentaine de coupes métallographiques n’excédent pas 
2.2mm  (Fig.1.3) quel que soit le palier, et très peu de fissures de faïençage dépassent 
une profondeur de 1mm. Les profondeurs moyennes des fissures de faïençage en 
partie courante varient entre 0.2  et 0.8mm , les profondeurs maximales varient entre 
0.6  et 2.2mm . Il a été également possible de définir un pas moyen 1.8 entre fissures. 
Par ailleurs, il n’a pas été possible de d’établir un lien entre les profondeurs de fissure 
ou pas entre fissures et le nombre d’heures de fonctionnement à 80T C! > ° . T!  
représente la différence de température entre l’eau chaude et froide à l’entré du RRA. 
La variation de 80 °C avait été considérée comme la variation en dessous de la quelle 
il n’y a pas d’endommagement de fatigue. L’amorçage a eu lieu avant 450 heures de 
fonctionnement à 80T C! > ° . Les expertises ont montré également que le plan des 
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3.4 Propagation de fissure 3D dans le Code Aster 
 
La seule méthode originellement disponible pour modéliser la propagation d’une fissure en 
fatigue consiste à remailler la structure fissurée à chaque itération de propagation. Sauf à 
considérer des algorithmes spécifiques et complexes de remaillage (par exemple [76]), cette 
méthode nécessite d’introduire des hypothèses simplificatrices sur l’évolution de la géométrie 
de la fissure. On s’intéresse ici essentiellement à la propagation d’une fissure initialement 
semi-elliptique dans une plaque ou un tube. On suppose que la fissure reste plane et semi-
elliptiqu  to t au long de la propagation (ou, plus exactement, semi-elliptique dans une plaque 
qui est ensuite transformée en tube) 
3.4.1 Procédure de maillage automatique du tube fissuré  
 
Dans n problème mécan qu  de rupture, la premièr  difficulté posé est le maillage de la 
structur  fissurée et pl s particulièrement la zone définissant la fissure. En effet, le front de 
fi sure doit être bi n dis rétisé afin de bie  représent r les singularités de contraintes dans 
cette zone. Dans le travail que nous présentons ici, le maillage du tube fissuré est basé sur des 
procédur  de maillage paramétrés [79]. Cet outil permet de générer dans un bloc fissure 3D 
(fig.3), une zone de maillage rayonnant autour du fond de fissure. Ce dernier est défini dans 
un tore (fig.4) de rayon Rc0, constitué de qu lques couro nes assurant le raffinement 
nécessaire au fond de fissure. La procédure du maillage bloc fissure 3D est complétée en 
déraffinant progressivement par des couronn s s ccessiv s de rayons Rc1 t Rc2 Rc3 (fig.5).  
La deuxième partie, consiste à génére une plaque 3D à partir du bloc fissure 3D. Dans la 
dernière partie réalise une transformation géométrique de la plaque pour obtenir un tube. Le 
maillage total du tube est représenté sur la figure 6. Lors de la propagation de fissure, le rayon 
du tore et le nombre de nœuds définissant le fond de fissure sont déterminés automatiquement 
en fonction du demi petit axe de l’ellipse a  et du rapport a c , c  est la longueur du demi-
grand axe.  
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On peut également citer les moules de fonderie qui subissent un choc thermique lors de 
chaque coulée, les outils de coupe qui sont chauffés lors des usinages et refroidis par arrosage 
de lubrifiant, les aciers à outils pour les forg s [Barrau et al, 2002; Persson t al, 2005 ; 
Daffos et al, 2007] ou encore les outillag s de coulée sous pression qui subissent des chocs 
thermiques faisant passer rapidem nt eu  te pérature de 700°C à 150°C [Srivastav  t al. 
2004] 
 
1.3 La fatigue therm que dans les n rales nucléaires. 
 
C’est dan  le domaine du nucléaire que s’i scrit ce travail de thè , il est onc import nt de 
s’ tarder un peu plus sur l  hénomènes de fatigue th rmiq e dans ce milieu.  
 
1.3.1 L’incident de Civaux (mai 1998) 
 
Mise en situation  L s premiers travaux sur la fatigue thermique à grand nombre de cycl s 
ont été initiés par EDF suite à une fuit  dét ctée dans le circuit RRA du réacteur de Civaux 
(palier N4). Cette fuite était située au nive u d’un c ude en aval du té de mélange entre 
fluides chaud et froid et a occasionné un  perte de fluide de refroi issement à un débit estimé 
à 30000 l h  [Faidy 2002]. Après expertise de la section incriminée, il s’avère que la fissure 
responsable de la fuite était partie du cordon de soudure présent à l’extrados du coude et que 
des réseaux de fissures de fatigue thermique s’étaient formés de chaque côté de la fissure. 
L’inspection et, ensuite, la modification des zones de mélange ont donc été entreprises afin 
d’éviter un nouvel incident du même type dans toutes les centrales. La odification de la 
zone de mélange a consisté au déplacement du té de mélange qui se trouve désormais en aval 
du coude, limitant ainsi les turbulences therm -hydrauliqu s causée  par le mélange.  
 
Le circuit RRA : La fonction principale du circuit RRA est d’évacuer la chaleur que le 
réacteur continue de produire même lorsque celui-ci est à l’arrêt (appelée puissance 
résiduelle). Le refroidissement du réacteur est réalisé par l  passage d’une conduit  de fluide 
plus froid à sa proximité. Afin de maintenir ce fluide à une température telle que le 
refroidissement du réacteur, soit toujours assuré, une partie de ce fluide est refroidie dans un 
échangeur et réinjectée dans le circuit de refroidissement au moyen d’un té de mélange 
(fig.1.1).  
 
Fig.1.1 - Té du mélange du mélange RRA fissuré du réacteur nucléaire de Civaux 
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Figure 4.14 – Fa¨ıenc¸age thermique observe´ a` Civaux dans le tuyau incrimine´ lors de l’incident du 12
mai 1998.
Figure 4.15 – Fa¨ıenc¸age de la peinture dans le portrait de la Joconde.
On retrouve le phe´nome`ne de fa¨ıe c¸age dans les table ux de peinture. Le me´canisme de formation
de ces micro-fissures est tout a` fait similaire a` celui qui provoque la rupture d’un rail ou les colonnes
basaltiques. En se´chant la peinture a tendance a` se contracter, cette contraction est partiellement
empeˆche´e par la toile et la fine couche de peinture se craquelle. C’est e´videmment un phe´nome`ne
qui inquie`te tous les conservateurs de muse´e car cela met en pe´ril a` terme le patrimoine culturel.
Paradoxalement, on peut aussi tirer parti de ce de´faut pour authentifier les œuvres d’art. L’ide´e est
que comme la morphologie des craquelures de´pend de l’enduit, des coloris, de la toile et de l’aˆge du
tableau, elle peut servir de signature de l’œuvre. Des travaux de recherche sont entrepris dans ce
but-la`.
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4.3 Les mode`les rhe´ologiques
4.3.1 Les e´le´ments de base
Toutes les lois de comportement usuelles des mate´riaux peuvent eˆtre sche´matise´es a` l’aide de
mode`les rhe´ologiques correspondant a` des assemblages en se´rie ou en paralle`le de ressorts, de patins,
d’amortisseurs et de masses 1. Examinons un par un chacun de ces e´le´ments. Tous les objets e´tant
astreints a` se de´placer sur un axe pre´de´fini, leur position est caracte´rise´e par un scalaire et les forces
qu’ils subissent sont implicitement oriente´es suivant cet axe et donc caracte´rise´es e´galement par un
scalaire.
1. La masse. Si on exerce une force σ sur une masse (ponctuelle) m, l’e´volution de sa position ε
au cours du temps est re´gie par le principe fondamental de la dynamique qui s’e´crit ici
mε¨ = σ,
ε¨ repre´sentant l’acce´le´ration de la masse.
2. Le ressort. L’extre´mite´ A du ressort est fixe´e, l’extre´mite´ B est susceptible de se de´placer et on
repe`re sa position courante par rapport a` sa position lorsque le ressort est dans son e´tat naturel,
libre de force. On note ε l’allongement du ressort, i.e. la diffe´rence entre la position actuelle de
l’extre´mite´ B et sa position naturelle. En supposant que le ressort a un comportement e´lastique
line´aire et en notant E sa raideur, la tension τ du ressort est relie´e a` ε par
τ = Eε.
On peut e´videmment envisager des relations tension-allongement non line´aires τ = f(ε). On
0 ε
τ
A B
Figure 4.16 – Le mode`le rhe´ologique de ressort
peut meˆme rendre compte des concepts de rupture en introduisant un crite`re de rupture du
ressort, par exemple en imposant que le ressort casse lorsque sa tension atteint une valeur
critique σc ou de fac¸on e´quivalente lorsque son allongement atteint une valeur critique εc.
3. Le patin frottant. Du fait du frottement avec son support, le patin ne se de´place que si la force
que l’on exerce sur lui est suffisante pour vaincre la force de frottement −τ engendre´e par le
contact du patin avec son support (le signe − est introduit de fac¸on a` ce que τ repre´sente la
force qu’exerce le patin sur son support). Lorsqu’il se de´place la force de frottement τ est e´gale
1. Les masses servent a` rendre compte des effets d’inertie. Dans la suite de ce cours, on se placera le plus souvent dans
un cadre quasi-statique ce qui revient a` ne´gliger les masses et donc les forces d’inertie. Cette hypothe`se simplificatrice a
des conse´quences importantes d’un point de vue qualitatif sur la re´ponse du syste`me.
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a` ±σc, le signe de´pendant du sens de glissement. De fac¸on pre´cise, si on note ε le de´placement
du patin depuis une position de re´fe´rence, la loi de frottement s’e´crit
|τ | ≤ σc, τ =
{
+σc si ε˙ > 0
−σc si ε˙ < 0
,
ce qui peut aussi se condenser en
|τ | ≤ σc, τ ε˙ = σc |ε˙| ,
ε˙ repre´sentant la vitesse de de´placement du patin. La force critique σc doit eˆtre conside´re´e
0 ε
τ
Figure 4.17 – Le mode`le rhe´ologique de patin frottant
comme une caracte´ristique du contact frottant entre le patin et son support, a` identifier
expe´rimentalement. Comme dans le cas du ressort, on a fait ici le choix le plus simple en
supposant que les deux sens de glissement sont syme´triques et que σc est une constante. Rien
n’interdit d’envisager des seuils de glissement diffe´rents selon que le patin glisse vers la droite ou
vers la gauche ou meˆme d’envisager des seuils qui e´voluent avec le temps. C’est meˆme ne´cessaire
si l’on veut mode´liser des phe´nome`nes d’usure.
4. L’amortisseur. L’action d’une force σ sur un amortisseur ne modifie pas instantane´ment la
position de ce dernier, mais uniquement sa vitesse. De fac¸on pre´cise, si on note ε la variation de
position d’un amortisseur par rapport a` une position de re´fe´rence et ε˙ sa vitesse de de´placement,
la relation force exerce´e–vitesse de de´placement s’e´crit
σ = µε˙
ou` le coefficient de viscosite´ µ est caracte´ristique de l’amortisseur et de´termine´ expe´rimentale-
ment. On peut ici encore envisager des lois plus sophistique´es (non line´aires, a` viscosite´ variable,
. . . ).
0 ε
σ
Figure 4.18 – Le mode`le rhe´ologique d’amortisseur
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A partir de ces “briques” e´le´mentaires, on peut en les assemblant construire des mode`les capables de
rendre compte, au moins qualitativement, du comportement observe´ des mate´riaux. Nous allons, a`
titre d’illustration, e´tudier quelques assemblages simples et le lecteur est invite´ a` en envisager des plus
complexes, certains e´tant sugge´re´s a` titre d’exercices. Les re`gles d’assemblage sont les suivantes :
— En se´rie, les de´placements relatifs entre e´le´ments de la se´rie s’additionnent alors que les forces
se transmettent d’un e´le´ment a` l’autre ;
— En paralle`le, les de´placements de chaque e´le´ment sont e´gaux alors que les forces de chaque
e´le´ment s’additionnent ;
4.3.2 Quelques assemblages simples avec masses
1. ressort–masse. Si l’on met en se´rie un ressort et une masse en fixant l’extre´mite´ libre du ressort
et en exerc¸ant une force de´pendant du temps σ(t) sur la masse, l’e´quation du mouvement de
la masse s’e´crit
mε¨+ Eε = σ,
la masse e´tant soumise a` la force exerce´e σ et a` la force de rappel du ressort −Eε. Quand la
force exerce´e σ est constante, la masse oscille autour de sa position d’e´quilibre εeq = σ/E avec
une pulsation ω =
√
E/m.
2. amortisseur–masse. Mettons une masse a` l’extre´mite´ mobile d’un amortisseur et exerc¸ons une
force σ(t) sur la masse. L’amortisseur exerce sur la masse une force e´gale a` −µε˙ et l’e´quation
du mouvement de la masse est donc
mε¨+ µε˙ = σ.
Exercice 4.1. Donner la re´ponse d’un assemblage amortisseur–masse lorsqu’on impose brus-
quement une force σ0 a` l’instant 0, alors que l’assemblage est au repos, puis que l’on maintient
la force constante.
3. patin–masse. Associons une masse et un patin, tous deux initialement au repos dans une position
prise pour re´fe´rence. Si nous exerc¸ons sur l’assemblage, a` partir de l’instant initial, une force σ
de´pendant du temps, le mouvement est re´gi par le syste`me suivant
mε¨ = σ − τ, |τ | ≤ σc, τ ε˙ = σc |ε˙|
comple´te´ par les donne´es initiales ε(0) = 0, ε˙(0) = 0.
Exercice 4.2. Donner la re´ponse d’un assemblage patin–masse lorsqu’on impose brusquement
une force σ0 > 0 a` l’instant 0, alors que l’assemblage est au repos, puis que l’on maintient la
force constante. On distinguera les cas σ0 < σc, σ0 = σc et σ0 > σc.
4.3.3 Quelques assemblages simples sans masse
1. ressort–amortisseur en se´rie. On fixe l’extre´mite´ d’un ressort, on met en se´rie un amortisseur
a` l’autre extre´mite´ et on impose une force σ sur l’amortisseur. Si l’on note εe l’allongement
du ressort et εv le de´placement relatif de l’amortisseur, le de´placement du point d’application
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de la force ε est donne´ par ε = εe + εv. En e´crivant les lois de comportement du ressort et de
l’amortisseur, on obtient
σ = Eεe, ε˙v = σ/µ.
En de´rivant la premie`re relation et en e´liminant ε˙v graˆce a` la deuxie`me, on obtient finalement
l’e´quation diffe´rentielle suivante re´gissant les e´volutions de l’assemblage :
σ˙ +
E
µ
σ = Eε˙.
Ce mode`le est appele´ mode`le viscoe´lastique de Maxwell .
2. ressort–amortisseur en paralle`le. On note σ la force exerce´e sur l’ensemble et ε l’allongement
du ressort et le de´placement de l’amortisseur. La tension dans le ressort e´tant σ1 et la force
qui s’exerce sur l’amortisseur e´tant σ2, on a σ = σ1 + σ2. En e´crivant les lois de comportement
du ressort et de l’amortisseur, on obtient σ1 = Eε et σ2 = µε˙. En reportant dans la relation
pre´ce´dente, on obtient finalement l’e´quation re´gissant les e´volutions de l’assemblage :
σ = Eε+ µε˙.
Ce mode`le est appele´ mode`le viscoe´lastique de Kelvin-Voigt .
3. assemblages a` bases de ressorts et de patins. Ces assemblages avec des patins et des ressorts
en se´rie ou en paralle`le permettent de simuler des comportements e´lasto-plastiques ou de fac¸on
plus ge´ne´rale des comportements hyste´re´tiques inde´pendants des vitesses. Nous e´tudierons les
plus simples d’entre eux au chapitre suivant.
Exercice 4.3. Comparer les re´ponses pre´vues par les mode`les viscoe´lastiques de Maxwell et de Kelvin-
Voigt dans les conditions suivantes :
1. Essai a` vitesse de de´formation ε˙ impose´e constante ;
2. Essai de relaxation ou` la de´formation ε est maintenue constante ;
3. Essai de fluage ou` la contrainte σ est maintenue constante.
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Chapitre 5
Le comportement e´lasto-plastique
Ce chapitre est consacre´ au comportement e´lasto-plastique qui est base´ sur les concepts de
de´formation plastique, de domaine d’e´lasticite´, de seuil de plasticite´, d’e´crouissage, de loi
d’e´coulement plastique, d’irre´versibilite´ et de dissipation d’e´nergie. On commence par pre´senter
ces notions sur les mode`les rhe´ologiques construits par assemblage de ressorts et de patins frot-
tants. Ceci permet de se familiariser avec ces lois de comportement qui sont re´gies par des ine´galite´s
qui traduisent les notions de seuil et d’irre´versibilite´. On peut ainsi facilement rendre compte du
comportement e´lasto-plastique “parfait” ainsi que de la notion d’e´crouissage. On passe ensuite di-
rectement au milieu continu tridimensionnel. Comme il existe une tre`s grande latitude quant a` la
construction des lois de comportement e´lasto-plastiques, on restreint la ge´ne´ralite´ en s’appuyant
sur le postulat e´nerge´tique de Drucker-Ilyushin. On montre alors que ce postulat est lui-meˆme
e´quivalent (en l’absence d’e´crouissage) au principe du travail plastique maximal de Hill qui joue
un roˆle fondamental dans l’e´tablissement des proprie´te´s qualitatives des mode`les d’e´lasto-plasticite´.
Cela conduit a` la notion de mate´riau standard pour lesquels le domaine de re´versibilite´ est convexe
et la loi d’e´coulement de la de´formation plastique suit la re`gle de normalite´. On e´tudie ensuite plus
particulie`rement deux mode`les de cette famille, l’un base´ sur le crite`re de Von Mises et l’autre sur
le crite`re de Tresca. On fait fonctionner ces deux lois de comportement sur des essais simples uni-
axiaux ou bi-axiaux, ce qui permet de les comparer et de mettre en e´vidence un certains nombre de
phe´nome`nes lie´s a` l’irre´versibilite´ et a` la re`gle de normalite´. On montre enfin comment on peut les
identifier expe´rimentalement.
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5.1 Introduction
Avant d’aborder le comportement e´lasto-plastique des mate´riaux, il est bon d’e´tudier les mode`les
rhe´ologiques a` base d’assemblages de patins et de ressorts. Ils contiennent tous les concepts fonda-
mentaux que l’on retrouvera dans l’e´tude des mate´riaux re´els et permettent une premie`re de´couverte
de ce type de comportement sans faire appel a` un formalisme lourd. Il est absolument essentiel de
de´cortiquer ces “petits mode`les de dimension 0” et de s’en impre´gner avant d’aborder le cas ge´ne´ral.
5.1.1 Le mode`le rhe´ologique patin–ressort
εεp
σ
Figure 5.1 – Assemblage patin-ressort. En grise´ : la configuration de re´fe´rence naturelle ; en noir : la
configuration de´forme´e.
Conside´rons un assemblage patin-ressort en se´rie. Toutes les masses sont ne´glige´es et on raisonne
donc en quasi-statique. Notons ε le de´placement de l’extre´mite´ libre du ressort et εp le de´placement
commun du patin et de l’extre´mite´ relie´e du ressort. La raideur du ressort e´tant E, si l’extre´mite´ libre
du ressort est soumise a` une force σ, cette force est aussi la tension du ressort et elle est donc relie´e a`
ε et εp par
σ = E(ε− εp). (5.1)
Comme σ est aussi la force qu’exerce le patin sur le support, la loi d’e´volution du glissement du patin
s’e´crit
|σ| ≤ σc,

ε˙p ≥ 0 si σ = +σc
ε˙p = 0 si |σ| < σc
ε˙p ≤ 0 si σ = −σc
. (5.2)
E´tudions la re´ponse de l’assemblage lorsqu’on controˆle la position ε de l’extre´mite´ libre du ressort.
Chargement monotone. L’ensemble e´tant dans sa position de re´fe´rence naturelle, i.e. ε = εp = 0,
on fait croˆıtre progressivement ε qui va jouer le roˆle de parame`tre cine´matique. Il s’agit de trouver
σ et εp en fonction de ε. On va voir que (5.1) et (5.2) permettent de les de´terminer de fac¸on unique
sous re´serve que l’on suppose que la re´ponse varie continuˆment. On peut distinguer deux phases, cf
Figure 5.2 :
1. Phase de mise en tension du ressort. Comme σ = 0 et εp = 0 quand ε = 0 et que σ varie
continuˆment, on aura |σ| < σc pour ε assez petit. Durant cette phase, εp reste nul en vertu de
(5.2) et on a donc σ = Eε. Ceci reste vrai tant que ε < σc/E.
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2. Phase de glissement vers la droite. Quand ε = σc/E, on a par continuite´ σ = σc et ε
p = 0. Le
seuil de glissement vers la droite est donc atteint. Montrons que σ reste bloque´e a` σc quand ε
de´passe σc/E.
1
Par contradiction. Supposons que σ < σc a` un instant ou` ε1 ≥ σc/E, le de´placement du patin valant εp.
Par continuite´ ce sera encore vrai dans un intervalle (ε0, ε1]. Prenons ε0 le plus petit possible. Comme
σ = σc quand ε = σc/E, on a ne´cessairement σ = σc quand ε = ε0. Dans l’intervalle (ε0, ε1], ε
p n’e´volue
pas puisque le seuil de glissement n’est pas atteint (mais il aurait pu e´voluer avant). On devrait donc
avoir σc = E(ε0 − εp) et d’autre part σc > E(ε1 − εp), ce qui est impossible. Donc σ = σc pour tout
ε ≥ σc/E.
En reportant dans (5.1), on obtient εp = ε − σc/E et donc le patin glisse vers la droite alors
que l’allongement du ressort reste fixe.
σ
ε
σc
σc/E
Figure 5.2 – Re´ponse de l’assemblage patin-ressort sous chargement monotone. En vert : phase de
mise en tension du ressort ; en rouge : phase de glissement du patin.
De´charge. Envisageons maintenant une de´charge, i.e. une diminution de ε. Notons ε∗ et ε
p
∗ les
positions des deux extre´mite´s du ressort a` la fin de la monte´e en charge pre´ce´dente. Elles sont relie´es
par εp∗ = ε∗ − σc/E. On peut e´galement distinguer deux phases, cf Figure 5.3 :
1. Phase de blocage du patin. Montrons qu’au de´but de la de´charge le patin se bloque, εp restant
a` la valeur εp∗.
Toujours par contradiction en utilisant la continuite´ de la re´ponse. Le patin ne peut pas glisser vers
la droite car on aurait alors ε = σc/E + ε
p et donc ε devrait croˆıtre, ce qui contredit l’hypothe`se de
de´charge. Comme σ = σc a` la fin de la monte´e en charge, par continuite´ il reste proche de σc au de´but
de la de´charge et donc le patin ne peut pas glisser vers la gauche puisque cela exige que σ = −σc. Donc
le patin reste bloque´ au de´but de la de´charge.
Durant cette phase on a donc εp = εp∗ et σ = E(ε − εp∗). Donc σ diminue progressivement. Il
s’annule quand ε = εp∗ ce qui permet d’interpre´ter ε
p
∗ comme le de´placement re´siduel du patin
lorsqu’on a remis a` 0 la tension du ressort. Cette phase prend fin quand σ = −σc et donc quand
ε = ε∗ − 2σc/E.
1. Ce type de raisonnement revient de fac¸on re´currente. Nous l’explicitons ici, mais tre`s vite nous l’omettrons.
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2. Phase de glissement vers la gauche. Quand ε devient infe´rieur a` ε∗ − 2σc/E et continue a`
de´croˆıtre, σ reste bloque´ a` −σc.
Exercice 5.1. Montrer cette proprie´te´ en s’inspirant de la de´monstration faite lors de la phase
de glissement a` droite.
On a donc σ = −σc et εp = ε+ σc/E durant cette phase. Le patin glisse vers la gauche.
σ
ε
σc
ε∗εp∗
Figure 5.3 – Re´ponse de l’assemblage patin-ressort lors de la de´charge. En vert : phase de blocage
du patin ; en rouge : phase de glissement du patin vers la gauche.
On pourrait continuer ainsi et envisager une nouvelle charge, i.e. une nouvelle croissance de ε, puis
d’autres changements de sens de chargement. En fait tout peut se re´sumer en deux grandes proprie´te´s
qui tournent autour de la notion de re´versibilite´ dont nous donnons une de´finition intuitive
De´finition de la re´versibilite´ de la re´ponse. On dit que la re´ponse permettant de de´terminer
l’e´volution de σ a` partir de la donne´e de l’e´volution de ε est re´versible lorsqu’elle ne de´pend pas du sens
de variation de ε. Lorsque cette re´ponse de´pend du sens de variation de ε, elle est dite irre´versible.
Les deux grandes proprie´te´s caracte´risant le comportement du patin-ressort sont : 1. Re´versibilite´
des phases ou` le patin est bloque´ ; 2. Irre´versibilite´ des phases de glissement.
Re´versibilite´ des phases ou` le patin est bloque´. Le patin est bloque´ quand |σ| < σc. Dans ce
cas la relation force-de´placement s’e´crit σ = E(ε − εp) avec εp constant. En terme des vitesses on a
donc σ˙ = Eε˙ quel que soit le signe de ε˙. La re´ponse est bien re´versible. On peut parcourir le segment
de droite traduisant la relation entre σ et ε dans les deux sens, cf Figure 5.4.
Irre´versibilite´ des phases de glissement du patin. Le patin ne peut glisser que quand |σ| = σc.
Envisageons le cas σ = +σc. Le patin glissera effectivement vers la droite si l’on augmente ε, donc
en terme de vitesse si ε˙ > 0. Par contre si on inverse le sens du chargement et faisons ε˙ < 0, alors il
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y a ne´cessairement de´charge, le patin se bloque et on entre dans une phase du type pre´ce´dent. Par
conse´quent la droite σ = +σc ne peut eˆtre parcourue que dans le sens des ε croissants. De meˆme si on
envisage le cas σ = −σc, le patin glissera effectivement vers la gauche si l’on diminue ε i.e. si ε˙ < 0.
Par contre si on fait ε˙ > 0, alors le patin se bloque. Par conse´quent la droite σ = −σc ne peut eˆtre
parcourue que dans le sens des ε de´croissants.
En re´sume´, le comportement de l’assemblage patin-ressort peut se re´sumer en les deux droites
σ = ±σc qui ne peuvent se parcourir que dans un sens et qui correspondent aux phases de glissement
du patin et a` la famille de segments de droite de pente E joignant ces deux droites qui correspondent
aux phases re´versibles ou` le patin est bloque´, cf Figure 5.4.
σ
ε
σ = −σc
σ = +σc
σ
=
E
("
− "
p )
Figure 5.4 – Diagramme re´sumant le comportement de l’assemblage patin-ressort. En rouge : les
phases irre´versibles de glissement du patin ; en vert : les phases re´versibles de blocage du patin.
Bilan d’e´nergie. Il est inte´ressant d’analyser ce comportement patin-ressort d’un point de vue
e´nerge´tique. Faisons un bilan d’e´nergie : l’e´nergie fournie par l’agent exte´rieur qui de´place l’extre´mite´
libre du ressort est e´gale au travail W de la force dans le de´placement de cette extre´mite´. En notant
t 7→ ε(t) et t 7→ σ(t) l’e´volution du de´placement et de la force au cours du chemin de chargement entre
t = 0 et t = 1, on a
W =
∫ 1
0
σ(t)ε˙(t)dt.
Cette e´nergie est partiellement utilise´e pour de´former le ressort alors que le reste est dissipe´ par
frottement lors du glissement du patin. L’e´nergie e´lastique E stocke´e dans le ressort lorsqu’il est
soumis a` une tension σ est e´gale a`
E = σ
2
2E
.
En notant σ0 et σ1 les forces exte´rieures initiale et finale, le gain d’e´nergie e´lastique du ressort au
cours du processus est donc
∆E := E1 − E0 = σ
2
1
2E
− σ
2
0
2E
.
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L’e´nergie dissipe´e D est e´gale au travail de la force de frottement (qu’exerce le patin sur le sol) dans
le de´placement du patin. Comme cette force est e´gale a` ±σc quand le patin glisse et que le signe est
donne´ par le sens du glissement du patin, on a
D =
∫ 1
0
σc |ε˙p(t)| dt,
quantite´ qui est e´videmment positive. Cette e´nergie dissipe´e, ou plus exactement la puissance dissipe´e
σε˙p, servira de source de chaleur qui tendra a` provoquer un e´chauffement du support (et du patin).
Pour e´valuer pre´cise´ment ces e´volutions de la tempe´rature dans le syste`me, il faudrait e´crire l’e´quation
de la chaleur, ce qui passe par des hypothe`ses supple´mentaires sur le comportement de l’assemblage
et de son environnement. Nous ne le ferons pas ici. Ve´rifions simplement que l’on a bien
W = ∆E +D. (5.3)
Comme ε(t) = σ(t)/E + εp(t), on a
W =
∫ 1
0
σ(t)
(
σ˙(t)
E
+ ε˙p(t)
)
dt =
∫ 1
0
d
dt
(
σ(t)2
2E
)
dt+
∫ 1
0
σc |ε˙p(t)| dt = ∆E +D
ou` on utilise´ le fait que σε˙p = σc |ε˙p|, cf (5.2). Graphiquement ces e´nergies se voient dans le diagramme
σ
ε
σc
E1D
Figure 5.5 – Bilan d’e´nergie de l’assemblage patin-ressort a` la fin de la monte´e en charge. En vert :
l’e´nergie e´lastique stocke´e dans le ressort ; en rouge : l’e´nergie dissipe´e par frottement.
(ε, σ). Par exemple, lors d’un chargement monotone partant de l’e´tat naturel (ε0 = 0, σ0 = 0), le travail
W est l’aire sous la courbe force-de´placement ; l’e´nergie e´lastique E1 a` la fin du processus est l’aire du
triangle ; l’e´nergie dissipe´e D est l’aire du paralle`logramme, cf Figure 5.5. On voit qu’apre`s la phase
de mise en tension du ressort tout le supple´ment d’e´nergie apporte´e par l’agent exte´rieur est dissipe´e
par frottement.
Exercice 5.2. On fait subir a` l’extre´mite´ libre du ressort d’un assemblage patin-ressort un cycle de
de´placement, i.e. un chargement tel que les positions initiale et finale de l’extre´mite´ libre co¨ıncident :
ε0 = ε1. Montrer qu’il faut ne´cessairement fournir de l’e´nergie, i.e. W ≥ 0. Comparer cette e´nergie a`
l’e´nergie dissipe´e. Quand a-t-on W = D ?
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5.1.2 Le mode`le ressort–patin–ressort
Compliquons l’assemblage en y incorporant un deuxie`me ressort dont une extre´mite´ est fixe´e a` un
support et l’autre est fixe´e au patin qui reste attache´ au premier ressort, cf Figure 5.6. Le nouveau
ressort a une raideur H. On suppose que dans la configuration de re´fe´rence, les deux ressorts sont
dans leur e´tat naturel et on note toujours εp et ε les de´placements du patin et de l’extre´mite´ libre du
premier ressort. Si l’on note σ la force exerce´e sur l’extre´mite´ libre du premier ressort et X la tension
σH E
Figure 5.6 – L’assemblage ressort–patin–ressort.
du deuxie`me ressort, on a
X = Hεp, σ = E(ε− εp). (5.4)
La force τ qu’exerce le patin sur le support est maintenant donne´e par
τ = σ −X = Eε− (E +H)εp (5.5)
et la loi de glissement du patin devient
|σ −X| ≤ σc, ε˙p

≥ 0 si σ −X = +σc
= 0 si |σ −X| < σc
≤ 0 si σ −X = −σc
. (5.6)
Suivons la meˆme de´marche que dans le cas du patin–ressort et e´tudions la re´ponse de ce nouveau
assemblage lorsqu’on controˆle la position ε de l’extre´mite´ libre du ressort.
Chargement monotone. L’assemblage partant de son e´tat naturel, lorsqu’on augmente progressi-
vement ε depuis 0, on distingue toujours deux phases, cf Figure 5.7 :
1. Phase de mise en tension du ressort. C’est la meˆme que dans le cas du patin–ressort : tant que
ε < σc/E, le patin reste bloque´ et donc le deuxie`me ressort n’est pas active´, le premier ressort
se tend (pour le de´montrer rigoureusement, on raisonne encore par continuite´ en remarquant
que τ = σ −X part de 0 et restera donc au de´but plus petit que σc en valeur absolue).
2. Phase de glissement vers la droite. Quand ε = σc/E, on a par continuite´ σ = τ = σc, X = 0
et εp = 0. Le seuil de glissement vers la droite est donc atteint. Montrons que τ reste bloque´e
a` σc quand ε de´passe σc/E.
C’est une simple adaptation du raisonnement fait pour le patin–ressort. On raisonne par contradiction.
Supposons que τ < σc a` un instant ε1 ≥ σc/E, le de´placement du patin valant εp. Par continuite´ ce
sera encore vrai dans un intervalle (ε0, ε1]. Prenons ε0 le plus petit possible. Comme τ = σc quand
ε = σc/E, on a ne´cessairement τ = σc quand ε = ε0. Dans l’intervalle (ε0, ε1], ε
p n’e´volue pas puisque
le seuil de glissement n’est pas atteint. On devrait donc avoir σc = Eε0 − (E + H)εp et d’autre part
σc > Eε1 − (E +H)εp, ce qui est impossible. Donc τ = σc pour tout ε ≥ σc/E.
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En reportant dans (5.4), on obtient
εp =
E
E +H
ε− σc
E +H
et donc le patin glisse vers la droite en tendant le deuxie`me ressort. La force σ est donne´e par
σ =
EH
E +H
ε+
E
E +H
σc,
elle est e´galement croissante ce qui montre que le premier ressort se tend e´galement. On recon-
nait dans la pente EHE+H la raideur e´quivalente de deux ressorts en se´rie (qui est la moyenne
harmonique des deux ressorts en se´rie et est donc plus petite que la raideur de chacun des deux
ressorts). On voit que le deuxie`me ressort a pour effet de rendre de plus en plus difficile de
de´placer le patin. Ce phe´nome`ne est appele´ e´crouissage ou durcissement .
σ
ε
σc
σc/E
EH
E +H
E
Figure 5.7 – Re´ponse de l’assemblage ressort-patin-ressort sous chargement monotone. En vert :
phase de mise en tension du premier ressort ; en rouge : phase de glissement du patin.
De´charge. Envisageons une diminution de ε a` partir de ε∗, le de´placement du patin valant alors
εp∗ = EE+H ε∗ − σcE+H et la force σ∗ = EHE+H ε∗ + EE+Hσc. On peut toujours distinguer deux phases, cf
Figure 5.8 :
1. Phase de blocage du patin. En raisonnant toujours par contradiction et par continuite´, on montre
qu’au de´but de la de´charge le patin se bloque, εp restant a` la valeur εp∗. Durant cette phase
on a donc εp = εp∗ et τ = E(ε − ε∗) + σc. Donc τ diminue progressivement depuis la valeur
critique σc. Il s’annule quand ε = ε∗ − σc/E puis devient ne´gatif. Cette phase prend fin quand
τ = −σc et donc quand ε = ε∗ − 2σc/E, valeur identique a` celle de l’assemblage patin–ressort.
A` ce moment-la` la force vaut σ∗ − 2σc. Elle sera donc ne´gative si σ∗ < 2σc, ce qui veut dire
que le glissement du patin sera active´ vers la gauche alors que le premier ressort est encore en
tension.
2. Phase de glissement vers la gauche. Quand ε devient infe´rieur a` ε∗ − 2σc/E et continue a`
de´croˆıtre, τ reste bloque´ a` −σc. Le patin glisse vers la gauche et modifie la tension du deuxie`me
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ressort. On a donc
εp =
E
E +H
ε+
σc
E +H
, σ =
EH
E +H
ε− E
E +H
σc
durant cette phase, la raideur apparente e´tant celle des deux ressorts en se´rie.
σ
ε
σc
ε∗
2σc/E
2σc
Figure 5.8 – Re´ponse de l’assemblage ressort-patin-ressort lors de la de´charge. En vert : phase de
blocage du patin ; en rouge : phase de glissement du patin vers la gauche.
On peut ge´ne´raliser ces re´sultats a` n’importe quel chemin de chargement et de´gager comme pour
l’assemblage patin-ressort deux types de phases : 1. Les phases re´versibles ou` le patin est bloque´ ; 2.
Les phases irre´versibles de glissement, cf Figure 5.9.
Phases re´versibles ou` le patin est bloque´. Le patin est bloque´ quand |τ | < σc. Dans ce cas la
relation force-de´placement s’e´crit σ = E(ε − εp) avec εp constant. Cela correspond a` un segment de
droite de pente E dans le plan (ε, σ), segment que l’on peut parcourir dans les deux sens (re´versibilite´)
et dont les extre´mite´s se trouvent sur les deux droites correspondant au glissement du patin, cf Fi-
gure 5.9.
Phases irre´versibles de glissement du patin. Le patin ne peut glisser que quand |τ | = σc. Dans
le cas τ = +σc, le patin glissera effectivement vers la droite si l’on augmente ε mais se bloquera dans le
cas contraire (irre´versibilite´). Lorsque le patin glisse, le point (ε, σ) de´crit la droite σ = EHE+H ε+
E
E+Hσc
dans le sens des ε croissants. De meˆme dans le cas σ = −σc, le patin glissera effectivement vers la
gauche si l’on diminue ε et se bloquera sinon. Lorsque le patin glisse, le point (ε, σ) de´crit la droite
σ = EHE+H ε− EE+Hσc dans le sens des ε de´croissants.
Bilan d’e´nergie. Faisons le bilan d’e´nergie pour l’assemblage ressort-patin-ressort lors d’un chemin
de chargement entre t = 0 et t = 1 ou` le de´placement de l’extre´mite´ libre du premier ressort et la force
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E +H
E
σ
ε
σc
−σc
Figure 5.9 – Diagramme re´sumant le comportement de l’assemblage ressort-patin-ressort. En rouge :
les phases irre´versibles de glissement du patin ; en vert : les phases re´versibles de blocage du patin.
suivent l’e´volution t 7→ ε(t) et t 7→ σ(t). L’e´nergie fournie par l’agent exte´rieur qui de´place l’extre´mite´
libre du ressort est donne´e par
W =
∫ 1
0
σ(t)ε˙(t)dt.
Cette e´nergie est partiellement utilise´e pour de´former les deux ressorts alors que le reste est dissipe´
par frottement lors du glissement du patin. L’e´nergie e´lastique E stocke´e dans les deux ressorts lorsque
le premier est soumis a` une tension σ et que le de´placement du patin est εp est donne´e par
E = σ
2
2E
+
1
2
Hεp2.
En notant σ0 et σ1 les forces exte´rieures initiale et finale, ε
p
0 et ε
p
1 les de´placements initial et final du
patin, le gain d’e´nergie e´lastique des ressorts au cours du processus est donc
∆E := E1 − E0 = σ
2
1
2E
+
1
2
Hεp1
2 − σ
2
0
2E
− 1
2
Hεp0
2
.
L’e´nergie dissipe´e D est e´gale au travail de la force de frottement (qu’exerce le patin sur le sol) dans
le de´placement du patin et vaut donc
D =
∫ 1
0
σc |ε˙p(t)| dt.
Ve´rifions que W = ∆E +D.
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Comme ε(t) = σ(t)/E + εp(t) et que τ(t) = σ(t)−Hεp(t), on a
W =
∫ 1
0
σ(t)
(
σ˙(t)
E
+ ε˙p(t)
)
dt
=
∫ 1
0
(
σ(t)
σ˙(t)
E
+Hεp(t)ε˙p(t) + τ(t)ε˙p(t)
)
dt
=
∫ 1
0
d
dt
(
σ(t)2
2E
+
1
2
Hεp(t)2
)
dt+
∫ 1
0
σc |ε˙p(t)| dt
= ∆E +D
ou` on utilise´ le fait que τ ε˙p = σc |ε˙p|, cf (5.6).
σ
ε
σc
D EI1
EII1
Figure 5.10 – Bilan d’e´nergie de l’assemblage patin-ressort a` la fin de la monte´e en charge. En vert
fonce´ : l’e´nergie e´lastique stocke´e dans le premier ressort ; en vert clair : l’e´nergie e´lastique stocke´e
dans le deuxie`me ressort ; en rouge : l’e´nergie dissipe´e par frottement .
Graphiquement ces e´nergies se voient dans le diagramme (ε, σ). Par exemple, lors d’un chargement
monotone partant de l’e´tat naturel (ε0 = 0, σ0 = 0), le travail W est l’aire sous la courbe force-
de´placement ; l’e´nergie e´lastique E1 a` la fin du processus est la somme des aires des 2 triangles (le vert
fonce´ correspondant au premier ressort, le vert clair au deuxie`me) ; l’e´nergie dissipe´e D est l’aire du
paralle`logramme, cf Figure 5.10.
Exercice 5.3. Reprendre l’Exercice 5.2 et montrer qu’il faut fournir de l’e´nergie pour faire faire un
cycle a` l’extre´mite´ libre du premier ressort.
5.2 Les concepts ge´ne´raux du comportement e´lasto-plastique
Il s’agit dans cette section de de´gager les concepts ge´ne´raux entrant dans la mode´lisation du
comportement e´lasto-plastique des mate´riaux. Le point de vue que nous adopterons est celui de
l’inge´nieur, autrement dit, on envisage de mode´liser les phe´nome`nes a` l’e´chelle macroscopique en
ne faisant re´fe´rence a` l’e´chelle microscopique que pour interpre´ter ou “justifier” certaines hypothe`ses.
L’objectif est de construire “a` moindre frais” un mode`le susceptible d’eˆtre utilise´ en Calcul des Struc-
tures pour concevoir et dimensionner celles-ci.
Le cadre adopte´ tout au long de cette mode´lisation sera, sauf mention expresse du contraire, le
suivant :
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— Le milieu continu est tridimensionnel (dans des situations parfois bidimensionnelles de de´for-
mations planes, contraintes planes ou de´formations anti-planes) ;
— Les transformations sont infinite´simales et on adopte l’hypothe`se des petites perturbations ;
— Les chargements et les re´ponses sont suffisamment lents pour que l’on puisse ne´gliger tous les
effets d’inertie et se placer en quasi-statique ;
— Tous les effets visqueux sont ne´glige´s, le comportement est dit inde´pendant des vitesses ;
— Tous les effets thermiques et de fac¸on ge´ne´rale tout couplage avec d’autres phe´nome`nes phy-
siques sont ignore´s.
Ce dernier point me´rite une attention particulie`re, car comme la plasticite´ est un phe´nome`ne dissipatif,
cette dissipation est une source de chaleur qui tend a` augmenter la tempe´rature du milieu. Toutefois,
les processus peuvent se faire a` tempe´rature constante pourvu que l’on soit capable de compenser
a` chaque instant cette source de chaleur par une source de refroidissement e´quivalente, ce qui est
le principe du thermostat. Autrement dit, on supposera tout au long de ce cours que le milieu est
plonge´ dans un thermostat “parfait” qui assure que toutes les e´volutions sont isothermes. Ceci n’est
e´videmment qu’imparfaitement satisfait en pratique mais cette hypothe`se qui simplifie grandement
l’analyse s’ave`re tout a` fait raisonnable dans de nombreuses applications.
5.2.1 Les de´formations plastiques et la relation contrainte-de´formation
Comme on l’a indique´ au Chapitre 1, le me´canisme e´le´mentaire de de´formation re´siduelle des
me´taux est le de´faut d’empilement cristallin que l’on appelle dislocation. Il est visible individuellement
a` l’e´chelle du re´seau cristallin, mais sa manifestation macroscopique qu’est la de´formation re´siduelle
met en jeu un tre`s grand nombre de tels de´fauts. Le point de vue de l’inge´nieur exige de renoncer
a` les traiter de fac¸on individuelle et de se contenter d’en rendre compte collectivement. A` l’e´chelle
macroscopique, cette collection de de´fauts cristallins est repre´sente´e au niveau de l’e´le´ment de volume
par un tenseur dit tenseur de de´formation plastique. Comme son homologue le “vrai” tenseur de
de´formation ε, il est par de´finition syme´trique et note´ εp. Il peut eˆtre conside´re´ comme une variable
d’e´tat de l’e´le´ment de volume au meˆme titre que ε. Cette variable d’e´tat sert a` me´moriser une partie de
l’histoire de l’e´le´ment de volume. En se re´fe´rant a` l’assemblage patin–ressort, elle va jouer le meˆme roˆle
que le de´placement εp du patin. De fac¸on plus pre´cise, on suppose qu’a` de´formation plastique fixe´e le
comportement de l’e´le´ment de volume est line´airement e´lastique et caracte´rise´ par le tenseur de rigidite´
C ou son inverse le tenseur de souplesse S = C−1. En interpre´tant εp comme la de´formation re´siduelle
qu’aurait l’e´le´ment de volume si on ramenait les contraintes a` 0 2, la relation contrainte-de´formation
s’e´crit
σ = C : (ε− εp). (5.7)
Une autre fac¸on d’e´crire cette relation consiste a` de´composer au pre´alable la de´formation totale ε en
de´formation e´lastique εe et de´formation plastique, ce qui consiste simplement a` e´crire
ε = εe + εp, (5.8)
2. Il n’est pas toujours possible d’annuler re´ellement les contraintes sans modifier les de´formations plastiques a` cause
de l’e´crouissage (cf l’exemple de l’assemblage ressort-patin-ressort), ce qui veut dire que cette interpre´tation de εp comme
de´formation re´siduelle est avant tout abstraite.
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la relation (5.7) devenant alors
εe = S : σ ou σ = C : εe.
Attention : En ge´ne´ral, seule la de´formation totale ε est compatible, i.e. est la partie syme´trique
du gradient d’un de´placement, les de´formations e´lastiques εe et plastiques εp ne le sont pas.
5.2.2 Le domaine d’e´lasticite´ et le seuil de plasticite´
Il reste a` de´finir la loi d’e´volution de la de´formation plastique. Dans le cas de l’assemblage patin-
ressort cela consistait en la loi de glissement du patin. Elle se formulait en terme d’une force de
frottement critique. Les essais uniaxiaux sugge`rent que les de´formations plastiques n’e´voluent pas tant
que la contrainte reste dans un certain intervalle (qui peut e´voluer). Ceci se ge´ne´ralise en postulant
qu’il existe a` chaque instant dans l’espace des contraintes, i.e. dans l’espace M3s des tenseurs d’ordre 2
syme´triques, un domaine S dit domaine de re´versibilite´ ou domaine d’e´lasticite´ tel que la de´formation
plastique n’e´volue pas tant que les contraintes σ restent a` l’inte´rieur. Le bord ∂S de ce domaine
est appele´ surface seuil de plasticite´ 3. En pratique, il est commode de repre´senter ce domaine de
re´versibilite´ a` l’aide d’une fonction f : M3s → R dite fonction seuil ou crite`re de plasticite´. Dans ce
cas, S et ∂S sont de´finis par
S = {σ ∈M3s : f(σ) ≤ 0}, ∂S = {σ ∈M3s : f(σ) = 0}.
Ce domaine d’e´lasticite´ doit eˆtre identifie´ expe´rimentalement, nous y reviendrons a` la fin de ce chapitre.
f(σ) ≤ 0
f(σ) = 0
σij
σkl
S
∂S
Figure 5.11 – Le domaine d’e´lasticite´ (en vert) et la surface seuil de plasticite´ (en rouge) dans l’espace
des contraintes.
De plus, il est susceptible d’e´voluer au fur et a` mesure que l’on plastifie le mate´riau. C’est la notion
d’e´crouissage sur laquelle nous reviendrons a` la fin de cette section.
3. D’un point de vue technique, on a besoin dans certaines de´monstrations de pre´ciser les proprie´te´s topologiques de
S. Nous avons au minimum besoin que S soit un ensemble connexe ferme´ d’inte´rieur non vide.
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Ce domaine de re´versibilite´ est de´fini dans l’espace des contraintes, mais il est utile d’introduire
son image dans l’espace des de´formations,
E = {ε ∈M3s : C(ε− εp) ∈ S},
c’est un ensemble connexe ferme´ d’inte´rieur non vide dans M3s, tout comme S. L’inte´rieur de E cor-
respond a` l’inte´rieur de S et le bord ∂E correspond au bord ∂S.
5.2.3 La loi d’e´coulement plastique
Il s’agit de pre´ciser maintenant la loi d’e´volution de la de´formation plastique. Le domaine de
re´versibilite´ a e´te´ introduit pour traduire le fait que la de´formation plastique n’e´volue pas tant que les
contraintes restent a` l’inte´rieur du domaine, de la meˆme fac¸on que le patin n’e´volue pas tant que la
force de frottement τ n’atteint pas la valeur critique σc. On va le traduire par la condition
ε˙p = 0 si f(σ) < 0.
Lorsque le tenseur des contraintes est sur la surface seuil de plasticite´, la de´formation plastique peut
e´voluer. Dans le cas du patin, on pre´cisait alors la direction possible de glissement. On va faire la
meˆme chose ici, mais compte tenu du caracte`re tensoriel de la de´formation plastique cela consiste a` se
donner la direction du tenseur ε˙p en laissant sa norme inde´termine´e. On e´crit donc
ε˙p = η˙g(σ) si f(σ) = 0,
ou` η˙ est un scalaire arbitraire et g(σ) est la direction donne´e 4 de la vitesse de de´formation plastique
(qui de´pend de l’e´tat de contrainte).
5.2.4 L’e´crouissage
Le domaine de re´versibilite´ peut varier au cours du temps ou plus exactement au fur et a` mesure
que la de´formation plastique e´volue. Lorsque le domaine est fixe, on parle de plasticite´ parfaite, alors
que quand il varie, on parle de plasticite´ avec e´crouissage. Ce phe´nome`ne d’e´crouissage a e´te´ constate´
dans le mode`le rhe´ologique ressort-patin-ressort alors qu’il e´tait absent dans le mode`le patin-ressort.
Il e´tait duˆ au deuxie`me ressort qui retenait le patin et exigeait d’exercer une force de plus en plus
grande pour de´placer le patin. Dans les mate´riaux cet e´crouissage est duˆ de fac¸on un peu similaire
a` la difficulte´ qu’ont les dislocations de se de´velopper du fait de la pre´sence d’amas de dislocations
pre´ce´demment cre´e´es 5. La conse´quence est que dans un essai de traction uniaxiale il faut imposer
une contrainte de plus en plus forte pour plastifier le mate´riau. Mais en contrepartie, pour certains
4. Dans le cas ou` σ est un point “singulier” de la surface seuil ou` la normale n’est pas de´finie, comme c’est le cas
par exemple pour le crite`re de Tresca qui pre´sente des “coins”, on peut eˆtre amene´ a` e´crire ε˙p comme une combinaison
line´aire de directions donne´es, i.e. ε˙p =
∑N
i=1 η˙igi(σ).
5. Dans les polycristaux, l’e´crouissage peut eˆtre aussi intergranulaire. Le polycristal peut eˆtre vu comme une structure
dont les e´le´ments (les grains) plastifient pour un niveau de sollicitation diffe´rent (du fait de leur de´sorientation relative).
On retrouve ici les notions d’e´crouissage structurel qui seront de´veloppe´es dans le chapitre 3 mais applique´es a` un autre
type de structure (l’agre´gat de cristaux de´soriente´s).
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Figure 5.12 – Loi d’e´volution de la de´formation plastique : pas d’e´volution de εp tant que σ reste
a` l’inte´rieur du domaine de re´versibilite´ actuel et e´volution possible de εp dans une direction donne´e
lorsque σ atteint le seuil de plasticite´.
mate´riaux, il peut s’ave´rer plus facile ensuite de plastifier le mate´riau en compression, comme c’e´tait
le cas dans le mode`le ressort-patin-ressort. Ce phe´nome`ne est appele´ effet Bauschinger .
Au niveau de la mode´lisation, il s’agit donc de rendre compte des e´volutions du domaine de re´versi-
bilite´ lui-meˆme. Il n’est pas question ici d’essayer d’eˆtre exhaustif, aussi se contentera-t-on de de´gager
quelques exemples d’e´crouissage.
Ecrouissage cine´matique
Le domaine de re´versibilite´ se translate dans l’espace des contraintes sans se de´former. On peut
alors e´crire de fac¸on ge´ne´rale :
S = X + S0
ou` X ∈ M3s est un tenseur repre´sentant la translation du domaine initial S0. En terme de la fonction
seuil cela s’e´crit donc
S = {σ ∈M3s : f(σ −X) ≤ 0}.
Cette translation de´pend du temps et il reste donc a` pre´ciser son e´volution. Un cas particulie`rement
simple est celui dit d’e´crouissage cine´matique line´aire ou` X est proportionnel a` la de´formation plas-
tique, i.e.
X = H : εp,
le tenseur d’ordre 4 s’appelant le tenseur d’e´crouissage. Ceci ge´ne´ralise le mode`le ressort-patin-ressort.
Ecrouissage isotrope
Le domaine de re´versibilite´ se dilate uniforme´ment dans toutes les directions sans se de´placer. On
peut e´crire de fac¸on ge´ne´rale
S = R S0
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S0
X
S
Figure 5.13 – Ecrouissage cine´matique : translation du domaine de re´versibilite´.
ou` R > 1 est un re´el repre´sentant la dilatation du domaine initial S0. En terme de la fonction seuil
cela donne
S = {σ ∈M3s : f(σ/R) ≤ 0}.
La dilatation de´pend du temps et il reste a` pre´ciser son e´volution. Cela peut se faire via l’introduction
σ
R σ
S0
S
Figure 5.14 – Ecrouissage isotrope : dilatation du domaine de re´versibilite´.
de variables d’e´tat supple´mentaires. Par exemple, on peut supposer que le coefficient de dilatation R
de´pend de la de´formation plastique cumule´e p de´finie par
p(t) =
∫ t
0
√
2
3
‖ε˙p(s)‖ds (5.9)
ou` ‖ · ‖ de´signe la norme euclidienne, i.e. ‖e‖2 = ∑i,j eijeij , le coefficient √2/3 e´tant introduit pour
que p ait une interpre´tation simple dans des essais uniaxiaux. On a alors
S = R(p)S0
et la fonction p 7→ R(p) est a` identifier expe´rimentalement tout comme S0.
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Autres types d’e´crouissage
On peut e´videmment envisager des lois d’e´crouissage plus complexes, ne serait-ce qu’en combinant
les e´crouissages cine´matique et isotrope. Les re´sultats expe´rimentaux pre´sente´s a` la fin du chapitre
montrent d’ailleurs que la mode´lisation de l’e´crouissage re´el des mate´riaux est un des proble`mes les
plus ardus et les moins acheve´s de la the´orie de l’e´lasto-plasticite´.
5.3 Les spe´cificite´s des lois “standards” de plasticite´ parfaite
Les conside´rations ge´ne´rales pre´ce´dentes laissent une grande latitude quant aux lois d’e´volution
possibles. En particulier, si l’on peut toujours conside´rer que l’identification expe´rimentale du domaine
de re´versibilite´ est relativement aise´e (meˆme si cela demande d’eˆtre capable de faire des essais tri-axiaux
quelconques), l’identification de la loi d’e´coulement et tout particulie`rement de la fonction σ 7→ g(σ) est
beaucoup plus de´licate. Il est donc souhaitable de de´gager des principes physiques de porte´e ge´ne´rale
susceptibles de re´duire cette part d’arbitraire. Parmi ces principes ge´ne´raux, on est tente´ d’en de´gager
deux du fait de leur caracte`re universel : (i) le Principe d’Objectivite´ ou d’Indiffe´rence Mate´rielle ; (ii)
le Deuxie`me Principe de la Thermodynamique. Le premier requiert que les relations de comportement
soient invariantes par changement de re´fe´rentiel, le deuxie`me exige via l’ine´galite´ de Clausius-Duhem
que la production interne d’entropie soit non ne´gative dans toute e´volution. La formalisation de ces
deux principes passe par l’introduction d’un certain nombre d’hypothe`ses pre´alables. On peut en-
suite les appliquer et s’en servir pour exclure toute loi de comportement qui pourrait les violer dans
certaines circonstances. Autrement dit, on les utilise comme crite`re de se´lection des “bonnes lois de
comportement”.
Dans le cas de l’e´lasto-plasticite´, il s’ave`re que ces deux principes ont un pouvoir de se´lection
relativement faible, laissant presque entie`re la question du choix de la loi d’e´volution. On se propose
d’en introduire un troisie`me qui ne peut pas pre´tendre a` la meˆme universalite´, mais qui se re´ve`le
suffisamment se´lectif pour que les lois de comportement sur lesquelles on de´bouche aient les “bonnes
proprie´te´s”. Ce principe qui ne porte aujourd’hui que le nom de postulat du fait de son caracte`re “non
reconnu” a e´te´ propose´ sous une forme un peu diffe´rente et, semble-t-il, de fac¸on inde´pendante par
Drucker d’une part et Ilyushin d’autre part. Ce principe applique´ a` l’e´lasto-plasticite´ permet d’obtenir
une ine´galite´ qui est a` la base d’un certain nombre de proprie´te´s fondamentales. Notons cependant
que cette ine´galite´, elle-meˆme appele´e Principe du Travail Plastique Maximal , ne vaut que dans le
cadre restreint de l’e´lasto-plasticite´ (parfaite) alors que le Postulat de Drucker-Ilyushin a une porte´e
plus ge´ne´rale.
Dans toute cette section nous nous placerons dans le cadre de la plasticite´ parfaite, i.e. celui ou`
le domaine de re´versibilite´ est fixe dans l’espace des contraintes. Nous commenc¸ons par re´sumer les
principales hypothe`ses faites dans la section pre´ce´dente pour mode´liser ce type de comportement avant
d’aborder les lois standards i.e. celles qui s’appuient sur le principe du travail plastique maximal.
5.3.1 Le comportement e´lastique parfaitement plastique
Ce type de mode`le repose sur les relations de comportement suivantes
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• La relation contrainte-de´formation : σ = C : (ε− εp)
• L’admissibilite´ des contraintes : σ ∈ S ou de fac¸on e´quivalente f(σ) ≤ 0
• La loi d’e´coulement plastique : ε˙p = 0 si f(σ) < 0 et ε˙p = η˙g(σ) si f(σ) = 0.
En pratique, l’utilisation de ce mode`le consiste a` calculer l’e´volution de l’e´le´ment de volume lors-
qu’on le soumet a` un processus de chargement a` partir d’un e´tat initial donne´. Le processus de
chargement peut consister en la donne´e du chemin de de´formation t 7→ ε(t) ou bien du chemin de
contrainte t 7→ σ(t) ou bien d’un chemin mixte avec certaines composantes des de´formations et les
autres composantes des contraintes controˆle´es. Remarquons cependant que comme les contraintes sont
limite´es puisqu’elles ne peuvent pas sortir du domaine de re´versibilite´ qui est fixe, on ne peut pas im-
poser n’importe quel chemin de contrainte ou plus exactement le mate´riau ne peut pas supporter
n’importe quel chemin de contrainte. Par contre, on peut proce´der comme on l’a fait dans le cas
du patin-ressort et envisager a priori n’importe quel chemin de de´formation car les de´formations ne
sont pas limite´es. Nous serons amene´s tout au long de cette section a` conside´rer des processus de
chargement a` de´formation controˆle´e ou mixtes.
La question de´licate de la re´gularite´ de l’e´volution. Conside´rons un processus de chargement a`
de´formation controˆle´e ou` t 7→ ε(t) est le chemin de de´formation impose´ a` l’e´le´ment de volume durant
l’intervalle de temps [t0, t1] et soit ε
p
0
sa de´formation plastique initiale (i.e. a` l’instant t0). Il s’agit de
de´duire la re´ponse de cet e´le´ment de volume, i.e. t 7→ εp(t) et t 7→ σ(t), a` l’aide des relations de com-
portement. Comme on l’a vu dans le mode`le du patin-ressort, il est essentiel de restreindre la recherche
a` des e´volutions continues (sachant que, par de´finition d’un chemin, l’e´volution des de´formations est
continue) ce qui revient a` ne pas autoriser que les de´formations plastiques ou les contraintes “sautent”.
C’est une hypothe`se physique raisonnable. Toutefois, il n’est pas garanti mathe´matiquement que l’on
puisse trouver une solution continue au proble`me d’e´volution. Cela de´pend a` la fois du mode`le et du
chemin de de´formation impose´. De plus, on a besoin dans la suite de cette section d’un peu plus de
re´gularite´ que la simple continuite´ pour donner un sens “classique” a` certaines quantite´s comme le
travail de de´formation ou l’e´nergie dissipe´e. Pour e´viter toute difficulte´ d’ordre technique, nous n’envi-
sagerons donc que des e´volutions re´gulie`res, i.e. nous supposons que les de´formations, les de´formations
plastiques et les contraintes sont des fonctions continues et continuˆment diffe´rentiables par morceaux
du temps. Mais comme ceci est une hypothe`se a priori et qu’on n’est pas assure´ que tout chargement
re´gulier engendre une e´volution re´gulie`re, nous appellerons chemins de de´formation compatibles avec la
loi d’e´volution ceux qui sont re´guliers et qui engendrent des e´volutions re´gulie`res. Encore faut-il qu’il y
ait assez de tels chemins compatibles pour ne pas vider toute la substance de l’analyse qui suit. On peut
le ve´rifier pour un mode`le pre´cis, cela reste du domaine de l’hypothe`se dans le cas ge´ne´ral. Hypothe`se
que nous adoptons implicitement.
5.3.2 Le postulat de Drucker-Ilyushin
Le postulat de Drucker-Ilyushin consiste a` dire qu’il faut fournir de l’e´nergie au mate´riau pour lui
faire faire un cycle en de´formation. Sa formulation exacte ne´cessite de pre´ciser ces diffe´rentes notions.
Commenc¸ons par la notion de cycle.
De´finition d’un cycle en de´formation. On appelle cycle en de´formation un chemin (donc une
application continue) t 7→ ε(t) de [t0, t1] dans M3s tel que ε(t0) = ε(t1).
De´finissons ensuite la notion de travail de de´formation.
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De´finition du travail de de´formation. Si l’on fait subir a` un e´le´ment de volume un chemin de
de´formation t 7→ ε(t) compatible avec l’e´volution durant l’intervalle de temps [t0, t1] au cours duquel
l’e´volution des contraintes est t 7→ σ(t), alors l’e´nergie que recevra cet e´le´ment de volume est e´gale au
travail de de´formation W,
W =
∫ t1
t0
σ(t) : ε˙(t)dt.
Cette e´nergie sera effectivement rec¸ue par l’e´le´ment de volume si W > 0 et sera fournie si W < 0.
Conside´rons un e´le´ment de volume d’un mate´riau e´lasto-plastique parfait dont l’e´volution est
re´gie par une loi de´finie dans la section pre´ce´dente. Soumettons l’e´le´ment de volume a` un cycle en
de´formation compatible avec la loi d’e´volution. Le postulat se formule alors ainsi
Postulat de Drucker-Ilyushin : Le travail de de´formation doit eˆtre non ne´gatif dans tout cycle
en de´formation compatible avec la loi d’e´volution.
On peut ve´rifier que cette proprie´te´ de positivite´ du travail de de´formation dans tout cycle en
de´formation est satisfaite par le mode`le patin-ressort, cf Exercice 5.2.
5.3.3 Le principe du travail plastique maximal de Hill.
Envisageons un chemin de de´formation de l’e´le´ment de volume t 7→ ε(t) durant lequel l’e´volution de
la de´formation plastique t 7→ εp(t) est re´gulie`re. Faisons un bilan d’e´nergie. A` l’instant t, les contraintes
e´tant σ(t), la de´formation e´lastique vaut εe(t) = S : σ(t) et l’e´nergie e´lastique (volumique) vaut donc
E(t) = 12 σ(t) : S : σ(t).
La variation d’e´nergie e´lastique durant le processus est donne´e par
∆E = 12 σ1 : S : σ1 − 12 σ0 : S : σ0,
σ
0
et σ
1
de´signant les contraintes initiales et finales. Par analogie avec le mode`le rhe´ologique patin-
ressort, supposons que le travail de de´formation est la somme de la variation d’e´nergie e´lastique et de
l’e´nergie dissipe´e 6 :
W = ∆E +D.
Comme σ : ε˙ = σ : (ε˙e + ε˙p) = σ : S : σ˙ + σ : ε˙p, on a
D˙ = σ : ε˙p,
i.e. la puissance dissipe´e est e´gale a` la puissance des contraintes dans la vitesse de de´formation
plastique, en accord avec ce que l’on avait pour le patin-ressort. Pour ce dernier, on avait en plus
σ(t)ε˙p(t) = σc |ε˙p(t)| a` chaque instant et donc aussi
(σ(t)− σ∗)ε˙p(t) ≥ 0, ∀σ∗ tel que |σ∗| ≤ σc.
6. Ceci ne peut qu’eˆtre une hypothe`se tant que l’on ne s’inte´resse qu’aux grandeurs me´caniques. La seule fac¸on de le
ve´rifier expe´rimentalement est de faire des mesures de tempe´rature ou d’e´change de chaleur.
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Cette ine´galite´ peut eˆtre conside´re´e comme un principe de dissipation maximale. En effet, σε˙p repre´sente
la puissance re´ellement dissipe´e alors que σ∗ε˙p repre´sente la puissance qui serait dissipe´e a` un autre
niveau de force admissible pour la meˆme vitesse de glissement (c’est un max en σ∗ pour ε˙p donne´). Le
principe du travail maximal de Hill consiste a` e´tendre cette ine´galite´ aux mate´riaux e´lasto-plastiques
parfaits ou plus exactement a` ne retenir que ceux qui la satisfont.
Principe du Travail Plastique Maximal : A` chaque instant ou` la vitesse de de´formation
plastique est de´finie 7, la puissance re´ellement dissipe´e est supe´rieure ou e´gale a` la puissance qui serait
dissipe´e par toute contrainte admissible avec la meˆme vitesse de de´formation plastique :
(σ(t)− σ∗) : ε˙p(t) ≥ 0, ∀σ∗ ∈ S. (5.10)
Nous verrons que ce principe a des conse´quences tre`s importantes d’un point de vue qualitatif. Il est
en particulier tre`s se´lectif en termes de lois de comportement. Sa faiblesse re´side dans son caracte`re
formel et nous allons voir qu’il peut se justifier a` partir du postulat de Drucker-Ilyushin. Mais au
pre´alable comparons-le avec le Deuxie`me Principe de la Thermodynamique.
Dans le cadre isotherme ou` nous nous sommes place´s, le deuxie`me principe de la thermodynamique
exige simplement que la puissance dissipe´e soit non ne´gative a` chaque instant. Par conse´quent, pour
un mate´riau e´lastique parfaitement plastique, on doit avoir
D˙(t) = σ(t) : ε˙p(t) ≥ 0, ∀t. (5.11)
Il est clair que cette ine´galite´ dite Ine´galite´ de Clausius-Duhem est beaucoup moins restrictive que celle
exige´e par le principe du travail plastique maximal. On peut meˆme conside´rer que celui-ci contient le
deuxie`me principe de la thermodynamique en vertu de la proposition suivante
Comparaison entre les principes. Pourvu que le domaine de re´versibilite´ contienne l’e´tat sans
contrainte, i.e. pourvu que 0 ∈ S, un mate´riau e´lastique parfaitement plastique qui satisfait le Principe
du Travail Plastique Maximal satisfait aussi le Deuxie`me Principe de la Thermodynamique.
Preuve. Si 0 ∈ S, alors en prenant σ∗ = 0, on de´duit de (5.10) que σ : ε˙p ≥ 0 a` chaque instant,
autrement dit (5.11). 
Mais e´videmment la re´ciproque n’est pas vraie. Il est facile de construire des lois de comportement en
e´lasto-plasticite´ parfaite ou` le deuxie`me principe est toujours ve´rifie´ mais pas celui du travail plastique
maximal. Voici un exercice pour s’en convaincre.
Exercice 5.4. Conside´rer un mate´riau e´lastique parfaitement plastique dont le crite`re de plasticite´
s’e´crit ‖σ‖ ≤ σc ou` ‖ · ‖ de´signe la norme euclidienne et σc > 0. Montrer que si la loi d’e´coulement
plastique s’e´crit ε˙p = η˙s avec η˙ ≥ 0 quand ‖σ‖ = σc, s de´signant le de´viateur de σ, alors l’ine´galite´
de Clausius-Duhem est toujours satisfaite mais pas force´ment l’ine´galite´ de Hill. Que faut-il pour que
l’ine´galite´ de Hill soit toujours satisfaite ?
7. Voir la note en bas de page 95 pour une extension de cette ine´galite´ aux instants ou` εp est seulement de´rivable a`
droite.
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5.3.4 Lien entre le postulat et le principe.
Le lien entre le principe de Hill et le postulat de Drucker-Ilyushin n’apparaˆıt pas imme´diatement
meˆme si tous deux sont base´s sur des conside´rations e´nerge´tiques. On a pourtant le remarquable
re´sultat suivant qui montre l’e´quivalence entre le postulat et le principe pour un mate´riau e´lastique
parfaitement plastique aux questions de re´gularite´ pre`s.
Equivalence du postulat et du principe. Le postulat de Drucker-Ilyushin est satisfait
si et seulement si le principe du travail plastique maximal de Hill est satisfait a` chaque instant
de toute e´volution re´gulie`re.
Preuve. Pour de´montrer proprement ce re´sultat on a besoin d’un peu de re´gularite´ pour S et sa
frontie`re ∂S (au minimum que l’inte´rieur de S soit non vide et connexe).
Montrons d’abord le seulement si. Conside´rons un chemin de de´formation t 7→ ε(t) de l’e´le´ment de
volume e´lastique parfaitement plastique tel que l’e´volution soit re´gulie`re et plac¸ons-nous a` un instant
s ou` la vitesse de de´formation plastique vaut ε˙p(s). Le cas ou` ε˙p(s) = 0 e´tant trivial, supposons
que ε˙p(s) 6= 0. Soient ε(s) et σ(s) les e´tats de de´formation et de contrainte correspondants. On a
ne´cessairement σ(s) ∈ ∂S.
Choisissons une contrainte σ∗ arbitraire a` l’inte´rieur de S et imaginons une autre e´volution de
l’e´le´ment de volume ou` il aurait pour de´formation plastique initiale εp(s) et serait soumis au cycle en
de´formation t 7→ ε˜(t) de´fini ci-dessous qui comporte 3 phases, cf Figure 5.15. On note E l’image du
domaine de re´versibilite´ dans l’espace des de´formations a` l’instant initial de ce cycle
E = {ε ∈M3s : C : (ε− εp(s)) ∈ S}.
1. t ∈ [t0, s). On part de ε˜(t0) = ε∗ = S : σ∗+ εp(s) et on va jusqu’a` ε˜(s) = ε(s) = S : σ(s) + εp(s)
de fac¸on a` ce que la de´formation plastique n’e´volue pas (il suffit que les de´formations ε˜(t) soient
toujours a` l’inte´rieur de E durant cette phase, ce qui passe par l’hypothe`se de connexite´) ;
2. t ∈ [s, s+h] avec h > 0 assez petit. On suit le “vrai” chemin de chargement durant cet intervalle
de temps, i.e. ε˜(t) = ε(t), ce qui provoque une (petite) e´volution de la de´formation plastique
jusqu’a` εp(s+h). Ceci a pour effet de modifier (un peu) le domaine de re´versibilite´ dans l’espace
des de´formations qui devient Eh,
Eh = {ε ∈M3s : C : (ε− εp(s+ h)) ∈ S} = E+ εp(s+ h)− εp(s),
qui se de´duit donc de E par la translation εp(s + h) − εp(s) (e´crouissage cine´matique dans
l’espace des de´formations). Cette translation tend vers 0 quand h tend vers 0.
3. t ∈ (s + h, t1]. On revient a` l’e´tat de de´formation initial ε∗ en s’arrangeant pour que les
de´formations restent toujours a` l’inte´rieur du domaine de re´versibilite´ Eh de fac¸on a` ce que
les de´formations plastiques n’e´voluent pas. Ceci est toujours possible dans la mesure ou` ε∗ est
inte´rieur a` E (moyennant l’hypothe`se de connexite´). En effet, il suffit de prendre h suffisamment
petit de fac¸on a` ce que le domaine de re´versibilite´ bouge suffisamment peu pour que ε∗ ∈ Eh.
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ε(s+ h)
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Figure 5.15 – Cycle en de´formation utilise´ dans le postulat de Drucker-Ilyushin.
Calculons le travail de de´formation durant chacune de ces 3 phases. Durant la premie`re phase, la
de´formation plastique restant a` sa valeur initiale εp(s), on a
W1 =
∫ s
t0
(ε˜(t)− εp(s)) : C : ˙˜ε(t)dt
= 12 ε(s) : C : ε(s)− 12 ε∗ : C : ε∗ − εp(s) : C : (ε(s)− ε∗)
Durant la deuxie`me phase, on a
W2 =
∫ s+h
s
σ(t) : ε˙(t)dt.
Durant la troisie`me phase, la de´formation plastique restant a` la valeur εp(s+ h), on a
W3 =
∫ t1
s+h
(
ε˜(t)− εp(s+ h)) : C : ˙˜ε(t)dt
= 12 ε
∗ : C : ε∗ − 12 ε(s+ h) : C : ε(s+ h)− εp(s+ h) : C :
(
ε∗ − ε(s+ h))
Faisons la somme et appliquons le postulat de Drucker-Ilyushin, nous obtenons l’ine´galite´
0 ≤ 12 ε(s) : C : ε(s)− 12 ε(s+ h) : C : ε(s+ h) +
∫ s+h
s
σ(t) : ε˙(t)dt
+εp(s+ h) : C :
(
ε(s+ h)− ε∗)− εp(s) : C : (ε(s)− ε∗).
En divisant par h et en passant a` la limite quand h→ 0, on obtient
0 ≤ −ε(s) : C : ε˙(s) + σ(s) : ε˙(s) + εp(s) : C : ε˙(s) + ε˙p(s) : C : ε(s)− ε˙p(s) : C : ε∗
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Les trois premiers termes se simplifiant graˆce a` la relation contrainte de´formation (5.7), il reste
ε˙p(s) : C :
(
ε(s)− ε∗) ≥ 0
soit finalement (
σ(s)− σ∗) : ε˙p(s) ≥ 0.
Cette ine´galite´ doit donc eˆtre vraie pour tout σ∗ inte´rieur a` S, mais par continuite´ elle doit e´galement
eˆtre vraie pour tout σ∗ ∈ S, ce qui est le principe du travail plastique maximal a` l’instant s. On a
donc bien
Drucker-Ilyushin =⇒ Hill.
Montrons la re´ciproque. Soit σ∗ ∈ S et soit εp
0
la de´formation plastique initiale de l’e´le´ment de
volume. Soumettons-le a` un cycle compatible t 7→ ε(t) tel que ε(t0) = ε(t1) = ε∗ = S : σ∗ + εp0 et tel
que l’e´volution t 7→ εp(t) soit re´gulie`re, la de´formation plastique finale e´tant εp
1
. Calculons le travail
de de´formation W au cours de cycle. Il s’agit de montrer que W ≥ 0 dans la mesure ou`
(σ(t)− σ∗) : ε˙p(t) ≥ 0, ∀t ∈ (t0, t1) (5.12)
Calculons W en utilisant la de´composition ε = εe + εp et le fait que c’est un cycle :
W =
∫ t1
t0
σ(t) :
(
ε˙p(t) + S : σ˙(t)
)
dt
=
∫ t1
t0
σ(t) : ε˙p(t)dt+ 12 (ε
∗ − εp
1
) : C : (ε∗ − εp
1
)− 12 (ε∗ − εp0) : C : (ε∗ − εp0)
=
∫ t1
t0
σ(t) : ε˙p(t)dt− (ε∗ − εp
0
) : C : (εp
1
− εp
0
) + 12 (ε
p
1
− εp
0
) : C : (εp
1
− εp
0
)
=
∫ t1
t0
(σ(t)− σ∗) : ε˙p(t)dt+ 12 (εp1 − εp0) : C : (εp1 − εp0).
Par conse´quent, comme le tenseur de rigidite´ est positif, si (5.12) est satisfaite, alors W ≥ 0 et on a
bien montre´ la re´ciproque
Hill =⇒ Drucker-Ilyushin.
D’ou` l’e´quivalence entre le postulat et le principe. 8 
5.3.5 La convexite´ du domaine d’e´lasticite´ et la re`gle de normalite´
Le principe du travail plastique maximal a des conse´quences importantes puisqu’il impose que le
domaine de re´versibilite´ soit convexe et que la vitesse d’e´coulement plastique soit oriente´e suivant
8. En re-parcourant la de´monstration du seulement si on notera que c’est la de´rive´e a` droite de la de´formation et de la
de´formation plastique en s qui intervient dans les raisonnements, i.e. limh↓0(εp(s+h)−εp(s))/h et limh↓0(ε(s+h)−ε(s))/h.
Il n’est pas ne´cessaire que ε et εp soient de´rivables en s. On peut donc e´tendre l’ine´galite´ de Hill aux instants ou` les
de´formations et les de´formations plastiques sont seulement de´rivables a` droite.
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la normale exte´rieure au domaine. Autrement dit, dans le cas ou` le domaine de re´versibilite´ est a`
frontie`re re´gulie`re (i.e. il admet un hyperplan tangent en tout point de sa frontie`re), ceci fixe la
direction d’e´coulement plastique g et re´duit conside´rablement la part d’arbitraire de la loi d’e´volution.
La de´monstration de ces deux proprie´te´s de convexite´ et de normalite´ est techniquement difficile, mais
elle a le me´rite de faire apparaˆıtre des caracte´risations inte´ressantes du domaine de re´versibilite´ lie´es
a` sa convexite´. On a donc
Convexite´ et normalite´. Sous re´serve d’une re´gularite´ suffisante du domaine de re´versibilite´ et de la
loi d’e´coulement, un mate´riau e´lastique parfaitement plastique satisfait le principe du travail plastique
maximal si et seulement si
1. le domaine de re´versibilite´ S est convexe ;
2. la vitesse de de´formation plastique ε˙p appartient, quand elle est de´finie, au coˆne des normales
exte´rieures a` ∂S en σ. En particulier quand σ est un point non anguleux du bord, on a
ε˙p = η˙
∂f
∂σ
(σ), η˙ ≥ 0. (5.13)
Preuve. Pour de´montrer ce re´sultat on a besoin de supposer que S est un sous-ensemble de M3s non
vide, fermeture de son inte´rieur. On a de plus besoin de supposer que, quel que soit le point σ sur la
frontie`re ∂S, on peut trouver un processus de chargement tel qu’il existe un instant ou` l’e´tat de contrainte
est σ et ou` la vitesse de de´formation plastique ε˙p est de´finie et non nulle. Adoptons ces deux hypothe`ses
et rappelons quelques proprie´te´s d’un ensemble C convexe ferme´ d’inte´rieur non vide de M3s :
1. L’inte´rieur de C est convexe et C est sa fermeture ;
2. Quel que soit σ sur la frontie`re ∂C, il existe des directions non nulles g ∈M3s telles que C soit situe´
dans le demi-espace ferme´ passant par σ et d’orientation g, i.e.
∀σ∗ ∈ C, (σ − σ∗) : g ≥ 0.
3. L’ensemble Nσ de telles directions g auxquelles on rajoute 0 constitue un coˆne convexe ferme´ dans
M3s appele´ coˆne des normales exte´rieures, i.e.
∀g, g′ ∈ Nσ, ∀η, η′ ≥ 0, ηg + η′g′ ∈ Nσ.
4. Aux points re´guliers σ de la frontie`re ∂C ou` la normale exte´rieure g est de´finie, on a Nσ = {ηg :
η ≥ 0}. En particulier quand S est de´fini par f(σ) ≤ 0, on peut prendre g = ∂f
∂σ
.
5. C est e´gal a` l’intersection des demi-espaces s’appuyant sur sa frontie`re, i.e.
C =
⋂
σ∈∂C
{ ⋂
g∈Nσ
{
σ∗ ∈M3s : (σ − σ∗) : g ≥ 0
}}
.
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Cσ
Nσ
Figure 5.16 – Coˆne (en rouge) des normales exte´rieures en un point anguleux du bord d’un convexe.
g
C
Figure 5.17 – Caracte´risation d’un convexe par l’intersection des demi-espaces tangents.
De´montrons d’abord le si. Si S est convexe ferme´ d’inte´rieur non vide, alors on peut de´finir le coˆne Nσ
des normales exte´rieures en σ ∈ ∂S. Si ε˙p ∈ Nσ, alors par de´finition on a
∀σ∗ ∈ S, (σ − σ∗) : ε˙p ≥ 0
qui n’est rien d’autre que l’ine´galite´ de Hill. De´montrons maintenant le seulement si. Par hypothe`se S est
non vide, fermeture de son inte´rieur et pour tout σ ∈ ∂S il existe ε˙p 6= 0 tel que ∀σ∗ ∈ S, (σ−σ∗) : ε˙p ≥ 0.
Conside´rons le demi-espace ferme´ passant par σ et d’orientation ε˙p, et de´finissons l’ensemble C comme
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l’intersection de tous ces demi-espaces lorsque σ de´crit ∂S :
C =
⋂
σ∈∂S
{
σ∗ ∈M3s : (σ − σ∗) : ε˙p ≥ 0
}
.
C est convexe ferme´ puisqu’intersection de convexes ferme´s. D’apre`s l’ine´galite´ de Hill, S est contenu
dans chaque demi-espace et donc dans leur intersection. Donc S ⊂ C. Comme S est d’inte´rieur non vide,
C e´galement.
Il nous suffit de montrer que
◦
S=
◦
C. En effet, dans ce cas, en prenant la fermeture, on aura S = C et donc
S sera convexe ferme´ d’inte´rieur non vide. De plus l’ine´galite´ de Hill (5.10) signifie alors simplement que,
aux instants ou` elle est de´finie, ε˙p ∈ Nσ par de´finition du coˆne des normales exte´rieures a` S en σ.
Montrons tout d’abord que ∂S ⊂ ∂C par contradiction. Supposons qu’il existe σ ∈ ∂S qui soit inte´rieur
a` C. On peut alors trouver une boule de centre σ et de rayon r > 0 incluse dans C. Elle est donc
aussi dans tous les demi-espaces servant a` de´finir C. Par conse´quent pour tout σ∗ de cette boule, on a
(σ − σ∗) : ε˙p ≥ 0. Mais ceci n’est possible que si ε˙p = 0 ce qui est contraire a` notre hypothe`se. Donc
∂S ⊂ ∂C.
Pour montrer que
◦
S=
◦
C, on proce`de par contradiction sachant de´ja` que
◦
S⊂
◦
C. Supposons qu’il existe
σ inte´rieur a` C mais pas inte´rieur a` S. Alors σ est exte´rieur a` S (il ne peut pas eˆtre sur sa frontie`re
puisqu’elle incluse dans celle de C). Prenons maintenant σ∗ inte´rieur a` S et donc a` C. Comme l’inte´rieur
de C est convexe, le segment joignant σ∗ a` σ est inte´rieur a` C. Mais ce segment joint un point inte´rieur
a` S a` un point exte´rieur a` S. Il passe donc par la frontie`re de S. On aurait donc trouve´ un point qui soit
sur la frontie`re de S tout en e´tant inte´rieur a` C, ce qui est impossible puisque ∂S ⊂ ∂C. Donc ◦S=
◦
C. 
5.3.6 Incompressibilite´ plastique et non bornitude du domaine d’e´lasticite´
Pour les me´taux ou` les me´canismes e´le´mentaires de de´formation plastique sont les mouvements des
dislocations, ces mouvements se font a` volume constant ce qui sugge`re d’adopter pour eux l’hypothe`se
d’incompressibilite´ plastique :
De´finition de l’incompressibilite´ plastique. L’e´coulement plastique est dit incompressible si, a`
tout instant, Tr ε˙p = 0 9.
Comme le principe du travail plastique maximal lie l’e´coulement a` la forme du crite`re, l’incompressi-
bilite´ plastique est e´quivalente a` une proprie´te´ d’invariance par translation du domaine de re´versibilite´.
Proprie´te´. Un mate´riau e´lastique parfaitement plastique qui satisfait le principe du travail plastique
maximal a un e´coulement plastique incompressible si et seulement si le domaine de re´versibilite´ est
invariant par translation dans la direction des tenseurs sphe´riques, i.e.
∀σ∗ ∈ S,∀p ∈ R, σ∗ + pI ∈ S ⇐⇒ ∀t Tr ε˙p(t) = 0.
Preuve. Montrons l’implication =⇒. Soit σ ∈ ∂S, prenons σ∗ = σ − pI avec p ∈ R. En reportant
dans (5.10) il vient pTr ε˙p ≥ 0. Mais comme p est arbitraire, on a ne´cessairement Tr ε˙p = 0.
9. Rappelons qu’en petites transformations Tr ε repre´sente la dilatation volumique, i.e. la variation relative de volume.
Donc Tr εp peut eˆtre vue comme la contribution plastique de cette dilatation.
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Montrons l’implication ⇐=. Utilisons la caracte´risation de S obtenue dans la de´monstration de la
Proprie´te´ de convexite´, page 96, en adoptant les meˆmes hypothe`ses. Le domaine de re´versibilite´ est
l’intersection des demi-espaces s’appuyant sur sa frontie`re,
S =
⋂
σ∈∂S
{
σ∗ ∈M3s : (σ − σ∗) : ε˙p ≥ 0
}
.
Soit σ∗ ∈ S, il appartient donc a` tous les demi-espaces. Comme Tr ε˙p = 0, on a (σ∗+ pI) : ε˙p = σ∗ : ε˙p
pour tout p ∈ R. Donc σ∗ + pI appartient aussi a` tous les demi-espaces et donc a` leur intersection.
D’ou` σ + pI est dans S. 
5.4 Les lois standards de Von Mises et de Tresca
Les deux crite`res de plasticite´ les plus usite´s pour les me´taux sont le crite`re de Von Mises et le
crite`re de Tresca. Tous deux sont des crite`res convexes, isotropes et invariants par translation dans la
direction des tenseurs sphe´riques. Le premier est a` frontie`re re´gulie`re alors que le deuxie`me pre´sente
des coins. Nous les introduisons, puis les comparons.
5.4.1 Le mode`le standard de Von Mises
Le crite`re de Von Mises
Le crite`re de Von Mises s’exprime en termes de la contrainte e´quivalente σeq qui est, a` un facteur
multiplicatif pre`s, la norme euclidienne du de´viateur des contraintes,
σeq =
√
3
2
s : s, s = σ − Trσ
3
I. (5.14)
Astuce: Le calcul de la contrainte e´quivalente ne ne´cessite pas le calcul du de´viateur si l’on remarque
que
s : s = σ : σ − (Trσ)2/3
Le domaine de re´versibilite´ associe´ au crite`re de Von Mises est de´fini par
S = {σ ∈M3s : σeq ≤ σc} (5.15)
ou` σc est la contrainte critique du mate´riau.
Proprie´te´s du crite`re de Von Mises. Le domaine de re´versibilite´ associe´ au crite`re de Von Mises
est convexe, isotrope, invariant par translation dans la direction des tenseurs sphe´riques et centre´ en
0.
La de´monstration comple`te de ces proprie´te´s est laisse´e a` titre d’exercice. Indiquons simplement
que : (i) La convexite´ du crite`re tient a` la convexite´ de la norme euclidienne ; (ii) L’isotropie tient a`
l’invariance de la norme euclidienne ; (iii) L’invariance par translation tient au fait que σ et σ+pI ont
le meˆme de´viateur ; (iv) La syme´trie tient au fait que σ et −σ on la meˆme contrainte e´quivalente.
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Exercice 5.5. De´montrer rigoureusement ces proprie´te´s du crite`re de Von Mises.
La loi d’e´coulement
Si l’on adopte le principe du travail plastique maximal et donc la re`gle de normalite´, la loi
d’e´coulement associe´e au crite`re de Von Mises s’e´crit
ε˙p =
3η˙
2σc
s ,
{
η˙ = 0 si σeq < σc
η˙ ≥ 0 si σeq = σc
. (5.16)
En effet, en posant f(σ) = σeq−σc, on a ∂f
∂σ
(σ) =
3s
2σeq
quand σ 6= 0. On a bien Tr ε˙p = 0 conforme´ment
a` la Proprie´te´ 5.3.6.
Exercice 5.6. Montrer que le multiplicateur plastique η˙ dans la loi d’e´coulement de Von Mises est
e´gal au taux de de´formation plastique cumule´e p˙, cf (5.9).
La relation contrainte-de´formation
Comple´tons le mode`le de Von Mises par la relation contrainte-de´formation. Comme le crite`re de
plasticite´ est isotrope, il est raisonnable de conside´rer que le comportement e´lastique l’est e´galement.
Du fait de l’incompressibilite´ plastique, εp est un de´viateur et la relation contrainte-de´formation s’e´crit
σ = λTr ε I + 2µ(ε− εp) (5.17)
ou` λ et µ sont les coefficients de Lame´. En l’inversant, on obtient
ε− εp = − ν
E
Trσ I +
1 + ν
E
σ (5.18)
Le mode`le de Von Mises est donc de´fini par les trois relations de comportement (5.15)–(5.17). On
se propose de l’e´tudier sur les proble`mes d’e´volution associe´s a` des essais uni-axiaux et bi-axiaux.
Essai uniaxial
C’est un processus de chargement mixte ou` on suppose que les contraintes sont uniaxiales mais
ou` on controˆle la composante du tenseur de de´formation correspondante. On suppose donc que
σ(t) = σ(t)e1 ⊗ e1 tout en se donnant ε11 = ε(t). L’e´le´ment de volume est dans son e´tat naturel
sans de´formation plastique au de´but du processus de chargement.
— Le crite`re s’e´crit |σ(t)| ≤ σc, ce qui permet d’interpre´ter σc comme le seuil de plastification
en traction. (Ceci explique aussi la pre´sence du facteur 3/2 dans la de´finition de la norme
e´quivalente.)
— Comme le de´viateur des contraintes s’e´crit s(t) = σ(t)J avec
J =
2
3
e1 ⊗ e1 −
1
3
e2 ⊗ e2 −
1
3
e3 ⊗ e3
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et donc a une direction fixe, la loi d’e´coulement donne que le tenseur de de´formation plastique
est aussi proportionnel a` J et donc peut s’e´crire
εp(t) =
3
2
εp(t)J.
— On tire de la relation contrainte-de´formation que le tenseur de de´formation e´lastique est donne´
par
Eεe(t) = σ(t)
(
e1 ⊗ e1 − νe2 ⊗ e2 − νe3 ⊗ e3
)
ou` E est le module d’Young et ν le coefficient de Poisson.
— Enfin, on tire de la de´composition de la de´formation, la relation entre σ, ε et εp :
σ(t) = E(ε(t)− εp(t)), (5.19)
la loi d’e´volution de εp s’e´crivant
|σ(t)| ≤ σc,

ε˙p(t) = 0 si |σ(t)| < σc
ε˙p(t) ≥ 0 si σ(t) = σc
ε˙p(t) ≤ 0 si σ(t) = −σc
. (5.20)
On reconnaˆıt dans (5.19)-(5.20) exactement les e´quations re´gissant l’e´volution du mode`le patin-ressort.
On peut donc appliquer tous les re´sultats obtenus pour ce mode`le.
Conclusion : Dans un essai de contrainte uniaxiale, le mode`le standard d’e´lasto-plasticite´ parfaite
de Von Mises se comporte comme le mode`le rhe´ologique patin-ressort.
Essai bi-axial
On va calculer et comparer la re´ponse d’un mate´riau soumis a` deux essais bi-axiaux qui diffe`rent
par le chemin de chargement. Cela va permettre d’une part d’illustrer tous les concepts introduits
et d’autre part de montrer qu’a` cause de l’irre´versibilite´ la re´ponse de´pend en ge´ne´ral du trajet de
chargement. Durant ces deux essais l’e´tat de contrainte est bi-axial et le tenseur des contraintes est
diagonal dans la base (e1, e2, e3), ce qui permet de l’e´crire
σ = σ1e1 ⊗ e1 + σ2e2 ⊗ e2.
Par conse´quent, la contrainte e´quivalente est donne´e par
σ2eq =
3
2
(
σ21 + σ
2
2 −
1
3
(σ1 + σ2)
2
)
= σ21 + σ
2
2 − σ1σ2.
Le crite`re de Von Mises s’e´crit donc
σ21 + σ
2
2 − σ1σ2 ≤ σ2c .
Ceci correspond a` une ellipse du plan (σ1, σ2) dont le demi grand axe est suivant la premie`re bissectrice
et vaut
√
2σc et le demi petit axe est oriente´ suivant la deuxie`me bissectrice et vaut
√
2/3σc. Cette
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ellipse d’excentricite´
√
2/3 passe par les points (σc, 0), (σc, σc) et donc par syme´trie par (0, σc), (−σc, 0),
(0,−σc) et (−σc,−σc).
Le mate´riau e´tant isotrope, on de´duit de la relation contrainte-de´formation et de la loi d’e´coulement
plastique que ε et εp sont e´galement diagonales dans la base (e1, e2, e3), ce qui permet de les e´crire :
ε = ε1e1 ⊗ e1 + ε2e2 ⊗ e2 + ε3e3 ⊗ e3, εp = εp1e1 ⊗ e1 + εp2e2 ⊗ e2 + εp3e3 ⊗ e3
les composantes 33 e´tant en ge´ne´ral non nulles a` cause du coefficient de Poisson et de l’incompressibilite´
plastique. Pre´cise´ment, on a{
E(ε1 − εp1) = σ1 − νσ2
E(ε2 − εp2) = σ2 − νσ1
,

ε˙p1 = η˙
2σ1 − σ2
2σc
ε˙p2 = η˙
2σ2 − σ1
2σc
, (5.21)
les deux autres relations ne servant qu’a` calculer ε3 et ε
p
3 :
εp3 = −(εp1 + εp2), ε3 = −(εp1 + εp2)− ν
σ1 + σ2
E
.
Il est utile aussi de repre´senter le domaine de re´versibilite´ E ou plus pre´cise´ment son image dans le
plan (ε1, ε2). Apre`s un petit calcul utilisant (5.21) on obtient que le vecteur ε = (ε1, ε2) doit appartenir
a` l’ellipse suivante, dont le centre est εp = (εp1, ε
p
2) et dont les axes sont paralle`les aux premie`re et
deuxie`me bissectrices : (
ε1 + ε2 − (εp1 + εp2)
)2
4(1− ν)2 +
3
(
ε1 − ε2 − (εp1 − εp2)
)2
4(1 + ν)2
≤ ε2c
ou` εc = σc/E. Cette ellipse garde une forme, une taille et une orientation fixe, mais se translate
quand la de´formation plastique e´volue, ce qui correspond a` un e´crouissage cine´matique dans l’espace
des de´formations (mais il n’y a pas d’e´crouissage dans l’espace des contraintes puisque le domaine S
est fixe). Notons que sa forme et sa taille de´pendent du coefficient de Poisson. Est repre´sente´e sur la
Figure 5.18 l’ellipse quand εp1 = ε
p
2 = 0 pour ν = 0.25 (l’ellipse E0 a alors une excentricite´ trois fois
plus faible que celle de Von Mises S et s’apparente a` un cercle).
Essai bi-axial asyme´trique Le processus de chargement comprend 2 phases :
1. Durant la premie`re phase, on reprend l’essai uni-axial pre´ce´dent ou` seule la composante σ11
des contraintes est non nulle et ou` on controˆle la de´formation ε11 en la faisant croˆıtre de 0 a`
une valeur maximale ε∗ telle qu’il y ait plastification.
2. Durant la deuxie`me phase, on bloque la contrainte σ11 a` la valeur critique σc et on tire dans
la direction 2 de fac¸on a` ce que seules σ11 et σ22 soient son nulles. On controˆle la de´formation
ε22 en la faisant croˆıtre de la valeur atteinte a` la fin de la premie`re phase jusqu’a` ε∗.
Calculons la re´ponse durant les diffe´rentes phases.
1. Premie`re phase e´lastique. Au de´but de la premie`re phase, la re´ponse est e´lastique. Du fait du
chargement uniaxial, on a σ1 = Eε1, ε2 = ε3 = −νε1 et εp1 = εp2 = εp3 = 0. La re´ponse dans le
plan des de´formations et des contraintes est un segment de droite (en vert sur la Figure 5.19.)
Cette phase cesse quand les de´formations et les contraintes arrivent sur la frontie`re du domaine
de re´versibilite´, i.e. quand ε1 = εc et σ1 = σc.
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Figure 5.18 – L’ellipse de Von Mises dans un essai a` contraintes bi-axiales et son image dans le plan
des de´formations associe´es en l’absence de de´formation plastique (pour ν = 0.25).
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σc
σc
σ1
σ2
ε˙p
E0
ε1
ε2
εc ε∗
E1
εp
Figure 5.19 – La re´ponse du mate´riau lors de la premie`re phase de chargement de l’essai-biaxial
asyme´trique (en vert le trajet correspondant a` la phase e´lastique). A` gauche : dans le plan des
contraintes ; a` droite : dans le plan des de´formations.
2. Premie`re phase de plastification. Lorsque ε1 de´passe εc, le mate´riau commence a` plastifier.
Comme on impose aux contraintes de rester uniaxiales, l’e´tat de contrainte ne varie pas et le
vecteur σ le repre´sentant dans le plan (σ1, σ2) reste (σc, 0). Par contre les de´formations et les
103
de´formations plastiques varient et on a
εp1 = ε1 − εc, εp2 = εp3 = −
1
2
(ε1 − εc), ε2 = ε3 = −ε1
2
+ (1− 2ν)εc
2
.
Le domaine de re´versibilite´ se translate dans le plan des de´formations suivant la direction fixe
(2,−1) donne´e par la re`gle de normalite´, cf Figure 5.19.
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Figure 5.20 – La re´ponse du mate´riau lors des deux phases de chargement de l’essai-biaxial
asyme´trique (en vert le trajet correspondant a` la phase e´lastique). A` gauche : dans le plan des
contraintes ; a` droite : dans le plan des de´formations.
3. Deuxie`me phase e´lastique. Montrons que la plastification s’arreˆte lorsqu’on commence a` faire
croˆıtre ε2 en maintenant σ1 = σc. Sinon, si la plastification continuait, l’e´tat de contrainte
devrait rester en (σc, 0). De plus d’apre`s la loi d’e´coulement, on devrait avoir ε˙
p
2 ≤ 0. Mais
alors on aurait ε˙2 = ε˙
p
2 ≤ 0, d’ou` la contradiction. Durant cette phase e´lastique, on a donc
σ˙2 = Eε˙2 > 0. La contrainte σ2 croˆıt et la phase s’arreˆtera lorsque σ2 = σc. Comme ε˙1 = −νε˙2,
les de´formations de´crivent un segment de droite de pente −1/ν jusqu’a` atteindre le bord de
l’ellipse E1, cf Figure 5.20. A` ce moment-la`, l’e´tat du mate´riau est
ε =
∣∣∣∣∣∣
ε∗ − νεc
−12ε∗ + (32 − ν)εc
, σ =
∣∣∣∣∣∣
σc
σc
, εp =
∣∣∣∣∣∣
ε∗ − εc
−12(ε∗ − εc)
.
4. Deuxie`me phase de plastification. Lorsque σ2 atteint σc, comme les contraintes ne peuvent sortir
de l’ellipse de Von Mises, les contraintes restent bloque´es en (σc, σc) et le mate´riau plastifie a`
nouveau. La direction de la vitesse de de´formation plastique est donne´e par la re`gle de normalite´
et est donc (1, 1). Lorsque ε2 = ε∗, les incre´ments de ε
p
1 et de ε
p
2 seront e´gaux a`
∆εp1 = ∆ε
p
2 = ∆ε2 =
3
2
(ε∗ − εc) + νεc
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et l’e´tat final du mate´riau est
ε =
∣∣∣∣∣∣
5
2(ε∗ − εc) + εc
ε∗
, σ =
∣∣∣∣∣∣
σc
σc
, εp =
∣∣∣∣∣∣
5
2(ε∗ − εc) + νεc
ε∗ − εc + νεc
. (5.22)
L’ensemble du processus d’e´volution est pre´sente´ sur la Figure 5.20.
Essai bi-axial syme´trique Le deuxie`me trajet de chargement consiste a` imposer la meˆme de´formation
dans les deux directions tout en laissant libre la troisie`me direction. On impose donc
ε1 = ε2 = ε, σ3 = 0
avec ε croissant de 0 jusqu’a` ε∗. Les directions 1 et 2 e´tant e´quivalentes, on aura donc par syme´trie 10 :
εp1 = ε
p
2 := ε
p, εp3 = −2εp, σ1 = σ2 := σ, ε3 = −2εp − 2νσ/E.
Il reste a` de´terminer σ et εp en fonction de ε. La relation contrainte-de´formation nous donne E(ε−εp) =
(1 − ν)σ et le crite`re s’e´crit |σ| ≤ σc. On se retrouve dans la situation du mode`le patin-ressort avec
E/(1 − ν) comme raideur et σc comme seuil de glissement du patin. Par conse´quent, l’e´volution
comprendra deux phases :
1. Phase e´lastique : Tant que ε ≤ (1−ν)εc, le mate´riau ne plastifie pas, εp = 0 et σ = Eε/(1−ν).
2. Phase de plastification : De`s que ε > (1−ν)εc, le mate´riau plastifie, σ = σc et εp = ε−(1−ν)εc.
L’e´tat de contrainte n’e´volue plus alors que le domaine de re´versibilite´ E se translate dans la
direction (1, 1) donne´e par la loi de normalite´, cf Figure 5.21. L’e´tat final du mate´riau a` la fin
du processus de chargement est
ε =
∣∣∣∣∣∣
ε∗
ε∗
, σ =
∣∣∣∣∣∣
σc
σc
, εp =
∣∣∣∣∣∣
ε∗ − εc + νεc
ε∗ − εc + νεc
. (5.23)
Comparaison des deux essais bi-axiaux Si l’on compare les e´tats finaux donne´s par (5.22) et
(5.23), on voit que les contraintes et la de´formation ε2 sont identiques. Par contre ε1 diffe`re d’un essai a`
l’autre et par voie de conse´quence les de´formations plastiques aussi. On voit ici l’importance du trajet
de chargement sur la re´ponse du mate´riau. En raison de l’irre´versibilite´ des phases de plastification,
la re´ponse de´pend en ge´ne´ral de l’ordre des se´quences. Notons que ce re´sultat e´tait pre´visible sans
calcul a` partir de l’observation du trajet des contraintes dans chaque essai. Montrons pour cela que
l’on a ne´cessairement εp1 6= εp2 a` la fin de l’essai asyme´trique alors que l’on a e´galite´ a` la fin de l’essai
syme´trique. Dans les deux essais le mate´riau plastifie quand σ = (σc, σc) mais en plus dans l’essai
asyme´trique le mate´riau plastifie quand σ = (σc, 0). Or d’apre`s la re`gle de normalite´, on a ε˙
p
1 = ε˙
p
2
au point (σc, σc), alors que ε˙
p
1 = −2ε˙p2 au point (σc, 0). D’ou` la diffe´rence annonce´e. Retenons de cet
exemple l’ide´e suivante
Conclusion : Du fait de l’irre´versibilite´ des phases de plastification, l’e´tat final du mate´riau de´pend
en ge´ne´ral de tout le trajet de chargement.
10. Cette proprie´te´ de syme´trie de l’e´volution peut e´videmment se de´duire des relations de comportement et n’a pas
besoin d’eˆtre postule´e. Cette de´duction est laisse´e a` titre d’exercice.
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Figure 5.21 – La re´ponse du mate´riau lors des deux phases de chargement de l’essai-biaxial syme´trique
(en vert le trajet correspondant a` la phase e´lastique). A` gauche : dans le plan des contraintes ; a` droite :
dans le plan des de´formations (pour ν = 0.25).
5.4.2 Le mode`le standard de Tresca
Le crite`re de Tresca
Le crite`re de Tresca est aussi appele´ crite`re de cisaillement maximal . Cette deuxie`me appellation
renferme sa de´finition. Soit σ un tenseur des contraintes et n l’orientation d’une facette. La contrainte
normale qui s’applique sur cette facette est Σ = n · σ · n et le vecteur cisaillement est T = σ · n−Σn.
Le cisaillement maximal est donc supn ‖T‖. Si l’on repre´sente le vecteur contrainte σ ·n dans le demi-
plan de Mohr (Σ, ‖T‖), l’extre´mite´ de ce vecteur de´crit le domaine de´limite´ par les trois demi-cercles
de Mohr quand n de´crit la sphe`re unite´. Rappelons que ces cercles de Mohr sont de´finis par les
trois contraintes principales (σ1, σ2, σ3) du tenseur des contraintes σ, cf Figure 5.22 ou` les contraintes
principales ont e´te´ nume´rote´es par ordre croissant : σ1 ≤ σ2 ≤ σ3. On voit que le cisaillement est
atteint au poˆle du plus grand cercle de Mohr et vaut donc
sup
n
‖T‖ = σ3 − σ1
2
.
Si l’on n’ordonne pas les contraintes principales, le domaine de re´versibilite´ associe´ au crite`re de
Tresca est de´fini par
S =
{
σ ∈M3s : sup
i,j
(σi − σj) ≤ σc
}
(5.24)
ou` σc est e´gal au double du cisaillement maximal que peut supporter le mate´riau.
Proprie´te´s du crite`re de Tresca. Le domaine de re´versibilite´ associe´ au crite`re de Tresca est
convexe, isotrope, invariant par translation dans la direction des tenseurs sphe´riques et centre´ en 0.
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‖T‖
Σ
Figure 5.22 – De´termination du cisaillement maximal a` l’aide des cercles de Mohr.
L’isotropie tient au fait que le crite`re ne fait intervenir que les contraintes principales qui sont
invariantes par changement de base orthonormale. Si σi est une contrainte principale de σ, alors
σ′i = σi + p est contrainte principale de σ + pI. D’ou` σ
′
i − σ′j = σi − σj et l’invariance du crite`re par
toute translation suivant I. Comme −σi est contrainte principale de −σ, le crite`re est invariant par
syme´trie centrale. La seule proprie´te´ qui n’est pas e´vidente est la convexite´. Utilisons la de´finition
d’origine du crite`re de Tresca, i.e. supn ‖T‖ ≤ σc, qui peut aussi s’e´crire
‖σ · n− σnn n‖ ≤ σc, ∀n, ‖n‖ = 1.
Mais comme ‖θT + (1− θ)T ′‖ ≤ θ‖T‖+ (1− θ)‖T ′‖ pour tout θ ∈ [0, 1], tout T et tout T ′, on a aussi
‖(θσ + (1− θ)σ′) · n− (θσnn + (1− θ)σ′nn) n‖ ≤ σc, ∀n, ‖n‖ = 1, ∀θ ∈ [0, 1]
si σ et σ′ ve´rifient le crite`re. D’ou` la convexite´.
La loi d’e´coulement
La principale difficulte´ d’utilisation du crite`re de Tresca tient a` la non re´gularite´ de la surface seuil
qui contient des coins qui correspondent aux σ ayant une contrainte principale double. L’e´criture de la
loi d’e´coulement en est rendue plus difficile. Notons tout d’abord que le principe du travail plastique
maximal implique la proprie´te´ suivante que nous admettrons sans de´monstration :
Proprie´te´. Le tenseur des contraintes σ et la vitesse de de´formation plastique ε˙p admettent la meˆme
base orthonorme´e de vecteurs propres.
De plus comme le crite`re de Tresca est invariant par translation dans la direction des tenseurs
sphe´riques, on peut utiliser la Proprie´te´ 5.3.6 et l’e´coulement plastique est ne´cessairement incom-
pressible. Conside´rons σ au seuil de plastification en ordonnant ses valeurs propres, i.e.
σ1 ≤ σ2 ≤ σ3, σ3 − σ1 = σc,
et e´crivons l’ine´galite´ de Hill pour des σ∗ admissibles et ayant meˆmes directions principales que σ∑
i
(σi − σ∗i )ε˙pi ≥ 0, ∀σ∗ : maxi,j (σ
∗
i − σ∗j ) ≤ σc. (5.25)
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Envisageons les diffe´rents cas de multiplicite´ de contraintes principales, sachant qu’il ne peut y avoir
multiplicite´ triple des contraintes au seuil puisque σ3 > σ1.
1. Contraintes principales simples : σ1 < σ2 < σ3. En prenant σ
∗
1 = σ1−p, σ∗2 = σ2−q, σ∗3 = σ3−p
avec p ∈ R et |q| assez petit, on obtient p(ε˙p1 + ε˙p3) + qε˙p2 ≥ 0, ce qui implique que ε˙p1 + ε˙p3 = 0 et
ε˙p2 = 0. Re´ciproquement, si ε˙
p
1 = −η˙, ε˙p2 = 0 et ε˙p3 = η˙, alors (5.25) se re´duit a` (σc−σ∗3 +σ∗1)η˙ ≥ 0
si |σ∗3 − σ∗1| ≤ σc. Elle est donc satisfaite si et seulement si η˙ ≥ 0.
2. Contraintes principales doubles : σ1 = σ2 < σ3. En tenant compte de l’incompressibilite´ plas-
tique, l’ine´galite´ de Hill se re´duit a`
(σ∗3 − σ∗1 − σc)ε˙p1 + (σ∗3 − σ∗2 − σc)ε˙p2 ≥ 0.
Elle est donc satisfaite pour tout σ∗ admissible si et seulement si ε˙p1 ≤ 0 et ε˙p2 ≤ 0.
3. Contraintes principales doubles : σ1 < σ2 = σ3. En tenant compte de l’incompressibilite´ plas-
tique, l’ine´galite´ de Hill se re´duit a`
(σc + σ
∗
1 − σ∗2)ε˙p2 + (σc + σ∗1 − σ∗3)ε˙p3 ≥ 0.
Elle est donc satisfaite pour tout σ∗ admissible si et seulement si ε˙p2 ≥ 0 et ε˙p3 ≥ 0.
En re´sume´, la re`gle de normalite´ pour le crite`re de Tresca s’e´crit
ε˙p1 = −η˙ ≤ 0, ε˙p2 = 0, ε˙p3 = η˙ ≥ 0, si σ1 < σ2 < σ3 = σc + σ1
ε˙p1 = −η˙1 ≤ 0, ε˙p2 = −η˙2 ≤ 0, ε˙p3 = η˙1 + η˙2, si σ1 = σ2 < σ3 = σc + σ1
ε˙p1 = −η˙2 − η˙3, ε˙p2 = η˙2 ≥ 0, ε˙p3 = η˙3 ≥ 0, si σ1 < σ2 = σ3 = σc + σ1
(5.26)
En supposant le mate´riau isotrope, la relation contrainte-de´formation est la meˆme que pour le mode`le
de Von Mises. Finalement, les relations de comportement caracte´risant le mode`le standard de Tresca
sont (5.24), (5.26) et (5.17)-(5.18). On se propose d’illustrer ce mode`le sur les meˆmes essais uni-axiaux
et bi-axiaux que pour le mode`le de Von Mises.
Essai uni-axial
Dans cet essai σ = σe1 ⊗ e1 et on controˆle ε11 = ε(t). Le crite`re de Tresca s’e´crit donc |σ| ≤ σc
et σc s’interpre`te comme le seuil de plastification en traction. Nous sommes dans le cas d’une valeur
propre double et, si σ = +σc, la loi d’e´coulement (5.26) donne
ε˙p1 = η˙2 + η˙3, ε˙
p
2 = −η˙2 ≤ 0, ε˙p3 = −η˙3 ≤ 0, (5.27)
les ine´galite´s changeant de signe si σ = −σc. Les relations contrainte-de´formation s’e´crivent
σ = E(ε− εp1), −νσ = E(ε2 − εp2), −νσ = E(ε3 − εp3),
les deux dernie`res servant a` calculer ε2 et ε3 une fois que la contrainte σ et les de´formations plastiques
sont connues.
Envisageons un chargement monotone ou` l’on fait croˆıtre ε depuis 0, le mate´riau e´tant dans son
e´tat naturel non plastifie´ au de´but du chargement. La re´ponse du mate´riau comporte deux phases
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1. Phase e´lastique : Tant que ε ≤ εc = σc/E, le mate´riau ne plastifie pas. On a
σ = Eε, εp1 = ε
p
2 = ε
p
3 = 0, ε2 = ε3 = −νε.
2. Phase de plastification : De`s que ε > εc, le mate´riau plastifie. La contrainte σ reste bloque´e
a` la valeur critique σc et ε
p
1 = ε − εc. Toutefois la loi d’e´volution (5.27) ne permet pas de
de´terminer de fac¸on unique εp2 et ε
p
3. En effet, prenons θ ∈ [0, 1] et posons εp2 = −θ(ε − εc)
et εp3 = −(1 − θ)(ε − εc). Alors, il y a bien continuite´ en ε = εc et (5.27) est satisfaite. On a
donc construit une famille (parame´tre´e par θ) de solutions au proble`me d’e´volution de cet essai
uniaxial. (Parmi toutes ces solutions il y a e´videmment la solution “syme´trique” θ = 1/2 ou` les
directions 2 et 3 sont e´quivalentes.)
Conclusion : Dans l’essai uniaxial, on ne peut pas de´terminer exactement l’e´volution de la
de´formation plastique si le mate´riau est e´lastique parfaitement plastique et obe´it au crite`re de
Tresca.
La raison de l’existence d’une infinite´ de solutions tient au fait que l’on controˆle une partie des
contraintes alors qu’on est en plasticite´ parfaite et que la surface seuil de Tresca comporte des coins.
La pre´sence de coins est essentielle puisque, si la surface est re´gulie`re, alors la re`gle de normalite´ fixe
la direction d’e´volution de la de´formation plastique. Ainsi on avait unicite´ avec le mode`le de Von
Mises. Le fait que l’on controˆle certaines composantes des contraintes (ici σ2 = σ3 = 0) et donc pas
ces composantes des de´formations est e´galement essentiel. Pour s’en convaincre, il suffit de conside´rer
l’essai bi-axial traite´ dans le paragraphe suivant ou` on controˆle ε1 et ε2 et ou` a unicite´ de la re´ponse.
Enfin, le fait que l’on soit en plasticite´ parfaite est e´galement important. En effet, en introduisant de
l’e´crouissage cine´matique, on re´cupe`re l’unicite´ comme le montre l’exercice suivant.
Exercice 5.7. (Mode`le de Tresca avec e´crouissage cine´matique line´aire et re`gle de norma-
lite´) On conside`re un mate´riau e´lasto-plastique e´crouissable dont l’e´crouissage cine´matique line´aire
est de´fini a` partir du tenseur des contraintes internes X = Hεp ou` H > 0 est le module d’e´crouissage.
Le crite`re est le crite`re de Tresca qui porte sur Y = σ −X (et plus sur σ) :
S =
{
Y ∈M3s : sup
i,j
(Yi − Yj) ≤ σc
}
.
On e´tend le principe du travail plastique maximal en demandant que l’ine´galite´ suivante soit ve´rifie´e
a` chaque instant :
(Y − Y ∗) : ε˙p ≥ 0, ∀Y ∗ ∈ S.
1. Re´tablir la re`gle de normalite´ et montrer que la loi d’e´volution consiste a` remplacer dans (5.26)
les contraintes principales σi par les contraintes internes principales Yi.
2. Reprendre l’essai uniaxial ou` seule la composante σ11 des contraintes est non nulle et ou` on
controˆle ε11. De´terminer exactement l’e´volution des contraintes, des de´formations et des de´for-
mations plastiques lorsque ε11 croˆıt depuis 0, le mate´riau partant de son e´tat naturel non
plastifie´.
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Essai bi-axial
On conside`re un e´tat biaxial des contraintes ou` σ = σ1e1 ⊗ e1 + σ2e2 ⊗ e2. Le crite`re de Tresca
s’e´crit
max{|σ1| , |σ2| , |σ1 − σ2|} ≤ σc.
Astuce: Pour ge´rer ce type de crite`res contenant des max et des valeurs absolues, on a tout inte´reˆt
a` remplacer les max par des ∀ et les valeurs absolues par des ±. Ainsi le crite`re de Tresca peut
s’e´crire :
−σc ≤ σ1 ≤ σc, −σc ≤ σ2 ≤ σc, −σc ≤ σ1 − σ2 ≤ σc,
ce qui correspond a` l’intersection de 6 demi-plans dont la construction est imme´diate.
Le domaine de re´versibilite´ est un hexagone du plan (σ1, σ2) qui passe par les points (σc, 0), (σc, σc)
et donc, par syme´trie, par (0, σc), (−σc, 0), (0,−σc) et (−σc,−σc). Il est contenu dans l’ellipse de Von
Mises, cf Figure 5.23.
Exercice 5.8. Montrer en utilisant des arguments de convexite´ que l’hexagone de Tresca est contenu
dans l’ellipse de Von Mises (pour la meˆme valeur critique σc).
σc
σ1
σc
σ2
Figure 5.23 – L’hexagone de Tresca et l’ellipse de Von Mises dans un essai bi-axial.
On de´duit de la loi d’e´coulement (5.26) que, si le mate´riau est non plastifie´ au de´but de l’essai, le
tenseur de de´formation plastique sera toujours diagonal dans la base (e1, e2, e3) et peut s’e´crire
εp = εp1e1 ⊗ e1 + εp2e2 ⊗ e2 + εp3e3 ⊗ e3.
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Sur les coˆte´s de l’hexagone (sommets non compris) la loi de normalite´ donne
sur AB : ε˙p1 ≥ 0, ε˙p2 = 0
sur BC : ε˙p1 = 0, ε˙
p
2 ≥ 0
sur CA′ : ε˙p2 = −ε˙p1 ≥ 0

sur A′B′ : ε˙p1 ≤ 0, ε˙p2 = 0
sur B′C ′ : ε˙p1 = 0, ε˙
p
2 ≤ 0
sur C ′A : ε˙p1 = −ε˙p2 ≥ 0
(5.28)
alors qu’aux sommets le vecteur vitesse de de´formation plastique ε˙p doit appartenir au coˆne des
normales exte´rieures, cf Figure 5.24, ce qui s’e´crit
En A : ε˙p1 + ε˙
p
2 ≥ 0, ε˙p2 ≤ 0
En B : ε˙p1 ≥ 0, ε˙p2 ≥ 0
En C : ε˙p1 ≤ 0, ε˙p1 + ε˙p2 ≥ 0

En A′ : ε˙p1 + ε˙
p
2 ≤ 0, ε˙p2 ≥ 0
En B′ : ε˙p1 ≤ 0, ε˙p2 ≤ 0
En C ′ : ε˙p1 ≥ 0, ε˙p1 + ε˙p2 ≤ 0
. (5.29)
Les relations contrainte-de´formation sont celles d’un mate´riau isotrope :
E(ε1 − εp1) = σ1 − νσ2, E(ε2 − εp2) = σ2 − νσ1. (5.30)
Calculons la re´ponse dans un essai syme´trique, i.e. quand on impose ε1 = ε2 = ε avec ε croissant
de 0 a` ε∗. La relation (5.30) donne
(1− ν2)σ1 = (1 + ν)Eε− E(εp1 + νεp2), (1− ν2)σ2 = (1 + ν)Eε− E(εp2 + νεp1) (5.31)
1. Phase e´lastique : Tant que ε < (1 − ν)εc, les contraintes restent a` l’inte´rieur de l’hexagone, il
n’y a pas plastification et on a
ε1 = ε2 = ε, ε
p
1 = ε
p
2 = 0, σ1 = σ2 = E
ε
1− ν .
2. Phase de plastification : Quand ε = (1 − ν)εc, le vecteur contrainte σ = (σ1, σ2) arrive au
sommet B de l’hexagone. Montrons en s’appuyant sur la continuite´ de l’e´volution qu’il reste
ne´cessairement au point B quand ε > (1 − ν)εc. Par l’absurde. Il le quitte soit en rentrant a`
l’inte´rieur de l’hexagone, soit en se de´plac¸ant sur un des coˆte´s BC ou BA de l’hexagone. Suppo-
sons qu’il le quitte en rentrant a` l’inte´rieur. Alors, la de´formation plastique n’e´voluerait pas et,
en vertu de (5.31), σ1 et σ2 devraient augmenter puisque ε augmente, ce qui est contradictoire
avec le fait que σ rentre a` l’inte´rieur de l’hexagone. Supposons maintenant que σ quitte B en
se de´plac¸ant sur le coˆte´ BC. Dans ce cas σ2 reste a` la valeur σc et σ1 diminue. D’apre`s (5.28),
εp1 n’e´volue pas. Donc, d’apre`s (5.30), σ1 doit augmenter puisque ε augmente, ce qui contredit
le fait que σ va vers C. On de´montre de meˆme que σ ne peut pas quitter B en se de´plac¸ant sur
le coˆte´ BA. Donc σ reste en B. Mais alors, en vertu de (5.30), on a εp1 = ε
p
2 = ε− (1− ν)εc. A`
la fin de l’essai, l’e´tat du mate´riau sera donc
ε =
∣∣∣∣∣∣
ε∗
ε∗
, σ =
∣∣∣∣∣∣
σc
σc
, εp =
∣∣∣∣∣∣
ε∗ − εc + νεc
ε∗ − εc + νεc
.
On peut noter qu’il y a donc unicite´ de la re´ponse, contrairement a` l’essai uniaxial, et que cette
re´ponse est celle fournie par le mode`le standard de Von Mises.
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σ1
σ2
A
BC
A′
B′ C ′
Figure 5.24 – La re`gle de normalite´ avec le crite`re de Tresca dans un essai bi-axial : sur les coˆte´s de
l’hexagone, la direction de la vitesse de de´formation plastique ε˙p est unique ; aux sommets, elle est
dans le coˆne des normales exte´rieures.
5.5 Identification expe´rimentale des crite`res de plasticite´
Si un simple essai de traction suffit pour mesurer la contrainte critique σc, il faut avoir recours a`
des essais au moins bi-axiaux pour identifier le crite`re de plasticite´. On peut aussi a` l’occasion ve´rifier
la validite´ de la re`gle de normalite´. Un des essais couramment utilise´ pour cela est l’essai de traction-
torsion. Il est re´alise´ sur des tubes (minces) de rayon R et d’e´paisseur e petite devant R de fac¸on a` ce
que l’e´tat de contrainte soit pratiquement homoge`ne. Si l’on exerce la force de traction F et le couple
de torsion M , l’e´tat de contrainte dans la partie centrale de l’e´prouvette sera approximativement e´gal
a`
σ = σez ⊗ ez + τ(eθ ⊗ ez + ez ⊗ eθ)
dans le syste`me de coordonne´es cylindriques, avec F = 2piReσ et M = 2piR2eτ . Une me´thodologie
possible pour identifier le domaine de re´versibilite´ (initial) S est de proce´der comme suit :
1. On fait un premier essai de traction simple en augmentant σ tout en maintenant τ a` 0 et
on arreˆte lorsqu’on note une perte de line´arite´ de la re´ponse 11. On obtient ainsi la limite en
traction simple σt.
2. On fait la meˆme chose en compression et on obtient ainsi −σc.
11. Cette perte de line´arite´ est repe´re´e en effectuant re´gulie`rement des de´charges et en notant la de´formation re´siduelle
a` la fin de la de´charge. Lorsque cette de´formation re´siduelle est plus grande qu’une valeur conventionnelle appele´e offset ,
on conside`re que le mate´riau a plastifie´.
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3. On charge en traction (ou compression) simple jusqu’a` un certain niveau σ∗ ∈ (−σc, σt) a` τ = 0,
puis on bloque σ a` σ∗ et on exerce une torsion croissante dans un sens ou dans l’autre. On
mesure la valeur de τ a` partir de laquelle il y a perte de line´arite´.
τ
σ
Figure 5.25 – Identification du domaine de re´versibilite´ pour du cuivre dans un essai de traction-
torsion, Bui (1970).
En proce´dant ainsi on obtient une famille de points expe´rimentaux situe´s sur ∂S. Sur la figure 5.25
sont repre´sente´s les points obtenus par Bui pour du cuivre. On constate que la famille des points se
trouvent approximativement sur une ellipse. Essayons de voir si cela peut correspondre au crite`re de
Von Mises ou au crite`re de Tresca. Compte tenu de la forme du tenseur des contraintes, la contrainte
e´quivalente et le cisaillement maximal sont donne´s par
σeq =
√
σ2 + 3τ2, max
i,j
(σi − σj) =
√
σ2 + 4τ2.
Chacun des deux crite`res pre´voit donc une ellipse centre´e en (0, 0) et dont les axes sont les axes σ = 0
et τ = 0. Le rapport des axes est e´gal a`
√
3 pour l’ellipse de Von Mises et a` 2 pour l’ellipse de Tresca.
On voit sur la figure que les points expe´rimentaux sont pratiquement sur une ellipse de Von Mises.
On peut poursuivre l’expe´rience pour ve´rifier la loi de normalite´ et mesurer l’e´volution du domaine
de re´versibilite´. On suit la me´thodologie pre´ce´dente et on mesure la re´ponse en faisant un essai ou`
la traction σ est augmente´e jusqu’a` une valeur σ∗ a` torsion nulle, puis ou` l’e´prouvette est mise en
torsion a` traction constante. Le taux de de´formation plastique est obtenu en mesurant la de´formation
re´siduelle apre`s de´charge. On peut noter sur la figure 5.26 que la re`gle de normalite´ est ve´rifie´e avec
une pre´cision tout a` fait satisfaisante. On peut aussi obtenir l’e´volution du domaine de re´versibilite´
en suivant la meˆme proce´dure que pour l’identification du domaine initial : on rame`ne la torsion a` 0,
on modifie la traction et on remet en torsion jusqu’a` nouvelle plastification. On voit sur la figure 5.26
que le domaine de re´versibilite´ ne reste plus elliptique, a` la fois sa taille et sa forme sont change´es.
Ceci illustre toute la difficulte´ de bien mode´liser l’e´crouissage.
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τσ
Figure 5.26 – Ve´rification de la re`gle de normalite´ pour du cuivre dans un essai de traction-torsion
et mesure de l’e´volution du domaine de re´versibilite´.
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Chapitre 6
Calcul de structures e´lasto-plastiques
Une fois que le comportement du ou des mate´riaux a e´te´ identifie´, il s’agit de calculer la re´ponse d’une
structure constitue´e de tels mate´riaux lorsqu’elle est soumise a` un processus de chargement. Dans
le cas de mate´riaux e´lasto-plastiques, du fait de l’irre´versibilite´ de leur comportement, la re´ponse
de´pend du trajet de chargement et pas seulement du chargement instantane´ comme c’est le cas en
e´lasticite´. Il faut donc formuler le proble`me comme un proble`me d’e´volution avec comme donne´es :
(i) l’e´tat de plastification initial de la structure ; (ii) la se´quence de chargements impose´s a` partir de
l’instant initial. Toutefois, les mate´riaux e´lasto-plastiques ayant, par de´finition, un comportement
inde´pendant des vitesses, la re´ponse ne de´pend pas de la vitesse de chargement, mais uniquement
du trajet de chargement. On ne pourra donc pas rendre compte de phe´nome`nes d’origine visqueuse
comme le fluage ou` les contraintes e´voluent alors que le chargement est fixe´. Par contre, on pourra
rendre compte de contraintes re´siduelles, i.e. de contraintes qui demeurent dans la structure du
fait des phases de plastification ante´rieures bien que l’on ait de´charge´ la structure. On peut aussi
rendre compte de phe´nome`nes de fatigue du fait de l’accumulation de de´formations plastiques lors
de chargements cycliques.
Dans ce chapitre, nous allons nous inte´resser a` ce proble`me d’e´volution tout d’abord en le formulant,
puis en le re´solvant dans quelques cas simples avant d’en de´gager quelques proprie´te´s qualitatives
ge´ne´rales. Parmi ces proprie´te´s fondamentales, citons sur le plan mathe´matique les questions d’exis-
tence, d’unicite´ et de re´gularite´ de la re´ponse, et sur le plan physique les concepts d’e´crouissage
structurel , de charge limite e´lastique, de charge limite et de bande de cisaillement . Tant d’un point
de vue physique que mathe´matique, certaines de ces proprie´te´s qualitatives du proble`me d’e´volution
de´pendent de fac¸on essentielle de la pre´sence ou non d’e´crouissage du mate´riau, alors que d’autres
sont communes aux deux types de comportement. Nous proposons aussi un algorithme de re´solution
nume´rique base´ sur une proprie´te´ e´nerge´tique fondamentale.
115
6.1 Cas standard parfaitement plastique
6.1.1 Le proble`me d’e´volution quasi-statique
Le cadre et les donne´es Dans toute cette section, sauf mention expresse du contraire, la structure
est suppose´e tridimensionnelle et occupe dans sa configuration de re´fe´rence l’ouvert Ω de R3. On
se placera dans le cadre de l’hypothe`se des petites perturbations, les donne´es et les e´quations sont
formule´es dans la configuration de re´fe´rence et on “line´arise” les e´quations, cf Chapitre 1 et [30, 20].
L’autre hypothe`se simplificatrice est celle de quasi-staticite´ : on ne´glige tous les effets d’inertie et on
suppose qu’a` chaque instant la structure est en e´quilibre.
Les mate´riaux constituant la structure ont un comportement e´lasto-plastique parfait obe´issant au
principe du travail maximal de Hill et sont donc caracte´rise´s par la donne´e de leur rigidite´ C(x) et de
leur domaine de re´versibilite´ S(x), convexe ferme´ fixe dans l’espace des contraintes contenant l’e´tat de
contraintes nulles 1, ces donne´es de´pendant du point mate´riel x si la structure est he´te´roge`ne.
La structure est soumise a` un processus de chargement de´pendant du temps. Du fait de l’inde´pendance
du comportement vis a` vis des vitesses, le temps est simplement ici un parame`tre t servant a` de´crire la
se´quence des e´tats du chargement et de la structure. En prenant 0 comme temps initial et T ∈ (0,+∞)
comme temps final, le processus de chargement consiste en la donne´e des applications suivantes de´finies
pour t ∈ [0, T )
1. L’histoire t 7→ f(t) des forces volumiques ;
2. L’histoire des de´placements donne´s t 7→ ξd(t) sur une partie du bord ∂DΩ que nous supposerons
inde´pendante du temps pour simplifier ;
3. L’histoire des forces surfaciques t 7→ T (t) impose´es sur la partie comple´mentaire du bord
∂NΩ = ∂Ω \ ∂DΩ (inde´pendante donc du temps) ;
Il est clair que ce type de conditions aux limites ne couvrent pas toutes les situations que l’on rencontre
en pratique. On peut aussi envisager des situations ou` en un point de la frontie`re on impose certaines
composantes du de´placement et les autres composantes du vecteur contrainte. E´tendre la formulation
a` de telles situations ne pre´sente pas de difficulte´s autres que d’e´criture et les proprie´te´s qualitatives
n’en sont pas affecte´es.
La mise en charge doit eˆtre progressive ce qui demande que ces donne´es de´pendent re´gulie`re-
ment du temps (il faut qu’elles soient au moins continues) afin que l’on puisse calculer l’e´volution de
la de´formation plastique. En effet, comme nous l’avons vu au chapitre pre´ce´dent, la loi d’e´volution
e´lasto-plastique n’a un sens que dans la mesure ou` les contraintes, les de´formations et les de´formations
plastiques e´voluent continuˆment. Imposer brusquement un chargement a` la structure ne permettrait
pas de de´terminer l’e´tat de la structure juste apre`s la mise en charge. Ceci rejoint l’ide´e que la
re´ponse de´pend du trajet de chargement et qu’il faut donc pre´ciser comment on arrive a` ce niveau
de chargement. Cette remarque a des conse´quences pratiques importantes. Conside´rons le cas de la
pesanteur, chargement dominant dans de nombreuses structures du Ge´nie Civil. On ne peut pas
conside´rer que la structure est soumise de`s l’instant initial a` son poids propre f(x) = ρ(x)g, il faut
pre´ciser comment la structure a e´te´ mise progressivement en pesanteur. L’e´tat de plastification a` la
1. L’hypothe`se 0 ∈ S est physiquement le´gitime. De plus elle assure automatiquement que l’ine´galite´ de Clausius-
Duhem associe´e au Deuxie`me Principe de la Thermodynamique est automatiquement ve´rifie´e de`s que l’ine´galite´ de Hill
l’est, cf le chapitre pre´ce´dent.
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fin de la mise sous poids propre peut de´pendre du processus. On voit donc l’importance du proce´de´
de fabrication.
On suppose connu le champ de de´formation plastique x 7→ εp
0
(x) au de´but du processus de charge-
ment. Cet e´tat initial peut eˆtre soit 0 si la structure n’a jamais e´te´ charge´e, soit l’e´tat de plastification
de la structure a` la fin d’un processus de chargement ante´rieur 2. Cette deuxie`me vision est parti-
culie`rement utile lorsqu’on envisage des processus de chargement complexes ou non monotones.
Les inconnues et les e´quations Il s’agit donc dans ce proble`me d’e´volution quasi-statique de
trouver l’e´volution des de´placements, des contraintes, des de´formations et des de´formations plastiques
dans la structure, i.e. les fonctions (x, t) 7→ ξ(x, t), (x, t) 7→ σ(x, t), (x, t) 7→ ε(x, t) et (x, t) 7→ εp(x, t)
pour x ∈ Ω et t ∈ [0, T ). Cette e´volution est re´gie par
La condition initiale :
εp(x, 0) = εp
0
(x), x ∈ Ω (6.1)
L’e´quilibre a` chaque instant :
div σ(x, t) + f(x, t) = 0, x ∈ Ω, t ≥ 0 (6.2)
La relation contrainte-de´formation :
σ(x, t) = C(x) : (ε(x, t)− εp(x, t)), x ∈ Ω, t ≥ 0 (6.3)
La relation de´formation-de´placement :
2ε(x, t) = ∇ξ(x, t) +∇ξ(x, t)T , x ∈ Ω, t ≥ 0 (6.4)
La loi standard de plasticite´ parfaite :
σ(x, t) ∈ S(x), (σ(x, t)− σ∗) : ε˙p(x, t) ≥ 0, ∀σ∗ ∈ S(x), x ∈ Ω, t ≥ 0 (6.5)
Les conditions aux limites :{
ξ(x, t) = ξd(x, t), x ∈ ∂DΩ, t ≥ 0
σ(x, t) · n(x) = T (x, t), x ∈ ∂NΩ, t ≥ 0
(6.6)
Ce syste`me d’e´quations doit eˆtre comple´te´ par des conditions de continuite´ du vecteur contrainte et
des de´placements aux interfaces entre les mate´riaux ou de fac¸on plus ge´ne´rale sur toute surface Σ
incluse dans Ω. On en a en particulier besoin a` la frontie`re entre la zone e´lastique et la zone plastique.
Rappelons ces conditions de continuite´ pour me´moire
Continuite´ des de´placements et du vecteur contrainte
[[ξ]](x, t) = 0, [[σ]](x, t) · n(x) = 0, x ∈ Σ, t ≥ 0
ou` le double crochet de´signe le saut,i.e.
[[f ]](x) = f+(x)− f−(x), f±(x) = lim
h↓0
f(x± hn(x)), (6.7)
n(x) de´signant la normale unitaire au point x de la surface oriente´e Σ.
2. L’e´tat final de chargement lors du processus de chargement ante´rieur doit e´videmment co¨ıncider avec l’e´tat initial
de chargement du nouveau processus.
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La compatibilite´ des conditions initiales Comme les de´formations plastiques sont donne´es a`
l’instant initial, les champs de de´placement, de de´formations et de contraintes a` cet instant, soit
ξ
0
, ε
0
et σ
0
, sont obtenus en re´solvant un proble`me d’e´lasticite´ line´aire avec pre´contraintes et pour
chargement celui de l’instant initial. De fac¸on pre´cise, ces champs sont donne´s par
div σ
0
+ f
0
= 0, σ
0
= C(ε
0
− εp
0
), 2ε
0
= ∇ξ
0
+∇ξT
0
dans Ω
ξ
0
= ξd
0
sur ∂DΩ, σ0 · n = T 0 sur ∂NΩ
ou` les donne´es a` l’instant initial figurent avec l’indice 0. On voit que −C : εp
0
joue le roˆle de
pre´contraintes, i.e. les contraintes que voit le mate´riau dans son e´tat non de´forme´. Sous re´serve que
les donne´es en forces f
0
, T 0, ∂NΩ, en de´placements ξ
d
0
, ∂DΩ et en pre´contraintes C : ε
p
0
soient compa-
tibles avec l’e´quilibre, ce proble`me d’e´lasticite´ posse`de une solution unique pour les de´formations et
les contraintes, unique a` des de´placements rigides pre`s pour les de´placements. Supposons que cela soit
le cas. Il reste a` ve´rifier le crite`re de plasticite´, i.e.
σ
0
(x) ∈ S(x), x ∈ Ω.
Ceci n’est pas automatique et de´pend de l’ensemble des donne´es initiales. Il y a toutefois deux si-
tuations, tre`s fre´quentes en pratique, ou` cette condition de compatibilite´ des donne´es initiales est
automatiquement ve´rifie´e : (i) celle ou` la structure n’est pas plastifie´e et n’est soumise a` aucun charge-
ment a` l’instant initial ; (ii) celle ou` l’e´tat initial correspond a` l’e´tat final d’un processus de chargement
ante´rieur. En effet, dans le premier cas, si f
0
, T 0, ξ
d
0
et εp
0
sont nuls, alors σ
0
= 0 est l’unique so-
lution en contraintes du proble`me d’e´lasticite´ initial et, comme on suppose que 0 ∈ S, la condition
de compatibilite´ est satisfaite. Dans le deuxie`me cas, comme l’e´tat initial re´sulte d’un processus de
chargement ante´rieur et est donc solution, a` l’instant final T , du proble`me d’e´volution correspondant,
les contraintes ve´rifient le crite`re de plasticite´.
6.1.2 Un exemple 3D : la torsion e´lasto-plastique d’un arbre cylindrique
On se propose ici de re´soudre le proble`me d’e´volution dans le cas de la torsion d’un arbre cylindrique
a` section circulaire fait d’un mate´riau obe´issant a` la loi standard de Von Mises. C’est un des (rares)
proble`mes 3D ou` l’on sait calculer exactement la solution. Il a de plus le me´rite de mettre en e´vidence
une grande partie des proprie´te´s attache´es a` la plasticite´ parfaite. Nous l’utiliserons donc comme
proble`me de re´fe´rence pour illustrer nos propos. Nous distinguerons le cas ou` le cylindre est plein de
celui ou` il est creux, car des diffe´rences qualitatives apparaissent. Nous traiterons d’abord et de fac¸on
de´taille´e le cas du cylindre plein, avant d’indiquer ce qui change dans le cas d’un cylindre creux.
Cas d’un cylindre plein
Formulation du proble`me On choisit un syste`me de coordonne´es cylindriques, l’axe z correspon-
dant a` l’axe du cylindre, la base du cylindre e´tant dans le plan z = 0. La hauteur du cylindre est L, le
rayon de sa section droite S est R. La base est fixe´e, alors que l’on fait subir au sommet une rotation
d’ensemble autour de son axe d’angle α croissant depuis 0. La surface late´rale du cylindre est libre de
forces et on ne´glige la pesanteur. Le cylindre est dans son e´tat naturel, non plastifie´, a` l’instant initial.
Resituons ce proble`me par rapport au proble`me ge´ne´ral formule´ dans la section pre´ce´dente. On a
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R
α
Figure 6.1 – Torsion d’un arbre cylindrique a` section circulaire. A` gauche : configuration de re´fe´rence ;
a` droite : configuration de´forme´e.
Ω = S × (0, L), S = {(x, y) : x2 + y2 < R2}, ∂NΩ = ∂S × (0, L), ∂DΩ = S0 ∪ SL
et
f = 0, εp
0
= 0, T = 0, ξd =
{
0 sur S0
αreθ sur SL
.
On peut prendre l’angle α comme parame`tre de chargement et poser α = t . Le mate´riau e´tant isotrope
et son comportement e´tant re´gi par le mode`le de Von Mises, on a
S =
{
σ ∈M3s : σeq ≤ σc
}
, ε˙p =
3η˙
2σc
s,
{
η˙ = 0 si σeq < σc
η˙ ≥ 0 si σeq = σc
et
σ = λTr ε I + 2µ(ε− εp).
Recherche d’une solution particulie`re Nous allons chercher une solution a` ce proble`me d’e´volution
en s’inspirant de la forme de la solution en e´lasticite´. Alors que l’on sait que la solution est unique
en e´lasticite´, ne disposant pas (encore) d’un tel re´sultat en e´lasto-plasticite´, il faut conside´rer a` ce
stade que ce ne sera qu’une solution particulie`re. On fait l’hypothe`se que les sections droites subissent
chacune une rotation autour de l’axe d’un angle proportionnel a` leur cote. Autrement dit on suppose
que le champ de de´placement est donne´ par
ξ = tr
z
L
eθ (6.8)
et donc que les de´formations s’e´crivent
ε =
tr
2L
(eθ ⊗ ez + ez ⊗ eθ). (6.9)
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Supposons de plus que les contraintes ont e´galement comme seules composantes non nulles σθz = σzθ
et que “par syme´trie” 3 elles ne de´pendent que de r et t, i.e.
σ = τ(r, t)(eθ ⊗ ez + ez ⊗ eθ). (6.10)
On de´duit de la relation contrainte-de´formation que les de´formations plastiques s’e´crivent
εp = γp(r, t)(eθ ⊗ ez + ez ⊗ eθ). (6.11)
Sous ces deux hypothe`ses, il s’agit donc de trouver τ(r, t) et γp(r, t). Si l’on reporte dans le proble`me
d’e´volution, on constate que les e´quations d’e´quilibre et les conditions aux limites sont automatique-
ment satisfaites. Il ne reste qu’a` e´crire les relations de comportement et la condition initiale. Comme
σ est un de´viateur, on a σ = s et la contrainte e´quivalente vaut σeq = τ
√
3. En reportant dans la loi
de Von Mises, il vient
τ = 2µ
(
tr
2L
− γp
)
, |τ | ≤ σc√
3
,

γ˙p = 0 si |τ | < σc/
√
3
γ˙p ≥ 0 si τ = +σc/
√
3
γ˙p ≤ 0 si τ = −σc/
√
3
(6.12)
avec la condition initiale γp(r, 0) = 0. Si l’on se place a` r fixe´ et si l’on pose ε = tr/2L, on reconnaˆıt
dans (6.12) le syste`me d’e´quations re´gissant l’e´volution du patin-ressort. Le roˆle de la raideur est joue´
par 2µ et celui de la force critique de glissement par σc/
√
3. De plus chaque point mate´riel est soumis
a` une de´formation ε croissante qui lui est propre. Son e´volution e´lasto-plastique n’est pas couple´e avec
celle des autres points. On peut utiliser les re´sultats du mode`le patin-ressort et re´sumer ceci par
Conclusion : Le proble`me de torsion e´lasto-plastique de l’arbre a` section circulaire se rame`ne a`
e´tudier une famille infinie d’assemblages inde´pendants, chacun de type patin-ressort et soumis a` un
de´placement croissant.
On peut donc calculer l’e´volution point mate´riel par point mate´riel. Conside´rons un point en
r ∈ (0, R). Il reste e´lastique tant que τ(r, t) < σc/
√
3 et plastifie ensuite de fac¸on a` ce que τ(r, t) reste
e´gal a` σc/
√
3. D’ou` l’e´volution du cisaillement τ et de la de´formation plastique γp
τ(r, t) =
trµ
L
, γp(r, t) = 0, si tr ≤ σcL
µ
√
3
τ(r, t) =
σc√
3
, γp(r, t) =
tr
2L
− σc
2µ
√
3
, si tr >
σcL
µ
√
3
. (6.13)
Interpre´tons ces re´sultats dans un diagramme “espace-temps” (r, α) en raisonnant a` r fixe´ en fonction
de α, puis a` α fixe´ en fonction de r, cf Figure 6.2. On voit que le centre de l’arbre r = 0 ne plastifiera
3. Il faut faire tre`s prudent dans l’utilisation des arguments de syme´trie : ce n’est pas parce que le proble`me est
syme´trique que les solutions le sont obligatoirement. C’est toutefois en ge´ne´ral vrai quand il y a unicite´ de la solution.
Ici, n’ayant pas de´montre´ de re´sultat d’unicite´, il faut conside´rer a` ce stade que l’on cherche simplement une solution
syme´trique.
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jamais puisque les contraintes y sont toujours nulles. Tout autre point r commence a` plastifier pour
une valeur de l’angle de torsion qui de´pend du point et est donne´e par
αe(r) =
σcL
µ
√
3r
.
Comme αe(r) de´croˆıt avec r, c’est sur la surface late´rale qu’apparaˆıtra la premie`re plastification. Ce
sera pour l’angle de torsion
αe = inf
r∈(0,R)
αe(r) =
σcL
µ
√
3R
.
Donc quand α ∈ [0, αe], tout l’arbre est e´lastique et sans de´formation plastique. Pour une torsion
α > αe, la couronne cylindrique r ∈ (Re(α), R) est plastifie´e, avec
Re(α) =
σcL
µ
√
3α
.
La surface r = Re(α) correspond donc au front de la zone plastique. Elle pe´ne`tre progressivement
vers l’inte´rieur de l’arbre au fur et a` mesure que l’angle de torsion augmente. Toutefois, elle ne pourra
jamais atteindre le centre qui reste toujours e´lastique. Analysons maintenant cette solution en termes
αe
α
Re(α)
M!
Me
M
α
αe
Figure 6.2 – Re´ponse de l’arbre plein sous une torsion croissante. A` gauche : pe´ne´tration progressive
de la zone plastique vers l’axe du cylindre ; a` droite : re´ponse globale moment de torsion-angle de
torsion (en vert la phase e´lastique, en rouge la phase e´lastoplastique)
de la re´ponse globale de l’arbre. La variable duale de l’angle de torsion α est le couple de torsion M ,
cf Exercice 3.4 (page 46)
M :=
∫
S
rσzθdS = 2pi
∫ R
0
τ(r, α)r2dr.
Pendant la phase e´lastique 0 ≤ α ≤ αe, on retrouve l’expression classique de l’e´lasticite´ M = µJα/L
ou` J = piR4/2 est le moment d’inertie ge´ome´trique de la section par rapport a` son axe, cf Exercice 3.5
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(page 48). Durant la phase e´lasto-plastique, l’inte´grale se calcule en distinguant la zone e´lastique
0 ≤ r < Re(α) de la zone plastique Re(α) < r < R,
M = 2pi
∫ Re(α)
0
r2τ(r, α)dr + 2pi
∫ R
Re(α)
r2τ(r, α)dr. (6.14)
En utilisant (6.13) et en notant Me le couple de torsion a` la fin de la phase e´lastique, i.e. Me = µJαe/L,
on obtient finalement
M =

α
αe
Me si 0 ≤ α ≤ αe
(
4
3
− α
3
e
3α3
)
Me si α > αe
. (6.15)
Le graphe de α 7→M est repre´sente´ sur la Figure 6.2. On peut noter plusieurs proprie´te´s remarquables
dont certaines ont un caracte`re ge´ne´rique.
1. Le couple de torsion continue a` croˆıtre apre`s la phase e´lastique alors que le mate´riau plastifie
et que le cisaillement τ ne peut pas de´passer τ/
√
3. Ce phe´nome`ne est appele´ e´crouissage
structurel par analogie mais aussi opposition a` l’e´crouissage mate´riel . Cet e´crouissage struc-
turel est duˆ ici a` la pre´sence d’une zone e´lastique dans laquelle les contraintes peuvent croˆıtre.
2. La relation α 7→M(α) donne´e par (6.15) est non seulement continue, mais aussi continuˆment
diffe´rentiable en α = αe. Ceci est duˆ au fait que la plasticite´ apparaˆıt sur la surface late´rale et
donc sur un ensemble de mesure nulle, puis pe´ne`tre progressivement vers l’inte´rieur. On peut
aussi le voir analytiquement a` partir de l’expression (6.14). On a un re´sultat diffe´rent dans
le proble`me de traction simple d’une barre ou` l’ensemble de la barre atteint simultane´ment
le seuil de plastification. Dans ce cas la re´ponse force-de´placement pre´sente une rupture de
pente.
3. Le couple de torsion tend asymptotiquement vers une limite M` = 4Me/3 qu’il ne peut
de´passer. C’est le phe´nome`ne de charge limite inhe´rent au fait que les contraintes sont
borne´es. La structure ne peut pas supporter n’importe quelle charge. Autrement dit, si l’on
imposait le couple de torsion plutoˆt que l’angle de torsion, on ne pourrait plus trouver une
re´ponse compatible avec l’hypothe`se d’e´quilibre de`s que le couple de´passerait la valeur M`.
Il y aurait ruine dynamique de l’arbre.
4. Le couple de torsion n’atteint jamais la valeur limite M`. Cela tient a` la pre´sence d’un noyau
e´lastique quelle que soit la valeur de l’angle de torsion impose´e.
Cas d’un cylindre creux
Examinons plus rapidement le cas d’un cylindre creux ou` la section droite est une couronne cir-
culaire de rayon exte´rieur R et d’e´paisseur e < R, i.e. S = {(x, y) : (R − e)2 < x2 + y2 < R2}.
Soumis au meˆme chargement de torsion, le proble`me d’e´volution se formule de la meˆme fac¸on que
pour le cylindre plein avec en plus la condition a` la limite σ ·n = 0 sur la surface inte´rieure r = R− e.
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Cherchons une solution particulie`re sous les meˆmes hypothe`ses a priori sur la forme des de´placements
et des contraintes. On arrive ainsi a` la meˆme forme des champs, τ et γp sont toujours donne´es par
(6.13) a` la seule diffe´rence que r est maintenant restreint a` l’intervalle (R − e,R). Par conse´quent, la
plasticite´ apparaˆıt toujours en r = R pour la meˆme valeur αe de l’angle de torsion, puis progresse vers
l’inte´rieur, la position du front e´tant toujours donne´e par r = Re(α). Mais, a` la diffe´rence du cylindre
plein, la zone plastique occupera tout le cylindre pour une valeur finie de l’angle de torsion α` telle
que Re(α`) = R− e, i.e.
α` =
R
R− eαe =
σcL
µ
√
3(R− e) ,
cf Figure 6.3. Au dela` de α`, tout le cylindre plastifie, le cisaillement τ reste partout bloque´ a` la valeur
critique σc/
√
3. En terme du couple de torsion, il faut maintenant distinguer les trois phases et le
calcul donne
M =

α
αe
M ′e si 0 ≤ α ≤ αe
4R4αeα
3 −R4α4e − 3(R− e)4α4
3(R4 − (R− e)4)α3 M
′
e si αe < α < α`
4
3
R4 −R(R− e)3
R4 − (R− e)4 M
′
e si α ≥ α`
(6.16)
ou` M ′e = µJ ′αe/L et J ′ = pi
(
R4− (R− e)4)/2 est le moment d’inertie du cylindre creux (moindre que
celui du cylindre plein). On voit donc que de`s que l’arbre est entie`rement plastifie´, le couple de torsion
n’e´volue plus et reste a` sa valeur limite M ′` que l’on peut comparer a` M
′
e et a` M`,
M ′` =
4
3
R4 −R(R− e)3
R4 − (R− e)4 M
′
e =
(
1−
(
1− e
R
)3)
M`.
Notons les similitudes et les diffe´rences par rapport au cas du cylindre plein.
1. Il y a toujours une phase d’e´crouissage structurel tant qu’il reste un noyau e´lastique. Le
couple de torsion atteint sa valeur limite M ′` de`s qu’il n’y a plus de noyau e´lastique.
2. La relation α 7→M est toujours continuˆment diffe´rentiable, non seulement en αe mais aussi
en α`. Cela tient toujours a` l’apparition et a` l’e´volution progressive de la zone plastique en
αe, et donc a` la disparition progressive de la zone e´lastique en α`.
3. Si l’on regarde l’influence de l’e´paisseur, on voit que non seulement M ′e et M ′` de´croissent (vers
0) quand e de´croˆıt (vers 0), mais aussi que le rapport M ′`/M
′
e de´croˆıt (vers 1), ce qui veut
dire que l’effet d’e´crouissage structurel est d’autant plus faible que l’e´paisseur est petite. A`
la limite, le cylindre creux “infiniment mince” a un comportement en torsion du type e´lasto-
plastique parfait. Cette proprie´te´ est utilise´e pour identifier le crite`re de plasticite´ dans des
essais de traction-torsion de tubes minces, cf le chapitre pre´ce´dent.
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Figure 6.3 – Re´ponse de l’arbre creux sous une torsion croissante. A` gauche : pe´ne´tration progressive
a` partir de αe de la zone plastique vers la surface inte´rieure qu’elle atteint en α` ; a` droite : re´ponse
globale moment de torsion-angle de torsion, le couple limite M ′` est atteint en α`.
6.1.3 Quelques proprie´te´s qualitatives
Commenc¸ons par e´tablir un des re´sultats fondamentaux de la the´orie de la plasticite´ parfaite
Unicite´ des contraintes. Il existe au plus un champ de contraintes solution du proble`me
d’e´volution d’une structure faite de mate´riaux e´lastiques parfaitement plastiques standards.
Il ne s’agit que d’un re´sultat d’unicite´ car, du fait de la notion de charge limite, il peut ne pas
exister de solution. Le caracte`re standard joue un roˆle essentiel dans la de´monstration.
Preuve. Envisageons deux solutions (ξ, εp, σ) et (ξ∗, εp∗, σ∗) du proble`me d’e´volution pre´sente´ dans
la Section 6.1.1. Il s’agit de montrer que σ = σ∗. Soustrayons les e´quations d’e´quilibre (6.2) satisfaites
par σ et σ∗, il vient div(σ − σ∗) = 0. Soient ξ˙ et ξ˙∗ les champs de vitesses solutions. Multiplions
l’e´quation pre´ce´dente par ξ˙ − ξ˙∗ et inte´grons par parties pour obtenir
0 =
∫
Ω
(σ − σ∗) : (ε˙− ε˙∗)dΩ−
∫
∂Ω
(ξ˙ − ξ˙∗) · (σ − σ∗) · ndS. (6.17)
Graˆce aux conditions aux limites (6.6), on a (σ − σ∗) · n = 0 sur ∂NΩ et ξ˙ − ξ˙∗ = 0 sur ∂DΩ. Par
conse´quent les termes de bord s’annulent dans (6.17). Utilisons la relation d’e´lasticite´ (6.3) pour e´crire
ε˙− ε˙∗ = S : (σ˙ − σ˙∗) + ε˙p − ε˙p∗.
En l’injectant dans (6.17), on obtient
0 =
∫
Ω
(σ − σ∗) : S : (σ˙ − σ˙∗)dΩ +
∫
Ω
(σ − σ∗) : (ε˙p − ε˙p∗)dΩ. (6.18)
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Graˆce a` l’ine´galite´ de Hill (6.5), on a a` la fois (en intervertissant les roˆles des deux solutions)∫
Ω
(σ − σ∗) : ε˙pdΩ ≥ 0,
∫
Ω
(σ∗ − σ) : ε˙p∗dΩ ≥ 0.
En additionnant ces deux ine´galite´s et en reportant dans (6.18), on obtient
0 ≥
∫
Ω
(σ − σ∗) : S : (σ˙ − σ˙∗)dΩ.
On reconnait dans le second membre une de´rive´e par rapport au temps, i.e.
0 ≥ d
dt
(∫
Ω
1
2
(σ − σ∗) : S : (σ − σ∗)dΩ
)
qui doit eˆtre vraie a` chaque instant. En inte´grant en temps entre 0 et t et en tenant compte de la
condition initiale (6.1), on obtient a` l’instant t
0 ≥
∫
Ω
1
2
(σ − σ∗) : S : (σ − σ∗)dΩ.
Mais comme le tenseur de souplesse est positif, ce n’est possible que si σ = σ∗ a` l’instant t. Comme t
est arbitraire, on a le re´sultat d’unicite´ recherche´. 
Sur l’unicite´ des de´placements
Le re´sultat pre´ce´dent ne dit rien quant a` l’unicite´ des de´placements et des de´formations plastiques.
On pourrait penser que cela tient a` la de´monstration utilise´e et qu’on pourrait re´cupe´rer un re´sultat
ge´ne´ral d’unicite´ (ou de non unicite´) pour l’e´volution. Il n’en est rien comme on va le voir pour le
proble`me de torsion.
Re´sultats d’unicite´ de l’e´volution pour le proble`me de torsion. Il y a unicite´ de l’e´volution
pour le proble`me de torsion dans le cas du cylindre plein, mais pas dans le cas du cylindre creux.
Plus pre´cise´ment, dans le second cas, l’e´volution des contraintes est unique mais il existe une infi-
nite´ d’e´volutions possibles des de´placements et des de´formations plastiques une fois que le seuil de
plasticite´ est atteint dans tout le cylindre, i.e. quand α > α`.
Preuve. La de´monstration s’appuie sur le fait qu’il y a unicite´ des contraintes en vertu de la Proprie´te´
pre´ce´dente. Dans les deux cas, on sait donc que σ est de la forme (6.10) avec τ(r, t) donne´ par (6.13).
Seules les composantes rθ et θr de σ sont non nulles. Par conse´quent, d’apre`s la loi d’e´coulement de
Von Mises, il en est de meˆme pour ε˙p et par inte´gration en temps pour εp, i.e.
εp(x, t) = γp(x, t)(eθ ⊗ ez + ez ⊗ eθ),
en remarquant que γp de´pend a priori de (x, t). On tire de la relation contrainte-de´formation que
seules les composantes εzθ = εθz peuvent ne pas eˆtre nulles. En utilisant les conditions aux limites en
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z = 0 et z = L, on en de´duit alors que les de´placements ont ne´cessairement la forme suivante 4 :
ξ(x, t) = ω(z, t)reθ avec ω(0, t) = 0, ω(L, t) = t
et donc que
εzθ = εθz =
r
2
∂ω
∂z
(z, t).
Comme le seuil de plasticite´ n’est pas atteint dans la re´gion de l’espace-temps ou` rt < Rαe et que
le cylindre est non plastifie´ a` l’instant initial, la de´formation plastique est nulle dans cette re´gion en
vertu de la loi d’e´coulement. Dans cette re´gion, on a donc γp = 0 et les de´formations sont donne´es par
(6.9), εzθ = εθz = rt/2L. Distinguons le cas du cylindre plein de celui du cylindre creux.
1. Cas du cylindre plein. Comme quel que soit t il existe un noyau e´lastique (le cylindre 0 ≤
r < min{R,Rαe/t}, 0 < z < L) ou` γp = 0, on obtient, en comparant les deux expressions
pre´ce´dentes des de´formations, ω(z, t) = tz/L pour tout z. On retrouve ainsi le champ des
de´placements (6.8) qui constituait notre hypothe`se pour construire la solution particulie`re. Au-
trement dit, nous venons de montrer que c’e´tait le seul possible. D’ou` l’unicite´ des de´placements
et on de´duit de la relation contrainte-de´formation l’unicite´ des de´formations plastiques.
2. Cas du cylindre creux. On peut utiliser le raisonnement pre´ce´dent et conclure a` l’unicite´ tant
qu’il existe un noyau e´lastique, i.e. tant que t < α`. Par continuite´ en temps, c’est encore vrai
en t = α`. Mais au dela` on sait que τ = σc/
√
3 dans tout le cylindre et donc que
γp(x, t) =
r
2
∂ω
∂z
(z, t)− σc
2µ
√
3
.
Il reste a` s’assurer que la condition d’irre´versibilite´ γ˙p ≥ 0, les conditions aux limites ω(0, t) = 0,
ω(L, t) = t et la condition de continuite´ ω(z, α`) = α`z/L sont satisfaites. Ceci laisse une infinite´
de possibilite´s pour ω(z, t) quand t > α`.

On pourrait multiplier les exemples ou` il n’y a pas unicite´ de la re´ponse. Celui de la traction simple
d’un cylindre est probablement le plus simple et est propose´ comme exercice. On notera a` l’occasion
la diffe´rence essentielle entre le proble`me d’e´volution pour une structure et celui pour l’e´le´ment de
volume. Pour ce dernier, on a vu au chapitre pre´ce´dent que la re´ponse de l’e´le´ment de volume dans un
essai uni-axial e´tait unique dans le cas du mode`le standard de Von Mises. Ce n’est plus vrai pour une
structure (cylindrique). La raison est qu’on controˆle la de´formation axiale pour l’e´le´ment de volume
alors que l’on ne controˆle que les de´placements axiaux des sections extreˆmes pour le cylindre. Cette
absence de controˆle local de la cine´matique laisse partiellement libre l’e´coulement plastique axial en
l’absence d’e´crouissage.
Exercice 6.1. Traction simple d’un cylindre. Conside´rer le cas ou` le cylindre (plein ou creux)
e´lastique parfaitement plastique avec crite`re de Von Mises est soumis aux conditions aux limites sui-
vantes : ξz = 0, σzr = σzθ = 0 en z = 0 et ξz = tL, σzr = σzθ = 0 en z = L, la surface late´rale restant
libre de forces. De´terminer l’e´volution des contraintes et montrer qu’il y a une infinite´ de de´placements
et de de´formations plastiques possibles quand t > σc/E.
4. Cette ve´rification est laisse´e a` titre d’exercice.
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Cette non unicite´ des de´placements traduit le phe´nome`ne physique d’e´coulement plastique non
controˆlable de la structure. Les deux exemples de la traction et de la torsion peuvent laisser a` penser
que ceci n’a lieu que quand la structure est comple`tement plastifie´e. Il n’en est rien comme le montrent
les exemples traite´s dans la section de´die´e aux calculs des charges limites.
Les charges limites e´lastiques
Du fait que le ou les mate´riaux constitutifs ont un comportement a` seuil de´fini par la notion de
domaine d’e´lasticite´, on peut de´finir pour la structure la notion de domaine d’e´lasticite´ pour le charge-
ment et par conse´quent celle de charge limite e´lastique. Dans le cas du proble`me de torsion, le domaine
d’e´lasticite´ pour le couple de torsion est l’intervalle [−Me,+Me] (alors que son “image” pour l’angle
de torsion est l’intervalle [−αe,+αe]). Les couples ±Me correspondent aux charges limites e´lastiques.
Cela se ge´ne´ralise pour des structures soumises a` un nombre fini de parame`tres de chargement.
On se place dans la situation pre´sente´e en Chapitre 1 ou` l’ensemble des de´placements admissibles
C est un espace vectoriel et ou` le travail des efforts exte´rieurs donne´s se de´compose en 5
Wext(ξ
∗) =
n∑
i=1
Qiqi(ξ
∗).
On suppose que ce chargement est compatible avec l’e´quilibre, i.e. que qi(ξ
∗) = 0, ∀ξ∗ ∈ R, 1 ≤ i ≤ n,
R de´signant l’ensemble des de´placements rigides admissibles (cf Chapitre 1). La structure est soumise
a` un chargement caracte´rise´ par son chemin t 7→ Q(t) dans l’espace des forces ge´ne´ralise´es partant
de 0 a` l’instant 0, i.e. Q(0) = 0. Si l’on suppose que les de´formations plastiques initiales sont nulles,
tant qu’elles le restent l’e´tat d’e´quilibre e´lastique est obtenu en re´solvant le proble`me variationnel
d’e´lastostatique ∫
Ω
ε(ξ) : C : ε(ξ∗)dΩ =
n∑
i=1
Qiqi(ξ
∗), ∀ξ∗ ∈ C.
Le champ des contraintes solution est unique et le champ des de´placements unique a` un de´placement
rigide pre`s. Par line´arite´, la solution peut donc s’e´crire
ξ =
n∑
i=1
Qiξ
i, σ =
n∑
i=1
Qiσ
i
ou` σi = C : ε(ξi) et ξi est (une) solution du i-e`me proble`me “e´le´mentaire”
∫
Ω
ε(ξi) : C : ε(ξ∗)dΩ = qi(ξ∗), ∀ξ∗ ∈ C.
Pour que cette solution e´lastique soit admissible pour le proble`me d’e´volution e´lasto-plastique il faut
et il suffit que les contraintes satisfassent partout le crite`re de plasticite´, i.e.
∑n
i=1Qiσ
i(x) ∈ S(x)
5. On se rame`ne a` ce cas pour le proble`me de torsion si l’on impose le couple de torsion M et non pas l’angle de
torsion α. On est alors e´videmment dans le cas ou` n = 1 et ou` Q1 = M et q1 = α.
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partout dans Ω. Ceci de´finit un domaine Qe dans l’espace des forces ge´ne´ralise´es appele´ ensemble des
charges e´lastiquement supportables :
Qe =
{
Q ∈ Rn :
n∑
i=1
Qiσ
i(x) ∈ S(x), ∀x ∈ Ω
}
.
Cet ensemble Qe, qui concerne l’ensemble de la structure, posse`de les meˆmes proprie´te´s ge´ome´triques
que son homologue local S (ou ses homologues dans le cas de multi-mate´riaux). Pre´cise´ment, on a
Proprie´te´s ge´ome´triques de Qe. Si S(x) est convexe pour tout x, alors Qe est convexe ; si S(x)
est centre´ en 0 pour tout x, alors Qe est centre´ en 0.
La de´monstration est laisse´e a` titre d’exercice. On peut facilement le ve´rifier pour le proble`me de
torsion. De fac¸on ge´ne´rale, si la structure est soumise a` un chargement a` un seul parame`tre, alors la
convexite´ et la syme´trie du domaine de re´versibilite´ implique que Qe est un intervalle (ferme´) du type
[−Qe,+Qe], avec e´ventuellement Qe = +∞.
Exercice 6.2. Imaginer une situation ou` une structure constitue´e d’un mate´riau obe´issant au crite`re
de Von Mises peut supporter n’importe quelle charge sans plastifier.
Il est malheureusement plus fre´quent que les structures plastifient de`s la moindre mise en charge.
C’est le cas si la re´ponse e´lastique pre´sente des singularite´s. Ces singularite´s sont induites par des
fissures, des entailles, des bords avec des changements de conditions aux limites, etc. Les contraintes
tendant vers l’infini lorsqu’on se rapproche des points singuliers, le crite`re de plasticite´ est viole´ de`s
que le chargement est non nul. Par conse´quent Qe = {0}. Ceci montre que le concept de charges
e´lastiquement supportables n’est pas tre`s inte´ressant d’un point de vue pratique. En effet, il suffit de
perturber un peu la structure (en rajoutant par exemple une petite fissure ou une petite entaille) pour
faire chuter a` 0 les charges e´lastiquement supportables. Cette forte sensibilite´ aux imperfections le
rend difficilement utilisable par l’inge´nieur comme outil de dimensionnement 6. Il n’y a que dans des
the´ories simplifie´es de structures (structures e´lance´es de type poutres par exemple) dans lesquelles tous
les effets locaux tridimensionnels sont gomme´s et ou` on obtient des re´ponses e´lastiques non singulie`res
que ce concept redevient inte´ressant.
L’e´crouissage structurel
Plac¸ons-nous pour simplifier dans le cas d’un chargement de´fini par un seul parame`tre, la force
ge´ne´ralise´e Q croissant depuis 0. Soit q le de´placement ge´ne´ralise´ associe´ au de´placement ξ solution du
proble`me d’e´volution, i.e. q = W 1ext(ξ). Tant que Q reste infe´rieure a` la charge limite e´lastique Qe la
structure ne plastifie pas. En ge´ne´ral, on peut augmenter la charge au dela` de Qe mais au prix d’une
plastification de toute ou partie de la structure 7. C’est le cas dans l’exemple de la torsion ou` l’on
6. De ce point de vue, le proble`me de torsion est un mauvais exemple. En effet comme le rapport charge limite M`
sur charge de premie`re plastification Me est au plus e´gal a` 4/3 (cas du cylindre plein), on est tente´ de dire qu’il suffit
d’un simple calcul e´lastique pour acce`der a` Me et obtenir ainsi des re`gles de dimensionnement sans qu’il soit besoin de
re´soudre le proble`me d’e´volution e´lasto-plastique.
7. Noter qu’il existe des cas ou` la structure ne peut pas supporter des charges plus grandes que Qe. L’exemple le plus
simple est celui de la traction simple d’un cylindre, cf Exercice 6.1.
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peut faire croˆıtre le couple de torsion entre Me et M` durant la phase de plastification. Ce phe´nome`ne
ge´ne´ral est appele´ e´crouissage structurel ou durcissement .
On peut cependant se demander s’il n’est pas possible d’observer un “e´crouissage ne´gatif”, phe´nome`ne
que l’on appelle adoucissement . Si c’est le cas, pour l’observer et le de´crire il faut changer le type de
controˆle et controˆler non plus la force ge´ne´ralise´e Q mais le de´placement ge´ne´ralise´ q. (Cela consiste
dans le proble`me de torsion a` controˆler l’angle de torsion α et de fac¸on ge´ne´rale c’est le cas appele´ char-
gement a` de´placement ge´ne´ralise´ controˆle´ au Chapitre 1.) Un adoucissement sous q controˆle´ croissant
correspondrait a` une re´ponse Q de´croissante. Montrons que c’est impossible car on a ne´cessairement
Q˙q˙ ≥ 0.
Pour cela, plac¸ons-nous a` un instant t ou` le de´placement controˆle´ vaut q, l’ensemble C des champs
cine´matiquement admissibles s’e´crivant C = qξ1 + C0. Soit σ le champ de contraintes solution a` cet
instant. La force ge´ne´ralise´e a` cet instant est donne´e par Q =
∫
Ω σ : ε(ξ
1)dΩ. De´rivons cette relation
par rapport au temps, il vient Q˙ =
∫
Ω σ˙ : ε(ξ
1)dΩ. En vertu du Principe des Travaux Virtuels, on
a
∫
Ω σ : ε(ξ
∗)dΩ = 0, ∀ξ∗ ∈ C0 et en de´rivant par rapport au temps
∫
Ω σ˙ : ε(ξ
∗)dΩ = 0, ∀ξ∗ ∈ C0.
Comme ξ˙− q˙ξ1 ∈ C0, on obtient en combinant les relations pre´ce´dentes et en utilisant la de´composition
ε = εe + εp :
Q˙q˙ =
∫
Ω
σ˙ : ε(ξ˙)dΩ =
∫
Ω
σ˙ : (S : σ˙ + ε˙p)dΩ. (6.19)
Mais en vertu de l’ine´galite´ de Hill, on a (σ − σ∗) : ε˙p ≥ 0, ∀σ∗ ∈ S. Prenons pour σ∗ le champ de
contraintes solution a` l’instant t− h (ce qui est licite puisqu’il est dans S), divisons l’ine´galite´ de Hill
par h et passons a` la limite quand h → 0, on obtient σ˙ : ε˙p ≥ 0. Mais comme le tenseur de souplesse
est positif, les termes du dernier membre de droite de (6.19) sont non ne´gatifs et on obtient Q˙q˙ ≥ 0.
Les charges limites
La proble´matique. On a vu dans le proble`me de torsion que le couple de torsion ne pouvait
de´passer une valeur limite M`. On peut se poser a` ce sujet deux questions :
1. Cette valeur limite M` tient-elle au processus de chargement monotone envisage´ et a` la
condition initiale de non plastification du cylindre ? Autrement dit, pourrait-on en envisageant
d’autres de´formations plastiques initiales et des chargements non monotones diminuer ou
augmenter ce couple limite ?
2. Cette notion de charge limite est-elle spe´cifique a` cet essai ?
Nous montrerons que la re´ponse a` ces deux questions est non en de´gageant les ide´es suivantes :
1. Le couple de torsion limite M` ne de´pend que de la ge´ome´trie de la structure, du mate´riau
constitutif et du fait que ce soit un essai de torsion, mais ni de l’e´tat de plastification initial,
ni du trajet de chargement t 7→ α(t).
2. Le fait qu’une structure ne peut pas supporter n’importe quelles charges est une conse´quence
du fait que le mate´riau ne peut pas supporter n’importe quelles contraintes. Ce concept de
charge limite est inhe´rent a` l’hypothe`se de plasticite´ parfaite. On le retrouve dans la majorite´
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des structures et la majorite´ des types de chargements 8.
Cette existence de charges limites est fondamentale pour le dimensionnement des structures puisque
cela oblige a` inclure dans le cahier des charges la ve´rification que la structure e´tudie´e est capable de
supporter les charges pre´vues dans son fonctionnement. Se pose alors une nouvelle question essentielle
d’un point de vue pratique
Calcul des charges limites : Existe-t-il des me´thodes pour calculer “directement” ces charges limites
sans passer par la re´solution d’un proble`me d’e´volution e´lasto-plastique ?
Nous montrerons que la re´ponse est oui et l’objectif principal de cette section est de de´crire une
me´thode de calcul en l’illustrant sur quelques exemples. Cette me´thode de calcul consiste en deux
approches, l’une appele´e approche par l’inte´rieur et l’autre appele´e approche par l’exte´rieur , et en un
re´sultat the´orique montrant l’e´quivalence des deux approches. Nous de´crivons et illustrons ci-dessous
les deux approches, le re´sultat the´orique sera donne´ sans de´monstration.
6.2 Calcul des charges limites
6.2.1 Charges supportables
On se place dans le cas ou` le chargement est de´fini par un nombre fini de parame`tres Q =
(Q1, · · · , Qn) de type forces ge´ne´ralise´es. Par conse´quent l’ensemble C des de´placements cine´mati-
quement admissibles est un espace vectoriel et le travail des efforts exte´rieurs donne´s Wext est la
combinaison line´aire de n formes line´aires sur C :
Wext(ξ) =
n∑
i=1
Qiqi(ξ), ξ ∈ C.
Commenc¸ons par de´finir la notion de charge potentiellement supportable par la structure.
De´finition des charges potentiellement supportables. Une charge Q ∈ Rn est dite poten-
tiellement supportable par la structure, s’il existe un champ de contraintes σ a` la fois statiquement
admissible avec cette charge et plastiquement admissible, i.e. telle que∫
Ω
σ : εdΩ =
n∑
i=1
Qiqi(ξ), ∀ξ ∈ C , σ(x) ∈ S(x), ∀x ∈ Ω
L’ensemble de telles charges est note´e Qp. Sa frontie`re ∂Qp constitue l’ensemble des charges limites.
On voit que l’e´tat de de´formation plastique et le processus de chargement n’interviennent pas
dans cette de´finition. On s’inte´resse simplement aux charges qui peuvent eˆtre e´quilibre´es sans violer
le crite`re de plasticite´. Il est le´gitime de se demander si toute charge potentiellement supportable est
effectivement supportable et ce quel que soit le trajet de chargement t 7→ Q(t) ne quittant pas Qp. En
d’autres termes, on peut se demander si tout proble`me d’e´volution associe´ a` un trajet de chargement
restant dans Qp et un e´tat de de´formation plastique initial εp0 admet toujours une solution. La re´ponse
8. Il peut toutefois y avoir des exceptions, cf Exercice 6.2. Par exemple, pour des structures dont le mate´riau constitutif
obe´it au crite`re de Von Mises ou de Tresca, comme ces crite`res ne bornent pas la partie sphe´rique des contraintes, tout
chargement qui est compatible avec des contraintes purement sphe´riques n’est pas limite´.
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est oui pour toute loi standard d’e´lasto-plasticite´ parfaite (aux questions de re´gularite´ pre`s). Nous
admettrons ce re´sultat sans de´monstration. Ce re´sultat admis, nous ne distinguerons plus les charges
potentiellement supportables des charges effectivement supportables et parlerons simplement de charge
supportable.
L’ensemble Qp des charges supportables est a` comparer a` l’ensemble Qe des charges e´lastiquement
supportables. Il est e´vident, d’apre`s leur de´finition, que Qe ⊂ Qp, puisque le champ de contraintes
solution du proble`me d’e´lasticite´ est alors a` la fois statiquement et plastiquement admissible. Il peut
arriver qu’ils co¨ıncident. L’exemple le plus simple est celui de la traction simple d’un cylindre 3D
(ou d’une barre 1D). Mais en ge´ne´ral ils diffe`rent. D’autre part, comme Qe, Qp he´rite des proprie´te´s
ge´ome´triques de S.
Proprie´te´s ge´ome´triques de Qp. Si S(x) est convexe pour tout x, alors Qp est convexe ; si S(x)
est centre´ en 0 pour tout x, alors Qp est centre´ en 0.
La de´monstration est laisse´e a` titre d’exercice. Mais ces proprie´te´s de convexite´ et de syme´tries se
re´ve`lent tre`s utiles en pratique, notamment dans les approches par l’inte´rieur et par l’exte´rieur.
6.2.2 Approche par l’inte´rieur
Comme son nom l’indique, cette approche consiste a` trouver des charges supportables en construi-
sant explicitement des champs de contraintes statiquement admissibles et plastiquement admissibles.
Il n’existe pas de me´thodes syste´matiques pour cela, aussi nous contenterons nous de l’illustrer sur
des exemples.
Exemple : Torsion. Reprenons l’exemple de la torsion d’un cylindre plein avec crite`re de Von Mises.
Dans ce cas, le parame`tre de chargement est le couple de torsion M et
C = {ξ : ξ = 0 sur S0, ∃α(ξ) ∈ R : ξ = α(ξ)reθ sur SL}, Wext(ξ) = Mα(ξ).
Pour un couple de torsion M donne´, conside´rons le champ de contraintes
σ =
3M
2piR3
(eθ ⊗ ez + ez ⊗ eθ).
Il est statiquement admissible (on peut le ve´rifier soit a` partir des e´quations locales, soit a` partir de
la formulation variationnelle de l’e´quilibre). Pour qu’il soit plastiquement admissible, il faut et il suffit
que |M | ≤ 2piσcR3/3
√
3 = M`. Par conse´quent Qp ⊃ [−M`,+M`].
Exemple : Cylindre sous poids propre. On conside`re toujours le meˆme cylindre, mais on fixe la
surface late´rale et on interdit tout de´placement transversal de la base et du sommet. Autrement dit
C = {ξ : ξ = 0 en r = R, ur = uθ = 0 en z = 0 et z = L}. Le cylindre est soumis a` son poids propre,
le champ de pesanteur uniforme e´tant g = gez et on prend son poids P = ρgpiR
2L comme parame`tre
de force ge´ne´ralise´e (ce poids pouvant eˆtre ne´gatif suivant le sens de la pesanteur). Par conse´quent,
on a
Wext(ξ) =
P
vol(Ω)
∫
Ω
ξzdΩ,
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le de´placement ge´ne´ralise´ e´tant ici le de´placement axial moyen. Pour P donne´, prenons pour champ
de contraintes celui de la re´ponse e´lastique, i.e.
ξ =
P
4µ vol(Ω)
(R2 − r2)ez, σ = −
Pr
2 vol(Ω)
(er ⊗ ez + ez ⊗ er).
Pour que σ soit plastiquement admissible, il faut et il suffit que supx∈Ω σeq(x) ≤ σc. Comme la
contrainte e´quivalente est maximale en r = R on doit avoir
|P | ≤ Pe = 2pi√
3
σcRL,
Pe repre´sentant donc la charge limite e´lastique. D’ou` Qp ⊃ [−Pe,+Pe].
Exemple : Traction et torsion d’une armature. On conside`re un cylindre composite comportant
une armature rigide colle´e a` la matrice. La matrice est un mate´riau e´lastique parfaitement plastique
standard de type Von Mises. La hauteur du cylindre est h, le rayon de l’armature a et le rayon du
cylindre b, cf Figure 6.4. La paroi exte´rieure r = b est fixe´e et on exerce sur l’armature un couple de
torsion axial Mez et une force axiale Fez qui sont les deux parame`tres de chargement. Sur la base z = 0
et le sommet z = h du cylindre, on prend pour conditions aux limites : ξr = 0 et σzθ = σzz = 0. Le
de´placement de l’armature est de la forme ξ = αaeθ+qez, l’angle de rotation axiale α et la translation
axiale q sont les de´placements ge´ne´ralise´s associe´s a` M et F (on controˆle M et F , mais pas α et q).
L’ensemble des de´placements admissibles est l’espace vectoriel
C = {ξ : ξ = 0 en r = b, ξr = 0 en z = 0, z = h, ξ = α(ξ)aeθ + q(ξ)ez en r = a},
alors que le travail des efforts exte´rieurs donne´s s’e´crit Wext(ξ) = Mα(ξ) + Fq(ξ) pour ξ ∈ C.
F
M
Figure 6.4 – Traction et torsion d’une armature.
Pour M et F donne´s, conside´rons le champ de contraintes
σ(x) = − M
2pihr2
er ⊗s eθ −
F
2pihr
er ⊗s ez.
Il est statiquement admissible. Pour qu’il soit plastiquement admissible, il faut et il suffit que σeq(x) ≤
σc pour tout x ∈ Ω. Or σeq =
√
3(σ2rθ + σ
2
rz) est maximal en r = a. Donc σ est statiquement admissible
si M2/M2` + F
2/F 2` ≤ 1 avec
M` = F`a, F` =
2pi√
3
ahσc.
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Cela correspond a` une ellipse du plan (F,M). Par conse´quent, on a
Qp ⊃
{
(F,M) ∈ R2 : F
2
F 2`
+
M2
M2`
≤ 1
}
.
6.2.3 Approche par l’exte´rieur
Pre´sentation de la me´thode
L’approche par l’exte´rieur consiste a` e´liminer des charges en montrant qu’elles ne sont pas suppor-
tables. On construit pour cela des champs de de´placement cine´matiquement admissibles et on s’appuie
sur des proprie´te´s e´nerge´tiques. On a besoin d’introduire au pre´alable la fonction d’appui d’un convexe.
De´finition de la fonction d’appui d’un convexe. Soit S un ensemble convexe ferme´ de M3s.
On appelle fonction d’appui de S la fonction piS de´finie sur M3s et a` valeurs dans R ∪ {+∞} :
piS(ε) = sup
σ∈S
σ : ε.
La fonction d’appui 9 jouit de proprie´te´s ge´ne´riques que nous soulignerons un peu plus loin.
L’approche par l’exte´rieur part de la formulation variationnelle de l’e´quilibre. Si σ est un champ
de contraintes statiquement admissibles avec les charges Q, alors∫
Ω
σ : ε dΩ =
n∑
i=1
Qiqi(ξ), ∀ξ ∈ C.
Pour qu’il soit plastiquement admissible, on doit avoir σ(x) ∈ S(x), ∀x ∈ Ω. En vertu de la de´finition
de la fonction d’appui, on a ∫
Ω
σ : ε dΩ ≤ D(ξ), ∀ξ ∈ C
ou`
D(ξ) =
∫
Ω
piS(x)(ε(x))dΩ
Par conse´quent, pour que Q soit supportable, il faut que ∀ξ ∈ C, D(ξ) ≥ ∑ni=1Qiqi(ξ). Ce n’est a
priori qu’une condition ne´cessaire, mais on de´montre dans le cadre de la plasticite´ parfaite standard
qu’elle est aussi suffisante. Nous admettrons ce re´sultat. Ce faisant nous avons obtenu une deuxie`me
caracte´risation des charges supportables :
Qp =
{
Q ∈ Rn : ∀ξ ∈ C, D(ξ) ≥
n∑
i=1
Qiqi(ξ)
}
.
9. On la note simplement pi si le convexe S est donne´ par le contexte.
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Q1
Q2
Figure 6.5 – Illustration des approches par l’inte´rieur et par l’exte´rieur du domaine Qp des charges
supportables (en vert clair) dans le cas d’un chargement a` deux parame`tres. Dans l’approche par
l’inte´rieur, apre`s avoir construit des charges supportables (points noirs), on peut construire un domaine
de charges supportables en prenant l’enveloppe convexe des points (en vert fonce´). On peut aussi
s’appuyer sur les proprie´te´s de syme´trie. Dans l’approche par l’exte´rieur, on e´limine des demi-espaces
a` chaque choix de champs de vitesses (zones rouges). On peut aussi utiliser les proprie´te´s de syme´trie
pour e´liminer par syme´trie d’autres demi-espaces.
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Cette proprie´te´ des charges supportables s’interpre`te en termes d’e´nergie. Si l’on conside`re que les ξ
sont des vitesses et non des de´placements,
∑n
i=1Qiqi(ξ) repre´sente la puissance des efforts exte´rieurs
donne´s au niveau de charge Q dans le champ de vitesses ξ. La quantite´ D(ξ) peut s’interpre´ter comme
une puissance dissipe´e par la structure dans un e´coulement plastique ou` la vitesse des de´formations
plastiques ε˙p serait e´gale a` la vitesse des de´formations ε˙, i.e. en ne´gligeant la vitesse des de´formations
e´lastiques ε˙e. En effet, d’apre`s le principe du travail plastique maximal de Hill, on a σ : ε˙p ≥ σ∗ :
ε˙p, ∀σ∗ ∈ S. Par conse´quent
σ : ε˙p ≥ sup
σ∗∈S
σ∗ : ε˙p = piS(ε˙p).
Mais comme σ ∈ S, on a e´videmment l’ine´galite´ inverse par de´finition de la fonction d’appui. Par
conse´quent, il y a e´galite´ σ : ε˙p = piS(ε˙
p). Comme σ : ε˙p repre´sente la puissance volumique dissipe´e
plastiquement, il en est de meˆme de piS(ε˙
p). Si l’on ne´glige ε˙e devant ε˙p, on obtient donc que D(ξ)
repre´sente la puissance dissipe´e plastiquement par toute la structure dans cette vitesse d’e´coulement
ξ. On a par conse´quent l’interpre´tation suivante des charges supportables
Caracte´risation e´nerge´tique des charges supportables. Une charge est supportable par la
structure si et seulement si la puissance dissipe´e dans toute vitesse d’e´coulement admissible est
supe´rieure ou e´gale a` la puissance des efforts exte´rieurs a` ce niveau de charge dans cette vitesse
admissible.
En pratique, on se sert de cette caracte´risation pour trouver des charges qui ne sont pas suppor-
tables. En effet en prenant la contrapose´e on obtient aussi une condition ne´cessaire et suffisante pour
qu’une charge soit non supportable :
Q est non supportable si et seulement s’il existe ξ ∈ C tel que D(ξ) <∑ni=1Qiqi(ξ).
On proce`de alors de la fac¸on suivante :
1. On se donne un champ de vitesses ξ admissible tel que D(ξ) < +∞ et tel que qi(ξ) 6= 0 pour
au moins un i ;
2. On en de´duit que toutes les charges Q situe´es dans le demi-espace
∑n
i=1 qi(ξ)Qi > D(ξ) sont
non supportables.
En changeant de champ de vitesses, on obtient ainsi un “encadrement” de Qp par des familles de
demi-espaces exte´rieurs a` Qp. L’encadrement est d’autant meilleur que l’on choisit bien les champs de
vitesses. Il faut donc “sentir” comment la structure a envie de s’e´couler. Notons qu’il est essentiel de
choisir des vitesses dont la puissance dissipe´e soit finie, sinon on n’e´limine aucune charge. De meˆme, il
faut que la puissance des efforts exte´rieurs ne soit pas nulle sinon, comme la puissance dissipe´e est non
ne´gative, on n’e´limine e´galement aucune charge. Dans tous les autres cas, on e´limine un demi-espace.
Le principe de cette approche par l’exte´rieur est sche´matise´ sur la Figure 6.5.
Proprie´te´s et exemples de fonctions d’appui
Voici quelques proprie´te´s ge´ne´riques et tre`s utiles de la fonction d’appui d’un convexe S de M3s,
donne´es sans de´monstration (la plupart sont e´videntes)
1. piS est convexe et positivement homoge`ne de degre´ 1, i.e. piS(kε) = kpiS(ε), ∀k > 0 ;
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2. piS est non ne´gative si S contient 0 ;
3. piS est homoge`ne de degre´ 1 si S est centre´ en 0, i.e. piS(kε) = |k|piS(ε), ∀k 6= 0 ;
4. piS prend la valeur +∞ seulement si S est non borne´e. En particulier, si S est non borne´ dans
la direction des tenseurs sphe´riques, alors piS(ε) = +∞ quand Tr ε 6= 0.
Voici les fonctions d’appui pour le convexe de Von Mises et celui de Tresca ou` on pourra ve´rifier
directement toutes les proprie´te´s annonce´es. Dans le cas du convexe de Tresca, la fonction d’appui
s’exprime en termes des de´formations principales εi de ε.
Convexe de Von Mises piVM(ε) =
{
σc
√
2
3ε : ε si Tr ε = 0
+∞ si Tr ε 6= 0
Convexe de Tresca piT(ε) =
{σc
2
(|ε1|+ |ε2|+ |ε3|) si Tr ε = 0
+∞ si Tr ε 6= 0
Exercice 6.3. Etablir l’expression des fonctions d’appui du convexe de Von Mises et du convexe de
Tresca. (Pour le convexe de Tresca, on admettra que le sup est atteint quand σ est diagonal dans la
meˆme base que ε.)
Exemples d’illustration de l’approche par l’exte´rieur
On reprend les diffe´rents exemples traite´s dans l’approche par l’inte´rieur. L’objectif est d’obtenir
dans chaque cas l’inclusion inverse pour Qp en construisant les bons champs de vitesses. Ces champs
de vitesses “optimaux” qui permettent de de´terminer les charges limites sont appele´s me´canismes de
ruine. Ils ne sont pas en ge´ne´ral uniques.
Exemple : Torsion. Prenons ξ = r zL eθ. Ce champ est admissible, on reconnaˆıt la` la forme du
champ de de´placement (ou de vitesse) solution du proble`me d’e´volution. Les de´formations associe´es
sont ε = rL eθ⊗sez. Etant de trace nulle, on a piVM(ε) = σcrL√3 et donc D(ξ) = M`. Comme Wext(ξ) = M ,
on en de´duit que tous les M > D(ξ) = M` sont non supportables. Par syme´trie, tous les M < −M` le
sont aussi (on peut le voir en changeant ξ en −ξ). En comparant avec l’approche par l’inte´rieur, on
peut conclure que Qp = [−M`,+M`]. Ce champ ξ est donc un me´canisme de ruine, ce qui est conforme
a` ce que nous avions obtenu en re´solvant le proble`me d’e´volution.
Exemple : Cylindre sous poids propre. L’objectif ici est double. On va montrer que la charge
limite co¨ıncide avec la charge limite e´lastique et donc qu’il n’y a pas d’e´crouissage structurel possible.
Toutefois, on va utiliser pour cela une famille de champs de vitesses admissibles qui tend vers un
champ discontinu en r = R et ne respectant plus la condition a` la limite ξz = 0. Ce deuxie`me point
se preˆte a` une ge´ne´ralisation que nous proposerons apre`s cet exemple.
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Soit h ∈ (0, R), on note Ωh la partie du cylindre comprise entre r = R− h et r = R. On de´finit la
famille de champs ξ
h
suivante :
ξ
h
(x) =
{
ez dans Ω \ Ωh
R−r
h ez dans Ωh
.
Ces champs sont admissibles mais convergent vers la translation ez quand h tend vers 0, translation
qui ne respecte plus la condition de fixation en r = R. Leur champ de de´formation associe´ est nul
dans Ω \ Ωh et est e´gal a` − 1her ⊗s ez dans Ωh. Il est de trace nulle et on a
D(ξ
h
) =
vol(Ωh)
h
√
3
σc, Wext(ξh) = P
(
vol(Ω \ Ωh)
vol(Ω)
+
1
h vol(Ω)
∫
Ωh
(R− r)dΩ
)
.
Tous les P tels que D(ξ
h
) < Wext(ξh) sont non supportables. En passant a` la limite comme
lim
h→0
D(ξ
h
) = 2piRLσc/
√
3 = Pe et lim
h→0
Wext(ξh) = P,
on en de´duit que tous les P > Pe sont non supportables. On a donc obtenu que la charge limite est
e´gale a` la charge limite e´lastique, Qp = [−Pe,+Pe]. Notons que cette de´monstration a exige´ d’envisager
un me´canisme de ruine correspondant a` un de´tachement “en bloc” du cylindre de son encastrement.
L’exemple du cylindre sous poids propre sugge`re que l’on peut avoir besoin de conside´rer des
champs de vitesses discontinus sur certaines surfaces (inte´rieures ou a` la frontie`re) pour obtenir la
bonne estimation des charges limites. Il n’y a aucun principe physique qui s’y oppose si ce n’est
que les quantite´s e´nerge´tiques mises en jeu doivent rester finies. On peut ge´ne´raliser la me´thode
de construction de tels champs discontinus suivie dans l’exemple pre´ce´dent a` partir d’une suite de
champs re´guliers admissibles ξ
h
convergeant vers le champ discontinu ξ. En passant a` la limite dans
les expressions de D(ξ
h
) et de Wext(ξh) on obtient une version e´tendue de la caracte´risation des charges
supportables incluant les champs de vitesse discontinus.
Plus pre´cise´ment, soit ξ un champ de vitesses discontinu a` travers une surface Σ de normale n,
surface qui peut eˆtre toute ou partie de la frontie`re ∂Ω 10. Son saut sur Σ est note´ [[ξ]]. Le gradient
de ξ est de´fini classiquement en dehors de Σ et peut eˆtre vu comme une masse de Dirac sur Σ,
∇ξ = [[ξ]] ⊗ n δΣ. De meˆme le champ de de´formation associe´ est de´fini classiquement en dehors de Σ
et peut eˆtre conside´re´ comme une mesure de Dirac sur la surface, i.e. ε = [[ξ]] ⊗s n δΣ. En reportant
dans la de´finition de la puissance dissipe´e, on obtient l’expression ge´ne´ralise´e
D(ξ) =
∫
Ω\Σ
piS(ε)dΩ +
∫
Σ
piS([[ξ]]⊗s n)dΣ.
Evidemment, de tels champs discontinus ne sont utiles pour de´terminer les charges qui ne sont pas
supportables que dans la mesure ou` la puissance dissipe´e est finie. Par conse´quent pour un mate´riau
10. Comme ξ peut eˆtre discontinu sur la partie du bord ∂DΩ ou` les de´placements sont impose´s, on peut toujours
ve´rifier la condition de Dirichlet a` l’aide de la limite “exte´rieure” ξ+ de ξ. Par contre la limite inte´rieure ξ− n’a pas a` la
ve´rifier. La condition d’admissibilite´ des champs est donc elle-meˆme affaiblie.
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qui est plastiquement incompressible, on doit prendre ξ de fac¸on a` ce que Tr ε = 0. Sur une sur-
face de discontinuite´ Tr ε = [[ξ]] · n et donc l’incompressibilite´ plastique oblige a` n’envisager que des
discontinuite´s tangentielles qui correspondent a` des bandes de cisaillement :
Pour un mate´riau plastiquement incompressible [[ξ]] · n = 0 sur Σ.
Pour ce qui concerne la puissance des efforts exte´rieurs donne´s, dans la mesure ou` ces efforts corres-
pondent a` des forces volumiques et des forces surfaciques, l’expression de Wext(ξ) n’est pas affecte´e
par le fait que ξ soit discontinu et reste inchange´e 11.
Comme premie`re application, ve´rifions que l’on retrouve bien les re´sultats de l’exemple du cylindre
sous poids propre. Soit ξ = ez, ce champ est discontinu sur la surface late´rale Σ = {x : r = R, 0 ≤ z ≤
L}. Comme n = er, la discontinuite´ est tangentielle. Comme ε = 0 dans Ω, D(ξ) se re´duit au terme
sur Σ, D(ξ) = 2piRLσc/
√
3, alors que Wext(ξ) = P . On retombe bien sur les meˆmes re´sultats.
Nous allons utiliser cette extension de l’approche par l’exte´rieur pour construire de bons me´canismes
de ruine dans l’exemple de la traction et torsion d’une armature.
Exemple : Traction et torsion d’une armature. Envisageons pour me´canisme de ruine la famille
de champs discontinus suivants,
ξ(x) = 0 dans Ω, [[ξ]] = αaeθ + qez sur Σ = {x : r = a, 0 ≤ z ≤ h}, (α, q) ∈ R2
qui consistent donc a` envisager un “de´tachement” de l’armature par rotation et translation axiales.
La normale a` Σ e´tant er, la discontinuite´ est tangentielle et
piVM([[ξ]]⊗s er) =
σc√
3
√
α2a2 + q2, D(ξ) = F`
√
α2a2 + q2, Wext(ξ) = Mα+ Fq.
On en de´duit que, pour (α, q) donne´, les couples (F,M) tels que
Mα+ Fq > F`
√
α2a2 + q2
sont non supportables. Soit ω ∈ [0, 2pi[, prenons α = cosω et q = a sinω. Les (F,M) tels que M cosω+
Fa sinω > F`a sont non supportables. Conside´rons F = k F` sinω et M = kM` cosω. Ce couple est
non supportable si k > 1. Par conse´quent, l’exte´rieur de l’ellipse M2/M2` + F
2/F 2` = 1 est non
supportable. En comparant avec l’approche par l’inte´rieur, on en de´duit que
Qp =
{
(F,M) ∈ R2 : F
2
F 2`
+
M2
M2`
≤ 1
}
.
11. Par contre, si les efforts exte´rieurs contiennent des pre´contraintes volumiques σ0, alors l’expression de la puissance
de ces pre´contraintes dans les de´formations associe´es a` un ξ discontinu doit eˆtre modifie´e pour prendre en compte les
sauts de ξ sur Σ :
Wext(ξ) = · · ·+
∫
Ω\Σ
σ0 : ε dΩ +
∫
Σ
[[ξ]] · σ0 · ndΣ.
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6.3 Contraintes re´siduelles
Apre`s qu’une structure ait plastifie´ sous l’effet d’un chargement au dela` de la charge limite e´lastique,
si on la de´charge en ramenant a` 0 tous les efforts exte´rieurs et donc en particulier f et T 12 il reste
en ge´ne´ral des contraintes dans la structure. Ces contraintes s’appellent contraintes re´siduelles. Leur
existence est due a` l’incompatibilite´ des de´formations plastiques. Il s’ave`re que l’on peut tirer be´ne´fice
de cette proprie´te´ pour “prote´ger” les structures d’agression exte´rieure en cre´ant des contraintes de
compression a` la surface qui freinent, voire empeˆchent, la cre´ation et la propagation de fissures.
6.3.1 Contraintes re´siduelles et incompatibilite´ des de´formations plastiques
Supposons que la structure ait e´te´ libe´re´e de tout effort exte´rieur et qu’a` la fin de cette de´charge
le champ de de´formation plastique soit εp 13. L’e´tat final (ξ
r
, σ
r
) des de´placements et des contraintes
a` la fin de la de´charge est donc donne´ par le proble`me d’e´lasticite´ suivant dans lequel les de´formations
plastiques εp jouent le roˆle de pre´de´formations :
div σ
r
= 0, σ
r
= C : (ε
r
− εp), 2ε
r
= ∇ξ
r
+ (∇ξ
r
)T dans Ω, σ
r
· n = 0 sur ∂Ω. (6.20)
Notons que l’on suppose ici que les forces volumiques et les forces surfaciques sont ramene´es a` 0. Ceci
peut eˆtre difficile voire impossible a` re´aliser en pratique, en particulier en ce qui concerne les forces
volumiques. (On ne peut pas en ge´ne´ral s’affranchir de la pesanteur.) Cela peut aussi ne´cessiter de
changer de type de controˆle des conditions aux limites. Ainsi si on controˆle les de´placements sur la
partie du bord ∂DΩ durant la monte´e en charge jusqu’a` amener les de´placements a` ξ
d, il ne faut pas
en ge´ne´ral ramener les de´placements a` 0 sur ∂DΩ pour ne plus avoir d’efforts exte´rieurs. On peut
e´videmment affaiblir cette notion de de´charge et supposer simplement que seules certaines donne´es de
chargement sont remises a` 0. Pour simplifier la pre´sentation, nous nous en tiendrons a` cette version
“forte” de la de´charge dans ce paragraphe. Nous en verrons une affaiblie dans le cas de la torsion.
Distinguons deux cas, suivant que les de´formations plastiques finales sont compatibles ou non 14
1. Cas ou` εp est compatible. Dans ce cas, il existe un champ de de´placements ξ tel que 2εp =
∇ξ+∇ξT . En reportant dans (6.20) on voit que ξ
r
(x) = ξ(x)+a+ω∧x et σ
r
= 0 sont solutions
(avec a et ω arbitraires dans R3). (Et on sait que ce sont les seules solutions.) Autrement dit,
il n’y a pas de contraintes re´siduelles.
2. Cas ou` εp n’est pas compatible. Dans ce cas, il y a ne´cessairement des contraintes re´siduelles, i.e.
σ
r
6= 0. En effet, si σ
r
= 0, alors εp = ε
r
et donc εp est compatible, ce qui est une contradiction.
12. Cette notion de de´charge comple`te et de libe´ration des efforts exte´rieurs demande a` eˆtre de´finie pre´cise´ment. C’est
discute´ un peu plus loin dans cette section.
13. Il est tout a` fait possible, et meˆme fre´quent, que les de´formations plastiques e´voluent durant la phase de de´charge.
Dans ce cas, c’est le champ de de´formation plastique final qui compte (et pas celui a` la fin de la monte´e en charge) pour
calculer les contraintes re´siduelles.
14. Rappelons qu’un champ de tenseurs syme´triques ε est dit compatible (sous-entendu avec un champ de vecteurs)
s’il existe un champ de vecteurs ξ tel que 2ε = ∇ξ + ∇ξT . L’utilisation de cette de´finition en Me´canique des Milieux
Continus se justifie pour savoir si le champ de tenseurs conside´re´ est un champ de de´formations dans la mesure ou` l’on
s’est place´ dans le cadre des petites perturbations et ou` l’on line´arise la relation de´formation-de´placement.
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Conclusion : Il existe des contraintes re´siduelles apre`s de´charge si et seulement si les de´formations
plastiques a` la fin de la de´charge sont incompatibles.
6.3.2 L’exemple de la torsion
Reconside´rons le proble`me de torsion d’un arbre cylindrique plein parfaitement plastique. Apre`s
une monte´e en charge qui ame`ne l’angle de rotation a` la valeur α∗ > αe, le couple de torsion valant alors
M∗, on proce`de a` une de´charge en diminuant l’angle de torsion jusqu’a` une valeur αr telle que le couple
de torsion soit nul. Durant cette de´charge, la base S0 reste fixe´e et les de´placements du sommet SL
restent de la forme αreθ. Ce controˆle des de´placements tangentiels s’accompagne de cisaillements σzθ
qui ne sont ge´ne´ralement pas nuls. On est donc dans la situation d’une annulation partielle des efforts
exte´rieurs, seule l’inte´grale
∫
S rσzθdS est nulle. Annuler les cisaillements sur S0 et SL ferait perdre
l’invariance par translation dans la direction z et rendrait le proble`me tridimensionnel. Limitons-nous
a` calculer les contraintes re´siduelles a` la fin de cette remise a` 0 du couple de torsion.
A` la fin de la monte´e en charge, l’arbre est plastifie´ dans la couronne cylindrique Re(α∗) < r < R
et le champ de de´formation plastique vaut alors
εp∗(r) = γ
p
∗(r)(eθ ⊗ ez + ez ⊗ eθ), γp∗(r) =
(
α∗r
2L
− σc
2µ
√
3
)+
ou` le + de´signe la partie positive, i.e. a+ = max{a, 0}. Commenc¸ons par ve´rifier que ce champ est
incompatible, i.e. qu’il n’existe pas de champ de de´placement admissible ξ dont εp∗ serait le champ de
de´formation associe´. On peut se servir de la de´monstration du re´sultat d’unicite´ 15 (Proprie´te´ 6.1.3)
ou` on a montre´ que si un tel champ existe, il est ne´cessairement e´gal a` α∗rz/H eθ. Or le champ de
de´formation correspondant est manifestement diffe´rent de εp∗. Donc ces de´formations plastiques sont
incompatibles.
Montrons maintenant que la de´charge est e´lastique, i.e. que les de´formations plastiques n’e´voluent
pas. On va s’appuyer sur le re´sultat ge´ne´ral d’unicite´ des contraintes et on pourrait montrer comme on
l’a fait pour la phase de chargement qu’il y a e´galement unicite´ des de´placements et des de´formations
plastiques (du fait que le cylindre est plein et qu’il reste donc toujours un noyau e´lastique). Cette
ve´rification est laisse´e a` titre d’exercice. Par conse´quent les de´placements sont donne´s par (6.8) a`
tout instant et les seules composantes non nulles des de´formations, des de´formations plastiques et des
contraintes sont θz et zθ, cf (6.9)–(6.11). Leur e´volution est toujours re´gie par (6.12). Conside´rons un
point mate´riel r. Au de´but de la de´charge, son comportement est e´lastique et on a
τ(r) = 2µ
(αr
2L
− γp∗
)
= τ∗(r) + µ(α− α∗) r
L
,
τ(r) diminuant avec α. Ce point plastifiera lorsque τ(r) = −σc/
√
3 et donc lorsque α = αd(r),
αd(r) =
{
α∗ − 2αeR/r si r > αeR/α∗
−αeR/r si r < αeR/α∗
.
15. On pourrait e´galement raisonner a` partir des e´quations de compatibilite´ et ve´rifier qu’elles ne sont pas satisfaites.
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Figure 6.6 – A` gauche : Re´ponse globale du cylindre sous chargement de torsion suivi d’une de´charge ;
a` droite, cisaillements re´siduels a` la fin de la de´charge.
On voit donc que le cylindre recommencera a` plastifier en r = R quand α = maxr∈[0,R) αd(r) =
α∗− 2αe. A` ce moment-la` le couple de torsion sera e´gal a` M∗− 2Me. Comme 0 < M∗ < M` = 4Me/3,
on a M∗−2Me < 0. Donc le cylindre commencera a` re-plastifier quand le couple de torsion sera ne´gatif.
Comme on arreˆte la de´charge quand le couple s’annule, toute la phase de de´charge est e´lastique.
Calculons la valeur αr de l’angle de torsion a` la fin de la de´charge. Comme le couple de torsion est
nul, on a 0 =
∫
S rτr(r)dS = M∗ −Me(α∗ − αr)/αe, cf Figure 6.6. D’ou`
αr = α∗ − M∗
Me
αe.
Finalement, a` la fin de la de´charge, les cisaillements re´siduels valent
τr(r) =
σc√
3
(
min
{
1,
rα∗
Rαe
}
− M∗r
MeR
)
.
On notera qu’ils ont change´ de signe durant la de´charge pre`s de la surface late´rale, cf Figure 6.6.
6.4 Re´solution nume´rique du proble`me d’e´volution
6.4.1 Le proble`me incre´mental en temps
Il est e´videmment impossible en ge´ne´ral de re´soudre exactement le proble`me d’e´volution e´lasto-
plastique. Il faut avoir recours a` des me´thodes d’approximation. Les me´thodes d’approximation nume´riques
usuelles se basent sur une discre´tisation du proble`me. Comme le proble`me d’e´lasto-plasticite´ est un
proble`me d’e´volution, cette discre´tisation porte a` la fois sur le temps et sur l’espace. Nous allons intro-
duire ici la discre´tisation en temps, la discre´tisation en espace est pre´sente´e dans des cours spe´cialise´s
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comme le Cours d’Ele´ments Finis. L’intervalle de temps [0, T ) est divise´ en sous-intervalles [ti−1, ti),
1 ≤ i ≤ N avec
0 = t0 < t1 < · · · < ti−1 < ti < · · · < tN−1 < tN = T.
On note (ξ
i
, ε
i
, εp
i
, σ
i
) l’e´tat de la structure a` l’instant ti. Pour le de´terminer, on proce`de par induction :
connaissant l’e´tat initial et la se´quence discre´tise´e de chargements on calcule l’e´tat a` l’instant ti a` partir
de l’e´tat a` l’instant ti−1 et du chargement a` l’instant ti. Ce proble`me est appele´ proble`me incre´mental
en temps. Il consiste en la version discre´tise´e des diffe´rentes e´quations du proble`me d’e´volution.
L’e´quilibre a` l’instant ti :
div σ
i
+ f
i
= 0 dans Ω (6.21)
La relation contrainte-de´formation a` l’instant ti :
σ
i
= C : (ε
i
− εp
i
) dans Ω (6.22)
La relation de´formation-de´placement a` l’instant ti :
2ε
i
= ∇ξ
i
+∇ξT
i
dans Ω (6.23)
La loi standard de plasticite´ parfaite a` l’instant ti :
σ
i
∈ S, (σ
i
− σ∗) : (εp
i
− εp
i−1
) ≥ 0 ∀σ∗ ∈ S dans Ω (6.24)
Les conditions aux limites a` l’instant ti :{
ξ
i
= ξd
i
, sur ∂DΩ
σ
i
· n = T i, sur ∂NΩ
(6.25)
Les donne´es f
i
, ξd
i
et T i correspondent aux forces volumiques, de´placements impose´s et forces surfa-
ciques impose´es a` l’instant ti. On voit que la loi d’e´coulement discre´tise´e (6.24) consiste simplement
a` e´crire l’ine´galite´ de Hill en remplac¸ant la vitesse de de´formation plastique ε˙p par l’incre´ment de
de´formation plastique εp
i
− εp
i−1, l’incre´ment de temps ti− ti−1 disparaissant par homoge´ne´ite´. C’est la
pre´sence de εp
i−1 dans (6.24) qui couple les diffe´rents instants et ne´cessite de proce´der par induction.
6.4.2 Interpre´tation e´nerge´tique dans le cas standard
La fonction d’appui piS du domaine de re´versibilite´ S est par de´finition
piS(e) = sup
σ∗∈S
σ∗ : e.
Comme la puissance volumique dissipe´e est e´gale a` σ : ε˙p, on a en vertu du principe du travail plastique
maximal de Hill
σ : ε˙p = piS(ε˙
p).
En effet, on tire du principe de Hill que σ : ε˙p ≥ σ∗ : ε˙p pour tout σ∗ ∈ S. Par conse´quent, on a
σ : ε˙p ≥ supσ∗∈S σ∗ : ε˙p = piS(ε˙p). Mais comme σ ∈ S, on a aussi, par de´finition de piS, piS(ε˙p) ≥ σ : ε˙p.
D’ou` l’e´galite´.
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L’e´nergie volumique dissipe´e durant l’intervalle de temps (ti−1, ti) est approche´e par piS(εpi − εpi−1)
apre`s discre´tisation en temps. Si l’on note Di l’e´nergie dissipe´e dans toute la structure entre l’instant
0 et l’instant ti, on a
Di = Di−1 +
∫
Ω
piS(ε
p
i
− εp
i−1)dΩ.
L’e´nergie potentielle de la structure a` l’instant ti est donne´e par
Pi =
∫
Ω
1
2 (εi − εpi ) : C : (εi − εpi )dΩ−W iext(ξi)
avec
W iext(ξ) =
∫
Ω
f
i
· ξdΩ +
∫
∂NΩ
T i · ξdS.
Si on de´finit l’e´nergie totale Ei de la structure a` l’instant ti comme la somme de son e´nergie potentielle
a` cet instant et de l’e´nergie dissipe´e jusqu’a` cet instant, on a Ei = Pi +Di.
Soit Ci = {ξ : ξ = ξdi sur ∂DΩ} l’ensemble des de´placements admissibles a` l’instant ti dont
l’espace vectoriel associe´ est C0 = {ξ : ξ = 0 sur ∂DΩ} (il ne de´pend pas de i du fait des hypothe`ses
simplificatrices faites sur le chargement). Conside´rons un couple (ξ, εp) 16 avec ξ ∈ Ci et εp un champ
de de´formation plastique virtuel 17. L’e´nergie totale qu’aurait la structure a` l’instant ti si elle e´tait
dans cet e´tat serait
Ei(ξ, εp) =
∫
Ω
(
1
2 (ε− εp) : C : (ε− εp) + piS(εp − εpi−1)
)
dΩ−W iext(ξ) +Di−1.
On a alors le remarquable re´sultat suivant
Minimisation de l’e´nergie totale. Au pas de temps i, s’il existe un e´tat (ξ
i
, εp
i
) ve´rifiant l’en-
semble des conditions du proble`me incre´mental, alors cet e´tat minimise l’ e´nergie totale de la struc-
ture parmi tous les e´tats admissibles.
Preuve. Il s’agit de montrer que si (ξ
i
, εp
i
) satisfait (6.21)–(6.25) alors
Ei(ξi, εpi ) ≤ Ei(ξ, εp), ∀ξ ∈ Ci, ∀εp. (6.26)
Pour cela calculons Ei(ξ, εp)−Ei(ξi, εpi ) en utilisant les diffe´rentes conditions satisfaites par (ξi, εpi ). En
16. Il suffit de connaˆıtre ξ et εp pour en de´duire ε et σ. Donc l’e´tat de la structure est bien caracte´rise´ par (ξ, εp).
17. Le champ de de´formation plastique virtuel εp n’a aucune condition d’admissibilite´ a` remplir si ce n’est que l’on
doit pouvoir de´finir l’e´nergie totale de la structure.
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posant σ = C(ε− εp), ε e´tant les de´formations associe´es a` ξ, on obtient
Ei(ξ, εp)− Ei(ξi, εpi ) =
∫
Ω
(
1
2 (ε− εp) : C : (ε− εp)− 12 (εi − εpi ) : C : (εi − εpi )
)
dΩ
+
∫
Ω
(
piS(ε
p − εp
i−1)− piS(εpi − εpi−1)
)
dΩ−W iext(ξ − ξi)
=
∫
Ω
1
2 (σ − σi) : S : (σ − σi)dΩ
+
∫
Ω
σ
i
: (ε− ε
i
)dΩ−W iext(ξ − ξi)
+
∫
Ω
(
piS(ε
p − εp
i−1)− σi : (εp − εpi−1)
)
dΩ
−
∫
Ω
(
piS(ε
p
i
− εp
i−1)− σi : (εpi − εpi−1)
)
dΩ
Analysons les diffe´rents termes du membre de droite dans la dernie`re e´galite´ ci-dessus.
— En vertu de la positivite´ du tenseur des souplesses S, le premier terme est positif ;
— Comme σ
i
est statiquement admissible, on peut utiliser la formulation variationnelle de l’e´quilibre.
Comme ξ − ξ
i
∈ C0, on a ∫
Ω
σ
i
: (ε− ε
i
)dΩ = W iext(ξ − ξi);
— En vertu de (6.24), on a piS(ε
p
i
− εp
i−1) = σi : (ε
p
i
− εp
i−1) ;
— Comme σ
i
∈ S, on a aussi, par de´finition de piS,
piS(ε
p − εp
i−1) ≥ σi : (εp − εpi−1).
En reportant, on obtient l’ine´galite´ (6.26) cherche´e. 
Cette proprie´te´ appelle quelques commentaires :
1. Ce re´sultat ge´ne´ralise le the´ore`me de l’e´nergie potentielle e´tabli en e´lasticite´ line´aire ;
2. Il s’appuie de fac¸on essentielle sur le caracte`re standard de la loi d’e´volution ;
3. Ce n’est plus l’e´nergie potentielle qui intervient, mais l’e´nergie totale ;
4. Le proble`me incre´mental est donc une suite de proble`mes de minimisation d’e´nergie ;
5. Il n’existe pas de solution si le chargement n’est pas supportable.
6. On peut de´montrer la re´ciproque, i.e. que tout e´tat admissible au pas de temps i qui minimise
l’e´nergie totale de la structure satisfait aussi toutes les conditions du proble`me incre´mental au
pas i. Toutefois, cette de´monstration exige d’introduire quelques techniques supple´mentaires
de Calcul des Variations. Nous ne la ferons donc pas.
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6.4.3 Algorithme de re´solution
La proprie´te´ e´nerge´tique de la solution du proble`me incre´mental fournit de fac¸on naturelle une
me´thode de re´solution nume´rique. L’e´tat au pas i est celui qui minimise l’e´nergie totale de la structure.
Toutefois ce proble`me de minimisation a` deux champs (ξ, εp) est non line´aire et ne peut se re´soudre
que graˆce a` un processus ite´ratif. Un algorithme naturel consiste a` minimiser alternativement par
rapport a` ξ, a` εp fixe´, puis par rapport a` εp, a` ξ fixe´, et d’ite´rer jusqu’a` convergence. Pre´cise´ment, cet
algorithme dit de minimisation alterne´e consiste en les e´tapes suivantes ou` le pas de temps i est fixe´,
εp
i−1 est connu et ou` on construit la suite d’e´tats (ξ
(n)
i
, εp
i
(n))
∣∣∣
n∈N
devant converger vers (ξ
i
, εp
i
) :
1. On initialise la suite en prenant, par exemple, εp
i
(0) = εp
i−1 ;
2. Connaissant εp
i
(n), on calcule ξ(n)
i
en minimisant Ei
(
ξ, εp
i
(n)
)
par rapport a` ξ dans Ci ;
3. Connaissant ξ(n)
i
, on calcule εp
i
(n+1) en minimisant Ei
(
ξ(n)
i
, εp
)
par rapport a` εp.
Regardons de fac¸on plus de´taille´e chaque e´tape.
Min en ξ. L’e´tape de minimisation par rapport a` ξ, a` εp fixe´ est un proble`me d’e´lasticite´ line´aire
ou` εp
i
(n) joue le roˆle de pre´de´formation. Il admet une solution unique (a` un de´placement rigide pre`s).
Nume´riquement, en utilisant une discre´tisation spatiale du type e´le´ments finis, cela revient a` re´soudre
un syste`me line´aire
K U (n) = F (n)
ou` K est la matrice de rigidite´ (inde´pendante du pas d’ite´ration) et F (n) est le vecteur force qui prend
en compte le chargement a` l’instant ti ainsi que les de´formations plastiques ε
p
i
(n) (il de´pend donc du
pas d’ite´ration). On obtient ainsi le vecteur de´placement U (n), approximation de ξ(n)
i
. En re´sume´, cette
e´tape consiste a` re´soudre un proble`me line´aire mais global en espace.
Min en εp. L’e´tape de minimisation par rapport a` εp, a` ξ fixe´ est un proble`me de minimisation
non line´aire, mais il a l’avantage par rapport au pre´ce´dent d’eˆtre local en espace. En effet, ξ(n)
i
e´tant
fixe´ et εp n’intervenant pas par ses de´rive´es, on peut “localiser” la minimisation en chaque point de
la structure, ce qui revient a` re´soudre le proble`me de minimisation
min
εp
{
1
2 ε
p : C : εp − ε(n)
i
C : εp + piS(ε
p − εp
i−1)
}
.
Pour illustrer ce proble`me local de minimisation, plac¸ons nous dans le cas du mode`le standard de Von
Mises. La fonction d’appui piS est donne´e par
piS(e) =
{√
2
3σc‖e‖ si Tr e = 0
+∞ si Tr e 6= 0
.
Nous n’avons donc qu’a` envisager des εp de trace nulle. Le proble`me local de minimisation devient
alors
min
εp : Tr εp=0
{
µεp : εp +
√
2
3σc‖εp − εpi−1‖ − 2µe(n)i : εp
}
,
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ou` e
(n)
i est le de´viateur de ε
(n)
i et ‖e‖ = √e : e. Notons f(εp) le terme entre accolades qu’il s’agit de
minimiser ; f est une fonction strictement convexe de εp qui est de´rivable partout sauf en εp
i−1. Etant
a` croissance quadratique, le minimum existe et du fait de la stricte convexite´ est unique. On a a priori
deux possibilite´s :
1. Soit le minimum est atteint en εp
i−1 ;
2. Soit le minimum est atteint ailleurs, auquel cas il est atteint en un point εp ou` la de´rive´e de f
s’annule.
Pour trouver dans quelle situation on se trouve, posons σ
(n)∗
i = C : (ε
(n)
i − εpi−1) dont le de´viateur est
s
(n)∗
i = 2µ(e
(n)
i − εpi−1). On montre alors que
1. Si ‖s(n)∗i ‖ ≤
√
2
3σc, alors le minimum est atteint en ε
p
i−1.
2. Si ‖s(n)∗i ‖ >
√
2
3σc, alors le minimum est atteint en un point ou` la de´rive´e de f est nulle.
En effet, posons εp = εp
i−1 + e, il vient
f(εp) = f(εp
i−1) +
√
2
3σc‖e‖ − s(n)∗i : e+ µe : e.
Comme s
(n)∗
i : e ≤ ‖s(n)∗i ‖‖e‖, si ‖s(n)∗i ‖ ≤
√
2
3σc, alors f(ε
p) ≥ f(εp
i−1) + µe : e et donc le minimum
est atteint en εp
i−1.
Par contre, si ‖s(n)∗i ‖ >
√
2
3σc, alors le minimum est atteint ailleurs. En effet, choisissons e =
hs
(n)∗
i /‖s(n)∗i ‖ avec h > 0. On obtient
f(εp) = f(εp
i−1) + h
√
2
3σc − h‖s(n)∗i ‖+ µh2.
Par conse´quent pour h assez petit, on a f(εp) < f(εp
i−1). Le minimum est atteint ailleurs qu’en ε
p
i−1
et donc en un point ou` la de´rive´e de f s’annule. Donc, dans ce cas, on a
2µ
(
e(n)
i
− εp
i
(n+1)
)
=
√
2
3σc
εp
i
(n+1) − εp
i−1
‖εpi (n+1) − εpi−1‖
.
Si l’on pose σ
(n)
i = C : (ε
(n)
i − εpi (n+1)), le membre de gauche repre´sente son de´viateur s
(n)
i . En prenant
sa norme, on voit donc que ‖s(n)i ‖ =
√
2
3σc, autrement dit σ
(n)
i est au seuil de plasticite´. Mais on a
aussi s
(n)
i = s
(n)∗
i − 2µ(εpi (n+1) − εpi−1) et par conse´quent s
(n)
i et s
(n)∗
i sont coline´aires (et de meˆme
sens). D’ou`
s(n)
i
=
√
2
3σc
s
(n)∗
i
‖s(n)∗i ‖
(6.27)
et donc σ
(n)
i est la projection de σ
(n)∗
i sur le convexe S de Von Mises.
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Re´sumons cette e´tape de minimisation de l’e´nergie par rapport a` εp a` ξ fixe´. Pour calculer εp
i
(n+1),
on proce`de comme suit :
1. On calcule s
(n)∗
i = 2µ(e
(n)
i − εpi−1) ;
2. Si ‖s(n)∗i ‖ ≤
√
2
3σc, alors ε
p
i
(n+1) = εp
i−1 ;
3. Si ‖s(n)∗i ‖ >
√
2
3σc, alors ε
p
i
(n+1) = εp
i−1 +
1−
√
2
3σc
‖s(n)∗i ‖
 s(n)∗i
2µ
.
En d’autres termes, c’est un algorithme de type pre´diction e´lastique – correction plastique : 1. On
calcule les contraintes a` partir des de´formations calcule´es a` l’e´tape pre´ce´dente et les de´formations
plastiques du pas de temps i−1 (pre´diction e´lastique) ; 2. Si elles sont dans le domaine e´lastique, on
les garde et on prend pour de´formation plastique celles du pas de temps i−1 (pas de correction) ; 3.
Si elles sont a` l’exte´rieur du domaine e´lastique, on les projette sur le seuil de plasticite´ et on modifie
les de´formations plastiques en conse´quence (correction plastique).
Revenons a` l’algorithme de minimisation alterne´. C’est un algorithme de descente, a` chaque
ite´ration l’e´nergie de la structure de´croˆıt. En effet, on a
Ei(ξ(n)i , εpi
(n)) ≤ Ei(ξ(n−1)i , εpi
(n))
puisque ξ(n−1)
i
est admissible et que ξ(n)
i
minimise Ei(ξ, εpi (n)) par rapport a` ξ. De plus
Ei(ξ(n)i , εpi
(n+1)) ≤ Ei(ξ(n)i , εpi
(n))
puisque εp
i
(n) est admissible et que εp
i
(n+1) minimise Ei(ξ(n)i , εp) par rapport a` εp.
La convergence de l’algorithme est assujettie en particulier au fait que le chargement est suppor-
table par la structure.
6.5 Cas standard avec e´crouissage cine´matique line´aire
Certaines proprie´te´s de´gage´es pre´ce´demment sont spe´cifiques a` la plasticite´ parfaite et disparaissent
lorsque le mate´riau est e´crouissable. C’est en particulier le cas pour tout ce qui concerne les re´sultats
mathe´matiques d’existence, d’unicite´ et de re´gularite´ des solutions. Mais c’est vrai aussi pour le concept
de charge limite qui est attache´ a` celui de bornitude des contraintes : si le mate´riau peut supporter
n’importe quel niveau de contrainte, alors la structure peut supporter n’importe quel niveau de char-
gement. Par contre, d’autres proprie´te´s subsistent. Il en est ainsi pour les concepts de charge limites
e´lastiques, d’e´crouissage structurel et de contraintes re´siduelles. Nous nous proposons ici de l’illustrer
dans le cas particulier de mode`les standards avec e´crouissage cine´matique line´aire.
Ces mode`les sont base´s sur les notions de contrainte interne X et de contrainte effective Y qui
sont de´finies par
X = H : εp, Y = σ −X (6.28)
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ou` H est le tenseur d’e´crouissage (tenseur du quatrie`me ordre suppose´ de´fini positif). La contrainte
effective doit rester dans un convexe fixe S de M3s et l’e´volution de la de´formation plastique est toujours
re´gie par la re`gle de normalite´. Autrement dit, on suppose que l’ine´galite´ de Hill reste vraie, mais a`
condition de l’exprimer en termes de la contrainte effective, i.e.
Y ∈ S, (Y − Y ∗) : ε˙p ≥ 0, ∀Y ∗ ∈ S. (6.29)
6.5.1 Unicite´ de la re´ponse
E´tablissons un re´sultat ge´ne´ral d’unicite´ de l’e´volution pour de tels mate´riaux.
Re´sultat d’unicite´ de l’e´volution. Dans le cas de structures constitue´es de mate´riaux e´lasto-
plastiques standards avec e´crouissage cine´matique line´aire, le proble`me d’e´volution admet au plus une
solution (tant du point de vue des contraintes que des de´placements et des de´formations plastiques).
Il ne s’agit que d’un re´sultat d’unicite´ mais, contrairement au cas de la plasticite´ parfaite, on
pourrait aussi obtenir un re´sultat d’existence : il n’existe plus de charges limites car les contraintes
ne sont pas borne´es. Toutefois la preuve de l’existence ne´cessite des outils mathe´matiques qui sortent
du cadre de ce cours. Ici aussi, le caracte`re standard joue un roˆle essentiel dans la de´monstration
d’unicite´.
Preuve. Envisageons deux solutions (ξ, εp, σ) et (ξ∗, εp∗, σ∗) du proble`me d’e´volution pre´sente´ dans
la Section 6.1.1 en remplac¸ant la loi d’e´coulement (6.5) par (6.29). Le de´but de la de´monstration est
le meˆme que celui utilise´ pour montrer l’unicite´ des contraintes dans le cas parfaitement plastique. On
arrive ainsi a`
0 =
∫
Ω
(σ − σ∗) : S : (σ˙ − σ˙∗)dΩ +
∫
Ω
(σ − σ∗) : (ε˙p − ε˙p∗)dΩ. (6.30)
Graˆce a` la nouvelle ine´galite´ de Hill (6.29), on a a` la fois∫
Ω
(Y − Y ∗) : ε˙pdΩ ≥ 0,
∫
Ω
(Y ∗ − Y ) : ε˙p∗dΩ ≥ 0.
En additionnant ces deux ine´galite´s on obtient∫
Ω
(σ − σ∗) : (ε˙p − ε˙p∗)dΩ ≥
∫
Ω
(εp − εp∗) : H : (ε˙p − ε˙p∗)dΩ.
En reportant dans (6.30), il vient
0 ≥
∫
Ω
(
(σ − σ∗) : S : (σ˙ − σ˙∗) + (εp − εp∗) : H : (ε˙p − ε˙p∗)
)
dΩ
On reconnait dans le second membre une de´rive´e par rapport au temps, i.e.
0 ≥ d
dt
∫
Ω
(
1
2
(σ − σ∗) : S : (σ − σ∗) + 1
2
(εp − εp∗) : H : (εp − εp∗)
)
dΩ
qui doit eˆtre vraie a` chaque instant. En inte´grant en temps entre 0 et t et en tenant compte de la
condition initiale (6.1), on obtient a` l’instant t
0 ≥
∫
Ω
(
1
2
(σ − σ∗) : S : (σ − σ∗) + 1
2
(εp − εp∗) : H : (εp − εp∗)
)
dΩ.
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Mais comme le tenseur de souplesse et le tenseur d’e´crouissage sont de´finis positifs, ce n’est possible
que si σ = σ∗ et εp = εp∗ a` l’instant t. Comme t est arbitraire, on a donc unicite´ des contraintes
et de la de´formation plastique. Du fait de la relation contrainte-de´formation, on a aussi unicite´ des
de´formations, ε = ε∗. Par conse´quent ξ = ξ∗ a` un de´placement rigide pre`s (qui est nul si le bord de la
structure est suffisamment fixe´e). 
Le roˆle de l’e´crouissage apparaˆıt clairement dans la de´monstration. Si H est nul, on perd l’unicite´ des
de´formations plastiques.
6.5.2 L’exemple de la torsion e´lasto-plastique d’un arbre cylindrique
Calculons l’e´volution d’un arbre cylindrique sous torsion pour un tel mate´riau et comparons la avec
celle d’un mate´riau parfaitement plastique pour voir les effets de l’e´crouissage. Comme le mate´riau
est isotrope et la de´formation plastique est incompressible, le tenseur d’e´crouissage est proportionnel
a` l’identite´,
H = HI, H > 0.
Du fait de l’unicite´ de la re´ponse et des syme´tries du proble`me, il est naturel de chercher la solution
sous la forme
ξ = tr
z
L
eθ, σ = τ(r, t)(eθ ⊗ ez + ez ⊗ eθ), εp = γp(r, t)(eθ ⊗ ez + ez ⊗ eθ).
L’e´volution du cisaillement τ et de la de´formation plastique γp est re´gie par
τ = 2µ
(
tr
2L
− γp
)
, |τ −Hγp| ≤ σc√
3
,

γ˙p = 0 si |τ −Hγp| < σc/
√
3
γ˙p ≥ 0 si τ −Hγp = +σc/
√
3
γ˙p ≤ 0 si τ −Hγp = −σc/
√
3
(6.31)
avec la condition initiale γp(r, 0) = 0. A` r fixe´, on reconnaˆıt la` le proble`me d’e´volution du mode`le
ressort-patin-ressort avec H comme raideur du deuxie`me ressort. On peut donc utiliser les re´sultats
du chapitre pre´ce´dent. Le point mate´riel reste e´lastique tant que t ≤ αe(r) (la meˆme valeur que pour le
mode`le sans e´crouissage) et plastifie de`s que t > αe(r). L’e´volution du cisaillement et de la de´formation
plastique est donne´e par
Si tr ≤ σcL
µ
√
3
:

τ =
trµ
L
γp = 0
; Si tr >
σcL
µ
√
3
:

τ =
µH
2µ+H
tr
L
+
2µ
2µ+H
σc√
3
γp =
µ
2µ+H
tr
L
− σc
(2µ+H)
√
3
(6.32)
On notera que le front de la zone plastique est en r = Re(α), comme pour un mate´riau non e´crouissable.
Par contre, le cisaillement augmente line´airement avec t une fois que le seuil de plasticite´ du fait
de l’e´crouissage. En termes de la re´ponse globale couple de torsion-angle de torsion, on obtient (cf
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Figure 6.7)
M =

α
αe
Me si 0 ≤ α ≤ αe
(
4
3
− α
3
e
3α3
+
Hα
2µαe
)
2µ
2µ+H
Me si α > αe
(6.33)
Conclusion : On notera le double effet d’e´crouissage : l’e´crouissage structurel duˆ a` la pe´ne´tration
progressive de la zone plastique a` l’inte´rieur du cylindre et l’e´crouissage mate´riel duˆ au parame`tre
H. Du fait de l’e´crouissage mate´riel, il n’y a plus de charge limite mais un comportement “li-
mite” correspondant a` un comportement e´lastique line´aire avec pour module de cisaillement effectif
µH/(2µ+H). Du fait de l’e´crouissage structurel, la structure tend asymptotiquement vers ce com-
portement limite sans jamais l’atteindre, a` cause de la pre´sence d’un noyau e´lastique.
αe
α
Me
M
Figure 6.7 – Re´ponse globale de l’arbre plein sous torsion dans le cas d’un e´crouissage cine´matique
line´aire.
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Chapitre 7
Les bases de la Rupture Fragile
Dans ce chapitre on introduit les concepts de base de la Me´canique de la Rupture Fragile. Comme
dans ce cadre le comportement des mate´riaux est suppose´ purement e´lastique et que la pointe
des fissures est un point anguleux, on commence par l’e´tude des singularite´ e´lastiques aux points
anguleux. On passe ensuite a` la mode´lisation ge´ome´trique et me´canique des fissures en adoptant le
point de vue macroscopique de Griffith. Les fissures e´tant ide´alise´es ge´ome´triquement comme des
coupures dans le milieu sain, elles deviennent des surfaces de discontinuite´ des de´placements du point
de vue cine´matique. En termes d’interaction entre les le`vres, le point de vue de Griffith consiste
a` ne´gliger les forces de cohe´sion. Toutefois, il peut y avoir des efforts de contact quand la fissure
est ferme´e et la condition de non-interpe´ne´tration introduit une non line´arite´ qui se traduit par
une dissyme´trie de comportement entre traction et compression. On applique ensuite les re´sultats
relatifs aux calculs de singularite´s au cas des fissures en milieu isotrope. Cela fait apparaˆıtre trois
modes singuliers dits modes d’ouverture, de glissement et de de´chirure auxquels sont attache´s trois
coefficients (un par mode) appele´s facteurs d’intensite´ des contraintes qui sont des quantite´s globales.
On donne quelques exemples de valeur des facteurs d’intensite´ des contraintes dans des cas de
ge´ome´trie et de chargement simples. Le chapitre s’ache`ve par l’introduction de la te´nacite´, parame`tre
mate´riau qui est a` la base du crite`re de propagation d’Irwin.
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7.1 Les singularite´s en e´lasticite´
7.1.1 La question des singularite´s
Les e´quations de l’e´lasticite´ sont telles qu’elles peuvent admettre des solutions singulie`res au sens
ou` les contraintes peuvent eˆtre infinies en certains points particuliers de la structure (plus exactement,
les contraintes peuvent eˆtre non borne´es car en ge´ne´ral les points “singuliers” ne font pas partie de
la structure). C’est le cas en certains points anguleux de la frontie`re, en certains points a` l’interface
de plusieurs mate´riaux ou en des points de la frontie`re ou` les conditions aux limites changent. Ce
phe´nome`ne n’est pas spe´cifique a` l’e´lasticite´ line´aire, il est pre´sent aussi en e´lasticite´ non line´aire. On
peut donc conside´rer que c’est une anomalie a` mettre au de´bit de la the´orie de l’e´lasticite´, car les
“mate´riaux re´els” ne supportent pas des contraintes infinies. Notons cependant que la the´orie de la
plasticite´ n’est pas exempte de toute critique de ce point de vue, car les crite`res de Von Mises ou de
Tresca (et de fac¸on ge´ne´rale toutes les lois standards avec incompressibilite´ plastique) tole`rent aussi
les contraintes sphe´riques infinies. Le plus souvent, cette pre´sence de singularite´ est due e´galement
a` une sche´matisation “excessive” de la ge´ome´trie ou du chargement : il suffit d’e´mousser les angles,
d’“e´paissir” les interfaces ou de lisser les changements de conditions aux limites pour que ces singula-
rite´s disparaissent et que les contraintes redeviennent borne´es.
On serait donc tente´ de dire que, d’un point de vue pratique, l’e´tude des singularite´s ne pre´sente
aucun inte´reˆt. De plus, la pre´sence de singularite´s est geˆnante d’un point de vue the´orique, car elle
oblige a` faire un peu attention a` ce que l’on e´crit, certaines formules d’inte´gration par parties ou de
de´rivation ne sont plus valables. Enfin elle est aussi geˆnante sur le plan nume´rique car ces singularite´s
viennent polluer en ge´ne´ral la pre´cision et les re´sultats. Alors pourquoi ne pas s’en de´barrasser ? La
raison, d’apparence paradoxale, pour laquelle on garde et on e´tudie ces singularite´s est que ce concept
the´orique permet d’appre´hender plus facilement la re´alite´. Cette affirmation est a` rapprocher de ce que
l’on fait en me´canique des fluides pour traiter les ondes de choc ou en me´canique des structures pour
rendre compte des phe´nome`nes de flambement. Dans le cas des fluides, les ondes de choc vues comme
des surfaces de discontinuite´s mobiles du champ des vitesses sont des concepts purement the´oriques
puisque leur existence repose sur l’hypothe`se du fluide parfait. L’introduction de la viscosite´ (re´alite´
intangible) dans la mode´lisation rend impossible la pre´sence de discontinuite´s de vitesses. Pourtant,
bien des phe´nome`nes acoustiques se comprennent mieux et se mode´lisent plus facilement a` partir du
mode`le ide´alise´ de fluide parfait que celui plus re´aliste de fluide visqueux. De meˆme, le flambement
d’une poutre sous l’effet d’une compression longitudinale vu comme un phe´nome`ne d’instabilite´ et de
bifurcation de position d’e´quilibre suppose que la poutre est parfaitement rectiligne. L’introduction
d’ine´vitables imperfections ge´ome´triques rompt la syme´trie et fait disparaˆıtre le point de bifurcation.
La poutre fle´chit progressivement sous l’effet de la compression. Pourtant, c’est le mode`le ge´ome´trique
sans imperfection qui permet de mieux appre´hender le phe´nome`ne et d’estimer pour quelles valeurs du
chargement la de´flexion va devenir importante. Le roˆle des singularite´s en e´lasticite´ tient de ces deux
exemples : en simplifiant a` la fois le mode`le de comportement et la ge´ome´trie, on va avoir acce`s plus
facilement a` certaines quantite´s physiques essentielles pour comprendre la propagation des fissures.
7.1.2 La me´thode de recherche des singularite´s
Nous nous plac¸ons dans le cadre de l’e´lasticite´ line´aire isotrope, en petites transformations
et en quasi-statique. Passons en revue quelques exemples de singularite´s en indiquant comment on
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les calcule. Les premiers exemples sont en e´lasticite´ anti-planes, les suivants en e´lasticite´ plane. (Les
singularite´s en 3D s’obtiendront comme une combinaison de celles obtenues en de´formation plane et
de´formation anti-plane.) Dans chaque exemple, on adopte un syste`me de coordonne´es polaires de poˆle
le point singulier et les de´placements se mettent sous la forme
ξ =
N∑
i=1
Ki r
αi U i(θ) + · · · (7.1)
les trois points indiquant des termes plus re´guliers. La partie singulie`re est donc toujours en rα, le
coefficient α repre´sentant la puissance de la singularite´ 1. Les champs de vecteurs U i repre´sentent la
de´pendance angulaire de la singularite´, ils sont en ge´ne´ral normalise´s. Les coefficients αi et les fonctions
angulaires U i(θ) ne de´pendent que des caracte´ristiques locales du mate´riau, de la ge´ome´trie et du
chargement. Le nombre N de fonctions singulie`res est une caracte´ristique locale. Dans tous les cas que
nous rencontrons par la suite, N se limite a` 1 ou 2. Les coefficients Ki sont des grandeurs globales. Ils
de´pendent de l’ensemble de la ge´ome´trie, du comportement et du chargement de la structure e´tudie´e.
Ils restent donc inde´termine´s a` la fin de notre construction des fonctions singulie`res. On les appelle
Facteurs d’Intensite´ des Contraintes.
On de´duit de la loi d’e´lasticite´ que les contraintes se mettent sous la forme
σ =
N∑
i=1
Ki r
αi−1 Si(θ) + · · ·
On voit donc qu’elles sont effectivement singulie`res, i.e. tendent vers l’infini lorsque r tend vers 0,
seulement si αi < 1. D’autre part, pour que les champs ξ et σ soient effectivement les solutions d’un
proble`me d’e´lasticite´ line´aire, il faut que l’e´nergie e´lastique soit finie. Comme la densite´ volumique
d’e´nergie e´lastique vaut 12 σ : ε, au voisinage du point singulier celle associe´e au mode i est en r
2(αi−1).
L’e´le´ment de volume e´tant rdrdθdz, son e´nergie e´lastique est en r2αi−1drdθdz. Pour que l’e´nergie soit
finie, il faut donc que r2αi−1 soit inte´grable au voisinage de 0 et donc que αi > 0. Par conse´quent
La puissance αi de la singularite´ est a` chercher entre 0 et 1.
7.1.3 Exemples de singularite´s en e´lasticite´ anti-plane
Rappelons que l’e´lasticite´ anti-plane correspond a` la situation ou` les de´placements sont de la
forme ξ(x) = ξ3(x1, x2)e3, cf Section 2.2.2. En se plac¸ant en en coordonne´es cylindriques, on a donc
ξ(x) = ξz(r, θ)ez et les contraintes sont alors de la forme
σ(x) = µ
∂ξz
∂r
(r, θ)(er ⊗ ez + ez ⊗ er) +
µ
r
∂ξz
∂θ
(r, θ)(eθ ⊗ ez + ez ⊗ eθ).
1. On fera attention au fait que plus la puissance de la singularite´ est e´leve´e, moins la singularite´ est forte.
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θr
ω
libre
libr
e
Coin avec bords libres
pi
2
< ω ≤ pi
ξz = K r
pi
2ω sin pi2ωθ + · · ·
θ
r
ω
libre
fixe´
Changement de conditions aux limites
pi
2
< ω < 2pi
ξz = K r
pi
2ω sin pi2ωθ + · · ·
r
µ2 µ1
ω
θ
bord libre
Bord libre d’un bi-mate´riau
0 < ω < pi/2, µ1 > µ2
ξz = K r
αUz(θ) + · · ·
tanαω = −µ2
µ1
tanα(pi − ω)
Uz(θ) =
{
cosα(pi − ω) cosαθ, si 0 ≤ θ ≤ ω
cosαω cosα(pi − θ), si ω ≤ θ ≤ pi
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rµ2 µ1
ω
θ
bord fixe
Bord fixe d’un bi-mate´riau
0 < ω < pi/2, µ1 < µ2
ξz = K r
αUz(θ) + · · ·
tanαω = −µ1
µ2
tanα(pi − ω)
Uz(θ) =
{
sinα(pi − ω) sinαθ, si 0 ≤ θ ≤ ω
sinαω sinα(pi − θ), si ω ≤ θ ≤ pi
Etablissons la forme des singularite´s annonce´es en supposant a priori qu’elles sont de la forme
(7.1) 2. Conside´rons le cas d’un coin avec bords libres. Le milieu e´tant homoge`ne, isotrope et les
de´placements e´tant anti-plans, les e´quations d’e´quilibre se re´duisent a`
µ∆ξz + fz = 0.
Les bords θ = ±ω e´tant libres, les conditions aux limites s’e´crivent σθz = 0, i.e.
µ
∂ξz
∂θ
∣∣∣∣
θ=±ω
= 0.
Injectons la forme (7.1) de ξ dans les e´quations d’e´quilibre, le terme le plus singulier de ∆ξz est en
rα−2 avec α < 1. Si l’on suppose que les forces volumiques sont re´gulie`res au voisinage de r = 0, le
terme le plus singulier de ∆ξz doit s’annuler et l’on en de´duit que la (ou les) fonctions angulaires
doivent ve´rifier
α2Uz(θ) + U
′′
z (θ) = 0, ∀θ ∈ (−ω,+ω).
Par conse´quent Uz(θ) = A sin(αθ) + B cos(αθ). Les conditions aux limites exigent que U
′
z(±ω) = 0,
d’ou`
A cos(αω) = B sin(αω) = 0.
On ne peut avoir A = B = 0 car sinon on aurait Uz = 0 et on cherche e´videmment une solution non
triviale. On a donc, soit cos(αω) = 0, soit sin(αω) = 0. Mais comme α doit eˆtre entre 0 et 1 et que
ω ≤ pi, la seule possibilite´ est cos(αω) = 0. D’ou` la puissance de la singularite´
α =
pi
2ω
et pour que α soit infe´rieur a` 1, il faut que ω > pi/2. (Sinon, si ω ≤ pi/2, il n’existe pas de singularite´.)
On en de´duit que B = 0 et A reste arbitraire. On a donc bien la forme de la singularite´ annonce´e
(avec K = A).
2. De´montrer que les singularite´s sont ne´cessairement de la forme (7.1) est un proble`me mathe´matique difficile qui
ne´cessite des notions avance´es d’Analyse Fonctionnelle. L’ouvrage de re´fe´rence reste celui de Grisvard [15].
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Exercice 7.1. Montrer que la forme de la singularite´ reste inchange´e si l’on suppose que les bords ne
sont pas libres mais sont soumis a` des forces surfaciques, Tz = T
±
z (r) en θ = ±ω, dans la mesure ou`
ces forces surfaciques ne sont pas singulie`res.
Le cas d’un changement de conditions aux limites se traite de fac¸on similaire. Indiquons
simplement les points qui diffe`rent. Les e´quations d’e´quilibre fournissent la meˆme forme de Uz. Les
conditions aux limites s’e´crivent maintenant µU ′z(ω) = 0 et Uz(0) = 0. D’ou` B = 0 et A cos(αω) = 0.
A ne devant pas eˆtre nul, il faut donc que cos(αω) = 0. Notons que ω peut varier maintenant entre 0
et 2pi, contrairement au cas pre´ce´dent ou` il e´tait entre 0 et pi. Pour qu’il existe une solution singulie`re,
il faut que ω > pi/2. Si pi/2 < ω ≤ 3pi/2, alors α = pi/2ω et on retrouve les re´sultats du cas pre´ce´dent.
Si 3pi/2 < ω ≤ 2pi, alors il existe deux valeurs possibles pour α : α = pi/2ω ou α = 3pi/2ω. La premie`re
correspond a` une singularite´ plus forte, mais les deux peuvent coexister. En ne retenant que le terme
le plus singulier, on obtient la forme annonce´e.
Conside´rons le cas du bord libre d’un bi-mate´riau. On suppose que le bord est rectiligne et
qu’il est incline´ d’un angle ω par rapport a` l’interface entre les deux mate´riaux suppose´e elle-meˆme
rectiligne 3. On peut toujours supposer que ω est entre 0 et pi/2. On verra que dans le cas ou` ω = pi/2,
i.e. quand l’interface est orthogonal au bord libre, il n’y a pas de singularite´. De meˆme, on verra qu’il
y a une singularite´ uniquement si les deux modules de cisaillement sont diffe´rents et si le mate´riau le
plus raide est du coˆte´ de l’angle aigu, i.e. seulement si µ1 > µ2. En injectant la forme (7.1) de ξ dans les
e´quations d’e´quilibre, e´crites se´pare´ment dans chaque mate´riau, on obtient que U ′′z (θ) + α2Uz(θ) = 0
dans chaque intervalle ouvert (0, ω) et (ω, pi) 4. En inte´grant se´pare´ment, on obtient
Uz(θ) =
{
A1 cosαθ +B1 sinαθ, si 0 < θ < ω
A2 cosαθ +B2 sinαθ, si ω < θ < pi
Les conditions aux limites de bord libre s’e´crivent U ′z(0) = U ′z(ω) = 0 et donnent
B1 = 0, B2 cosαpi = A2 sinαpi.
Il reste a` e´crire la continuite´ des de´placements et du vecteur contrainte a` l’interface. Elles s’e´crivent
[[Uz]](ω) = 0 et [[µU
′
z]](ω) = 0 et donnent
A1 cosαω = A2 cosαω +B2 sinαω
µ1A1 sinαω = µ2A2 sinαω − µ2B2 cosαω.
On obtient ainsi un syste`me line´aire homoge`ne en les trois coefficients A1, A2 et B2. Comme on cherche
une solution non triviale, il faut que le de´terminant soit nul, ce qui nous fournit l’e´quation en α :
tanαω = −µ2
µ1
tanα(pi − ω).
3. Ces hypothe`ses de rectitude du bord et des interfaces ne sont pas vraiment restrictives dans la mesure ou` cette
notion de singularite´ est locale. Tous les re´sultats s’appliquent encore si le bord et l’interface sont des courbes re´gulie`res.
4. On suppose a priori que la puissance α est la meˆme dans les deux mate´riaux. Cela peut se de´duire de la continuite´
des de´placements a` l’interface.
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α
0 1
α =
pi
2pi − 2ω
Figure 7.1 – De´termination graphique de la puissance α de la singularite´ sur le bord libre d’un
bi-mate´riau. En rouge, le graphe de la fonction α 7→ tanαω ; en vert, le graphe de la fonction α 7→
−µ2µ1 tanα(pi − ω) avec son asymptote en α = pi2pi−2ω . Les valeurs nume´riques correspondent au cas ou`
µ1 = 10µ2 et ω = pi/4.
On voit que si ω = pi/2, alors elle se re´duit a` tan(αpi/2) = 0 qui n’a pas de solution entre 0 et
1. Il n’y donc pas de singularite´ dans ce cas. Quand 0 < ω < pi/2, la fonction α 7→ tanαω croˆıt
strictement de 0 a` tanαpi quand α croˆıt de 0 a` 1. La fonction α 7→ −µ2µ1 tanα(pi − ω) est d’abord
ne´gative et de´croissante quand α croˆıt de 0 a` pi2pi−2ω . Puis elle de´croˆıt strictement de +∞ jusqu’a`
µ2 tanαω quand α croˆıt jusqu’a` 1. Par conse´quent, il existe une et une seule solution pour α comprise
entre 0 et 1 pourvu que µ1 > µ2. Cette valeur est en fait comprise entre
pi
2pi−2ω et 1. On peut l’obtenir
graphiquement, cf Figure 7.1. Une fois la puissance de la singularite´ de´termine´e, on obtient la fonction
angulaire Uz a` un coefficient multiplicatif pre`s qui correspond au Facteur d’Intensite´ des Contraintes
et qui est une grandeur globale.
Le cas ou` le bord est fixe est laisse´ a` titre d’exercice. Notons les diffe´rences par rapport au bord
libre. Il y a singularite´ si le mate´riau est plus souple du coˆte´ de l’angle aigu. L’e´quation en α est la
meˆme en permutant µ1 et µ2. La fonction angulaire est diffe´rente pour que les conditions aux limites
soient respecte´es.
Exercice 7.2. Calculer la puissance de la singularite´ et la fonction angulaire au voisinage du bord
fixe d’un bi-mate´riau.
7.1.4 Exemple de singularite´s en e´lasticite´ plane.
Tous les cas traite´s pre´ce´demment dans le cadre anti-plan peuvent se traiter en e´lasticite´ plane
(de´formations planes ou contraintes planes). En dehors du fait que les calculs sont sensiblement plus
lourds, il existe quelques diffe´rences qualitatives qu’il est important de noter. De fac¸on ge´ne´rale,
l’existence d’une singularite´ est plus fre´quente en e´lasticite´ plane. Par exemple, on a vu que dans le
cas d’un bi-mate´riau dont l’interface est perpendiculaire au bord libre, il n’y a pas de singularite´s
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Figure 7.2 – Exemple de points singuliers en e´lasticite´ plane : a` gauche, le point A a` l’angle droit
d’un changement de type de conditions aux limites ; a` droite, les points A et B, a` l’interface de deux
mate´riaux et sur un bord libre ou un bord fixe´. De tels points ne seraient pas singuliers en e´lasticite´
anti-plane.
anti-planes. Par contre, il existe dans ce cas une singularite´ en e´lasticite´ plane. C’est aussi le cas a`
l’angle droit d’un bord encastre´ et d’un bord libre, alors que l’on a vu qu’il n’en existe pas dans le cas
anti-plan (cf le deuxie`me cas ou` α = 1 si ω = pi/2). Dans ces deux cas, cf Figure 7.2, le coefficient de
Poisson joue un roˆle important et, en ge´ne´ral, la puissance de la singularite´ en de´pend.
Compte tenu de la lourdeur des calculs, nous nous contenterons de traiter le cas d’une entaille
avec bords libres, Figure 7.3. Il suffit pour montrer des diffe´rences avec l’e´lasticite´ anti-plane et il a
en outre l’avantage de nous pre´parer a` l’e´tude des singularite´s en pointe de fissure puisque ce sera le
cas particulier ou` ω = pi. Nous nous plac¸ons en de´formations planes, les de´placements sont de la forme
θ
r
ω
libre
libr
e
Figure 7.3 – Entaille d’angle 2pi − 2ω a` bords libres.
ξ(x) = ξr(r, θ)er + ξθ(r, θ)eθ en coordonne´es cylindriques. Le calcul des singularite´s est plus simple en
passant par les fonctions d’Airy et les e´quations de compatibilite´. Comme on ne s’inte´resse qu’a` la
partie singulie`re des contraintes, on peut ne´gliger les forces volumiques et les e´quations d’e´quilibre se
re´duisent a`
∂σ11
∂x1
+
∂σ12
∂x2
= 0,
∂σ21
∂x1
+
∂σ22
∂x2
= 0.
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Elles sont automatiquement satisfaites au voisinage du coin si l’on introduit la fonction d’Airy Ψ :
σ11 =
∂2Ψ
∂x22
, σ22 =
∂2Ψ
∂x21
, σ12 = − ∂
2Ψ
∂x1∂x2
ce qui se traduit en coordonne´es cylindriques par
σrr =
1
r2
∂2Ψ
∂θ2
+
1
r
∂Ψ
∂r
, σrθ = σθr = − ∂
∂r
(
1
r
∂Ψ
∂θ
)
, σθθ =
∂2Ψ
∂r2
(7.2)
Comme ε33 = 0, les relations de´formations–contraintes donnent σ33 = ν∆Ψ et
Eε11 = (1− ν2)Ψ,22 − ν(1 + ν)Ψ,11,
Eε22 = (1− ν2)Ψ,11 − ν(1 + ν)Ψ,22,
Eε12 = −(1 + ν)Ψ,12.
En reportant dans l’e´quation de compatibilite´ ε11,22 + ε22,11 = 2ε12,12, on obtient que Ψ doit eˆtre
bi-harmonique : ∆2Ψ = 0 . Le vecteur contrainte est nul sur les bords libres du coin, d’ou`
∂2Ψ
∂r2
∣∣∣∣
θ=±ω
= 0,
∂
∂r
(
1
r
∂Ψ
∂θ
)∣∣∣∣
θ=±ω
= 0.
Comme on cherche des contraintes singulie`res en rα−1, la fonction d’Airy doit eˆtre en rα+1 et on la
cherche donc sous la forme
Ψ(r, θ) =
N∑
i=1
Ki r
α+1F i(θ) + · · · .
Pour qu’elle soit bi-harmonique, il faut que chaque fonction angulaire F ve´rifie
F (4)(θ) + ((1 + α)2 + (1− α)2)F ′′(θ) + (1 + α)2(1− α)2F (θ) = 0, ∀θ ∈ (−ω,+ω).
La solution ge´ne´rale est
F (θ) = A cos(1 + α)θ +B sin(1 + α)θ + C cos(1− α)θ +D sin(1− α)θ
ou` A, B, C et D sont quatre re´els arbitraires. Les conditions aux limites de bord libre s’e´crivant
F (±ω) = F ′(±ω) = 0 donnent les deux syste`mes line´aires homoge`nes suivants en A et C d’une part,
et, B et D d’autre part :(
cos(1 + α)ω cos(1− α)ω
(1 + α) sin(1 + α)ω (1− α) sin(1− α)ω
)(
A
C
)
=
(
0
0
)
,
(
sin(1 + α)ω sin(1− α)ω
(1 + α) cos(1 + α)ω (1− α) cos(1− α)ω
)(
B
D
)
=
(
0
0
)
Pour que la solution soit non triviale, il faut donc qu’au moins un des deux de´terminants soit nul ce
qui fournit l’e´quation de la puissance de la singularite´
sin(2αω) + α sin(2ω) = 0 ou sin(2αω)− α sin(2ω) = 0 .
161
La re´solution peut se faire graphiquement en e´tudiant les variations de la fonction g : α 7→ sin 2αω/α
et en cherchant si elle peut prendre les valeurs ± sin 2ω entre 0 et 1. On peut distinguer diffe´rents
cas suivant l’angle de l’entaille, cf Figure 7.3. Intervient dans les raisonnements la valeur particulie`re
ω∗ ≈ 2.2467 telle que tg 2ω∗ = 2ω∗.
1. Angle sortant : 0 < ω < pi/2. La fonction g est strictement de´croissante de 2ω a` sin 2ω > 0 et
il n’existe donc aucune solution. Les “entailles” a` angle sortant ne sont pas singulie`res.
2. Angle plat : ω = pi/2. Dans ce cas sin 2ω = − sin 2ω = 0. La fonction g est strictement
de´croissante de 2ω a` 0 et il n’existe donc aucune solution. Les “entailles” a` angle plat ne sont
pas singulie`res. Mais c’est un cas limite.
3. Angle “ouvert” : pi/2 < ω < ω∗. Dans ce cas − sin 2ω > 0 > sin 2ω. La fonction g est strictement
de´croissante de 2ω a` sin 2ω < 0. Il existe donc une et une seule solution. Les “entailles” a` angle
ouvert sont singulie`res.
4. Angle “critique” : ω = ω∗. La fonction g est toujours strictement de´croissante de 2ω a` sin 2ω <
0, mais sa de´rive´e en α = 1 est nulle. Il existe une et une seule solution, mais c’est un cas limite.
5. Angle “ferme´” : ω∗ < ω < pi. La fonction g est d’abord de´croissante puis croissante. Son
graphe coupe une fois les deux droites ± sin 2ω. Il existe donc deux solutions. Toutefois, elles
sont diffe´rentes et la plus forte singularite´ (i.e. la puissance la plus faible) correspond a` la
solution de g(α) = − sin 2ω.
6. Fissure : ω = pi. Dans ce cas sin 2ω = − sin 2ω = 0. La fonction passe par 0 en α = 1/2 . C’est
une racine double.
Excluons le cas ω = pi que nous e´tudierons dans la prochaine section. Quand elle existe, la singularite´ la
plus forte α1 est donne´e par l’e´quation sin 2α1ω = −α1 sin 2ω . La singularite´ est simple, les coefficients
B et D sont nuls, alors que les coefficients A et C sont lie´s par la relation
A(1 + α1) sin(1 + α1)ω + C(1− α1) sin(1− α1)ω = 0.
La fonction angulaire F 1 est paire et peut s’e´crire (a` un facteur multiplicatif pre`s que l’on fixe par
normalisation)
F 1(θ) ∼ (1− α1) sin(1− α1)ω cos(1 + α1)θ − (1 + α1) sin(1 + α1)ω cos(1− α1)θ.
Quand elle existe, la singularite´ la plus faible α2 est donne´e par l’e´quation sin 2α2ω = α2 sin 2ω . La
singularite´ est simple, les coefficients A et C sont nuls, alors que les coefficients B et D sont lie´s par
la relation
B sin(1 + α2)ω +D sin(1− α2)ω = 0.
La fonction angulaire F 2 est impaire et peut s’e´crire
F 2(θ) ∼ sin(1− α2)ω sin(1 + α2)θ − sin(1 + α2)ω sin(1− α2)θ.
162
Figure 7.4 – De´termination graphique de la puissance de la singularite´ pour diffe´rentes valeurs de
l’angle d’entaille. En rouge : le graphe de α 7→ sin 2αω/α ; en vert clair : sin 2ω ; en vert fonce´ : − sin 2ω.
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Figure 7.5 – Variation de la puissance des singularite´s avec l’angle de l’entaille. En rouge e´pais, la
singularite´ la plus forte qui existe quand ω > pi/2 ; en rouge mince, la singularite´ la plus faible qui
existe quand ω > ω∗.
7.2 Le cadre d’hypothe`ses de la rupture fragile
7.2.1 La description ge´ome´trique des fissures
On se place au niveau macroscopique et on ide´alise les fissures comme des “coupures” dans le milieu.
La conse´quence directe est que ces coupures sont des surfaces de discontinuite´ des de´placements 5.
Pre´cisons cette notion de surface de discontinuite´ en commenc¸ant par un exemple. Plac¸ons-nous en
2D et conside´rons les deux cas suivants, cf Figure 7.6 :
1. La configuration de re´fe´rence Ω est le disque D de centre (0, 0) et de rayon R, i.e. Ω = D =
{(x, y) : x2 + y2 < R2}.
2. La configuration de re´fe´rence Ω est le disque D prive´ du segment Γ = (−R, 0)×{0}, i.e. Ω = D\Γ.
Cet exemple a un caracte`re ge´ne´rique. Le disque D repre´sente le milieu “sain” et Γ la fissure. Dans le
premier cas, si l’on suppose que le comportement du mate´riau constitutif du disque est e´lastique, le
champ des de´placements a` l’e´quilibre sous l’effet, par exemple, d’une traction radiale uniforme sur le
bord est simplement de la forme ξ(x) = kx. Il est re´gulier dans D. De fac¸on ge´ne´rale, quel que soit
le chargement envisage´, il faut que les de´placements soient re´guliers pour que l’e´nergie e´lastique reste
finie. Ils sont ne´cessairement continus 6 a` travers toute courbe trace´e dans D.
Dans le deuxie`me cas, l’ouvert est le disque prive´ d’un segment. Envisageons par exemple le champ
de de´placements suivant
ξ(x) = −2k√r sin θ
2
eθ
5. En 3D les fissures sont effectivement des surfaces alors qu’en 2D ce sont des courbes ou` les de´placements peuvent
eˆtre discontinus.
6. De fac¸on pre´cise, pour que l’e´nergie soit finie il faut que les de´placements soient dans l’espace de Sobolev H1(Ω)
et par conse´quent qu’il y ait continuite´ des traces sur toute surface incluse dans Ω.
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Figure 7.6 – Le disque “non fissure´” D et le disque “fissure´” D\Γ dans leur configuration de re´fe´rence
et leur configuration de´forme´e. On voit qu’en ge´ne´ral les de´placements sont discontinus sur la fissure,
prenant des valeurs distinctes sur chacune des le`vres.
ou` (r, θ) de´signent les coordonne´es polaires du point x et k est un re´el positif donne´. Les de´formations
associe´es sont
ε = − k√
r
cos
θ
2
eθ ⊗ eθ +
k
2
√
r
sin
θ
2
(er ⊗ eθ + eθ ⊗ er).
Elles sont parfaitement de´finies dans l’ouvert D \ Γ meˆme si elles tendent vers l’infini lorsque r tend
vers 0. Malgre´ cette singularite´ en 0, il est facile de ve´rifier, en calculant
∫
D\Γ
1
2 ε : C : ε dΩ, que
l’e´nergie e´lastique est finie. On peut noter que les de´placements sont discontinus a` travers Γ. En effet
[[ξ]](x) = lim
y↓0
ξ(x, y)− lim
y↑0
ξ(x, y) = 4k
√
|x|e2.
Ce champ de de´placement est cine´matiquement admissible dans le cas du disque prive´ du segment.
Par contre dans le cas du disque entier, il ne l’est pas. En effet, du fait de sa discontinuite´ sur le
segment Γ qui est inte´rieur a` D et donc a` Ω, les de´formations sont des mesures de Dirac sur Γ. Elles
ne sont donc pas de carre´ inte´grables et l’e´nergie e´lastique n’est pas finie.
Revenons au cas ge´ne´ral. Dans un milieu continu de dimension n on veut de´crire les fissures comme
des objets ge´ome´triques de dimension n−1 qui peuvent se trouver a` l’inte´rieur ou sur le bord du milieu.
(Il est ne´cessaire d’e´tendre ces notions a` la frontie`re du domaine, car il est tre`s fre´quent de voir des
fissures se de´velopper sur les parties du bord ou` les de´placements sont bloque´s provoquant la se´paration
progressive ou brutale de l’objet de son support.) Dans le milieu sain, les de´placements ne sont pas
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autorise´s a` eˆtre discontinus, par contre dans le milieu fissure´ ils sont autorise´s a` eˆtre discontinus a`
travers la fissure. Plus pre´cise´ment, conside´rons un point ge´ome´trique x sur la fissure.
x
n
Γ
+
−
Figure 7.7 – Orientation locale de la fissure
Si l’on suppose que la fissure est une surface re´gulie`re au voisinage du point x de fac¸on a` pouvoir y
de´finir un plan tangent, on peut se servir de la normale n au plan tangent pour de´finir localement les
faces + et − de la fissure 7. Un champ de de´placement ξ admet une trace ξ+ en x lorsqu’on approche x
en venant du coˆte´ + et une trace ξ− en x lorsqu’on approche x en venant du coˆte´ −. A priori ces deux
traces sont diffe´rentes, ce que l’on traduit en disant que ξ est discontinu en x. Le saut de de´placement
[[ξ]] est par de´finition donne´ par
[[ξ]](x) = ξ+(x)− ξ−(x), x ∈ Γ.
Comme nous l’avons de´ja` signale´, les fissures peuvent se de´velopper sur la frontie`re du domaine Ω.
Dans ce cas, il faut conside´rer que tout champ de de´placement cine´matiquement admissible ξ admet
une limite inte´rieure ξ− et une limite exte´rieure ξ+ de part et d’autre du bord fissure´ en orientant
cette fissure de bord a` l’aide de la normale exte´rieure n au domaine.
7.2.2 Les conditions aux limites sur les le`vres des fissures
Les fissures une fois qu’elles sont apparues doivent eˆtre conside´re´es comme faisant partie de la
frontie`re du domaine fissure´, meˆme si elles sont inte´rieures au domaine sain. Toutefois, dans l’e´criture
des conditions aux limites, il est bon de distinguer les fissures qui sont au bord du domaine sain de
celles qui sont inte´rieures au domaine sain.
Fissures inte´rieures
Dans la the´orie de la rupture fragile, on ne´glige les forces de cohe´sion entre les le`vres des fissures.
Ceci est e´videmment une approximation. Si l’on descend a` l’e´chelle atomique et si l’on conside`re
les potentiels d’interaction atomiques du type Lennard-Jones, les forces d’attraction inter-atomiques
7. On a deux possibilite´s pour de´finir n. Toutes deux sont licites. Mais le choix qui est fait conditionne l’orientation
des faces.
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∂NΩ
∂DΩ
Figure 7.8 – Objet contenant deux fissures dont une est inte´rieure (mais de´bouchante), l’autre est
partiellement inte´rieure (mais d’interface) et partiellement sur un bord a` de´placement controˆle´.
de´croissent rapidement avec la distance entre atomes mais sans jamais ve´ritablement s’annuler. En les
ne´gligeant, on va se trouver confronte´ a` une se´rie de conse´quences contestables sur le plan physique,
mais qui permettent de mode´liser a` moindre frais une partie des phe´nome`nes observe´s.
Figure 7.9 – A droite, interpe´ne´tration physiquement interdite
Meˆme s’il n’y a pas de forces de cohe´sion, il peut ne´anmoins exister des forces de contact entre les
le`vres des fissures. C’est le cas lorsqu’on exerce des efforts qui ont tendance a` de´placer les le`vres dans le
sens d’une interpe´ne´tration des volumes de part et d’autre de la fissure. Comme cette interpe´ne´tration
est physiquement impossible, les le`vres restent en contact mais elles interagissent l’une sur l’autre par
des forces de compression. Ceci signifie que les conditions aux limites sur les le`vres des fissures doivent
eˆtre ne´cessairement base´es sur les conditions de contact et de non interpe´ne´tration. On peut donc
distinguer deux situations :
1. Les le`vres ne sont pas en contact. En petits de´placements, cette condition se traduit par le
fait que le de´placement normal de la le`vre supe´rieure est supe´rieur au de´placement normal de
la le`vre infe´rieure. En termes de la discontinuite´ du de´placement, cela signifie que le saut de
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de´placement normal est positif. Dans ce cas, il n’y a pas d’interaction entre les le`vres, ce qui
se traduit par le fait que le vecteur contrainte est nul 8 :
Condition de non contact et non cohe´sion : si [[ξ]] · n > 0, alors σ · n = 0. (7.3)
2. Les le`vres sont en contact. Dans ce cas, il y a des forces de contact entre les le`vres 9. Toutefois
ces forces de´pendent des lois de frottement. En l’absence de frottement, les forces de contact
sont purement normales (et ne´cessairement de compression), les cisaillements sont nuls. Dans
le cas d’un contact “parfait”, il ne peut y avoir de discontinuite´ tangentielle du de´placement.
En pratique, la ve´rite´ est quelque part entre les deux. Par exemple, si l’on adopte une loi de
frottement de Coulomb, la discontinuite´ tangentielle du de´placement de´pend du rapport entre
la contrainte tangentielle de contact et la contrainte normale. Par la suite, pour simplifier la
pre´sentation, nous ne´gligerons les forces de frottement et nous adopterons donc la
Condition de contact sans frottement : si [[ξ]] · n = 0, alors σ · n = σnnn, σnn ≤ 0. (7.4)
On peut remarquer que les conditions de non cohe´sion et de contact sans frottement peuvent se
regrouper en
σ · n = σnnn, σnn ≤ 0, [[ξ]] · n ≥ 0, σnn [[ξ]] · n = 0 sur Ω ∩ Γ.
Fissures sur les bords a` de´placements controˆle´s
Si une fissure apparaˆıt sur un bord ou` on impose des conditions aux limites de type Dirichlet, ces
conditions devront s’e´crire en termes de la limite exte´rieure du fait de la discontinuite´ possible des
de´placements. On e´crira donc
ξ+ = ξd sur ∂DΩ ∩ Γ. (7.5)
Mais e´videmment cela ne suffit pas, car il faut aussi s’assurer des conditions de contact et de non
interpe´ne´tration des le`vres. En ne´gligeant les forces de frottement, on e´crira donc aussi (7.3) et (7.4)
sur ∂DΩ ∩ Γ.
Nous n’envisagerons pas de fissures sur les bords a` forces controˆle´es pour simplifier la pre´sentation.
8. On peut rencontrer en pratique des cas ou` les le`vres de la fissure sont soumises a` des forces bien que la fissure soit
ouverte. C’est le cas d’une fissure de´bouchante dans un fluide. Le fluide exerce une pression sur les le`vres.
9. Pour des raisons d’e´quilibre ou de fac¸on e´quivalente en vertu du principe de l’action et de la re´action, le vecteur
contrainte σ · n est continu sur les le`vres de la fissure. Il n’y a donc pas lieu de distinguer σ+ · n et σ− · n. Par contre, le
tenseur des contraintes n’est pas force´ment continu.
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Remarque. La prise en compte du contact entre
les le`vres est essentielle si l’on veut interpre´ter
correctement certains essais expe´rimentaux. Ainsi,
si l’on analyse un essai uniaxial de traction-
compression d’une e´prouvette de be´ton, on constate
un comportement fortement diffe´rent en traction et
en compression. De plus si apre`s une phase de trac-
tion, on de´charge l’e´prouvette puis on la comprime,
ce que l’on observe ne s’explique qu’en conside´rant
une refermeture progressive des fissures et un blo-
cage des le`vres apre`s contact, cf la figure ci-contre.
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Fig. 11. Clack-closing model.
where
δ+ = 1− εct
ε
· eα
(
1− εεct
)
. (21)
The tensile damage parameter δ+ measures the material
degradation in tension and varies from 0 (material without
deterioration) to 1 (completely damaged material).
In reinforced concrete, the tension stiffening effect can be
modeled through an adequate adjustment of the fracture energy
in (14).
Cyclic behaviour is modelled herein in a simplified way.
A straight line is used for the unloading branch in tension.
The same curve is considered for the reloading branch when
there is no incursion in compression during a cycle. Based on
experimental data from Reinhardt [33], the following criterion
is proposed to account for the stiffness deterioration:
Enew
E0
=
(
ε
εct
)−1.05
(22)
where Enew is defined in Fig. 10.
4. Transition curves
A series of tests attempting to characterize the effect of
damage in tension when the specimen is loaded in compression
were developed by Ramtani et al. [38]. These test results have
shown that completely closing the cracks requires a certain
amount of compression. Once the crack is closed, the stiffness
of the concrete is not affected by accumulated damage in
tension.
The transition curve from tension to compression once the
damage in tension is produced, closing the cracked zones, is
assumed to be linear which is in agreement with experimental
results (Le´geron et al. [39]). The crack closure mechanism is
governed by the “crack closure stress” σ f (see Fig. 11) which
is the stress at which the crack is supposed to be completely
closed. It has been observed that the crack closure stress
is strongly affected by the concrete strength and placement
methods (crack roughness). For monolithic structures with no
previous damage in compression, σ f is in the range of the
tensile strength (Le´geron et al. [39]) and can be taken as
σ f = σ 0f = −
f ′c
10
. (23)
In the case of concrete with dry joints, σ f can be significantly
lower.
The increasing of compression damage may produce a
decrease in the magnitude of this variable (Mazars et al. [40]).
A simple linear variation of σ f with the compression damage is
considered herein as follows:
σ f = (1− δ−) σ 0f (24)
where σ 0f is the initial crack closure stress (considered as input
data by the user).
5. Model verification. Comparison with test results
Several uniaxial cyclic test results have been compared with
predictions obtained by means of the model presented. These
tests cover several concrete strengths and a variety of cyclic
histories, including both cyclic compression and cyclic tension.
In the case of cyclic compression, results fromworks performed
by Okamoto et al. [14] and Tanigawa et al. [15] have been
considered. In the case of cyclic tension and cyclic tension with
small incursions in compression, the model is compared with
test results from Reinhardt [33]. In all cases, the present model
shows satisfactory agreement with the experimental results.
In Figs. 12–14, experimental tests carried out by Okamoto
et al. [14] and Tanigawa et al. [15] are reproduced and
compared with the model results and with those provided by
Chang and Mander [7] and Yankelevsky and Reinhardt [4].
The mechanical characteristics considered for the model are
summarized in Table 1.
In all cases the strains where the unloading curves start in the
experimental results have been considered as the reverse points
for the model.
Table 2 summarizes the dissipated energy obtained with the
proposed model and is compared against experimental results
and numerical results obtained by Chang and Mander [7] and
Yankelevsky and Reinhardt [4].
In Figs. 15–17 three of the experimental tests performed
by Reinhardt [33] are reproduced. The average compressive
strength of the concrete specimens measured in 150 mm cubes
was fc = 47.1 MPa (corresponding to a compressive strength
measured in standard cylinders of f ′c = 40.0 MPa) with
a standard deviation of s = 2.83 MPa and the tensile
strength was fct = 3.20 MPa with a standard deviation of
s = 0.30 MPa. The original curves were presented in the
stress-displacement plane. To transform these curves to the
stress–strain plane, the displacement data have been modified
by considering the gauge length of the extensometers (35 mm).
The average fracture energy reported by the authors was G f =
135 N/m. The model results have been obtained considering
the same concrete characteristics of the experimental test. The
characteristic length l∗ has been considered equal to 35 mm.
Concrete specimens were submitted to cyclic tension with
different lower stress values.
In the first case (Fig. 15) the lower stress considered is 5% of
the tensile strength. In this case, the unloading and the reloading
curves in the model coincide and there is no energy dissipation
during a cycle. However, in the experimental results it can be
7.2.3 Le cadre quasistatique de l’e´lasticite´ line´aire
La deuxie`me grande hypothe`se simplificatrice est relative au comportement. On suppose que le
ou les mate´riaux constitutifs ont un comportement e´lastique et, comme on se place dans le cadre des
petites perturbations, que la relation contrainte-de´formation est line´aire 10 :
σ = C : ε ou ε = S : σ.
Cette hypothe`se a, comme on le verra, des conse´qu nces re`s importantes. En particulier, cel conduit
a` la pre´sence de singularite´s sur le front de fissure, les contraintes tendant vers l’infi i lorsqu’on se
rapproche du front. Ceci tient a` la fois a` l’hypothe`se ge´ome´trique qui consiste a` mode´liser la fissure
comme une “coupure” et a` l’hypothe`se de comportement e´lastique qui ne borne pas les contraintes.
La dernie`re hypothe`se simplificatrice consiste a` ne´gliger les effets d’inertie et a` se placer en quasi-
statique. C’est e´videmment une approximation. En effet, on s’inte´resse a` l’e´volution de la fissuration
dans un objet soumis a` un chargement de´pendant du temps. La variation du chargement s’accompagne
d’un mouvement des points mate´riels qui ne peuvent revenir a` l’e´quilibre que graˆce a` des frottements
internes de type visqueux. Comme on se place en e´lasticite´, on ne´glige cet amortissement ce qui rend
the´oriquement le retour a` l’e´quilibre impossible. Toutefois si le charge ent est applique´ suffisamment
lentement, on peut admettre (et on peut sous certaines conditions de´m ntrer) que l eff s nert els
sont ne´gligeables (en particulier l’e´nergie cine´tique) et raisonner en statique. Cela revient a` supposer
qu’a` chaque instant, l’objet est en e´quilibre dans son e´tat de fissuration et sous le chargement actuels.
Cette hypothe`se simplificatrice a le grand me´rite de rendre le proble`me d’e´volution de la fissuration fa-
cilement traitable dans bien des cas. On sera toutefois amene´ a` rediscuter et a` critiquer cette hypothe`se
dans des situations ou` la propagation des fissures est “instable”.
Muni de ces hypothe`ses, on va pouvoir de´terminer a` chaque instant le champ de de´placement
a` l’e´quilibre en fonction de l’e´tat de fissuration et du chargement. De fac¸on pre´cise, plac¸ons-nous
10. On pourra eˆtre amene´ dans certains cas a` supposer l’existence de pre´-contraintes σ0. C’est par exemple le cas
lorsqu’on s’inte´resse a` la propagation de fissures sous chargement thermique, cf chapitre 1. On supposera toujours que
σ0 est une donne´e (pouvant varier dans le temps) et on indiquera a` l’occasion les changements a` apporter du fait de la
pre´sence de ces termes supple´mentaires dans la relation de comportement.
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en dimension n et supposons connu l’e´tat de fissuration Γ de l’objet et conside´rons un chargement
caracte´rise´ par la donne´e des de´placements ξd sur la partie du bord ∂DΩ, des forces volumiques f
dans Ω et des forces surfaciques T sur la partie comple´mentaire du bord ∂NΩ
11. Appelons ξ et σ les
champs des de´placements et des contraintes a` l’e´quilibre. Ils ont a` ve´rifier
L’e´quilibre : div σ + f = 0 dans Ω \ Γ
La relation d’e´lasticite´ : σ = C : ε avec 2ε = ∇ξ +∇ξT dans Ω \ Γ
Les conditions aux limites : σ · n = T sur ∂NΩ, ξ = ξd sur ∂DΩ \ Γ
ainsi que les conditions aux limites (7.3)–(7.5) sur la fissure.
Evidemment, l’existence de l’e´quilibre n’est pas garantie. Si l’objet est “trop fissure´”, par exemple
si la fissure le se´pare en plusieurs morceaux, il se peut que du fait de la perte de cohe´sion certains
morceaux ne puissent plus e´quilibrer les efforts exte´rieurs. Dans ce cas-la`, on conside´rera l’objet comme
rompu et l’analyse s’arreˆte. Un des objectifs de la the´orie est justement de de´terminer jusqu’a` quel
niveau de chargement l’objet est capable de re´sister. La caracte´risation de l’existence ou non d’une
solution a` ce proble`me de statique est facilite´e par l’e´criture variationnelle du proble`me. En effet,
il s’ave`re qu’on peut toujours utiliser le the´ore`me de l’e´nergie potentielle comme le verrons dans le
prochain chapitre.
Astuce: La condition de non-interpe´ne´tration des le`vres et le caracte`re unilate´ral du contact
compliquent l’analyse puisqu’ils rendent le proble`me non line´aire meˆme si l’on se place en petits
de´placements et en e´lasticite´ line´aire. En pratique, on commence par re´soudre le proble`me de sta-
tique en prenant pour condition aux limites sur les le`vres des fissures la condition de non cohe´sion
σ · n = 0 sans se pre´occuper de la condition de non interpe´ne´tration que l’on ve´rifie a posteriori.
Cela suffit dans bien des cas et e´vite de traiter le proble`me non line´aire. Mais e´videmment quand
on trouve une solution avec interpe´ne´tration, il faut revenir au proble`me non line´aire.
Exercice 7.3. On se place en 2D, de´formations planes. On
conside`re un domaine carre´ de coˆte´ a contenant en son centre
une fissure de longueur ` < a, paralle`le a` un coˆte´. On exerce sur
les coˆte´s du carre´ paralle`les a` la fissure des forces normales de
compression de densite´ uniforme σ ≤ 0. Le mate´riau constitutif
est line´airement e´lastique et isotrope. Montrer que la re´ponse du
carre´ fissure´ est la meˆme que celle du carre´ sain. Montrer que si
l’on exerce une traction σ > 0, alors la re´ponse du carre´ fissure´
est force´ment diffe´rente de celle du carre´ sain. (On n’essaiera
pas de calculer exactement la re´ponse du carre´ fissure´ dans le
cas d’une traction.)
!
σ
11. On peut e´videmment conside´rer des chargements plus ge´ne´raux, la de´marche reste la meˆme.
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7.3 Les singularite´s en pointe de fissure
Plac¸ons-nous en 2D 12 et conside´rons une fissure Γ dans un domaine Ω de R2. Supposons que
P
D
D′
I
I ′
P ′
Figure 7.10 – Domaine bidimensionnel contenant trois fissures dont une d’interface et deux
de´bouchantes au bord. Seules les pointes P et P ′ ont des singularite´s du type de celles e´tudie´es
dans cette section. Les pointes D, D′ qui sont de´bouchantes et les pointes I et I ′ qui sont sur une
interface rele`vent d’e´tudes spe´cifiques.
cette fissure est une courbe simple re´gulie`re telle que l’extre´mite´ P soit a` l’inte´rieur du domaine et
que le mate´riau constitutif dans un voisinage de P soit e´lastique et isotrope. On exclut ainsi le cas
d’une fissure de´bouchante sur le bord, d’une fissure d’interface entre deux mate´riaux ou d’une fissure
terminant sur une he´te´roge´ne´ite´, cf Figure 7.10. Toutes ces situations ne´cessitent des traitements
se´pare´s.
Cette fissure est une “ligne” de discontinuite´ a` travers laquelle les de´placements peuvent eˆtre
discontinus. On suppose en outre qu’il n’y a pas d’interaction entre les le`vres de la fissure et donc que
le vecteur contrainte doit eˆtre nul,
σ · n = 0 sur Γ. (7.6)
Comme les singularite´s sont des notions locales, si l’on fait un zoom du domaine centre´ a` la pointe P
de la fissure, on se trouve dans la situation d’une entaille dont l’angle ω vaut pi et dont les bords sont
libres. On adopte un syste`me de coordonne´es polaires de poˆle P et dont l’angle polaire θ est l’angle
que fait le vecteur PM avec la tangente t a` la fissure en P , cf Figure 7.11. On peut utiliser les re´sultats
de la section 7.1.
12. Cette situation bidimensionnelle peut provenir d’une mode´lisation simplifie´e ou d’une re´duction de la dimension
due a` des proprie´te´s de syme´trie de la ge´ome´trie, du comportement et du chargement.
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Figure 7.11 – Repe`re local en pointe de fissure.
7.3.1 En de´formation plane
Il existe deux fonctions singulie`res, toutes deux avec la puissance 1/2. En termes de la fonction
d’Airy, la fonction angulaire de l’une est paire, celle de l’autre est impaire :
F 1(θ) ∼ cos 3θ
2
+ 3 cos
θ
2
, F 2(θ) ∼ sin 3θ
2
+ sin
θ
2
On les normalise de fac¸on a` ce que les facteurs d’intensite´ des contraintes aient une interpre´tation
simple. On aboutit finalement a` la forme suivante
Ψ(r, θ) =
KI
3
√
2pi
r
3
2
(
cos
3θ
2
+ 3 cos
θ
2
)
− KII√
2pi
r
3
2
(
sin
3θ
2
+ sin
θ
2
)
ou` KI et KII sont respectivement les facteurs d’intensite´ des contraintes des modes I et II. On de´duit
de (7.2) la forme de la singularite´ des contraintes
σrr =
KI
4
√
2pir
(
− cos 3θ
2
+ 5 cos
θ
2
)
+
KII
4
√
2pir
(
3 sin
3θ
2
− 5 sin θ
2
)
+ · · ·
σrθ =
KI
4
√
2pir
(
sin
3θ
2
+ sin
θ
2
)
+
KII
4
√
2pir
(
3 cos
3θ
2
+ cos
θ
2
)
+ · · ·
σθθ =
KI
4
√
2pir
(
cos
3θ
2
+ 3 cos
θ
2
)
− KII
4
√
2pir
(
3 sin
3θ
2
+ 3 sin
θ
2
)
+ · · ·
Pour obtenir la forme de la singularite´ des de´placements, il faut dans un premier temps calculer
les de´formations puis les inte´grer. Sachant que les e´quations de compatibilite´ sont satisfaites (du
fait que Ψ est bi-harmonique), on est assure´ de pouvoir inte´grer. De plus, comme εrr = ξr,r et que
ξr ∼
√
rUr(θ), on a Ur ∼ 2
√
rεrr. De meˆme, comme 2rεrθ = ξr,θ + r
2(ξθ/r),r et que ξθ ∼
√
rUθ(θ), on
a Uθ ∼ 2U ′r − 4
√
rεrθ. D’ou`
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ξr =
KI
4µ
√
r
2pi
(
− cos 3θ
2
+ (5− 8ν) cos θ
2
)
+
KII
4µ
√
r
2pi
(
3 sin
3θ
2
− (5− 8ν) sin θ
2
)
+ · · ·
ξθ =
KI
4µ
√
r
2pi
(
sin
3θ
2
− (7− 8ν) sin θ
2
)
+
KII
4µ
√
r
2pi
(
3 cos
3θ
2
− (7− 8ν) cos θ
2
)
+ · · ·
ou` on notera la pre´sence du coefficient de Poisson.
Le saut des de´placements a` travers les le`vres de la fissure est donne´ par [[ξ]](r) = ξ(r,+pi)−ξ(r,−pi).
On peut le de´composer en saut tangentiel et saut normal
[[ξ]] = [[ξ]]·t t+ [[ξ]]·n n, [[ξ]]·t = −[[ξr]], [[ξ]]·n = −[[ξθ]]
et on obtient
[[ξ]]·n = 8(1− ν2)KI
E
√
r
2pi
, [[ξ]]·t = 8(1− ν2)KII
E
√
r
2pi
.
On voit donc que le mode I correspond a` une discontinuite´ purement normale, on l’appelle mode
d’ouverture, alors que le mode II correspond a` une discontinuite´ purement tangentielle, on l’appelle
mode de glissement .
Notons que le saut de de´placement normal est non ne´gatif si et seulement si KI ≥ 0. Comme un
saut de de´placement normal ne´gatif donnerait lieu a` une interpe´ne´tration des le`vres des fissures au
voisinage de la pointe, ce qui est physiquement impossible, la singularite´ de mode I n’est admissible
que si KI ≥ 0. Si l’on re-examine comment on a calcule´ les singularite´s, on constate que l’on a suppose´
qu’il n’y avait pas d’interaction entre les le`vres (condition (7.6)). Ceci n’est vrai que dans la mesure
ou` les le`vres ne sont pas en contact. Quand elles sont en contact, elles sont soumises a` des forces
surfaciques dont la composante normale est ne´cessairement une force de compression, donc ne´gative.
Re´ciproquement, si la pointe de la fissure est localement en compression, alors il n’y a pas d’ouverture
normale de la fissure. Comme on a suppose´ que le contact se faisait sans frottement, il peut y avoir
une discontinuite´ tangentielle. La fissure est alors en mode II pur.
Figure 7.12 – Les trois modes singuliers : a` gauche, le mode I ou mode d’ouverture ; au centre, le
mode II ou mode de glissement ; a` droite le mode III ou mode de de´chirure.
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7.3.2 En de´formation anti-plane.
Il existe une seule fonction singulie`re, elle aussi avec la puissance 1/2. Apre`s normalisation de la
fonction angulaire, le de´placement s’e´crit
ξz =
2KIII
µ
√
r
2pi
sin
θ
2
+ · · ·
ou` le facteur d’intensite´ des contraintes est note´ KIII. Ce mode est appele´ mode III ou mode de
de´chirure. La discontinuite´ sur les le`vres est e´videmment purement tangentielle
[[ξ]]·ez =
4KIII
µ
√
r
2pi
.
Les contraintes σrz et σθz sont donne´es par
σrz =
KIII√
2pir
sin
θ
2
+ · · · , σθz = KIII√
2pir
cos
θ
2
+ · · · .
7.3.3 En 3D.
Conside´rons une fissure en 3D qui correspond a` une surface de discontinuite´ Γ re´gulie`re dont le
contour γ est lui-meˆme suppose´ eˆtre une courbe re´gulie`re. Ce contour est appele´ front de fissure.
La solution d’un proble`me d’e´lasticite´ pose´ sur ce domaine fissure´ est en ge´ne´ral singulie`re le long
du front. Bien que la the´orie des singularite´s soit nettement moins avance´e dans ce cadre 3D, il est
ge´ne´ralement admis que les singularite´s en un point P du front est une combinaison des trois modes
obtenus en de´formation plane et de´formation anti-plane dans la mesure ou` ce point est a` l’inte´rieur
du domaine et ou` le mate´riau constitutif dans un voisinage de P est e´lastique et isotrope.
Γ
γ ζ
eζ
t
n
r
θ
Figure 7.13 – Fissure en 3D : Γ est la surface de discontinuite´, γ le front de fissuration, (ζ, r, θ) est
le syste`me de coordonne´es curvilignes au voisinage du front.
Une fac¸on heuristique de le ve´rifier consiste a` faire un zoom sur le point P et a` introduire un
syste`me local de coordonne´es curvilignes (ζ, r, θ) ou` ζ est un parame`tre servant a` de´crire le front γ
(par exemple son abscisse curviligne). Notant eζ le vecteur tangent a` γ en P , les coordonne´es (r, θ)
sont dans le plan normal a` γ passant par P et orthogonal a` eζ . L’origine des angles correspond a` la
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direction du vecteur t intersection du plan normal a` γ et du plan tangent a` Γ en P , cf Figure 7.13. En
cherchant toujours des singularite´s de la forme
ξ(x) =
N∑
i=1
Ki(ζ)r
αi(U ir(θ)er + U
i
θ(θ)eθ + U
i
ζ(θ)eζ) + · · · ,
on retrouve les deux modes de de´formation plane et le mode de de´formation anti-plane 13. Les facteurs
d’intensite´ de contraintes KI, KII et KIII de´pendent a priori de ζ.
7.3.4 Exemples de valeurs des facteurs d’intensite´ des contraintes
Alors que la forme des singularite´s au voisinage de la pointe d’une fissure est universelle (pour une
classe de comportement donne´e), les facteurs d’intensite´ des contraintes sont des grandeurs globales
qui de´pendent de la ge´ome´trie et du chargement de l’ensemble de la structure. Il faut donc les calculer
dans chaque situation. Il existe diffe´rentes me´thodes de calcul, allant des me´thodes analytiques en
2D base´es sur la the´orie des potentiels complexes jusqu’aux me´thodes nume´riques base´es sur des
inte´grales de contour. Nous pre´senterons dans le prochain chapitre une me´thode nume´rique du calcul
du taux de restitution d’e´nergie qui permet d’acce´der aux facteurs d’intensite´ des contraintes via
la formule d’Irwin. En attendant, nous finissons cette section par quelques exemples de valeurs de
facteurs d’intensite´ des contraintes qui ont e´te´ obtenues par des me´thodes analytiques et qui sont
donc exactes. Il existe des recueils entiers de´die´s aux formules de facteurs d’intensite´ des contraintes,
formules exactes ou approche´es suivant les cas.
Exemple 1 : Fissure rectiligne en milieu 2D infini.
On exerce une traction uniaxiale σ a` l’infini. La fissure est de
longueur 2` et est oriente´e d’un angle pi/2−α par rapport a` la
direction de traction. En de´formation plane, KI et KII (a` chacune
des deux pointes) sont donne´s par
KI = σ
√
pi` cos2 α, KII = σ
√
pi` cosα sinα
On remarque que KII = 0 si α = 0 (par syme´trie), mais aussi
que KI = KII = 0 si α = pi/2 (une fissure paralle`le a` la direction
de traction est “invisible”).
Notons que si l’on exerce une compression (σ < 0) a` l’infini,
alors la fissure est en contact et donc en mode II pur. On a
KI = 0, KII = σ
√
pi` cosα sinα si σ < 0.
α2￿
σ
13. Mais e´videmment le plus difficile est de montrer qu’il n’existe pas d’autres singularite´s. Une telle de´monstration
ge´ne´rale fait de´faut a` ce jour.
175
Exemple 2 : Fissure transversale dans une bande infinie 2D.
La bande est de largeur 2L et de longueur infinie. On exerce
une traction uniaxiale σ a` l’infini. La fissure est centre´e dans
la bande, transversale et de longueur 2`. La fissure est donc en
mode I. En de´formation plane, KI (a` chacune des deux pointes)
est donne´ par
KI = σ
√
pi`
cos pi`2L
, KII = 0
On remarque que KI → ∞ si ` → L et on retrouve le re´sultat
pre´ce´dent (avec α = 0) si L→∞ a` ` fixe´.
Si l’on exerce une compression (σ < 0) a` l’infini, alors la fissure
est en contact et est invisible. On a KI = KII = 0 si σ < 0.
2￿
σ
2L
Exemple 3 : Fissure plane circulaire en milieu infini.
La fissure est plane de vecteur normal e3 et circulaire de rayon
`. On exerce une traction uniaxiale σ a` l’infini dans la direction
n = cos θ e3 + sin θ e1. On repe`re un point du front par l’angle
φ que fait t avec e1, i.e. t = cosφ e1 + sinφ e2. KI, KII et KIII le
long du front sont donne´s par
KI(φ) = 2σ
√
`
pi
cos2θ
KII(φ) =
2σ
2− ν
√
`
pi
sin 2θ cosφ
KIII(φ) =
2(1− ν)σ
2− ν
√
`
pi
sin 2θ sinφ
La fissure est en mode I si θ = 0. Elle est invisible si θ = pi/2.
Si l’on exerce une compression (σ < 0) a` l’infini, alors la fis-
sure est en contact et on a KI(φ) = 0, les deux autres facteurs
d’intensite´ des contraintes restant inchange´s.
e1
e2
e3
φ
θ
σ
t
7.4 La te´nacite´ et le crite`re de propagation des fissures d’Irwin
Nous pre´sentons ici la loi de propagation postule´e par Irwin, bien qu’elle pre´sente des de´fauts
e´vidents. Ces de´fauts seront partiellement corrige´s lorsqu’on adoptera le point de vue e´nerge´tique de
Griffith. Outre son inte´reˆt historique, le mode`le d’Irwin repose sur le concept de te´nacite´ des mate´riaux,
concept sur lequel s’appuient de nombreuses applications. La paternite´ du concept de singularite´ en
front de fissure et son usage pour de´crire la propagation des fissures est attribue´e a` Irwin (1957). En
fait, il existait de´ja` des solutions exactes en e´lasticite´ tridimensionnelle pour des domaines fissure´s
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sur lesquelles s’est appuye´ Irwin pour proposer une ge´ne´ralisation. De plus, il existait aussi une vaste
litte´rature en 2D base´e sur la the´orie des potentiels complexes qui permettait de calculer de fac¸on
syste´matique des solutions analytiques. L’ouvrage de re´fe´rence est celui de Mushkelishvili (1953). La
contribution essentielle d’Irwin re´side dans la proposition d’une loi d’e´volution des fissures base´e sur
les facteurs d’intensite´ des contraintes.
Irwin introduit la notion de te´nacite´ d’un mate´riau isotrope en postulant qu’il existe une valeur
critique KIc
14 du facteur d’intensite´ des contraintes KI du mode d’ouverture qui ne peut jamais eˆtre
de´passe´e et en dec¸a` de laquelle la fissure ne peut pas se propager. Autrement dit, il postule une loi
d’e´volution a` seuil, comme en plasticite´ 15, mais qui porte non pas sur les contraintes mais sur le facteur
d’intensite´ des contraintes. Il peut paraˆıtre “peu physique” de baˆtir une loi sur le coefficient d’une
singularite´ qui est elle-meˆme une “vue de l’esprit”. Mais comme, en vertu de la formule d’Irwin, les
facteurs d’intensite´ des contraintes sont directement relie´s au taux de restitution d’e´nergie potentielle,
quantite´ a` l’interpre´tation physique claire, ce concept de te´nacite´ n’est pas a` rejeter. Cependant, sa
faiblesse re´side dans son manque de ge´ne´ralite´. On voit imme´diatement que cette loi privile´gie le
mode I (et les mate´riaux isotropes), ce qui exclut e´videmment tous les proble`mes de propagation
purement anti-plans et les propagations de fissures comprime´es. Supposons donc que nous sommes en
de´formation plane. La loi d’Irwin peut alors s’e´crire
KI ≤ KIc,
{
si KI < KIc, pas de propagation
si KI = KIc, propagation possible
.
Outre l’hypothe`se implicite d’e´lasticite´ plane, cette loi ne peut manifestement pas eˆtre une loi ge´ne´rale
meˆme en e´lasticite´ plane. En effet, si l’on conside`re une fissure initiale soumise a` un chargement de
mode II pur (i.e. tel que KI = 0), alors cette fissure ne se propagera jamais quel que soit l’intensite´
du chargement. Ce n’est pas re´aliste. On peut conside´rer que la loi d’Irwin est avant tout faite pour
les fissures qui sont en mode I pur (i.e. telles que KII = KIII = 0). Dans ce cadre restreint, sa
validite´ peut se ve´rifier expe´rimentalement. On utilise pour cela des essais normalise´s tels l’essai sur
e´prouvette CT (Compact Tension) ou l’essai de flexion SENB (Single Edge Notch Bend) repre´sente´s
sche´matiquement sur les figures 7.14-7.15 . Dans les deux essais, on commence par usiner une entaille,
puis on fait propager une fissure de fatigue a` l’extre´mite´ de l’entaille. On peut jouer sur la longueur
de la fissure de fatigue pour avoir un parame`tre ge´ome´trique et obtenir ainsi une famille de valeurs
expe´rimentales. Dans l’essai CT, on impose un chargement syme´trique a` partir des deux trous de
l’e´prouvette, ce qui garantit une sollicitation en mode I. Dans l’essai SENB, on impose une force
verticale au centre de l’e´prouvette, ce qui garantit aussi par syme´trie que la fissure de fatigue soit en
mode I. On augmente la charge jusqu’a` ce que la fissure se propage et on mesure la charge critique.
Dans les deux essais, pour remonter a` la te´nacite´ il faut que l’on calcule KI pour un chargement donne´.
Compte tenu de l’hypothe`se d’e´lasticite´ line´aire, il suffit de calculer KI pour un chargement unitaire
et on l’obtient par line´arite´ pour n’importe quel chargement. Il faut noter toutefois que les conditions
de l’essai ne sont ni des conditions de de´formations planes ni des conditions de contraintes planes.
En effet, les e´prouvettes ont une certaine e´paisseur et les deux surfaces externes sont libres de forces
(donc σ ·ez = 0 sur ces faces de normale ez). Mais du fait du coefficient de Poisson la composante
14. La te´nacite´ KIc est une caracte´ristique du mate´riau alors que KI est une grandeur structurelle de´pendant de la
ge´ome´trie, du comportement et du chargement de l’ensemble de la structure
15. Irwin s’est probablement inspire´ de la plasticite´ pour formuler sa loi.
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fissure de fatigue
Figure 7.14 – Essai sur e´prouvette CT permettant de mesurer la te´nacite´ KIc d’un mate´riau.
fissure de fatigue
Figure 7.15 – Essai de flexion 3 points permettant de mesurer la te´nacite´ KIc d’un mate´riau.
εzz est en ge´ne´ral non nulle. Il s’ensuit que l’essai n’est plus un essai d’e´lasticite´ plane et qu’il y a
des effets 3D. La pre´sence ine´vitable de de´formations plastiques vient accentuer cette he´te´roge´ne´ite´
des contraintes et des de´formations dans l’e´paisseur. La conse´quence est que les re´sultats de l’essai
de´pendent de l’e´paisseur de l’e´prouvette. En particulier le de´marrage de la fissuration peut ne pas
avoir lieu simultane´ment en tous les points du front initial. En pratique, on s’attache donc a` ce que
les e´prouvettes aient une e´paisseur suffisante pour que l’hypothe`se de de´formations planes puisse eˆtre
conside´re´e comme acceptable. On peut faire l’essai pour tous les types de mate´riaux. On constate
une variation importante de la te´nacite´ d’un mate´riau a` l’autre, les plus tenaces e´tant les aciers et
les moins tenaces e´tant les mate´riaux du Ge´nie Civil comme les ciments ou le be´ton. Le tableau 7.1
(emprunte´ a` [19]) donne un aperc¸u de la valeur de la te´nacite´ pour une large palette de mate´riaux.
Notons de plus que la te´nacite´ de´pend de la tempe´rature. Plus la tempe´rature est basse, moins le
mate´riau est tenace. La chute de te´nacite´ peut meˆme eˆtre brutale en dec¸a` d’une tempe´rature appele´e
tempe´rature de transition fragile–ductile, le mate´riau e´tant fragile avant et ductile apre`s. Une courbe
typique de de´pendance de la te´nacite´ en fonction de la tempe´rature est repre´sente´e sur la Figure 7.16.
Ce phe´nome`ne peut suffire a` expliquer des accidents survenus sur des structures en acier en raison
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Mate´riau E KIc Gc
(GPa) (MPa m1/2) (J m−2)
Diamant 1000 4 15
Verre (Silice) 70 0.75 8
Mica 170 1.3 10
Composites a` fibres de carbone 200–400 20–25 1000-3000
Paˆte de ciment 20 0.5 10
Be´ton 30 1–1.5 30–80
Acier 200 20–200 50–50000
Table 7.1 – Module d’Young, te´nacite´ et densite´ d’e´nergie de surface pour diffe´rents mate´riaux,
d’apre`s [19].
K
Ic
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√ m
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T (◦C)
Figure 7.16 – Courbe empirique (ici, pour un acier) de de´pendance de la te´nacite´ par rapport a` la
tempe´rature. La te´nacite´ est pratiquement constante au dela` de la tempe´rature de transition fragile–
ductile (ici, environ 30 ◦C). Elle de´croˆıt tre`s vite lorsque la tempe´rature baisse.
du froid. Ainsi, par exemple, le pont de Sully-sur-Loire en janvier 1985 s’effondrait un matin sous
faible charge, apre`s une nuit tre`s froide ou` la tempe´rature avait chute´ a` environ −20 ◦C. La te´nacite´
de l’acier incrimine´ a une te´nacite´ qui est approximativement divise´e par trois lorsque la tempe´rature
passe de +20 ◦C a` −20 ◦C. Autres accidents “ce´le`bres” sont ceux des Liberty-ships, bateaux construits
au cours de la seconde guerre mondiale, dont toute une se´rie (de l’ordre de 200 navires sur les 5000
construits) s’est fissure´e. La` encore, la responsabilite´ est attribue´e aux basses tempe´ratures.
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Chapitre 8
Le point de vue e´nerge´tique
Ce chapitre est de´die´ a` l’approche e´nerge´tique de la rupture fragile qui est a` la base de la the´orie de
Griffith. En se plac¸ant dans le cadre de l’e´lasticite´ line´aire quasi-statique, on introduit les grandeurs
e´nerge´tiques fondamentales que sont l’e´nergie potentielle et le taux de restitution d’e´nergie poten-
tielle. On s’appuie pour cela sur une extension du the´ore`me de l’e´nergie potentielle, extension rendue
de´licate du fait de la condition de contact unilate´ral entre les le`vres des fissures. Cette condition
qui rend le proble`me d’e´lastostatique non line´aire exige de re´tablir toutes les proprie´te´s variation-
nelles. Le taux de restitution d’e´nergie potentielle repre´sente la variation d’e´nergie potentielle de
la structure sous chargement donne´ due a` une propagation virtuelle de la fissure, quantite´ globale
dont la de´finition et le calcul exigent une attention particulie`re du fait de l’ine´vitable pre´sence de
singularite´s en fond de fissure. Ensuite, on propose une me´thode de calcul nume´rique du taux de
restitution d’e´nergie potentielle et on e´tablit le lien entre cette quantite´ et les facteurs d’intensite´
de contraintes graˆce a` la formule d’Irwin.
On introduit ensuite les deux autres grandeurs e´nerge´tiques de la the´orie de Griffith que sont l’e´nergie
de fissuration et la taux de cre´ation d’e´nergie de fissuration. Pour l’e´nergie de fissuration, on adopte
l’hypothe`se de Griffith ce qui conduit a` la de´finition d’une densite´ surfacique d’e´nergie de fissuration
caracte´ristique des mate´riaux fragiles. Cette grandeur est relie´e a` la te´nacite´ via la formule d’Irwin.
Le taux de cre´ation d’e´nergie de fissuration repre´sente la variation d’e´nergie de fissuration due a`
une propagation virtuelle de la fissure, quantite´ locale qui est caracte´ristique du mate´riau en pointe
de fissure.
Le chapitre s’ache`ve par la formulation de la loi de propagation de Griffith qui consiste essentiel-
lement a` comparer le taux de restitution d’e´nergie potentielle au taux de cre´ation d’e´nergie de
fissuration dans toute propagation virtuelle admissible. Cette loi est pre´sente´e dans les situations
les plus fre´quemment rencontre´es en pratique.
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8.1 Les grandeurs e´nerge´tiques
8.1.1 Formulation variationnelle de l’e´quilibre d’un objet fissure´
Attention : Les conditions de contact unilate´ral sans frottement que nous avons adopte´es sur
les le`vres de la fissure sont non line´aires et nous empeˆchent d’utiliser directement les re´sultats du
chapitre 1. Il va donc s’agir de montrer qu’on peut encore les e´tendre a` cette situation moyennant
quelques petites modifications. Toutefois, les de´monstrations sont sensiblement plus de´licates que
dans le cas du proble`me-type et peuvent eˆtre passe´es en premie`re lecture.
Reprenons le proble`me de statique pre´sente´ dans le chapitre pre´ce´dent. Introduisons l’ensemble C
des champs de de´placement cine´matiquement admissibles 1
C =
{
ξ∗ : ξ∗ re´gulier dans Ω \ Γ, ξ∗ = ξd sur ∂DΩ \ Γ,
ξ∗+ = ξd sur ∂DΩ ∩ Γ, [[ξ∗]] · n ≥ 0 sur Γ
}
.
Notons qu’il de´pend a` la fois du chargement et de l’e´tat de fissuration de la structure 2. Du fait
des conditions de non-interpe´ne´tration, ce n’est plus un espace affine mais seulement un ensemble
convexe 3. Soit ξ0 un de´placement cine´matiquement admissible et re´gulier, i.e. ve´rifiant la condition a`
la limite sur ∂DΩ et e´tant continu sur Ω. On peut alors e´crire C = ξ0 + C0 avec
C0 =
{
ξ∗ : ξ∗ re´gulier dans Ω \ Γ, ξ∗ = 0 sur ∂DΩ \ Γ,
ξ∗+ = 0 sur ∂DΩ ∩ Γ, [[ξ∗]] · n ≥ 0 sur Γ
}
.
Ce faisant, C0 est un coˆne convexe, i.e. si ξ′ ∈ C0 et ξ∗ ∈ C0 et si θ′ ≥ 0, θ∗ ≥ 0, alors θ′ξ′ + θ∗ξ∗ ∈ C0.
Introduisons syme´triquement l’ensemble S des champs de contraintes statiquement admissibles
(qui de´pend e´galement du chargement et de l’e´tat de fissuration de la structure) :
S =
{
σ∗ : div σ∗ + f = 0 dans Ω \ Γ, σ∗ · n = T sur ∂NΩ \ Γ,
σ∗ · n = σ∗nn n, σ∗nn ≤ 0 sur Γ
}
qui doivent donc ve´rifier l’e´quilibre volumique, les conditions aux limites de Neumann sur les bords
correspondants non fissure´s et qui doivent avoir des cisaillements nuls et des contraintes normales de
compression sur les le`vres de la fissure. On va caracte´riser de tels champs de fac¸on variationnelle, i.e.
en termes de travaux virtuels. Pour cela, introduisons le travail des efforts exte´rieurs donne´s Wext
1. On a besoin de conside´rer la fermeture de Ω car une partie de la fissure peut se trouver sur le bord ∂DΩ et donc
les champs peuvent y eˆtre dicontinus.
2. Pour ne pas alourdir les notations, on ne note pas explicitement la de´pendance de C en l’e´tat de fissuration et au
chargement, car nous raisonnons ici a` fissuration et chargement fixes. On explicitera cette de´pendance quand on fera
varier le chargement et la fissuration.
3. En fait, C est un coˆne convexe pointe´, ce qui est un peu mieux que convexe.
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de´fini (aussi bien sur C que sur C0) par 4
Wext(ξ
∗) =
∫
Ω
f · ξ∗ dΩ +
∫
∂NΩ
T · ξ∗ dS .
On peut alors e´crire les e´quations d’e´quilibre et les conditions aux limites d’un champ de contraintes
statiquement admissibles σ∗ sous la forme de l’ine´quation variationnelle suivante, variante du Principe
des Travaux Virtuels :
σ∗ ∈ S ⇐⇒
∫
Ω\Γ
σ∗ : ε(ξ∗)dΩ ≥Wext(ξ∗), ∀ξ∗ ∈ C0. (8.1)
Preuve. En effet, soit ξ∗ ∈ C0. Multiplions (au sens du produit scalaire) les e´quations d’e´quilibre par ξ∗ et
inte´grons sur Ω \ Γ. On obtient
0 =
∫
Ω\Γ
(div σ∗ + f) · ξ∗dΩ. (8.2)
Utilisons la formule d’inte´gration par parties suivante dont l’e´tablissement est laisse´ a` titre d’exercice (attention
aux signes)
Exercice 8.1. Soit f une fonction scalaire re´gulie`re dans Ω et ξ un champ de vecteurs de´fini sur Ω et discontinu
sur Γ ⊂ Ω. Etablir (formellement) la formule d’inte´gration par parties∫
Ω
∂f
∂xi
ξj dΩ = −
∫
Ω\Γ
f
∂ξj
∂xi
dΩ−
∫
Ω∩Γ
f [[ξj ]]nidS +
∫
∂Ω\Γ
fξjnidS +
∫
∂Ω∩Γ
fξ−j nidS.
Attention : Pour e´tablir cette formule d’inte´gration par parties, il est important de noter que la normale
exte´rieure au coˆte´ + en x est −n alors que la normale exte´rieure au coˆte´ − en x est n.
Graˆce a` cette formule, (8.2) devient
0 = −
∫
Ω\Γ
σ∗ : ε(ξ∗)dΩ +
∫
Ω\Γ
f · ξ∗dΩ
+
∫
∂Ω\Γ
ξ∗ · σ∗ · n dS +
∫
∂Ω∩Γ
ξ∗− · σ∗ · n dS −
∫
Ω∩Γ
[[ξ∗]] · σ∗ · n dS.
E´tudions chaque terme de bord se´pare´ment en partitionnant ∂Ω en ∂DΩ et ∂NΩ. Notons auparavant que sur
Γ, comme les cisaillements sont nuls, on a ξ∗± · σ∗ · n = σ∗nn ξ∗± · n.
— Sur ∂DΩ \ Γ. Comme ξ∗ = 0, l’inte´grale disparaˆıt.
— Sur ∂NΩ. On a σ
∗ · n = T et l’inte´grale devient ∫
∂NΩ
T · ξ∗dS.
— Sur ∂DΩ ∩ Γ. Comme ξ∗+ = 0, on a 0 ≤ [[ξ∗]] · n = −ξ∗− · n et σ∗nn ≤ 0. Par conse´quent σ∗nn ξ∗− · n ≥ 0
et l’inte´grale est non ne´gative.
— Sur Ω ∩ Γ. On a d’une part σ∗nn ≤ 0 et d’autre part [[ξ∗]] · n ≥ 0 donc le produit et l’inte´grale sont non
positifs.
4. Notons que cette de´finition du travail des efforts exte´rieurs de´pend du chargement mais pas de l’e´tat de fissuration.
En particulier, a` un champ de de´placement admissible pour deux e´tats de fissuration diffe´rents est associe´e la meˆme
valeur du travail.
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En reportant on obtient l’ine´quation variationnelle (8.1) annonce´e. Il est possible de montrer la re´ciproque,
i.e. que si un champ de contraintes σ∗ ve´rifie l’ine´quation variationnelle dans (8.1) alors il est statiquement
admissible. Cette ve´rification, qui n’est pas essentielle pour la suite, est laisse´e a` titre d’exercice.
Exercice 8.2. Montrer que si un champ de contraintes σ∗ ve´rifie l’ine´quation variationnelle dans (8.1), alors
σ∗ ∈ S.

On voit que l’on n’a pas encore e´crit les conditions exprimant l’alternative qu’il y a, a` l’e´quilibre, ou
bien contact ou bien que les forces de cohe´sion sont nulles. On va le faire et obtenir ainsi la proprie´te´
fondamentale suivante :
Formulation variationnelle de l’e´quilibre d’un objet fissure´. Le champ de de´placement ξ a`
l’e´quilibre est l’e´le´ment de C qui ve´rifie l’ine´quation variationnelle∫
Ω\Γ
ε(ξ) : C : ε(ξ∗ − ξ)dΩ ≥Wext(ξ∗ − ξ), ∀ξ∗ ∈ C, (8.3)
le champ de contraintes e´tant donne´ par σ = C : ε(ξ).
Preuve. Montrons d’abord qu’il y a e´galite´ dans (8.1) si on prend σ∗ = σ et ξ∗ = ξ − ξ0. En effet, comme
ξ− ξ0 ∈ C0, il suffit de reprendre les calculs pre´ce´dents et de ve´rifier que les inte´grales sur ∂DΩ∩Γ et sur Ω∩Γ
sont nulles. C’est vrai car [[ξ0]] = 0 et σnn [[ξ]] · n = 0 sur Γ. On a donc obtenu∫
Ω\Γ
σ : ε(ξ − ξ0)dΩ = Wext(ξ − ξ0). (8.4)
Re´e´crivons l’ine´quation (8.1) avec σ∗ = σ et en travaillant sur C plutoˆt que sur C0 :∫
Ω\Γ
σ : ε(ξ∗ − ξ0)dΩ ≥Wext(ξ∗ − ξ0), ∀ξ∗ ∈ C. (8.5)
En retranchant l’e´quation (8.4) de l’ine´quation (8.5), on obtient imme´diatement (8.3) (ce qui a d’ailleurs le
me´rite de faire disparaˆıtre le champ ξ0 particulier).
Re´ciproquement, pour passer de (8.3) a` (8.4)-(8.5), on utilise le fait que C0 est un coˆne. En prenant ξ∗ = ξ0
on tire de (8.3) que ∫
Ω\Γ
σ : ε(ξ − ξ0)dΩ ≤Wext(ξ − ξ0).
Puis en prenant ξ∗ = ξ0 +2(ξ−ξ0), on tire de de (8.3) l’ine´galite´ inverse et donc l’e´galite´, i.e. (8.4). En reportant
dans (8.3), on obtient (8.5). 
Remarque. Notons que la relation de comportement n’intervient pas dans les raisonnements pre´ce´-
dents, ce qui veut dire que cette formulation variationnelle de l’e´quilibre reste valable meˆme si l’on
introduit des pre´-contraintes. De fac¸on ge´ne´rale, elle resterait vraie meˆme avec une relation contrainte-
de´formation non line´aire. Elle s’appuie par contre de fac¸on essentielle sur l’hypothe`se de petites per-
turbations.
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L’existence de l’e´quilibre de´pend a` la fois de l’e´tat de fissuration et du chargement. Intuitivement,
plus l’objet est fissure´ et moins l’e´quilibre devient possible pour un chargement donne´. Toutefois, a`
cause de la condition de non interpe´ne´tration, un objet peut eˆtre en e´quilibre tout en e´tant coupe´ en
deux. Illustrons le sur quelques exemples.
Astuce: Pour montrer que l’e´quilibre est possible, il suffit d’exhiber un champ de contraintes
statiquement admissible ou de fac¸on e´quivalente un champ de contraintes σ ve´rifiant l’ine´quation
variationnelle (8.1). Pour montrer que l’e´quilibre est impossible, il faut montrer que S est vide
et donc trouver une contradiction entre les e´quations d’e´quilibre volumiques et les conditions aux
limites.
Exemple :
Plac¸ons-nous en 2D, en contraintes planes et conside´rons un
carre´ de coˆte´ a. Envisageons une fissure le coupant en deux par-
ties et faisant un angle θ avec la direction 1. Exerc¸ons des efforts
normaux uniformes σ sur les deux coˆte´s oppose´s du carre´ pa-
ralle`les a` la direction 2, cf Figure. Etudions sous quelles condi-
tions sur θ et σ le carre´ fissure´ peut eˆtre en e´quilibre. Les forces
volumiques sont nulles.
σ
1
2
θ
n
+
−
1. θ = 0. Prenons σ = σe1⊗e1. Les e´quations d’e´quilibre et les conditions aux limites sur ∂Ω sont
satisfaites. Sur Γ, comme n = e2, on a σ12 = σ22 = 0 et donc les conditions sont satisfaites. Ce
champ est statiquement admissible.
2. θ = pi/2 et σ ≤ 0. Prenons toujours σ = σe1 ⊗ e1 et ve´rifions les conditions aux limites sur Γ.
Comme n = −e1 et que σ21 = 0 sont nuls, les cisaillements sont nuls. La contrainte normale
vaut σ ≤ 0 et donc la condition est satisfaite. Ce champ est statiquement admissible.
3. θ = pi/2 et σ > 0. Montrons qu’il n’existe pas de champ statiquement admissible, du fait
que l’on exerce une traction. Supposons le contraire et conside´rons σ admissible. Partons des
e´quations d’e´quilibre div σ = 0 et inte´grons-les sur la moitie´ droite Ω−du carre´ (entre la fissure
et le coˆte´ droit). Il vient en tenant compte du fait que σ21 = 0 sur Γ, que la normale exte´rieure
a` Ω− sur Γ est −e1, que σ · e1 = σe1 sur le coˆte´ droit et que σ · e2 = 0 sur les autres faces,
0 =
∫
Ω−
div σ dΩ =
∫
∂Ω−
σ · ndS = σa e1 −
∫
Γ
σ11dS e1.
On doit donc avoir
∫
Γ σ11dS = σa > 0 mais aussi σ11 ≤ 0 sur Γ, ce qui fournit la contradiction.
4. 0 < θ < pi/2, σ 6= 0. Montrons qu’il n’existe pas de champ statiquement admissible, cette fois-ci
du fait que les cisaillements sont nuls sur la fissure. Toujours par contradiction, supposons qu’il
existe σ admissible. Inte´grons les e´quations d’e´quilibre sur la partie Ω−. Comme σ · n = σnnn
et n = − sin θe1 + cos θe2 sur Γ, on obtient
0 =
∫
Ω−
div σ dΩ =
∫
∂Ω−
σ · ndS = σa e1 +
∫
Γ
σnndS (− sin θe1 + cos θe2).
185
En projetant sur e2 on trouve
∫
Γ σnndS = 0, mais alors l’e´quation suivant e1 ne peut eˆtre
satisfaite. D’ou` la contradiction. (Notons toutefois que si l’on tenait compte du frottement
entre les le`vres de la fissure, il pourrait y avoir e´quilibre lorsque σ < 0.)
8.1.2 L’e´nergie potentielle
Graˆce a` la formulation variationnelle de l’e´quilibre on va pouvoir e´tablir que le the´ore`me de l’e´nergie
potentielle reste vrai pour un objet fissure´, c’est-a`-dire que le de´placement d’e´quilibre est celui qui
minimise l’e´nergie potentielle parmi les de´placements cine´matiquement admissibles. Rappelons aupa-
ravant la de´finition de l’e´nergie potentielle associe´e a` un de´placement admissible.
De´finition de l’e´nergie potentielle. Soit ξ∗ un de´placement cine´matiquement admissible avec le
chargement impose´ et l’e´tat de fissuration Γ du milieu, i.e. ξ∗ ∈ C. L’e´nergie potentielle du milieu dans
cet e´tat de fissuration, sous ce chargement et dans ce de´placement est par de´finition 5
P(ξ∗) =
∫
Ω\Γ
1
2 ε(ξ
∗) : C : ε(ξ∗)dΩ−Wext(ξ∗). (8.6)
On peut donc e´tablir le
The´ore`me de l’e´nergie potentielle. Si compte tenu de l’e´tat de fissuration l’e´quilibre est possible,
alors le champ de de´placement a` l’e´quilibre est celui qui minimise l’e´nergie potentielle parmi tous les
champs de de´placements cine´matiquement admissibles, i.e.
ξ ∈ C, P(ξ) ≤ P(ξ∗), ∀ξ∗ ∈ C.
Preuve. La de´monstration est facilite´e par le fait que l’e´nergie e´lastique est quadratique. En supposant
qu’il existe un ξ ∈ C solution du proble`me de statique, par de simples manipulations alge´briques, il
vient pour tout ξ∗ ∈ C
P(ξ∗)− P(ξ) =
∫
Ω\Γ
(
1
2 ε
∗ : C : ε∗ − 12 ε : C : ε
)
dΩ−Wext(ξ∗ − ξ)
=
∫
Ω\Γ
1
2 (ε
∗ − ε) : C : (ε∗ − ε)dΩ +
∫
Ω\Γ
σ : (ε∗ − ε)dΩ−Wext(ξ∗ − ξ)
ou` ε = ε(ξ) et ε∗ = ε(ξ∗). Comme le tenseur de rigidite´ est positif, la premie`re inte´grale est non
ne´gative. Comme on suppose qu’il existe une solution, le champ de contraintes σ ve´rifie (8.3) et on en
de´duit que P(ξ∗)− P(ξ) ≥ 0, ce qui constitue le re´sultat cherche´. 
L’absence d’e´quilibre se voit dans l’e´nergie potentielle par le fait qu’elle n’est pas borne´e infe´rieurement
sur C. Si on peut construire une suite {ξ∗
n
}|n∈N d’e´le´ments de C telle que limn→∞ P(ξ∗n) = −∞, c’est
que l’e´quilibre est impossible, et re´ciproquement.
5. Notons que cette de´finition de l’e´nergie potentielle associe´e a` un champ de de´placement de´pend a priori du
chargement et de l’e´tat de fissuration. Toutefois, compte tenu des hypothe`ses faites sur le chargement, a` un champ
de de´placement admissible pour deux e´tats de fissuration diffe´rents est associe´e une meˆme valeur de l’e´nergie potentielle
de la structure.
186
Remarque. Dans le cas de pre´-contraintes impose´es, le the´ore`me de l’e´nergie potentielle reste valable
a` condition de prendre pour de´finition de l’ e´nergie potentielle
P(ξ∗) =
∫
Ω\Γ
(
1
2 ε(ξ
∗) : C : ε(ξ∗) + σ0 : ε(ξ∗)
)
dΩ−Wext(ξ∗).
Nous sommes maintenant en mesure d’introduire l’un des piliers de la Me´canique de la Rupture
Fragile.
De´finition de l’e´nergie potentielle a` l’e´quilibre. L’e´nergie potentielle P(Γ) de la structure Ω
en e´quilibre dans son e´tat de fissuration Γ et sous le chargement caracte´rise´ par les donne´es des
de´placements impose´s ξd sur ∂DΩ et des forces impose´es f dans Ω et T sur ∂NΩ est l’e´nergie potentielle
du champ de de´placement d’e´quilibre :
P(Γ) = P(ξ) = min
ξ∗∈C
P(ξ∗).
Cette e´nergie est e´videmment structurelle, elle de´pend a` la fois de la ge´ome´trie, du comportement,
du chargement et de l’e´tat de fissuration. Son calcul exact est le plus souvent impossible et il faut avoir
recours a` des approximations. Nous en e´tudierons quelques proprie´te´s dans la prochaine sous-section.
8.1.3 Le taux de restitution d’e´nergie potentielle
Dans la the´orie de Griffith, le crite`re de propagation d’une fissure est base´ sur la notion de taux de
restitution d’e´nergie potentielle, notion que nous introduisons ici. Il s’agit dans un premier temps de
comparer l’e´nergie potentielle d’une structure dans deux e´tats de fissuration diffe´rents mais soumise
au meˆme chargement. Intuitivement, on sent bien que plus une structure est fissure´e, plus elle est
souple et moindre est son e´nergie potentielle. Cela se de´montre facilement dans un cadre ge´ne´ral graˆce
au the´ore`me de l’e´nergie potentielle. E´tablissons ce re´sultat fondamental
De´croissance de l’e´nergie potentielle avec la fissuration. Soit une structure Ω en e´quilibre sous
un meˆme chargement, mais dans deux e´tats de fissuration diffe´rents Γ et Γ′ avec Γ′ plus grand que Γ,
i.e. Γ′ ⊃ Γ. Alors l’e´nergie potentielle de la structure dans l’e´tat Γ′ est plus petit (ou e´gal) a` l’e´nergie
potentielle dans son e´tat Γ :
Γ′ ⊃ Γ =⇒ P(Γ′) ≤ P(Γ).
Preuve. Soit C et C′ les ensembles de de´placements cine´matiquement admissibles associe´s aux e´tats
de fissuration Γ et Γ′. Tout de´placement admissible pour Γ est force´ment continu sur Γ′ \Γ et est donc
e´galement admissible pour Γ′ (se reporter a` la de´finition de C). En d’autres termes, on a C ⊂ C′. En
utilisant le the´ore`me de l’e´nergie potentielle, on obtient
P(Γ) = min
ξ∗∈C
P(ξ∗) ≥ min
ξ∗∈C′
P(ξ∗) = P(Γ′),
ce qui est l’ine´galite´ de´sire´e. 
Ce re´sultat dit que la croissance de la fissuration a` chargement constant se traduit par une restitu-
tion d’e´nergie potentielle de la structure. Le taux de restitution d’e´nergie potentielle sert a` quantifier
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cette proprie´te´ en termes de la de´rive´e de l’e´nergie potentielle par rapport a` la surface fissure´e. Tou-
tefois, cette de´finition de la de´rive´e demande a` eˆtre pre´cise´e. Nous allons le faire progressivement en
envisageant des cas de plus en plus complexes.
Attention : Dans tous les exemples 2D, si l’on conside`re que le domaine Ω est bidimensionnel,
alors l’e´nergie potentielle telle qu’elle a e´te´ de´finie en (8.6) a la dimension d’une force (Newton)
et pas d’une e´nergie (Newton·me`tre). Il faut la multiplier par une e´paisseur si cette dernie`re a un
sens dans le proble`me conside´re´ ou bien raisonner par unite´ d’e´paisseur. Dans toute la suite de ce
cours, nous raisonnerons par unite´ d’e´paisseur dans tous les exemples 2D conside´re´s (sauf mention
explicite du contraire).
De la meˆme fac¸on, le taux de restitution d’e´nergie potentielle est the´oriquement une variation
d’e´nergie par aire de fissure cre´e´e et s’exprime donc en Newton/me`tre. Par conse´quent, dans les
exemples 2D, si l’on raisonne par unite´ d’e´paisseur, alors le taux de restitution d’e´nergie potentielle
devient la variation d’e´nergie potentielle (telle qu’elle est de´finie par (8.6)) par longueur de fissure
cre´e´e.
1. Fissure unique en 2D. Conside´rons un objet bidimensionnel Ω dans lequel va se de´velopper une
fissure dont on connaˆıt a priori le trajet. Ce trajet est une courbe re´gulie`re Γˆ de longueur L et
l’e´tat de fissuration est caracte´rise´ par la position de la pointe de la fissure sur cette courbe.
On peut repe´rer la pointe par son abscisse curviligne `, ` croissant de 0 a` L au fur et a` mesure
que la fissure se propage le long du trajet. Ce faisant, l’e´nergie potentielle de la structure (par
unite´ d’e´paisseur) sous un chargement donne´ est donc une fonction de´croissante de `, soit P(`).
On de´finit alors le taux de restitution d’e´nergie potentielle G par 6
G = −dP
d`
(`).
Le signe moins est e´videmment introduit de fac¸on a` ce que G soit une quantite´ positive.
2. Fissures multiples en 2D. Supposons maintenant que se de´veloppent dans ce meˆme objet 2D
plusieurs fissures, chacune suivant un trajet pre´de´fini. (On peut aussi simplement conside´rer
une seule fissure inte´rieure au domaine, mais dont les deux pointes peuvent se propager.)
v1
v2
v3
Figure 8.1 – Avance´e virtuelle des diffe´rentes pointes de fissure
6. Un point de´licat sur le plan the´orique est de montrer que cette de´rive´e existe. Ce n’est pas garanti car cela de´pend
du trajet de la fissure dans l’objet. On peut le de´montrer sous certaines hypothe`ses. Nous supposerons que c’est vrai.
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Soit n le nombre de pointes susceptibles de se propager et ` = (`1, · · · , `n) le n-uplet servant
a` caracte´riser leur position. L’e´nergie potentielle (par unite´ d’e´paisseur) est maintenant une
fonction de n variables, soit P(`). On peut de´finir le taux “partiel” de restitution d’e´nergie Gi
duˆ a` la propagation (virtuelle) de la i-e`me pointe, les autres restant fixes, a` l’aide de la de´rive´e
partielle de P par rapport a` `i et de´finir le taux de restitution d’e´nergie comme un n-uplet :
G = (G1, · · · ,Gn), Gi = −∂P
∂`i
(`).
Chacun des Gi est non ne´gatif (dans la mesure ou` il est de´fini). On peut aussi calculer le taux de
restitution d’e´nergie duˆ a` la propagation simultane´e des n pointes caracte´rise´e par leur “vitesse
relative” respective vi, :
G = − lim
h→0
1
h
(
P(`+ hv)− P(`)
)
, v = (v1, · · · , vn), 0 ≤ vi ≤ 1,
n∑
i=1
vi = 1.
Sous re´serve de de´rivabilite´ de ` 7→ P(`), ce qui n’est pas garanti a` cause des conditions de
contact unilate´ral 7, on peut exprimer G comme une combinaison line´aire des Gi :
G = G · v =
n∑
i=1
Givi.
3. Fissure plane en 3D. Plac¸ons-nous en 3D et envisageons dans l’objet une fissure plane Γ sus-
ceptible de se propager dans son plan. Soit γ le front de fissure, courbe re´gulie`re parame´tre´e
par son abscisse curviligne ζ. Notons t le vecteur dans le plan de la fissure orthogonal au front
pointant vers l’exte´rieur de la fissure.
tγ Γ
Γh
hv(ζ)
Figure 8.2 – Avance´e virtuelle du front γ de la fissure plane Γ
Envisageons une propagation virtuelle du front caracte´rise´e par la fonction ζ 7→ v(ζ) repre´sentant
la “vitesse normale relative” d’avance´e du front, i.e. la fissure passant de Γ a` Γh pour h > 0
7. Il peut arriver que ` 7→ P(`) admette uniquement des de´rive´es directionnelles et que ces de´rive´es directionnelles ne
de´pendent pas line´airement de la direction. La raison physique est que l’avance´e d’une pointe peut modifier les conditions
de contact des autres fissures et que les effets ne s’ajoutent pas.
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assez petit avec
v ≥ 0,
∫
γ
v(ζ)dζ = 1, Γh = Γ
⋃
ζ
[γ(ζ), γ(ζ) + hv(ζ)t(ζ)] .
De´finissons le taux de restitution d’e´nergie potentielle de la fissure dans cette propagation
virtuelle comme e´tant G = limh→0(P(Γ)−P(Γh))/h. Comme dans le cas pre´ce´dent, sous re´serve
de de´rivabilite´ de l’e´nergie, G de´pend de fac¸on line´aire de la vitesse normale ζ 7→ v(ζ) et peut
donc eˆtre vu comme une forme line´aire qui peut s’e´crire
G = − lim
h→0
1
h
(
P(Γh)− P(Γ)
)
=
∫
γ
G(ζ)v(ζ)dζ.
ou` G(ζ) ≥ 0 repre´sente la densite´ line´ique de taux de restitution d’e´nergie au point ζ du front.
4. Bifurcation d’une fissure en 2D. Conside´rons en bidimensionnel une fissure qui bifurque, i.e.
dont la branche initiale se divise en deux branches.
v1
v2
Figure 8.3 – Bifurcation d’une fissure
La vitesse de croissance des deux branches peut eˆtre diffe´rente. Appelons t1 et t2 les vecteurs
tangents aux deux branches au point de bifurcation x. Si v1 ≥ 0 et v2 ≥ 0, avec v1 + v2 = 1,
de´signent les vitesses relatives de croissance des deux branches, on peut de´finir le taux de
restitution d’e´nergie lors de la bifurcation comme
G = − lim
h→0
1
h
(P(Γh)− P(Γ)), Γh = Γ ∪ [x, x+ hv1t1] ∪ [x, x+ hv2t2].
Le taux de restitution d’e´nergie de´pend de v1 et v2, mais contrairement aux cas pre´ce´dents
cette de´pendance n’est jamais line´aire car on ne peut pas traiter se´pare´ment les deux branches.
Attention : Noter que l’on a syste´matiquement normalise´ les vitesses virtuelles de propagation en
imposant que leur somme (discre`te ou continue) soit e´gale a` 1. C’est ne´cessaire si l’on veut que la
taux de restitution d’e´nergie repre´sente bien la variation d’e´nergie potentielle par unite´ de surface
de fissure cre´e´e.
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Remarque. De fac¸on ge´ne´rale, le taux de restitution d’e´nergie potentielle est mathe´matiquement la
de´rive´e directionnelle de l’e´nergie dans la direction de propagation de´finie par la vitesse virtuelle. De
fac¸on ge´ne´rique, on le notera G et le de´finirons par
G = lim
h→0
P(Γ)− P(Γh)
aire(Γh)− aire(Γ) , (8.7)
Γh de´signant une famille de fissures contenant Γ et tendant vers Γ quand h tend vers0. G de´pend
e´videmment de la “direction” de propagation envisage´e.
8.2 Le calcul de G et la formule d’Irwin
Nous nous proposons dans cette section de de´velopper une me´thode de calcul du taux de restitution
d’e´nergie. Nous e´tablirons ensuite la formule d’Irwin qui fait le lien entre le taux de restitution d’e´nergie
et les facteurs d’intensite´ de contraintes. Nous finirons ce chapitre par quelques exemples de calcul des
facteurs d’intensite´ des contraintes.
8.2.1 Une me´thode de calcul de G.
Cette me´thode 8 a le double me´rite de fournir d’une part un cadre the´orique pour prouver la
de´rivabilite´ de l’e´nergie potentielle et d’autre part une formule permettant de calculer nume´riquement
G de fac¸on pre´cise dans les situations les plus fre´quentes. On peut la mettre en œuvre en 3D aussi
bien qu’en 2D. Toutefois pour alle´ger la pre´sentation, nous nous contentons de l’e´tablir ici dans le cas
2D-plan et sous quelques hypothe`ses simplificatrices sur la ge´ome´trie de la fissure et le chargement.
La difficulte´ du calcul du taux de restitution d’e´nergie tient au fait que l’e´nergie potentielle est une
quantite´ globale de´finie sur le domaine fissure´. Il s’agit donc de calculer la de´rive´e d’une inte´grale
de´finie sur un domaine variable. De plus la pre´sence de singularite´s vient compliquer la taˆche et
interdit l’utilisation des formules classiques. Il faut e´tablir de nouvelles formules en e´vitant les e´cueils
dus au domaine variable et aux singularite´s. L’ide´e est de tout “transporter” sur un domaine fixe
puis de de´river classiquement sous le signe inte´gral. On obtient ainsi une formule pour la calcul de
G se pre´sentant sous la forme d’une inte´grale sur le domaine fissure´ re´el ne faisant intervenir que les
champs des de´placements ξ et des contraintes σ a` l’e´quilibre et le champ de vecteurs v ayant servi
pour le transport sur un domaine fixe.
La me´thode est mise en œuvre sous les hypothe`ses suivantes sur lesquelles nous reviendrons :
Hypothe`ses : On suppose que
1. Le milieu est bidimensionnel (en terme d’e´nergie, on raisonnera par unite´ d’e´paisseur, cf l’aver-
tissement page 188). Sa configuration de re´fe´rence “saine” Ω est coupe´e par une fissure Γ qui
est une courbe re´gulie`re, rectiligne au voisinage de la pointe P ;
2. Le comportement est line´airement e´lastique sans pre´-de´formations ;
8. Cette me´thode est couramment appele´e me´thode G-θ, θ e´tant le champ de vecteurs utilise´ pour l’e´tablir. Ici, nous
noterons ce champ v pour conserver la logique de nos notations, v(P) repre´sentant la vitesse virtuelle de la pointe P de
la fissure.
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3. La pointe de la fissure P dont on envisage la propagation virtuelle est situe´e a` l’inte´rieur du
domaine dans une zone ou` le milieu est homoge`ne (et donc pas a` une interface) ;
4. A` l’e´quilibre sous le chargement conside´re´, il n’y a pas de contact entre les le`vres de la fissure
qui sont libres de force.
5. Les forces volumiques au voisinage de la pointe de la fissure sont des fonctions re´gulie`res de x.
On envisage une extension de la fissure dans la direction de la tangente t a` la pointe P et pour cela
on ajoute a` Γ un segment de longueur h assez petite. La fissure e´tendue est donc Γh = Γ∪ [P,P +ht].
Il s’agit de calculer
G = − d
dh
P(Γh)
∣∣∣∣
h=0
avec P(Γh) =
∫
Ω\Γh
(
W (ε(ξ
h
))− f · ξ
h
)
dΩ−
∫
∂NΩ
T · ξ
h
dS
ou` ξ
h
de´signe les de´placements a` l’e´quilibre du domaine avec pour e´tat de fissuration Γh, a` chargement
fixe´. On note W (ε) le potentiel e´lastique, i.e.
W (ε) = 12 ε : C : ε, σ =
∂W
∂ε
(ε) = C : ε.
Pour renvoyer Ω \ Γh sur le domaine fixe Ω \ Γ, on utilise un champ de vecteurs x 7→ v(x) de´fini sur
Ω, continuˆment diffe´rentiable par morceaux et posse´dant les proprie´te´s suivantes, cf Figure 8.4 :
v(P) = t, v · n = 0 sur Γ, v = 0 en dehors du voisinage de P ou` Γ est rectiligne.
P Ph
tht
Figure 8.4 – Zone de l’objet au voisinage de la pointe de la fissure P et repre´sentation du champ de
vecteur v servant a` transporter Ω \ Γ sur Ω \ Γh.
La transformation ϕ
h
qui a` x associe xh = ϕh(x) = x+ hv(x) est pour h assez petit une bijection
sur Ω qui transforme Γ en Γh, qui transforme la pointe P en la pointe translate´e Ph = P + ht et qui
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laisse les points de ∂Ω invariants. La transformation inverse ϕ−1
h
envoie donc l’ouvert variable Ω \ Γh
sur l’ouvert fixe Ω\Γ. Transportons e´galement le de´placement ξ
h
, qui est un e´le´ment de C(Γh) mais pas
de C(Γ), en le champ ξ[
h
= ξ
h
◦ϕ
h
qui lui est un e´le´ment de C(Γ) 9. En notant F
h
= ∇ϕ
h
= I+h∇v le
gradient de la transformation, on a donc en utilisant les formules classiques de changement de variable
et de de´rivation de fonction compose´e
dxh = detF h(x)dx, ∇ξh(xh) = ∇ξ[h(x)F h(x)−1.
En reportant dans l’expression de P(Γh) il vient
P(Γh) =
∫
Ω\Γ
(
W
(
1
2 ∇ξ[hF−1h + 12 F−Th (∇ξ[h)T
)
− f ◦ ϕ
h
· ξ[
h
)
detF
h
dΩ−
∫
∂NΩ
T · ξ
h
dS
ou` l’on a utilise´ le fait que les points de ∂NΩ sont invariants. En vertu du the´ore`me de l’e´nergie
potentielle, on peut aussi remarquer que ξ[
h
minimise sur C(Γ) l’e´nergie potentielle “transporte´e” Ph :
P(Γh) = Ph(ξ[h) = minξ∗∈C(Γ)Ph(ξ
∗)
avec
Ph(ξ∗) =
∫
Ω\Γ
(
W
(
1
2 ∇ξ∗F−1h + 12 F−Th (∇ξ∗)T
)
− f ◦ ϕ
h
· ξ∗
)
detF
h
dΩ−
∫
∂NΩ
T · ξ∗dS.
On se sert de cette proprie´te´ pour montrer que h 7→ ξ[
h
est de´rivable en h = 0 et on note ξ˙ cette
de´rive´e (nous admettrons ce re´sultat de re´gularite´) :
ξ˙ =
d
dh
ξ[
h
∣∣∣∣
h=0
.
On peut alors de´river par rapport a` h sous le signe inte´gral. On utilise les identite´s suivantes : ϕ
0
= i,
F
0
= I, ξ
0
= ξ et
d
dh
ϕ
h
∣∣∣∣
h=0
= v,
d
dh
F−1
h
∣∣∣∣
h=0
= −∇v, d
dh
detF
h
∣∣∣∣
h=0
= div v,
d
dh
f ◦ ϕ
h
∣∣∣∣
h=0
= ∇f · v.
On obtient
G = −
∫
Ω\Γ
(
W (ε(ξ))− f · ξ) div v dΩ + ∫
Ω\Γ
(
σ : (∇ξ · ∇v) + ξ · ∇f · v) dΩ
−
∫
Ω\Γ
σ : ε(ξ˙) dΩ +
∫
Ω
f · ξ˙ dΩ +
∫
∂NΩ
T · ξ˙dS.
9. On montre que ξ[
h
est de´rivable par rapport a` h. Sa de´rive´e (qui s’interpre`te comme une vitesse de de´placement) est
un champ qui a la meˆme re´gularite´ que ξ. On peut la prendre comme champ test dans les formulations variationnelles.
Par contre la de´rive´e de ξ
h
par rapport a` h est un champ plus singulier (avec une singularite´ en 1/
√
r en pointe de fissure
a` cause du de´placement de la pointe de la fissure). Elle n’est pas d’e´nergie finie et on ne peut donc pas la prendre comme
champ test. C’est cette absence de re´gularite´ qui interdit l’utilisation des formules de de´rivation classiques.
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Comme on a suppose´ qu’il n’y avait pas de forces de contact sur les le`vres de la fissure a` l’e´quilibre,
on a σ ·n = 0 sur Γ. Comme ξ˙ = 0 sur ∂DΩ, on de´duit des e´quations d’e´quilibre et des conditions aux
limites que ∫
Ω\Γ
σ : ε(ξ˙) dΩ =
∫
Ω
f · ξ˙ dΩ +
∫
∂NΩ
T · ξ˙dS
ce qui e´limine la deuxie`me ligne dans l’expression pre´ce´dente de G. Par conse´quent, en regroupant les
termes restants, l’expression de G se re´duit a`
G =
∫
Ω\Γ
(
σ : (∇ξ · ∇v)−W (ε(ξ)) div v + div(f ⊗ v) · ξ
)
dΩ
ou encore en termes des composantes avec sommation sur les indices re´pe´te´s
G =
∫
Ω\Γ
(
σij
∂ξi
∂xk
∂vk
∂xj
− 1
2
σij
∂ξi
∂xj
∂vk
∂xk
+
∂(fivk)
∂xk
ξi
)
dΩ
Commentons cette formule avant de revenir sur les hypothe`ses faites pour l’e´tablir.
Cette formule de calcul de G est donc une inte´grale de volume ne´cessitant la connaissance des champs
des de´placements et des contraintes a` l’e´quilibre sous le chargement conside´re´ dans l’e´tat de fissu-
ration Γ. Par contre, bien qu’il s’agisse d’une de´rive´e, il n’est pas ne´cessaire de calculer les champs
a` l’e´quilibre dans les e´tats de fissuration voisins Γh. En particulier, la “vitesse de de´placement” ξ˙
a disparu au cours du calcul graˆce aux e´quations d’e´quilibre. L’autre acteur dans ce calcul est le
champ v. On pourrait penser a` la vue de la formule que G de´pend de v. Il n’en est rien car la
de´finition de G est intrinse`que et nous le ve´rifierons avec la formule d’Irwin que nous e´tablissons
un peu plus loin. Par contre, d’un point de vue nume´rique, comme on ne calcule pas en ge´ne´ral
exactement les champs a` l’e´quilibre mais uniquement des valeurs approche´es (c’est le cas avec la
me´thode des e´le´ments finis par exemple), la valeur nume´rique approchant G de´pend a priori de v.
Se pose alors la question de son choix afin que la pre´cision soit la meilleure possible. On peut avoir
inte´reˆt a` tester plusieurs champs v. Sur le plan pratique, la construction automatique de champs v
est e´galement un souci. Cette me´thode (qui date des anne´es 1980) est de´sormais implante´e dans les
“grands” codes de calcul.
Certaines des hypothe`ses adopte´es pour e´tablir la formule de G peuvent eˆtre leve´es sans que le
re´sultat change (mais parfois au prix d’une augmentation substantielle des difficulte´s techniques pour
l’e´tablir). D’autres sont importantes car la formule change si elles ne sont pas ve´rifie´es, mais elles
ne remettent pas en cause toutefois la me´thode. D’autres enfin sont vitales sans quoi la me´thode ne
s’applique pas. Passons les en revue.
1. Milieu 2D, fissure rectiligne. Cette hypothe`se peut eˆtre leve´e sans que le re´sultat change. On
peut meˆme utiliser la formule en 3D a` condition de voir le champ v comme un champ de vecteurs
dont la valeur sur le front de fissure vaut la vitesse de propagation virtuelle du front envisage´e,
soit v(ζ)t(ζ) avec les notations de la section 8.1.3. Le fait que la fissure soit rectiligne ou plane
est secondaire. Toutefois, il est absolument vital que la vitesse de propagation virtuelle se fasse
dans le “prolongement” de la fissure existante. La me´thode ne s’applique plus dans le cas d’un
branchement, i.e. dans le cas d’un changement de direction de la fissure ;
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2. Elasticite´ line´aire. On peut e´tendre sans difficulte´ la me´thode a` l’e´lasticite´ non line´aire ou a`
l’e´lasticite´ line´aire avec pre´-de´formations. Toutefois dans ce dernier cas la formule change car
vient s’ajouter un terme dans l’expression de G lorsque ces pre´-de´formations de´pendent de x.
3. Pointe de la fissure en milieu homoge`ne. La me´thode ne s’applique plus si la pointe est a` une
interface comme le point I ′ sur la figure 7.10, car en transportant la future pointe sur l’ancienne
on est oblige´ de modifier les constantes e´lastiques. Cette difficulte´ technique traduit le fait que
G peut ne pas eˆtre de´fini dans cette situation.
4. Non contact entre les le`vres. Cette hypothe`se sert a` simplifier la de´monstration. Mais la pre´sence
de contact peut conditionner les questions de re´gularite´. Toute la de´monstration est a` revoir
s’il y a contact.
5. Forces volumiques re´gulie`res. On voit que la formule n’est plus valable si les forces volumiques
sont par exemple discontinues, ce qui est le cas pour un bi-mate´riau dans un champ de pesan-
teur a` cause de masses volumiques diffe´rentes. On est dans une situation voisine d’une fissure
d’interface et la me´thode a priori ne s’applique plus.
Il existe d’autres me´thodes de calcul de G. Citons par exemple l’inte´grale J de Rice, qui est une
inte´grale de contour (et non de volume). Elle s’appuie sur le fait que sous certaines hypothe`ses (tre`s
restrictives, comme fissure rectiligne, milieu homoge`ne, absence de forces volumiques, . . . ) l’inte´grale J
est inde´pendante du choix du contour (dans la mesure ou` il entoure la pointe de la fissure). On montre
que J = G et on peut choisir a` sa guise le contour d’inte´gration. Toutefois, ce re´sultat d’invariance vis
a` vis du contour tient essentiellement a` des proprie´te´s de syme´trie du proble`me et n’est pas une vraie
proprie´te´ me´canique ge´ne´rale. De plus, l’e´valuation nume´rique de l’inte´grale de contour peut se re´ve´ler
moins pre´cise que l’inte´grale de volume de la me´thode G-θ, car elle ne´cessite d’estimer avec pre´cision
les contraintes et le gradient des de´placements le long d’un contour.
8.2.2 La formule d’Irwin
Nous e´tablissons ici un re´sultat essentiel qui fait le lien entre le taux de restitution d’e´nergie
(grandeur globale) et les facteurs d’intensite´ des contraintes (grandeurs globales attache´es a` la forme
locale des singularite´s). La formule porte le nom de formule d’Irwin bien qu’il soit difficile de retrouver
qui est le ve´ritable auteur de la formule dans un cadre raisonnablement ge´ne´ral. La de´monstration que
nous utilisons ici s’appuie sur la formule de G e´tablie dans la sous-section pre´ce´dente et repose donc
sur les meˆmes hypothe`ses. Nous nous plac¸ons tout d’abord en 2D-de´formations planes et mate´riau
line´airement e´lastique et isotrope, cadre dans lequel nous avons e´tabli la forme des singularite´s.
Formule d’Irwin en de´formations planes. Dans un milieu line´airement e´lastique et isotrope
en de´formations planes, le taux de restitution d’e´nergie potentielle G associe´ a` une propagation
virtuelle de la fissure dans la direction de la tangente a` la pointe de la fissure et les facteurs d’intensite´
de contraintes KI et KII en pointe la pointe de la fissure sont relie´s par la formule d’Irwin
G =
1− ν2
E
(
KI
2 + KII
2
)
.
Preuve. On part de la formule de G e´tablie pre´ce´demment avec des notations condense´es :
G =
∫
Ω\Γ
(
σijξi,kvk,j − 12σijξi,jvk,k + (fivk),kξi
)
dΩ.
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Conside´rons la boule Br (ferme´e) de centre la pointe de la fissure P et de rayon r assez petit et destine´
a` tendre vers 0. On note Cr le bord de Br, i.e. le cercle de centre P et de rayon r. On partitionne
Ω \ Γ en la partie B˜r incluse dans Br (c’est donc la boule prive´e du segment Γr = [P − rt,P]) et la
partie Dr exte´rieure a` Br. Inte´grons par parties l’inte´grale sur Dr en remarquant que le bord de Dr
est la re´union de ∂Ω, Cr et Γ \ Γr :
G =
∫
Dr∪B˜r
(
σijξi,kvk,j − 12σijξi,jvk,k + (fivk),kξi
)
dΩ
=
∫
B˜r
(
σijξi,kvk,j − 12σijξi,jvk,k + (fivk),kξi
)
dΩ
+
∫
Dr
(
− (σijξi,k),j vk + 12 (σijξi,j),k vk − fivkξi,k
)
dΩ
+
∫
∂Dr
(
σijnjξi,kvk − 12σijξi,jvknk + fiξivknk
)
ds.
Etudions chaque terme se´pare´ment.
— Comme les contraintes et le gradient des de´placements sont singuliers comme 1/
√
r au voisinage
de P, le terme le plus singulier dans l’inte´grale sur B˜r est de l’ordre de 1/r et comme dΩ est de
l’ordre de r, le produit est de l’ordre de 1. Par conse´quent la limite de l’inte´grale sur B˜r quand
r tend vers 0 est nulle.
— Montrons que l’inte´grande de Dr est nul. On note tout d’abord que (σij,j + fi)ξi,kvk = 0 en
vertu des e´quations d’e´quilibre. Il reste 12 (−σijξi,jk +σij,kξi,j)vk. Mais comme σij = Cijpqεpq =
Cijpqξp,q et que le milieu est homoge`ne la` ou` vk n’est pas nul, on a (σijξi,jk − σij,kξi,j)vk =
(Cijpqξp,qξi,jk − Cijpqξp,qkξi,j)vk = 0 en vertu de la syme´trie des coefficients e´lastiques (Cijpq =
Cpqij). D’ou` le re´sultat.
— L’inte´grale sur ∂Ω est nulle car v y est nul. L’inte´grale sur Γ\Γr est nulle car v ·n et σ ·n y sont
nuls. Il reste l’inte´grale sur Cr. Le terme fiξivknkds est de l’ordre de r
3/2 et donc l’inte´grale
tend vers 0 quand r → 0.
En passant a` la limite quand r → 0, on a donc
G = lim
r→0
∫
Cr
(
σijnjξi,kvk − 12σijξi,jvknk
)
ds. (8.8)
La fin de la de´monstration est un long calcul ou` on utilise le syste`me de coordonne´es polaires de la
Figure 7.11, les formes singulie`res des champs des de´placements et des contraintes de la section 7.3.1,
le fait que v(P) = t = cos θer − sin θeθ et que n = −er, ds = rdθ sur Cr. Il faut reporter dans
l’inte´grale et inte´grer en θ entre −pi et pi. Nous n’en donnerons pas les de´tails, mais on notera que les
contraintes et le gradient des de´placements e´tant de l’ordre de 1/
√
r, leur produit est de l’ordre de
1/r et en multipliant par rdθ l’inte´grande est donc de l’ordre de 1. 
En fait, la formule peut-eˆtre e´tendue au 2D-antiplan et au 3D. On peut suivre la meˆme de´marche
que dans la de´monstration pre´ce´dente et on arrive a` l’e´quation (8.8). En 2D-antiplan, on obtient la
formule suivante
Formule d’Irwin en de´formations anti-planes. Dans un milieu line´airement e´lastique et iso-
trope en de´formations anti-planes, le taux de restitution d’e´nergie potentielle G associe´ a` une
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propagation virtuelle de la fissure dans la direction de la tangente a` la pointe de la fissure et les
facteurs d’intensite´ de contraintes KIII en pointe de la fissure sont relie´s par la formule d’Irwin
G =
1
2µ
KIII
2.
Exercice 8.3. De´montrer la formule d’Irwin en de´formations antiplanes. (On pourra partir de l’e´quation
(8.8).)
En 3D, en utilisant les notations des sections 8.1.3 et 7.3.3, il suffit de conside´rer que Cr est le
tore centre´ sur le front de fissure γ dont la section au point P(ζ) par le plan (t(ζ), n(ζ)) est le cercle
de centre P(ζ) et de rayon r. En prenant v(P(ζ)) = v(ζ)t(ζ) et en admettant que les singularite´s sont
toujours une combinaison des modes I, II et III, on obtient la formule suivante
Formule d’Irwin en 3D. Dans un milieu line´airement e´lastique et isotrope, le taux de restitution
d’e´nergie potentielle 〈G, v〉 associe´ a` une propagation virtuelle de la fissure de vitesse normale v(ζ) le
long du front γ et les facteurs d’intensite´ de contraintes locaux KI(ζ),KII(ζ),KIII(ζ) sont relie´s par la
formule d’Irwin :
〈G, v〉 =
∫
γ
G(ζ)v(ζ)dζ
avec
G(ζ) =
1− ν2
E
(
KI(ζ)
2 + KII(ζ)
2
)
+
1
2µ
KIII(ζ)
2.
8.3 L’hypothe`se de Griffith sur l’e´nergie de fissuration
8.3.1 L’e´nergie de fissuration
Apre`s l’e´nergie potentielle, introduisons l’autre grand pilier de la Me´canique de la Rupture Fragile
qu’est l’e´nergie de fissuration. L’e´nergie potentielle repre´sente l’e´nergie emmagasine´e par la structure,
essentiellement sous forme e´lastique, en re´ponse aux sollicitations. Cette e´nergie disparaˆıt de`s qu’on
relaˆche les efforts. L’e´nergie de fissuration, elle, est pe´renne et est intimement lie´e a` l’hypothe`se faite
sur la cohe´sion ou la non cohe´sion des fissures. Il est donc fondamental de distinguer l’origine des deux
e´nergies. L’e´nergie potentielle est structurelle donc globale, de´pendante a` la fois de la ge´ome´trie, du
chargement et du comportement ; elle se calcule. L’e´nergie de fissuration est mate´rielle donc locale ;
elle se mesure.
Dans la the´orie de Griffith ou` l’on ne´glige les forces de cohe´sion, l’e´nergie de fissuration de la
structure est une e´nergie de surface qui s’apparente a` l’e´nergie de tension superficielle pour les liquides
mais avec toutefois des diffe´rences fondamentales sur lesquelles nous reviendrons. C’est l’e´nergie qu’il
faut fournir au mate´riau pour rompre sa cohe´sion interne. Essayons d’en chercher ses origines pour les
solides dans les potentiels d’interaction atomiques. Conside´rons un potentiel d’interaction atomique
du type Lennard-Jones, U(r), correspondant a` l’e´nergie que posse`de un atome lorsqu’il est place´ a` une
distance r d’un autre atome isole´ dans l’espace. L’exemple typique est
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−Uc
rmrc r
T
r0
Tm
rm
Figure 8.5 – Interaction atomique du type Lennard-Jones. A` gauche : le potentiel d’interaction ; a`
droite : la force d’interaction entre deux atomes en fonction de leur distance.
U(r) = 4Uc
(( r0
r
)12 − ( r0
r
)6)
,
ou` r0 est la distance ou` l’e´nergie potentielle est nulle et −Uc est l’e´nergie dans la position d’e´quilibre
rc = 2
1/6r0. Par de´rivation, on en de´duit la force d’interaction (centrale) entre les atomes, re´pulsive a`
courte distance, attractive a` longue distance :
T (r) = −U ′(r) = 24Uc
r
(( r0
r
)6 − 2( r0
r
)12)
.
Elle croˆıt tout d’abord, s’annule a` la distance d’e´quilibre, est maximale en rm ≈ 1.24 r0 ou` elle vaut
Tm ≈ 2.40Uc/r0, puis de´croˆıt vers 0. Quand on a e´loigne´ infiniment les deux atomes en partant de leur
distance d’e´quilibre, l’e´nergie de l’ensemble a augmente´ de Uc.
Figure 8.6 – Se´paration en deux blocs d’un re´seau d’atomes et justification de l’e´nergie de fissuration.
(Les ressorts symbolisent les interactions entre plus proches voisins.)
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Imaginons une chaˆınes de N+1 atomes interagissant selon ce potentiel. En ne conside´rant que l’in-
teraction des plus proches voisins, la distance interatomique d’e´quilibre est rc et la chaˆıne posse`de alors
l’e´nergie −NUc. Si nous “coupons” cette chaˆıne en deux en e´loignant infiniment les deux morceaux,
l’ensemble a maintenant l’e´nergie −(N − 1)Uc et a donc “gagne´” Uc par rapport a` la chaˆıne “saine”.
Recommenc¸ons le raisonnement en 2D et imaginons un re´seau carre´ de (N+1)2 d’atomes qui, toujours
dans l’approximation des plus proches voisins, sera en e´quilibre avec une distance interatomique de rc
et une e´nergie −N2Uc. En e´loignant infiniment deux range´es d’atomes, l’e´nergie des deux morceaux
est augmente´e de (N + 1)Uc. Comme le coˆte´ du carre´ est de longueur naturelle L = N rc, on a donc
fourni au re´seau d’atomes une e´nergie valant, en premie`re approximation, UcL/rc. Ce gain d’e´nergie
est donc proportionnel a` la longueur de la “fissure” avec une constante de proportionnalite´ Uc/rc. En
3D, on obtiendrait de meˆme que l’e´nergie gagne´e par un re´seau cubique de coˆte´ L lorsque il est se´pare´
en deux morceaux est (approximativement) e´gale a` GcL
2 avec
Gc =
Uc
r2c
.
L’e´nergie de fissuration est donc proportionnelle a` la surface fissure´e, la constante de proportionnalite´
Gc e´tant caracte´ristique du potentiel d’interaction. Notons que ce raisonnement simplifie´ repose sur
deux approximations : l’interaction uniquement des plus proches voisins et l’e´loignement infini des deux
morceaux. Corriger la premie`re changerait la constante Gc et induirait des effets de bord. Corriger la
deuxie`me changerait radicalement le mode`le en faisant de´pendre l’e´nergie de fissuration de la distance
des le`vres de la fissure. C’est l’essence de la the´orie de Barenblatt.
Si nous conservons nos hypothe`ses simplificatrices et comparons les valeurs mesure´es expe´rimen-
talement de Gc avec la valeur “the´orique” Uc/r
2
c , on constate que la valeur the´orique sous-estime
fortement la valeur re´elle. La raison est a` chercher au niveau des me´canismes de la fissuration a` plus
petite e´chelle. A` petite e´chelle, les le`vres des fissures ne sont jamais lisses, mais pre´sente une rugosite´
qui peut augmenter substantiellement la surface re´elle de fissuration. A` une e´chelle interme´diaire, la
fissure est entoure´e d’une zone endommage´e (re´seaux de micro-fissures) ou plastifie´e qui du point de
vue e´nerge´tique est une e´nergie dissipe´e en volume qui vient s’ajouter a` l’e´nergie de surface. Au to-
tal, suivant les mate´riaux et suivant les conditions de fissuration, dont en particulier la tempe´rature,
l’e´nergie effective de fissuration peut eˆtre bien plus grande que le simple produit de la densite´ d’e´nergie
de surface the´orique par la surface fissure´e apparente a` grosse e´chelle. En conclusion, la densite´ sur-
facique d’e´nergie de fissuration effective Gc doit faire l’objet de mesure expe´rimentale spe´cifique. On
peut par exemple utiliser les essais sur e´prouvette CT ou de flexion 3 points comme pour la mesure
de la te´nacite´. En anticipant sur le crite`re de propagation de Griffith que nous pre´sentons plus loin,
on peut utiliser la formule d’Irwin pour relier KIc a` Gc, sachant que ces essais sont faits en mode I et
(approximativement) en de´formations planes :
Gc =
1− ν2
E
KIc
2.
Notons cependant que cette notion de densite´ surfacique d’e´nergie de fissuration a une porte´e
beaucoup plus ge´ne´rale que la te´nacite´. On peut l’utiliser aussi bien en mode III qu’en mode mixte.
On peut la ge´ne´raliser a` des mate´riaux anisotropes, dans ce cas-la` Gc est fonction de l’orientation n
de la fissure. On peut aussi l’e´tendre a` des fissures d’interface. Mais e´videmment toutes ces extensions
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doivent recevoir une confirmation expe´rimentale. En re´sume´, dans le cadre de la the´orie de Griffith,
l’e´nergie de fissuration de la structure dans son e´tat de fissuration Γ est donne´e par
Energie de fissuration : D(Γ) =
∫
Γ
Gc(x, n(x))dS.
8.3.2 Le taux de cre´ation d’e´nergie de fissuration
De la meˆme fac¸on que l’on de´finit le taux de restitution d’e´nergie potentielle de la structure dans
une e´volution virtuelle de la fissuration a` chargement fixe´, on peut de´finir le taux de cre´ation d’e´nergie
de fissuration dans la meˆme e´volution virtuelle de la fissuration. Sa de´finition ge´ne´rale est la suivante :
De´finition du taux de cre´ation d’e´nergie de fissuration. Soit Γ l’e´tat de fissuration re´el et
Γh une famille d’e´tats de fissuration virtuels plus grands que Γ, i.e. Γ ⊂ Γh, et tel que l’aire (ou la
longueur) 10 de Γh \Γ tende vers 0 lorsque h→ 0. On appelle taux de cre´ation d’e´nergie de fissuration
la limite suivante (que l’on notera D′ pour e´voquer qu’il s’agit d’une de´rive´e de D) :
D′ = lim
h→0
D(Γh)− D(Γ)
aire(Γh)− aire(Γ) .
Le taux de cre´ation d’e´nergie de fissuration repre´sente donc l’apport d’e´nergie de surface par unite´
de surface cre´e´e. Il est e´videmment directement lie´ a` Gc et co¨ıncide avec lui en milieu homoge`ne
isotrope. Donnons quelques exemples.
Attention : Comme pour l’e´nergie potentielle et le taux de restitution d’e´nergie potentielle, il faut
faire attention aux dimensions dans les proble`mes 2D. Nous raisonnerons syste´matiquement (sauf
mention explicite du contraire) par unite´ d’e´paisseur, ce qui veut dire que l’e´nergie de fissuration aura
comme l’e´nergie potentielle la dimension d’une force. En contrepartie, le taux de cre´ation d’e´nergie
de fissuration sera la variation d’e´nergie de variation par longueur de fissure cre´e´e et s’exprimera
bien en Newton/me`tre.
Exemple 1 : Milieu homoge`ne isotrope. Dans ce cas, comme D(Γ) = Gcaire(Γ), on a D
′ = Gc .
Exemple 2 : Fissures multiples en 2D dans un milieu non homoge`ne et non isotrope.
Envisageons une propagation virtuelle de chacune des
n pointes Pi dans la direction ti (cette direction ne
co¨ıncide pas force´ment avec la tangente a` la fissure en
Pi) et la vitesse relative vi. Si l’on note ni le vecteur or-
thogonal a` ti, le taux de cre´ation d’e´nergie de fissuration
est donne´ par :
D′ =
n∑
i=1
Gc(Pi, ni)vi, 0 ≤ vi ≤ 1,
n∑
i=1
vi = 1.
v1t1
v2t2
v3t3
P1
P2
P3
10. C’est l’aire en 3D et la longueur en 2D, cf le warning ci-dessus.
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Exemple 3 : Bifurcation d’une fissure en 2D.
Dans le cas d’une bifurcation au point P dans les direc-
tions t1 et t2 avec des vitesses relatives v1 et v2 = 1−v1,
on a
D′ = Gc(P, n1)v1 + Gc(P, n2)v2.
ou` n1 et n2 sont les normales aux branches.
v2t2
v1t1
P
Si le milieu est isotrope, on a D = Gc(P) et le fait qu’il y ait branchement ne joue pas de roˆle
dans le taux de cre´ation d’e´nergie de fissuration (alors qu’il est essentiel dans le taux de restitution
d’e´nergie).
8.4 La loi de propagation de Griffith
Dans cette section, nous re´introduisons le temps ou plus exactement le parame`tre t servant a` de´crire
le trajet de chargement et l’e´volution de l’e´tat du milieu conside´re´, dont en particulier son e´tat de
fissuration. Les forces volumiques f , les forces surfaciques T et les de´placements impose´s ξd de´pendent
de t. Ce faisant l’e´nergie potentielle de la structure a` l’e´quilibre a` l’instant t dans l’e´tat de fissuration
(re´el ou virtuel) Γ de´pend a` la fois de t et de Γ. Cette de´pendance est re´introduite explicitement et
l’e´nergie potentielle est de´sormais note´e P(t,Γ). La fissuration va e´voluer sous l’effet du chargement
et l’e´tat de fissuration re´el a` l’instant t est note´ Γ(t). On se donne l’e´tat de fissuration initial, soit Γ0.
8.4.1 Les principes sur lesquels s’appuient la loi de Griffith
Il s’agit donc d’e´crire la loi qui re´git t 7→ Γ(t). Cette loi se de´cline en trois items, chacun associe´ a`
un principe physique que nous pre´sentons brie`vement avant de les formuler pre´cise´ment.
1. L’irre´versibilite´ de la fissuration Une (autre) diffe´rence essentielle entre l’e´nergie de surface
d’un liquide et l’e´nergie de surface d’un solide fissure´ est lie´e a` la notion d’irre´versibilite´. Aussi
bien dans les liquides que dans le mode`le d’interaction atomique introduit pre´ce´demment, le
processus de cre´ation d’e´nergie de surface est re´versible. Pour un liquide, il suffit de replonger
la goutte dans un bain du meˆme liquide pour que l’on ne puisse plus la distinguer et que son
e´nergie de tension superficielle disparaisse. Pour la chaˆıne d’atomes, il suffit de rapprocher les
deux atomes ou les deux range´es d’atomes se´pare´s pour retrouver la cohe´sion initiale. En ce
qui concerne les fissures macroscopiques, l’expe´rience quotidienne montre qu’il n’en est rien et
que les le`vres des fissures ne cicatrisent pas meˆme si on les remet en contact 11. Il faut donc
introduire dans la mode´lisation cette condition d’irre´versibilite´ qui dans le cadre de la the´orie
11. Bien suˆr, ce phe´nome`ne de cicatrisation peut avoir lieu, mais il met alors en jeu d’autres me´canismes physico-
chimiques que ceux qui ont ope´re´ lors de la se´paration. Ces me´canismes sont consommateurs d’e´nergie et producteurs
d’entropie, leur mode´lisation passe par l’introduction de variables d’e´tat supple´mentaires et de lois de comportement
approprie´es.
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de Griffith ou` l’on ne´glige les forces de cohe´sion se re´duit a` une simple condition de croissance
dans le temps de la fissuration :
Condition d’irre´versibilite´ de la fissuration : t 7→ Γ(t) croissant.
2. Le crite`re de stabilite´ de Griffith. Le crite`re de propagation de Griffith est un crite`re
e´nerge´tique qui consiste a` comparer le taux de restitution d’e´nergie potentielle au taux de
cre´ation d’e´nergie de fissuration. En substance, il consiste a` postuler que la fissuration doit
ne´cessairement e´voluer si la structure a emmagasine´ assez d’e´nergie potentielle pour cre´er de
nouvelles surfaces fissure´es, i.e. grosso modo si G > D′. La contrapose´e est donc que la structure
fissure´e ne peut eˆtre dans un e´tat d’e´quilibre stable que si G ≤ D′. Comme on ne s’inte´resse qu’a`
des e´volutions ou` l’e´tat de la structure est stable a` chaque instant sous le chargement impose´, on
devra donc e´crire cette ine´galite´ a` chaque instant. C’est une condition qui porte non seulement
sur l’e´tat de fissuration actuel Γ(t) mais aussi sur les “directions” d’e´volution possibles. Il s’agit
donc de pre´ciser quelles sont les directions d’e´volution a` tester. Nous proce´derons par e´tapes
et supposerons d’abord que le trajet des fissures est connu a priori. Il s’agit alors simplement
de tester si la fissure peut ou non avancer dans la direction pre´de´finie. La recherche du trajet
sera e´tudie´e dans une autre section.
3. Le bilan d’e´nergie de Griffith. Lorsque la fissuration e´volue, la structure restitue effec-
tivement de l’e´nergie potentielle et cre´e effectivement de l’e´nergie de fissuration. Le principe
de Griffith est de dire que le bilan est parfaitement e´quilibre´, c’est a` dire que toute l’e´nergie
potentielle restitue´e est effectivement transforme´e en e´nergie de fissuration. Autrement dit, en
supposant que l’e´volution de la fissuration est continue en temps, le bilan d’e´nergie dit que l’on
doit avoir G = D′ quand la fissure se propage.
Les deux derniers items demandent a` eˆtre e´crits de fac¸on plus pre´cise. C’est ce que nous allons
faire dans quelques cas types.
8.4.2 Etat de fissuration ne de´pendant que d’un parame`tre
Plac¸ons-nous dans la situation ou` l’e´tat de fissuration ne de´pend que d’un parame`tre ` qui peut
repre´senter sa longueur ou de fac¸on plus ge´ne´rale sa taille. C’est le cas par exemple dans un milieu 2D
contenant une seule fissure dont on se donne a priori le trajet qu’elle suivra. Mais on peut imaginer
bien d’autres situations, dont des situations 3D, ou` c’est le cas 12. Il s’agit donc de trouver la fonction
t 7→ `(t) pour t > 0 connaissant l’e´tat initial `(0) = `0. L’e´nergie potentielle est la fonction de deux
variables P(t, `) alors que l’e´nergie de fissuration est la fonction d’une variable D(`), ` 7→ P(t, `) est
de´croissante alors que ` 7→ D(`) est croissante. En supposant que ces fonctions sont de´rivables, les
trois items de la loi de Griffith s’e´crivent comme suit
12. Par exemple en 3D, on peut envisager le cas d’une fissure plane circulaire qui se propage en restant circulaire. Dans
ce cas on peut prendre pour ` le rayon R de la fissure, mais on pourrait tout aussi bien choisir ` comme e´tant l’aire de
la fissure, i.e. ` = piR2
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Irre´versibilite´ : ˙`(t) ≥ 0
Stabilite´ : −∂P
∂`
(t, `(t)) ≤ dD
d`
(`(t))
Bilan d’e´nergie :
(
∂P
∂`
(t, `(t)) +
dD
d`
(`(t))
)
˙`(t) = 0
8.4.3 Etat de fissuration de´pendant de n parame`tres
C’est le cas en 2D ou` il y a n pointes de fissures susceptibles de se propager suivant un trajet
pre´de´fini. Mais on peut le trouver en 3D si l’on restreint la forme de la fissure (en supposant par
exemple qu’elle est elliptique et en prenant la longueur des deux axes pour parame`tres). Si on note
` = (`1, · · · , `n) les n parame`tres, l’e´nergie potentielle est la fonction P(t, `), l’e´nergie de fissuration
est la fonction D(`). Nous les supposerons diffe´rentiables.
On se place dans la situation ou` chaque parame`tre `i repre´sente une taille de fissure et la condition
d’irre´versibilite´ se traduit par
Irre´versibilite´ : ˙`i(t) ≥ 0, ∀i.
Formulons les deux autres items de la loi de Griffith base´s sur les principes de stabilite´ et de conser-
vation de l’e´nergie. Si on envisage une vitesse virtuelle d’e´volution des parame`tres v, avec 0 ≤ vi ≤ 1,∑n
i=1 vi = 1, le taux de restitution d’e´nergie et le taux de cre´ation d’e´nergie de fissuration s’e´crivent
respectivement :
G = −
n∑
i=1
∂P
∂`i
(t, `(t))vi, D
′ =
n∑
i=1
∂D
∂`i
(`(t))vi.
En vertu de la proprie´te´ 8.1.3 de de´croissance de l’e´nergie potentielle a` chargement fixe´ et la croissance
de l’e´nergie de fissuration par rapport aux parame`tres, on a donc :
∂P
∂`i
(t, `) ≤ 0, ∂D
∂`i
(`) ≥ 0.
Le crite`re de stabilite´ dit que l’on doit avoir G ≤ D′ et ce pour tous les v possibles, i.e.
−
n∑
i=1
∂P
∂`i
(t, `(t))vi ≤
n∑
i=1
∂D
∂`i
(`(t))vi, ∀v ≥ 0,
n∑
i=1
vi = 1,
ce qui est e´quivalent a`
Stabilite´ : −∂P
∂`i
(t, `(t)) ≤ ∂D
∂`i
(`(t)), ∀i.
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Le bilan d’e´nergie s’e´crit
n∑
i=1
(
∂P
∂`i
(t, `(t)) +
∂D
∂`i
(`(t))
)
˙`
i(t) = 0. Mais en tenant compte de l’irre´versibilite´
et du crite`re de stabilite´, il se re´duit a`
Bilan d’e´nergie :
(
∂P
∂`i
(t, `(t)) +
∂D
∂`i
(`(t))
)
˙`
i(t) = 0, ∀i.
8.4.4 Propagation d’une fissure plane en 3D
Il s’agit de trouver l’e´volution du front de fissure, i.e. t 7→ γ(t). L’e´nergie potentielle peut eˆtre vue
comme une fonction de t et de γ, soit P(t, γ). Supposons pour simplifier que le milieu est homoge`ne,
l’e´nergie de fissuration est alors donne´e par D(Γ) = Gcaire(Γ). En envisageant ζ 7→ v(ζ), avec v(ζ) ≥ 0
et
∫
γ(t) v(ζ)ds = 1, comme vitesse virtuelle de propagation du front a` l’instant t suivant la normale
au front (et dans le plan de la fissure), le taux de restitution d’e´nergie peut se mettre sous la forme∫
γ(t) G(t, ζ)v(ζ)dζ. Comme le taux de cre´ation d’e´nergie de fissuration est simplement Gc, le crite`re de
stabilite´ demande que∫
γ(t)
G(t, ζ)v(ζ)dζ ≤ Gc, ∀v ≥ 0,
∫
γ(t)
v(ζ)dζ = 1,
ce qui est e´quivalent a` G(ζ) ≤ Gc, ∀ζ. Si l’on note ˙`(ζ) la vitesse normale re´elle de propagation du
front au point ζ, les 3 items s’e´crivent donc (a` chaque instant)
Irre´versibilite´ : ˙`(ζ) ≥ 0, ∀ζ
Stabilite´ : G(ζ) ≤ Gc, ∀ζ
Bilan d’e´nergie : (G(ζ)− Gc) ˙`(ζ) = 0, ∀ζ.
En re´sume´, dans la the´orie de Griffith de la rupture fragile, la propagation des fissures est re´gie par
trois principes : (i) un principe d’irre´versibilite´ disant que la fissuration ne peut que croˆıtre ; (ii)
un principe de stabilite´ disant que la fissure se propagera s’il existe une direction de propagation
suivant laquelle la restitution d’e´nergie potentielle sera suffisante pour fournir l’e´nergie de fissuration
correspondante ; (iii) un bilan d’e´nergie disant que lors de la propagation la restitution d’e´nergie
potentielle est e´gale a` la cre´ation d’e´nergie de surface. Ces principes s’appuient sur deux hypothe`ses
relatives a` la fissuration : (a) l’absence de forces de cohe´sion sur les le`vres des fissures ; (b) une
densite´ surfacique d’e´nergie de fissuration ne de´pendant que du mate´riau et de l’orientation de la
fissure mais pas du saut des de´placements.
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Chapitre 9
Etude de la the´orie de Griffith
Munis de la loi de propagation de Griffith, on commence par montrer sur quelques exemples com-
ment on peut effectivement calculer la charge de de´marrage de la fissuration puis l’e´volution de la
fissuration avec le chargement. Ces exemples mettent en e´vidence des proprie´te´s ge´ne´riques que nous
e´tablissons ensuite dans un cadre plus large. Il ressort en particulier que l’e´volution de la fissuration
peut conduire a` des scenarii beaucoup plus dramatiques que la plasticite´, car il est fre´quent d’obser-
ver des comportements sans e´crouissage structurel mais adoucissants, la structure se rompant de`s
que l’on de´passe la charge de de´marrage de la fissure pre´existante.
La question du trajet des fissures n’a pas encore rec¸u a` ce jour une re´ponse ge´ne´rale. Nous nous
limiterons au cadre des structures en e´lasticite´ plane avec mate´riau isotrope pour lesquelles le crite`re
de stabilite´ fournit des conditions que doit remplir le trajet d’une fissure. Enfin, nous terminons ce
chapitre sur une courte pre´sentation des de´fauts et des lacunes de la loi de Griffith en donnant
quelques indications sur comment on peut corriger les uns et combler les autres.
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9.1 Exemples de propagation suivant la loi de Griffith
Dans cette section, nous traitons quelques exemples simples de propagation de fissures suivant
la loi de Griffith. Ils feront apparaˆıtre des proprie´te´s a` caracte`re ge´ne´rique que nous e´tablirons dans
un cadre e´largi dans la section suivante. La principale difficulte´ dans la mise en œuvre de la loi de
Griffith re´side dans le calcul de l’e´nergie potentielle en fonction du ou des parame`tres de fissuration.
En ge´ne´ral, ce calcul n’est pas exact et l’on a recours a` des approximations soit par le biais du calcul
nume´rique, soit par des hypothe`ses simplificatrices sur la forme des champs de de´placement et de
contraintes.
Exemple 1 : Essai DCB (Double Cantilever Beam).
Cet essai consiste a` e´carter progressivement les le`vres d’une fissure pre´-usine´e dans une poutre. On
pilote en de´placement et au dela` d’un certain seuil du de´placement controˆle´, la fissure se propage.
Dans l’essai, on mesure sa longueur en fonction du parame`tre de controˆle. Ici, nous allons la calculer
a` l’aide de la the´orie de Griffith et on montrera pourquoi il faut piloter en de´placement et pas en
force.
x
Q
q
h￿
La poutre est de longueur L, de section rectangulaire, d’e´paisseur d et de demi-hauteur h. C’est
un proble`me 3D que nous allons ramener a` un proble`me 1D. On suppose que la fissure reste dans le
plan de syme´trie et que son front reste rectiligne. On note ` la longueur de la fissure, x la coordonne´e
longitudinale, l’origine e´tant prise a` l’extre´mite´ gauche. L’e´nergie potentielle se calcule de fac¸on ap-
proche´e en utilisant la the´orie des poutres. Si Q de´signe la force exerce´e a` l’extre´mite´ gauche de la
branche supe´rieure de la poutre, le moment fle´chissant M(x) en x ∈ (0, `) dans la branche supe´rieure
de la poutre vaut donc Qx. On change les signes dans la branche infe´rieure. L’e´nergie e´lastique dans
chacune des deux branches est l’e´nergie de flexion et vaut
W =
∫ `
0
M(x)2
2EI
dx =
Q2`3
6EI
ou` E est le module d’Young du mate´riau et I = h3d/12 est le moment d’inertie ge´ome´trique de la
demi-section de la poutre. L’e´nergie e´lastique dans la partie non fissure´e de la poutre est ne´gligeable.
Le de´placement transversal (la de´flexion) q de l’extre´mite´ gauche de la branche supe´rieure est relie´e a`
la force Q par
Q = 3EI
q
`3
=
Eh3dq
4`3
. (9.1)
Distinguons maintenant le cas ou` l’on controˆle le de´placement q de celui ou` on controˆle la force Q.
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De´placement controˆle´. On prend q comme parame`tre de chargement croissant depuis 0, i.e.
q = t . Dans ce cas l’e´nergie potentielle est e´gale a` l’e´nergie e´lastique et on a donc (en multipliant par
2 du fait des deux branches de la poutre) :
P(t, `) = Eh3
d t2
4`3
.
On en de´duit le taux de restitution d’e´nergie potentielle
G(t, `) = −1
d
∂P
∂`
(t, `) =
3Eh3t2
4`4
,
ou` on a divise´ par l’e´paisseur de la poutre pour avoir une e´nergie par unite´ de surface. L’e´nergie de
fissuration est donne´e par D(`) = Gcd ` et le taux de cre´ation est simplement Gc. La loi de Griffith
s’e´crit donc : 
Irre´versibilite´ : ˙`(t) ≥ 0
Stabilite´ : 4Gc`(t)
4 ≥ 3Eh3t2
Bilan d’e´nergie : (4Gc`(t)
4 − 3Eh3t2) ˙`(t) = 0
avec la condition initiale `(0) = `0 > 0. Construisons une solution. Soit qc =
√
4Gc`
4
0
3Eh3
. Pour t < qc
on a ne´cessairement en vertu de l’irre´versibilite´
4Gc`(t)
4 ≥ 4Gc`40 = 3Eh3q2c > 3Eh3t2
et donc, d’apre`s le bilan d’e´nergie, ˙`(t) = 0. Par conse´quent, `(t) = `0 pour 0 ≤ t ≤ qc. A` l’instant qc,
le crite`re de stabilite´ est ve´rifie´ comme une e´galite´. Envisageons la solution telle que cela reste vrai
pour t > qc. On aura donc
`(t) = `0
√
t
qc
. (9.2)
Comme c’est une fonction croissance de t, toutes les conditions sont satisfaites et on a donc construit
une solution. Il est possible de montrer que c’est la seule solution continue. Nous reviendrons sur ce
point lors de l’e´tablissement des proprie´te´s ge´ne´rales.
En re´sume´, on a donc montre´ que, sous de´placement controˆle´, la fissure ne se propage pas tant que
le de´placement controˆle´ reste infe´rieur a` la valeur critique qc, puis se propage continuˆment au-dela`.
L’e´volution de la longueur de la fissure est en
√
q.
Force controˆle´e. Prenons la force Q comme parame`tre de chargement croissant depuis 0, i.e.
Q = t . Dans ce cas l’e´nergie potentielle est e´gale a` l’e´nergie e´lastique moins le travail de la force.
Comme ce travail est e´gal au double de l’e´nergie e´lastique (formule de Clapeyron), l’e´nergie potentielle
est l’oppose´e de l’e´nergie e´lastique. En l’exprimant en termes de la force, on a donc
P(t, `) = − 4t
2`3
Eh3d
, G(t, `) = −1
d
∂P
∂`
(t, `) =
12t2`2
Eh3d2
.
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La loi de Griffith s’e´crit maintenant :
Irre´versibilite´ : ˙`(t) ≥ 0
Stabilite´ : 12t2`(t)2 ≤ GcEh3d2
Bilan d’e´nergie : (12t2`(t)2 − GcEh3d2) ˙`(t) = 0
Soit
Qc =
√
GcEh
3d2
12`20
,
montrons que la seule solution continue possible est telle que la fissure ne se propage pas tant que
t < Qc. En effet, pour t assez petit, on a 12t
2`(t)2 < GcEh
3d2 et donc d’apre`s le bilan d’e´nergie
˙`(t) = 0. Donc `(t) = `0 pour t assez petit. Cela reste vrai tant que 12t
2`20 < GcEh
3d2 et donc tant
que t < Qc. Par continuite´, on peut prendre `(Qc) = `0. Montrons qu’il n’existe plus de solution a` la
loi d’e´volution de Griffith pour t > Qc. En effet, d’apre`s la condition d’irre´versibilite´, on doit avoir
`(t) ≥ `0 et donc 12t2`(t)2 > 12Q2c`20 = GcEh3d2, le crite`re de stabilite´ ne peut donc plus eˆtre satisfait.
En re´sume´, on a donc montre´ que, sous force controˆle´e, la fissure ne se propage pas tant que la force
reste infe´rieure a` la valeur critique Qc, et se propage de fac¸on instable au-dela`. La charge Qc est la
charge maximale que peut supporter la poutre DCB.
!0
!
qc
q
Q
qc
Qc
Figure 9.1 – Re´ponse de la poutre DCB sous de´placement controˆle´. A` gauche, e´volution de la fissure
en fonction du de´placement ; a` droite, e´volution de la force associe´e en fonction du de´placement. Noter
le phe´nome`ne d’adoucissement, i.e. la diminution de la force durant la phase d’e´volution de la fissure.
Cette notion de charge limite est visible sur le diagramme (q,Q) lorsqu’on travaille a` de´placement
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controˆle´ et que l’on mesure ou calcule la force. En effet en injectant (9.2) dans (9.1), on obtient
Q =

Qc
q
qc
si q ≤ qc
Qc
√
qc
q
si q > qc
ou` on voit que la force de´croˆıt au fur et a` mesure que la fissure avance. Autrement dit, on a affaire a` un
phe´nome`ne d’adoucissement . Il est inte´ressant de remarquer que plus la fissure initiale est courte et
plus la charge critique est e´leve´e, Qc tendant vers l’infini comme 1/`0 quand `0 tend vers 0. Toutefois,
cette vitesse de croissance vers l’infini est obtenue dans le cadre simplifie´ de la the´orie des poutres. On
obtiendrait un autre re´sultat en 3D.
Qc
Q
qc 2qc 3qc
q
qc
2qc
3qc
t
q
Figure 9.2 – Re´ponse de la poutre DCB sous un de´placement controˆle´ non monotone.
Il est e´galement inte´ressant d’e´tudier la re´ponse sous un chargement a` de´placement controˆle´ qui
ne soit pas monotone. Supposons que l’on fasse tout d’abord croˆıtre q de 0 a` q1 > qc, puis que l’on
fasse de´croˆıtre jusqu’a` 0, avant de le faire croˆıtre a` nouveau jusqu’a` q2 > q1, etc. On peut montrer (cf
Exercice 9.1) que durant les phases de de´charge la fissure n’e´volue pas et durant les phases de recharge
elle n’e´volue pas non plus tant que le de´placement n’a pas de´passe´ la valeur maximale passe´e. Ces
phases de de´charge-recharge sont re´versibles et la relation Q–q est line´aire, mais avec une pente qui
de´pend de l’e´tat de fissuration : plus la fissure est longue, plus la pente est faible. La rigidite´ apparente
de la poutre de´croˆıt. Dans les phases de surcharge (quand le de´placement impose´ est plus grand que les
de´placements ante´rieurs), l’e´volution de la fissuration est la meˆme que lors d’un chargement monotone.
Finalement, la re´ponse de la poutre dans un diagramme (q,Q) a l’allure indique´e sur la Figure 9.2.
On notera les diffe´rences essentielles avec un comportement e´lasto-plastique qui se manifestent par
l’absence de de´formations re´siduelles, la perte de rigidite´ progressive et le phe´nome`ne d’adoucissement
(diminution de la force).
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Exercice 9.1. Justifier rigoureusement a` partir de la loi de Griffith la re´ponse force-de´placement
repre´sente´e sur la Figure 9.2 pour la poutre DCB sous un chargement non monotone a` de´placement
controˆle´.
Exemple 2 : De´collement d’un reveˆtement. C’est un exemple ou` la fissuration est de´finie par
deux parame`tres.
Un reveˆtement e´lastique d’e´paisseur h est de´colle´ de son support (suppose´ rigide) en exerc¸ant en
un point de sa surface exte´rieure une force Q ou un de´placement q croissant dans la direction
orthogonale au support. On suppose que le de´collement a lieu uniforme´ment sur toute la largeur
du reveˆtement. On note `1 et `2 les positions des fronts de de´collement situe´s de part et d’autre
du point d’application du chargement. Les longueurs initiales de de´collement sont `01 et `
0
2. On se
propose de calculer l’e´volution des fronts a` l’aide de la the´orie de Griffith en distinguant le cas ou`
l’on pilote en de´placement de celui ou` on pilote en force.
￿1 ￿2
Q
h
Comme dans l’exemple pre´ce´dent, le calcul de l’e´nergie e´lastique est fait a` partir de la the´orie des
poutres. Apre`s un calcul qui ne sera pas de´taille´, on obtient que la force Q et le de´placement associe´
q sont lie´s par
Q =
1
4
Eh3d
(
1
`1
+
1
`2
)3
q. (9.3)
De´placement controˆle´. On prend q comme parame`tre de chargement croissant depuis 0, i.e.
q = t . Dans ce cas l’e´nergie potentielle est e´gale a` l’e´nergie e´lastique qui est elle-meˆme e´gale a` Qq/2.
On a donc :
P(t, `1, `2) =
1
8
Eh3d
(
1
`1
+
1
`2
)3
t2, D(`1, `2) = Gcd(`1 + `2).
Les deux taux de restitution d’e´nergie potentielle sont donne´s par
Gi(t, `1, `2) =
3
8
Eh3
(
1
`1
+
1
`2
)2 t2
`2i
, i = 1, 2.
Le plus grand des deux correspond donc au coˆte´ le moins de´colle´. Ecrivons la loi de Griffith :
Irre´versibilite´ : ˙`1(t) ≥ 0, ˙`1(t) ≥ 0
Stabilite´ : G1(t, `1(t), `2(t)) ≤ Gc, G2(t, `1(t), `2(t)) ≤ Gc
Bilan d’e´nergie : G1(t, `1(t), `2(t)) ˙`1(t) + G2(t, `1(t), `2(t)) ˙`2(t) = Gc( ˙`1(t) + ˙`2(t)).
210
avec la condition initiale `i(0) = `
0
i . Supposons que `
0
2 > `
0
1. Comme on cherche une e´volution continue
en temps, pour t assez petit on a G1 et G2 infe´rieurs (strictement) a` Gc et donc le de´collement n’e´volue
pas. Comme G2 < G1 durant cette pe´riode, c’est G1 qui atteindra le premier la valeur Gc. Ceci a lieu
a` l’instant ou` le de´placement vaut q1,
q1 =
√
8Gc
3Eh3
`01
1
`01
+
1
`02
.
Plac¸ons-nous a` t le´ge`rement supe´rieur a` q1. Au moins un des deux coˆte´s doit se de´coller, car sinon
on violerait le crite`re de stabilite´. Montrons que seul `1 e´volue. En effet, pour t assez proche de q1
on a encore par continuite´ G2 < Gc. Mais comme G1 ne peut pas de´passer Gc on aura G1 ˙`1 + G2 ˙`2 <
Gc( ˙`1 + ˙`2) si ˙`2 > 0, ce qui contredit le bilan d’e´nergie. Donc ˙`2 = 0.
Pour t assez proche (mais plus grand) que q1, seul `1 e´volue et donc d’apre`s le bilan d’e´nergie
G1 = Gc. Cette e´quation nous permet de calculer `1(t) :
`1(t) =
2`02√
1 + 4
`02
`01
(
`02
`01
+ 1
)
q1
t
− 1
si t ∈ [q1, q2]. (9.4)
Durant cet intervalle de temps G2 croˆıt tout en restant infe´rieur a` Gc. Il atteindra la valeur Gc quand
t = q2 et a` cet instant on aura G1 = G2 = Gc et donc `1 = `
0
2. D’ou`
q2 =
`02
`01
(
`02
`01
+ 1
)
q1
2
.
Pour t > q2, on peut chercher une solution “syme´trique” ou` les deux coˆte´s du de´collement avancent a`
la meˆme vitesse. En e´crivant que `1 = `2 et que G1 = G2 = Gc, on trouve imme´diatement
`1(t) = `2(t) = `
0
2
√
t
q2
si t > q2.
Comme l’irre´versibilite´ est respecte´e, cette solution est admissible. On a donc construit une solution au
proble`me d’e´volution. Par construction, elle est unique jusqu’a` t = q2. Il resterait a` de´montrer qu’elle
est unique apre`s, ce qui est du ressort des proprie´te´s ge´ne´rales que nous e´tablirons dans la prochaine
section. Cette solution est repre´sente´e sur la figure 9.3.
Force controˆle´e. On peut voir directement sur le diagramme (q,Q) le comportement sous force
controˆle´e. Pour cela calculons l’e´volution de la force Q durant l’e´volution du de´collement a` de´placement
controˆle´. Avant le de´marrage du de´collement, la force est proportionnelle au de´placement. Au moment
ou` le de´collement de´marre, la force vaut Q1 :
Q1 =
√
1
6
EGch3
(
1
`01
+
1
`02
)2
`01d.
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!01
!02
q1 q2 q2q1
Q1
Q2
Q
q
Figure 9.3 – Solution du proble`me de de´collement d’un reveˆtement. A` gauche, e´volution des deux
fronts en fonction du de´placement impose´ ; a` droite, e´volution de la force associe´e en fonction du
de´placement impose´.
Durant la phase de de´collement du coˆte´ gauche seul, en injectant (9.4) dans (9.3), on obtient
Q = Q1
q
q1

√
1 + a
q1
q
+ 1
√
1 + a+ 1

3
, a = 4
`02
`01
(
`02
`01
+ 1
)
si q1 ≤ q ≤ q2.
Durant la phase ou` les deux fronts avancent a` la meˆme vitesse, on a
Q = Q2
√
q2
q
, Q2 =
4`02/`
0
1(
`02/`
0
1 + 1
)2Q1 si q > q2.
On voit donc (cf Figure 9.3) que Q de´croˆıt durant les deux phases de de´collement. Tout d’abord de
Q1 a` Q2, puis de Q2 a` 0. Le de´collement est adoucissant. Par conse´quent Q1 est la force maximale que
peut e´quilibrer le reveˆtement si son de´collement suit la loi de Griffith. Si l’on de´passe cette valeur, le
de´collement se de´roulera de fac¸on instable.
Exemple 3 : Essai SENB de flexion 3 points. Ce dernier exemple est la simulation de l’essai
SENB servant a` mesurer la te´nacite´. On impose le de´placement q du point central et on calcule la
force associe´e Q en supposant que l’e´volution de la fissuration suit la loi de Griffith 1. Ici compte tenu
des dimensions massives de la poutre, on ne peut pas utiliser les formules simplifie´es de la the´orie des
1. D’un point de vue the´orique, une force ponctuelle en 2D engendre une singularite´ telle que les de´placements ne
sont plus d’e´nergie finie. De meˆme, on ne peut pas imposer le de´placement d’un point de la frontie`re. Cela conduit a` un
proble`me mal pose´. Nume´riquement, on contourne cette difficulte´ en e´talant la donne´e de la force ou du de´placement sur
les coˆte´s des e´le´ments situe´s sur la frontie`re de part et d’autre du point d’application.
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poutres pour obtenir une bonne approximation de la relation entre Q et q pour diffe´rentes longueurs
de fissure. On va donc utiliser la me´thode des e´le´ments finis.
L
H!
h
Q
Q
!
h
H
L
On se place en de´formations planes et les calculs sont faits avec les valeurs nume´riques
suivantes. Si H de´signe la hauteur de la poutre, on prend la demi-longueur L = 2H, la hauteur
de l’entaille h = 0.4H, l’e´paisseur de l’entaille e = H/10. Le coefficient de Poisson du mate´riau
ν = 0.33. Par raison de syme´trie, les calculs se font sur une demi-poutre. On utilise un maillage
triangulaire avec interpolation quadratiques, ce maillage de´pendant de l’e´tat de fissuration
de la poutre. Un maillage typique conduit a` environ 100 000 degre´s de liberte´. Les calculs
sont faits pour des longueurs de fissure allant de H/20 a` H/2 par pas de H/100, les calculs
devenant impre´cis pour les petites longueurs de fissure ou pour des petites longueurs du ligament
non fissure´ sur l’axe central. On impose un de´placement q unitaire et on calcule pour chaque
longueur " de la fissure l’e´nergie potentielle P1(") ainsi que le taux de restitution d’e´nergie
G1(") = −P ′1("). Le calcul de G1(") est fait en utilisant la me´thode G-θ. Le calcul de P1(")
permet d’acce´der a` la rigidite´ R(") de la poutre fissure´e, R(") = 2P1("). On peut alors obtenir
la relation force-de´placement :
Q = R(")q, 2G1(") = −R′(").
20
Figure 9.4 – A` gauche, ge´ome´trie de la poutre ; a` droite, la de´forme´e de la moitie´ droite, calcule´e par
la me´thode des e´le´ments finis, pour une fissure de longueur H/5.
!
H/20 H/2
R
!
H/20 H/2
G1
Figure 9.5 – Rigidite´ effective et taux de restitution d’e´nergie potentielle calcule´s pour diffe´rentes
longueurs de fissure dans l’essai de flexion 3 points de la poutre soumise a` un de´placement unitaire
du point central (l’e´chelle de valeurs n’a pas d’importance, seules les variations relatives des quantite´s
comptent). On notera la de´croissance de G1 sur la plage de valeurs calcule´es.
On se place en de´formations planes et les calculs sont faits avec les valeurs nume´riques suivantes.
Si H de´signe la hauteur de l’e´prouvette de flexion, on prend la demi-longueur L = 2H, la hauteur
de l’entaille h = 0.4H, l’e´paisseur de l’entaille e = H/10. Le coefficient de Poisson du mate´riau
vaut ν = 0.33. Par raison de syme´trie, les calculs se font sur une demi-e´prouvette. On utilise un
maillage triangulaire avec interpolation quadratique, le maillage de´pendant de l’e´tat de fissuration
de la poutre. Un maillage typique conduit a` environ quelques milliers degre´s de liberte´ (on peut aller
jusqu’a` quelques dizaines de milliers degre´s de liberte´ lorsqu’on raffine les zones singulie`res). Les calculs
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sont faits pour des longueurs de fissure allant de H/20 a` H/2 par pas de H/100, les calculs devenant
impre´cis pour les petites longueurs de fissure ou pour des petites longueurs du ligament non fissure´
sur l’axe central. On impose un de´placement q unitaire et on calcule pour chaque longueur ` de la
fissure l’e´nergie potentielle P1(`) ainsi que le taux de restitution d’e´nergie G1(`) = −P′1(`). Le calcul
de G1(`) est fait en utilisant la me´thode G-θ. Le calcul de P1(`) permet d’acce´der a` la rigidite´ R(`) de
la poutre fissure´e, R(`) = 2P1(`). On peut alors obtenir la relation force-de´placement :
Q = R(`)q, 2G1(`) = −R′(`).
Munis de ces valeurs nume´riques de la rigidite´ et de sa de´rive´e par rapport a` `, nous pouvons calculer
l’e´volution de la fissuration pre´vue par la loi de Griffith lors d’un essai a` de´placement controˆle´ croissant
du point central. En posant q = t, il s’agit donc de trouver t 7→ `(t) continu et croissant depuis
`0 = H/20 tel que
G1(`(t))t
2 ≤ Gc, (G1(`(t))t2 − Gc) ˙`(t) = 0.
Pour t assez petit, on a G1(`(t))t
2 < Gc et donc `(t) = `0. Ceci est vrai tant que G1(`0)t
2 ≤ Gc, ce qui
fournit la charge de de´marrage qc de la fissure :
qc =
√
Gc
G1(`0)
.
Q
q
qc
Qc
Figure 9.6 – Re´ponse de la poutre sous de´placement controˆle´ croissant dans un diagramme force-
de´placement pre´dite par la loi de Griffith. A` noter le fort adoucissement.
Pour t ≥ qc, on a ne´cessairement G1(`(t))t2 = Gc du fait que G1 est une fonction de´croissante de `.
(Cette proprie´te´ ge´ne´rale sera de´montre´e dans la prochaine section.) Ceci fournit l’e´quation permettent
de calculer `(t). En inversant ` 7→ G1(`), on obtient `(t) = G−11 (Gc/t2). Il suffit alors d’inse´rer cette
expression dans la relation force-de´placement Q = R(`(t))t pour obtenir la force Q. Notons que la
214
courbe force-de´placement durant la phase de propagation de la fissure peut eˆtre parame´tre´e par la
longueur de la fissure :
q =
√
Gc
G1(`)
, Q = R(`)
√
Gc
G1(`)
.
9.2 Quelques proprie´te´s ge´ne´rales
On se propose de montrer que certaines proprie´te´s vues sur les exemples pre´ce´dents ont en fait
une porte´e ge´ne´rale. Pour cela, nous supposerons que le chargement est de´fini par un parame`tre
qui sera soit du type de´placement ge´ne´ralise´ q dont la force ge´ne´ralise´e associe´e est Q, soit du type
force ge´ne´ralise´e Q dont le de´placement associe´ est q. Ce parame`tre de´pendra du temps, voire sera le
parame`tre de temps, et prendra des valeurs positives ou nulles. Conside´rons le cas ou` ce parame`tre est
un de´placement q. Comme nous ne´gligeons les frottements entre les le`vres des fissures, les de´placements
ξ(q,Γ) e´quilibrant la structure dans l’e´tat de fissuration Γ sous le chargement d’intensite´ q de´pend
line´airement de q et peut donc s’e´crire ξ(q,Γ) = qξ1(Γ), ξ1(Γ) repre´sentant donc le de´placement
d’e´quilibre sous chargement unitaire. L’e´nergie potentielle de´pend de q de fac¸on quadratique et on
peut l’e´crire
P(q,Γ) = 12 R(Γ)q
2,
R(Γ) repre´sentant la rigidite´ effective de la structure dans l’e´tat de fissuration Γ. Son inverse S(Γ) =
1/R(Γ) est la souplesse effective de la structure. A` l’e´quilibre la force ge´ne´ralise´e Q est donne´e par
Q = R(Γ)q.
Si l’on inverse la me´thode de controˆle en ne controˆlant plus le de´placement ge´ne´ralise´ q mais la force
ge´ne´ralise´e Q, alors l’e´nergie potentielle a` l’e´quilibre devient la diffe´rence entre l’e´nergie e´lastique et
le travail de la force par le de´placement. Autrement dit, on a alors P = 12 S(Γ)Q
2 −Qq. Mais comme
on a aussi Qq = S(Γ)Q2, l’e´nergie potentielle s’e´crit finalement
P(Q,Γ) = −12 S(Γ)Q2.
Dans tous les cas, l’e´nergie potentielle de´pend de fac¸on quadratique du parame`tre de chargement. Par
conse´quent, sous chargement monotone (que ce soit a` de´placement ou a` force controˆle´e), si on note t
le parame`tre de chargement, l’e´nergie totale de la structure peut s’e´crire
E(t,Γ) = t2P1(Γ) + D(Γ).
Rappelons que l’e´nergie potentielle P1(Γ) est une fonction de´croissante (au sens large) de Γ alors que
l’e´nergie de fissuration D(Γ) est une fonction (strictement) croissante de Γ.
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9.2.1 De´marrage de la propagation
La premie`re utilisation naturelle de la loi de Griffith est de de´terminer la valeur tc du chargement
au dela` de laquelle la fissuration initiale doit ne´cessairement s’eˆtre propage´e et en dec¸a` de laquelle
l’e´tat de fissuration initial est stable. Cette valeur de de´marrage ne ne´cessite qu’un calcul e´lastique
donnant les de´placements et les contraintes sous un chargement “unitaire” couple´ a` un calcul du ou
des taux de restitution d’e´nergie.
Ainsi si la fissuration ne de´pend que d’un parame`tre `, on a
P(t, `) = 12 P1(`)t
2
et l’e´nergie de fissuration est D(`). Le taux de restitution d’e´nergie vaut −12 P′1(`)t2 avec P′1(`) ≤ 0
alors que le taux de cre´ation d’e´nergie de fissuration est D′(`) > 0. Tant que t est assez faible, la
condition d’instabilite´ de Griffith n’est pas satisfaite et on a ` = `0. La valeur tc de de´marrage de la
fissure initiale de parame`tre `0 est obtenue en e´crivant que le taux de restitution d’e´nergie potentielle
est e´gal au taux de cre´ation d’e´nergie de fissuration, i.e.
tc =
√
2D′(`0)
−P′1(`0)
.
Cette valeur est finie dans la mesure ou` P′1(`0) 6= 0. C’est e´videmment le calcul de P′1(`0) qui est
en ge´ne´ral le plus de´licat et peut ne´cessiter l’utilisation de me´thodes nume´riques spe´cifiques telle la
me´thode G-θ pre´sente´e au chapitre pre´ce´dent. Connaissant tc on en de´duit la valeur qc ou Qc du
de´placement ou de la force associe´ de de´marrage : Qc = R(`0)qc.
Dans le cas d’une fissuration a` n parame`tres, les e´nergies deviennent
P(t, `) = 12 P1(`)t
2, D(`).
Comme le crite`re de stabilite´ de Griffith exige que
−1
2
∂P1
∂`j
(`)t2 ≤ ∂D
∂`j
(`), ∀j ∈ {1, . . . , n},
la valeur de de´marrage est donne´e par
tc = min
1≤j≤n
 2
∂D
∂`j
(`0)
−∂P1
∂`j
(`0)

1
2
,
ce qui ne´cessite de calculer et de comparer les n taux de restitution d’e´nergie e´le´mentaires.
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Exercice 9.2. Calculer la contrainte critique σi a` partir de
laquelle se propage une fissure de longueur 2` place´e dans un
milieu 2D infini et oriente´e d’un angle pi/2 − α par rapport a`
la direction de la sollicitation uniaxiale σ exerce´e a` l’infini. On
se placera en de´formations planes, on supposera que la propa-
gation est rectiligne et on distinguera les cas suivant que σ > 0
(traction) ou σ < 0 compression. De´terminer quelle est la pire
orientation possible dans chaque cas. Comparer les contraintes
critiques de traction et de compression.
α2￿
σ
9.2.2 Effets d’e´chelle
Le crite`re de propagation de Griffith consiste a` comparer l’e´nergie potentielle qui est volumique
avec l’e´nergie de fissuration qui est surfacique. Il y a force´ment une longueur interne qui apparaˆıt. Ainsi
le rapport Gc/E pour un mate´riau isotrope a la dimension d’une longueur. La conse´quence est que des
effets d’e´chelle sont automatiquement pre´sents dans le processus d’e´volution de la fissuration. Il suffit
de regarder les exemples pre´ce´dents pour les mettre en e´vidence. Conside´rons l’essai DCB et analysons
l’e´volution de la fissuration en fonction des dimensions de la poutre. Pour cela, multiplions toute les
longueurs (hauteur h, largeur d et longueur initiale de fissure `0) par un parame`tre α, sans toucher
aux constantes du mate´riau. On voit que la force de de´marrage Qc varie comme α
3/2. La contrainte
critique σc = Qc/hd varie comme α
−1/2. Autrement dit, si l’on multiplie toutes les dimensions par 4, on
provoquera la rupture brutale de la poutre pour une contrainte deux fois plus faible. Cette de´pendance
a` la taille se retrouve dans tous les exemples traite´s. Elle est en fait intrinse`que au cadre de la the´orie
de Griffith et tout particulie`rement aux hypothe`ses faite sur l’e´nergie de fissuration et sur l’absence
de forces de cohe´sion. On peut conside´rer que cet effet d’e´chelle ne repre´sente qu’imparfaitement la
re´alite´, surtout aux petites e´chelles. Il fait partie des de´fauts de la the´orie qu’il faut corriger.
9.2.3 Propagation progressive ou propagation brutale
Les exemples de la section pre´ce´dente montrent qu’il peut y avoir des cas ou` la fissuration se pro-
page progressivement apre`s la charge de de´marrage et d’autres ou` au contraire elle est ne´cessairement
instable. Ils semblent indiquer aussi que le risque d’instabilite´ est plus grand a` force controˆle´e qu’a`
de´placement controˆle´. On se propose ici de reconside´rer ces questions dans un cadre un peu plus ge´ne´ral.
Nous supposerons toutefois que les e´nergies sont des fonctions re´gulie`res (au moins continuˆment
diffe´rentiables) d’un seul parame`tre `, ce qui exclut certains phe´nome`nes. On a alors le re´sultat fon-
damental suivant
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Propagation progressive et minimisation de l’e´nergie. Sous les hypothe`ses :
1. La structure est soumise a` un chargement monotone
2. La fissuration ne de´pend que d’un parame`tre
3. Les fonctions ` 7→ P1(`), ` 7→ D(`) sont continuˆment diffe´rentiables
on a les proprie´te´s suivantes :
(i) Le proble`me d’e´volution de Griffith admet une solution t 7→ `(t) continue dans l’intervalle de
temps [0, T ] durant lequel la fissure croˆıt de `0 a` `1 si et seulement si le rapport −P′1(`)/D′(`) est
une fonction strictement de´croissante de ` sur l’intervalle [`0, `1].
(ii)) Lorsque cette solution continue existe, alors elle est unique et, a` chaque instant t, `(t) minimise
l’e´nergie totale totale E(t, `) = t2P1(`) + D(`) par rapport a` ` sur l’intervalle [`0, `1].
Preuve. Nous savons de´ja` d’apre`s le paragraphe pre´ce´dent que, dans l’intervalle de temps [0, tc], la
seule solution continue est `(t) = `0 et que pour t > tc on ne peut plus avoir `(t) = `0. Supposons donc
que T > tc et `1 > `0 sinon il n’y a plus rien a` de´montrer dans la premie`re partie de la proposition.
Etape 1. Commenc¸ons par montrer l’implication que si une solution continue existe alors le rapport
−P′1(`)/D′(`) est une fonction strictement de´croissante de `. Soit t 7→ `(t) une solution continue.
Montrons que −t2P′1(`(t)) = D′(`(t)) pour tout t ∈ [tc, T ]. C’est vrai a` t = tc par de´finition de tc.
Supposons que ce ne soit pas vrai pour un certain t1 et donc qu’a` cet instant on ait −t21P′1(`(t1)) <
D′(`(t1)) (l’ine´galite´ inverse est impossible du fait de la condition de stabilite´). Par continuite´, ce serait
vrai sur un intervalle de temps (t0, t1] avec tc ≤ t0 < t1. Prenons pour t0 la plus petite valeur possible.
On a ne´cessairement l’e´galite´ en t0 (puisqu’il y a l’e´galite´ en tc) et donc −t20P′1(`(t0)) = D′(`(t0)).
Mais du fait du bilan d’e´nergie, ` ne peut pas varier dans l’intervalle [t0, t1] et on doit donc avoir
`(t0) = `(t1). Mais ceci fournit une contradiction, puisqu’on devrait avoir
t20
−P′1(`(t0))
D′(`(t0))
= 1 > t21
−P′1(`(t1))
D′(`(t1))
= t21
−P′1(`(t0))
D′(`(t0))
,
ce qui est impossible puisque t0 < t1. On a donc
−t2P′1(`(t)) = D′(`(t)), ∀t ∈ [tc, T ]. (9.5)
Soient `a et `b tels que `0 ≤ `a < `b ≤ `1. Comme par hypothe`se `(t) e´volue continuˆment de `0 a` `1
quand t varie de tc a` T , il existe deux instants ta et tb tels que `(ta) = `a et `(tb) = `b. Du fait de la
condition d’irre´versibilite´ on a ta < tb. En utilisant (9.5), il vient
−P′1(`a)
D′(`a)
=
1
t2a
>
1
t2b
=
−P′1(`b)
D′(`b)
qui montre la stricte de´croissance du rapport.
Etape 2. Montrons que, re´ciproquement, si −P′1(`)/D′(`) est une fonction continue strictement
de´croissante de ` sur [`0, `1], alors il existe une solution continue au proble`me d’e´volution. En effet,
posons T =
√−D′(`1)/P′1(`1) et introduisons la fonction inverse L de −P′1/D′, L est une fonction
continue et strictement de´croissante. Posons `(t) = `0 pour t ∈ [0, tc] et `(t) = L(1/t2) pour t ∈ [tc, T ].
Quand t croˆıt de tc a` T , `(t) croˆıt de `0 a` `1 et ve´rifie −t2P′1(`(t)) = D′(`(t)). Donc t 7→ `(t) est bien
une solution continue.
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Etape 3. La solution est unique. En effet, il suffit de reprendre la de´monstration de l’e´tape 1 ou` on a
montre´ que toute solution continue devait ve´rifier −t2P′1(`(t)) = D′(`(t)) a` chaque instant t ≤ tc. Cette
e´quation de´termine de fac¸on unique `(t) quand −P′1(`)/D′(`) est une fonction strictement de´croissante
de `.
Etape 4. Montrons que si −P′1(`)/D′(`) est strictement de´croissante, alors l’unique solution conti-
nue est aussi l’unique solution du proble`me de minimisation de l’e´nergie totale. Pour t = 0, on a
E(0, `) = D(`) et, comme D est strictement croissante, `0 est l’unique minimum. Pour t > 0, faisons le
changement de variable ` 7→ d = D(`) (qui est licite puisque D est une fonction strictement croissante
de `). L’e´nergie totale devient alors, a` t fixe´, la fonction de d :
Eˆ(d) = t2P1 ◦ D−1(d) + d
dont la de´rive´e est donne´e par
Eˆ ′ ◦ D(`) = t2P
′
1(`)
D′(`)
+ 1.
Par conse´quent, si le proble`me d’e´volution de Griffith admet une solution continue, alors P′1/D′ est
une fonction strictement de´croissante de ` et donc Eˆ ′ est une fonction strictement croissante de d,
ce qui est e´quivalent a` dire que Eˆ est une fonction strictement convexe de d. Etudions le proble`me
de minimisation de cette fonction strictement convexe et continuˆment diffe´rentiable sur l’intervalle
[d0, d1] avec di = D(`i). Le minimum est atteint en d0 si Eˆ ′(d0) ≥ 0, en d1 si Eˆ ′(d1) ≤ 0 et en l’unique
point d ∈ (d0, d1) tel que Eˆ ′(d) = 0 si Eˆ ′(d0) < 0 < Eˆ ′(d1). Explicitons ces proprie´te´s.
1. Le minimum est atteint en d0 (et donc en `0 en terme de la longueur de fissure) si t
2P′1(`0) +
D′(`0) ≤ 0, i.e. si t ≤ tc ;
2. Le minimum est atteint en d1 (et donc en `1 en terme de la longueur de fissure) si t
2P′1(`1) +
D′(`1) ≥ 0, i.e. si t ≥ T ;
3. Le minimum est atteint en d (et donc en ` en terme de la longueur de fissure) tel que t2P′1(`) +
D′(`) = 0 si t ∈ (tc, T ). Or cette e´quation en ` est exactement la de´finition de la solution `(t)
du proble`me d’e´volution.
Donc `(t) est bien l’unique minimum de l’e´nergie totale a` l’instant t sur l’intervalle [`0, `1]. 
Remarque. Cette proprie´te´ appelle quelques commentaires. On voit que le bon parame`tre physique
est le rapport entre le taux de restitution d’e´nergie potentielle et le taux de cre´ation d’e´nergie de
fissuration, rapport qui quantifie la compe´tition entre les deux e´nergies. Si, a` chargement fixe´, ce
rapport est de´croissant par rapport a` la longueur de la fissure, alors l’e´volution de la fissuration est
controˆle´e. On pourra et il faudra augmenter le chargement pour accroˆıtre la fissuration. Par contre si
ce rapport est croissant, alors l’e´volution de la fissuration n’est plus controˆlable. Si l’on maintient le
chargement, la fissure va se propager de fac¸on brutale. Elle pourra ou non se stabiliser, sous ce meˆme
chargement, dans un nouvel e´tat de fissuration. Dans les exemples traite´s dans la section pre´ce´dente
(poutre DCB, de´collement d’un reveˆtement ou flexion 3 points), lorsqu’on travaille a` force impose´e, il
n’est plus possible de retrouver un e´tat de fissuration stable de`s que l’on atteint la force critique Qc.
Mais on peut rencontrer des situations ou` la fissure va se propager brutalement mais pourra se stabiliser
(cf l’exercice 9.4). Toutefois, la gestion de ces e´volutions non continues n’est plus possible dans le cadre
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de la loi de Griffith telle que nous l’avons e´crite. Il faut ge´ne´raliser les principes de stabilite´ et de bilan
d’e´nergie pour pouvoir traiter de tels cas. On peut aussi le´gitimement se demander si ces phases de
propagation discontinues par rapport au parame`tre de chargement sont encore du ressort de l’approche
quasi-statique sur laquelle s’appuie toute la de´marche et s’il ne vaudrait pas mieux re´introduire la
dynamique et les effets d’inertie. Cette question n’a pas rec¸u a` ce jour de re´ponses de´finitives.
Bien que la proprie´te´ n’ait e´te´ e´tablie que dans le cadre restreint ou` la fissuration de´pend d’un
seul parame`tre, on peut espe´rer qu’elle reste vraie dans un cadre plus ge´ne´ral. On propose, a` titre
d’exercice, de le ve´rifier dans le cas du proble`me de de´collement d’un reveˆtement.
Exercice 9.3. Reprendre le proble`me de de´collement d’un reveˆtement et ve´rifier que l’e´nergie totale
est une fonction strictement convexe de (`1, `2). Montrer que la solution trouve´e minimise l’e´nergie
totale, a` t fixe´, par rapport a` (`1, `2) sur [`
0
1,∞)×[`02,∞).
Appliquons la proprie´te´ pre´ce´dente en distinguant les cas ou` l’on travaille a` de´placement controˆle´
de ceux ou` l’on travaille a` force controˆle´e. Pour simplifier, nous supposerons que l’e´nergie de fissuration
est proportionnelle a` `, i.e. D(`) = Gc`, l’e´nergie totale devenant
2
E(q, `) = 12 R(`)q2 + Gc` ou E(Q, `) = −12 S(`)Q2 + Gc`
suivant que l’on controˆle le de´placement q ou la force Q.
Propagation progressive a` force impose´e. Pour que l’e´volution de la fissuration soit continue
sous force impose´e croissante, il faut et il suffit donc que S′(`) soit une fonction de´croissante de `,
autrement dit que la souplesse de la structure S soit une fonction strictement concave de la longueur
de la fissure.
Propagation progressive a` force impose´e⇐⇒ Souplesse strictement concave
Quand cette condition est satisfaite, la fissure commence se propager quand
Q = Qc =
√
2Gc
S′(`0)
.
Ensuite la longueur de la fissure ` et le de´placement q sont donne´s en fonction de la force Q par
` =
(
S′
)−1
(2Gc/Q
2), q = S(`)Q.
Dans un diagramme force-de´placement, la re´ponse a donc l’allure de celle repre´sente´e dans la figure 9.7.
Un tel comportement est dit durcissant ou avec e´crouissage.
2. En fait, on peut toujours se ramener a` cette situation dans le cas ou` la fissuration ne de´pend que d’un parame`tre
en faisant le changement de variable ` 7→ d = D(`). L’e´nergie s’e´crit alors t2Pˆ1(d) + d. Ce changement de variable a de
plus le me´rite de faire apparaˆıtre la “bonne” quantite´ physique qu’est le rapport taux de restitution d’e´nergie potentielle
sur taux de cre´ation d’e´nergie de fissuration.
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Propagation progressive a` de´placement impose´. Pour que l’e´volution de la fissuration soit
continue sous de´placement impose´ croissant, il faut et il suffit que R′(`) soit une fonction croissante de
`, autrement dit que la rigidite´ de la structure R soit une fonction strictement convexe de la longueur
de la fissure.
Propagation progressive a` de´placement impose´⇐⇒ Rigidite´ strictement convexe
Quand cette condition est satisfaite, la fissure commence se propager quand
q = qc =
√
−2Gc
R′(`0)
.
Ensuite la longueur de la fissure ` et la force Q sont donne´es en fonction du de´placement q par
` =
(
R′
)−1
(−2Gc/q2), Q = R(`)q.
Comparons avec le cas ou` l’on controˆle la force. On a en fait l’implication suivante
S concave =⇒ R convexe.
En effet, comme R = 1/S > 0, on a R′ = −S′/S2 et R′′ = 2S′2/S3 − S′′/S2. Donc R′′ > 0 si S′′ < 0. On
a donc la proprie´te´ fondamentale suivante
Propagation progressive a` force impose´e⇒ Propagation progressive a` de´placement impose´
Mais la re´ciproque n’est pas vraie. Ceci peut aussi se voir dans la relation force-de´placement. Calculons
dQ/dq, en utilisant que
q2R′(`) = −2Gc et 2qR′(`) + q2R′′(`)d`
dq
= 0,
dQ
dq
= R(`) + qR′(`)
d`
dq
= R(`)− 2R
′(`)2
R′′(`)
= −R(`)3 S
′′(`)
R′′(`)
.
On voit donc que si S est concave, alors R est convexe et la force croˆıt, ce qui est conforme au re´sultat
obtenu pre´ce´demment. Mais si S et R sont convexes, alors la force de´croˆıt. La re´ponse a donc l’allure
de celle repre´sente´e dans la figure 9.7. Un tel comportement est dit adoucissant .
Propagation brutale a` de´placement impose´. Supposons enfin que la rigidite´ soit une fonction
concave de la longueur de la fissure. La souplesse est alors ne´cessairement convexe et la fissuration ne
peut eˆtre controˆle´e ni en force, ni en de´placement. Si l’on e´crit toutefois le bilan d’e´nergie de Griffith
lorsque la fissure e´volue, on obtient −q2R′(`) = 2Gc. En parame´trant la courbe force-de´placement par
la longueur de fissure, on a
q =
√
2Gc
−R′(`) , Q =
√
2Gc
S′(`)
et, a` la fois, la force et le de´placement de´croissent quand la fissure progresse. La re´ponse a l’allure de
celle repre´sente´e dans la figure 9.7. On appelle cela un snap-back .
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Qq
qc
Qc
Figure 9.7 – Les trois re´ponses-types dans un diagramme force-de´placement
En pratique, on peut rencontrer des combinaisons de ces comportements-types. La re´ponse peut
eˆtre d’abord durcissante, puis adoucissante. Elle peut au contraire pre´senter d’abord un snap-back
avant d’eˆtre adoucissante. De tels exemples sont propose´s en exercice.
Exercice 9.4. On reprend l’essai de la poutre DCB en supposant maintenant que la demi-hauteur
de la poutre est variable, h = h(x). On se propose de calculer l’e´volution de la fissuration et de
montrer que suivant la fonction h(x) on peut avoir des comportements durcissants, adoucissants ou
une combinaison des deux. On utilisera toujours l’approximation de l’e´nergie e´lastique fournie par la
the´orie des poutres. La relation entre la force Q et le de´placement q pour une fissure de longueur ` est
donne´e par
q = S(`)Q, S(`) =
12
Ed
∫ `
0
x2
h(x)3
dx.
1. Montrer que si h(x) = h0(x/h1)
p ou` h0 et h1 sont deux constantes positives et 2/3 < p < 1, alors
le comportement est durcissant ;
2. Montrer que si h(x) = h0
(
1 + (x/h1)
3
)
ou` h0 et h1 sont deux constantes positives, alors le com-
portement est adoucissant pour des faibles longueurs de `, puis durcissant.
3. Chercher des formes de h(x) de fac¸on a` ce qu’il y ait un snap-back sur une plage de valeurs de `.
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Re´sume´ des caracte´ristiques de la loi de Griffith. Dans la the´orie de Griffith, l’e´volution de
la fissuration est gouverne´e par un principe de minimisation d’e´nergie : la structure de´veloppe plus
ou moins sa fissuration de fac¸on a` minimiser son e´nergie totale, somme de son e´nergie potentielle
et de son e´nergie de fissuration. En de´veloppant sa fissuration la structure augmente son e´nergie
de fissuration, mais en contrepartie diminue son e´nergie potentielle. La structure doit donc trouver
un e´quilibre entre les deux, e´quilibre qui fixe son e´tat de fissuration. Cet “e´quilibre dynamique”
qui e´volue avec le chargement doit tenir compte de l’irre´versibilite´ de la fissuration qui ne peut
qu’augmenter. Dans le pire des cas, cet e´quilibre peut ne pas exister, ce qui se traduit par la rupture
brutale de la structure. Il peut arriver aussi que cet e´quilibre ne soit atteint qu’apre`s une phase
de propagation instable durant laquelle la fissuration croˆıt sous chargement constant. Les exemples
courants montrent que la fissuration est un phe´nome`ne adoucissant qui en se de´veloppant diminue
progressivement les capacite´s de re´sistance de la structure, les charges supportables devenant de plus
en plus faibles. Ceci en fait un phe´nome`ne plus dangereux que la plasticite´, ne´cessitant un controˆle
continu des structures en service.
9.3 Le trajet des fissures
Γ
s
θ(s)
O
Ft
Ω\Γ
1
2D
Figure 9.8 – Trajet d’une fissure en e´lasticite´ plane.
Dans la loi de propagation de Griffith telle que nous l’avons pre´sente´e et utilise´e jusqu’ici, nous
avons suppose´ connu le trajet de fissuration. Si l’on veut trouver le trajet, il faut introduire un crite`re
supple´mentaire. En effet, si l’on se place en e´lasticite´ plane et si l’on suppose a priori que la fissure
se propagera suivant un arc simple, il faut de´terminer la position de la pointe de la fissure a` chaque
instant, soit deux fonctions scalaires qui peuvent eˆtre soit celles donnant les coordonne´es de la pointe
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t 7→ (x1(t), x2(t)) en fonction du temps, soit la fonction s 7→ θ(s) donnant l’orientation de la fissure
en fonction de l’abscisse curviligne et la fonction t 7→ `(t) donnant l’abscisse curviligne de la pointe
de la fissure en fonction du temps. Optons pour cette deuxie`me description. La connaissance des
deux fonctions s 7→ θ(s) et t 7→ `(t) suffit effectivement pour de´terminer l’e´volution de la fissure. En
particulier, la courbe Γ repre´sentant le trajet spatial de la fissure s’obtient par inte´gration. En effet
en parame´trant la courbe par son abscisse curviligne, la fonction ` 7→ x(`) est donne´e par
x(`) = x(0) +
∫ `
0
cos θ(s)ds e1 +
∫ `
0
sin θ(s)ds e2.
Le crite`re d’Irwin KI(t) = KIc ou le crite`re de Griffith G(t) = Gc ne fournissent qu’une e´quation. En
supposant le trajet connu, ils permettent de de´terminer au mieux t 7→ `(t). Ils sont susceptibles de
dire quand la fissure peut se propager, mais ils ne peuvent pas dire comment elle doit se propager.
Autrement dit, ce qu’il manque est un crite`re donnant l’orientation s 7→ θ(s) de la fissure. Cette
question est de´licate et n’a pas rec¸u a` ce jour une re´ponse de´finitive. Plusieurs crite`res ont e´te´ propose´s,
le plus souvent sur des bases empiriques, mais tous souffrent de de´fauts plus ou moins re´dhibitoires.
Nous nous limiterons dans cette section a` pre´senter les deux qui sont le plus couramment utilise´s
dans le cas de mate´riaux isotropes. Nous commencerons par le Principe de Syme´trie Locale que nous
comparerons ensuite au crite`re de stabilite´ dit du G-max .
9.3.1 Le Principe de Syme´trie Locale
Le principe de syme´trie locale repose sur l’ide´e intuitive que si une fissure est en mode I au moment
ou` elle se propage, alors par “raison de syme´trie” elle ne changera pas de direction. Le point cle´ consiste
a` supposer que la re´ciproque est vraie, i.e. que si une fissure se propage sans changer de direction, c’est
qu’elle est en mode I. Pour bien comprendre la porte´e de cette hypothe`se et formaliser le principe, il
faut s’inte´resser a` la question du changement de direction d’une fissure et ses conse´quences en terme
de singularite´s 3.
θ−
(!)
x
(!)
[[θ]]
x
(!′)
Figure 9.9 – Branchement d’une fissure en e´lasticite´ plane.
3. Il existe un re´el proble`me de vocabulaire pour de´finir cette notion de changement de direction. Les deux mots
branchement et bifurcation qui sont le plus souvent employe´s sont ambigus. On pre´fe´rera toutefois le premier au deuxie`me
qui avec son pre´fixe bi sugge`re que le trajet de la fissure se divise en deux branches. Malheureusement, ces deux mots
sont conside´re´s comme synonymes dans le langage courant. Les anglo-saxons utilisent le mot kink, ce qui a au moins le
me´rite d’eˆtre clair.
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Conside´rons une fissure en e´lasticite´ plane dont le trajet est une courbe simple. Supposons qu’a`
l’instant t la pointe de la fissure soit au point ge´ome´trique x (de la configuration de re´fe´rence) d’abscisse
curviligne ` et que l’orientation de la fissure a` cet instant soit caracte´rise´e par l’angle θ− que fait la
tangente a` la fissure en x avec la direction fixe e1. A` cet instant, la singularite´ au point x est caracte´rise´e
par les deux facteurs d’intensite´ de contraintes KI et KII. Supposons que la fissure se propage a` partir
de cet instant, i.e. que la pointe de la fissure quitte le point x a` l’instant t, que la fissure s’oriente dans
la direction θ+ et que cette propagation soit continue en temps, cf Figure 9.9. Il y aura branchement
si θ+ 6= θ− et on note [[θ]] l’angle de branchement
[[θ]] = θ+ − θ−.
A` un instant t′ > t apre`s le branchement la pointe de la fissure est au point d’abscisse curviligne `′ > `.
La singularite´ a` la pointe est toujours du meˆme type, mais les facteurs d’intensite´ de contraintes ne
sont plus les meˆmes, notons les KI(t
′) et KII(t′). Faisons tendre t′ vers t (par valeur supe´rieure). Du
fait de la continuite´ en temps suppose´e, `′ tend vers `. On montre alors que les facteurs d’intensite´ de
contraintes tendent vers une limite a priori diffe´rente de KI et KII. On note ces limites KI
∗ et KII∗ :
KI
∗ = lim
t′↓t
KI(t
′), KII∗ = lim
t′↓t
KII(t
′).
On montre aussi, cf [4], que ces limites que l’on appellera facteurs d’intensite´ des contraintes apre`s
branchement ne de´pendent que des facteurs d’intensite´ avant branchement (KI,KII) et de l’angle de
branchement [[θ]]. De fac¸on pre´cise, la de´pendance de (KI
∗,KII∗) en (KI,KII) est line´aire, les 4 coefficients
les reliant de´pendant de l’angle [[θ]]. Ces coefficients sont note´s Fij , 1 ≤ i, j ≤ 2, et la relation entre les
FIC s’e´crit donc 
KI
∗ = F11([[θ]])KI + F12([[θ]])KII,
KII
∗ = F21([[θ]])KI + F22([[θ]])KII.
Il n’existe malheureusement pas de formules analytiques permettant de calculer les coefficients Fij(ζ)
pour toute la plage (−pi, pi) de valeurs possibles pour ζ. On peut toutefois obtenir un de´veloppement li-
mite´ au voisinage de ζ = 0, i.e. pour des faibles valeurs de l’angle de branchement. Ces de´veloppements
limite´s sont donne´s ci-dessous.
F11(ζ) = 1− 38ζ2 + ( 1pi2 − 5128)ζ4 + ( 19pi4 − 1172pi2 + 11915360)ζ6 +O(ζ8)
F12(ζ) = −32ζ + ( 103pi2 + 116)ζ3 + (− 2pi4 − 133180pi2 + 591280)ζ5 +O(ζ7)
F21(ζ) =
1
2ζ − ( 43pi2 + 148)ζ3 + (− 23pi4 + 1330pi2 − 593840)ζ5 +O(ζ7)
F22(ζ) = 1− ( 4pi2 + 38)ζ2 + ( 83pi4 + 2918pi2 − 5128)ζ4 +O(ζ6).
Pour des valeurs “finies” de l’angle de branchement, il faut avoir recours au calcul nume´rique. On
obtient ainsi les graphes des Fij(ζ) qui sont repre´sente´s sur la figure 9.10. On peut remarquer quelques
proprie´te´s particulie`res de ces coefficients
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Fij
F11
F12
F21
F22
0
1
1
ζ/pi
Figure 9.10 – Graphe des coefficients Fij donnant les facteurs d’intensite´ de contraintes apre`s bran-
chement en fonction de l’angle de branchement ζ.
1. Pour des raisons de syme´trie, F11 et F22 sont des fonctions paires de ζ, alors que F12 et F21
sont des fonctions impaires.
2. On a Fij(0) = δij et donc KI
∗ = KI et KII∗ = KII s’il n’y a pas de branchement.
3. On a Fij(±pi) = 0. La singularite´ “disparaˆıt” si l’on envisage un branchement faisant repartir
la fissure de la direction d’ou` elle vient.
Muni de ces proprie´te´s des singularite´s lors d’un branchement, formulons pre´cise´ment le principe de
syme´trie locale.
Principe de Syme´trie Locale. Une fissure se propagera sans changer de direction si et seulement
si elle est en mode I a` l’instant de la propagation :
[[θ]](t) = 0 ⇐⇒ KII(t) = 0.
Ce principe permet de calculer l’angle de branchement sous re´serve que la propagation soit continue
en temps. On a en effet le re´sultat suivant
Angle de branchement. Si la propagation est continue en temps et si elle suit le Principe de
Syme´trie Locale, alors, aux instants ou` il y a changement de direction de la fissure, l’angle de bran-
chement est tel que le Facteur d’Intensite´ des Contraintes apre`s branchement KII
∗ est nul. Autrement
dit, la fissure branche de fac¸on a` se retrouver en mode I. L’angle de branchement [[θ]] est donne´ par
l’e´quation
F21([[θ]])KI + F22([[θ]])KII = 0,
ou` KI et KII sont les FIC avant branchement.
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Preuve. Supposons que la propagation est continue et que la fissure branche a` l’instant t. Alors,
aux instants ulte´rieurs t′ proches de t, la fissure se propageant sans changement de direction, on doit
avoir d’apre`s le Principe de Syme´trie Locale KII(t
′) = 0. En passant a` la limite quand t′ tend vers t,
on obtient par de´finition de KII
∗, 0 = limt′↓t KII(t′) = KII∗. Ceci fournit l’e´quation (non line´aire) pour
l’angle de branchement [[θ]]. 
9.3.2 Le Crite`re du G-max
Nous n’avons exploite´ que tre`s partiellement le principe de stabilite´ de Griffith. En effet, l’ide´e de
ce principe est de dire qu’une fissure se propagera si on peut trouver une “direction” de propagation
possible telle que le taux de restitution d’e´nergie potentielle associe´ soit plus grand que le taux de
cre´ation d’e´nergie de fissuration 4. Or, comme nous avons suppose´ jusqu’ici le trajet de fissuration
connu, nous n’avons teste´ que la direction de propagation suivant le trajet pre´-de´fini. En envisageant
d’autres directions, nous allons obtenir des informations sur le chemin que peut emprunter la fissure.
Plac¸ons-nous dans le meˆme cadre que celui ou` nous avons pre´sente´ le Principe de Syme´trie Locale,
i.e. en de´formations planes, milieu line´airement e´lastique, homoge`ne, isotrope. Supposons que la fissure
se propage continuˆment en temps suivant une courbe Γ dont l’e´quation parame´tre´e par l’abscisse
curviligne est ` 7→ x(`). Il s’agit de trouver des proprie´te´s de cette courbe pour que le crite`re de
stabilite´ soit satisfait. Plac¸ons-nous a` un instant t ou` la pointe de la fissure est au point P = x(`(t))
ou` la tangente a` Γ fait l’angle θ−(t) avec l’axe 1. Testons la stabilite´ de cet e´tat de la structure en
envisageant un petit segment de fissure supple´mentaire Σh de longueur h faisant un angle ζ avec la
tangente a` la fissure en P, cf Figure 9.11. Le chargement e´tant celui de l’instant t, le taux de restitution
Σh 1
P
Γ(t)
θ−(t)
ζ
Figure 9.11 – Branchement virtuel servant a` tester la stabilite´ de l’e´tat de la structure a` l’instant t
d’e´nergie potentielle G(ζ) associe´ a` ce branchement virtuel dans la direction ζ est donne´ par
G(ζ) = − lim
h→0
1
h
(
P(t,Γ(t) ∪ Σh)− P(t,Γ(t))
)
.
4. On utilise en fait la contrapose´e pour formuler le proble`me d’e´volution : a` chaque instant l’e´tat de fissuration doit
eˆtre tel que dans toute direction de propagation “physiquement” envisageable le taux de restitution d’e´nergie potentielle
doit eˆtre infe´rieur ou` e´gal au taux de cre´ation d’e´nergie de fissuration.
227
Il de´pend e´videmment de ζ mais aussi de la ge´ome´trie de la structure, de l’e´tat de fissuration Γ(t) et
du chargement. Pour que l’e´tat de la structure a` l’instant t soit stable, il faut donc que
Crite`re de stabilite´ e´largi : G(ζ) ≤ Gc, ∀ζ ∈ (−pi, pi).
Supposons maintenant que la fissure se propage continuˆment a` l’instant t en s’orientant dans la
direction θ+(t) et notons [[θ]] = θ+(t)− θ−(t) l’angle de branchement. Le taux de restitution d’e´nergie
potentielle re´el est donc G([[θ]]). En vertu du bilan d’e´nergie de Griffith, puisque la fissure se propage
continuˆment on doit avoir G([[θ]]) = Gc. En comparant avec le crite`re de stabilite´, on voit donc que
l’angle de branchement doit maximiser le taux de restitution d’e´nergie potentielle parmi tous les angles
de branchement possibles. Ceci constitue le principe dit du G-max.
Crite`re du G-max.. Si la propagation est continue en temps et si elle suit la loi de Griffith (dont
le crite`re de stabilite´ e´largi), alors la fissure choisit son orientation de fac¸on a` maximiser son taux de
restitution d’e´nergie potentielle. On a
1. A` un instant ou` la fissure se propage, Gc = G([[θ]]) = maxζ∈(−pi,pi) G(ζ) ;
2. A` tout instant, Gc ≥ maxζ∈(−pi,pi) G(ζ).
9.3.3 Comparaison des deux crite`res
Avant de comparer les deux crite`res de branchement, notons que le crite`re du G-max est une
conse´quence du crite`re de stabilite´ e´largi de Griffith, alors que le principe de syme´trie locale n’a pas
d’origine physique claire (en dehors de la notion un peu vague de syme´trie). Notons aussi que le crite`re
de stabilite´ peut s’utiliser dans un cadre bien plus large que celui ou` nous nous sommes place´s, alors
que le principe de syme´trie locale est limite´ aux milieux isotropes en e´lasticite´ plane. Dans ce cadre
restreint, il est cependant le´gitime de les comparer. On peut montrer, mais nous ne reproduirons pas
la de´monstration, que ces deux crite`res ne sont pas e´quivalents et qu’ils pre´disent en ge´ne´ral des angles
de branchement diffe´rents (mais proches). Toutefois, ils co¨ıncident dans une situation particulie`re, tre`s
utile en pratique.
Equivalence des crite`res. Toujours sous l’hypothe`se que la propagation est continue en temps, le
Principe de Syme´trie Locale et le crite`re du G-max pre´disent tous deux que la fissure se propage sans
changer de direction si et seulement si la fissure est en mode I.
Preuve. Cette proprie´te´ est l’essence meˆme du principe de syme´trie locale. Il s’agit donc de montrer
que le crite`re du G-max donne le meˆme re´sultat. On utilise pour cela la formule d’Irwin (qui s’applique
toujours dans le cas d’un branchement en remplac¸ant les facteurs d’intensite´ de contraintes avant
branchement par ceux apre`s chargement) :
G(ζ) =
1− ν2
E
(
KI
∗(ζ)2 + KII∗(ζ)2
)
.
Montrons d’abord que si KII = 0, alors G(ζ) est maximal en ζ = 0. Si KII = 0, on a
G(ζ) =
1− ν2
E
(
F11(ζ)
2 + F21(ζ)
2
)
KI
2.
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Comme F11(0) = 1 et F21(0) = 0, il faut ve´rifier que F11(ζ)
2 + F21(ζ)
2 < 1, ∀ζ 6= 0. On peut faire
cette ve´rification au voisinage de 0 a` l’aide des de´veloppements limite´s des Fij : F11(ζ)
2 + F21(ζ)
2 =
1− ζ2/2 +O(ζ4). Ailleurs, la ve´rification est nume´rique, cf Figure 9.12.
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
ζ/pi
F11(ζ)
2 + F21(ζ)
2
Figure 9.12 – Ve´rification nume´rique que G(ζ) est maximal en ζ = 0 quand KII = 0.
Montrons la re´ciproque : si G(ζ) est maximal en ζ = 0, alors KII = 0. Si G(ζ) est maximal en ζ = 0,
en e´crivant que dGdζ (0) = 0, on tire des proprie´te´s des fonctions Fij et de leur de´rive´e en 0 que KIKII = 0.
Il faut donc que soit KI = 0, soit KII = 0. Si KI = 0 alors, on devrait avoir F12(ζ)
2 + F22(ζ)
2 ≤ 1, ∀ζ,
ce qui est manifestement impossible compte tenu des de´veloppements des fonctions au voisinage de 0,
F12(ζ)
2 + F22(ζ)
2 = 1 + (3/2− 8/pi2)ζ2 +O(ζ4). On doit donc avoir KII = 0. 
9.4 Au dela` de la the´orie de Griffith
Cette courte section a vocation de pointer quelques de´fauts et lacunes de la the´orie de Griffith
et de donner quelques pistes possibles pour y reme´dier. Mais e´videmment chacune de ces questions
me´riterait que l’on y consacre beaucoup plus de temps.
9.4.1 Initialisation de la fissuration
Dans tous les exemples que nous avons traite´s jusqu’ici, nous avons toujours suppose´ l’existence
d’une fissure initiale dans la structure. On pourrait arguer que c’est conforme a` la re´alite´, tout objet
contenant des de´fauts de`s sa fabrication. Toutefois, la vraie raison est que la the´orie de Griffith n’est
pas vraiment capable de rendre compte de la nucle´ation d’une fissure dans une structure. On peut
le voir sur la formule donnant les facteurs d’intensite´ des contraintes aux pointes d’une fissure de
longueur 2` dans un milieu infini avec une contrainte uniaxiale a` l’infini, cf Chapitre 7, page 175 : KI
et KII sont proportionnels a` σ
√
`, G est proportionnel a` σ2` et tend donc vers 0 quand ` tend vers 0.
Si l’on adopte le crite`re de Griffith (ou celui d’Irwin), on voit qu’il faut une contrainte de l’ordre de√
Gc/` pour faire se propager une fissure de longueur ` et donc a` la limite une contrainte infinie pour
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nucle´er une fissure. Ceci peut se voir aussi en termes d’e´nergie. Comme G est la de´rive´e de l’e´nergie
potentielle par rapport a` la longueur de la fissure, en inte´grant les expressions pre´ce´dentes on voit que
la restitution d’e´nergie potentielle due a` la nucle´ation d’une petite fissure de longueur ` est de l’ordre
de σ2`2 alors que l’e´nergie de fissuration vaut Gc`. Par conse´quent, l’apport d’e´nergie potentielle est
trop faible pour cre´er l’e´nergie de surface ne´cessaire.
On peut ge´ne´raliser ce re´sultat et montrer qu’il n’est pas possible de faire apparaˆıtre une fissure
en un point inte´rieur d’une structure a` partir du crite`re de Griffith. Mais ce re´sultat reste vrai meˆme
en fond d’entaille ou` pourtant les contraintes sont infinies en raison de la pre´sence d’une singularite´.
Montrons-le en nous plac¸ant en e´lasticite´ anti-plane pour simplifier les raisonnements. Nous utilisons
les notations du chapitre pre´ce´dent. Conside´rons une structure contenant une entaille dont l’angle est
2ω, qui est fixe´e sur la partie du bord ∂DΩ et est soumise a` des forces antiplanes T sur la partie
comple´mentaire du bord ∂NΩ avec T = 0 sur les bords de l’entaille. Les forces volumiques sont nulles.
On sait, cf le chapitre pre´ce´dent, que les de´placements et contraintes solutions, note´s ξ = ξe3 et
σ = σ3rer + σ3θeθ, sont singuliers a` la pointe avec une singularite´ de la forme :
ξ = Krα sinαθ + · · · , σ = µKαrα−1(sinαθ er + cosαθ eθ) + · · · , α =
pi
2ω
.
L’e´nergie potentielle de la structure saine est P(0). Introduisons une petite fissure Γ` de longueur ` a` la
Γ￿
D￿
D2￿
Ω
Figure 9.13 – Les diffe´rents domaines au voisinage de la pointe de l’entaille
pointe (sa forme et son orientation sont sans importance). L’e´nergie potentielle de la structure fissure´e
a` l’e´quilibre sous le meˆme chargement est P(`). Il s’agit d’e´valuer la restitution d’e´nergie potentielle
due a` la fissure. Nous allons montrer que
0 ≤ P(0)− P(`) ≤ C`2α (9.6)
ou` C est une constante positive ne de´pendant que de la structure saine. Ceci suffira pour conclure
car comme ω < pi, on a 2α = pi/ω > 1 et donc G(0) = lim`→0(P(0) − P(`))/` = 0. Selon le crite`re de
Griffith, la fissure ne peut pas nucle´er.
Pour prouver (9.6) nous allons utiliser le the´ore`me de l’e´nergie comple´mentaire qui dit dans notre
cas que −P(`) minimise l’e´nergie e´lastique par rapport a` l’ensemble des champs statiquement admis-
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sibles de la structure fissure´e :
−P(`) = min
τ∈S(`)
∫
Ω
τ · τ
2µ
dΩ
avec
S(`) = {τ : div τ = 0 dans Ω \ Γ`, τ · n = T sur ∂NΩ, τ · n = 0 sur Γ`} .
Construisons un champ de contraintes statiquement admissible en s’appuyant sur le champ de contraintes
solution σ de la structure saine. Comme ce champ est a` divergence nulle au voisinage de la pointe de
l’entaille et que les contraintes sont nulles sur les bords de l’entaille, on peut introduire la fonction
d’Airy ψ et e´crire
σ3r = −1
r
∂ψ
∂θ
, σ3θ =
∂ψ
∂r
.
La fonction d’Airy est nulle sur les bords de l’entaille et a un comportement en rα au voisinage de la
pointe de l’entaille (la partie singulie`re de ψ est exactement µKrα cosαθ). On construit le champ de
contrainte τ en utilisant une fonction d’Airy de la forme f(r)ψ :
τ3r = −1
r
∂(fψ)
∂θ
, τ3θ =
∂(fψ)
∂r
, f(r) =

0 si 0 ≤ r ≤ `
r/`− 1 si ` ≤ r ≤ 2`
1 sinon
.
Si on note Dl la partie de Ω incluse dans la boule de centre la pointe et de rayon l, le champ τ
est nul dans D` et co¨ıncide avec σ en dehors de D2` . On ve´rifie facilement qu’il est statiquement
admissible (en particulier, τ · n est continu aux bords des diffe´rents domaines). Utilisons-le pour avoir
une majoration de P(0)− P(`) (on sait de´ja` que P(0) ≥ P(`)) :
0 ≤ P(0)− P(`) ≤
∫
Ω
1
2µ
(τ · τ − σ · σ)dΩ
= −
∫
D`
σ · σ
2µ
dΩ +
∫
D2`\D`
1
2µ
(τ · τ − σ · σ)dΩ
≤
∫
D2`\D`
τ · τ
2µ
dΩ
Or τ3r = fσ3r et donc τ3r ∼ `α−1 dans D2` \D`. De meˆme, τ3θ = f ′ψ + fσ3θ = ψ/` + fσ3θ et donc
τ3r ∼ `α−1 dans D2` \D`. Donc
∫
D2`\D` τ · τdΩ ∼ `2α ce qui fournit l’estimation (9.6) cherche´e.
Conclusion : La the´orie de Griffith ne permet pas de rendre compte de la nucle´ation d’une fissure,
meˆme en fond d’entaille.
La raison de cet e´chec incombe au fait que l’on autorise des contraintes infinies dans la the´orie
de Griffith. Une fac¸on de “tuer” les singularite´s et de faire apparaˆıtre dans la the´orie un seuil sur
les contraintes est de tenir compte des forces de cohe´sion qui sont ine´vitablement pre´sentes pre`s de
la pointe de la fissure, la` ou` les le`vres ne sont pas suffisamment e´loigne´es l’une de l’autre. On fait
ainsi d’une pierre deux coups : on se de´barrasse du concept physiquement incorrect de contraintes
infinies et on obtient un crite`re de nucle´ation des fissures. C’est l’essence de la the´orie de Barenblatt
que nous ne de´velopperons pas. E´voquons simplement l’ide´e de base qui consiste a` faire de´pendre la
densite´ d’e´nergie de fissuration du saut de de´placement (alors que dans la the´orie de Griffith, c’est la
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φ[[un]]
Gc
σc
[[un]]
σnn
σc
Figure 9.14 – Mode`le de Barenblatt : la densite´ d’e´nergie de fissuration (a` gauche) et la contrainte
de cohe´sion (a` droite) en fonction du saut de de´placement normal
constante Gc). On introduit donc une densite´ surfacique d’e´nergie de fissuration φ pouvant de´pendre
du point, de l’orientation de la fissure et du saut des de´placements. Plac¸ons-nous pour simplifier en
mode I, seul le de´placement normal e´tant discontinu. En prenant une densite´ d’e´nergie de fissuration
de la forme φ([[ξn]]) ou` φ est une fonction de´finie pour les [[ξn]] ≥ 0 (pour respecter la condition de
non-interpe´ne´tration), nulle en 0, croissante, concave et tendant asymptotiquement vers Gc, on obtient
par de´rivation par rapport a` [[ξn]] la contrainte normale de cohe´sion : σnn = φ
′([[ξn]]) qui est positive,
de´croissante de σc = φ
′(0) a` 0. C’est la contrainte σc qui joue le roˆle de contrainte seuil (l’e´quivalent
d’un crite`re de traction maximale) et qui intervient dans la nucle´ation des fissures.
Une fois que la fissure est apparue, une zone cohe´sive demeure en pointe de fissure et s’adapte de
fac¸on a` ce qu’il n’y ait plus de singularite´s. Ce faisant on introduit dans le mode`le une longueur ca-
racte´ristique `c du mate´riau, par exemple le rapport `c = σc/Gc. Cela se traduit par des effets d’e´chelle
diffe´rents de ceux de la the´orie de Griffith. Mais d’autres proble`mes surgissent dans la mode´lisation.
Outre la difficulte´ a` identifier expe´rimentalement la fonction φ, se pose le proble`me de comment
prendre en compte l’irre´versibilite´ de la fissuration. La` encore, une infinite´ de possibilite´s s’offrent au
mode´lisateur et des choix sont a` faire en relation avec les phe´nome`nes observe´s. Toutes ces questions
sont du ressort de la recherche actuelle.
9.4.2 Fatigue
Toute structure soumise a` des chargements variables de faible amplitude finit par se fissurer et
la fissure une fois cre´e´e continue a` se propager jusqu’a` la rupture comple`te de la structure si l’on
maintient ce type de chargement. C’est e´videmment un des dangers qui guette toutes les structures
qui sont soumises a` des chargements cycliques et qui ne´cessite des controˆles re´guliers. Au niveau de la
mode´lisation, il est clair que le mode`le de Griffith ne permet pas de rendre compte de ce phe´nome`ne.
En effet, reprenons l’exemple de la poutre DCB soumise a` des cycles de charge-de´charge. On a vu
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qu’apre`s la premie`re monte´e en charge ou` il peut y avoir eu propagation de la fissure, toutes les
autres phases de de´charge jusqu’a` 0 et recharge jusqu’au niveau maximal de la premie`re monte´e sont
re´versibles. La fissuration n’e´volue plus. Il faut donc modifier le mode`le. C’est Paris, un inge´nieur
ame´ricain travaillant dans l’ae´ronautique, qui le premier a propose´ une loi empirique sur la base de
re´sultats expe´rimentaux. Les essais consistent a` mesurer sur des e´prouvettes normalise´es, telles les
e´prouvettes CT, l’avance´e d’une fissure a` chaque cycle en fonction de l’amplitude du chargement, la
structure e´tant sollicite´e en mode I comme pour la mesure de la te´nacite´. Les re´sultats sont repre´sente´s
dans un diagramme (d`/dN,∆KI), ` repre´sentant la longueur de la fissure, N le nombre de cycles (qui
est en ge´ne´ral tre`s grand et est donc traite´ comme une variable continue) et ∆KI = KImax − KImin
est l’amplitude du chargement exprime´e en terme du facteur d’intensite´ des contraintes. Dans un
diagramme log-log, on obtient des courbes qui ont l’allure de celle repre´sente´e sur la figure 9.15. On y
log∆KI
log
d!
dN
logKIclogKIth
Figure 9.15 – Courbe expe´rimentale typique obtenue dans un essai de fatigue sous chargement cy-
clique
distingue plusieurs re´gimes :
1. En dessous d’une certaine valeur KIth de ∆KI, il n’y a pas d’e´volution de la fissure (ou plus
exactement pas d’e´volution visible a` l’e´chelle du nombre de cycles explore´e). C’est le domaine
dit d’endurance. The´oriquement en dessous de ce seuil, aucun risque de rupture n’est a` craindre.
(Ce concept d’endurance est en fait tre`s discutable et tre`s discute´.)
2. Pour des valeurs de ∆KI le´ge`rement supe´rieure a` KIth, la courbe est concave avec des variations
rapides de la pente, mais l’avance´e de la fissure a` chaque cycle reste faible. C’est le re´gime de
la fatigue a` tre`s grand nombre de cycles.
3. Pour des valeurs de ∆KI interme´diaires entre KIth et KIc la courbe est pratiquement rectiligne
avec une pente m de´pendante du mate´riau et de l’environnement. La loi d’e´volution de la
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fissuration est donc une loi puissance
d`
dN
= C∆KI
m (9.7)
ou` C est l’autre constante permettant de positionner la droite sur le diagramme. Elle de´pend
aussi du mate´riau et de l’environnement. C’est le domaine de la fatigue a` grand nombre de
cycles, celui qui est le plus e´tudie´ et celui sur lequel s’est base´ Paris pour proposer la loi (9.7)
qui porte son nom.
4. Pour des valeurs de ∆KI proches de la te´nacite´ KIc, la courbe devient convexe avec une variation
tre`s rapide de la pente lorsqu’on approche KIc. On est dans le domaine de la fatigue a` petit
nombre de cycles.
5. Pour des valeurs de ∆KI supe´rieures a` KIc, il y a rupture de l’e´prouvette lors du premier cycle
en conformite´ avec les re´sultats sous chargement monotone qui ont inspire´ les lois d’Irwin et
de Griffith.
Une des explications qualitatives du phe´nome`ne de fatigue est qu’a` l’e´chelle “microscopique” toute
modification du sens du chargement (de´charge ou recharge) s’accompagne d’une dissipation d’e´nergie
qui est directement lie´e a` l’amplitude du chargement. Cette dissipation est faible lors d’un cycle et
peut donc eˆtre ne´glige´e tant que l’on ne s’inte´resse qu’au comportement a` court terme et a` petits
nombre de cycles. Par contre, par un effet d’accumulation, le phe´nome`ne devient visible et ne peut
plus eˆtre ne´glige´ lorsque le nombre de cycles augmente.
Au niveau de la mode´lisation, si la loi de Paris (9.7) est d’utilisation facile, elle peˆche par le fait
qu’elle ne vaut que dans des conditions tre`s particulie`res (chargement cyclique de forme et d’amplitude
bien pre´cis). Comme en pratique les structures sont soumises a` des chargements variables de forme
tre`s complexe, il faut proposer des me´thodes pour leur trouver un e´quivalent en termes de chargement
cyclique ou de se´quences de chargement cyclique pour pouvoir utiliser la loi de Paris. Il manque
clairement un mode`le ge´ne´ral faisant le lien entre les lois de Griffith et les lois de Paris que l’on
pourrait utiliser pour n’importe quel chargement. Une des pistes explore´es actuellement est d’utiliser
les lois du type Barenblatt avec forces cohe´sives.
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Annexe A
Fiches de synthe`se
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Elasticite´ I
• Comportement e´lastique line´aire (sans pre´contraintes)
— Relation contrainte-de´formation :
cas ge´ne´ral : σij = Cijklεkl, εij = Sijklσkl
cas isotrope : σij = λεkkδij + 2µεij , εij =
1 + ν
E
σij − ν
E
σkkδij
λ, µ : coefficients de Lame´, E : module d’Young, ν : coefficient de Poisson
λ =
νE
(1 + ν)(1− 2ν) , 2µ =
E
1 + ν
, E =
µ(3λ+ 2µ)
λ+ µ
, 2ν =
λ
λ+ µ
— Positivite´ des coefficients e´lastiques :
cas ge´ne´ral : Cijklεijεkl > 0, ∀ε 6= 0, Sijklσijσkl > 0, ∀σ 6= 0
cas isotrope : 3λ+ 2µ > 0, µ > 0, E > 0, −1 < ν < 12
• Proble`me-type d’e´lastostatique line´arise´
— Donne´es :
Ω : configuration de re´fe´rence, Σ : interfaces, f : forces volumiques
∂DΩ : partie du bord ou` les de´placements sont impose´s, ξ
d : de´placement impose´
∂NΩ : partie du bord ou` les forces sont impose´es, T : force surfacique impose´e
— Inconnues :
ξ : champ des de´placements, σ : champ des contraintes, ε : champ des de´formations
— Equations :
e´quilibre volumique :
∂σij
∂xj
+ fi = 0 dans Ω \ Σ
conditions aux limites : ξi = ξ
d
i sur ∂DΩ, σijnj = Ti sur ∂NΩ = ∂Ω \ ∂DΩ
conditions de continuite´ : [[ξi]] = 0, [[σij ]]nj = 0 sur Σ
compatibilite´ : 2εij =
∂ξi
∂xj
+
∂ξj
∂xi
dans Ω \ Σ
comportement : σij = Cijklεkl dans Ω \ Σ
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Elasticite´ II
• Formulation variationnelle de l’e´quilibre
— de´placements cine´matiquement admissibles : ce sont les champs de vecteurs re´guliers qui
ve´rifient les conditions aux limites en de´placement,
C =
{
ξ∗ : Ω→ R3 : [[ξ∗]] = 0 sur Σ, ξ∗ = ξd sur ∂DΩ
}
.
L’ensemble C des de´placements cine´matiquement admissibles est un espace affine dont l’espace
vectoriel associe´ est C0,
C0 =
{
ξ∗ : Ω→ R3 : [[ξ∗]] = 0 sur Σ, ξ∗ = 0 sur ∂DΩ
}
.
— de´placements rigides admissibles : ce sont les e´le´ments de C0 dont les de´formations associe´es
sont nulles,
R =
{
ξ∗ ∈ C0 : ε(ξ∗) = 0 dans Ω
}
.
— contraintes statiquement admissibles : ce sont les champs de tenseurs syme´triques re´guliers qui
ve´rifient les e´quations d’e´quilibre et les conditions aux limites en contraintes,
S =
{
σ∗ : Ω→M3s : div σ∗+f = 0 dans Ω\Σ, [[σ∗]] ·n = 0 sur Σ, σ∗ ·n = T sur ∂NΩ
}
.
— travail des efforts exte´rieurs donne´s : le travail des efforts exte´rieurs donne´s dans le champ de
de´placements virtuels ξ∗ est la quantite´ Wext(ξ∗) suivante
Wext(ξ
∗) =
∫
Ω
f · ξ∗dΩ +
∫
∂NΩ
T · ξ∗dS.
— Principe des Travaux Virtuels : un champ de contraintes σ∗ est statiquement admissible si et
seulement si la condition suivante est ve´rifie´e∫
Ω
σ∗ : ε(ξ∗)dΩ = Wext(ξ∗), ∀ξ∗ ∈ C0
ou` ε(ξ∗) de´signe le champ de de´formations associe´ a` ξ∗, i.e. 2εij(ξ∗) =
∂ξ∗i
∂xj
+
∂ξ∗j
∂xi
.
— condition ne´cessaire d’e´quilibre : il existe des champs de contraintes statiquement admissibles
seulement si la condition suivante est satisfaite
Wext(ξ
∗) = 0, ∀ξ∗ ∈ R.
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Elasticite´ III
• The´ore`me de l’e´nergie potentielle
— formulation variationnelle du proble`me d’e´lastostatique : le champ de de´placements ξ est solu-
tion du proble`me d’e´lastostatique si et seulement s’il ve´rifie le proble`me variationnel suivant
ξ ∈ C et
∫
Ω
Cijklεij(ξ)εkl(ξ
∗)dΩ = Wext(ξ∗), ∀ξ∗ ∈ C0.
— e´nergie potentielle : a` un champ de de´placements cine´matiquement admissibles ξ∗ ∈ C on
associe l’e´nergie potentielle P(ξ∗)
P(ξ∗) =
∫
Ω
1
2
Cijklεij(ξ
∗)εkl(ξ∗)dΩ−Wext(ξ∗).
— the´ore`me : le champ de de´placements ξ est solution du proble`me d’e´lastostatique si et seulement
s’il minimise l’e´nergie potentielle parmi tous les champs de de´placements cine´matiquement
admissibles,
ξ ∈ C et P(ξ) ≤ P(ξ∗), ∀ξ∗ ∈ C.
• Re´sultats ge´ne´raux
— existence d’une solution : sous re´serve de re´gularite´ suffisante des donne´es, le proble`me
d’e´lastostatique admet une solution si et seulement si la condition ne´cessaire d’e´quilibre est
satisfaite.
— unicite´ de la solution : quand une solution existe, le champ des contraintes et le champ des
de´formations solutions sont uniques alors que le champ des de´placements solution est unique a`
un de´placement rigide pre`s.
— formule de Clapeyron : si C est un espace vectoriel, i.e. si C = C0, alors la solution ve´rifie la
formule de Clapeyron,
P(ξ) = −1
2
Wext(ξ).
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Forces ge´ne´ralise´es et de´placements ge´ne´ralise´s
On se contente de re´sumer ici ces notions dans le cas des conditions aux limites envisage´es dans le
proble`me-type d’e´lastostatique line´arise´.
• Parame`tres de chargement
— donne´es en forces surfaciques : on suppose que T peut s’e´crire comme une combinaison line´aire
de m distributions de forces surfaciques donne´es, T (x) =
∑m
i=1QiT
i(x) sur ∂NΩ ou` les T
i sont
donne´es (fixe´es) et les m coefficients (Q1, · · · , Qm) sont des forces ge´ne´ralise´es variables dans
R.
— donne´es en forces volumiques : on suppose que f peut s’e´crire comme une combinaison line´aire
de n distributions de forces volumiques donne´es, f(x) =
∑n
i=1Qm+if
i(x) dans Ω ou` les f i sont
donne´es (fixe´es) et les n coefficients (Qm+1, · · · , Qm+n) sont des forces ge´ne´ralise´es variables
dans R.
— donne´es en de´placement : on suppose que ξd peut s’e´crire comme une combinaison line´aire de
p de´placements donne´s, ξd(x) =
∑p
i=1 qm+n+iu
i(x) sur ∂DΩ ou` les u
i sont donne´s (fixe´s) et les
p coefficients (qm+n+1, · · · , qm+n+p) sont des de´placements ge´ne´ralise´s variables dans R.
• Parame`tres duaux
— de´placements ge´ne´ralise´s associe´s aux T i : a` un champ de de´placements virtuels ξ∗ on associe
les m de´placements ge´ne´ralise´s (q1(ξ
∗), · · · , qm(ξ∗)) de´finis par
qi(ξ
∗) =
∫
∂NΩ
T i · ξ∗dS.
— de´placements ge´ne´ralise´s associe´s aux f i : a` un champ de de´placements virtuels ξ∗ on associe
les n de´placements ge´ne´ralise´s (qm+1(ξ
∗), · · · , qm+n(ξ∗)) de´finis par
qm+i(ξ
∗) =
∫
Ω
f i · ξ∗dΩ.
— forces ge´ne´ralise´es associe´es aux ui : a` un champ de contraintes virtuelles σ∗ on associe les p
forces ge´ne´ralise´es (Qm+n+1(σ
∗), · · · , Qm+n+p(σ∗)) de´finies par
Qm+n+i(σ
∗) =
∫
∂DΩ
ui · σ∗ · n dS.
• Proprie´te´
Si ξ∗ est cine´matiquement admissible et si σ∗ est statiquement admissible, alors on a
∫
Ω
σ∗ : ε(ξ∗)dΩ =
m+n∑
i=1
Qiqi(ξ
∗) +
m+n+p∑
i=m+n+1
Qi(σ
∗)qi.
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Comportement e´lasto-plastique I
• De´composition des de´formations
de´f. e´lastique + de´f. plastique : ε = εe + εp
• De´composition des contraintes (en 3D)
partie sphe´rique + de´viateur : σ =
Trσ
3
I + s, Tr s = 0
• Relation contrainte-de´formation
cas ge´ne´ral : σ = C : εe
mate´riau isotrope : σ = λTr(εe) I + 2µεe
• Relation de´formation-contrainte
cas ge´ne´ral : εe = S : σ
mate´riau isotrope : εe = − ν
E
Tr(σ) I +
1 + ν
E
σ
• Crite`re de plasticite´ en plasticite´ parfaite
cas ge´ne´ral : f(σ) ≤ 0
f fonction convexe, f(0) < 0
crite`re de Von Mises : σeq :=
√
3
2s : s ≤ σc
crite`re de Tresca : maxi,j |σi − σj | ≤ σc
• Loi d’e´coulement avec re`gle de normalite´ en plasticite´ parfaite
cas ge´ne´ral : ε˙p = η˙
∂f
∂σ
(σ),
{
η˙ = 0 si f(σ) < 0
η˙ ≥ 0 si f(σ) = 0
crite`re de Von Mises : ε˙p =
3η˙
2σc
s,
{
η˙ = 0 si σeq < σc
η˙ ≥ 0 si σeq = σc
(incompressibilite´ plastique) (Tr εp = 0)
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Comportement e´lasto-plastique II
• Crite`res de plasticite´ avec e´crouissage (cas ge´ne´ral)
cine´matique : f(σ −X) ≤ 0
X : contrainte interne (variable en temps)
isotrope : f(σ/R) ≤ 0
R : parame`tre d’e´crouissage (croissant en temps)
cine´matique et isotrope : f((σ −X)/R) ≤ 0
• Lois standards avec crite`re de Von Mises et e´crouissage
e´crouissage cine´matique line´aire :
√
3
2(s− hεp) : (s− hεp) ≤ σc
ε˙p =
3η˙
2σc
(s− hεp)
h : module d’e´crouisage (constant) > 0
e´crouissage isotrope :
√
3
2s : s ≤ σc(p), ε˙p =
3η˙
2σc(p)
s
p : de´formation plastique cumule´e, p˙ =
√
2
3 ε˙
p : ε˙p
σc(p) : contrainte critique croissante avec p
• Calcul du multiplicateur plastique pour des lois standards
plasticite´ parfaite, cas ge´ne´ral : η˙ =
(
∂f
∂σ
(σ) : C : ε˙
)+
∂f
∂σ
(σ) : C :
∂f
∂σ
(σ)
si f(σ) = 0
plasticite´ parfaite, Von Mises : η˙ =
(
s : ε˙
)+
σc
si σeq = σc
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Calcul de structures e´lasto-plastiques I
• Condition initiale
de´formation plastique initiale : εp(x, 0) = εp
0
(x), x ∈ Ω
ve´rification de la compatibilite´ des
conditions initiales
: cf polycopie´ page 118
• Equilibre et Conditions aux limites
e´quilibre volumique : div σ(x, t) + f(x, t) = 0, x ∈ Ω \ Σ, t ≥ 0
conditions de Dirichlet : ξ(x, t) = ξ
d(x, t), x ∈ ∂DΩ, t ≥ 0
conditions de Neumann : σ(x, t) · n(x) = T (x, t), x ∈ ∂NΩ, t ≥ 0
• Compatibilite´ des de´formations totales
de´formation vs de´placement : 2ε(x, t) = ∇ξ(x, t) +∇ξ(x, t)T , x ∈ Ω \ Σ, t ≥ 0
e´quations de compatibilite´ :
∂2εij
∂xk∂xl
+
∂2εkl
∂xi∂xj
=
∂2εik
∂xj∂xl
+
∂2εjl
∂xi∂xk
en ge´ne´ral, εe et εp sont incompatibles et seul ε est compatible.
• Conditions de continuite´
continuite´ aux interfaces : [[ξ]](x, t) = 0, [[σ]](x, t) · n(x) = 0, x ∈ Σ, t ≥ 0
de´finitions des sauts : [[f ]](x) = f+(x)− f−(x),
f±(x) = limh↓0 f(x± hn(x))
• Comportement e´lasto-plastique : cf fiches pre´ce´dentes
• Re´sultats ge´ne´raux
— unicite´ des contraintes : il existe au plus un champ de contraintes solution du proble`me
d’e´volution d’une structure faite de mate´riaux e´lastiques parfaitement plastiques standards.
— unicite´ des de´placements et des de´formations plastiques : en plasticite´ parfaite, on n’est pas
assure´ de l’unicite´ des de´placements et des de´formations plastiques.
— existence d’une solution : il existe au moins une solution au proble`me d’e´volution d’une
structure faite de mate´riaux e´lastiques parfaitement plastiques standards tant que les charges
applique´es restent a` l’inte´rieur du domaine (convexe) des charges supportables.
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Calcul de structures e´lasto-plastiques II
• Hypothe`ses adopte´es pour cette fiche et la suivante
— comportement : le mate´riau est e´lasto-plastique parfait et satisfait le principe du travail maximal
de Hill,
σ ∈ S, (σ − σ∗) : ε˙p ≥ 0, ∀σ∗ ∈ S.
— chargement : le chargement est un chargement a` forces impose´es et est de´fini par un nombre
fini de parame`tres, Q = (Q1, · · · , Qn).
— de´placements cine´matiquement admissibles : C est un espace vectoriel, C = C0.
— travail des efforts exte´rieurs donne´s : il se met sous la forme
Wext(ξ
∗) =
n∑
i=1
Qiqi(ξ
∗), ∀ξ∗ ∈ C
et les conditions ne´cessaires d’e´quilibre sont satisfaites : qi(ξ
∗) = 0, ∀ξ∗ ∈ R0, ∀i.
— proble`mes d’e´lasticite´ associe´s : on appelle σi le champ des contraintes solution du proble`me
d’e´lasticite´ (sans de´formation plastique) associe´ au chargement tel que Qi = 1 et Qj = 0 pour
j 6= i.
• Champs de contraintes statiquement ou plastiquement admissibles
— contraintes statiquement admissibles avec Q :
σ∗ tel que
∫
Ω
σ∗ :ε(ξ∗)dΩ =
n∑
i=1
Qiqi(ξ
∗), ∀ξ∗ ∈ C.
— contraintes plastiquement admissibles :
σ∗ tel que σ∗(x) ∈ S(x), ∀x ∈ Ω
• Charges e´lastiquement supportables
Qe =
{
Q ∈ Rn :
n∑
i=1
Qiσ
i plastiquement admissible
}
• Charges supportables
Qp =
{
Q ∈ Rn : ∃σ∗statiquement admissible avec Q et plastiquement admissible
}
• Charges limites : ce sont les charges Q sur la frontie`re de Qp.
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Calcul de structures e´lasto-plastiques III
• Fonction d’appui du convexe S de M3s
de´finition ge´ne´rale : piS(ε) = supσ∈S σ : ε.
convexe de Von Mises : piVM(ε) =
{
σc
√
2
3ε : ε si Tr ε = 0
+∞ si Tr ε 6= 0
convexe de Tresca : piT(ε) =
{σc
2
(|ε1|+ |ε2|+ |ε3|) si Tr ε = 0
+∞ si Tr ε 6= 0
• Puissance dissipe´e plastiquement (vitesse est synonyme de de´placement virtuel)
champs de vitesses re´guliers : D(ξ∗) = ∫Ω piS(ε(ξ∗))dΩ
champs de vitesses discontinus : D(ξ∗) = ∫Ω\Σ piS(ε(ξ∗))dΩ + ∫Σ piS([[ξ∗]]⊗s n)dΣ.
finitude de la puissance dissipe´e :
dans le cas d’incompressibilite´ plastique, la puissance dissipe´e est finie seulement si le champ
de vitesses est a` divergence nulle dans les parties re´gulie`res et avec une discontinuite´ purement
tangentielle sur les surfaces de discontinuite´, i.e.
div ξ∗ = 0 dans Ω \ Σ, [[ξ∗]] · n = 0 sur Σ.
• Caracte´risation e´nerge´tique des charges supportables
— de´finition e´quivalente des charges supportables :
Qp =
{
Q ∈ Rn : ∀ξ∗ ∈ C, D(ξ∗) ≥
n∑
i=1
Qiqi(ξ
∗)
}
— approche par l’exte´rieur de Qp : on se donne un champ de vitesses cine´matiquement admissibles,
i.e. ξ∗ ∈ C. On sait que toutes les charges Q telles que
D(ξ∗) <
n∑
i=1
Qiqi(ξ
∗)
sont non supportables. En conse´quence si D(ξ∗) < +∞ et si qi(ξ∗) 6= 0 pour au moins un i,
alors on e´limine ainsi un demi-espace de charges.
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Rupture I : les concepts ge´ne´raux de la rupture fragile
• Les conditions aux limites sur les le`vres des fissures
x
n
Γ
+
−
[[ξ]] := ξ+ − ξ−
En un point ou` la fissure est ouverte{
non contact : [[ξ]] · n > 0
non cohe´sion : σ · n = 0
En un point ou` la fissure est ferme´e{
contact : [[ξ]] · n = 0
non frottement : σ · n coline´aire a` n
• Les singularite´s a` la pointe d’une fissure en milieu isotrope
t
n
ez
mode I (ouverture)
[[ξ]]·n = 8(1− ν2)KI
E
√
r
2pi
+ · · ·
t
n
ez
mode II (glissement)
[[ξ]]·t = 8(1− ν2)KII
E
√
r
2pi
+ · · ·
t
n
ez
mode III (de´chirure)
[[ξ]]·ez =
4KIII
µ
√
r
2pi
+ · · ·
Les facteurs d’intensite´ des contraintes KI,KII,KIII sont des grandeurs globales (de´pendant de la
ge´ome´trie, du chargement et du mate´riau constitutif de la structure) dont l’unite´ est MPa
√
m.
Exemple : Pour une fissure de longueur 2` en milieu infini et soumise a` une traction uniforme
σ a` l’infini,
KI = σ
√
pi`.
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Rupture II : le crite`re de propagation d’Irwin
• Te´nacite´ et crite`re d’Irwin
La te´nacite´ KIc est une grandeur caracte´risant la fragilite´ du mate´riau. Le crite`re de propagation
d’Irwin dit qu’une fissure en mode I se propage lorsque le facteur d’intensite´ des contraintes KI
atteint la valeur critique KIc.
Crite`re d’Irwin :
{
si KI < KIc, pas de propagation
si KI > KIc, propagation certaine
.
• Mesure expe´rimentale de la te´nacite´ (couple´e a` un calcul nume´rique)
fissure de fatigue
On usine une fissure dans une e´prouvette norma-
lise´e, on mesure la charge a` laquelle la fissure se
propage, on calcule le KI en supposant un com-
portement e´lastique et un e´tat de de´formations
planes, on en de´duit KIc.
• Valeurs de la te´nacite´ pour quelques mate´riaux
Mate´riau E KIc Gc
(GPa) (MPa m1/2) (J m−2)
Diamant 1000 4 15
Verre (Silice) 70 0.75 8
Mica 170 1.3 10
Composites a` fibres de carbone 200–400 20–25 1000-3000
Paˆte de ciment 20 0.5 10
Be´ton 30 1–1.5 30–80
Acier 200 20–200 50–50000
• De´pendance de la te´nacite´ avec la tempe´rature
K
Ic
(M
P
a
√ m
)
T (◦C)
Courbe empirique pour un acier de de´pendance
de la te´nacite´ par rapport a` la tempe´rature et le
phe´nome`ne de transition fragile–ductile.
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Rupture III : les grandeurs e´nerge´tiques de la the´orie de Griffith
• Le the´ore`me de l’e´nergie potentielle pour un objet fissure´
Le the´ore`me de l’e´nergie potentielle s’applique toujours a` un milieu e´lastique fissure´ avec des
conditions aux limites de contact unilate´ral sans frottement entre les le`vres des fissures : pour
un chargement et un e´tat de fissuration donne´s, le champ de de´placement a` l’e´quilibre est celui
qui posse`de la plus petite e´nergie potentielle parmi tous les de´placements cine´matiquement
admissibles.
• Les e´nergies associe´es a` la structure en e´quilibre dans un e´tat de fissuration Γ
L’e´nergie potentielle : P(Γ) = minC(Γ) P(ξ∗)
L’e´nergie de fissuration (Griffith) : D(Γ) =
∫
Γ
Gc(x, n(x))dS
• Le taux de restitution d’e´nergie potentielle
cas ge´ne´ral : G = limh→0
P(Γ)− P(Γh)
aire(Γh)− aire(Γ)
cas d’une fissure en 2D : G = −dP
d`
(`), ` longueur de la fissure
cas d’une fissure en 3D : G =
∫
∂Γ
G(ζ)v(ζ)dζ
v(ζ) vitesse normale de propagation sur le front ∂Γ
• Le taux de cre´ation d’e´nergie de fissuration
cas ge´ne´ral : D′ = limh→0
D(Γh)− D(Γ)
aire(Γh)− aire(Γ)
cas d’une fissure en milieu isotrope : D′ = Gc
• Lien avec les singularite´s : Formule d’Irwin (mate´riau isotrope)
fissure en de´formation plane : G =
1− ν2
E
(KI
2 + KII
2)
fissure en de´formation antiplane : G =
1
2µ
KIII
2
fissure en 3D : G(ζ) =
1− ν2
E
(KI(ζ)
2 + KII(ζ)
2) +
1
2µ
KIII(ζ)
2
lien entre la te´nacite´ KIc et Gc : Gc =
1− ν2
E
KIc
2
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Rupture IV : la loi de propagation de Griffith
• Cas “ge´ne´ral”
Hypothe`ses
e´tat de fissuration de´pendant de n parame`tres : `(t) = (`1(t), · · · `n(t))
e´nergie potentielle a` l’instant t pour l’e´tat de fissuration ` : P(t, `)
e´nergie de fissuration pour l’e´tat de fissuration ` : D(`)
Les trois principes re´gissant a` chaque instant t l’e´volution de `(t)
Condition d’irre´versibilite´ : ˙`i(t) ≥ 0, ∀i
Condition de stabilite´ : −∂P
∂`i
(t, `(t)) ≤ ∂D
∂`i
(`(t)), ∀i
Bilan d’e´nergie :
(
∂P
∂`i
(t, `(t)) +
∂D
∂`i
(`(t)
)
˙`
i(t) = 0, ∀i
• Cas de chargements de´pendant d’un parame`tre t croissant
- parame`tre quelconque : P(t, `) = t2P1(`)
- force controˆle´e t = Q : P(Q, `) = −12 S(`)Q2
S(`) = souplesse de la structure fissure´e,
∂S
∂`i
≥ 0
- de´placement controˆle´ t = q : P(q, `) = 12 R(`)q
2
R(`) = raideur de la structure fissure´e,
∂R
∂`i
≤ 0
• Cas d’un chargement monotone a` un parame`tre et d’une fissuration a` un parame`tre
Loi d’e´volution de t 7→ `(t)

Condition d’irre´versibilite´ : ˙`(t) ≥ 0
Condition de stabilite´ : −t2P′1(`(t)) ≤ D′(`(t))
Bilan d’e´nergie :
(
t2P′1(`(t)) + D′(`(t))
)
˙`(t) = 0
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Rupture V : quelques proprie´te´s de la loi de Griffith
• De´marrage de la propagation. On se place dans les conditions suivantes :
1. La structure est soumise a` un chargement monotone t ;
2. La fissuration de´pend de n parame`tres ` = (`1, · · · , `n) et l’e´tat initial est `0 ;
3. P1(`) et D(`) sont des fonctions continuˆment diffe´rentiables de `.
Alors la charge de de´marrage de la propagation est
tc = min
1≤j≤n
 2
∂D
∂`j
(`0)
−∂P1
∂`j
(`0)

1
2
• Propagation progressive ou propagation brutale. On se place dans les conditions sui-
vantes :
1. La structure est soumise a` un chargement monotone ;
2. La fissuration ne de´pend que d’un parame`tre ` et D(`) = Gc` ;
3. ` 7→ P1(`) est strictement de´croissante et continuˆment de´rivable.
Le re´sultat fondamental.
(i) Le proble`me d’e´volution de Griffith admet une solution t 7→ `(t) continue dans l’intervalle
de temps [0, T ] durant lequel la fissure croˆıt de `0 a` `1 si et seulement si P
′
1(`) est strictement
croissante sur l’intervalle [`0, `1].
(ii)) Lorsque cette solution continue existe, alors elle est unique et, a` chaque instant t, `(t)
minimise l’e´nergie totale E(t, `) = t2P1(`) + Gc` par rapport a` ` sur l’intervalle [`0, `1].
Les re´ponses globales possibles.
Q
q
qc
Qc
Q : force ge´ne´ralise´e,
q : de´placement ge´ne´ralise´,
R(`) : raideur, S(`) : souplesse
Phase de propagation : ` > `0,

q =
√
2Gc
−R′(`)
Q =
√
2Gc
S′(`)
durcissant si S′′ < 0
adoucissant si S′′ > 0 et R′′ > 0
snap-back si R′′ < 0
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Annexe B
Formulaire
251
B.1 Coordonne´es cylindriques ou polaires
x
y
z
θ
r
O
er
eθ
ez
M
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coordonne´es base orthonorme´e
x = r cos θ er = cos θ ex + sin θ ey
y = r sin θ eθ = − sin θ ex + cos θ ey
z ez
gradient divergence
∇ f = ∂f
∂r
er +
1
r
∂f
∂θ
eθ +
∂f
∂z
ez div ξ =
1
r
∂(rξr)
∂r
+
1
r
∂ξθ
∂θ
+
∂ξz
∂z
laplacien rotationnel
∆f =
1
r
∂
∂r
(
r
∂f
∂r
)
+
1
r2
∂2f
∂θ2
+
∂2f
∂z2
rot ξ =

1
r
∂ξz
∂θ
− ∂ξθ
∂z
∂ξr
∂z
− ∂ξz
∂r
1
r
∂(rξθ)
∂r
− 1
r
∂ξr
∂θ

gradient vectoriel de´formations line´arise´es
∇ξ =

∂ξr
∂r
1
r
∂ξr
∂θ
− ξθ
r
∂ξr
∂z
∂ξθ
∂r
1
r
∂ξθ
∂θ
+
ξr
r
∂ξθ
∂z
∂ξz
∂r
1
r
∂ξz
∂θ
∂ξz
∂z

εrr =
∂ξr
∂r
, 2εrθ =
1
r
∂ξr
∂θ
+
∂ξθ
∂r
− ξθ
r
εθθ =
1
r
∂ξθ
∂θ
+
ξr
r
, 2εrz =
∂ξr
∂z
+
∂ξz
∂r
εzz =
∂ξz
∂z
, 2εθz =
1
r
∂ξz
∂θ
+
∂ξθ
∂z
divergence d’un champ de tenseurs syme´triques
div σ =

∂σrr
∂r
+
1
r
∂σrθ
∂θ
+
∂σrz
∂z
+
σrr − σθθ
r
∂σθr
∂r
+
1
r
∂σθθ
∂θ
+
∂σθz
∂z
+
2σθr
r
∂σzr
∂r
+
1
r
∂σzθ
∂θ
+
∂σzz
∂z
+
σzr
r

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B.2 Coordonne´es sphe´riques
r
φ
θ
er
eφ
eθ
x
y
z
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coordonne´es base orthonorme´e
x = r sin θ cosφ er = sin θ cosφ ex + sin θ sinφ ey + cos θ ez
y = r sin θ sinφ eθ = cos θ cosφ ex + cos θ sinφ ey − sin θ ez
z = r cos θ eφ = − sinφ ex + cosφ ey
gradient divergence
∇ f = ∂f
∂r
er +
1
r
∂f
∂θ
eθ +
1
r sin θ
∂f
∂φ
eφ div ξ =
1
r2
∂(r2ξr)
∂r
+
1
r sin θ
(
∂(sin θ ξθ)
∂θ
+
∂ξφ
∂φ
)
laplacien rotationnel
∆f =
1
r2
∂
∂r
(
r2
∂f
∂r
)
+
1
r2 sin2 θ
∂2f
∂φ2
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂f
∂θ
) rot ξ =

1
r sin θ
(
∂(sin θ ξφ)
∂θ
− ∂ξθ
∂φ
)
1
r sin θ
∂ξr
∂φ
− 1
r
∂(rξφ)
∂r
1
r
∂(rξθ)
∂r
− 1
r
∂ξr
∂θ

de´formations line´arise´es
εrr =
∂ξr
∂r
εθθ =
1
r
∂ξθ
∂θ
+
ξr
r
εφφ =
1
r sin θ
(
∂ξφ
∂φ
+ cos θ ξθ
)
+
ξr
r
2εrθ =
1
r
∂ξr
∂θ
+
∂ξθ
∂r
− ξθ
r
2εrφ =
1
r sin θ
∂ξr
∂φ
− ξφ
r
+
∂ξφ
∂r
2εθφ =
1
r sin θ
(
∂ξθ
∂φ
− cos θξφ
)
+
1
r
∂ξφ
∂θ
divergence d’un champ de tenseurs syme´triques
div σ =

∂σrr
∂r
+
1
r
∂σrθ
∂θ
+
1
r sin θ
(
∂σrφ
∂φ
+ cos θ σrθ
)
+
2σrr − σθθ − σφφ
r
∂σθr
∂r
+
1
r
∂σθθ
∂θ
+
1
r sin θ
(
∂σθφ
∂φ
+ cos θ
σθθ − σφφ
r
)
+
3σθr
r
∂σφr
∂r
+
1
r
∂σφθ
∂θ
+
1
r sin θ
(
∂σφφ
∂φ
+ 2 cos θσφθ
)
+
3σφr
r

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Notations
A quantite´ non souligne´e = scalaire
A quantite´ souligne´e une fois = vecteur (Ai)
A quantite´ souligne´e deux fois = tenseur ou matrice (Aij)
AT transpose´ du tenseur A
A quantite´ souligne´e quatre fois = tenseur d’ordre 4 (Aijkl)
⊗ produit tensoriel
a⊗ b produit tensoriel de a et b = tenseur (aibj)
⊗s produit tensoriel syme´trise´
a⊗s b produit tensoriel syme´trise´ de a et b = tenseur (12 (aibj + ajbi))
uivi convention de sommation =
∑
i uivi
C : ε produit contracte´ du tenseur C et du tenseur ε = tenseur (Cijklεkl)
σ · n produit contracte´ du tenseur σ et du vecteur n = vecteur (σijnj)
σ : ε produit scalaire des tenseurs σ et ε = σijεij
[[f ]] Saut de f sur une surface de discontinuite´
ε˙ de´rive´e par rapport au temps de ε
‖ · ‖ norme euclidienne
‖u‖ norme euclidienne du vecteur u = √u · u
‖σ‖ norme euclidienne du tenseur σ = √σ : σ
C ensemble des champs de de´placements cine´matiquement admissibles
C0 ensemble des champs de de´placements cine´matiquement admissibles a` 0
C tenseur de rigidite´
D e´nergie ou puissance dissipe´e
D(Γ) e´nergie de fissuration de la structure dans l’e´tat de fissuration Γ
E module de Young
ei i-e`me vecteur de base
E domaine de re´versibilite´ dans l’espace des de´formations
E e´nergie totale
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ε tenseur ou champ des de´formations
ε(ξ) partie syme´trique du gradient de ξ
εc de´formation critique
εe de´formations e´lastiques
εp de´formations plastiques
G taux de restitution d’e´nergie potentielle
Gc densite´ d’e´nergie de fissuration
KI,KII;KIII facteurs d’intensite´ des contraintes
KIc te´nacite´
λ coefficient de Lame´
M3s ensemble des tenseurs 3× 3 syme´triques
µ module de cisaillement
N ensemble des entiers naturels
ν coefficient de Poisson
Ω configuration de re´fe´rence
∂DΩ partie du bord a` de´placement controˆle´
∂NΩ partie du bord a` force controˆle´e
P e´nergie potentielle
piS fonction d’appui du convexe S
P(t,Γ) e´nergie potentielle de la structure en e´quilibre a` l’instant t dans l’e´tat de fissu-
ration Γ
Q force ge´ne´ralise´e
q de´placement ge´ne´ralise´
Qe ensemble des charges e´lastiquement supportables
Qp ensemble des charges supportables
R ensemble des nombres re´els
R ensemble des champs de de´placements rigides admissibles
R coefficient de raideur
S ensemble des champ de contraintes statiquement admissibles
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S tenseur de souplesse
S coefficient de souplesse
s de´viateur des contraintes
σeq contrainte e´quivalente de Von Mises
σ0 tenseur ou champ des pre´contraintes
S domaine de re´versibilite´ dans l’espace des contraintes
σc contrainte critique
σ tenseur ou champ des contraintes
Tr trace d’un tenseur
ξ vecteur ou champ des de´placements
W potentiel e´lastique
Wext travail des efforts exte´rieurs donne´s
W ∗ potentiel e´lastique dual
W travail de de´formation
x vecteur position
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adoucissement, 58, 129, 209, 221
approche par l’exte´rieur, 130
approche par l’inte´rieur, 130
bande de cisaillement, 115, 138
charge e´lastiquement supportable, 128
charge limite, 115, 122, 129–138
charge limite e´lastique, 115, 127
charge potentiellement supportable, 130
charge supportable, 131, 133
chargement cyclique, 115
cine´matiquement admissible, 31
coefficient de dilatation thermique, 23
coefficient de Poisson, 20
coefficients de Lame´, 20
coefficients de raideur, 42, 46
coefficients de souplesse, 42, 46
coercivite´, 23
comportement e´lastique, 19
conditions aux limites mixtes, 16
conditions de compatibilite´, 13
conditions de Dirichlet, 16
conditions de Neumann, 16
coˆne des normales exte´rieures, 96
configuration de´forme´e, 11
configuration de re´fe´rence, 11
contrainte e´quivalente, 99
contrainte effective, 147
contrainte interne, 147
contrainte re´siduelle, 115, 139
contraintes de Cauchy, 14
contraintes de Piola-Kirchhoff, 14
convention de sommation, 13
crite`re de cisaillement maximal, 106
crite`re de plasticite´, 85
crite`re de Tresca, 99
crite`re de Von Mises, 99
de´formation e´lastique, 84
de´formation plastique, 84
de´formation re´siduelle, 59
de´formation thermique, 23
de´formation totale, 84
de´formations de Green-Lagrange, 13
de´formations planes, 25
de´placement ge´ne´ralise´, 42
de´placements rigides, 12
de´placements rigides admissibles, 38
de´formation plastique cumule´e, 88
de´placements admissibles a` 0, 32
Deuxie`me Principe de la Thermodynamique, 92
dislocation, 63
domaine d’e´lasticite´, 85
domaine de re´versibilite´, 85
ductile, 61
durcissant, 220
durcissement, 59, 80, 129
e´crouissage, 80
e´crouissage cine´matique line´aire, 87
e´crouissage mate´riel, 122, 150
e´crouissage structurel, 115, 122, 129, 150
effet Bauschinger, 87
effet Mullins, 59
effets d’e´chelle, 217
endommagement, 59
endurance, 233
e´nergie comple´mentaire, 37
e´nergie de fissuration, 197–200, 232
e´nergie dissipe´e, 78, 82, 143
e´nergie dissipe´e par frottement, 83
e´nergie dissipe´e, 78
e´nergie e´lastique, 77, 78, 82, 83, 91
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e´nergie potentielle, 36, 143, 187, 203
e´nergie totale, 143
e´quations de Navier, 25
essai de flexion SENB, 177
essai de traction-torsion, 112
essai sur e´prouvette CT, 177
Facteurs d’Intensite´ des Contraintes, 155
fatigue, 115
fluage, 62, 115
fonction d’Airy, 26
fonction d’appui, 133
fonction seuil, 85
force ge´ne´ralise´e, 42
forces de cohe´sion, 166
forces de contact, 167
formule d’Irwin, 191
formule de Clapeyron, 39
fragile, 61
front de fissure, 174
G-max, 224
gradient de la transformation, 12
hypothe`se des petites perturbations, 13, 116
Ine´galite´ de Clausius-Duhem, 92
incompressibilite´ plastique, 98
inde´pendant des vitesses, 84
interpe´ne´tration, 173
irre´versibilite´, 201
lois standards, 89
me´canismes de ruine, 136
Me´thode des Ele´ments Finis, 35
mate´riau hypere´lastique, 23
mate´riau isotrope, 20
mode`le viscoe´lastique de Kelvin-Voigt, 71
mode`le viscoe´lastique de Maxwell, 71
mode d’ouverture, 173
mode de de´chirure, 174
mode de glissement, 173
mode I, 173
mode II, 173
mode III, 174
module d’Young, 20
offset, 112
plasticite´, 59
plasticite´ avec e´crouissage, 86
plasticite´ parfaite, 86
Postulat de Drucker-Ilyushin, 89
potentiel e´lastique, 19
potentiel e´lastique dual, 20
Principe de Syme´trie Locale, 224
Principe du Travail Plastique Maximal, 89
proble`me d’e´volution, 115
proble`me incre´mental en temps, 142
proprie´te´ de re´ciprocite´ de Maxwell-Betti, 47
puissance de la singularite´, 155
quasi-statique, 84
relaxation, 62
re´versibilite´, 19
snap-back, 221
statiquement admissible, 32
striction, 60
surface seuil de plasticite´, 85
te´nacite´, 177
taux de cre´ation d’e´nergie de fissuration, 200
taux de restitution d’e´nergie potentielle, 187
tenseur d’e´crouissage, 87
tenseur de de´formation plastique, 84
tenseur de rigidite´, 19
tenseur de souplesse, 19
tenseur des contraintes, 14
tenseur des contraintes internes, 109
tenseur des de´formations, 12
tenseur des pre´contraintes, 23
variable d’e´tat, 84
vecteur de´placement, 11
vitesse de de´formation, 61
vitesses virtuelles admissibles, 32
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