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The tall m an  said, I  am  a threa t to you, m y  friend , am
I  no t. You w ould  like  our w orld to be sm o o th  and ra­
tional, w ould  you  no t. You do  n o t  care to k n o w  o f  the  
rabbis, the grea t ones w ho were filled  w ith p o e try  and  
contradictions. There is  deep, deep  w ithin  us the ir­
rational as well. I t  is  our m o to r  energy, our creative  
dem on. You th in k  we k n o w  the w orld o n ly  on the ba­
sis o f  w ha t we observe or can deduce  logically? No, 
m y  g o o d  friend. A s  you  grew  up, d id  you  m e e t n o  one  
who sp o ke  o f  h is  experiences through the use  o f  im ­
ages ra ther than logic, w ho sp o ke  o f  th ings tha t d id  
n o t  correspond  to any  rea lity  we can observe? The ir­
rational co m p le tes  us.
You exaggerate, Keter, cam e the m u rm u red  reply. 
You have taken a tin y  tribu tary and m a d e  o f  i t  a 
m ig h ty  river.
Ah, th is is  n o  tributary, m y  good  friend . This is  the 
sou l o f  the m atter, the soul, the l i fe ’s breath. You 
k n o w  i t  in  yo u r bones and  you  will n o t  ad m it it.
Chaim Potok - The Book of Lights

Voorwoord
„Wie schrijft die blijft,” heet het, m aar dat geldt niet voor een proefschrift. Proefschrif­
ten behoren, samen met de rest van de wetenschappelijke literatuur, tot de m inst gele­
zen publicaties. Dat wil dan natuurlijk weer niet zeggen dat de promotie zelf bestem peld 
moet worden tot een grote 1 april-grap, maar het geeft wel te denken. Die eigenschap van 
niet gelezen worden geldt overigens weer niet voor de stellingen en het voorwoord van het 
proefschrift, en die zijn dan ook het belangrijkst.
Deze sombere feiten mogen echter de pret niet drukken. Vooral aan het schrijven van 
de inleidende hoofdstukken heb ik veel plezier beleefd. Ik heb ze geschreven met in ge­
dachten een beginnende promovendus, die door de bom en van de literatuur het weten­
schappelijke bos niet meer ziet. Iemand zoals ik, dus, m aar dan een jaar of vier geleden. 
Mocht er zo’n hij of zij komen die de eerste drie hoofdstukken van mijn proefschrift als 
opstapje kan gebruiken, dan zou ik al meer dan tevreden zijn. De overige hoofdstukken 
zijn een bundeling van de artikelen die al eerder in de vaktijdschriften verschenen.
Het gevolg van dit uitgangspunt is wel dat het ‘niveau’ van deze inleidende hoofdstuk­
ken aan de lage kant is. Voor mij is dat geen bezwaar; het is inherent aan de doelstelling. 
„Het haalt het niveau van je proefschrift omlaag,” zei Rob de Groot, een kritische lezer uit 
de manuscriptcommissie. Zijn kritiek is goed bedoeld en wordt gewaardeerd; het feit dat 
ik hem naast mij neer leg is ook goed bedoeld.
Ik wil graag eenieder bedanken die bij mijn promotie-onderzoek geholpen heeft, op 
welke manier dan ook. Twee wil ik er met name noemen: Hubert Knops, die op de valreep 
de titel heeft gekregen die hij verdient en die hem in staat stelt mijn prom otor te zijn. En 
daar ben ik blij om, want alles wat in dit proefschrift staat, van voor tot achter, heb ik 
samen met hem  gedaan. En Ger Vertogen, die met het proefschrift als zodanig helemaal 
niets uit te staan heeft, m aar met mijn denken over natuurkunde des te meer. Als er een 
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1. Introducing the actors
Unification has always been an im portant concept in physics, and statistical 
physics is no exception to this. The actors that p lay their role in this thesis, 
—the Potts and six vertex models, percolation, and resistor netw orks— are in ­
troduced in  the present chapter, and although at first sight i t  seem s that they 
have little to do with each other, on closer scrutiny there are m any dialogues 
and interplays to be found, consisting of mappings of the one on the other, 
m aking them part o f  some general, unifying scheme. In our case, the different 
rivers eventually flow  into the same sea that is known by the name o f  Coulomb 
gas. Derivation o f  critical exponents happens here, and hence the Coulomb gas 
deserves a chapter in its own right, chapter 2. The present chapter builds the 
cross links among the above m entioned m odels and with the Coulomb gas.
The class of six vertex models is used —among others— to describe the surface of crys­
tals, notably of fcc and bcc crystals. The present chapter serves as an introduction for 
the chapters 4 and 5, where indeed crystal surfaces are considered, but in the meantime 
shows other applications of the six vertex models as well. Two other chapters 6 and 7 
mainly use the concepts of percolation and resistor networks. These, in their turn, are 
introduced here as well. The link between the six vertex model on the one hand and per­
colation on the other is provided for by the Potts model. Although this model in itself does 
not play a role in the following chapters, it is treated here to provide for this link and to 
have a basic introduction of the present understanding of six vertex models, percolation, 
and resistor networks. Eventually, one of the models in this tree of mappings, the six ver­
tex model, is believed to be asymptotically equivalent to the Coulomb gas. A treatm ent of 
the latter is given in the next chapter.
1.1 The Potts model and the six vertex model
Progress on percolation advanced considerably when it was realized that the percolation 
problem could be m apped on a Potts model. This model in its turn  can be m apped on the 
six vertex model that serves as a special kind of Solid On Solid model that can be m apped 
on the Coulomb gas. Hence, both the Potts model and the six vertex model are im portant 
for percolation. The six vertex model itself plays a role in this thesis as well: in chapter 4 
we consider an extended version of this model. In the present section, we introduce the 
basics of the Potts as well as the six vertex model. We start with the latter.
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Wi W2 W3 W4 W5 W6
Figure 1.1 The six different vertices of the six vertex model, that arise from putting ar­
rows on each of the bonds, such that on every site the number of arrows pointing in is the 
same as the number pointing out. The corresponding Boltzmann weights are indicated 
as Wj .
The six vertex  m odel Let us directly proceed towards introducing the model. Consider 
a square lattice where on each bond between adjacent sites an arrow is placed such that 
for each and every site, two arrows point inwards and two outwards. In that case, there are 
six different arrow configurations around a site, as depicted in Fig. i . i ,  where each vertex 
can in principle be assigned a different Boltzmann weight Wj.
The partition function of the six vertex model arises by summing over all possible con­
figurations subject to the constraint that on each site the inward arrows are counterbal­
anced by outward arrows. This restriction is called the ice-rule, the name stemming from 
the original function of the model: to calculate the entropy of ice at zero temperature. 
The Boltzmann weight of a configuration is the product of the Boltzmann weights of the 
appearing vertices.
A restricted part of the full param eter space of the six vertex model is obtained by 
taking Wi , . .. ,W4 = W and W5 = W6 = 1. The resulting model is called the F-model, intro­
duced by Rys [108] in 1963 and solved by Lieb [72] in 1967. After this first exact solution, 
num erous other variants of the model and generalizations of it were exactly solved as well. 
A treatm ent of these is given by Baxter [6].
The six vertex model acquired a completely different interpretation by Van Beijeren [7]. 
The ice rule enabled him to assign height variables to the elementary faces of the lattice. 
The rule is that, if you go from  a certain face to its neighbor, the height increases by one 
unit if the arrow between the faces is pointing to the right, and decreases by one unit if it is 
pointing to the left. The ice rule guarantees that this mapping is single-valued; whatever 
path you follow, if you come back to the face were you started, you m ust have crossed 
the same num ber of arrows pointing left and right. In this height assignment, adjacent 
heights always differ by one unit, and next-nearest neighbor heights are either equal or 
differ by two units. The lattice thus decomposes naturally into two sublattices, heights on 
one sublattice being odd, heights on the other being even. In this way, the model serves to 
describe the (100) surface of a bcsos crystal. The Boltzmann weight W of the vertices 1 to
4 thus mirrors the energy cost of a step  on such a surface. Van Beijeren called this model 
the BCSOS-model.
The F-model has for W > !  a critical phase with continuously varying exponents. At
W = h, the model undergoes a Kosterlitz-Thouless transition (see chapter 2). In the lan-
2 1 1  guage of the BCSOS-model, the surface is flat for W < ¿, and the point W = ^ is a roughen­
ing transition. In the critical phase, the height-height correlation function diverges loga­
rithmically with distance, and the surface is rough. The exact solution of the model made 
the identification of the critical phase and the vacuum of the Coulomb gas possible; there 
exists no  exact mapping of the F-model on the Coulomb gas.
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As we will see in chapter 2, the vacuum of the Coulomb gas is param eterized by the 
renorm alized value g R of the Gaussian coupling. If the value of gR is known, all critical 
exponents in principle follow. If indeed the critical phase of the F-model is equivalent to 
a Coulomb gas vacuum, there m ust exist a relation between the renorm alized Gaussian 
coupling gR and the coupling W of the F-model for W >!■ This relation follows by com­
paring critical exponents of the Coulomb gas, expressed in g R, and those following from 
the exact solution of the F-model, expressed in W . The identification yields
(1-D 9 r = — a rc sin ( ^ L ) -n  ^2W '
You should always be careful with such expressions, because they depend on the conven­
tion of how gR is defined. In our treatm ent of the Coulomb gas, the unit height was chosen 
to be 1, whereas in the above expression, it is \  for historical reasons. In this conven­
tion, therefore, the F-model is equivalent to an electric Coulomb gas in which all charges 
are multiples of the ‘un it’ charge 4 instead of 1. Hence, the value of gR at the Kosterlitz- 
Thouless point is n o t g KT = \  as in our treatm ent of the phase diagram of the Coulomb 
gas (section 2.3), but g ^  = 4. Indeed, the transition point W = \  yields gR = 4. Above this 
value, all electric fugacities of charges multiples of 4 become relevant. From this identifi­
cation follow in fact all critical exponents of the F-model, even those that were not known 
from  the exact solution.
The Potts m odel The Potts model is a direct generalization of the Ising model, which 
consists in extending the num ber of states the order param eter can assume. It was in­
troduced in 1952 by Potts [104], and has been subject to many investigations, eventually 
leading to its mapping on the Coulomb gas which allowed for a solution of its critical ex­
ponents.
The q-states Potts model has Potts spins a j on the sites of some lattice, that can take q 
different values, a j = 1, . . .  ,q, and are subject to an interaction Hamiltonian of the form
(1.2) H  = - K  X  6 ( a u aj) -  H  X  5(aj ,  1).
(ij) j
Due to the Kronecker-delta’s, neighboring Potts spins are persuaded to assume the same 
value, the strength of this being determined by the coupling param eter K . The Hamiltonian 
has a Potts magnetic field as well, that breaks the perm utational symmetry of the q spin 
values by stimulating the spin value aj  = 1. For q = 1, the partition function is trivial; for 
q = 2, the Potts model equals the Ising model and has an exact solution as well. Although 
much is known about the critical behavior of the Potts model for general values of q, there 
are no other exact solutions than for q = 1 and q = 2.
Note that the param eter q plays a completely different role than K  and H ; the latter 
are coupling parameters, while the form er is a symmetry parameter. The location of the 
critical point Kc (if any) will depend on q, but the critical exponents of the involved phase 
transition m ust depend on q as well. In the present guise, only integer values of q 1 
make sense, but we will see below that the model can be given a meaning for non-integer 
values of q as well.
On the square lattice, the q-states Potts model is self-dual, something which was al­
ready observed by Potts him self [104]. The duality transform ation is a generalization of
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that of the Ising model. You might not have noticed it, but in fact a duality transform a­
tion can be written as a Fourier transform ation of the Boltzmann weights of each and every 
bond. These weights can be written as exp( - V ( a i -  aj)),  and their Fourier transform  is
2 n(1.3) e-vfri-vj) = V  emm-<Tj)e-v(k) with k  = £ ! in  n  = 0 , . . .  , q -  1.
k  q
Now the site variables aj  can be collected and summed out. They couple with the bond 
variables k, which, just because they are defined on the bonds, are vector fields k. If you 
collect these variables, you will find that summing out the aj  yields V  ■ k  = 0; where V  is a 
discrete divergence. Because of this vanishing divergence, the k  can be written as the curl 
of a scalar field a ' that is defined on the dual lattice. Because the k  variables are defined 
modulo 2 n , the new dual variables are defined modulo q. Each k  is the difference of two 
such variables. Hence, the dual variables are q-states Potts variables themselves, with a 
bond weight that is obtained by the inverse Fourier transform
(1.4) eK -  i  + qS(al,CTj)^ = aeK5(ai'aJ),
where a  is some constant that is not important, and the dual coupling K  is given by
q(1.5) exp(K) = 1 +
exp (K) -  1'
Now it seems reasonable to assume that the Potts model has two phases; an ordered and a 
disordered phase. That would mean that there is only one phase transition point present, 
that m ust under duality be m apped onto itself. This argument applies to first as well as 
higher order transitions. The location m ust then be given by K = K , which yields
(1 .6) eKc = 1 + yfq.
If there are two phases, this m ust be the location of the transition between them. In any 
case, the point Kc is somehow a special point. Note, for example, that the Potts model 
for q = 1 cannot have a phase transition; its partition function is trivial and certainly not 
singular for any value of K . Still, there seems to be a non-trivial, special point exp(Kc) = 2 
present. We will see below that this point indeed plays a special role.
The random  cluster m odel The road to go beyond what is m entioned above, is the 
reform ulation of the Potts model as the random  cluster model. This work is due to For­
tuin and Kasteleyn [43,44]. In the random  cluster model, the param eter q need not be 
restricted to integer values anymore. We will see below how the random  cluster model, in 
its turn, can be m apped onto a staggered six vertex model, which eventually leads to the 
identification of it with the vacuum phase of the Coulomb gas.
The random  cluster model is obtained from the Potts model by rewriting the Boltzmann 
weight of a bond between adjacent Potts spins,
(1.7) exp (K5(ai,aj ) )  = 1 + v 5 ( a i,aj )  with v  = exp(K) -  1.
The overall Boltzmann weight in the partition function thus consists of a product over 




Example of a configuration of random clusters. Such 
a configuration arises simply by choosing for each 
bond whether to activate it or not. When a bond gets 
activated, it is drawn with a thick line. The lattice 
sites are in this way partitioned in connected clus­
ters; two sites belonging to the same cluster when 
they are connected by a path of activated bonds. The 
smallest cluster consists of a single site, and there 
can be clusters within clusters.
choosing, for each bond, a factor 1 or a factor v 5 ( a i,aj) .  As often in such m anipula­
tions, the process becomes almost self-evident when a graphical presentation is chosen. 
In Fig. 1.2 the Potts lattice is depicted and the weights of Eq. (1.7) are multiplied out. Each 
bond is drawn as a thick line when the term  v 5 ( a i,aj )  is chosen. A thin line appears in 
case the 1 is chosen.
Hence, one such term  represents a collection of clusters on the lattice. A cluster is a 
connected set of activated bonds. From Eq. (1.7) follows which Boltzmann weight belongs 
to a random  cluster configuration. First, there is a factor v  present for each activated bond. 
Second, it has a Kronecker-delta such that all spins in a connected cluster m ust have the 
same value. Moreover, non-active bonds carry a factor 1, which means that clusters do 
not interact among each other, such that the Potts spins can readily be summed out. Each 
cluster then receives a factor q. The partition function thus becomes
(1 .8) Zrcm = X  VNbqNc,
G
where the sum m ation is over all graphs, all possible random  cluster configurations like 
the one in Fig. 1.2; N b is the num ber of active bonds, and Nc is the num ber of clusters in 
the graph G . The num ber of active bonds is just a local property of a configuration, but 
this is not true for the num ber of clusters Nc.
The Potts model and the random  cluster model are exactly the same but for one prop­
erty: the param eter q is a counter in the Potts model; q E N .In  the random  cluster model, 
on the other hand, it appears as an ordinary parameter, much like any coupling. Hence, 
the random  cluster model gives a meaning to general, non-integer values of q as well. Ap­
parently, there exists an analytical continuation of the Potts model to non-integer q-values. 
We will need this property in the sequel.
Mapping of the random  cluster model on the staggered six vertex  m odel The next 
step towards disclosing the critical behavior of the Potts model is the mapping of the ran­
dom cluster model on the six vertex model. This mapping was first obtained by Temper- 
ley and Lieb [117], already in 1971. To deal with it, again a graphical presentation proves 
useful; just consider the picture in Fig. 1.3 on the next page. In this picture, the random  
cluster configuration from  Fig. 1.2 is equipped with loops that encircle the clusters. More
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Figure 1.3
The mapping of the random clus­
ter model on the six vertex model. 
The cluster configuration is that 
of Fig. 1.2 on the page before. 
Each cluster is encircled by a loop, 
and each elementary cycle of a 
cluster contains precisely one in­
ner loop. A cycle of a cluster is a 
closed path of its bonds.
precisely, each connected cluster is encircled by precisely one loop, and if the cluster has 
cycles in it, there is precisely one inner loop inside each elementary cycle. A cycle of a 
cluster is a closed path of its bonds; it encloses a certain area. Furthermore, loops always 
close and do not intersect, neither themselves, nor each other.
From the figure, it m ust be clear that there is a one-to-one correspondence between 
such a collection of loops and a random  cluster configuration. Let us, just for fun, equip 
the loops arbitrarily with a clockwise or anti-clockwise direction; each loop receives an 
arrow. If so, Fig. 1.4 on the facing page depicts the possible loop configurations in the 
middle of a bond. Note that the picture in this figure in tilted over 45° with respect to the 
picture in Fig. 1.3. The figure makes clear that this loop configuration can be m apped on 
the six vertices of the six vertex model in Fig. 1.1 on page 2; the correspondence is unique 
for the vertices 1 to 4, and is two-to-one for the vertices 5 and 6. Note that the mapping is 
staggered; in Fig. 1.3 the vertices correspond alternatingly to horizontal and vertical bonds 
of the original lattice.
For the mapping of the random  cluster model on the six vertex model, we need to as­
sign weights to the vertices such that, according to Eq. (1.8), each active bond receives a 
factor v  and each cluster receives a factor q. The active bonds are easily counted: the bond 
is non-active if the loops cut it, and is active if they don’t. Hence, the configurations 1, 2,
5 and 6 on one sublattice, and alternatingly 3, 4, 5' and 6' on the other, receive a Boltz­
mann weight v . For the weight q assigned to each cluster, note that the six vertex loops in 
Fig. 1.3 actually count the num ber of clusters plus the num ber of cycles. For this, we can 
use Euler’s relation that expresses the dependency of the num ber parameters,
(1.9) N b + Nc = Ns + N°.
This relation holds for any cluster configuration that is planar, i.e. in which bonds are not 




5' 6 6 '
Figure 1.4 The eight possible contour configurations at the corner of the contours. 
Compare Fig. 1.3 on the facing page, which is tilted over 45° with respect to the current 
figure. The contour configurations correspond to the vertices of the six vertex model in 
Fig. 1.1 on page 2. The arrows of the vertices are drawn here as well; they make clear that 
the vertices 5 and 6 each correspond to two loop configurations.
the num ber of sites (which is just the num ber of lattice sites N  in our case), and N° is the 
num ber of cycles. Euler’s relation is easily derived by induction, and allows us to write
(1 .1 0)
The first power of ^fq equals the num ber of six vertex loops; the other can be absorbed in 
the bond weight v . Evidently, we have to count this num ber of loops, and assign a factor 
^[q to each loop. This can be done by assigning a factor exp(i<£) to each clockwise corner, 
and e x p ( - i $ )  to each anti-clockwise corner of the loops. As the six vertex loops close 
without intersecting themselves,1 the net factor of a loop is exp(±4i$) .  After sum m ing 
over its orientation, it becomes 2 cos(4$), such that we have to define as
(1 .1 1 ) 2 cos(4<p) = Jq
to account for the factor J q  for each cycle and each cluster. After this, we should sum over 
the two possible loop configurations 5 and 5', and 6 and 6' in Fig. 1.4 respectively, as to 
obtain the correct weights of the vertices 5 and 6. The result of this analysis is summarized 
in table 1.1 on the following page, where the Boltzmann weights of the staggered six vertex 
model are given for both  sublattices, A  and B . In this table, we introduced the param eter 
u  = v / j q .
Note that the mapping of the random  cluster model on the six vertex model happens 
to be non-staggered if u  = 1. If so, the random  cluster model gets m apped on the F-model 
with a weight W given by
(1 .1 2) W =
1
V 2 T 7 T
XA loop always closes without intersecting, and its net number of corners is either four clockwise or four 
anti-clockwise. For a finite system with periodic boundary conditions, however, there can be loops present 
that encircle the system and are not topologically contractable to a point. These loops carry different weights, 
and should be taken into account when the finite size expression of the partition function is desired. For 
those of you familiar with the theory of conformal invariance, it are these loops that are responsible for the 
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Table 1.1 Boltzmann weights Wj of the staggered six vertex model, obtained from 
the random cluster model. The vertices of Wj are from Fig. 1.1 on page 2. Weights are 
indicated for both sublattices A  and B. The angle (ft obeys 2cos(44>) = ,Jq, and u  =
v l j q .
W1 W2 W3 W4 W6
sublattice A u u 1 1 e-2l& + u e 2l& e2i& + u e -2l&
sublattice B 1 1 u u e2l& + u e -2l& e-2l$ + u e 2l&
According to Eqs. (1.6) and (1.7), the point u  = 1 or v = ^[q is precisely the point where 
the Potts model is self-dual. Hence the critical point of the Potts model is m apped on the 
F-model, whereas non-critical points correspond to a staggered six vertex model with com­
plex Boltzmann weights.
In fact, this observation is the starting point of the determination of all critical expo­
nents of the critical Potts model for general values of q. From duality we have expressed 
the critical value Kc of the coupling in terms of q, Eq. (1.12) expresses the weight W of the 
F-model in term s of q, and Eq. (1.1) gives the relation between the weight W and the renor­
malized value g R of the Gaussian coupling at the vacuum of the Coulomb gas. Together 
they yield
(1.13) cos
Two remarks regarding this expression. First, it only makes sense for 0 g q g 4. Indeed, 
q = 4 is the highest value for which the q-states Potts model becomes critical; in 1973, 
Baxter [5] showed that the Potts model for q > 4 does have a phase transition from an 
ordered into a disordered phase, but it is a first order transition. For lower values of q, 
the transition is second order.2 Second, any allowed value of q yields two solutions for 
the renorm alized coupling gR, that fall into the branches 2 ^  gR ^  4 and 4 g g R ^  6 . 
Nienhuis [87] showed that a generalized version of the Potts model, where apart from the 
spins also vacancies (sites with no spin at all) are allowed, displays critical as well as tri- 
critical behavior. The critical Potts model then corresponds to the branch 2 g g R g 4, 
whereas the tri-critical Potts model is described by the other branch 4 g g R g 6 .
Unfortunately, Eq. (1.13) has no straightforward application for the calculation of the 
critical exponents of the q-states Potts model. Indeed, the operators in the Potts model 
first have to be translated with the mappings in this section towards their counterparts 
under renorm alization in the Coulomb gas, and this is a non-trivial exercise. If this trans­
lation is performed, it will turn  out that the Potts operators (like energy and Potts magne­
tization) translate into compound operators in the Coulomb gas, and vice versa, that op­
erators in the Coulomb gas simply do not have a local counterpart in the Potts model. We 
will not discuss these translations further, but refer to the review paper of Nienhuis [89] 
and the references herein. We do quote the results for the therm al and magnetic critical





x t = ------ 1 (thermal),
(1.14) g 1
x m = o—  (6 -  g R) (gR -  2) (magnetic).
8gR
These apply to critical as well as tri-critical Potts models. In the tri-critical case, there are 
additional thermal and magnetic exponents, given by
16x t = ------ 2 (thermal),
(1.15) g \
x m = o— (10 -  gR)(gR + 2) (magnetic).
8gR
You might want to check that indeed the first of these expressions yields the correct values 
x t = 1 and x m = |  in case of the Ising model (q = 2). The tri-critical exponents of the 
Ising model come back in chapter 4, the critical and tri-critical exponents of the case q = 1 
come back in the next section and in chapter 6. They correspond to random  and correlated 
percolation respectively.
1.2 Percolation and resistor networks
This section contains an introduction on the work presented in chapter 6 on percolation 
and resistor networks. One of the applications of percolation is given in chapter 7. Here 
we proceed directly towards an introduction on percolation. The findings of the previous 
section receive a direct application, for we will see that the percolation problem can be 
translated into the behavior of Potts models.
Random percolation Consider, as a simple example of random  percolation, the follow­
ing stochastic process. The sites j  of a two-dimensional square lattice are m arked ‘per­
colating’ with a certain probability p, irrespective of whether other sites are percolating 
or non-percolating. Clusters of sites are defined by putting percolating bonds between 
each pair of nearest neighbor sites that are both  percolating. The other bonds, of which 
at least one of the adjacent sites is non-percolating, are called non-percolating bonds. The 
percolation problem  connected with such a system, is whether there is a spanning cluster 
present, a cluster that reaches from border to border. Of course for any finite system there 
is —provided p > 0— always a finite probability that there is a cluster present that spans 
the system. In the thermodynamic limit, however, this need not be the case. It turns out 
that in such systems there is a percolation threshold p c, such that if p < p c there is no 
such spanning cluster, and if p > pc there is one.
In order to obtain a more precise formulation of the problem, one introduces three 
quantities of interest. These are the probability P  of finding an infinitely large cluster, the 
average num ber G of finite clusters, and the average cluster size S of the finite clusters. All 
three are, of course, functions of the site probability p. The first quantity, the probability 
P  that a certain lattice point belongs to an infinite cluster, is identified with the question 
whether there is a spanning cluster present. P  plays the role of the order param eter in the 
percolation problem; P(p)  = O forp  g pc and P(p)  > 0 fo r p > p c. Hence, for infinite sys­
tems, P(p)  has a singularity at p = pc, and the process is a kind of phase transition from
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the non-percolating phase into the percolating phase. The average num ber of finite cluster 
G plays the role of the free energy, and the average cluster size S that of the susceptibility. 
Hence, critical exponents of the problem are defined as
The above is an example of what is called random  site percolation. It is straightforward 
to generalize the problem; e.g. bond percolation is a similar process but here the perco­
lating bonds are thrown in at random. Another generalization is to consider a correlated 
probability distribution of percolating sites. You can for example consider the up spins in 
the Ising model as percolating and the down spins as non-percolating, and pose the same 
questions as above.
A mathematically oriented treatm ent of percolation is given by Essam [39] in the Domb- 
Green series. A more physical review which also treats the corresponding problem of re­
sistor networks is given by Kirkpatrick [63].
Percolation and the random  cluster m odel One of the problems with the above defini­
tion is that it is not form ulated as a decent problem in statistical physics, i.e., as a model 
that is defined with a Hamiltonian. Progress on the analysis of the percolation problem 
therefore greatly enhanced when the percolation quantities (1.16) became expressed as 
expectation values of some statistical model. Fortuin and Kasteleyn were the first to ob­
tain such an expression. In their work [43,44] on the random  cluster model, treated in the 
previous section, they already remarked that the model in the limit of q — 1 corresponds 
to random  bond percolation.
To follow their analysis, consider the random  cluster partition function in Eq. (1.8), but 
now in the presence of a Potts magnetic field H . The partition function in the presence of 
such a field is somewhat more complicated,
where the product is taken over all clusters present in graph G, and Ns(c) is the num ber 
of sites in cluster c. N b is again the total num ber of activated bonds. Now consider
It is by virtue of the random  cluster formulation of the Potts model that we can take the 
derivative with respect to q. The denominator is in fact just the partition function of the 
Potts model for q = 1, as you will recall from  Eq. (1.8). Now define a quantity p, which is 
to become the bond probability of the random  bond percolation problem, as
and multiply num erator and denom inator in Eq. (1.18) with (1 -  p )2N, where 2N is the 
total num ber of bonds of the lattice. The summation in the denominator then yields 1, as
(1.16)
P(p)  - \ p  -  Pc\P, 
G(p)  -  Ip -  pc\2lyt, 
S(p) - \ p  -  p c \-y .
(1.17) Zrcm = X  vNbV[{q  -  1 + eHNs(c)) ,
G c
(1.18) d In  Z rcm =  X Gv NbX c e - HNAc) 
d(l  d=i vNb
(1.19)
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p + 1 -  p = 1. Now take the thermodynamic limit, and define
(1.20) 6(Jf) -  lim i  ^ 2 =
n ^™ N  dq
= lim — Y  p Nb( 1 -  p ) 2N Nb\  e HNs(c\
q = 1 N^  N G  C
For H  = 0, this expression just counts the average num ber of clusters per lattice site, i.e. 
it is the density of clusters. We can rewrite is as
(1.21) G(H) = X  k ( n s)e Hns
ns = 1
where k ( n s) is the density of clusters that consist of n s sites,
(1.22) k ( n s) = lim Y  p Nb(l -  p ) 2N~Nb K(ns \G).
n ^™ n  g
In this expression K(ns |G) denotes the num ber of clusters consisting of n s sites in graph 
G. Therefore, n sk ( n s) is the probability that a certain selected site belongs to a cluster 
that consists of n s sites. Therefore
(1.23) P(H) = 1 + = 1 -  X  k ( n s) nse-Hn*
ns = 1
for H  = 0 is the probability that a certain selected site does no t belong to a finite cluster. 
Now it is apparent why we introduced the density in Eq. (1.22): we may not interchange the 
thermodynamic limit in Eq. (1.22) and the sum m ation in Eq. (1.23), for otherwise P(H  = 0) 
is the probability that a certain selected site does not belong to a cluster at all. In that case, 
of course, P(0) = 0, for each and every site belongs to a cluster. But with the right order 
of sum m ation and thermodynamic limit, the quantity P  indeed is the order param eter of 
random  bond percolation, because the probability that a certain site does not belong to 
a finite cluster is the probability of finding an infinite cluster. The quantity G (H) is the 
num ber of clusters divided by the num ber of sites, and for this quantity is does not m atter 
whether we count infinite clusters or not, because their contribution is of order 1 / N . This 
G(H) is the generating function  for random  bond percolation, because its derivative yields 
the percolation observables; the order param eter from  Eq. (1.23), and the average cluster 
size S from
(1 2 4 ) s = m m
{ ’ ~ d h 2 = X  n]k(ns) .H=0 ns = 1
Its precise interpretation is as follows: choose a certain site, then S is the average number 
of sites n s of the cluster to which your specific site belongs. (Please read this twice.)
In this way, the random  bond percolation problem is shown to be equivalent to a q-states 
Potts model in the limit q 1. Therefore, we arrived at our desired Hamilton formulation 
of a certain percolation problem. The critical exponents of random  bond percolation are 
thus equal to those of the q = 1 Potts model. This is weird, of course, because the partition 
function of the q = 1 Potts model is trivial and certainly not singular for any value of the 
coupling K and the field H . It simply is
(1.25) e-2NKe-NH,
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as follows from  Eq. (1.2). Apparently, the singularities in K  and H  vanish precisely at the 
point q = 1 , but are present in its neighborhood, and hence appear upon taking derivatives 
with respect to q. Indeed they do. Consider, for example, the usual scaling relation for the 
singular part of the free energy,
(1.26) f ( t ,  h, q) = b -2f s (byt t, byhh,q) ,
where y t (q) and y h(q) are the scaling indices belonging to the scaling fields t and h, which 
are in general non-linear functions of the original fields K  and H . For reasons of symme­
try, the expression for t does not contain H  and the expression for h  does not contain K . 
The scaling indices will depend on q, as q is a symmetry parameter. The above relation 
expresses the behavior of the Potts free energy under a renorm alization transformation, 
were b denotes the length rescaling. The ‘field’ q is conserved under renorm alization be­
cause it is a symmetry param eter (it has, if you like, y q = 0). Putting h  = 0 and byt t = 1 
in the above expression yields
(1.27) f ( t , 0 , q )  = t 2/yt(q)fs(1,  0,q).
For q = 1, there is no singularity in the free energy, which means that f s (1,0,q = 1) = 0. 
Therefore, our generating function gives
(1.28) G = d f ( q )  = t 2lyM)
dq dq
The other term, which arises from  the derivative of y t (q) with respect to q, vanishes. 
Hence the percolation exponent y t from  Eq. (1.16) is indeed3 the therm al exponent y t (q) 
of the Potts model for q = 1, regardless of the fact that it is not the Potts free energy that 
plays the role of the generating function for percolation, but rather its derivative with re­
spect to q. A similar identification of the Potts critical exponents for q = 1 can be made for 
the other percolation exponents in Eq. (1.16). They all arise from differentiating Eq. (1.26) 
with respect to q and to H  (where H  is proportional to h  in first order). In the previous 
section, we gave the general expressions for the exponents of the Potts model; they are 
in Eq. (1.14) expressed in terms of the Gaussian coupling g R, which is given in term s of 
q in Eq. (1.13). The latter gives g R = f, the former, in its turn, y t = 2 -  x t = f  and91 3 4
y m = 2 -  x m = ^g. The critical exponents and y in Eqs. (1.16), finally, are given by
(1.29)
2 -  y h  = 
y t  36 ’ 
2 y h -  2 _ 43
y t  18'
So these are the percolation exponents for random  (bond as well as site) percolation. The 
self-dual point of the Potts model in Eq. (1.6) for q = 1 also immediately yields the perco­
lation threshold p c = \  for random  bond percolation. In case of correlated percolation, 
however, things get somewhat more complicated.
Correlated percolation The relatively simple case of random  bond or site percolation 
can be altered by considering a probability distribution of the percolating sites or bonds
3The exponents in Eq. (1.16) were defined for random site percolation, but as we believe in universality, 
those of site and bond percolation must be the same.
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that differs from the random  one. We might, e.g., let the probability that a certain site 
percolates depend on whether or not its neighbor percolates. Of course, there is a vast 
universe of different correlated probability distributions, and we will in fact discuss only 
one example; a distribution in which percolating and non-percolating sites follow the prob­
ability distribution of up and down spins in the two-dimensional Ising model. The m oti­
vation for this choice stems from  the application of correlated percolation in chapter 7. 
Let us denote the site variables by n j , where n j  = 1 if the site percolates and n j  = 0 if it 
doesn’t. The probability of a certain configuration { n j } is then proportional to the Ising 
Hamiltonian
(1.30) H  = - K  X  n in j -  A X  n j ,
(ij ) j
which equals, by the appropriate transform ation Sj = 2nj  -  1, the ordinary Ising Hamil­
tonian, where the Sj are the familiar Ising spins. In the present guise, the Hamiltonian is 
that of a lattice gas, in which atoms are present on the lattice sites if n j = 1 and absent 
if n j = 0. The field A then plays the role of a chemical potential, whereas K m irrors the 
interaction potential between two neighboring occupied sites. The norm alization of this 
probability distribution is the Ising partition function. The corresponding Ising Hamilto­
nian is, apart from a trivial constant,
(1.31) H  = - J  X  SiSj -  H  X  Sj,
(ij) j
with J  = \ K  and H  = 2K + f  A.
Site percolation for this probability distribution is defined exactly as in the case of ran­
dom site percolation, and in particular the latter is recovered by putting K = 0 and deter­
mining the density of percolating sites by the chemical potential A, where the probability 
p of a percolating site being present is given by
(1.32) p =
eA eH
1 + eA eH + e-H '
For small but nonzero values of J , the probability distribution will become slightly cor­
related (with a small correlation length), and the density of percolating sites will be given 
approximately by the last expression. Hence the percolation threshold pc for random  per­
colation (which is pc = \  for bond percolation and pc w 0.5927 [131] for site percolation) 
will change slightly. No dramatic changes are expected, and in particular we expect the 
percolation transition in this slightly correlated case to fall into the universality class of 
random  percolation. For this observation, there exists no rigorous evidence, but it is an 
accepted way of reasoning in this type of problems. We can make it even stronger: we 
expect the universality class of the percolation transition in the correlated case to change 
only if the correlation length of the probability distribution (1.30) becomes of the same 
order as the correlation length of the percolation properties. If not, if we view the sys­
tem  on length scales larger than the correlation length of the probability distribution, the 
fact that this distribution is correlated cannot be seen anymore, and we recover random  
percolation. This is quite a strong statement, because the correlation length of the per­
colation observables at the percolation transition is infinite. In other words: there is only 
one point in the whole param eter space of Eq. (1.30) for which the percolation properties
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are expected to fall into a different universality class (that is to say: if this point is a per­
colation point at all), and this point is the Ising critical point. That is the only point for 
which the correlation length of the probability distribution is infinite.
On the other extreme of the phase diagram, for very large K or small temperatures, 
the density of percolating sites depends on the spontaneous m agnetization of the Ising 
model. If tem perature is small enough, there will be a first order percolation transition at 
the point H  = 0 for J  large. For intermediate values of J , we cannot yet draw conclusions, 
but the full phase diagram of percolation in the Ising model is shown in Fig. 6.2 on page 98 
(chapter 6). As was proven by Coniglio et al. in 1977 [31], the Ising critical point indeed 
turns out to be a percolation point. Hence, we expect this point to fall into a different 
universality class than random  percolation: the class of correlated percolation.
In order to obtain mappings, renorm alization procedures and the like, we need to have 
a Hamilton formulation of the problem of correlated percolation as well. Starting point 
for this Hamiltonian is the lattice gas Hamiltonian of Eq. (1.30), and the extension of it to 
incorporate percolative properties as well turns out to be rather straightforward. What 
we want is to describe the percolation properties of the clusters built from all sites having 
n j = 1. We can do this by defining random  bond percolation on the lattice that consists 
of all sites j  having n j = 1. If we define the bond probability of random  percolation on 
this irregular lattice to be p = 1 , we recover the percolation properties of the lattice gas 
variables n j  itself.
Hence, the trick m ust be to define, on the lattice that consists of the sites j  having n j = 
1, a q-states Potts model and consider the limit of q — 1 and the bond probability p — 1. 
This Potts model then describes random  bond percolation on this irregular lattice, and 
putting the bond probability to p = 1 brings us where we want to be. The full Hamiltonian 
of the problem can accordingly be given as
(1.33) H = - K X  n n j  -  n j  -  K ^  n i n j [ 5 (a i , a j )  -  1] -  A ^ n j [ 5 ( a j ,  1) -  1],
(ij) j (ij) j
This Hamiltonian was introduced by Murata in 1979 [85]. You will recognize the first part 
of this expression as the lattice gas Hamiltonian (1.30), and the second part resembles the 
Potts Hamiltonian of Eq. (1.2). The difference is that the Potts spins aj  only take effect 
on the sites having n j  = 1, and it is defined such that for q = 1 the lattice gas Hamilto­
nian is recovered. The bond probability p of the corresponding random  bond percolation 
problem is, according to Eq. (1.19), given by
(1.34) —P—  = e K? - l .
1 -  p
So in fact the given Hamiltonian describes a more general percolation problem; that of 
correlated site-bond percolation [32], in which the clusters are made by putting bonds with 
a certain probability between two neighboring sites having n j  = 1. Our case, correlated 
site percolation, is recovered when p = 1, or Kp — w.
The Hamiltonian of Eq. (1.33) is that of the Potts lattice gas. It describes a q-states Potts 
model in which vacancies (that is, sites with no spin at all) are allowed. In general, allow­
ing vacancies introduces an additional phase in the phase diagram. The usual critical point 
in the model, which marks the transition between the ordered and the disordered phase, 
now becomes a critical line, which falls into the same universality class. If the chemical 
potential of the vacancies is low the model becomes dilute, consisting mainly of vacancies.
- 1 4 -
Introducing the actors
This dilute phase is necessarily disordered, because the interaction between the different 
spin values a  works only if two nearest neighbors both  are present, and hence has little 
effect in the dilute phase. In general, there is a first order transition from  the dilute phase 
into the ordered phase. You can easily convince yourself that this transition eventually 
m ust become first order by considering the extreme case. On the first order line, q + 1 
phases coexist, viz. the q ordered phases plus the dilute phase. The critical line consists 
of q-critical points, because the q ordered phases become equal on these points. The bor­
der point, however, where the first order line goes over into the critical line has a different 
universality class, because here q + 1 phases become equal to each other. Hence this point 
is a q-critical point, but the language in the literature is a bit loose here; it is often called 
a tri-critical point as well.
The Potts lattice gas of Eq. (1.33), also called the q-states dilute Potts model, was analyzed 
by Stella and Vanderzande in 1989 [113] for the percolation case q = 1. The full phase dia­
gram m ust of course be very rich; it contains among others Ising critical lines and random  
percolation. The analysis of Stella and Vanderzande consists m ostly of qualitative argu­
ments, and yields in fact an hypothesis concerning the topology of the location of fixed 
points and flow directions of the renorm alization process. They used arguments from the 
theory of conformal invariance, and the fact that, for q = 1, the Hamiltonian is that of the 
Ising model. Eventually, the point in which we we are interested is q — 1 and Kp — oo, 
which was identified by them  to be the tri-critical point of the q = 1 Potts model. We 
already encountered the critical dimensions x  belonging to that point at the end of sec­
tion 1.1 in Eqs. (1.14) and (1.15). From Eq. (1.13) and the discussion below that equation 
follows that the renorm alized value g R of the Gaussian coupling for the tri-critical q = 1 
Potts model is g R = which yields
x t(1) = |  x |2) = 1 ,
(1 35) t 8yW  = A  x (2) = ZZ^m  96 96'
These values are not exact in the sense that they rely on some qualitative assum ptions. 
Provided the validity of these, however, they are numerically correct, and there is good 
num erical evidence that they indeed are [113].
Resistor netw orks A generalization of the percolation problem is the resistor net­
work, which we will encounter again in chapter 6 . The resistor network is obtained simply 
by replacing percolating bonds in the percolation problem by resistors R = 1 , and non­
percolating bonds by R = oo. A resistor network can be defined accordingly for site and 
bond percolation, random  as well as correlated. The quantity of interest of course is the 
expectation value of the overall resistance of the system. Of course, when there is no per­
colation, there is no conductance as well, but above the percolation threshold p c the con­
ductance starts to increase. Hence, a critical exponent t, governing the conductance a ( p )  
around pc can be introduced according to
(1 36) \ a ( p )  = 0 for p ^ p c ,
\ a ( p )  ~ \ p  -  pc\t for p > p c ,
The resistor network is a much more difficult problem than percolation, because it re­
quires an expression for the overall conductance of an irregular network of resistors. The
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general expression for this overall conductance, however, is easy to obtain. First, of course, 
there is Ohm ’s law; and second, Kirchoff’s. Let us define the potential on the lattice sites 
j  to be Vj , and the external current applied to this site to be I j . The conductance of the 
bond present between sites i and j  is a j . Combining Ohm’s law and the requirem ent of 
current conservation yields
This matrix in fact resembles the lattice matrix in Eq. (2.48) in the following chapter. The 
expression for the conductance now becomes
and solving for the potential in terms of the externally applied current am ounts to invert­
ing A ij . Strictly, A ij does not have an inverse, which am ounts to the fact that the potentials 
Vj are defined up to an overall constant, but we can nevertheless think of one if we leave 
this constant aside. Then the net resistance R(i, j )  between a site i and a site j  is obtained 
by applying a current I  to site i (Ii = I) and extracting it from  site j  (Ij = - I ),
Now the difficulty of the resistor network becomes apparent: the matrix A ij is a simple 
and local function of the conductances a ij  on the bonds. Its inverse, however, is compli­
cated and not  local; it contains for instance the determinant of Ai j . In order to obtain the 
expectation value of R(i , j ) ,  we have to sum over all conductance configurations on the 
bonds, with their appropriate bond probabilities, and this is highly non-trivial.
There exist, in fact, Hamilton formulations of this problem. For example, the matrix A j  
that appears in the overall resistance can be used as the interaction in a continuous Gaus­
sian model. To this end, define Gaussian variables <pj E R and a Hamiltonian
This Hamiltonian is defined according to the matrix (1.38) for a fixed conductance con­
figuration. The partition function is obtained by integrating out all height variables. Now 
consider the correlation function
for this model. In fact, you can find its expression using Eq. (2.51) from chapter 2. It yields
(1.37)
j
Next, define the matrix A j  by
(1.38)
k
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which indeed yields the net resistance R(i, j )  [Eq. (1.40)] between sites i and j  for that par­
ticular conductance configuration. So the road to follow is to couple the Gaussian model 
of Eq. (1.41) with random  bond percolation by summing over all conductance configura­
tions with their appropriate bond probabilities. The difficulty that arises, however, is that 
this summation over conductances m ust be carried out in Eq. (1.43) and n o t  in the Gaus­
sian model itself. The left hand side of the former equation contains the matrix Aij in nu­
m erator as well as denominator. The conductance configuration is therefore quenched: it 
can be sum m ed over only after the expectation value of Eq. (1.43) is taken. This makes it 
very hard to apply renorm alization procedures on it. To do so, one uses the replica-trick, 
but discussing this would fall outside the scope of this chapter. See for example Harris 
and Lubensky [52,53] who treat the problem with an f-expansion, in the first paper u s­
ing the approach that is sketched here, in the second using the q-states Potts model for 
q — 0, which is also known to describe resistor networks [43,44]. Both suffer from  these 
quenched averages, however, and therefore require the replica-trick.
In chapter 6 we come back to the resistor network, quote num erical results for the conduc­
tance exponent t in the case of the random  resistor network, and present our own results 
in the case of the correlated resistor network.
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2. The Coulomb gas and the 
Kosterlitz-Thouless transition
The critical properties o f  m any m odels in statistical mechanics are captured by 
the Coulomb gas. Some m odels can be m apped exactly on the Coulomb gas, 
m any others are believed to be asymptotically equivalent to it, although no ex­
act m apping exists. We will treat some o f the exact mappings in this chapter. 
The Coulomb gas is open to a sort o f  renormalization scheme, from  which fo l­
lows that i t  has a special kind  o f  phase transition, the Kosterlitz-Thouless tran­
sition, and a so-called ‘critical phase’, in which the critical exponents vary con­
tinuously with temperature.
In the previous chapter, several models and concepts that play a role in this thesis have 
been introduced. They have in common that their critical properties are all captured by the 
Coulomb gas, and they are not the only models for which this holds. Many more models in 
statistical mechanics can be m apped on or shown to be asymptotically equivalent to it. Ex­
amples are the X Y -model, clock models, the six and eight vertex models, the Ashkin-Teller 
model, the q-state Potts model, the O( n) -model and so on and so forth. I will not treat all 
these equivalences; many of them  can be found in the review paper by Nienhuis [89]. His 
review also contains a comprehensive treatm ent of the Coulomb Gas, and many useful ref­
erences.
We will focus on the discrete Gaussian model, as an example of a so-called Solid on Solid 
model, and the planar model. This may serve as an introduction to chapter 4. These m od­
els can be m apped exactly on the Coulomb gas. The Coulomb gas, as a model system, is 
open to a sort of renormalization scheme, which yields its critical behavior and shows that 
it displays a special kind of phase transition, the Kosterlitz-Thouless transition. We will 
start this chapter with the introduction of the Coulomb gas, treat its renormalization, and 
discuss the phase diagram. After that, we will treat the exact mappings, concentrating on 
the translation of the charges of the Coulomb gas into operators in the discrete Gaussian 
and planar models.
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2.1 The Coulomb gas
The Coulomb gas is a system of charged particles that interact pairwise among each other. 
Each particle has an electric charge e and a magnetic charge m , which are both multiples 
of the unit charge that is conveniently defined to be 1 for both types of charges. Particles 
can have e = 0 or m  = 0, but no totally uncharged particles (having e = m  = 0) exist. Both 
the electric and magnetic charges interact pairwise with the pair potential G(r); the mutual 
interaction of an electric and a magnetic charge has the pair potential $ (r). Furthermore, 
a coupling constant g  is present in the interaction, such that particles (e, m )  and (e ' ,m' )  
at positions r and r' respectively, have an interaction energy H  given by
(2.1)  H = -  f — ee' + g m m ' \  G ( r - r ' )  -  i ( e m '  + r - r ' ) ,
g
where the coupling g  is called the Gaussian coupling and the pair potentials G(r) and $ (r) 
are given by
(2.2) G(r) = ln and $ (r) = arctan ),
where a  represents the lattice distance. This a  will appear as a cut-off length as well, which 
has to be introduced to avoid divergences. The pair potentials G(r) and $ (r) can be seen 
as the real and imaginary parts of a complex potential,
(2.3) G(r) + i$ ( r )  = ln ( Tx +
a
and they obey
V  ■ VG(r) = 2 n 5 2(r),
(2.4) 2
V  x V $(r) = 2 n 5 2(r).
Note that $ (r), being the polar angle of r, has a branch line running from  r = 0 to infinity. 
However, due to the integer character of the charges and the imaginary i present in the in­
teraction energy, the unusual functional form  of $ (r) still behaves neatly. The definition 
of G(r) as the logarithm is more familiar and explains the language; the charges interact 
as electric charges in a two-dimensional world.
Apart from  the interaction energy, particles are equipped with a self-energy or chemical 
potential ¡A(e, m )  as well. This yields a fugacity Y(e, m)  = exp( - ^ ( e ,  m) )  in the partition 
function. The system is treated in the grand-canonical ensemble; the partition function 
arises from  summing over all numbers and types and integrating over all positions of par­
ticles. A couple of restrictions apply to this summation and integration,
• The system as a whole is neutral; both  the net electric charge and the net magnetic 
charge is zero,
• The particles have a hard core of diameter a, such that the integration over the par­
ticle positions is carried out under the restriction that |r i -  rj | ^  a  for all i + j ,
• Particles having the same electric and magnetic charge are considered indistinguish­
able, such that ‘correct Boltzmann counting’ m ust apply. There is a combinatorial 
factor present in the partition function that accounts for this.
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The interaction Hamiltonian of the system is thus defined as
1 g
^ r eiei + i  2g  2(2.5) H  = ~ ^ 2 ^ j _ r J')
Let us introduce the partition function step by step. The first part is the partition function 
of a system of a given set of n  particles (e1, m 1) , ...  , (en , m n ),
(2.6) Z n ( ( e i , m i ) , . . .  , ( en ,mn))  =
{ n \  r d2r d 2r
Y l Y ( e j , m j )  <5(ei + ■ ■ ■ + eM,0) <5(mi + ■ ■ ■ + m M,0) — ^  - ----- f -  exp (-H ).
\ j =i a 2 a 2
In this ‘partial’ partition function, the fugacities are already included. The two Kronec- 
ker-delta’s account for charge neutrality, and the integration over all particle positions is 
carried out under the cut-off restriction | r  -  rj | ^  a. The restriction that no totally neutral 
particles exist can be accounted for simply by putting Y (e , m)  = 0 for (e ,m)  = (0,0). The 
following step is a summation over all types of the n  particles,
TO CO / TO 1 \
(2.7) Zn = X  ■■■ X  HI Tw—- ^ U n ( ( e i , w i i ) , . . . , ( e n im n )).
e1,m1 = -o  en,mn = -o  \e,m=-o ■ J
In this step, all types of particles are sum m ed over, and correct Boltzmann counting is 
taken care of by the combinatorial factors N(e,  m ) !, where N(e,  m )  is the num ber of par­
ticles of type (e,m).  Finally, the full partition function is obtained by summing over all 
num bers of particles,
O
(2.8) Zcg = X  Zn.
n=0
This is, in short, the general definition of the continuous Coulomb gas. Usually, the chem­
ical potential of the particles is defined as n( e ,m)  = \A1e2 + ^ 2m 2, and with this assign­
ment several symmetries are present. There is charge inversion symmetry; both e - + - e 
and m  - m  do not change the partition function, and also interchanging electric and 
magnetic charges is a symmetry, provided ¡Ji and are interchanged and g  —
The motivation of the introduction of the Coulomb gas, of course, remains to be given. 
This will be the goal of the remaining sections of this chapter, but first we will sketch the 
renorm alization procedure that can be applied to the Coulomb gas. It will be seen that 
a variety of models can be m apped on the lattice Coulomb gas, and from this point the 
continuum  limit can be taken. The result is the continuous Coulomb gas defined above, 
and the advantage of it is that it is open to a sort of renormalization procedure. This pro­
cedure can only be carried out in the so-called dilute limit, where the fugacities Y( e , m)  
are small. The procedure is then carried out in an expansion with respect to the fugacities 
around the ‘vacuum’, given by Y(e, m )  = 0 for all particles. Although the vacuum itself is 
of course trivial (no particles present, hence ZCG = 1) it plays a very im portant role.
We will not carry out the renorm alization procedure on the fully dressed Coulomb gas, 
consisting of electric as well as magnetic charges; this requires a lot of work and a lot of
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bookkeeping. The curious reader is referred to the review paper [89] by Nienhuis,1 we will 
only treat the simplified case in which there are only electric (or only magnetic, but not 
both) charges present.
2.2 Coulomb gas renormalization
Any renorm alization procedure consists of a partial sum m ation (or integration) over the 
degrees of freedom and trying to write the resulting partition function in precisely the 
same functional form as the old one, albeit with slightly different values of the coupling 
parameters. To this end, a rescaling of the system is necessary. The involved param eters 
in the case of the Coulomb gas are the Gaussian coupling g  and the fugacities Y(e, m) .
We will treat the renorm alization procedure in the case of electric charges only. In that 
case, the partition function is obtained by
( \
E l Y(ej)






■ + en, 0) 
exp ( - ! -  £  eiej-G(ri -  r2)),
and
(2.10) Zn = I




(2.1 1 ) Zcg = £  Zn.
n=0
The goal of the renorm alization procedure is to find an expression
(2.12 ) Zcc(g ,Y( e ,m) )  = ZcG(g' ,Y '  (e , m )),
that represents a symmetry of the system; both  sets of couplings [g ,Y(e ,m)]  and 
[g' ,Y'  (e, m)]  yield the same physics, although the latter set am ounts to a system viewed 
on larger length scales. The new couplings [g ' ,Y ' (e ,m)]  usually are a function of a con­
tinuous param eter (which describes the new length scale in term s of the old one) and the 
old couplings [g, Y(e, m )].
We begin the procedure with a rescaling of the integration variables in Eq. (2.9). This 
is typical for any renorm alization transformation, although usually it is not the first step. 
Our rescaling is r'- = (1 -  f ) r j in the partition function, where s is infinitesimal such that 
everything has to be treated up to first order in s only. This rescaling takes effect in three 
places in the partition function. The first is d 2rj = (1 -  s )- 2d 2r - , which gives a factor
1 ... and will find out that Nienhuis refuses to do it as well. It’s like deriving Jackson (6.96); you don’t
want to do it. You just want to treat a simpler case which nevertheless tells you what is going on, and then 
proceed to interpret the general result, which is neatly derived for you by someone else.
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(1 + 2a) (remember: first order only) for each particle. This factor can be absorbed into 
the fugacities of the particles. The second effect is
(2.13) G(ri -  rj ) = G(r[ -  rj ) + a,
due to the simple logarithmic form of G(r). Expanding the exponential in a gives an addi­
tional term
(2.14)
u i*j U ij j
The first sum m ation in the right hand side vanishes due to charge neutrality, so we are 
left with a factor a X j ej / (2g),  that can be absorbed into the fugacities as well. These two 
results of the rescaling take effect only within Eq. (2.9),
( n 1 \
(2.15) Zn ({ejj) = Zn ({ej})y 1 + i  ^  (2 -  - ~ ej ) j  + additional correction.
It is easy to see that they can be accounted for by ‘renormalizing’ the fugacities according 
to
(2.16) Y'(e) = Y(e) in 1
Easy going up to now. The third place, however, where the new integration variables take 
effect, is not so easy. It is m arked as the ‘additional correction’ in Eq. (2.15), and results 
from  the new cut-off restriction |r ' -  r-| ^  (1 -  a)a. The goal is to write the new integral 
in the same form  as the old one, so we have to split the new domain of integration into a 
domain where all particles obey | r  -  r-1 ^  a  and the remaining part where at least one pair 
of particles is within the annulus ( 1 - a)a g |rj-r-1  g a. The former part gives back the old 
partition function and the latter part has to be integrated. The result of this integration 
has to be stored somehow in the renorm alized param eters Y '(e) and g'.  We will see that 
the additional correction arising from a certain Zn m ust be stored in Zn-1 or Zn-2.
First note that we only have to deal with the case where there is exactly one pair within 
the annulus; the other cases, with more than one pair of particles being close to each other, 
gives a contribution of order a2 or higher, and can safely be ignored. Let us consider the 
term  Zn (e1, . . .  ,en ) of Eq. (2.9), and take exactly one pair of particles, say 1 and 2, within 
this small annulus. It is convenient for the integration to switch to the ‘center of m ass’ 
coordinates of this pair, so define
, , ÎR = 4 (rx + r2),(2.17) ] 2 1
[r = r 1 -  r 2,
and note that the Jacobian of this transform ation equals 1. The relative position r has to 
be integrated over the small annulus, and R, the position coordinate of the dipole, has to 
be integrated over the full system area. Let us try to carry out these integrations with the 
positions r- of all other particles fixed. The part of the integration in Eq. (2.9) that contains 
R and r, where r is integrated over the annulus, is
(2.18)
2n c (J2R (  1 n t ' ^
— G (R + 2r — Yj) + &2G (R — 2"T -  r
0
—  expa
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Here <fi is the polar coordinate of r; the other, r  = |r|, has already been integrated. Note 
that the m utual interaction of the two particles disappears because G(r) = 0 if |r| = a. 
The integrand represents only the interactions of the particles 1 and 2 with the other par­
ticles.
The above integration cannot be carried out exactly. Therefore, we will make an expansion 
with respect to the lattice distance a  and treat only the lowest order terms from  this ex­
pansion. In a sense, this corresponds to an expansion with respect to the fugacities Y(e),  
because if the fugacities are small, the system is dilute which means that the average dis­
tance between particles is large compared to a . The derived renorm alization equations 
will thus only be correct up to lowest order in the fugacities.
In the integral (2.18), |r| = a  such that we will expand the interactions G with respect 
to r and integrate over the polar angle. In fact, this expansion is the m ultipole expansion 
of our charge distribution e1 and e2 at positions r 1 and r 2, and yields a monopole e1 + 
e2, a dipole |r ( e i  -  e2), etcetera, all located at a position R. The higher order term s of 
this expansion can be discussed rather rigorously; they will generate other pair potentials 
that decay faster than G(r) for large |r|, and multi-particle interactions. These additional 
interactions can be shown to be irrelevant in the sense of the renorm alization group. It is 
therefore allowed to leave them  out.
Another approximation which is not explicitly present in the integral (2.18) is the origi­
nal cut-off restriction. Both particles that make up the dipole have to obey this restriction, 
which means that the domain of integration of R depends on the polar angle of r. This 
approximation is virtually impossible to overcome. We will only include the effect of the 
‘extended character’ of the dipoles as an excluded volume effect, and refer to Nienhuis [89] 
for a more thorough discussion. The road we will follow is just expanding the pair poten­
tial G(r) with respect to a  and include the lowest order term.
So let us start with the multipole expansion of the interaction in the exponential in 
Eq. (2.18). This gives
n n
(2.19) -  ^ e j i e i  + e2) ( G ( R - r j ) + ■■■) + -  £  e-(ei -  e2)( r  ■ VG(R -  r_.)) + . . . .
3  j=3 3  j=3
Of course the monopole e1 + e2 interacts via the logarithmic pair potential with the other 
particles. We include the dipole as well, because it can happen that the monopole is ab­
sent (e1 + e2 = 0). These cases, the monopole being present or absent, m ust be treated 
separately. In the former case we will consider the monopole as a new particle at position 
R with charge e1 + e2. The result of this has then to be stored in the term  Zn-1, because 
the two particles e1 and e2 are treated as one single particle. If, however, the monopole is 
absent this is not allowed as no neutral particles exist in the Coulomb gas. Hence in this 
case the position R has to be integrated out as well, and the result has to be stored in the 
term  Zn-2. The first process is called particle fusion; the second particle annihilation. We 
start with particle fusion, because this is the simplest process.
Particle fusion Consider the first term  in Eq. (2.19); it is precisely the interaction of a 
particle with charge e1 + e2 at position R. The zeroth order term  of the expansion does 
not contain r anymore, such that in Eq. (2.18) the polar angle can trivially be integrated.
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exp -  X ej (e i + e2)G (R - r j)
j=3
So indeed we have created a new particle at R with charge e1 + e2, which, as a consequence, 
belongs in the term  Zn-1 of Eq. (2.10). So Zn-1({ej}) gets renorm alized by collecting all 
particle fusions that arise from Zn ({ej}). Therefore we first have to count the number of 
possible pairs consisting of a charge e1 and e2; this num ber is simply N ( e 1)N(e2) . Next we 
have to correct for the fugacities, because we removed particles with e1 and e2 and added 
a particle having e1 + e2. At last, we have to sum over all pairs that yield a net charge 
e = e1 + e2. Some bookkeeping is necessary to do the right thing. If you carry this out, you 
will note that the combinatorial factors in Eq. (2.10) come into place, such that the whole 
effect can be accounted for by a renorm alization of the fugacities according to
(2.2 1) Y'(e) = Y(e) + n s  X  Y(e' )Y(e -  e ' ).
e' = -w
This expression mirrors the process of particle fusion; the renorm alized value Y'(e)  con­
sists of its bare value Y(e)  plus all contributions of fusion processes, sum m ed over pairs 
consisting of a particle with charge e' and one with charge e -  e'. There is a factor n  
present, which results from  the integration over the polar angle of the dipole. It is n  in­
stead of 2n  because otherwise the pairs e' ,e -  e' and e -  e' ,e'  are doubly counted.
Particle annihilation In case the net charge e1 + e2 of our particles vanishes, we have 
to consider the first order term  of Eq. (2.19), and have to expand the exponential, in which 
the interaction appears, as well. Let us denote e1 = e and e2 = -e .  Expanding the pair 
potential and the exponential in Eq. (2.18) with respect to r yields
(2.22) s
2n d 2R / 1 n
1 + — X  eej  r ' VG(R -  Tj) +a
N
2g 2 ij=3
X  etej r ■ VG(R -  r*) r ■ VG(R -  rj) .





d $  ra = 0 and
2n
d$> rarp = n r  5ap,
(2.24) 2n s
d 2R
a 2 1 +
2 2 N a 2e2
X  e*ej VG(R -  r*) ■ VG(R -  r
The zeroth order term  yields, upon integration over R, the volum e V  of the system mi­
nus the excluded volume due to the other particles, as the dipole position R obeys the 
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a hard core of diameter a, but in this case we will treat it as consisting of two particles, 
such that it has a more complicated excluded volume. The reason of this is firstly that this 
is the only place where we can do it, and second, that the correction is of the same order, 
whereas in the other cases the corrections are one order in a  higher. The excluded volum e 
of a dipole is simply twice the excluded volume of the particles minus the overlap these 
volumes have when the particles are maximally close to each other. The particles have 
radius a/2,  so their excluded volume has radius a. The area of overlap of the excluded 
volum es of particles that have a distance a  from  each other is ( | t t  -  |a /3 ) a2. Hence the 
excluded volum e of the dipole is ( | t t  + |V 3  )a2, multiplied by the num ber of other parti­
cles. Of course this expression is not exact as well; if two other particles are too close to 
each other, there is again double counting of excluded volumes, but as we are working in 
the dilute limit, we need not consider this additional effect.
In summary, the zeroth order term  of the previous expression gives, upon integration 
over R, a contribution
(2.25) 2 tte - ( n  -  2 ) ( | t t  + |V 3) j  .
The part of this expression that contains the volume V  yields a factor that appears in the 
same way in each and every term  of the partition function. Hence it gives just an additive 
constant to the free energy, and need not be considered. The other part can be treated just 
as in the case of particle fusion, but now it is stored in Zn-2 instead of in Zn-1. Applying 
the same argum ents as with particle fusion, it is seen that it renormalizes the fugacities 
according to
(2.26) Y'(e) = Y(e) -  2t t 5 ( | t t  + \ S )  X  Y( e ' ) Y( - e ' )
e' = 1
where the summation runs from  e' = 1 to infinity to avoid double counting of pairs.
The integrand of the second order term  in Eq. (2.24) can be rewritten as
(2.27) VG(R -  rt) ■ VG(R -  rj) = V ■ (g (R  -  r t )VG(R -  r j) )  -  G(R -  r*)AG(R -  rj)
The second term  in the right hand side vanishes in the integration, because AG(R -  rj) = 
2 n 5 2(R -  rj) which contributes only if R = r j . But it are precisely these points that are 
excluded from  the domain of integration of R. Hence only the first term  in the right hand 
side contributes, and can be rewritten using Gauss’ theorem  as an integral over the surface 
of the system. This gives
e2 N r
(2.28) 2 n s —  X  f  dl  G(R -  ft) n  ■ VG(R -  rj).
4 g  i,j=3 S
Here the surface S is the outer surface plus all small circles around the n  -  2 other parti­
cles, and n  is an outward unit vector, perpendicular to the surface. The term  that arises 
from  the outer surface can only be treated under the assum ption that the remaining n  -  2 
particles are far away from  it. If so, we can make an expansion in 1/R,  where |R| = R is 
the radius of the system (assumed to be a circle). Using charge neutrality (which holds for
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the remaining charges as well), you will find that the most im portant term s of this expan­
sion vanish. The surviving term s decrease with an increasing volume. Hence they are true 
surface contributions, and we will not consider them.
Next consider the contour integral around the hard core of particle k. First note that 
if i = k  in Eq. (2.28), G(R -  r*) = 0 because |R -  r^ = a  precisely at the surface of the hard 
core. For the other terms, we can turn  the surface integral back into a volume integral, but 
now over the inner regions. This introduces an additional minus sign, and gives
2 N r
(2.29) - 2 tte- ^  Y  eiei d 2R (VG(R -  X\) ■ VG(R -  r,) + G(R -  Xi) 2 n  <52(R -  r ,) ) .4 g 2 ij=3 J )k V j j /
The integral is over the hard core volum e of particle k, and the case i = k  is already treated. 
If i + k, the first term  in the integrand can be expanded with respect to R. You will find 
that there are no poles in this term, such that the contribution is of the order of the volume 
of the circle, a 2. It is therefore small. The interactions it generates decay faster than the 
logarithm, and we will not take them  into account. The second term, with the Dirac delta 
function, gives
(  \ 2 n
(2.30) - s  —  X  ~ ri)
V g  ' i,j=3 
i*j
This, finally, completes the contribution of particle annihilation. It generates a logarith­
mic interaction between all remaining particles in the system, and hence contributes to 
the renorm alization of the Gaussian coupling g. For this, the result is stored into Zn-2 in 
Eq. (2.10). T ike in the treatm ent of particle fusion, we have to count all pairs e and - e  and 
sum over them, and include the two fugacities Y(e) and Y( -e ) ,  which are present in Zn 
but not in Zn-2. Again, the combinatorial factors N (e )! come right into place. We have to 
re-exponentiate Eq. (2.30) to add it to the original Gaussian couplings g. Finally, we find
(2.31) g ' = g  + 2 n 2 £  e2 Y( e) Y( -e ) ,
e = 1
where the sum m ation starts with 1 to avoid double counting of pairs.
Collecting the resu lts  Let us, after completion of the renorm alization procedure, col­
lect the different contributions. The first part is in Eq. (2.16), coming directly from  the 
rescaling of the integral variables. It renormalizes the fugacity. The second is given in 
Eq. (2.21), stems from  particle fusion, and contributes to the renorm alization of the fu­
gacities as well. The third term  that contributes to the renorm alization of the fugacities 
is the excluded volum e expression in Eq. (2.26). At last, there is the contribution (2.31) of 
particle annihilation to the renorm alization of the Gaussian coupling. Together they give 




= 2 n 2 X  e2 Y( e) Y( -e ) ,
e=l
= ( 2 - ^ - e 2)Y(e) + n  X  Y(e' )Y(e -  e!) -  t t ( | t t  + V3) X  Y( e ' )Y( -e ' ) ,
& e' = -tt e' = 1
These equations are correct only to lowest order in the fugacities Y(e),  and apply to the 
electric Coulomb gas.
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2.3 The phase diagram of the Coulomb gas
Purely from the renorm alization flow equations in the dilute limit, we can already say 
much about the phase diagram of the Coulomb gas. Let us therefore look at the equa­
tions in lowest order of the fugacities, and quote the general result in the presence of both 
electric and magnetic charges,
(2.33)
1 dq 2 n 2 ^  2 2 ^  2
— —  = ----- Y  e Y(e, 0 ) Y ( - e ,  0) -  2 n  q  Y  m  Y (0, m ) Y { 0, - m ) ,
g d s  q  ^e=1 m=1
d Y ( e , m)  . 1 2 g  2.
---- z------= (2 -  — e ~ - r a /)Y (e ,m ) .ds 2q  2
From these equations, some im portant conclusions can immediately be drawn. First, the 
vacuum, having all Y ( e , m)  = 0, is line of fixed points in the phase diagram, as it causes 
all derivatives to vanish. The different vacuum fixed points correspond to the different 
values of g . The scaling indices can be found by linearizing the flow equations around the 
fixed point, given by Y(e, m)  = 0 and g.  These linearized equations are simply
I f - 0’
<234) .  (2 -  J - , 2 -  f  m?)Y( e ,m) .
da 2g 2
The scaling indices y  are related to the critical exponents of the Coulomb gas, and follow 
as eigenvalues of these linearized equations. They can immediately be read off from  these 
equations, and are
yg  = 0,
(2.35) i  2 q  2ye,m = 2 -  — e1 ~ -V H \
2g  2
That means that the operator conjugate to g  is marginal in the whole vacuum. Such a 
relation does not hold for the fugacities, however. Let us look at the electric Coulomb gas, 
in which Y(e, m)  = 0 for all m  + 0. The analysis for the purely magnetic Coulomb gas is 
the same with g  replaced by 1/g.
If q  > e21 A, the operator conjugate to Y  (e) is relevant. As a result, if g  < \  all operators 
conjugate to Y(e)  are irrelevant, and the vacuum is stable. The fixed point is in that case 
attractive, which means that, even if we start with finite values of Y(e),  the Coulomb gas 
will renormalize to the vacuum.
In fact, the above analysis constitutes the flow diagram of the renorm alization of the 
electric Coulomb gas, albeit in the dilute limit. We can depict this flow diagram, follow­
ing from  Eq. (2.33). This is done in Fig. 2.1 on the facing page, where only the value of 
Y(1) = Y (-1) is considered, as it is the m ost relevant one. This flow diagram is quali- 
tavily correct if we assume that, for higher values of the fugacities Y(e),  no other fixed 
points are present. If this is true, there m ust exist a separatrix, that is drawn as a dashed 
line in the flow diagram. Points to the right of this separatrix all renormalize towards the 
vacuum of the Coulomb gas, and the value of the Gaussian coupling g  assumes a renorm al­
ized value g R somewhere on this fixed line, where gR < gKT, the borderline value. Points 
on the separatrix flow towards the Kosterlitz-Thouless point and obtain a value gKT for
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Figure 2.1
The flow diagram of the param­
eters g  and Y of the Coulomb 
gas, following from Eqs. (2.33). 
The point marked with ‘KT’ is the 
Kosterlitz-Thouless fixed point. 
The dashed line is a separatrix. 
Points to the right of this line 
renormalize towards the vacuum, 
and obtain a renormalized value 
gR that is lower than the border­
line value gKT. Points to the left 
of the separatrix tend to a point 
where both Y and g  become in­
finitely large.
the renorm alized Gaussian coupling g. The value of ¿7kt = as can be read off from 
Eqs. (2.33). Although we do not know the precise location of the separatrix, we do know 
the exact expression g^y = because the flow equations are exact in the dilute limit. On 
the other hand, points to the left of the separatrix flow towards a fixed point in which both 
the renorm alized values of Y(e)  and g  become infinite. Our approach then breaks down, 
because we are in the present framework unable to say something about correlation func­
tions and the like in the dense limit, where there is an abundance of charges present. The 
beauty of the whole thing is, however, that it is precisely the vacuum which is interesting; 
as we will see in the following sections, the vacuum of the Coulomb gas corresponds to 
the ‘interesting’ phases of several models in statistical mechanics.
Carrying out a renorm alization procedures am ounts to viewing the system on larger 
and larger length scales, i.e., ‘zooming out’. If the system renormalizes towards the vac­
uum, this means that on larger length scales the charges seem to disappear. The conclu­
sion is, then, that they m ust appear as bound states of complexes of charged particles, 
where the complexes carry no net charge. The simplest example of such a complex is a 
dipole, consisting of a charge e and a charge -e .  The length scale, upon renormalization, 
where the charges start to disappear is the typical dimension of such a dipole. The phase 
transition then assumes a physical interpretation as well: when crossing the separatrix, 
the dipoles dissociate and become unbound charges, which remain present no m atter how 
large the ‘zoom scale’ is.
This phase transition is called the Kosterlitz-Thouless transition, and the physics of it 
resides in the Kosterlitz-Thouless point, m arked ‘KT’ in the figure. At this phase transition, 
the renorm alized value gR of the Gaussian coupling jum ps from  \  to infinity (or its inverse, 
g -1 , jum ps from  4 to 0). This jum p is universal. The physics, at least that of large length 
scales, of the phase diagram that renormalizes towards the vacuum, resides in the vacuum 
itself and is therefore easy. On the other hand, the physics of the phase diagram to the 
left of the separatrix am ounts to the Coulomb gas with an abundance of charges, and our 
approach will have nothing to say about it. This many particle phase can be treated in a 
mean field approach, known under the name of Debye-Huckel theory .2
A similar analysis can be hold for the purely magnetic Coulomb gas. It has a Koster-
2Introduced in [34]. For a recent treatment of Debye-Huckel theory and many more topics on the border­
line of statistical mechanics and solid state physics, see Chaikin and Lubensky [30].
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litz-Thouless transition at the renorm alized value g R = g KT = 4, and gR displays a uni­
versal jump from  4 to 0 at the transition. We shall come back to the phase diagram of 
the Coulomb gas at the end of this chapter, were we have gained understanding of the 
meaning of correlation functions in the Coulomb gas.
2.4 The planar model and the discrete Gaussian model
Two models that play an im portant role in the realm of critical phenomena are the XY- 
model, also called planar model, and the discrete Gaussian model. The discrete Gaussian 
model is an example of a Solid on Solid (SOS) model; a height model that describes the 
surface of a crystal. In such a model, the ‘spins’ are integer height variables h R that are 
interpreted as the height of the column of atoms at that particular position R. The interac­
tion in a SOS model assigns a certain energy to a step, which is the interface between two 
islands that have different heights h . The energy will in general depend on the magnitude 
of the step. An example is the RSOS model, in which only height differences 0 and ±1 are 
allowed. In chapter 4 we will encounter different examples of SOS models.
In the planar model, the order param eter has a continuous rotation symmetry in the 
plane. The model itself does not appear in chapter 4, but, as we will see, a planar model is 
always dual to some SOS model. Hence, they are, in a sense, the same models in different 
disguises, and contain the same physics. Phase transitions, appearing in such models, can 
be and are in fact studied at will in one or the other guise. For that reason, we will treat 
the planar model as well.
The discrete Gaussian model exhibits a phase transition (indeed, the Kosterlitz- 
Thouless transition) in which the crystal surface goes from flat to rough. In this context, 
the transition is also denoted as the roughening transition. The same transition of course 
appears in the planar model as well. The present section is concerned with showing the 
duality of the two models and mapping them  on the Coulomb gas.
The planar m odel The planar model is defined on a two-dimensional square lattice and 
has spins with a fixed length that can rotate in the plane. Hence they can be described 
by an angular variable 6. Nearest neighbor spins with angle variables 6 and 6' have an 
interaction energy given by V (6  -  6 '), where V(6)  is a 2 n -periodic, even function with a 
minimum and maximum at 6 = 0 and 6 = n  respectively. A com m on choice is V(6) = 
- K  cos 6, but other choices will be considered as well. Different forms of V(6)  are believed 
to yield essentially the same physics; the concept of universality states that it are only the 
general properties of the model, and not its details, that are responsible for the critical 
behavior. The partition function of the planar model is
Here, and in the sequel, the symbol D[6r] means a factor d6r/ (2n)  for every r on the lat­
tice.
The coupling between nearest neighbor spins tends to align neighboring spins; we 
might infer that the model has two phases, one disordered phase and a phase, for suf­
ficiently low tem peratures (or high couplings) in which there is genuine long-range order, 
like in the Ising model. In 1966, however, Mermin and Wagner [80] showed that in two
(2.36)
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dimensions models with rotationally invariant order param eters cannot exhibit genuine 
long-range order, which is a m anner of saying that the ordered phase just does not ex­
ist. It takes two to tango, one says; of the two phases needed to make a phase transition, 
one does not exist. Yet numerical results on the planar model persisted in showing fea­
tures reminiscent of a phase transition. This puzzle was solved in the early seventies with 
the work of Berezinskii [9] and Kosterlitz and Thouless [65]. For sufficiently low tem per­
atures, the planar model was shown to undergo a phase transition, albeit not into a phase 
with long-range order but into some intermediate phase, in which correlation functions 
decay algebraically. This means that not only the point of the transition itself, but the 
whole phase is critical; algebraically decaying correlation functions imply that the correla­
tion length is infinite. In this critical phase, the critical exponents vary continuously with 
temperature. The transition into this critical phase is called the Kosterlitz-Thouless tran­
sition.
The discovery of Berezinskii and Kosterlitz and Thouless is fascinating and threw a 
different light on the world of critical phenomena. Among others, their work implies a 
breakdown of universality. We shall come back to this point in the sequel.
Duality w ith the discrete Gaussian model An im portant feature of the planar model is 
that it can be transform ed in a SOS model with a duality transformation. A SOS model is 
a model where the ‘spins’ are integer height variables h r E Z with an interaction potential 
that tends to have equal heights on neighboring lattice sites r. In showing the duality, I 
will borrow from techniques of Jose et al. [59]. The first step is a Fourier transform ation 
of the Boltzmann weight of a bond,





-V(s) _ g-V(6) g-is6
As often, Fourier transform ation will turn  out to an be extremely powerful tool. When we 
apply this transform ation on the partition function (2.36) of the planar model, we intro­
duce discrete bond variables srr- E Z over which we have to sum . The result is
(2.38)
r 2n
Zxy = X  exp ( -  X  V (srr)) exp (i X  srr-(0r -  0 ? )
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Now the 0 variables can be integrated out immedi­
ately, if we collect all bond variables 5rr that belong 
to a certain 0r. Integrating the 0’s on each lattice site 
r yields a Kronecker-delta restriction on the bond vari­
ables,
(2.39) 5(s3 -  si + s2 -  s4, 0),
where the bond variables are labeled as in the dia­
gram. Note that this restriction is reminiscent of the 
divergence of a vector field sr; in the figure sx (r) is la­
beled as 52 and sy (r) as 53. The Kronecker-delta re­
striction present on each site states in fact that V  ■ s = 0, if, of course, the V  is suitably
-3 1  -
2.4 The planar m odel and the discrete Gaussian m odel
defined. This suggests us to write s as the curl of another field h, s = V  x h. In the lat­
tice version of this curl, the field h  is defined on the dual lattice, indicated with capital 
R’s. Following the notation employed in the figure, s(r) = V x  h(R), where the dual site R 
belonging to r is R2 in the figure. Hence
dh(R)
,9/im  5 x _  d y  ’ s2 = h(R2) - h ( R 1),
dh(R) ° r s3 = h(R3) - h ( R 2),
Sy dx  ’
and similar assignments of all other bond variables. From this last expression, it can easily 
be inferred that the Kronecker-delta restriction is fulfilled on each lattice site r .3 In this 
way, we rewrote 2N  bond variables 5rr- that have to obey N  restrictions, in N  site variables 
h R. The summation over all 5rr- will now be replaced by a sum m ation over all hR E Z, which 
yields Zxy = Zsos, the latter being the partition function of an SOS model,
(2.41) Zsos = X  exp ( X  - V ( hR  -  h ^
{hR} <rr'>
This completes the duality transformation; we end up with a SOS model, the hR being in­
terpreted, e.g., as heights on the surface of a crystal. The interaction potential V(h)  of 
course depends on the potential V(9)  of the planar model, but all V ( h ) ’s have in com m on 
that they are symmetric around h = 0 and have a minimum only for h = 0.
As an example of possible interactions and their Fourier-transformed counterparts, 
consider the com m on X Y  potential V(9)  = - K cos 9. Its Fourier transform, defined in 
Eq. (2.37), can be calculated by expanding the exponential, and yields a Bessel function of 
the first kind,
(2.42) « - * »  .  M - K )  .  ( -  1
The common choice for the SOS model, on the other hand, is V(h)  = \ K h 2\ the corre­
sponding model is called the discrete Gaussian model, after the Gaussian (quadratic) form 
of the interaction. The potential V(9)  of its dual counterpart is
(2.43) e v(9) = J ^ -  X  exp ( - - ^ ( 0  -  2Trm)2)
K m = r- v 2K
This is the interaction considered by Villain [120]. To obtain an exact mapping of the pla­
nar model on the Coulomb gas he needed (and we will need) this particular choice of the 
interaction potential. Note that in both  these cases duality turns a strong coupling into a 
weak one and vice versa. This is a general property of any duality transformation. It im­
plies in particular that the critical phase of the height model is obtained for high tem per­
atures; for low tem peratures the heights are ordered and display only small fluctuations 
around a certain average height. In contrast to the XY-model, where there is no genuine
3Here and in the sequel I deliberately ignore the boundary conditions of the model. Typically, the expres­
sion for sr in terms of the height variables hR requires special treatment at the boundary. With periodic 
boundary conditions, it turns out that there are seams present at the boundary. This treatment, however, 
lies outside the scope of this introduction.
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long-range order, the SOS model does not display genuine disorder. The precise functional 
form  of the interactions does not play a significant role; only the general properties (being 
periodic, even, and monotonic) are important. All models equipped with such an interac­
tion will display a Kosterlitz-Thouless transition, albeit with a different value Kkt of the 
coupling at the Kosterlitz-Thouless point.
Mapping on the Coulomb gas The starting point for the mapping on the Coulomb gas 
is the discrete Gaussian model. It is by virtue of the quadratic form (hr -  h r  )2 that there 
exists an exact mapping on the Coulomb gas. However, as we believe in universality, other 
forms of the interaction yield an asymptotic equivalence to the Coulomb gas as well. Note 
that the corresponding interaction in the planar model is Villain’s choice (2.43). With his 
choice, the partition function of the discrete Gaussian model is
(2.44) ZdG ~ X  eXP ( “  X  “  ^ r ')2),
{hv} <rr'>
where the sum m ation is over integer heights hr E Z. Note that we have to restrict the 
sum m ation somehow, as it is in its present form  divergent: adding a constant height to all 
h r does not change the interaction energy. We will employ this restriction by demanding 
that the average height is 0 (in Fourier language this means that the k  = 0 mode is absent). 
As a sum m ation over integers, like in the expression for the partition function, is difficult 




d x  e2niexf ( x ) .
This technique is called Poisson sum m ation. We employ it on the partition function for 
each and every h r, which now become continuous height variables <pr, thereby introducing 




ZDG = X  ^ [ ^ r ]  exp ( -  - K  X  (<£r -  < M 2 + 2 m  X er<£i
<rr'>
The notation er is chosen deliberately; they will become the electric charges in the Coulomb 
gas. For now, this is only a word; the er’s are just integers. To proceed, rewrite the double 
sum m ation using a lattice matrix Arr as follows,
(2.47)
<rr’> rr'
where Arr- = A(r -  r ' ) is defined as
(2.48) A(r -  r ')  = -
4 if r = r ' ,
- 1  if r and r ' are nearest neighbors,
0 otherwise.
The Fourier transform  of A(r -  r ')  is easily calculated,
(2.49) A (k) = X e lk r^ ( r )  = 4 ( sin2 - k x + sin2 - k
1
TO
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The reason that the k  = 0 mode had to be excluded from  the summation am ounts to the 
fact that A(k = 0) = 0. For this reason the lattice m atrix Arr- does, strictly spoken, not have 
an inverse, but excluding the k  = 0 mode we can nevertheless think of one. Employing 
Fourier transform ation on the definition of the inverse, we find
i pik-(r-r')
<2-51» ^  ^  14N  k»o Sin2 (±k*) + sin2 (¿ k 3.) ’
where N  is the num ber of lattice sites. The inverse of Arr is a lattice Green function  that 
will, in a moment, become the interaction potential between the charges in the Coulomb 
gas. This inverse enters in the evaluation of Eq. (2.46) that we calculate using the identity
(2.51)
/ \ /—ìf— /  ! \
D[xj]  exp -  X XiAijXj + X  XJ01J = V d ^ 4  exp 4 ^  a iAV a i
O \  ij j )  \  ij !
which holds when A ij is a positive definite matrix with an existing inverse. If you ever 
hear people mumbling things like “easily obtained using standard techniques of Gaussian 
integration,” they mean this expression. It can be proven if we switch to a basis of eigen­
vectors of A ij , which can be done because A ij is a symmetric matrix or can be made one. 
Employing it on Eq. (2.46) yields
(2.52) ZDG = ZGauss X  exP ( ?  X er G(r “  r ') er'
{er} VK rr'
where we defined G(r -  r ') = -2 n A rr1. Here ZGauss is the partition function of the con­
tinuous Gaussian model, which follows when all er are zero. The remaining part is the 
partition function of the Coulomb gas. It consists of ‘charges’ er that reside on the lattice 
sites r and are multiples of the unit charge 1. These charges interact pairwise via the lat­
tice Green function G(r -  r'), which we recall to be minus the inverse of the lattice matrix 
Arr in Eq. (2.48). Its inverse is calculated from  Eq. (2.50), which is a tough matter. At the 
end of Sec. 2.5, we will show that its asymptotic behavior is given by G(r) = ln |r|. In this 
way, we indeed arrived at the Coulomb gas of Sec. 2.1. The coupling K  is identified with 
the Gaussian coupling g  as K = 2ng.
Note that the mapping of the discrete Gaussian model can be obtained only when 
the interaction between the heights is quadratic, i.e., when it can be written according to 
Eq. (2.47). The interaction need not be nearest neighbors only; more general interactions, 
as long as they are quadratic, can be considered as well, giving rise to slightly different 
lattice matrices Ar r . Their inverses all are lattice Green functions that eventually describe 
the charge-charge interaction in the Coulomb gas, and they all have the same logarithmic 
behavior for large | r | . This logarithmic behavior inevitably arises from the fact that the 
lattice matrix itself is necessarily short-ranged and vanishes for k  = 0.
The exclusion of the k  = 0 mode requires that X r er = 0. The zero mode, in fact, carries 
an infinite energy, due to the fact that A- 1 (k) = ™. A single charge in the Coulomb gas, 
which is not countered by another one with the inverse sign, carries an infinite energy. In 
a finite system with periodic boundary conditions, a single charge is impossible for topo­
logical reasons. In general, this condition is called charge neutrality.
The result of the above analysis is that we wrote a tough problem —the planar model or
CO
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the discrete Gaussian model— as a seemingly tougher one. That might be true (it is true, 
in fact) but the virtue of it is that we can take the continuum limit in the Coulomb gas. This 
encloses the road that proceeds towards its renorm alization scheme, described in Sec. 2.1. 
You should note the difference between the Coulomb gas on the one hand and the planar 
model and the discrete Gaussian model on the other. You cannot directly take the con­
tinuum  limit in the discrete Gaussian m odel;4 this is due to the integer character of the 
heights (the continuum expression V hr makes no sense if the heights h r are integer). In 
case of the planar model, you can in fact take the continuum limit, but this destroys the 
phase transition. This was, in fact, the motivation of Kosterlitz and Thouless [65] for their 
approach, which is somewhat different from ours. Upon taking the continuum limit, they 
observed, some im portant excitations of the angle-field 9r were left out. They included 
these excitations (the vortices) by hand, thereby recovering the phase transition.
Electric charges and their fugacities You might note that the fugacities of the charges 
er are absent in the expression (2.52) for the Coulomb gas. A few words on this obser­
vation: first, it is only apparently so. The true lattice Green function that is the inverse 
of the lattice matrix A rr' has, apart from  the long-distance logarithmic form, other terms 
present. One of these is a constant, which is in fact the fugacity. Second, the mapping of 
the discrete Gaussian model in Eq. (2.44) on the Coulomb gas was perform ed using Pois­
son summation, to be able to replace the integer h R’s with continuous fields <pR. We could 
as well have used a term
(2.53) exp J [ c o s (2 n $ R) -  1])
on every site R, and take the limit J  — ro. Fourier transform ing the above function accord­
ing to Eq. (2.37) introduces again charges eR on the sites,
ro
(2.54) exp (2meR$R) exp ( -  V(eR^,
eR = -ro
where the first factor is the same as that from  Poisson summation in Eq. (2.45), and the 
second becomes the fugacity of the charges. Upon taking the limit J  — ro, V(eR) vanishes, 
but for finite J  the fugacities remain present. In this way, we are able to interpolate contin­
uously between the discreet and continuous Gaussian variables. The strength of the func­
tion V (eR) thus influences the tendency for the Gaussian variables to assume their integer 
character; this character gets more and more pronounced when V  (eR) gets weaker. Upon 
renormalizing towards the vacuum of the Coulomb gas, all fugacities vanish, which means 
that V (eR) diverges. This implies that the integer character of the Gaussian variables gets 
completely lost on larger length scales.
The charges have a clear interpretation in the language of the planar model as well. The 
integer character of the height variables corresponds, via the Fourier transform  of the in­
teraction in Eq. (2.38), with the periodic nature of the angle variables in the planar model. 
Charges are present on the elementary faces of the lattice of the planar model. When no 
charges are present, the Gaussian variables are continuous, and the periodic nature of the 
angles disappears. They become continuous variables as well. If a charge is present on
4In fact you can, provided you are careful to take some precautions. You should allow the heights hR to 
become continuous heights and include an on-site interaction J cos (2n$R) with J — ro that forces the 
heights to become integer. The resulting model is called the Sine-Gordon model.
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Figure 2.2
A vortex configuration in the planar model. The position of 
the vortex is indicated with a x. Summing up angle differ­
ences over a path around this vortex yields the ‘strength’ 
of it; in this case, 2 n . If the angle field is defined in con­
tinuous space instead of on a lattice, the vortex is a branch 
point, out of which a branch line starts, over which the an­
gle variables make a jump of 2 n . The branch line ends at 
anti-vortex somewhere else in the plane.
the face of the lattice, however, the contour sum around a face of the differences of these 
variables does not vanish, but assumes the value 2 n eR. Hence the charges make the con­
tinuous variables multi-valued. Upon summing out all charges, the variables get defined 
modulo 2n , thereby becoming true angle variables, but if a single charge is present, say 
eR = 1, the angle differences around a face add up to 2 n . This corresponds to a con­
figuration like the one depicted in Fig. 2.2, which is called a vortex. The corresponding 
configuration in case eR = -1  is called an anti-vortex. The bound pairs of charges —the 
dipoles— in the Coulomb gas thus translate in a bound pair of a vortex and an anti-vortex. 
If they are indeed bound, they disappear when viewed on larger length scales and the an­
gle variables of the planar model remain ordered. If the dipoles dissociate, the vortices 
and anti-vortices become free and the partial ordering gets completely destroyed. This is 
the disordered phase of the planar model.
2.5 Correlation functions
In this section we will consider the basic correlation functions of the two models from 
the previous section. The behavior of correlation functions is important, for it yields the 
critical exponents of the models. We will also translate the correlation functions into the 
Coulomb gas, in order to see what our renorm alization scheme has to say about them.
In both  models, the planar model and the discrete Gaussian model, we will treat the 
correlation function of their order parameters, the angles 6 and the heights h  respectively.
The discrete Gaussian m odel We will start with the discrete Gaussian model, because 
its correlation function translates easiest into the Coulomb gas. The correlation function 
can be defined as
(2.55) g ( r 1 -  r 2) = {(hr -  h r ) 2).
For convenience, however, we will consider a slightly different form
(2.56) g « (r1 -  r 2) = {e2 n i a ( h *1 -hr2')),
where a  is a continuous parameter, that will eventually be made infinitesimally small. You 
can, due to the discrete character of the heights h r, safely consider a  modulo an integer.
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The first correlation function can be obtained from  the second by taking the second deriva­
tive with respect to a  and putting a = 0. The correlation function itself is calculated via
and taking Za/ Z a=o.
You can apply the duality transform ation of the discrete Gaussian model to the planar 
model in the presence of this correlation function as well. We will not work this out explic­
itly (consider it as an exercise, if you want) but just use words to describe what happens. 
In the language of the planar model, the above correlation function becomes a correla­
tion function of disorder operators. Between the points r 1 and r 2 a path, running over 
the bonds, is drawn, and the planar interaction V (6  -  6 ') over this path gets changed to 
V (6  -  6' ± 2na) ,  the sign depending on whether 6 lies to the left or to the right of the 
path. Hence, the path is a defect line; the angles behave as if there were an additional angle 
difference of 2 n a  present. You can easily infer that the effect of this path only depends 
on the endpoints r 1 and r 2 and not on how the path is chosen, because a closed path can 
be transform ed away by rotating all spins on the area that is enclosed by the path.
A disorder operator is an operator that is the starting point (or endpoint, that is) of a 
defect line. Hence, they always come in pairs. The effect is always independent of how the 
defect line is chosen; only the endpoints matter. In a sense, therefore, disorder operators 
are local operators, but they cannot be defined as local functions of the order parameter. 
Ordinary operators are defined as such. Typical for any duality transform ation is that it 
transform s ordinary operators into disorder operators and vice versa.
Now let us translate the correlation function (2.56) into the language of the Coulomb gas. 
This turns out to be quite simple. Just follow the steps from  the partition function of 
the SOS model (2.41) towards the Coulomb gas. The presence of e x p (2 m a (h R1 -  h R2)) 
introduces in Eq. (2.46) two additional continuous charges a  and -  a  in the Coulomb gas, 
apart from  the already present integer charges er that will be summed out. The result 
of this can be seen from the expression for the Coulomb gas in which the two additional 
charges have explicitly been inserted,
This expression is obtained simply by summing out the additional contribution of the 
charges a  and - a .  The first exponential is the Coulomb gas itself, the second the interac­
tion of the charges ± a  with the original charges eR, and the third the m utual interaction 
of a  and - a .  To see precisely how this relates to the original correlation function, differ­




1( ( V  - h R2)2} =— G(R1 - R 2)
(2.59)
2 > ( R)G(R') [ q e(R - R') - g e( R - R '  + Ri  - r 2)].\n K ) RR'RR'
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Here g e is the charge-charge correlation function of the Coulomb gas,
(2.60) g e(R -  R') = {eR eK ).
Hence the height-height correlation function has two contributions; an unscreened con­
tribution which is independent of the charges eR and is just the bare interaction of the 
charges a  and -  a: ln |R1 -  R21. And a screened contribution that is expressed in term s of 
the charge-charge correlation function. We have seen that there is a phase of the Coulomb 
gas in which all charges disappear under renormalization. This finds its interpretation 
here as well: the long distance behavior of the second term  of Eq. (2.59), due to all other 
charges, is accounted for by a renorm alization of K , and in the renorm alized version, the 
second term  itself vanishes because all charges vanish under renormalization. The height- 
height correlation function thus behaves as
1
(2.61) ((hR l - h R2)2} = ——  l n | R i - R 2 |,nKR
where KR is the value that K  assumes after renormalization. In this phase, the surface is 
rough: the height-height correlation function displays an unlimited, logarithmic increase 
with distance. In the other phase of the Coulomb gas it is the second contribution in terms 
of the charge-charge correlation functions that dominates the behavior. This can indeed 
be interpreted in terms of electrostatics; the small charges a  and - a  are surrounded by a 
cloud of charges with the opposite sign, such that they get screened and their net interac­
tion potential decays exponentially. This latter case is dealt with in Debye-Huckel theory.
The correlation function of the planar model There is, of course, a second kind of 
correlation function that we have to consider, the appropriate correlation function in the 
planar model. Under duality towards the Gaussian model, we expect it in much the same 
way to translate into a correlation function of disorder operators, but now disorder oper­
ators in the discrete Gaussian model. The definition of the correlation function is
(2.62) g p(r1 -  r 2) = {e'ip(e^ -6r2]),
where p  m ust be an integer. This somewhat unusual definition is necessary to cope with 
the periodic nature of the 6-variables; an expression like {(6r -  6r' )2) is meaningless be­
cause in fact the 6-variables are multi-valued. Apart from the correlation function, we can 
consider an extended version of the planar model. This extension is treated by Jose et  
al. [59], and equips the model with a symmetry breaking field that introduces certain pre­
ferred directions for the spins. This field acts on each and every site r, and has the form 
W ( p 6 r) with p an integer. The function W(6)  has the same properties as the interaction 
potential, i.e. it is 2n-periodic, even, and minimal for 6 = 0. The Hamiltonian in the pres­
ence of this field is
(2.63) H = X  V (6r -  6r' ) + X  W ( p6 r).
{rr') r
If p = 1, the field W( p6r) acts as a magnetic field forcing the spins in the direction 6 = 0. 
Higher p correspond to various symmetry breaking fields. A value of, say, p = 4, prefers 
the directions 0 = 0, | t t ,  tt, and - | t t ;  and a value of p = 2 with an infinitely strong 
potential results in the Ising model. Because of these preferred directions, the resulting
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model is called the clock model or Zp-model. The field W(6)  can be Fourier transform ed 
using Eq. (2.37), which yields for the partition function




(2.65) Z ( { m r}) = ‘ D[6r] exp ( -  X  V (6r -  6r' )) exp ( i ^  m r6r) .
{rr') r
We will focus on this last expression. As compared to the partition sum (2.36) of the pla­
nar model is has additional ‘charges’ m r on each of the sites. The notation is, again, de­
liberately chosen, for the m r’s will become magnetic charges in the Coulomb gas. From 
Eq. (2.64) follows that these charges are multiples of p in the Zp-model. Note that the 
Fourier transform ed factors exp (W (mr)) play the role of the fugacities of the magnetic 
charges.
As it stands, expression (2.65) reduces to the expression (2.62) for the correlation func­
tion of the planar model, if we put m r1 = p and m r2 = - p ,  although in itself it is more 
general. The first step towards its mapping on the discrete Gaussian model or the Coulomb 
gas is a Fourier transform ation of the bond weights,
r 2n
(2.66) Z ( { m r}) = X  D[6r] exp ( - ] T  V  (s,-,-')) exp (i srr' (6r -  6r ) + ^ m r6^ .
{Srr'K0 {rr') {rr') r
The 6-integrations can immediately be performed, and yield for every site a Kronecker- 
delta restriction resembling the one on page 31, but now the bond field srr' has to obey
V  ■ s = - m r. In the case of the correlation function, m r1 = p and m r2 = - p ,  and the 
previous bond field restriction V ■ s = 0 can be recovered by absorbing p into s. The result 
is, as expected, a discrete Gaussian model with a defect line, over which the interaction is 
changed from  V ( h R -  hR' ) to V ( h R -  h R ± p),  the sign of p depending on w hether R lies 
to the left or to the right of the line. Hence, ordinary operators in the planar model again 
translate into disorder operators in the discrete Gaussian model. Again, a defect line that 
forms a closed loop can be transform ed away, precisely because p is an integer.
In the more general case, with an arbitrary field m r present, we have to solve
(2.67) V ■ sr = - m r.
Note that r V ■ sr = 0. This means that there m ust be charge neutrality for the charges 
m r as well. The nonvanishing divergence of sr implies that it cannot be written as the 
curl of a discrete scalar field hR, like we did on page 31. Our notation in terms of curls, 
however, inspires a solution. Continuous vector fields can always be written as the sum 
of a divergence-free field and a curl-free field. These fields, in their turn, can be written as 
the curl of a scalar field and the gradient of a scalar field respectively. So let us define sr =
V  x h R + V ■ Pr, where the height field h R is defined on the dual lattice. The restriction (2.67) 
now yields
(2.68) X ^ rr' Pr' = ~ m r,
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where Arr' is the lattice matrix of Eq. (2.48). By virtue of the charge neutrality condition on 
the m r’s, we can invert the lattice matrix and solve for the field Pr, which is then uniquely 
determined by m r. The freedom present in the original field sr is accounted for by the 
height variables h R, present on the dual lattice.
Thus we can account for the summation over the bond variables sr by a sum m ation over 
the h R, but there is a subtle difference with the previous treatm ent. The bond variables sr 
are integers, whereas certainly our solution of (2.68) yields a non-integer field Pr. Hence 
our ‘heights’ h R will be non-integer as well. The technique of Poisson summation, which 
we used in the previous treatment, can therefore not be applied to the h R, but m ust be 
applied somehow to the vector field s itself.
Let us stick to our Gaussian choice for the interaction potential V(s) = \ K s 2. Substi­
tute in Eq. (2.66) the definition of the bond variables sr in term s of curl and gradient of two 
scalar fields in V(s),  and perform  the summation over the entire lattice. In the meantime, 
substitute continuous variables <pR for h R. The result is
You will notice that the cross term  that multiplies <fiR and Pr vanishes from  the summa­
tion. So at first it seems that the heights h R have no interaction with Pr, and hence with 
the magnetic charges m r. This, of course, cannot be true; the interaction resides in the ad­
ditional term  that enforces the bond variables to be integer. This term  mixes the fields <pR 
and Pr. Introduction of the right kind of Poisson sum m ation to ensure that the bond field 
s is integer requires some additional manipulations, which we will not follow. Eventually, 
the introduction of electric charges yields the familiar, logarithmic interaction among each 
other, the charges m r have the same interaction, as follows from the previous expression, 
and the mutual interaction of electric and magnetic charges is given by a pair potential 
$ (r), such that the expression for the full Coulomb gas becomes
where discrete derivatives are understood. Its behavior is somewhat strange, because it is 
multi valued (see below).
The expression (2.70) is the full expression for the lattice Coulomb gas, containing elec­
tric as well as magnetic charges. Hence the original operators exp( i m r6r) translate into




x exp ^ ^ m r$(r  -  r ' ) er ).
rr'
The new pair potential $ (r) obeys
3$ dG
(2.71)
d y  dx  ’
dx  d y  ’
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charges m r of the Coulomb gas, although it are charges of a different type than the original 
electric charges er.
Lattice Green functions We can, without occupying too much space, say something 
more about the appearing lattice Green functions G(r -  r ') and $ (r  -  r '). The former is 
minus the inverse of the lattice matrix, and is thus defined according to
(2.72) G(r + aex ) + G(r -  a e x ) + G(r + aey ) + G(r -  aey ) -  4G(r) = 2n5(r,  0).
Here we wrote the expression using the lattice distance a  in order to be able to take the 
continuum limit. Expanding up to second order in a, this yields
If we take the continuum limit, the Kronecker-delta becomes a Dirac delta-function, 
AG(r) = 2 n 5 2(r), which has the solution G(r) = ln |r|. This behavior m ust be the behavior 
of the true lattice Green function for large |r|. Now consider the companion of G(r), the 
interaction potential $ (r). We defined it according to Eq. (2.71), which is reminiscent of the 
Cauchy-Riemann equations for analytic functions in the complex plane. It suggests that 
G(r) is the real part of a complex function G(z),  and $ (r) is its imaginary part. Assuming 
this to be the case, the function G(z)  m ust be G(z) = lnz , and $ (r), being its imaginary 
part, is
in which <p is the polar angle of r. This completes the asymptotic behavior of the interac­
tion potential for the interaction between electric and magnetic charges. It is, admittedly, 
a strange thing, for it does not  depend on the distance between the charges but only on 
their angle. The potential has a branch line, running for r = 0 to infinity. In the partition 
function (2.70), however, it appears with an imaginary i and integer charges in an expo­
nential, such that no discontinuities arise.
2.6 The Coulomb gas revisited
As promised, we come back to the phase diagram of the Coulomb gas, after we have given 
an extensive motivation of the importance of it. Also, we gave a meaning to correlation 
functions in the Coulomb gas. First let us recall the correlation functions of the discrete 
Gaussian model and the planar model in Eqs. (2.55) and (2.62),
Then recall the renorm alization analysis of the Coulomb gas in Sec.2.2; if we are in the part 
of the phase diagram that renormalizes towards the vacuum, all charges will disappear 
and the correlation functions can be read off directly from  the partition function. From
(2.73) AG(r) = - -^2TT<5(r, 0). 
a 2
(2.74) $ (r) = & = arctan
(2.75)
g(ri  -  r 2 ) = ((hn -  K 2 f ) , 
gp(ri  -  r 2) = (eip(e*i-d 2^]).
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Eq. (2.58) in case of the discrete Gaussian model and Eq. (2.70) in case of the planar model 
follows
(2.76)
((hYl -  h l2)2) -  —— G(x\ -  r2),
nKR
(eip(9n -9r2)^  = eXp  ^ G(xi -  r2) py
Here the expressions are evaluated after the full renorm alization procedure is carried out; 
the model has renormalized to the vacuum, all other (electric) charges are gone, and the 
coupling K has assum ed its renormalized value KR. Hence,
Apparently, the phase that corresponds to the vacuum of the Coulomb gas is critical; the 
correlation functions decay as a power law, which means that the correlation length 5 is 
infinite. The critical dimensions x  are x  = 0 in the case of the first correlation function, 
and x  = p 2KR/ (4n)  for the second.
This conclusion is quite startling; the critical dimensions x  depend continuously on 
the coupling K . Hence, the critical phase of the planar model and the discrete Gaussian 
model is a phase of continuously varying exponents. Strictly, the existence of such a phase 
implies a breakdown of the concept of universality. The universality hypothesis states that 
critical exponents do not depend on the details of the model under scrutiny, but only on 
general properties like the symmetry of the order param eter and the dimensionality. In 
this case, exponents can be varied just by tuning the coupling K, which certainly does not 
change the symmetry of the order parameter.
On closer scrutiny, this is not precisely the case. To discuss this in detail falls outside 
the scope of this chapter, but we can give a hint. In the previous chapter, we encountered 
the q-states Potts model, in which q played the role of a symmetry parameter. The model 
was m apped via the random  cluster model on the staggered six vertex model, in which q 
appears on much the same footing as an ordinary coupling. The critical exponents, how­
ever, do depend on q, as q is a symmetry parameter. It turns out that these exponents 
can be found for general values of q . Hence the exponents of the six vertex model depend 
continuously on its coupling. So in a sense they do depend on a symmetry parameter, but 
this symmetry can be present in disguise. This implies a breakdown of universality inso­
far there can be symmetry param eters present that cannot be immediately recognized as 
such.
In the language of renorm alization theory, the existence of a phase with continuously 
varying critical exponents arises from  the presence of a fixed line of the renormalization 
flow equations. Usually, these flow equations have, in the general space of all values of the 
couplings, one or more discrete fixed points, all equipped with a basin of attraction. That 
means that the full param eter space is partitioned into several subspaces, each of which 
has a corresponding fixed point. The ‘long range physics’ of the whole subspace is in a 
sense present in the corresponding fixed point, and if the fixed point describes a critical 
system, the whole subspace belonging to it has the same set of critical exponents. In this 
way, the universality hypothesis can be rephrased in stating that there exist only discrete 
fixed points. Physically spoken, then, it is quite reasonable that the different subspaces
(2.77)
((hri -  h l2)2) = —*^ln |r i  — r21,nKR
(eip(0r1 -0r2 )) = |r1 _ r2\-P2KR/(2n)
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m ust correspond to different dimensionalities or different symmetries of the model under 
scrutiny.
In the present case of the Coulomb gas, we have found an exception to this: the fixed 
point now has become a fixed line, consisting of an infinite num ber of fixed points. Each 
of these points has its own basin of attraction, but by tuning the appropriate param eter 
you can continuously move from one basin to the other, and hence from  one fixed point 
to another. In this case, it is not immediately clear that the different subspaces are distin­
guished by a symmetry param eter or a dimensionality. The story of the Potts model and 
the six vertex model shows that in the particular case of the Coulomb gas, they are in fact 
labeled by a symmetry param eter q that appears in disguise. Whether this is the case for 
any fixed line in general is, to my knowledge, an open question.
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3. Monte Carlo simulations
A n im portant and widely used tool fo r dealing with problems in statistical 
physics that are n o t analytically solvable is the Monte Carlo technique. In the 
present chapter I  will discuss this technique, and focus mainly on the applica­
tion o f  Monte Carlo s imulations on critical spin m odels like those in chapter 6 
and 8, although some o f  the material is m ore general. The discussion contains 
no ‘new ’ elements; it  mainly mirrors m y  own experience in doing Monte Carlo 
simulations. In the literature, the technical aspects o f  actually doing the sim ­
ulations are often lacking. For that reason the inclusion o f  this chapter m ight 
be useful.
The Monte Carlo technique —the term  was first coined by Metropolis and Ulam [81] in 
1949— is a very general m ethod to perform  mathematical calculations by an artificial ran­
dom process. The latter sentence in fact constitutes the definition of the concept, but 
it appears in many guises throughout the whole field of physics and even outside of it. 
Throughout this thesis, it will almost exclusively amount to the calculation of expectation 
values in spin models, such as percolation properties of the Ising model in chapter 6 and 
the lattice stress tensor of the very same model in chapter 8. Monte Carlo simulations on 
critical systems carry their specific difficulties, mainly because the typical time the system 
takes to relax into equilibrium diverges with the system size. We will spend some words 
on this problem, but start with a theoretical survey of averages and error bars.
3.1 How?
The generic example of a spin model in statistical physics is the Ising m odel,1 and we will 
use it as an illustration for Monte Carlo calculations. Its Hamiltonian is H = - J Y . j  SiSj -  
hY^ jS j , with J  the strength of the coupling, h  the external magnetic field, and the first 
summation is over nearest neighbor pairs of spins. The expectation value of a certain op-
1Irony has decided that it is known under the name of some anonymous student who solved the one­
dimensional case. Perhaps the Onsager model would have been a better one, but on the other hand, the 
present one leaves room for some mysteries. Who was Ising? What did he do, apart from finding this exact 
solution?
- 4 5 -
3.1 How?
erator O({S}), which is a function of the spins S j, is
(3.1) <0 > = ^ X O { { S } ) e x v ( j ^ S iSj + hY,Sj ),
{S} (ij) j
where Z is the partition function of the model,
(3.2) Z = X  exp ( j ^ S i S j  + h ^ S j ) .
{S} (ij ) jj
Hence the calculation of {O) involves two sum m ations over the full phase space { S} of 
the model. In this case, there is a rather straightforward Monte Carlo technique for the 
approximate evaluation of Eq. (3.1). To this end, the Boltzmann weights e x p ( - H)  are in­
terpreted  as a probability distribution over the phase space. The norm alization factor of 
this distribution is just the partition function Z , as can be inferred from Eq. (3.2). The in­
terpretation of Eq. (3.1) is then simply the expectation value of O in phase space, equipped 
with the probability distribution
Hence, if we manage to generate spin configurations (that is, points of the phase space) 
according to p ( { S }), we can simply calculate (O)  as the average over a large number of 
generated configurations. For each configuration, only O has to be calculated; the Boltz­
m ann weight exp ( - H)  is already taken care of by the probability distribution according 
to which the points are generated.
Such is an example of the Monte Carlo technique in statistical mechanics. The random  
process is in this case in fact not so artificial, because the Boltzmann distribution (3.3) is a 
probability distribution. In general, however, you can choose to interpret any suitable fac­
tor of the sum or integral you want to calculate as a probability. As a m atter of fact, there is 
already another concept present in the above procedure; the concept of im portance sam ­
pling. Another way to evaluate Eq. (3.1) is to generate spin configurations at random, with 
a uniform  distribution over the phase space. In that case, O exp( - H)  instead of O has to 
be evaluated for each configuration. This would imply that almost all generated configura­
tions would have a vanishing contribution to the average, due to the exponential which is, 
for most configurations, vanishingly small. This renders an accurate determination of (O)  
virtually impossible. Importance sampling is the m ethod with which the im portant (large) 
term s of the summation are generated with higher probability. Importance sampling may 
seem fairly obvious in the above example, but, as we will see, we have to pay a price for 
using it.
The above sketched Monte Carlo approach to the evaluation of expectation values 
leaves us with the problem of generating spin configurations according to the Boltzmann 
distribution. Unfortunately, there is no direct way of randomly drawing spin configura­
tions from  phase space that have this distribution. The way to do this is to define a Markov 
process2 in phase space. A Markov process is a stochastic process in which one jum ps 
from one point x  to another y , where the next point y  is chosen with a certain probabil­
ity W ( y \ x )  depending on the previous point x . In the context of the Ising model, a point
2For a treatm ent of stochastic processes and Markov chains, see Van Kampen [62].
(3.3) p( {S} )  = | e x p  (-H Q S }).
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x  (or y ) corresponds to a spin configuration {S}. The probability P(x,  t) of being at point
x  on time step t obeys the following relation,
(3.4) P ( x , t  + 1) = X  W ( x \ y ) P ( y , t ) .
y
It is the transition probability W ( x \ y )  that defines the process. The W ( x \ y )  are nor­
malized according to X x W ( x \ y )  = 1, and of course W( x \ y )  ^  0, which allows us to 
rewrite (3.4) in its (discrete) differential form
(3.5) AP(x,  t) = P(x,  t + 1) -  P(x,  t) = X  [ W( x \ y ) P ( y ,  t) -  W( y \ x ) P ( x ,  t)].
y
This form  is called the M aster equation.
The connection with the Master equation and our Monte Carlo problem is a stationary 
solution AP(x,  t) = 0 in which P( x , t )  = P( x)  is the Boltzmann distribution. A class of 
stationary solutions to the Master equation (3.5) is obtained by the detailed balance con­
dition,
(3.6) W ( x \ y ) P ( y )  = W ( y \ x ) P ( x )  for all x  and y ,
from  which it is straightforward to show that AP(x,  t) = 0 in Eq. (3.5). The remaining 
question is whether the system always relaxes into this stationary solution. There might 
of course be other stationary solutions, or limiting cycles or whatever. It can be shown [62] 
that if the function W ( x \ y )  is ergodic, the system always relaxes into the detailed bal­
ance solution (3.6). A transition probability W( x \ y )  is ergodic if starting from any point 
in phase space, any other point can be reached in a certain num ber of steps. If this is not 
the case, phase space is divided in a num ber of subspaces that are ‘closed’.
To summarize, if you want to do Monte Carlo simulations and have thought of an al­
gorithm (which implements a certain transition probability W( x \ y ) )  to do so, make sure 
that it obeys
• Detailed balance, given in Eq. (3.6), with P( x)  the Boltzmann distribution, and
• Ergodicity, i.e., the whole phase space can be reached.
Note that the condition of ergodicity does not imply that none of the W ( x \ y )  m aybe zero. 
In the Metropolis algorithm (to be described below), for example, the overwhelming ma­
jority of the W ( x \ y )  is in fact zero, but still any point of phase space can be reached via 
a sufficient num ber of intermediate steps.
What set W ( x \ y )  do we choose? Well, it has to obey
(3.7)
where H( x)  is the energy of the spin configuration labeled with x . The m ost commonly 
used set W ( x \ y )  is obtained by considering only those configurations x  and y  that differ 
by a single spin flip. Pairs of configurations x  and y  that differ by more than a single 
spin flip have W ( x \ y )  = 0. So, starting from configuration x , flip one spin to obtain a 
configuration y , and define
W( y \ x )  = 1 if H ( y ) ^ H ( x ) ,
(3.8) W( y \ x )  = e -iH(y)-H(x)] if H ( y )  > H( x) ,
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and W( x \ x )  = 1 - W ( y \ x ) .  The remaining W( z \ x )  are zero. In words: accept the new con­
figuration y  if its energy is smaller, and accept it with probability exp ( -  [ H( y )  -  H( x) ] )  
if its energy is larger than that of x . Otherwise reject it, such that the new configuration 
is simply x. It is easily seen that this set of W ( x \ y ) ’s obeys (3.7). This implementation is 
called the Metropolis algorithm, introduced by Metropolis et  al. [82] already in 1953.
Of course there are more possible choices of W( x \ y ) .  In general, it is not advisable 
to consider configurations that differ by more than a few spins. The reason for this is 
that, due to the exponential in Eq. (3.7), the acceptance probabilities W ( x \ y )  tend to get 
very small, such that almost all newly generated configurations have to be rejected. The­
oretically this works, but if you have to wait three thousand years before your computer 
program  accepts a new configuration, you d better devise of a different solution, or read 
Sec. 3.4.
3.2 A typical Monte Carlo program for spin models
Let us now look at a typical Monte Carlo program  used for calculations on spin models. I 
find it preferable to put the simulation parameters, such as the value(s) of the coupling J , 
the lattice dimensions, and the num ber of samples3 in a file that is read by the program  
when it starts. After this, the program  will consist of a num ber of loops. A typical program  
scheme for our application is shown in Fig. 3.1 on the facing page.
It consists of a num ber of nested loops, several initialization routines and some out­
put routines. The heart of the m atter is the Monte Carlo routine and the sampling routine. 
Evolve the system and sample, and repeat this any many times as necessary. The outer 
loop is over the different system dimensions, as you will want to calculate averages for 
different system sizes. Before this loop starts the simulation param eters (among which 
are N t , Ns, N d and Nc) are read from an input file and some initialization that is indepen­
dent of the dimensions of the system, is done. This is the place where you open some files 
that are used to write output in. The loop over the system dimensions starts with initial­
izing the current dimension, which includes, among others, the generation of a starting 
configuration. This initial configuration is in general highly atypical for the given tem per­
ature, so the system first has to relax into equilibrium before sampling starts. This task is 
perform ed by a (sufficient) number of transient cycles, in which you call the Monte Carlo 
routine without sampling. What you call a Monte Carlo cycle is up to you; it might be a 
single attem pted spin flip, or a sweep over the full lattice, or whatever. A cycle defines a 
time step; it is the smallest possible evolution of the system.
Typically you use two types of output files; a binary file to write data, and an output file 
that can be read by a human. The latter file is written in the routine w r i te  o u tp u t, and 
its information serves to get a feeling of what your program  is doing. You might, e.g., want 
to keep track of the number of spin updates per Monte Carlo cycle, and you might want 
to get a feeling of the time the computers spends in the different routines. The output file 
is the place where such information goes.
Inside the loop over the system dimensions, and after the necessary initialization, the 
heart of the m atter starts. You will notice that this is not just a large loop over the Monte 
Carlo and sampling routines, but that there are two loops present. The idea is that of
3A sample is the calculation of the operator O from Eq. (3.1), from a certain spin configuration.
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begi n
read input f i l e  
global i n i t i a l i z a t i o n  
loop over system dimension 
i n i t i a l i z e  system dimension 
do Nt tr ansie nt  cy cles  
loop over Nd data records 
i n i t i a l i z e  samples array 
loop over Ns samples per data record required observable. This array is 
do Nc Monte Carl°  c yc les  initialized (emptied) in i n i t i a l i z e
sam ples a rra y , just before the inner 
loop starts, and the sam ple routine 
adds the current value of each ob­
servable to the corresponding entry 
in the samples array. If the inner loop 
is finished, each entry of the samples 
Figure 3.1: Typical M°nte Caii°  p r°gram  array is divided by Ns so as to obtain
the partial average, which is then written to a data file. This is done by the routine w r i te  
d a ta , which writes the partial average for each observable into a data record. This whole 
procedure that calculates a partial average, is put inside a loop that repeats it N d times. 
Nd typically is 1000.
Why working with partial averages? We could of course write each result of the sampl e 
routine to the data file, but as the total num ber of samples (in this case N dN s) is large, 
this results in a very large file which is not very convenient. Moreover, subsequent values 
of the observables calculated by the sample routine will in general be correlated, which 
means that in that case the data file, consisting of a large num ber of data records that 
are correlated, requires special treatm ent (see Sec. 3.3). When using partial averages, on 
the other hand, and the num ber Ns of samples per partial average is large enough, there 
will be no correlation between subsequent partial averages. In that case the treatm ent of 
the data file, which consists of calculating the final averages along with their error bars 
after the program  has finished, is straightforward. It only requires a moderate num ber of 
partial averages, say N d = 1000, to calculate the error bars from the variance present in the 
partial averages, and to check whether there is indeed no correlation between subsequent 
values of the partial averages.
Values of the sim ulation param eters An im portant issue is the value of the simula­
tion param eters N t , N d, Ns and Nc. They determine the simulation time of the program, 
the accuracy of the data, the performance (accuracy divided by simulation time) and even 
whether your results are to be trusted. Before you do the actual simulations and leave your 
computer working silently for a day or two, you should do some test runs so as to be able 
to estimate reasonable values of these parameters.
The num ber of transien t cycles N t is used for reaching therm al equilibrium. There is 
no good theoretically based guess of this parameter, but as its value (as long as it 
is not absurdly high) does not substantially influence the simulation time, ju st play 
safe and overestimate it. As a rule of thumb, I used N t = 500Nc.
The num ber of data records Nd m ust be high enough to calculate the error bars and 
the correlation present in the partial averages, and it determines the size of the data
sample 
endloop 
write  data 
endloop 
write  output  
endloop 
end
partial averages. A partial average is 
calculated in the inner loop, over the 
num ber Ns of samples per data record. 
In general, you will want to obtain the 
average of several observables. These 
averages are put into an array, the 
sam ples array, with one entry for each
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file. Its safe to put Nd = 1000, but leave it as a param eter to be specified in the input 
file, because for test runs you will want to use a smaller value.
The num ber of sam ples per partial average Ns determ ines the error bars of the aver­
ages. To be precise: the error bars are determined by the total num ber of samples, 
which is NdN s, but you should adjust Ns to adjust the error bars. The error of each 
average is proportional to 1 / VNsNd, so if you want to do one digit better, make Ns 
one hundred times as large. Unfortunately, the simulation time is directly and in­
evitably proportional to Ns...
The num ber of Monte Carlo cycles per sam ple Nc determines the statistical indepen­
dence of two subsequent configurations that are used for sampling. In general, two 
subsequent samples should be moderately correlated; if they are too strongly cor­
related it makes no sense to sample (you will get the same result), and if they are 
uncorrelated you loose information. In the latter case you skip a configuration that 
has, e.g., 20% correlation with the previous one, thereby throwing away 80% of infor­
m ation (see Sec. 3.3 for a treatm ent of correlations). Of course, the simulation time 
is again directly proportional to this num ber Nc.
In doing some test runs with Ns = 1 you can get information on how large Nc m ust be. 
Therefore you m ust use a program  that reads the data file and calculates the autocorrela­
tion function of the data (see Sec. 3.3). Then specify Nc and do some other test runs where 
Ns and Nd are still rather small. From the error bars on the data, you can estimate how 
large the final Ns m ust be in order to get data with the desired accuracy. If you keep track 
of the time the computer spends in the different routines, you can estimate how long it 
will take to reach this desired accuracy. For the final run, then, you m ust specify Ns, which 
is proportional to the magnitude of your desire for small error bars multiplied by your pa­
tience.
Speed As you will want to have Ns as large as possible without having to wait for three 
years for your program  to finish, it m ust be fast. If possible you should buy a supercom­
puter, but before running into expenses you should think about making your program fast. 
It is irrelevant to optimize the whole program  for speed performance; usually some 99.99% 
of the total time is spent in only two routines: the routine that takes care of the Monte 
Carlo cycles, and the routine that samples. Hence it are exclusively these routines that 
determine the speed performance of the program; the remaining routines should be pro­
grammed as simple and as elegant as possible, so as to minimize the num ber of bugs in 
the program, and hence the debugging time, which is a m atter of speed in its own right.
As the speed of the program  crucially depends on the programming language and the 
hardware used, it is difficult to give general rules for speed performance. To do a good 
job on speed optimization, you should be aware of the specific features of the hardware, 
the programming language, and the compiler. Typically, when you use more advanced 
hardware like vector machines, different optim ization techniques should be used. In that 
case, the present section does not apply. It rather gives some basic hints that may not 
even be too general. So handle with care!
An im portant way to speed up the two relevant routines of the program  is to work with 
lookup tables. Such tables are used to avoid calculations (summing, multiplying), because 
calculations, especially floating point operations and powers, are ‘expensive ’ . For example, 
avoid having to calculate the transition probabilities W( x\ y ) ;  instead, calculate them  once
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and for all in some initialization routine and store the results in an array, that can be used 
inside the Monte Carlo procedure. Another generic example are the position  label arrays, 
as I use to call them. You want, for example, to address the right neighbor of a certain 
spin. Typically, this looks like
Ix _ r ig h t  = Ix  + 1
IF ( I x _ r ig h t  .e q . Nx + 1 ) I x _ r ig h t  = 1
in Fortran, but you can replace it with
Ix _ r ig h t  = P o sX _ rig h t(Ix )
with an obvious initialization of the array P o sX _ rig h t(I)  in the routine i n i t i a l i z e  
system  dim ension in the program in Fig. 3.1. This is an example of a lookup table that 
avoids an IF THEN clause. The use of lookup tables is very general, but avoid making the 
range of the indices too large; in that case the program  takes too much time to access the 
table at a particular index.
Another thing you want to avoid is calling the random  generator, because generating a 
random  num ber involves quite some steps. If you use the Metropolis algorithm and want 
to choose the spins selected for update at random, the obvious thing to do is
Ix  = I n t (  Random() * Nx ) + 1 
Iy  = I n t (  Random() * Ny ) + 1
where Random() invokes your favorite4 random  num ber routine. If you trust the random  
generator, you can replace this with
Index = I n t (  Random() * Nx*Ny )
Ix  = M od(Index,Nx) + 1 
Iy  = Index /  Nx + 1
in which the random  generator is called only once. An even better solution is a sequen­
tial sweep over the full lattice. Such a sweep does, strictly spoken, not fulfill the detailed 
balance condition (3.6), but it works and avoids the random  generator completely for se­
lecting spins. A last example of the economic use of the random  generator is the difference 
between
IF ( T ra n s it io n P ro b  .g t .  Random() ) THEN
and
IF ( T ra n s it io n P ro b  .e q . 1 .o r .
T ra n s itio n P ro b  .g t .  Random() ) THEN
As in the Metropolis algorithm several transition probabilities are equal to 1, there is in 
that case no need to invoke the random  generator. Most compilers will not evaluate the 
second case behind the .o r .  in the IF clause if the first already evaluates to TRUE.
4The random  num ber generator deserves a chapter of its own right, but I will not have much to say about it. 
You can use the recom m ended routine from N u m e r i c a l  R e c i p e s  [105] and earn $1000,- if it fails you. Useful 




Subsequent samples in the Monte Carlo program  will in general not be statistically inde­
pendent of each other. This is the price we have to pay for using a Markov process to obtain 
the required probability distribution. The autocorrelation  of the samples (the statistical 
dependence) does n o t influence the theoretical average of the samples; it only decreases 
its accuracy. In order to see how this works, consider a certain observable O that is mea­
sured in a Markov process. We sample N  times, and denote the actual values obtained 
from  the sampling procedure by On, n  = 1, . . .  ,N.  Let us denote the theoretical value of 
the average by O.  Our estimate of it is
Here, On and O are stochastic variables. We denote their expectation values by { . . . ) .  
Hence { O) = {On) = O,  independent of whether subsequent On’s are correlated or not, 
and even independent of the value of N . Of course, in general O + O, so that we have to 
have an estimate of the error in O. The error A can be defined as
Note the difference between O , which is a stochastic variable that assumes a concrete real­
ization in a simulation, and (O),  which is a theoretical value. A realization of a stochastic 
variable is an estimate of its theoretical expectation value. Now define
which is an estimate of the theoretical variance Var(O). Eq. (3.10) can, using some manip­
ulations, be rewritten as
in which g ( m )  is the autocorrelation function. It is defined such that it is normalized as
Eq. (3.13) is derived under the assum ption that the system has reached thermal equilib­
rium, such that g ( m )  is independent of the n  present in its definition. In normal cases, 
g ( m )  decreases exponentially for large m , which enables us to define the autocorrelation 
time t  as g ( m )  ~ e x p ( - m / r )  for large m.
(3.9)
(3.10) A2 = ((O -  O )2>,




g(0)  = 1,
(3.14)
- 5 2 -
Monte Carlo simulations
For the num ber of samples N  large, the estimate of Eq. (3.13) becomes
(3.15) A2 = var( ° )  1 + 2 ^ ( m )  .
\  m=1 J
This explains the typical ViV-dependence of the error in the estimate of O,  but if there are 
correlations, it is not simply the variance divided by N , but involves the autocorrelation 
function as well. The conclusion inferred from  this expression is not  that the time steps 
m  (which consist of Nc Monte Carlo cycles) m ust be chosen such that g(1) w 0, but only 
that the autocorrelation m ust be taken into account when estimating the errors.
The m ethod of partial averages as described in Sec. 3.2 assures that in the simulation 
data in the data file no correlation is present anymore, so that the error simply is calculated 
as Vvar(0)/iV, where the On in the above analysis are themselves already estim ates aver­
aged over a large num ber of samples. The N  here is the Nd from  Sec. 3.2, which is much 
smaller than the actual num ber of samples N dNs, but the presence of Ns is displayed in 
the much lower value of var(O), which is the variance of the partial averages. Of course 
this variance is much smaller than the variance in the individual samples.
3.4 Cluster algorithms and critical slowing down
A major problem in Monte Carlo simulations on critical systems is critical slowing down. 
Typical for critical systems is that the correlation length 5 of the infinite system diverges 
upon approaching the critical point. When the system becomes equipped with a dynamics 
(such as the Markov process of the Monte Carlo procedure), it receives the timelike equiv­
alent of the correlation length: the autocorrelation time t  , which is seen to diverge at the 
critical point as well. This is called critical slowing down, and is disastrous for our Monte 
Carlo simulation, as the time it takes to generate statistically independent configurations, 
diverges.
The dynamic scaling hypothesis  states that, in the scaling regime close to or at the 
critical point, the autocorrelation time scales with the correlation length as
(3.16) t  -  5Z,
where z  is the dynamic critical exponent. The z is believed to be a property of the dy­
namics (i.e., of the Monte Carlo procedure) and is the same for every observable. For finite 
systems, the correlation length is bounded by the linear system dimension L, such that 
t  -  Lz. This implies that simulation times increase as a power law with the size of the 
system, rendering simulations on large systems very time-consuming. For example, the 
two-dimensional Ising model with Glauber-dynamics (which is a local updating scheme 
like Metropolis) has z w 2.17 [93]. Hence, if you believe in universality, any local updating 
scheme for the two-dimensional Ising model has this value of z .
For this reason, people have been searching for algorithms with a smaller value of the 
dynamic exponent z , the ideal case being z  = 0. The first authors to succeed in this quest 
were Swendsen and Wang [115], who invented an algorithm that succeeded in a collective 
update of whole clusters of spins. Their work is based on the random cluster formula­
tion of the Ising model of Fortuin and Kasteleyn [44]; the clusters that are updated in the 
Swendsen-Wang algorithm are precisely the random  clusters of Fortuin and Kasteleyn. The
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reason this algorithm works, is that Fortuin and Kasteleyn managed to rewrite the Ising 
partition function as a summation over all possible clusters of spins on the lattice, where 
the clusters do n o t interact with each other.
A refinement of the Swendsen-Wang algorithm is given by Wolff [127]; I will treat the 
Wolff-version of the cluster algorithm here in the case of the Ising model in the absence 
of a magnetic field. One update step in the Wolff algorithm consists of the building of 
a cluster A of spins and flipping all spins in this cluster. A cluster is a connected set of 
activated bonds, and bonds become activated according to the following rules:
1. Choose a random  site r, which is the ‘seed ’ of the cluster A that is going to be built.
2. Consider all neighbors (all spins that interact with r). If the neighbor has a different 
value than the seed, reject it (i.e., do not activate the bond between the seed and its 
neighbor). If it has the same value as the seed, activate the corresponding bond with 
probability p = 1 -  ex p (-2 J). In general, the probability of not activating a bond 
is the Boltzmann weight of a broken bond divided by the Boltzmann weight of an 
unbroken bond.
3. Repeat step 2 over and over for all spins that become connected to the cluster A, 
until all perim eter bonds of the cluster have been considered.
The whole cluster A thus consists of spins pointing in the same direction; all these spins 
are flipped collectively. The cluster consists, due to step 1, of at least one spin, and the 
whole algorithm is easily seen to be ergodic: there is always a finite probability that a clus­
ter contains only one spin, such that it is always possible to go from  one configuration to 
another one in a sufficient num ber of steps.
The proof of the detailed balance condition (3.7) requires some more thinking. Con­
sider a certain cluster A that has just been built by the algorithm. This A consists of a set 
of spins As, joined by active bonds. In general, several clusters A share the same set of 
spins As , because there are several patterns of active bonds that yields the same set of 
spins. The perim eter  of A is denoted by dA, and consists of n  = n+ + n -  inactive bonds. 
There are n+ inactive bonds, of which the corresponding spins are equal, and n -  inactive 
bonds of which the corresponding spins are unequal. The latter type of inactive bonds is 
necessarily inactive. The inside of the cluster A consists in general of active and inactive 
bonds, which pattern  may be freely chosen as long as each spin is connected to the cluster 
by at least one active bond.
Now denote by x  the initial configuration, and by y  the configuration after the set of 
spins As has been flipped. The transition probability W ( y \ x )  is
(3.17) W ( y \ x )  = ^ - ( e - 2J) n+A( AS).
Here Ns  is the num ber of spins in As and N  is the total number of spins in the lattice. 
The weight A( As ) is obtained by summing over all bond activation patterns A with their 
corresponding probability, that have As as their set of spins. Now if we consider, after 
flipping the set As , the same set of spins, it is seen that n+ and n -  are interchanged, but 
A( As ) remains the same. Hence,
(3.18) W ( x \ y )  = ^ ( e - 2J) n~A(As ).
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As the energy difference between configurations x  and y  is determined exclusively by n+ 
and n - , it is easily seen that W ( x \ y )  and W ( y \ x )  obey the detailed balance condition.
Actually, in the paper of Wolff his algorithm is form ulated for more general spin models. 
It can be generalized even further, but is expected to work only if the clusters that are 
generated are indeed ‘critical cluster ’ [126]. The value of z for such algorithms is in fact 
very difficult to measure, precisely because they work so well; the autocorrelation drops 
in fact so fast that the autocorrelation time is hard to obtain. Theoretical results on z  in 
the form  of a lower bound, however, do exist [70, 71].
3.5 Data analysis and finite size scaling
After the Monte Carlo program has finished and the information in the data file is pro­
cessed, there is still only rough data —say averages of some observables with their accom­
panying error bars, for several system sizes L. Often these data serve to calculate critical 
exponents that describe singularities in the expectation values of the observables. Those 
singularities, however, are only present in the thermodynamic limit L — ™ and whatever 
com puter you have, your system will never be that large. So some extrapolation procedure 
is required.
Let us switch to the generic example of the Ising model and consider, e.g., the suscep­
tibility x.  Its critical exponent y  is defined as
(3.19) x(T)  -  \T -  Tc\-Y
in the neighborhood of the critical tem perature Tc. Apart from the problem that you first 
have to know what Tc actually is, you m ust obtain y  from  this relation while it is only 
valid for infinite systems. The m ost straightforward way to do this is to calculate x(T)  for 
several tem peratures around Tc and for several system sizes, and make extrapolations. 
There is, however, a m ust better way to do so. It is known under the name of finite s ize  
scaling and is an extension to ordinary scaling theory.
The scaling hypothesis states that the behavior of the free energy f ( t ,  h) of a system 
in the neighborhood of a critical point has a peculiar behavior, given by
(3.20) f ( t , h )  = f r ( t , h )  + b -2f ( b yt t , b yhh).
Here t and h  are scaling fields that are in general non-linear but analytic functions of the 
original coupling strength J  and the magnetic field H . They are defined such that t = h = 0 
is the critical point, and for reasons of symmetry, t does not contain H  and h  does not 
contain J . Hence,
(3.21) h = a t H -  Jc) + ■■■ '
h = a hH + ■■■ ,
up to first order in J  and H . The constants a  do not play an im portant role. Furthermore, 
in Eq. (3.20) f r (t, h) is the regular part of the free energy that does not contain singulari­
ties, b is the renorm alization length that can be freely chosen, and y t and y h are the scaling 
indices corresponding to t (or temperature) and h . The scaling hypothesis yields the ex­
pression of the critical exponent y  in term s of y t and y h; the susceptibility x  is the second
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derivative of the free energy with respect to h. If you then fix b by putting byt \t\ = 1, you 
obtain
(3.22) x( t )  -  \ t \ (2yh-2)lyt
which yields y  = (2 -  2 y h) / y t . Similar relations can be derived for the other exponents.
Finite size scaling is an extension to this scaling relation that includes the linear system 
size L as a scaling field in the expression for the free energy. As b is the renormalization 
length, the scaling index y L that belongs to L is simply y L = -1 . Hence,
(3.23) f ( t , h , L )  = b -2f ( b yt t , b yhh, L/ b) ,
where we skipped the regular part of the free energy. This finite size scaling relation allows 
for a similar expression of the susceptibility, but now at  the critical point t = h = 0, and 
in term s of L. In this case, b is defined to be b = L and the value of x  is evaluated at the 
critical point,
(3.24) x(L) -  L2yh-2.
This relation is very im portant for our data analysis of Monte Carlo data, because it states 
that the scaling index y h describes the behavior of an observable for a finite system  as 
well. Hence we only have to evaluate the susceptibility precisely at the critical point for 
several values of L to extract the value of the index y . Again, for the other indices similar 
relations can be derived.
Corrections to scaling In practice, of course, things are somewhat more complicated. 
If Eq. (3.24) would be correct, a log-log plot of the susceptibility against the system size 
would show a straight line. This is not true. In fact, Eq. (3.24) only holds for L — to. For 
more moderate values of the system size, it will display corrections to scaling that have 
to be taken into account. An example is found in Fig. 6.5 on page 104, where a percolation 
quantity is plotted against the system size. For larger L, the plot tends to a straight line, 
but for lower values of the system size corrections to this behavior become strong and 
even dominant. As you can read in the caption of this figure, the data are fitted to a power 
law behavior with one correction term that is a power law itself. The lucky shot here is that 
the correction term has a different sign as compared to the dominant term, which yields 
in general a good estimate of the actual exponent (yh = 1.945 ± 0.005 in this case, to be 
compared with the exact value yh  = ^j?). An example where it goes wrong and which is too 
cynical to leave aside is the determination of the conductivity exponent t (see section 1.2) 
for the random  resistor network in three dimensions. Normand and Herrmann [100] used 
a special purpose computer and no less than tw enty m onths of CPU time to calculate this 
exponent, and still didn’t do better than t / v  = 2.26±0.04. The cause of this meager result, 
they claimed, was the correction to scaling term that m essed up the calculation.
Corrections can be treated by the scaling hypothesis as well. In fact, there are much 
more scaling fields than t and h  only. They correspond, loosely, to many more couplings 
and fields that can be considered, such as further neighbor couplings, four point couplings 
and so on and so forth. These couplings amount to many more scaling fields Uj , so the 
scaling hypothesis becomes
(3.25) f ( t ,  h , u 1, u 2, . . .  ,L) = b -2f ( b y t t, byhh, by1 u 1, b y2u 2, . . .  , L/b) ,
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where y j  are the scaling indices belonging to these new scaling fields. However, these 
fields that are not normally considered are irrelevant; they have y j  < 0 which means that 
the model is critical even though u j + 0. Upon renorm alization (which am ounts to choos­
ing b larger and larger) their contribution tends to disappear, but in general they do show 
up on smaller length scales (or accordingly smaller values of L). As the irrelevant fields 
are non-linear functions of the original coupling strength J  and field H , they appear in the 
expression for specific heat, susceptibility and the like. Usually, you m ust include one cor­
rection to scaling term  in the finite size scaling relation for the observable. The nasty thing 
here is, that if you do a good job in your Monte Carlo calculations and obtain very precise 
averages, you have to include more and more correction term s to describe the scaling of 
the observable with L, rendering the estimate of the relevant index y t or y h less accurate, 
because each additional correction term  introduces two extra fit parameters.
Doing the actual fits of the observables against a power law with a correction to scaling 
term  requires a fit program  that handles non-linear fits. Procedures to do these fits can be 
found in N u m e r i c a l  R e c ip e s  [105]. In this book, the theory of fitting functions is described, 
and the procedures give the best guess of the parameters, together with the error bars and 
a param eter Q indicating the quality of the fit.
3.6 Further reading
Of course there is much more to say about Monte Carlo simulations in statistical physics. 
A very good introduction that has emphasis on actual implementations in a com puter pro­
gram as well, is given by Binder and Heermann [14]. Also Binney e t al. [16] spend an in- 
troductionary chapter on numerical simulations in their book about critical phenomena. 
More advanced material can be found in [13] and in the recent (as of 1997) review paper by 
Binder [15]. Even in this thesis is more to be found on the subject; chapter 8 has a section 
on simulation times and autocorrelations.
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4. Roughening and preroughening in the six 
vertex model with an extended range of 
interaction
We stu d y  the phase diagram o f  the BCSOS m odel with an extended interaction  
range using transfer m atrix techniques, pertaining to the (100) surface o f  sin­
gle com ponent fcc and bcc crystals. The m odel shows a 2 x 2  reconstructed  
phase and a disordered flat phase. The deconstruction transition between these  
phases m erges with a Kosterlitz-Thouless line, showing an in terplay o f  Ising 
and Gaussian degrees o f  freedom. A s in studies o f  the fu lly frustrated X Y  
m odel, exponents deviating from  Ising are found. We conjecture that tri-critical 
Ising behavior m ay be a possib le  explanation for the non-Ising exponents found  
in those m odels.
This chapter is  based on Phys. Rev. B 53, 126 (1996).
4.1 Introduction and motivation
The recent interest in surface phase transitions focuses on the interplay between roughen­
ing and reconstruction degrees of freedom [11, 76-78, 95-97,119,121]. The further-than- 
nearest-neighbor interactions between surface atoms governs the reconstruction of the 
surface. Den Nijs and Rommelse have established the existence of a phase intermediate 
between the rough and the reconstructed phase in a simple RSOS1 model, in which the sur­
face is disordered but remains flat on average [95]. They called it the disordered flat (DOF) 
phase. The principle behind the DOF phase is the simultaneous existence of Ising degrees 
of freedom (which govern the reconstruction of the surface) and Gaussian degrees of free­
dom (which govern the roughening), and the possibility of separate and joined transitions 
of these degrees of freedom.
Recent research on surface models with further-than-nearest-neighbor interactions has 
clarified much of the nature of the DOF phase and its transitions to flat, rough and re­
constructed phases [11, 97]. The long range of the interactions present in these models
1 Restricted Solid On Solid. See chapter 1 for an introduction on SOS-models. A RSOS model is a height 
model where heights differences on adjacent sites are restricted to be 0 or ±1.
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disables exact solutions, and severely limits the maximum system sizes in numerical cal­
culations. For that reason, only limited work has been done on more realistic models than 
that studied by Rommelse and Den Nijs. Mazzeo, Carlon and Van Beijeren studied the 
(100) surface of a two-component bcc crystal2 like CsCl [78], and Mazzeo, Jug, Levi and 
Tosatti the (110) surface of a single component fcc crystal, pertaining to the noble m et­
als [76, 77].
The RSOS model of Rommelse and Den Nijs [95] describes the (100) surface of sc lat­
tices. The reconstructed phase present in their model, which they call BCSOS flat, has 
a simple BCSOS nature and therefore displays an Ising-type degeneracy. These in-plane 
degrees of freedom become disordered when tem perature is increased, giving rise to a 
DOF phase. It is therefore natural to expect this transition, generally referred to as de­
construction  [121], to be in the Ising universality class, and indeed this is found in their 
num erical calculations. The (100) and (110) surfaces of bcc and fcc lattices, on the other 
hand, give rise to reconstructed phases of a more complicated nature. In the case of a 
(110) surface this is the missing row (MR) reconstructed phase, also referred to as 2x1 re­
constructed [76]. In the case of a (100) surface it is the 2x2 reconstructed phase [78]. The 
latter applies to our model. Both phases display a fourfold degeneracy, as will be described 
in Sec. 4.4. Deconstruction of this phase can follow different scenarios and there is no a 
priori reason why its universality class should be Ising [11].
When the Gaussian, out-of-plane degrees of freedom become disordered, the surface 
roughens. The roughening transition is of the Kosterlitz-Thouless (KT) type. When both 
transitions, deconstruction and KT, merge into a single line the surface roughens and de­
constructs at the same temperature. The question as to the universality class of this tran­
sition seems to have a different answer for different models. Den Nijs [97] studies the 
(110) surface of an fcc crystal by means of a four-state chiral clock step model, and finds 
the transition to be of a decoupled nature, i.e., Ising x KT. Mazzeo, Carlon and Van Beije- 
ren, however, find that the two transitions actually never merge but only become exponen­
tially close [78]. Nevertheless, the exponents on the deconstruction branch deviate from 
Ising even when both  transitions are still well separated [26, 78]. We shall come back to 
this point in the sequel.
The close interplay between Ising and Gaussian degrees of freedom is also observed in 
fully frustrated  X Y  models (FFXY), where the frustration is responsible for an Ising-type 
degeneracy, whereas the X Y  degrees of freedom are Gaussian. [49, 50, 64,68,69,101,106, 
118] The generic version of this type of models, the coupled X Y -Ising model [49, 69, 92], 
is actually dual to the clock step model of Den Nijs [97] in the zero chirality limit. In the 
FFX Y  models, both  transitions are found to be either closely separated [101] or simultane­
ous, and exponents deviating from  Ising are found by many authors. The same puzzling 
phenom enon thus is observed here, and the question as to the universality class of the 
transition in the FFXY models may well be the same question as in the case of the surface 
models.
In this chapter, we present the study of the (100) surface of a single component fcc crys­
tal like Argon. The model is equipped with further than nearest neighbor interactions, 
and we believe it to be a realistic description of these surfaces. In chapter 5 (Ref. [1]), we
2Strictly spoken this is not a bcc crystal, but a simply cubic crystal with a basis consisting of two atoms. 
The positions of both  types of atoms make up a bcc crystal, bu t due to the two different atoms present, the 
m aterial does not have the bcc symmetry.
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present MC simulations on a Lennard-Jones fcc structure pertaining to Argon, to calcu­
late the coupling constants of our model. Our model exhibits a 2x2 reconstructed phase 
that is not, to our knowledge, realized in nature. Indeed, our MC calculations on Argon 
show that its (100) surface does not exhibit a DOF or reconstructed phase. Nevertheless, 
our calculations indicate what kind of interactions on a (100) surface can give rise to DOF 
phases.
Moreover, we also observe that the interplay between roughening and Ising degrees 
of freedom yields exponents deviating from Ising. We find that the exponents agree fairly 
well with those found in the FFXY models, and argue that both  transitions are in the same 
universality class. To classify the values of the exponents at the deconstruction transition, 
we want to put forward the conjecture that instead of Ising behavior, tri-critical Ising be­
havior may be involved.
This chapter is organized as follows. In Sec. 4.2 we give a description of our model. In 
Sec. 4.3 we present the phase diagram. In Sec. 4.4 we study the ordered phases and the 
possible interfaces between them, in order to understand qualitatively the behavior of the 
model and to present the techniques used to derive the phase diagram. In Sec. 4.5 we 
present the results of the calculation of the critical exponents. In Sec. 4.6 we put forward 
our conjecture of tri-critical Ising behavior.
4.2 Description of the model
The model under study is an extended version of the F-model [108] that was exactly solved 
by Lieb [72]. The F-model falls into the larger class of six vertex models. In 1977, Van 
Beijeren form ulated these six vertex model in terms of heights, in order to use them  to 
describe surfaces of bcc and fcc crystals [7]. Hence the name BCSOS model.
Our model is form ulated on a square lattice, where on every lattice site a height variable 
is defined that can have integer values, with the restriction that nearest neighbor heights 
always differ by +1 or -1 . This can be represented by putting an arrow on each bond of 
the dual lattice, giving rise to the six possible vertices of the six vertex model on the sites 
of the dual lattice. The arrows of each vertex satisfy the ice rule: two arrows point inward, 
two arrows point outward (Fig. 4.1).
The formulation in terms of heights gives rise to two equivalent sublattices, with 
heights even on one lattice and odd on the other. Let us, throughout this chapter, de­
note the ‘even’ sublattice with A  and the ‘odd’ sublattice with B. The interactions be­
tween heights of different sublattices only exists by means of the above-mentioned restric­
tion, whereas the interaction between heights of the same sublattice are between nearest
1 2 3 4 5 6
Figure 4.1 The vertices of the six vertex model. Height differences on one of the two 
sublattices, corresponding to a net polarization, are indicated with an arrow between the 
heights. The vertices 5 and 6 are flat and remain empty.
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Figure 4.2 Boltzmann weights in terms of loop configurations. Dots denote the positions 
of the vertices. The presence of a loop (thick lines) between two atoms of one sublattice 
denotes a height difference of these atoms. Loops are characterized as A  or B loops, 
depending on the corresponding sublattice.
and next-nearest neighbors. Equal heights of the atoms are given a Boltzmann weight 1, 
whereas height differences of ±2 are given a Boltzmann weight W in the case of nearest 
neighbors and K  in the case of next-nearest neighbors. W and K  are the param eters of the 
phase diagram. We limit ourselves to that part of the phase diagram where inequality of 
next-nearest neighbor heights is disapproved of, in other words, K  1.
An alternative formulation is obtained when height differences between atoms of a sub­
lattice are indicated by an oriented loop. Each vertex corresponding to a height difference 
on one of the two sublattices carries a net polarization that can be indicated by an arrow, 
as depicted in Fig. 4.1 on the page before. The collection of all polarization arrows forms 
loops, each loop pertaining to one of the two sublattices, so that we can distinguish be­
tween A  and B loops. A loop indicates a height difference of ±2. Adjacent loops of the 
same sublattice carry anti-parallel arrows, whereas adjacent loops of different sublattices 
carry parallel arrows. Loops of different sublattices do not cross. In terms of these loops, 
the Boltzmann weights are WK2 per unit length for a straight piece, WK for a corner and 
W2 for an intersection; see Fig. 4.2.
The line K = 1 in the phase diagram implies absence of next-nearest neighbor interac­
tions, and the model equals the exactly solved F-model. On this line, the surface is flat for 
W < i  and exhibits a KT transition at W = \  to a rough phase. We check our computer 
program  against this exact solution, and it enables us to get an indication of the accuracy 
of the techniques used to estimate the critical exponents of the model. This is the more 
important, as the long range of the interaction limits the maximum system size that we 
can reach with our calculations.
The other extreme of the phase diagram is K = 0, where all height differences between 
next nearest neighbors of a sublattice are forbidden. The line K = 0 thus corresponds to 
a flat surface for all W . This can be established by filling the lattice with vertices 5 and 6 
in a checkerboard configuration. No loops are present on the lattice, and its free energy 
is equal to 0. This phase is twofold degenerate, and exists for W < 1. The average height 
(h) is half-integer.
For W > 1, it is cheaper to form  a reconstructed phase, where the heights of one of the 
two sublattices are all equal (say 0), whereas the heights of the other sublattice are alter­
nately +1 and -1 . In term s of loops the lattice is filled with intersections, as in Fig. 4.4 on 
page 65, where the phase is depicted, together with possible interfaces between the dif­
ferent realizations of this phase. A (B) loops indicate height differences of the even (odd) 
sublattice and are depicted as solid (dashed) lines. The phase is called 2x2 reconstructed. 
It has a free energy f  = -ln (W ) for K = 0, and will therefore be stable for W > 1. Itisfour-
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fold degenerate (apart from  the infinite degeneracy resulting from overall height changes). 
At W = 1 there is a phase transition between the flat and the reconstructed phase. At and 
slightly above K = 0 all possible excitations are heavily suppressed, so that the transition 
m ust be of first order.
4.3 The phase diagram
First let us present the phase diagram of the model (Fig. 4.3). The line K = 1 corresponds to 
the exactly solved F-model. For W the surface is flat. At W = \  there is a KT transition 
into the rough phase, where the model renormalizes to the Gaussian model. The whole 
area below the line T-R-S-U belongs to this rough phase.
At K = 0, where next nearest neighbors at both  sublattices are forced to be of equal 
height, there is a first order transition from  the flat phase into the 2x2 reconstructed flat 
phase. At point Q this first order transition goes over into the line Q-R, which is a prerough­
ening line [95]. To the right of this line there is a DOF phase. The line Q-S is an Ising-like 
transition into the 2x2 reconstructed phase. We do, actually, not find Ising exponents on 
this line.
This part of the phase diagram closely resembles that of Den Nijs [96]. In this refer­
ence he considers an RSOS model with nearest and next nearest neighbor interactions. He 
also finds a first order line, where the average surface height changes from  integer to half
K
Figure 4.3 The phase diagram of the BCSOS model with extended interaction range. The 
parameter W is the Boltzmann weight pertaining to a nearest neighbor height difference 
on a sublattice. K  is the weight pertaining to a next nearest neighbor height difference. 
The line K = 1 corresponds to the exactly solved F-model. The dashed line is the estimate 
W K ’12 = \  of the KT transition.
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integer, continuing into a preroughening line.
At point Q in our phase diagram, the interface free energy between integer surface 
height and half-integer surface height vanishes, which corresponds to |-s tep  melting. On 
the preroughening line the surface is rough.
On the line S-U the surface roughens and deconstructs simultaneously. In this respect 
our phase diagram differs from  that of Ref. [96] where the two transition lines (roughening 
and deconstruction) actually cross. The behavior in our model is more similar to the clock 
step model analyzed later by Den Nijs [97], where the reconstructed rough phase does not 
exist. This phase, where the Ising order is still present but the surface is already rough, 
does not exist in our model. The transition line S-U therefore includes roughening and 
simultaneous disordering of the Ising degrees of freedom. We do not find Ising exponents 
on this line.
The merging of the Ising-like transition Q-S and the KT line R-S is also described by 
Mazzeo et al. [78]. They claim that in their model the lines never actually merge, but 
become more and more closely separated. We believe, however, that this question is by 
no means settled. Two separate transitions occurring nearby will strongly influence each 
other and are likely to join. A true resolution of this point will require analytical methods, 
probably employing the super-symmetry that might be invoked by ST-invariance [97].
In our calculations, the limited system size prevents an accurate determ ination of the 
transition points. We choose to interpret our data such that both  lines meet at point S, but 
state that we are neither certain of its existence nor of its precise location.
4.4 Interfaces and critical exponents
In both  the flat and the reconstructed phase the surface is ordered. The flat phase is 
twofold degenerate with respect to its arrow representation, the phases corresponding to 
an average height of ± |  mod 2n  respectively. It undergoes a roughening transition when 
the free energy of the interface between the two realizations of this phase vanishes. This 
interface has the character of a single step and consists of the A  or B loops in Fig. 4.2 on 
page 62 as discussed before. At K = 1 this transition takes place at W = \ .  The weight per 
unit length of the interface is then W . For K + 1 this weight is WK2 for a straight piece 
and WK for a corner. The average weight is therefore WK 312 and we can estimate the KT 
line T-R by plotting WK 312 = \  in the phase diagram (the dotted line in Fig. 4.3 on the pre­
ceding page), giving a good agreement with the actual line. This means that roughening 
on the line T-R is established via the same mechanism as in the F-model.
The reconstructed phase is fourfold degenerate. Heights on one sublattice are fixed, 
whereas heights on the other sublattice alternate in a checkerboard fashion, which can be 
chosen in two equivalent ways. The average height equals an integer. The ground state it­
self corresponds to a lattice filled exclusively with intersections of one type of loop. This is 
depicted in Fig. 4.4 on the next page, together with possible interfaces between the differ­
ent realizations of this phase. Note that the degeneracy present in the MR reconstructed 
phase of (110) surfaces is of the same type.
Let us denote the phases by A+(n) ,  A - (n),  B+(n)  and B- (n).  The A  and B refer to 
the loop type. For the phase A±(n) ,  the heights of sublattice A  alternate between n  + 1 
and n  -  1 and those of sublattice B are fixed. The plus and minus signs refer to the anti­
ferromagnetic order.
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Figure 4.4 Interfaces between different realizations of the 2x 2 reconstructed ground 
state. The configuration is depicted in terms of the loops in figure 4.1 on page 61. Ver­
tices reside on the sites of the square lattice (thin, dotted lines). The solid lines are the 
A  loops, the dashed lines are the B loops. Digits indicate the heights of the alternating 
sublattice, heights of the fixed sublattice not being indicated. The phase in the upper 
left corner of each of the pictures is A+(1), the 1 indicating the average height. (a) is the 
double step interface between A+(1) and A+ (3), (b) is the Ising interface between A+(1) 
and A- (1), (c) and (d) are the single step interfaces between A+(1) and B+(2) and B- (2) 
respectively. The ‘thick’ part of the A -  B interface can be seen as a ‘thin’ part together 
with an additional Ising interface.
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Figure 4.5
The behavior of the A -  B interface of A- (n)
Fig. 4.4(c) and 4.4(d). The ‘thick’ part '
of the depicted interface consists of a 
‘thin’ part and an Ising part, which can 
split off and wander over the lattice, 
eventually become connected to other 
single step interfaces. The solid line is 




B (n + 1 )
/
B (n+1)
The integer n  is the height of the fixed sublattice, which is equal to the average height 
of the phase. We thus have the following phases:
A+(n)  and A - (n)  with n  odd.
(4.1)
B +(n)  and B (n)  with n  even.
It follows that an interface between A  and B always carries (at least) one step up or down.
Figure 4.4 on the preceding page shows four possible interfaces, bending around a cor­
ner. The phase in the upper left corner in each of the four figures is A+( n = 1). The in­
terface in Fig. 4.4(a) is between A+(1) and A+(3), and does therefore not affect the Ising 
order, but only the roughness of the surface. It carries a double step. The interface in 
Fig. 4.4(b) is between A+(1) and A- (1) and does not carry a step but has the character of 
a pure Ising-Bloch wall.
In Fig. 4.4(c) and 4.4(d) the interfaces are between A+ (1) on the one hand and B+(2)  
and B- (2) on the other. As can be seen from  the figure, the character of the interface is 
different in the horizontal and vertical directions. The thin, ‘cheap’ part of the interface 
can be seen as a pure A -  B interface, carrying a single step, whereas the thick, ‘expensive’ 
part is an A -  B interface together with an Ising wall that, in the figure, is depicted along­
side the single step interface. A corner in the A -  B interface thus creates an Ising wall 
that eventually can split off and wander freely over the lattice, thereby gaining entropy, as 
depicted in Fig. 4.5. It follows that there is an im portant interplay between the interfaces 
of Fig. 4.4(b), (c) and (d), or between roughening and reconstruction degrees of freedom. 
An attem pt to locate the transition points by just estimating the interface free energies is 
therefore likely to fail.
Now it can be seen that in principle two different scenarios for deconstruction can be 
imagined [11]. When only the free energy of the pure Ising interface vanishes, the Ising 
order is destroyed. The surface remains flat, as the domain wall does not carry a step, 
and only one type of loop intersections (A or B) prevails on the surface. It is natural to as­
sume that this scenario for deconstruction falls in the Ising universality class. The second 
scenario applies when single step interfaces become free, but steps occur in an up-down- 
up-down order, such that the surface remains flat. This scenario can apply when parallel 
steps are repulsive and anti-parallel steps are attractive. This is the qualitative mechanism 
as described by Rommelse and Den Nijs [95]. In this case the Ising order is destroyed and 
both loop types A  and B appear on the surface. There is no a priori reason for this decon­
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struction scenario to fall in the Ising universality class. Instead, one could argue it to be 
preroughening-like as the transition involves two phases with different average heights 
merging into a single phase with an interm ediate average height. See also Ref. [11] and 
Sec. 4.5.
The two scenarios give rise to different DOF phases. In the first scenario, the DOF phase 
is actually ordered with respect to the prevailing sublattice loops A  or B and is therefore 
called deconstructed, even, flat (DEF) by Bernasconi and Tosatti [11]. The second scenario 
gives rise to sublattice as well as Ising disorder. We will see that in our model the first 
scenario applies; therefore the appearing phase is actually DEF, but as both types generally 
are referred to as DOF in the literature, we chose to follow this convention.
A m ethod to extract information on the phase diagram and critical exponents, is to 
force the system to generate interfaces by applying different boundary conditions (BC’s). 
When the ground state does, as a result of the BC’s, not fit on the lattice, the system will 
be forced to generate an interface at the expense of a higher free energy. Subtracting the 
free energy of the system without an interface yields the pure interface free energy n. To 
calculate these free energies we employ transfer matrix calculations on lattices of dimen­
sion L x to. As compared to Fig. 4.4 on page 65, we choose the direction of transfer to be 
diagonal. The original six vertex square lattice is then tilted over 45 degrees. This enables 
us to do calculations on lattices with a maximal dimension of 10a/2 in terms of the lattice 
distance. We denote this dimension by L = 10. The interface free energy n(L) per unit 
length is then calculated as
(4.2) „ ( i j . - I  m ( f ) ,
where A is the largest eigenvalue of the transfer matrix with L even and periodic BC’s and 
A' is the largest eigenvalue pertaining to other BC’s. For L odd, we interpolate between 
L -  1 and L + 1.
With periodic BC’s, the net num ber of steps on the lattice is a conserved quantity. As 
a result, the transfer m atrix splits up into blocks, each block corresponding to a number 
of steps which is 0. ±2. ± 4 ... .  [75]. The ground state, or the largest eigenvalue, is to be 
found in the central block of the transfer matrix, corresponding to a net num ber of zero 
steps on the surface. We also calculate the largest eigenvalue in the sub-central block cor­
responding to two up or down steps. The corresponding interface free energy is denoted 
by ns(L) (n-step).
It is readily seen that the reconstructed ground state only fits on the lattice when L 
is even and periodic BC’s are applied. When L is odd the ground state only fits over the 
cylinder when it is shifted by one unit in the diagonal direction. Under such a shift A± (n)  
turns into A T (n)  (and B± into B+); hence the system is forced to generate an Ising wall. 
The corresponding interface free energy will be denoted by no(L) (n-odd).
Furthermore, we perform  calculations with anti-periodic BC’s. The arrows on the bonds 
of the six vertex lattice are flipped on the boundary. As a result, the net num ber of steps 
on the surface isn’t conserved anymore. Anti-periodic BC’s also generate an Ising wall, but 
imply in addition an inversion h — - h  of the Gaussian height variables. The interface free 
energy will be denoted by n- (L).
And finally, we calculate the largest eigenvalue in the central block of the transfer ma­
trix that corresponds to an eigenvector that is antisymmetric under arrow inversion. This 
eigenvalue allows us to calculate an inverse correlation length that will be denoted by n
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(n-Ising),
(4.3)
where Aas is the largest eigenvalue corresponding to an eigenvector that is antisymmetric 
under arrow inversion. As is the maximum eigenvalue of the transfer matrix, whose eigen­
vector is symmetric under arrow reversion. Hence the subscripts. The correlation length 
corresponds to the Ising order as follows from  the symmetry of the involved eigenvector.
We do, actually, need to generate still two additional interfaces. We need to distin­
guish between the two different deconstruction scenarios described above. Therefore we 
need to decide whether there is either only Ising disorder or Ising as well as sublattice 
disorder in the DOF region. The required BC’s therefore should: (a) generate an odd num ­
ber of steps on the surface, thus coupling an A  and a B phase over the boundary, and (b) 
be anti-periodic in order to retain the up-down-up-down order of steps (there can be no 
up-down-up-down order of steps when the number of steps is odd and periodic BC’s are 
applied). The corresponding interface free energy then vanishes when there is sublattice 
disorder but remains finite when there is only Ising disorder in the DOF region. The sec­
ond additional interface we need to generate is the pure single step interface that we need 
to confirm the Gaussian nature of the preroughening line.
With the direction of transfer chosen as above, it is impossible to generate these two 
interfaces. Therefore we perform  limited calculations on the same model, but with the 
direction of transfer chosen as the vertical direction with respect to the lattice depicted 
in Fig. 4.4 on page 65. The ground state then fits on the lattice when its size is an even 
num ber of vertices and when periodic BC’s are applied. With respect to this direction, a 
vertical unit shift turns A± into B± (and a horizontal unit shift turns A± into B+). Hence 
a single step interface can be generated by choosing the system size odd. The interface 
decisive of sublattice disorder is generated by choosing the system size odd and applying 
anti-periodic BC’s as well.
The interface free energies allow us to distinguish between the various possible phases. 
Extrapolating L — to yields the infinite size free energy. In the flat phase, only no van­
ishes. In the reconstructed flat phase no, n-  and ns are finite. In the DOF phase, n-  and 
no vanish, and in the rough phase all interface free energies vanish. Vanishing interface 
free energies all exhibit an exponential finite size dependence everywhere but at critical- 
ity, where they scale as Plotting Lrj(L) for various system sizes thus yields information 
about phases, phase transitions and critical exponents by standard techniques of Finite 
Size Scaling (FSS) [90].
Interface free energies are inverse correlation lengths, and scale as
at criticality, where x  is the critical exponent pertaining to the correlation function of the 
disorder operator that generates the interface in question [23]. The exponent x  is ex­
tracted by plotting Ln(L)  for different values of the system size L, and extrapolating the 
values at the intersection points of the curves. The central charge can be calculated from 
the finite size dependence of the free energy [17],
(4.4)
(4.5)
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The double step interface ns scales in the rough phase as
(4.6)
1
Lr,s (L) = —Kga ,
where Kg is the value of the Gaussian coupling and a  = 2 is the step height. We consider 
double steps, and extract Kg by extrapolating \ L rjs (L). Single steps are more difficult to 
treat in this model, as they couple to the Ising order as well. We will only occasionally 
need those single step interfaces, to distinguish between the two possible deconstruction 
scenarios giving rise to DOF and DEF phases respectively, and to establish the Gaussian 
(rough) nature of the preroughening line. When the model renormalizes to the Gaussian 
model, the ratio of the single and double step free energy is precisely 4, as can be read off 
from  Eq. (4.6). We will use this prediction to confirm the Gaussian nature of the prerough­
ening line.
In the rough phase close to the KT transition, Kg assumes the behavior [128]
where the critical value | t t  and the square root are universal. The quantity (Kg -  | t t ) 2 
should vanish linearly when approaching a KT point. We use this linear behavior as the 
identification of a KT transition.
Anti-periodic BC’s imply in particular an inversion h — - h  of the Gaussian height vari­
ables. In the rough phase and on the KT lines, where the model renormalizes to the Gaus­
sian model, this inversion yields a universal defect free energy3
independent of the value of the Gaussian coupling Kg. In the present model on the line S­
U in the phase diagram, where Gaussian degrees of freedom couple to the deconstruction 
degrees of freedom, it is not a priori clear how to disentangle this contribution. However, 
in order to see whether in the scaling limit a decoupling scenario makes sense, it will be 
useful to simply subtract this contribution from  the value of Ln- (L).
It is often taken for granted that the interface free energies no and the inverse corre­
lation length ni m ust yield the same exponent x . The BC’s used to calculate no generate 
an Ising wall and correspond to the correlation function of a disorder operator, which is, 
in the Ising model, dual to the spin-spin correlation function [61]. This is not necessarily 
true in the present case (cf. also Ref. [64]), and we will carefully distinguish the different 
exponents by indicating them  with x o and Xi respectively. The exponent from n-  will be 
indicated as x - . The exponent pertaining to ns is involved when roughening takes place 
and is conventionally expressed in term s of the Gaussian coupling Kg. The therm al expo­
nent x t is calculated from  the singular behavior of the specific heat. The singular part of 
the specific heat C is in our model proportional to the variance of the num ber of broken 
(next) nearest neighbor bonds:
(4.7)
(4.8) Lri-(L)  -  t ,
(4.9)
3To be found in Ref. [56]; for a concise derivation see Ref. [64].
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or a similar expression with derivatives with respect to K . The specific heat scales as
(4.10) C -  L2-2xt
at criticality [90], enabling us to extract the value of x t .
4.5 Results
The KT and preroughening lines In the rough phase, under the line T-R-S-U, the model 
renormalizes to the Gaussian model. L rj-(L) assumes its universal value | t t  as it should 
[Eq. (4.8)]. The line T-R-S is identified as a KT transition, where single steps melt, via the 
linear behavior of (Kg -  | t t ) 2 as in Eq. (4.7).
The line P-Q is a first order transition and goes over into the preroughening line Q-R. 
At the preroughening line, the surface is rough and the model renormalizes to the Gaus­
sian model. The preroughening transition, together with its first order continuation, is 
now well understood [95,97]. It draws a close resemblance to the F-line which is, in our 
phase diagram, the line K = 1. At the first order line, there is coexistence of different 
ordered phases with different surface heights. At point Q (or similarly, at point T), the 
interface free energy between these different heights vanishes, and the surface roughens. 
Coexistent phases at point Q are integer valued (the reconstructed phases) and half-integer 
valued (the flat phases). This means that roughening of the surface takes place via |-s tep  
melting. As a consequence, the universal value of the Gaussian coupling Kg equals 2 n  at 
point Q. The preroughening line Q-R is a line with continuously varying critical exponents, 
as is the F-line for W > \ .
Roughening of surfaces is conventionally described by the Sine-Gordon Hamiltonian
(4.11) H = d 2r -j ^Kg | Vc/>r |2 -  U2 c o s ( 2 t t <^>r) -  U4 cos(4Tr<£r)
where denotes the average surface height. In the flat phase, the average surface height 
is half-integer, which means that U2 < 0. In the reconstructed phase this average height is 
integer, meaning U2 > 0. The line Q-R therefore m ust correspond to U2 = 0, meaning that 
integer as well as half-integer average surface heights are allowed. The renormalization 
towards the Gaussian model on this line is governed by the param eter U4 that remains 
irrelevant up to the point Q where Kg takes the renorm alized value 2 n .
Our numerical calculations confirm this. On the preroughening line L n - (L) converges 
to | t t  as it should. The value of Kg should equal | t t  at point R and increase to 2 tt at point 
Q. We find at K = 0.60 the value Kg = 1.754 (14), slightly above | t t ,  and Kg = 2.07 (5) 
at K = 0.55. Kg increases further to 2 n  at point Q. Moreover, Gaussian behavior predicts 
that the ratio of the single and double step interface free energies is 4. We determine this 
ratio at point K = 0.55 and find it to be 4.1 (2).
The DOF phase, confined by the lines Q-R-S-Q, is characterized by a finite value of the 
double step interface free energy and vanishing of no and n- . Also the central charge c 
should converge to zero in this region, but we do not see this as there is a strong crossover 
to Gaussian behavior in this region. Clear evidence for the existence of the DOF phase is 
given in Fig. 4.6 on the facing page, where Ln- (L) is plotted for different values of L on 
the line K = 0 .60. Intersection points of the curves indicate critical points. Two clearly
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Figure 4.6
Seam free energy Ln- (L) for 
L = 2 , 4 , 6,8,10 on the line 
K = 0.60. Larger L-values cor­
respond to steeper curves. The 
intersection points on the right 
and on the left clearly correspond 
to different locations. The values 
of Lri-(L) in-between drops to 
zero, indicating a DOF phase. The 
intersections on the left converge 
to | t t ,  indicating the Gaussian 
character of the preroughening 
line. The intersection points on 
the right clearly are above | t t ,  
indicating the non-Ising character 
of the deconstruction transition.
distinct intersection points are found on this line, the value of Ln- (L) strongly decreases 
between these points, and we expect it to drop to zero for larger values of L. We take this 
as conclusive evidence for the existence of a DOF phase between these points.
Strong crossover is to be expected in the DOF region, which is relatively small, and on 
the line Q-S, and we should be careful interpreting our data. The param eter U2 of the Sine- 
Gordon model in Eq. (4.11) is relevant in the renormalization sense, but still small, as it 
vanishes on the preroughening line. From the line R-S we see that the value of the Gaussian 
coupling Kg is indeed above its universal value | t t ,  but yet slightly. This means that the 
DOF region, together with the line Q-S, exhibits a strong Gaussian-like behavior and that 
the real, flat nature of the surface only becomes apparent for much larger system sizes.
The line Q-S The m ost interesting part of the phase diagram are the lines Q-S and S-U, 
as they exhibit the interplay between roughening and reconstruction degrees of freedom. 
The location of the line Q-S is determined by the vanishing of the interface free energies 
n-  and no. First we determine which of the two scenarios, as described in Sec. 4.4, applies 
to the deconstruction transition Q-S. We examine the behavior of the required interface as 
described in this section. It is calculated using the ‘vertical’ transfer matrix, odd system 
size, and anti-periodic BC’s. its free energy on the line K = 0.55 is depicted in Fig. 4.7 on 
the next page. We find that it remains finite in the DOF region up to the preroughening 
line. This is conclusive to decide that it is the first scenario that applies, meaning that 
only the Ising order is destroyed in the DOF region, but that still one of the two sublattice 
loops A  or B prevails on the surface. It is therefore expected that the line Q-S is an Ising 
transition with central charge c = \ .  We are, however, not able to confirm this.
On the line we find, as expected, strong crossover to Gaussian behavior. Convergence 
of the central charge and the exponent pertaining to n-  is not smooth. Of the central 
charge, no estimate whatsoever is made. The exponent x -  varies from  0.173 (9) to 0.192 (5) 
in the direction Q^S, but we should be careful interpreting this as we find a non-smooth 
convergence. Moreover, the prediction of the location of the transition differs from other 
methods. All of this is to be expected from the strong crossover. Figure 4.6 shows curves 
for Ln- (L) on the line K = 0.60 for different values of L.
W
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Figure 4.7 The interface free energy Lq(L)  of the interface that distinguishes be­
tween sublattice order and disorder in the DOF region. It is calculated using anti-periodic 
boundary conditions that couple A-loops with E-loops over the boundary. It is calculated 
on the line K = 0.55 for L = 5, 7,9,11, curves increasing on the right corresponding to in­
creasing values of L. Extrapolating the location of the intersection points gives a value of 
W ~ 1.03. The preroughening transition is found to be at W = 1.08 on this line, whereas 
deconstruction is located at W = 1.25. This implies that the intersection points actually 
belong to the preroughening transition, and that n(L) remains finite in the DOF region, 
indicating sublattice ordering. See the text for further explanations.
The exponent x o does not suffer from  crossover as it is insensitive to Gaussian behav­
ior. Convergence of this x o is sm ooth and the estimates do not vary over the line Q-S. 
We have very few points to determine this value because of our limited system sizes, but 
with sm ooth convergence we find x o = 0.068 (8). This value definitely differs from the 
Ising value x  = The exponent pertaining to r\i yields a value of x* = 0.204 (5) at point 
K = 0.60, which is also inconsistent with Ising. Finally we determined the therm al expo­
nent x t. It is difficult to determine and exhibits generally a bad convergence. At K = 0.60, 
however, the convergence shows to be good and yields x t = 0.88 (1). its Ising value is 
x t = 1. Hence no exponent whatsoever is found consistent with Ising on the line Q-S.
The line S-U On the line S-U, the KT line R-S merges with the deconstruction line. We do 
not expect Ising exponents, however, as we did not find them  on the line Q-S. Surprisingly, 
we find a (smoothly converging) central charge value of c = 1.47 (1), which is close to its 
KT x Ising value, but seems to be even lower. However, central charges are notoriously 
difficult to calculate and the convergence could be an artifact of our small system sizes.
The Gaussian coupling Kg does not display the universal behavior of Eq. (4.7), and its 
value at the transition seems to be lower than the universal value | t t .
The exponent corresponding to n-  displays sm ooth convergence and yields a value 
of x -  = 0.200 (2). The (admittedly inaccurate) determination of the exponent from no 
gives x o = 0.07 (2). The exponent from  n  displays non-smooth convergence and gives
xi  = 0.15 (1), but the estimate of the error m aybe much too small. The therm al exponent
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shows for larger W bad convergence and is impossible to determine. Just beyond point 
S however, determination is still possible and we find x t = 0.73 (3) at W = 1.60 and 
x t = 0.72 (7) at W = 1.75. Beyond this point, x t seems to decrease, but no conclusions as 
to its value can be inferred from our data. We cannot even exclude the possibility of the 
transition becoming first order further away from point S.
4.6 Discussion
Interpretation of our data apart from  the lines Q-S and S-U is straightforward. The line T- 
R-S is a KT line, Q-R is a preroughening line and Q-P is a first order line, actually extending 
to the K = 0 axis.
The line Q-S is expected to be an Ising line but does not display Ising exponents. This 
could be due to the fact that it is squeezed between the two multicritical points S and Q. 
Indeed in the clock step model of Den Nijs [97] where the multicritical point Q is absent, 
Ising-like behavior is found. On the other hand, in the model studied by Mazzeo e t al. [78]. 
the phase diagram is in this respect similar to that of the clock step model, but these au­
thors do find exponents deviating from Ising [26].
A feature that is present in both our model and that of Mazzeo e t al. but not in the 
clock step model is the presence of the vertices 5 and 6 (Fig. 4.1 on page 61), to which 
no Ising spins are assigned. These vertices act like vacancies with a fugacity 1/W . It is 
quite conceivable that it are these vacancies that alter the universality class. The model 
displaying these vacancies is the tri-critical Ising or Blume-Capel model [18]. The model 
shows a critical (Ising) line terminating in a tri-critical point beyond which the transition 
becomes first order.
The central charge of the tri-critical Ising point is c = ^  and its exponents are x  =
|  and |  [88, 94], Apart from  the central charge, which shows a notorious bad convergence, 
we are able to identify the three m ost relevant exponents x . The exponent ^  (0.075) is 
identified with x o = 0.068 (8) on Q-S and (with larger error) with x o = 0.07 (2) on S­
U. The exponent |  (0.20) corresponds to Xj = 0.204 (5) on Q-S, but not on S-U, where 
Xj = 0.15 (1). The third exponent x  = \  (0.875) is found as x t = 0.88 (1) on the line 
Q-S. The last exponent x - that we measured along Q-S stems from  anti-periodic BC’s and 
suffers from  strong crossover to Gaussian behavior. In the Gaussian phase, this exponent 
is x  = |  as follows from  Eq. (4.8). If the crossover is perfect, one tends to think that this 
value adds up to the actual value, which means that the exponent should be identified with 
|  |  yielding (coincidentally) Indeed, the finite size value rises up to about 0.20 and 
then starts to decrease for larger values of L. The exponent x -  should thus be identified 
with ¿ ¡.T o  complete the identification, the least relevant exponent x  = f  should be sought 
for.
In summary, the line Q-S shows tri-critical Ising exponents within the errorbars. On 
the line S-U, where the surface becomes rough as well, deviations from  this behavior are 
found.
This coincidence could lead one to the conjecture that this part of the phase diagram 
is to be understood as a tri-critical Ising model (coupled to a Gaussian model). However, 
apart from the fact that the tri-critical Ising exponents are found along the whole line Q- 
S and not in a single point, the puzzling feature is that the scaling fields to which these 
exponents belong do not fit. Our magnetic exponent x i is identified with the thermal tri-
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critical exponent x  = \  while our therm al exponent x t appears as the m agnetic  tri-critical 
exponent x  = \ .  Further research is needed to see whether the remarkable coincidence 
of the calculated exponents with the exponents of the tri-critical Ising model is a mere 
accidence or whether there is a deeper connection. A better understanding is even more 
called for in view of the large num ber of recent papers that discuss models with similar 
behavior.
Mazzeo, Levi, Jug and Tosatti studied deconstruction and roughening of the Au(110) 
surface in a MC simulation [76]. They find two separate but nearby transitions, and claim 
that the deconstruction transition is in the Ising universality class. Their result for the 
exponent
(4.12) — = 2 -  2x,
v
where x  is a magnetic exponent, is y / v  = 1.8 (2), which corresponds to an exponent 
x  = 0.1 (1), actually consistent with Ising as well as tri-critical Ising behavior. The specific 
heat C shows a logarithmic size dependence, indicating Ising-like behavior, but, as argued 
in Ref. [68], power law and logarithmic behavior may be very difficult to distinguish. We 
conclude therefore that their results do not necessarily indicate Ising behavior but are con­
sistent with behavior deviating from  Ising as well.
Mazzeo, Carlon and Van Beijeren [78] study the phase diagram of the two-component 
BCSOS model. They find a roughening transition initially separated from a deconstruction 
transition. The latter falls into the Ising universality class. When the two transitions be­
come nearby, they find exponents deviating from  Ising. They find a magnetic exponent x o 
well below the Ising value |  and a central charge above |  [26],
Another model showing an interplay between Gaussian and Ising degrees of freedom 
is the FFXY model. The model is believed to be equivalent with a line in the full phase 
diagram of the coupled X Y -Ising model, with Hamiltonian [49, 69,92]
(4.13) H = -  X  A(1 + 0 i 0 j)  cos(6t  -  6j) + C o o j .
(i,j)
The angle variables 6 are the X Y  variables and the a  are Ising spins. The model shows 
an Ising line and a KT line, merging into a single critical line that eventually becomes first 
order [49,69, 92]. In studies of the FFXY model, m ost authors find that there is a single 
transition with exponents deviating from  Ising [50,64, 68,118]. The hypothesis of the two 
transitions to be simultaneous is not always confirmed [106] or is rejected [101]. It is thus 
believed that the FFXY model is located in the phase diagram of the coupled XY-Ising 
model close to the merging of the Ising and KT lines. The single critical line of this model 
shows varying critical exponents, presumably due to crossover. The exponents found in 
the above m entioned papers display roughly the same values as in our model on the line 
S-U. The therm al exponent x t  is generally found somewhat lower than the tri-critical Ising 
value the exponent pertaining to q agrees fairly with x  = I, and the correlation func­
tion exponent x t is about 0.15.
We therefore conjecture that the joined transitions of the two-component BCSOS 
model, our model and the coupled X Y -Ising model fall into the same universality class. 
We find varying critical exponents along this line, and the transition may eventually be­
come first order, as in the coupled X Y -Ising model.
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4.7 Conclusions
We have calculated the phase diagram of a single component BCSOS model with nearest 
and next-nearest neighbor interactions between atoms of each of the two sublattices, using 
transfer matrix techniques. We found a rich phase diagram, with flat, 2x2 reconstructed, 
DOF and rough phases. Existence and character of the preroughening transition between 
flat en DOF phases as established by Den Nijs [95, 96] are confirmed by our calculations. 
The Ising-like deconstruction transition between the reconstructed and DOF phases actu­
ally shows exponents deviating from Ising. Merging of this line with a KT transition line 
gives rise to a simultaneous roughening and deconstruction transition with exponents de­
viating from  Ising.
We stress the similarity of this interplay between roughening and Ising degrees of free­
dom with that in fully frustrated X Y  models, note that the observed exponents in both 
cases roughly coincide and therefore argue that both transitions fall in the same univer­
sality class.
We observe qualitatively that the interplay between roughening and Ising degrees of 
freedom in our model may result in the effective appearance of Ising vacancies in the 
model, and compare our calculated critical exponents with these of the tri-critical Ising 
point present in the phase diagram of the Blume-Capel model. We observe a remarkable 
coincidence, and conjecture that tri-critical Ising behavior rather than Ising behavior may 
well be involved.
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5. Is surface melting a surface phase 
transition?
Monte Carlo or Molecular Dynamics calculations o f  surfaces o f  Lennard-Jones 
system s often indicate, apart from  a gradual disordering o f  the surface called 
surface melting, the presence o f  a phase transition a t the surface, bu t cannot 
determ ine the nature o f  the transition. In the presen t chapter, we provide for  
a link between the continuous Lennard-Jones system  and a lattice m odel. We 
apply the m eth od  for the (001) surface o f  a Lennard-Jones fcc structure p e r­
taining to Argon. The corresponding lattice m odel is  a Body Centered Solid on 
Solid m odel with an extended range o f  interaction, showing in principle rough, 
flat and disordered flat phases. We observe that en tropy effects considerably  
low er the strength o f  the effective couplings between the atoms. The Argon  
(001) face is shown to exhibit a phase transition at T = 70.5 ± 0.5 K, and we 
iden tify this transition as roughening. The roughening tem perature is in good  
correspondence with experim ental results for Argon.
This chapter is based on J. Chem. Phys. 104, 3822 (1996).
5.1 Introduction and motivation
Surface melting, in particular of simple Lennard-Jones systems like Argon, is well under­
stood as the wetting of the solid by its own melt. A liquid-like layer appears between the 
solid and the vapor, and the thickness of this layer increases with temperature. Theoreti­
cally, the phenom enon is described with a Landau theory [73] and, more recently, using a 
Density Functional approach [74].
It is clear that the atoms in the liquid-like layer between the bulk and the vapor are 
influenced by the presence of the underlying crystal. Therefore, the layer should be re­
garded as a quasi-liquid exhibiting properties that are interm ediate between those of the 
solid and the bulk liquid. To decide upon surface melting in Molecular Dynamics calcula­
tions, one usually considers the behavior of an appropriate quantity like, e.g., the parallel 
integrated density
(5.1) p( z )  = d x d y  p(r),
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where z  is the direction transversal to the interface, and
(5.2) p(r)  = X  8(r  -  rj)
j
with j  running over all particle positions r j . This p( z )  shows sharp peaks in the bulk, 
while in the case of surface melting the peaks broaden when z approaches the interface. 
The onset of the quasi-liquid layer then can be defined, more or less arbitrarily, by a suit­
able broadening of the peaks. In the case of complete surface melting, the thickness l of 
the quasi-liquid layer diverges as the tem perature approaches the triple point tem perature 
T3 of the bulk. As follows from  the wetting theory in the case of Lennard-Jones systems, 
the thickness of the layer increases with tem perature as a power law, and this is experi­
mentally confirmed [130].
The wetting theory concentrates on this param eter p( z )  but cannot give information 
concerning the atomic structure in the few top layers when the triple point T3 is ap­
proached. Specifically, one could ask whether the top layer does exhibit a genuine sur­
face phase transition at a tem perature Tc < T3. It is possible that the phenom enon of 
surface melting is a gradual process of the thickening of the quasi-liquid layer, with no 
surface phase transition at all. But since the wetting theory fails to detect a genuine two­
dimensional transition, it could well be that surface melting is accompanied by a surface 
phase transition which takes place at a tem perature lower than the triple point tem pera­
ture. Such a transition could either be a roughening transition, involving the transversal 
degrees of freedom, or a two-dimensional ‘melting’ transition involving the in-plane de­
grees of freedom. The connection between surface melting and possible surface phase 
transitions is as yet not understood.
One of the difficulties in addressing this question is the definition of a suitable order 
parameter. Clearly, the parallel integrated density cannot be an order parameter.
Van der Eerden et  al. [36-38] proposed the surface shear modulus as an order param ­
eter for a surface phase transition accompanying surface melting. In a Monte Carlo simu­
lation of the (001) face of a Lennard-Jones fcc structure, they found indications for such a 
transition, but, as is in general the case with such calculations, no information regarding 
the nature of this transition was obtained. It is this question we want to address in this 
chapter.
At the outset it should be clear that a ‘melting’ transition associated with the lateral 
degrees of freedom of the top layer cannot be a two-dimensional melting transition of the 
Nelson-Halperin-Young type [51, 86,114,128]. This is because the bulk under the top layer 
provides a substrate potential which is com m ensurate to the top layer. Such a potential 
is known [51, 59] to be relevant in the renorm alization group sense. It is therefore more 
appropriate to adopt a lattice model, with the lattice dictated by the substrate. Judging 
from  the Monte Carlo data from  simulations on Lennard-Jones interfaces well below the 
triple point [21,37, 38], neglecting overhangs and vacancies is not a serious approximation. 
Accepting this approximation, one arrives at a Solid On Solid (SOS) model.
It is by now well known that, if one allows for more than nearest neighbor interactions, 
the phase diagram of these SOS models can be very rich [11]. Possible phase transitions 
include roughening [8] preroughening [95], and deconstruction [119,121]. The prerough­
ening and deconstruction transitions are from a flat or reconstructed phase into a so-called 
Disordered Flat (DOF) phase, in which the surface is disordered but remains flat on aver­
age. Typically such a transition can occur when there is a competition in strength between
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nearest and next-nearest neighbor bonds.
The couplings in the lattice model are effective couplings to be calculated from the orig­
inal continuous Lennard-Jones system. In the context of lattice models, one usually just 
estim ates the values of the couplings, e.g. by counting the ‘broken bonds’. In deriving a 
lattice model from the continuous Lennard-Jones system, however, one should integrate 
the continuous degrees of freedom, thereby obtaining effective couplings which typically 
contain a gain term  due to the increased potential energy (the broken bond), but also a 
loss term  due to an increase of entropy, since a particle in a cell adjacent to a vacant cell 
has more freedom to move. This effect lowers in particular the strength of the nearest 
neighbor coupling.
It is the goal of the present chapter to actually calculate the effective couplings for a lat­
tice model, pertaining to the (001) surface of a Lennard-Jones fcc structure, and to ana­
lyze this model. In this way we can determine the nature of a possible transition at this 
interface, which is not feasible with Monte Carlo or Molecular Dynamics calculations. We 
use a Lennard-Jones potential appropriate for Argon, calculate the effective couplings of 
the corresponding lattice model by integrating the continuous degrees of freedom of the 
Lennard-Jones system, and analyze the resulting SOS model.
5.2 Outline of the method
Deriving the lattice model from the continuous Lennard-Jones system requires a number 
of steps. First we have to establish a cell description of the surface. We notice from  the 
simulations of Broughton and Gilmer [22] that there is a considerable range of tem pera­
tures up to about 75 K where the top layer of the (001) face shows already an irregular 
pattern  while the atoms in all other layers are close to their average positions and still be­
have as bulk atoms. Note that the triple point of Argon found by Broughton and Gilmer is 
at T3 = 82.7 K (compared to the experimental value [42] of T3 = 83.810 K). Concentrating 
on a tem perature range up to T = 75 K, it is a good approximation to neglect correlations 
between the top layer and the bulk, thus treating the bulk in a mean field manner. We use 
Monte Carlo simulations to evaluate the average bulk lattice distance a(T)  as a function 
of temperature. This distance a(T)  then defines the cell dimensions of the surface cells. 
For the (001) face, these cells are rectangular blocks with dimension \ - f i  a(T)  centered 
around the average atom  position. The height of the cell is chosen such that the average 
potential at the top of the cell is negligible.
As the substrate potential is caused by layers under the surface which, as follows from 
the calculations of Broughton and Gilmer, behave as bulk layers, we can calculate the sub­
strate potential, present in the cells, in a bulk simulation.
Having defined the cells with the substrate potential, we can evaluate the effective (tem­
perature dependent) couplings in the lattice model, arising from  the continuous Lennard- 
Jones system. Therefore we choose several different surface configurations with some 
cells occupied and some empty, and calculate the corresponding free energies by integrat­
ing the continuous degrees of freedom of the atoms in their cells. Comparing this free en­
ergy with the free energy of the fully occupied surface, we arrive at a lattice model of the 
(001) surface, with the only degrees of freedom left being discrete and describing whether 
or not an atom is present on its site.
In this way one can arrive in principle at an exact representation of the continuous
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Figure 5.1
Four different step configurations at a 
vertex. Shaded cells are occupied, white 
cells are empty. Thick lines are the ori­
ented steps a the vertex configuration.
Fj denotes the free energy. Note that 
the configurations are rotationally in­
variant, so F1  represents four different 
configurations. The empty configura­
tion, without step, is not shown and has 
a free energy F = 0.
system as a lattice model, but in practice one only considers effective couplings extending 
over a limited range. Instead of sticking to the language of atom-atom couplings, we will 
express the energy of a configuration in terms of elementary step and kink configurations 
at the surface. Limiting the range of the couplings to the next-nearest neighbor distance, 
the four elementary step and kink configurations are those depicted in Fig. 5.1.
We calculate the free energies of nine different surface configurations and express the 
free energies as good as possible in term s of the vertex free energies F1 to F4. The accuracy 
of this match gives an estimate of the error in neglecting couplings with a range beyond 
the next-nearest neighbor distance. The nine different configurations are chosen to fit on 
a strip of 3 xoo cells which is periodically repeated. This makes it possible to find their 
surface free energies by a transfer m atrix method.
The final step in the procedure is to analyze the resulting SOS model. Actually the ap­
propriate SOS model for a (001) face of an fcc structure is the Body Centered Solid On 
Solid (BCSOS) model, which is directly related to the six vertex model [7] with an extended 
range of the interactions. A section of the phase diagram of this model has recently been 
investigated by us [2] showing that the inclusion of next nearest neighbor interactions in­
deed is capable of stabilizing a DOF phase. We use the same m ethod as described in this 
reference to explore the occurrence of a two-dimensional phase transition along the tem ­
perature path from 50 K up to 75 K in the phase diagram.
F1 F'2 F-3 F 4
5.3 Effective step energies
We derive the BCSOS model from  the continuous Lennard-Jones system by calculating the 
(temperature dependent) effective step energies F1 to F4 from  Fig. 5.1. The system under 
study is a Lennard-Jones fcc structure pertaining to Argon. The precise potential we use 
is the same as that used in Ref. [37],





exp 0.25 a  
r  -  2.5cr
for r  < 2.5a,
and vanishes for r  ^  2.5 o' .T o  model Argon, the following values are used:
(5.4)
7- = 119.8 K, 
k
a  = 0.33 nm.
These values define the scale of our calculations, and can be used to transfer the numerical 
results in term s of reduced units. As our calculations particularly pertain to Argon, we 
choose to express the results in terms of SI units.
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Bulk simulations, used for establishing the cell description of the surface, are treated 
in Sec. 5.3.1. In Sec. 5.3.2, we use a transfer matrix m ethod to calculate the effective step 
free energies. Results are presented in Sec. 5.3.3
5.3.1 Bulk simulations
This section deals with computing the effective substrate potential for the surface atoms. 
The substrate potential arises from the bulk. The main assum ption regarding this section 
is that there are only two types of atoms: bulk atoms and surface atoms. Surface atoms 
are those in the top layer; the remainder are bulk atoms. The assum ption is that atoms 
close to the surface are not affected by the surface; the substrate potential in the surface 
layer thus is dictated exclusively by the behavior of the bulk and can be determined in 
a bulk simulation. Therefore we define a bulk system, consisting of 972 atoms in an fcc 
configuration with periodic boundary conditions in every direction. It is oriented such that 
a (001) layer of the configuration lies horizontally. We choose one (001) layer of atoms 
from  this configuration. The substrate potential at a certain point in this layer now arises 
from  all atoms under this layer.
Extracting the desired potential pattern  consists of three steps: first we have to com­
pute the equilibrium volumes of the system at several tem peratures and fixed external 
pressure. In a next simulation, we fix this equilibrium volume and compute the average 
positions of each of the atoms. These average positions together with the equilibrium lat­
tice param eter determines the cells corresponding to each of the atoms. These cells are 
rectangular blocks, and the center of the cell is the averaged position of the corresponding 
atom. We can now rerun the second simulation (i.e. generating the same configurations), 
but now with the average atom positions known beforehand. In the cells, we compute the 
average substrate potential pattern  arising from  all atoms under the layer where the cell 
is part of. As, due to translational invariance, all cells are equivalent, we can average all 
m easured potential patterns, thus giving rise to one average pattern  in a cell. This pattern 
is the desired substrate potential.
We do calculations in the tem perature range of 50 to 75 K, still well below the triple 
point of Argon. We will use an external pressure P = 0 for our simulations, which is, 
strictly spoken, not correct, as we do have to consider the system in equilibrium with its 
vapor. The vapor pressure, however, will be very low, and the properties of a solid are 
relatively insensitive to pressure. We regard choosing P = 0 as a good approximation.
The results of the volum e calculations, compared to those of Broughton and Gilmer [20] 
and to the experimental results, are shown in Fig. 5.2 and show a close correspondence. 
The therm al cubic coefficient of expansion a  is given by
We find at T = 60 K a value of a  = 2.15 x 10r3 Kr1, as compared to the result of Broughton 
and Gilmer [20] calculated from  their polynomial fit of the nearest neighbor distance, a  = 
2.04 x 10r3 Kr1, and the result of Van der Eerden e t al. [38], a  = 1.95 x 10r3 Kr1. The 
experimental result of Peterson e t al. [102] is 1.45 x 10r3 Kr1. Note that Broughton and 
Gilmer use a slightly different Lennard-Jones potential.
Having carried out the volum e m easurements, we can start measuring the potential 
pattern. We perform  the simulations with a fixed volum e V , and fix this volum e at its equi­
librium value as described above. In the first simulation, we calculate the average position
(5.5)
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Figure 5.2
The nearest neighbor distance 
of the Argon fcc crystal against 
temperature. The solid line is a 
polynomial fit of our results, the 
dashed line is that of Broughton 
and Gilmer. Circles indicate 
the experimental results from 
Ref. [102]. Note the y -scale.
40 45 50 55 60 65 70
Temperature (K)
of all atoms to determine the centers of the cells. During the simulation, we store the gen­
erated configurations which we used for measurements, in order to use them  again in the 
next simulation.
Then we define in every cell a fine grid consisting of 21 x 21 x 21 points, at which we 
measure the average potential. It turned out that we had to extend the grid above the cell, 
because we wanted to measure the potential up to a height where it becomes negligible. 
The defined grid therefore has a height of |  of the height of the bulk cell. In the simula­
tion, we use the already stored configurations. We measure the substrate potential in each 
of the 9261 points of the grid, and average over all cells. We used 3000 generated configu­
rations between each MC sample, and sampled 800 times. During the simulation, we have 
to check whether the cell picture makes sense. It does, provided the atoms remain in their 
cell during the simulation. We check this for all atoms, and it turns out that not a single 
atom moves out of its cell.
5.3.2 Transfer matrix calculations
The first step in our procedure, the determ ination of the substrate potential pattern, has 
now been carried out. We will use this potential pattern  as a mean field, to which the sur­
face atoms are subject. However, we have to check whether this mean field approximation 
makes sense, and indeed will do so using different methods. The checks will be treated in 
the Appendix.
Our task is to integrate the continuous degrees of freedom of the surface atoms in their 
cells. We will do this using a transfer matrix calculation, which, in principle, gives exact 
results. We have, however, to discretize as a continuous integration is not possible. If 
we choose a surface in which one row consists of N  cells with L grid points per cell, the 
dimension of the transfer matrix is LN x LN. The boundary conditions are periodic: the 
row is closed at the ends.
The substrate potential pattern  consists of 9261 points, which means that now L = 
9261. This yields a m uch too large dimension of the transfer matrix. Therefore, we have 
to reduce drastically the num ber of points L. We choose L = 25 and N  = 3, yielding a
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Figure 5.3
Distribution of points in a cell. There 
are 25 points in the cell, each one in 
its corresponding domain. The poten­
tial in each of the domains is averaged, 
its Boltzmann weight is calculated and 
multiplied by the area of the domain. 
The points are in the middle (the ‘cen­
ter of mass’) of the domain, and the do­
mains are uniquely defined according to 
the parameters R 1, R2 and p . Note that 
symmetry is that of a square. The pa­
rameters are fixed such that the Boltz­
mann weights multiplied by the corre­
sponding area are all equal, in order to 
obtain a distribution which is as effi­
cient as possible.
linear dimension of the transfer matrix LN = 15625. We will distribute the 25 points in 
the cell as efficiently as possible, by choosing the grid points unevenly distributed in the 
cell and making the pattern  two-dimensional. Both approximations, reducing the num ber 
of points and making the grid two-dimensional, will be validated.
The Hamiltonian of our surface system is
where the indices run over all particles, Vsubs is the substrate potential and Vlj is the 
Lennard-Jones potential from  Eq. (5.3). Vlj is cut off such that only nearest and next near­
est neighbors interact; otherwise the transfer m atrix dimension increases.
Making the grid two-dimensional means that we ignore the dependence of VLj ( Iri -  ry |) 
on z i and zy . The z integration can then be done directly in the partition function. This 
is done by just adding all potential patterns with different z coordinates, and multiplying 
the corresponding Boltzmann weights by the height of the grid.
Then we choose the L = 25 grid points as efficiently as possible. The idea is as follows: 
the lower the Boltzmann weight in a certain point of the cell, the less relevant is the corre­
sponding area in the partition function, so the distribution can be less dense in that area. 
On the other hand, points have to be dense in those areas where the Boltzmann weights 
are high. Grosso modo this means that the distribution of points should be more dense 
in the center of the cell and less dense towards the edges. We choose the location of the 
points according to Fig. 5.3. The figure depicts the two-dimensional cell with 25 points, 
each point being in its corresponding domain. The points are in the middle (the ‘center of 
m ass’) of their domain. The domains are defined by the three variables R1, R2 and p .
We choose the grid points as in the figure, and we assign a Boltzmann weight to each 
of the domains. Consider one domain with the original (dense) grid points being in it. To 
obtain the correct Boltzmann weight, we first determine the average potential V in that do-
(5.6) H  = X  Vsubs (ri) + X  Vlj (Ir* -  rj  |),
i i j
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Figure 5.4
Nine surface configurations. The 
squares are the cells in which 
the surface atoms move, empty 
squares denoting empty cells and 
shaded squares denoting occu­
pied cells. Each of the surface 
configurations is understood to 
extend to infinity on both sides. 
Steps on the surface (that is, bor­
ders between empty and occu­
pied cells) make up closed ori­
ented loops, and are indicated 
with thick lines.
main, calculate the corresponding Boltzmann weight W = exp ( - V)  and multiply this with 
the area of the domain. This is the Boltzmann weight we are going to use in the transfer 
m atrix calculation. To obtain the most efficient distribution of points, we fix the variables 
R1, R2 and such that the Boltzmann weights multiplied by their corresponding area, are 
(almost) equal to each other. A lower Boltzmann weight then automatically corresponds 
to a larger domain, and the resulting weights are equally relevant. Theoretically, they are 
all exactly equal so we could leave them  out, but in practice we do not succeed in fixing 
the param eters such that the weights are exactly equal, so we choose to leave them  where 
they are.
The calculated coordinates of the 25 grid points, together with the associated Boltz­
m ann weights, are used as input for the transfer matrix calculations. We calculate the 
free energy of several different surface configurations, each consisting of occupied and 
empty cells. We choose them  such as to have much variety in the configurations, and we 
choose them  over-complete for determining the vertex free energies F1 to F4 from Fig. 5.1 
on page 80. The configurations we choose are depicted in Fig. 5.4, where the pictures are 
understood to extend to infinity at the right and left ends. The ‘rows’ of the transfer matrix 
are depicted vertically; the direction of transfer is horizontal. We have to define a differ­
ent transfer matrix for each different pair of rows; transferring from a row with, say, three 
occupied cells to a row with two occupied cells corresponds to a transfer matrix with di­
mension 253 x 252.
Let us define the different transfer matrices by, for example, T(110|111), where the 
digits refer to the cells. A digit 0 indicates that the corresponding cell is empty, a 1 that it 
is occupied. So T( 1101111 ) is the transfer m atrix between a left row having its lower two 
cells occupied, and a right row having all cells occupied. Note that none of the transfer 
matrices is symmetric and that most of them  are not even square matrices.
First we calculate the largest eigenvalue Amax and the corresponding left and right 
eigenvectors ( y l  and l y )  of the ‘full’ transfer matrix T(111|111). The free energy of one 
particle in a fully occupied surface is F = In Amax. Now the partition function of, say, 
configuration num ber 9 in Fig. 5.4 is
(5.7) z  = —  { i p \  r u m i o i )  r ( i o i i o i o )  r ( o i o m i )  \ y ) .A2/vmax
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The eigenvectors are normalized as ( y \ y )  = 1. Note that we divide by A;max, because we 
want to subtract the free energy of a fully occupied surface consisting of precisely as many 
atoms as configuration num ber 9. Similar expressions are used for the other surface con­
figurations.
By calculating F = -  ln Z we now have the free energies of all different surface con­
figurations. We want to express those free energies in term s of step configurations at the 
surface. The step configurations we use are those possible at a vertex (the meeting point 
of four cells) and are depicted in Fig. 5.1 on page 80. The fifth possible vertex is the vertex 
with no steps; it carries free energy 0. The nine free energies of the surface configurations 
of Fig. 5.4 on the facing page are redundant for determining the values of the free energies 
F1 to F4. We calculate Fj using a best fit method. Re-expressing the free energies of the 
nine surface configurations in term s of these vertex free energies indicates the quality of 
the fit.
Ideally, the Fj obey the following equation
(5.8) I  T.jFj -  A,
j=1
where A i , i  = 1 . . .  9 is the free energy of surface configuration num ber i and Tij expresses 
the num ber of times vertex j  appears in configuration num ber i, that is
(5.9) T =
(6 8 8 6 6 2 4 4 2
0 2 2 4 0 4 4 2 0
0 2 2 0 4 4 4 4 4
0 0 0 0 0 0 0 1 2
As argued before, the nine surface configurations are redundant for determining the free 
energies Fj , so Eq. (5.8) will have no solution. We will determine the Fj from  this equation 









Free energies F1 to F4 of the four 
different vertex configurations 
of Fig. 5.1 on page 80. Symbols:
O straight step, + inside corner, 
□ outside corner, x crossing. 
The temperature dependence 
of the crossing of two steps is 
the strongest, which means that 
there the entropy plays a more 
important role.
Temperature (K)
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5.3 Effective step energies
The components of si describe the relative error of expressing the free energy of config­
uration num ber i in terms of the vertex free energies Fj . Minimizing | f | 2 with respect to 
the vertex energies by solving
(5.11) = 0
dFj
yields the best values for Fj .
5.3.3 Results
The resulting values for F1 to F4 are plotted in Fig. 5.5 on the page before. It turns out 
that expressing the surface free energies in term s of only these elementary configurations 
works well; the average percentual difference between the actual free energy and the free 
energy in term s of the Fj is about 1.2%, the maximum difference is 2.5%.
In lattice models, one usually estimates the interaction param eters by the energy of 
a broken bond. This energy is, in our case, the value of the Lennard-Jones potential at 
the equilibrium distance. One thus neglects the entropy gain that corresponds to the in­
creased freedom of the moving atom. To see the strength of this effect, we choose one 
of the surface configurations, say configuration num ber 7, and plot its energy calculated 
from  the broken bonds together with the actual free energy which results from  our transfer 
matrix calculations. The plot is shown in Fig. 5.6. There turns out to be a considerable dif­
ference in the actual free energy and the energy calculated by counting the broken bonds. 
This difference is precisely the entropy which the atoms gain by moving in the cell, and, 
as expected, it increases with temperature.
Temperature (K)
Figure 5.6 Free energy of surface configuration number 7 from Fig. 5.4 on page 84. 
Symbols: □ is the calculated free energy, + is the energy in terms of broken bonds, and 
A is the free energy calculated from the vertex free energies Fj from Fig. 5.1 on page 80. It 
follows that expressing the free energy of the surface in terms of the vertex free energies 
is accurate; □ and A are approximately the same. Also follows that calculating the energy 
of a surface configuration by counting the broken bonds considerably overestimates the 
actual value; the figure shows that a substantial entropy effect is present. As expected, 
this effect gets stronger with increasing temperature.
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Table 5.1 Comparison of the vertex free energies Fj in units of kT  at T = 50 K and 
T = 70 K. The second and third colum ns show the actual free energies of the vertices 
1 to 4. In the fourth column, the same free energies are calculated, but now using the 
potential pattern at T = 50 K scaled to the cell dimensions of T = 70 K. The last column 
shows the relative contribution of the increased cell dimensions to the total effect. It 
follows that the decrease of free energy with increasing temperature is for roughly 98% 
due to the increasing cell dimensions, and for 2% to the flattening potential pattern.
Vertex number 50 K 70 K actual 70 K scaled %
1 1.4180 0.8133 0.8219 98.6
2 1.1322 0.6314 0.6390 98.5
3 0.9814 0.5048 0.5130 98.3
4 1.6028 0.7848 0.8018 97.9
To visualize the quality of the fit m ethod described above, we also plot (in Fig. 5.6 on the 
preceding page) the free energy of the configuration, but now re-expressed in term s of the 
vertex free energies Fj from  Fig. 5.1 on page 80. We see from the figure that expressing 
the free energy of the configuration in term s of the vertex energies is appropriate. We 
conclude that it is sufficient to consider only the vertex configurations 1 to 4, and that we 
do not need to consider more complex step configurations.
Finally, we want to check an hypothesis. We expected that the decrease in free energy of 
the surface with increasing tem perature is mainly due to the increasing lattice parameter, 
and that it has little to do with the changing substrate potential pattern. Cell dimensions 
increase with temperature, which means that the atoms gain freedom and therefore en­
tropy, while the potential pattern  flattens a little but remains more or less the same. We 
can check this hypothesis by scaling the potential pattern  at T =  50 K to the cell dimen­
sions at T =  70 K, and calculating the free energies of the surface configurations. The 
results are tabulated in table 5.1. We conclude that the increase of free energy with tem ­
perature can be explained for 98% by the increasing cell dimensions, and for roughly 2% 
by the flattening of the potential pattern. This confirms our hypothesis.
5.4 The lattice model
We will now briefly discuss the lattice model following from our calculations. The model 
pertains to the (001) surface of an fcc crystal, which means that neighboring atoms always 
differ ± \ a  in height. A typical surface configuration is depicted in Fig. 5.7 on the following 
page. The resulting lattice model is a BCSOS model, which can be m apped on a six vertex 
model [7].
Consider a square lattice, where an arrow is placed on each of the bonds satisfying the 
so-called ice rule, which states that the num ber of incoming arrows at each vertex equals 
the num ber of outgoing arrows. The six possible arrow combinations at a vertex are de­
picted in Fig. 5.8 on page 89. The rule for assigning heights to the lattice sites is that, 
when looking in the direction of an arrow, the higher atom  is on the right. Fixing then the 
height of one of the sites, a vertex configuration is uniquely mapped onto a surface height
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Figure 5.7 Typical surface configuration for a (001) surface of an fcc crystal. The 
circles are the atoms, darker circles representing atoms that are higher on the surface. 
Neighboring atoms always differ half a lattice distance in height. The six vertex lattice 
is depicted with thin, solid lines and small arrows. The thick solid line is a step on the 
surface, and indicates a height difference of one lattice distance a  between next nearest 
neighbors.
configuration. The ice rule guarantees that the mapping is single valued.
The six vertex model in its original formulation assigns an energy to each of the six 
vertices, and has been completely solved [6]. In our case, using the configurations and en­
ergies of Fig. 5.1 on page 80, we have to take into account interactions between the vertices, 
which means that there is no exact solution of our model present. The energies which we 
assign to vertex configurations are visualized in Fig. 5.9 on the next page, and result in a 
four-vertex interaction. Compare this figure to Fig. 5.1 on page 80.
The model can be analyzed with transfer matrix calculations and standard analysis of 
Finite Size Scaling [90]. In chapter 4 (Ref. [2]), we analyze a section of the phase diagram 
of this BCSOS model and show that it contains in particular both  a rough and a DOF phase. 
For a detailed account of the calculations we refer to this chapter. Here, we apply the same 
m ethod to determine the behavior of the Argon (001) surface, following from  the values of 
the Fj in Fig. 5.5 on page 85, but average the free energies F2 and F3 applying to inside and 
outside corners. Inequality of F2 and F3 breaks the particle-hole symmetry and cannot be 
present for a two body potential. The broken symmetry is present here because of entropy 
effects, which introduce effective many-body couplings. The effect will be to smear out the 
transition [96] but we neglect the difference here and use (F2 + F3)/2.
Our Finite Size Scaling analysis shows that the model exhibits a roughening transition 
at T = 70.5 ± 0.5 K. Below this temperature, the surface is flat on average, with only now 
and then islands bounded by up or down steps. At higher tem peratures, these islands start
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- y :
1 4 5 6
Figure 5.8 The six possible arrow combinations at a vertex of the six vertex model. 
The six vertex model can be mapped onto a surface model by assigning heights to each 
of the lattice sites. Looking in the direction of the arrow, the higher atom is on the right. 
The thick arrows denote height differences between next nearest neighboring atoms, and 
form a closed, oriented loop on the surface. The loop corresponds to a step.
Figure 5.9 Different elementary surface configurations. Compare Fig. 5.7 on the 
facing page, and note that the lattice is tilted over 45°. The thin solid lines make up the 
six vertex lattice, each bond carrying an arrow and indicating a height difference ± \ a  
between adjacent atoms. Heights, in terms of the lattice parameter a, are indicated on 
the sites. The interaction is defined on the central side. For convenience also the adjacent 
sites are depicted. The four vertices represented as • take part in the interaction, but only 
insofar their arrows are depicted. Thick lines are steps on the surface, indicating a height 
difference between next nearest neighbor atoms. (a) is the flat configuration carrying no 
step, (b) is a straight step, (c) is a corner and (d) is a crossing. The free energy of (a) is 0, 
of (b) is F1, of (c) is (F2 + F3)/2,  and of (d) is F4. Note that we do not distinguish between 
inside and outside corners.
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Figure 5.10
The phase diagram of the BCSOS 
model. The parameters W and 
K  are the Boltzmann weights as­
signed to a broken next near­
est neighbor bond and a broken 
third nearest neighbor bond re­
spectively. The model exhibits 
flat, rough, Disordered Flat (DOF) 
and reconstructed phases as in­
dicated. The dotted line roughly 
corresponds to the path the Ar­
gon (001) surface is following as 
a function of temperature.
W
to grow, eventually diverging at the roughening temperature, where the step free energy 
vanishes.
In the more general analysis of the phase diagram of this BCSOS model, we assigned a 
Boltzmann weight W to a broken next nearest neighbor bond and a weight K  to a broken 
third nearest neighbor bond. Note that nearest neighbors always differ ± \ a  in height. The 
phase diagram of the model is depicted in Fig. 5.10. In term s of W and K , the Fj would be
fiFi = -  ln(WK2) 
fiF2 = -  ln(WK)
(5.i2) fiFs = - l n ( WK)
fiF4 = -  ln(W 2).
The values of Fj that follow from our calculations of course can not be exactly expressed 
in term s of W and K ; we would need a higher dimensional param eter space. However, 
the phase diagram gives an indication of where the Argon (00i) surface is located with 
respect to the DOF and the rough phase. The dotted line in the phase diagram roughly 
corresponds to this location.
We stress that in this way we are actually able to predict a surface phase transition of a 
continuous Lennard-Jones system, and to identify this transition as roughening, whereas 
determination of the nature of the transition is not possible in direct Monte Carlo or Molec­
ular Dynamics calculations on the continuous system.
Zhu and Dash [130] perform ed heat capacity m easurem ents on thick Argon films ad­
sorbed on graphite. They observed, apart from  surface melting, weak, rounded anomalies 
at T = 68 K, which they identified tentatively as roughening. Roughening is accompanied 
by a small peak in the heat capacity, which lies somewhat below the actual roughening 
tem perature TR. Our value TR = 70.5 ± 0.5 K is in good agreement with the peak in the 
heat capacity at T = 68 K.
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Van der Eerden et  al. [38] perform ed Monte Carlo simulations on the (00i) face of a 
Lennard-Jones fcc structure, and observed the vanishing of the surface shear modulus at 
T = 64 ± 2 K. Regarding the difficulties in determining this tem perature, due to the fact 
that the way in which the shear m odulus vanishes is not known, and judging from their 
figures, we find the roughening tem perature TR as found by us in correspondence with 
their findings.
5.5 Conclusions
We studied the (00i) face of a Lennard-Jones fcc structure, particularly pertaining to Ar­
gon. Direct Monte Carlo or Molecular Dynamics simulations of such systems do indicate 
the presence of surface phase transitions, but cannot unambiguously determine the nature 
of such a transition; the appropriate way to do so is to use a discrete lattice model. There­
fore we provided for a link between the continuous Lennard-Jones system and the corre­
sponding lattice model, which is, in this case, a BCSOS model. We describe a m ethod to 
calculate the effective interaction constants in the lattice model, arising from  the Lennard- 
Jones interaction, and carried out the calculations for (00i) surface. We observed that en­
tropy effects, arising from  the gain in freedom of an atom adjacent to a vacancy, consider­
ably lower the interaction constants. The BCSOS model is shown to exhibit a roughening 
transition at T = 70.5 ± 0.5 K, which is in good agreement with experimental results for 
Argon.
Several checks on the approximations used for the calculations are dealt with in the 
Appendix. We note that the approximations allow for an estimate of their accuracy. In this 
way one can, when more accurate num erical data are required, give a quantitative estimate 
of the effect of the approximations and build in corrections.
The m ethod described in this chapter can be applied to other systems and other sur­
faces as well. For the ( ii0 )  surface of an fcc structure, the same BCSOS model applies, al­
beit with different values of the couplings. We stress that the phase diagram of the BCSOS 
model shows, apart from  a flat and a rough phase, also a Disordered Flat phase. It may be 
possible, applying the m ethod for the ( ii0 )  surface, to determine a preroughening transi­
tion from  the flat into the Disordered Flat phase.
In the case of the (00i) face of a fcc Lennard-Jones system, surface melting, a disordering 
of the surface layers judged from  correlation functions, layer occupation etc., is shown to 
be accompanied by a genuine surface phase transition, which is a roughening transition 
in this particular case. A precise, atomic-scale definition of surface melting is required 
to further examine the interplay between the disordering process and the possibility of 
surface phase transitions.
Appendix
Several additional calculations, validating the approximations we made, have been per­
formed and will be treated in this Appendix. The m ost im portant approximations arise 
from  the transition from three dimensional to two dimensional, and from the reduction 
of the number of points in a cell.
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Free energy of the bulk First we want a general check on all approximations. The 
m ethod we followed for calculating the surface free energies, including all approxima­
tions, can also be used for calculating the free energy of the bulk and consequently the 
vapor pressure, which can be compared with experimental values for Argon. We do this 
as follows. Consider a (001) layer in the bulk. This layer is subject to two substrate poten­
tial patterns as calculated in Sec. 5.3.1; one from below, and one from  above. These two 
potential patterns are exactly those we calculated already. Using those two patterns as the 
potential pattern  in a bulk (001) layer, we can apply the transfer matrix to obtain the bulk 
free energy. The bulk free energy is then obtained using all approximations we used for 
calculating the surface free energy, that is, treating the potential pattern  in a mean field 
approximation, treating the cells as two-dimensional and drastically reducing the number 
of grid points in the cell.
The full partition function of the bulk system consisting of N  atoms is
where h  is Planck’s constant. Note that we do not need correct Boltzmann counting; the 
particles can be identified by their cells. The first part of this expression is the trivial ki­
netic part of the energy, the second part is the configurational part which equals
where Amax is the largest eigenvalue of the transfer m atrix with the bulk potential pattern. 
Note that this eigenvector pertains two a row with three atoms in it; hence the factor j .
Figure 5.11
Gibbs free energy of solid Ar­
gon. The dashed line is calculated 
from the experimentally known 
vapor pressure, the solid line is 
calculated using the transfer ma­
trix method described in the text.
The kinetic part of Eq. (5.13) is easily integrated. Substituting the appropriate values 
(Argon has a m ass of 39.948 atomic units), gives the Helmholtz free energy which equals 
the Gibbs free energy G because P = 0, so
(5.13)
(5.14)
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Two surface configurations used for a 
cluster calculation. Symbols: •  are 
atoms fixed in the center of their cells, 
◦  are the atoms that move. (a) is a fully 
occupied surface, (b) is a surface with 
a step. The rightmost cells of (b) are 
empty.
(a) (b)
The Gibbs free energy per particle equals the chemical potential a . The vapor, being very 
sparse, behaves as an ideal gas and has a chemical potential a,
(5.16) Pa = ln(A3fiP),
where P is the vapor pressure and A the thermal wavelength,
(5.17) A = '
2 n m '
We plot the Gibbs free energy together with the experimental values [124], calculated from 
the vapor pressure, in Fig. 5.11 on the preceding page. Regarding the fact that all approx­
imations are present in the plot, the correspondence is remarkable.
Cluster calculations We will now check the error arising from going from a three di­
mensional, dense grid of points to a two dimensional grid consisting of 25 points in the 
cells. We use a cluster calculation of a small configuration of particles at the surface. In 
this configuration, we fix all particles at their equilibrium positions, except for one. This 
particle is moving through its cell in the field of the others. We choose the two configu­
rations depicted in Fig. 5.12; in Fig. 5.12(a) all cells are occupied, in Fig. 5.12(b) there is a 





Free energy of the clusters de­
picted in Fig. 5.12, calculated in 
two different ways. (a) free en­
ergy of the fully occupied con­
figuration from Fig. 5.12(a), (b) 
is from the configuration with a 
step in Fig. 5.12(b). Symbols: 
solid lines and are calculated 
using the full three dimensional 
potential pattern, dashed lines 
and are the results after averag­
ing the potential pattern over its 
vertical coordinate.
Temperature (K)
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We calculate the free energy of both  configurations in two ways: the first using the 
full three dimensional potential pattern  consisting of 21 x 21 x 21 points. In the second 
calculation, the pattern is first averaged over its vertical coordinate, thus consisting of 
21 x 21 points. To obtain an indication of the step free energy, we divide the potential by 
two, as it should in a cluster calculation. Results are plotted in Fig. 5.13 on the preceding 
page, showing that the averaging hardly has any effect. Note that the difference between 
the two plots (a) and (b) indicates the step free energy. Compare this with the step free 
energies plotted in Fig. 5.5 on page 85, notably the values for F1. It follows that a cluster 




Figure 5.14 ^  -6 . 0
Free energy of the cluster de- ^  
picted in Fig. 5.12(a). Solid lines ^  -6.5 
w itha  are the exact results, using ® 
the potential pattern defined on a g -7 0 
fine grid of 21 x 21 x 21 points. “  - 7 5  
The dashed line with + is the re- g 
sult from a transfer matrix cal- ^  -8.0 
culation, using a two dimensional 
grid consisting of 25 points. -8 5
-9.0
-9.5
50 55 60 65 70 75
Temperature (K)
Next we test the effect of sparsing the grid. We calculate the free energy of the con­
figuration in Fig. 5.12(a), but now using the transfer matrix with the grid consisting of 25 
points. For comparison, we plot the results together with the exact calculation. The plot 
is shown in Fig. 5.14, showing that sparsing the grid is a reasonable approximation. Note 
that we used the full potential in this calculation, whereas the calculation from  Fig. 5.13 
on the page before is done with the potential divided by two.
We conclude, from  both checks, that within a reasonable accuracy, the approximations 
used are valid.
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6. Correlated percolation and the correlated 
resistor network
We presen t som e exact results on percolation properties o f  the Ising model, 
when the range o f  the percolating bonds is larger than nearest neighbors. We 
show  that the phase diagram for next-nearest neighbor percolation can be ex­
actly obtained from  the nearest neighbor case, which im plies that the percola­
tion threshold Tp is  still equal to the Ising critical tem perature Tc. In addition, 
we p resen t Monte Carlo calculations o f  the finite s ize  behavior o f  the correlated  
resistor netw ork defined on the Ising m odel. The thermal exponent t o f  the con­
ductivity  that follows from  i t  is found to be t = 0.2000 ± 0.0007. We observe  
no corrections to scaling in its  finite s ize  behavior.
This chapter is based on J. Phys. A  30, 1791 (1997).
6.1 Introduction
The connection between percolation and the Ising model has been a popular subject for a 
long time. One considers so-called Ising clusters made up of nearest-neighbor spins with 
the same spin value. The connectivity behavior of these clusters is called correlated site 
percolation, as the probability distribution of the percolating and non-percolating sites is 
a correlated one.
The interest in this problem arose because these Ising clusters were believed to have 
the same properties as the droplets in the droplet model [41], i.e. they should diverge at the 
Ising critical point with the same critical exponents as those of the Ising model. It became 
clear that they did indeed diverge [31] at the Ising critical point, but not [116] with Ising 
exponents. An alternative cluster definition was needed to have clusters with the proper­
ties of droplets in the droplet model. These new clusters are precisely the random  clusters 
from  the random  cluster formulation of the Potts model, which work is due to Fortuin en 
Kasteleyn [44]. In the context of the Ising model, these clusters are called Coniglio-Klein 
clusters [33], and are defined by putting bonds between each pair of nearest neighbor up- 
spins, but now with a probability p = 1 -  exp( - 2K) ,  where K  is the Ising coupling. Not all 
bonds of the Ising clusters appear in the Coniglio-Klein clusters, such that the latter are, in 
that sense, ‘smaller’ than Ising clusters. The Coniglio-Klein clusters display [33] the right
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critical behavior: their diverge at the Ising critical point, their linear size diverges as the 
Ising correlation length, and the mean cluster size behaves as the susceptibility.
Both the Ising clusters and the Coniglio-Klein clusters have their percolation point at 
the Ising critical temperature, albeit with different critical behavior. The full picture of 
this cluster behavior emerged [85,113] when the behavior of both types of clusters was 
identified with the phase diagram of the q-state dilute Potts model in the limit q — 1. The 
tri-critical point in this phase diagram describes the behavior of the Ising clusters. This tri- 
critical point falls in the same universality class as the Ising critical point [89] in the sense 
that the central charge is c = but the critical exponents involved in the behavior of the 
Ising clusters do not fit into the Kac-table [24]; they correspond to half-integer values of 
the unitary grid. The Coniglio-Klein clusters are described by the 1 + 1 state symmetric 
fixed point in this phase diagram.
Our motivation to reconsider the problem of correlated site percolation is not the droplet 
theory of the Ising model but arises from  a study of correlated resistor networks; see fur­
ther below. In this chapter, we consider Ising clusters that are made up of bonds with a 
larger percolation range, that is, bonds are placed between nearest neighbor up spins, but 
also between next- and further-neighboring pairs of equal spins. Let us, throughout this 
chapter, denote the clusters consisting of bonds between nearest and next-nearest neigh­
bor spin pairs by nnn-clusters. In this language the Ising clusters are nn-clusters.
It is immediately clear that, if one considers bonds with a longer and longer perco­
lation range, clusters get bigger and the percolation threshold eventually will move to a 
tem perature Tp that is lower than Tc, the Ising critical temperature. In that case, the type 
of correlation is expected to be random  percolation. In the limit of percolating bonds with 
an infinite range, the percolation tem perature moves to Tp = 0 and there is crossover to 
classical critical behavior [48]. In three dimensions this effect of a shift in the percolation 
threshold occurs already with Ising clusters (nn-clusters): the percolation threshold lies at 
a tem perature a few percent below Tc [84], whereas the Coniglio-Klein clusters have their 
percolation threshold at Tc. In two dimensions it is known, as stated above, that for nn- 
clusters Tp coincides with Tc but it was believed [57] that already for nnn-clusters Tp < Tc. 
However, in this chapter we shall show that Tp = Tc for nnn-clusters.
These alternative cluster definitions can be useful in some applications of correlated 
percolation. In chapter 7 (Ref. [4]), we present a model, based on correlated percolation, to 
explain the experimental results for colossal magnetoresistance. The latter phenomenon 
is presently a hot topic in solid state physics.1 Our model is a correlated resistor network, 
obtained by replacing bonds with resistances yielding an effective resistance as an Ising 
expectation value. In the present chapter, we present the technical analysis of the cor­
related percolation model with percolating bonds having a longer percolation range than 
nearest neighbor. In particular, the resulting phase diagram is used for understanding the 
experimental results of colossal magnetoresistance. The correlated resistor network has, 
to our knowledge, never been studied in the literature. We perform ed Monte Carlo calcula­
tions to measure the critical exponents of the CRN. Also these calculations are presented 
in this chapter.
1See, e.g., [29,67, 79,110,111] and references herein.
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Figure 6.1
Illustration of the theorem pre­
sented in the text. On the sites of 
a lattice, black and white spins are 
placed. Spins on the boundary are 
always black. Bonds between black 
spins are present between each pair 
of black spins that are nearest neigh­
bors. The same goes for the white 
spins, but here bonds are drawn if 
the spins are next-nearest neighbors 
as well. It can easily be inferred that 
a face of a black cluster is either 
empty or wholly occupied with one 
and only one white cluster. Notice 
that the inclusion of next-nearest 
neighbor bonds is essential.
6.2 The model
We will be concerned with the usual Ising model on a square lattice with Hamiltonian
(6.1) H = - K £  SiSj -  h  ^  Sj ,
(ij) j
where K  is the inverse tem perature and h  is the magnetic field. The first sum m ation is 
over nearest neighbors only. Note that, throughout this chapter we will be considering two 
different ranges of percolating bonds, i.e., nearest and next-nearest neighbor. Note, how­
ever, that the Ising interaction  is, throughout the chapter, exclusively via nearest neighbor 
couplings, as in the above Hamiltonian.
First consider the nn-clusters by putting bonds between all neighboring pairs of up 
spins, such as the clusters made of the black spins in Fig. 6.1. (To adopt the terminology 
of the figure, we will label the Ising spins as black and white instead of up and down.) In 
the same figure, also the nnn-clusters are illustrated but now for the white spins. Here 
bonds are put between next-nearest neighboring pairs of white spins as well.
The percolation phase diagram for the nn-clusters is known [113] and shown in Fig. 6.2 
on the next page. The thick solid line is a critical percolation transition. Its exact location 
is not known, but the location of the end point at T = Tc is exact [31]. The other end point, 
at T = to, corresponds to random  percolation and lies at the value of h  corresponding to 
the percolation threshold [131] p c x  0.5927 for random  percolation. This value denotes 
the density of up spins. The corresponding value of h  is h x  0.188. The critical percola­
tion line is in the universality class of random  percolation, described by the critical q = 1 
state Potts model. The line merges smoothly with the T-axis at the Ising critical point. For 
percolation, this point turns out [113] to be a tri-critical point; it is the tri-critical point of 
the q = 1 state dilute Potts model, where, apart from the usual Potts spins, also vacancies 
are allowed.
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Figure 6.2 The phase diagram for percolation of Ising clusters. Up spins are considered 
percolating, and clusters are defined by putting bonds between each neighboring pair of 
up-spins. Tc is the Ising critical point, and T and h  are temperature and magnetic field, 
respectively. The thick, solid line is a critical line of percolation that is in the universality 
class of random percolation. Tc is a tri-critical point for percolation, and the dotted line 
is a first-order transition, for Ising as well as for percolation.
From this phase diagram the corresponding diagram for nnn-clusters can be derived. 
Figure 6.1 on the preceding page illustrates the theorem  [39] that will be needed for this 
derivation of the phase diagram. It can easily be seen from  this figure that there exists a 
geometrical relation between the black nn-clusters and the white nnn-clusters. The theo­
rem  states that every face o f  a black nn-cluster is either em p ty  or is wholly occupied b y  one 
and only one white nnn-cluster. A face is a closed area surrounded by elementary loops 
consisting of the bonds of one cluster. Let us introduce the following notation: let f B, cB, 
bB and n B be the num ber of faces, clusters, bonds and sites respectively that correspond 
to the black spins and nn-clusters in a certain spin configuration. For the white spins and 
nnn-clusters, these quantities are fW , cW, bW and nW respectively, where the star denotes 
the fact that it concerns nnn-clusters. The theorem  then states that
(6.2) fB = f (0) + cW,
where fB0) denotes the num ber of empty black faces. The num ber of faces, bonds, sites 
and clusters is furtherm ore coupled via Euler’s equation
(6.3) fB = bB -  nB + cB + 1.
This relation is easily derived by induction and holds for non-cyclic boundary conditions, 
e.g., all spins on the boundary are black. Combining these two relations yields
(6.4) cW = cb + bB — nB — fB0) + 1.
Thus this relation expresses the num ber of white nnn-clusters cW in term s of the num ber 
of black nn-clusters cB. Apart from  the num bers of clusters it involves only locally defined 
quantities: bonds, sites and empty faces.
The above relations are purely geometrical and hence are completely independent of 
the probability distribution of the black and white spins. Therefore they are valid as Ising 
expectation values as well:
(6.5) (cW) = (cb) + (bB) -  (nB) -  ( f (0)) + 1,
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Figure 6.3 The same phase diagram as in Fig. 6.2 on the preceding page, but now for 
nnn-clusters. Percolating bonds are drawn between pairs of up spins that are nearest or 
next-nearest neighbors. The phase diagram is the same as that for nn-clusters but with 
h  replaced with - h .
where the brackets denote the expectation values. Note that the num bers of bonds, sites 
and empty black faces are simply local Ising operators, that is
(6.6) ( w ^ X i a + ^ a + s j ) ) ,
4 (ij)
which am ounts to counting the num ber of black bonds. In the same way
(6.7) ( nB) =
j
counts the number of black spins and
(6.8) = £  (a + si)a + sj)a + sk)a + si)),
16 (ijkl)
counts the num ber of empty, black faces, where ( i j kl )  denotes a summation over each 
elementary plaquette of the square lattice.
The expectation value of the number of clusters plays the role of the free energy in 
a percolation problem [39]. It becomes non-analytic at a percolation transition. From 
Eq. (6.5) we see that cW can only become critical when cB is critical, that is, when the black 
spins are at their percolation threshold, or when the Ising expectation values become non- 
analytic, that is, at the Ising critical point and at the coexistence line T < T c, h = 0. This im­
mediately yields the phase diagram for percolation of the black nnn-clusters: it is the m ir­
ror image of that of the nn-clusters with h  replaced by - h .  This phase diagram is shown 
in Fig. 6.3.
It is somewhat surprising that extending the range of percolating bonds to next-nearest 
neighbors does not alter the percolation threshold at the T-axis. So for next-nearest neigh­
bor percolating bonds Tp = Tc still holds. It was expected [57] that a larger percolation 
range immediately causes a lower percolation threshold Tp < Tc. Due to the above geo­
metrical relations this is not the case. Upon extending the percolation range even further 
than next-nearest neighbor, however, no such relations exist, and we expect the percola­
tion threshold Tp indeed to drop below the Ising critical tem perature Tc.
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In the latter case, the topology of the phase diagram will change. There is no tri-critical 
point anymore, and the critical percolation line will end somewhere at the T-axis below 
Tc. Beyond this point, there still is a first order transition for percolation. We expect the 
percolation point Tp in that case to be a critical endpoint. Such a point is expected [10] to 
have in addition to the critical exponents of the universality class of the critical line also 
a first order exponent y  = 2. Indeed, when the range of percolating bonds becomes very 
large, it will eventually become larger than the Ising correlation length. In such a case, 
correlations in the probability distribution of empty and occupied sites are only present 
on a much smaller scale than the range of percolating bonds. This strongly suggests that 
the universality class of the endpoint of the critical line is that of random  percolation.
Eventually, when the percolation range approaches infinity, percolation is believed to 
exhibit classical critical behavior [48], that is, displays mean field exponents.
6.3 Scaling analysis
From universality, we expect both  types of critical behavior, nn-percolation and nnn- 
percolation, to be in the same universality class. In the light of Eq. (6.5), this statem ent 
is less obvious than it seems. The singular behavior of the ‘free energy’ cW of nnn-clusters 
is expressed in cB but also in Ising operators, and both  cB and the Ising expectation values 
become critical. Hence in addition to the critical behavior of cB also Ising exponents show 
up. In particular, when cW is considered as a function of the scaling field u 1, in addition 
to the exponent ^ that is expected to describe the non-analytic behavior of the free energy 
cB, also the m agnetization exponent |  is present.
The following analysis relies on the work of Stella and Vanderzande on correlated per­
colation in the Ising model [113], which, in its turn, goes back to results from  several au­
thors on the q-state Potts model that are reviewed by Nienhuis in reference [89]. Their 
work yields the exact critical behavior of the q-state (dilute) Potts model. We will only 
globally repeat the analysis, and refer the interested but unfamiliar reader to these refer­
ences.
Nn-percolation is in the universality class of the dilute q-state Potts model in the limit 
of q 1. Its Hamiltonian [85,113] is
(6.9) H  = - L ^  m n j -  A X  nj  -  J  X  UiUj (5auaj -  1) -  H  X  n j ( 5 i^1 -  D-
(ij) j  (ij) j
The variables n i = 0 , 1 are the Potts lattice gas variables. Potts spins a i = 0 , . . .  , q are 
present on the sites where ni  = 1.
For q = 1 the Hamiltonian becomes equal to the Ising Hamiltonian and completely 
independent of J  and H . Substituting Si = 2n i -  1 turns the lattice gas variables into Ising 
variables. The Hamiltonian then becomes, apart from a constant,
(6.10) H  = - K ^  SiSj -  h  X  Sj,
(ij) j
with K = \ L  and h = 2L + \A.  This means that the free energy resulting from  Eq. (6.9) for 
q = 1 is equal to that of the Ising model. The full free energy is
(6.11) f  (L, A, J , H, q)  = -  lim -J-lnZ (A° (L, A, J , H, q)
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where N denotes the num ber of sites on the lattice. The generating function [44] for per­
colation is
(6.12) c(L, A,J,H)  = df ( L’A’J ’H ’il'>
q= 1
This quantity c is, with H = 0, the expectation value of the num ber of clusters. It plays 
the role of the free energy in percolation problems, but is actually the derivative of a free 
energy with respect to a symmetry parameter. The limit J — oo corresponds to nn-clusters, 
and J = 2K yields the Coniglio-Klein clusters.
In the language of the renorm alization group, the tri-critical point in the q = 1 dilute 
Potts model has four relevant exponents and corresponding scaling fields, two thermal 
and two magnetic ones. Expressing the free energy in terms of these scalings fields u i, 
the scaling relation is
(6.13) f ( u 1 , . . . , u 4 ,q) = b - 2f ( b y1  U 1 , . . . , b y4 U4 ,q),
where b is the renorm alization length, and the tri-critical point is located at u 1 = ■■■ = 
u 4 = 0. The exact values of the exponents are [89, 94] > i = ^  and y 2 = 1 for the thermal 
exponents (which are just the Ising critical exponents) and ys  = \ a n d  >4 = ^  for 
the magnetic exponents. Note that the ‘field’ q, which is a symmetry parameter, cannot 
change under renormalization. Differentiating this free energy with respect to q yields 
the percolation free energy. Applying this to the above scaling relation yields, apart from 
the direct derivative to q, also derivatives with respect to the thermal scaling fields u 1 
and u 2. These fields are non-linear functions of the coupling constants and vanish at the 
critical point, so correct to first order in the couplings, they are
u 1 =K -  Kc (q) + ■■■(6.14) 1 c
u 2 =h -  hc(q) + ■ ■ ■
when J = oo. The location of the tri-critical point thus depends on the value of q. The 
remaining two fields u 3 and u 4 are magnetic scaling fields; they correspond to Potts-like 
magnetic fields. The Potts-model can only be critical if those fields are zero, regardless 
of the value of q, which means that the derivative of these fields with respect to q yields 
zero.
From these rem arks it follows that in the expression for c several derivatives are 
present: a direct derivative with respect to q and derivatives with respect to the thermal 
scaling fields:
,r i n  „ 3ƒ  , 3 /  , 3ƒ  d u 2(6.15) c — — l- — - l- — -
dq d u 1 dq du 2 dq 1
Applying Eq. (6.13) to this expression and taking the limit of q — 1 yields the critical be­
havior of c . Note that the two last term s of the right hand side of (6.15) are with q = 1 just 
derivatives of the Ising free energy: they give the Ising energy and magnetization, and thus 
yield Ising critical behavior. The values of the exponents y 1 and y 2 are the Ising values 
>’i = l  and > 2 = This gives for the singular behavior of c as a function of the thermal 
field u 1
(6.16) c -  A 1 |u 1 |2/y1 + A 2\u1 \ ( 2 - y 1 ) t y 1  + A3\u 1 \(2-y2)ty1.
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The m ost relevant of these exponents is (2 -  y i )  Iy\  = the exponent of the Ising order 
parameter. The singular behavior of c thus is described by an exponent contrary to what 
is expected for the behavior of a free energy-like quantity: normally in a free energy only 
the first term  in Eq. (6.15) and (6.16) appears, yielding a critical exponent 2 / y 1 = 2 for 
the percolation free energy c . In our case, this exponent indeed appears in the expression 
for c, but is dominated by the exponent | .  The fact that an exponent less than 1 appears 
in the ‘free energy’ (which is forbidden by stability) is due to the fact that c is not a true 
free energy but a derivative of a free energy with respect to the symmetry param eter q, 
see Eq. (6.12).
The order param eter P (the density of sites in the infinite cluster) and the ‘susceptibil­
ity’ (the mean cluster size) arise from differentiating c with respect to H . The free energy 
f  itself becomes completely independent of H in the limit for q — 1, which means that 
only the derivatives of d f  /dq with respect to H yield a non-zero result. The other terms 
in Eq. (6.15) vanish upon taking the derivative. This means that the critical behavior of the 
order param eter and the susceptibility is not affected by the ‘wrong’ critical behavior of 
c .
From the scaling results (6.16) of c we can derive the critical behavior of the nnn- 
clusters using Eq. (6.5). The dominating exponent in the right hand side of (6.5) is again 
which appears in c but also in the Ising m agnetization (n />). This shows that the criti­
cal behavior of c and c*, that is, of nn-clusters and nnn-clusters, is governed by the same 
exponents.
The same m ust be true for the order param eter P and the susceptibility of nnn- 
percolation. Again these quantities arise from differentiating the free energy c* with re­
spect to the Potts field H . Although c* is different from  c in its dependence on H , both 
amount to a dilute q = 1 states Potts model. With the identification of the critical behavior 
of c and c* it follows that at Tc bo th  free energies m ust be at a tri-critical point in the full 
phase diagram of this model.
We conclude that percolation of nn-clusters and of nnn-clusters is in the same univer­
sality class. The critical behavior of the percolation quantities is governed by the same set 
of critical exponents.
6.4 The correlated resistor network
Relevant for our work on colossal m agnetoresistance (see chapter 7) is the behavior of 
the Ising model as a resistor network. A percolation model is turned into a resistor net­
work [63] by replacing the bonds with resistors. Non-percolating bonds are left empty (that 
is, have infinite resistance), bonds that are present get a unit resistance. This can be done 
both  for nn-clusters and nnn-clusters. The assignment of resistors is depicted in Fig. 6.4 
on the facing page.
For random  percolation the resistor network is a random  resistor network. The corre­
sponding correlated resistor network has as far as we know never been studied. In this 
section we present our calculations on the correlated resistor network. The interest in re­
sistor network problems is in the expectation value of the overall resistance of the (infinite) 
lattice. To be more precise: consider a lattice consisting of L x L spins, where L eventually 
is sent to infinity, and keep the lower row at a fixed potential V = 0 and the upper row 
at V = 1. The interest is in the overall conductance a  of the lattice, which is in this case
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(a) (b)
Figure 6.4 The assignment of resistors to a spin configuration. Assignment for nn- 
clusters is shown in (a), for nnn-clusters in (b). Here black spins (spin up) are considered 
percolating, so bonds between two black spins have a unit resistance. Bonds between 
black and white spins or between two white spins get an infinite resistance.
equal to the expectation value of the current.
The phase diagram of the resistor network is of course the same as that of its percola­
tion counterpart: when there is percolation, the conductance is finite, and the conductance 
is zero when there is no percolation. Experimental results for colossal m agnetoresistance 
show a sharp increase in the resistance as a function of tem perature at or nearby the Curie 
point Tc. The resistance drops sharply both above and below this point. From our phase 
diagrams it is directly clear that the diagram of Fig. 6.2 on page 98 is ruled out. So con­
duction via next-nearest neighbor bonds should at least be present to produce the right 
phase diagram.
Turning, however, to critical exponents the situation is different. In this case it is 
the exponent t governing the vanishing conductance a  upon approaching the percolation 
threshold:
(6.17) a(T)  ~ \ T  -  Tp \t for T -  Tp.
Based on universality (again confirmed for the percolation exponents) one may well as­
sume that the exponent t is the same for nn- and nnn-networks. Hence we studied the 
(simpler) case of the resistor network with only nn-clusters.
The random  resistor network is a notoriously unsolved problem in statistical physics, 
but there are good numerical estimates of the exponent t . The best estimate [99] in two 
dimensions known to us is t = 1.299 ± 0.002. To obtain the value of t for the correlated 
resistor network in the Ising case, at the tri-critical percolation point, we perform ed Monte 
Carlo calculations at the Ising critical point, and calculated the Ising expectation value of 
the conductance for different system sizes. We used the Wolff-algorithm [127] for the 
Monte Carlo part, and the multigrid m ethod of Edwards, Goodman and Sokal [35], based 
on the standard code a m g 1 r 4  [107], to calculate the conductance of a spin configuration.













6.4 The correlated resistor network
Linear system size
Figure 6.5
Log-log plot of the density 
of sites P in the spanning 
cluster at the Ising critical 
point, as a function of 
the linear system size L. 
The plot shows a far from 
straight line, meaning that 
corrections to scaling are 
important. The dashed 
line is the result of our 
fit against the function 
P(L) = a 1L- a (1 + a 2L- 3 ). 
The values of a  and 3 are 
a  = 0.055 ± 0.005 and 
3 = 0.92 ± 0.07.
Linear system size
Figure 6.6
Log-log plot of the con­
ductance a  of the lattice 
at the Ising critical point, 
as a function of the linear 
system size L. The plot 
shows almost a straight 
line. Fitting the scaling 
behavior with a correc­
tion to scaling term did 
not yield sensible results. 
The dashed line is the 
result of our fit against the 
function a(L)  = aL- a , 
giving a value of 
a  = 0.2000 ± 0.0007.
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parameter. The order param eter of percolation is the density of sites P in the infinite clus­
ter. From finite size scaling, it follows that this quantity scales with the linear system size 
L as
(6.18) P(L) -  L-2+yh for L - to,
where yh  is the most relevant magnetic eigenvalue. In our Monte Carlo runs, we measured 
the num ber of sites in the ‘spanning cluster’, the cluster that extends over the lattice and 
thus allows for conductance. With the scaling equation, the behavior of P as a function of 
the system size yields an estimate of y h. We calculated P with the system size L running 
from  7 up to 350, and the data are plotted in Fig. 6.5 on the facing page. The figure, a log­
log plot, shows that the system sizes are too small to exhibit the behavior of Eq. (6.18); 
corrections to scaling have to be included. We did this, and found y h = 1.945 ± 0.005 and 
a correction to scaling exponent co = 0.96 ± 0.08. The exact result is yh  = ^  « 1.948. 
Our estimate thus agrees well within the error bars.
It is believed that a similar finite size scaling relation is valid for the conductance a . It 
should scale with the linear system size L as
(6.19) a(L) -  L-t /v,
where v  is the percolation exponent of the correlation length. We calculated the conduc­
tance again with L running from  7 up to 350. The data are plotted in Fig. 6.6; the log-log 
plot almost shows a straight line. In fitting the data to Eq. (6.19), we tried to include a 
correction to scaling term, but, due to the almost perfect scaling behavior, this did not 
yield sensible results. Therefore we perform ed the fit against Eq. (6.19) without additional 
terms, yielding the value t / v  = 0.2000 ± 0.0007. Due to the absence of the correction to 
scaling term  the error in this result might be an underestim ation of the actual error.
The exponent v  of percolation at the Ising critical point is v  = 1 for the direction par­
allel to the T-axis and v = ^  for the other directions. That means that the exponent t that 
governs the vanishing conductance at Tc is t x 0.200 for the tem perature direction and 
t x 0.107 for the field direction. This is a surprisingly low result, as compared to the t 
value of the random  resistor network, t x 1.30. The presence of critical correlations thus 
strongly influences the value of the conductance exponents.
Equation (6.19) relies on the validity of finite size scaling, and it is in this case not a 
priori clear that it is valid, since there does not exist a rigorously defined renorm aliza­
tion transform ation for the conductance, neither for the random  resistor network nor for 
the correlated resistor network. Our case is the latter, and we checked the validity of the 
scaling assum ption by performing calculations for different system sizes and different 
tem peratures around T = Tc.
Scaling can be derived if there is a field in the percolation model that couples to the 
conductance a  and that shows a similar behavior under renorm alization transform ations 
as, e.g., the percolation order parameter. Let us call this field hc and its corresponding 
critical exponent y c. The ‘free energy’ c then obeys
(6.20) c ( u t , hc,L) = b - 2 c(bytu t , bychc,L/b)
where b is the renorm alization length, u t is the reduced temperature, and L is the system 
dimension. Such a field hc is not known but, assuming that it exists, the scaling relation
- 105-











o L = 15
□ L = 25
o L = 35
A L = 50
X L = 75







The Ising expectation value 
of the conductance in the 
neighborhood of the criti­
cal point for different sys­
tem sizes L. Error bars 
have the magnitude of the 
symbol size. The values for 
the exponents are v  = 1 
and t = 0.20. The data for 
different system sizes col­
lapse onto the same curve, 
with small deviations aris­
ing only away from the crit­
ical point and for smaller 
system sizes. This shows 
that the concept of scaling 
applies to the conductance.
of the conductance can be derived. The conductance is the derivative with respect to this 
field:
(6.21) a  = dc
dhr
Putting b = L and u t = hc = 0 yields Eq. (6.19) with t / v  = 2 -  y c. If we do not set u t 
to zero, it follows from  Eq. (6.21) that a L t/v is a function of Lytu t . Plotting a L t/v against 
Lytu t (with y t = 1 /v  = 1 in the Ising model) m ust display the so-called data collapse: 
plots for different values of L m ust collapse onto the same curve.
We perform ed Monte Carlo calculations around the critical point for different system 
sizes and plotted the conductance as described above. The plot is shown in Fig. 6.7 and 
clearly shows that the values of the conductance fall onto the same curve. This justifies 
the validity of the scaling assum ption in the case of the correlated resistor network.
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7. Percolation mechanism for colossal 
magnetoresistance
We argue that colossal magnetoresistance is a critical phenomenon and pro­
pose a mechanism to describe it. The mechanism assumes halfmetallic behav­
ior o f the materials showing colossal magnetoresistance, and is based on a cor­
related percolation model. The model shows that colossal magnetoresistance 
can be explained with a single, unified mechanism that qualitatively captures 
all experimental features o f the phenomenon, above as well as below the Curie 
temperature. We present Monte Carlo calculations to corroborate our explana­
tion.
This chapter is based on J. Phys. Chem. Solids 59, 297 (1998).
7.1 Introduction
In recent years, much experimental effort has been devoted to materials displaying Colos­
sal Magnetoresistance (CMR), which is a strong dependence of the resistance on the mag­
netic field as well as on temperature. The studied materials are rare earth manganese per- 
ovskites [29,47, 54, 55, 58, 60, 67, 79,110,112,123], but the effect has been shown [111] to 
occur also in Tl2Mn2O7, which has a pyrochlore structure. The resistance of the materials 
drops sharply in a magnetic field. This effect is m ost pronounced at or near the Curie tem ­
perature, where the materials undergo a ferromagnetic-to-paramagnetic transition. The 
tem perature dependence of the resistance displays a strong peak at the Curie tem pera­
ture. It is this behavior of the resistance as a function of tem perature and magnetic field 
that is called CMR.
The manganese perovskites are of a mixed valence type; if only Mn3+ or Mn4+ are 
present the material is insulating and antiferromagnetic, and no CMR is observed. It is 
known for a long time that the double exchange interaction between pairs of Mn3+ and 
Mn4+ is responsible for the ferromagnetic and metallic properties of the perovskites [129]. 
In this picture, a dependence of the conductance on the spin direction of the charge carri­
ers is already present. More recently band structure calculations [103] using the local spin- 
density approximation indicated an effective halfmetallic behavior, and in similar calcula­
tions adopting the generalized gradient approximation the halfmetallic character emerged 
more clearly [19].
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From the point of view of applications of CMR, the strong dependence of the resistance 
on the magnetic field is the most interesting. From a theoretical point of view, however, 
the typical tem perature dependence displayed in the m easurem ents is perhaps even more 
interesting. The observed fact that the peak in the resistance occurs at or close to the Curie 
tem perature Tc is a strong indication that CMR is a critical phenomenon. The occurrence of 
the peak in the resistance at this tem perature strongly suggests that the behavior of the re­
sistance is intimately connected with the occurrence of the critical, long range correlations 
that are present at the Curie temperature. This is corroborated by the fact that annealed 
samples, where larger distances between grain boundaries allow for a larger correlation 
length, show a stronger CMR effect [54]. If this is true, i.e., if the resistance behavior is 
governed mainly by critical correlations, typical band structure calculations require, due 
to the infinite correlation length, infeasible large system sizes to reproduce the effect.
The goal of this chapter is to propose a mechanism for CMR. Using the halfmetallic char­
acter of the materials displaying CMR as a starting assumption, we will introduce a model 
that explains all qualitative features of the phenom enon as seen from experimental data. 
We do not aim at a reproduction of the actual numerical values of peak heights or critical 
tem peratures, as they will be strongly material-dependent. In our proposed mechanism, 
however, CMR is a critical phenomenon. The concept of universality in critical phenom ­
ena then assures that universal features such as critical exponents will be reproduced cor­
rectly, as they do not depend on the details of the m aterial but only on general aspects like 
symmetries and dimensionality.
The mechanism we have in mind is that of correlated percolation, and the typical model 
that brings in the resistance is the correlated resistor network. The model is introduced 
in section 7.2. In that section, we also present the results of our Monte Carlo (MC) calcula­
tions and compare these with experiment. In section 7.3 we discuss the critical exponents 
governing the resistance behavior of the CMR materials. We end with a conclusion.
7.2 A model for colossal magnetoresistance
The halfmetallic character of the CMR materials implies that the band structure of the elec­
trons depends on the relative orientation of their spin with respect to the m agnetization 
of the material. Electrons with spin parallel to the local magnetization are conducting, 
electrons with spin antiparallel are insulating. The conductance of the material thus de­
pends on the structure of the domains with different directions of magnetization. As sug­
gested in Ref. [60], this already explains the observation that, below the Curie point, the 
resistance increases with temperature: below the Curie temperature, there is one large do­
main, extending over the material, that is responsible for the spontaneous magnetization. 
This domain is characterized by one direction of magnetization, and will be conducting for 
the charge carriers having their spin parallel to this direction. Increasing the temperature, 
however, induces more and more ‘islands’ with a different direction of magnetization, that 
behave as isolators for the charge carriers that conduct in the large domain. Hence the 
resistance increases. It is less clear that this mechanism also explains the decrease in re­
sistance above the Curie tem perature Tc, but we will see below that it does, so there is no 
need to invoke another mechanism (e.g. magnetic polarons) to explain the behavior above 
Tc.
Following this type of reasoning, it becomes clear that the generic mechanism govern­
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ing the resistance behavior is a percolation mechanism: if the charge carriers find a con­
ducting path  through the material, the net resistance will be ‘low’, whereas it will be ‘high’ 
when there is no such path. A conducting path is a connected domain characterized by a 
single direction of magnetization. The question of the resistance behavior thus boils down 
to whether the microscopic domains with a single direction of m agnetization form  a per­
colating cluster. In the present section, we introduce the appropriate percolation model to 
describe the CMR materials. A more quantitative analysis is obtained when the percolation 
model is extended to become a resistor network. Both models, the percolation model and 
the resistor network, use as input the statistical distribution of the domains with different 
directions of magnetization.
Typically, such a probability distribution is described using a lattice model, where on 
the lattice sites r local directions of m agnetization m (r) are defined. The probability dis­
tribution of the m (r)’s is determined by a Hamiltonian that depends on tem perature and 
magnetic field. As the CMR-materials undergo a ferromagnetic-to-paramagnetic phase 
transition, the Hamiltonian m ust be capable of describing this phase transition; it is de­
fined such that at a certain tem perature (the Curie temperature) the model becomes critical 
and the expectation value of the spontaneous m agnetization vanishes. Realistic models 
typically are of the Heisenberg type, with an anisotropy term  that incorporates the lattice 
structure and eventually breaks the full rotational freedom of m (r ) .
The resistance is incorporated in the model as follows: the halfmetallic character as­
sures that the resistance depends on the local direction of the magnetic moments m(r). 
Electrons having their spin parallel to m (r ) experience a low resistance, electrons with spin 
antiparallel feel resistances that are orders of magnitude higher. The evaluation of the 
overall resistance now results in a percolation-type problem. A domain is defined as the 
connected set of lattice sites r sharing the same direction of magnetization m (r). If these 
domains form  a percolating cluster through the material, the net resistance is low, whereas 
it will be high when there is no such cluster. (The reader is referred to [39] or [63] for re­
views on percolation.) The actual value of the resistance of course depends on the precise 
definition of the model and the local resistances, and will thus be material-dependent. The 
qualitative behavior of the resistance, however, can be extracted exclusively from the per­
colation properties of the model.
We will illustrate the mechanism using a model where the directions of magnetic m o­
m ents m (r) are confined to be up or down. The resulting model is the Ising model. In this 
simple case, electrons with spin up are conducting only in domains where the Ising mo­
m ents m (r) are up, and vice versa for spin down. The net resistance that is predicted by 
this model is low when one or both of the directions of m (r ) forms a percolating cluster.
The percolation phase diagram depends on the dimensionality of the lattice and the 
choice of the shell of neighbors to which hopping can occur. Imagine neighbors within 
this shell to be connected by a bond (i.e., a path of low resistance) whenever they have the 
same value of m (r ) . The intuitive idea that there is no connected net of bonds present in 
the disordered spin structure above Tc stems in fact from the m ost simple case where the 
bonds form  a planar net. In a planar net bonds cannot cross each other; an example is a 
square lattice with the shell of neighbors restricted to nearest neighbors. In the latter case, 
a connected path along the up spins cannot intersect a connected path along the down 
spins. Therefore ‘u p ’ and ‘down’ percolation are mutually exclusive for planar nets. Spin 
reversal symmetry implies then the absence of percolation above Tc. This argument no 
longer holds as soon as the bonds form  a non-planar net. In fact addition of next-nearest
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neighbors to the shell already suffices to guarantee percolation above Tc [3]. As the sam­
ples under study are either bulk [55,60, 67] or at least thick layers [29, 54, 55, 79] this is 
indeed the relevant percolation mechanism to study.
In this way, we will show that this percolation mechanism indeed explains the decrease 
in resistance above Tc. Intuitively, one expects that higher tem peratures and a more disor­
dered distribution of the local moments m (r) eventually destroy percolation. This is not 
necessarily true; it is the precise distribution of clusters that determines the percolation 
properties, and not so much the degree of disorder.
In order to show that correlated percolation is capable to yield a resistance that varies 
with tem perature and field according to the experimental findings an explicit calculation 
would be m ost helpful. The numerical evaluation of the resistance of correlated resistor 
networks is however very time consuming. For that reason we restrict ourselves to the 
m ost simple case that captures the essential ingredients. The percolation phase diagram 
in the general case, however, is similar to that studied by us. From this we argue that our 
results should be generic.
We define our model as follows: we take a square net on the sites of which reside lo­
cal moments m (r) which are constrained to two values ‘u p ’ and ‘down’. Correlated con­
figurations of these moments are generated by a standard Metropolis Monte Carlo (MC) 
procedure subject to an Ising type interaction:
(7.1) H = - J  X  m (r) ■ m (r ') -  h ^ m ( r ) ,
<r,r'> r
where the coupling J measures the inverse temperature, h is is the magnetic field point­
ing in the positive z direction, and the double sum m ation is over nearest neighbor lattice 
sites r and r'. Percolation for this model is defined by considering clusters of ‘u p ’ and 
‘down’ sites. Percolating bonds are put between each two sites r and r' that are nearest or 
next-nearest neighbors and that have m (r) = m (r'). The sites joined by percolating bonds 
make up a percolating cluster. The percolation phase diagram [3] for this case is shown in
Figure 7.1 The percolation phase diagram for the Hamiltonian of equation (7.1). T is 
temperature and h is the applied magnetic field. Indicated are the regions where the dif­
ferent directions of the local magnetization m(r)  percolate. This is the case of a square 
lattice, where percolating clusters are formed by nearest and next-nearest neighbors. The 
thick, solid line is a critical percolation transition; the dashed line is a first order transi- 
tionline; and Tc is the Curie point. In this case, the Curie temperature and the percolation 
threshold coincide, meaning that Tc is a tri-critical point for percolation.
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Figure 7.2
The assignment of resistors between neighbor and next- 
neighbor sites for the charge carriers with spin up. The 
small circles denote the lattice sites; black sites have a 
magnetization m(r) = +1, white sites have m(r) = -1 . 
If both sites have m(r) = +1 a unit resistance is put on 
the bond between them, otherwise the bond receives an 
infinite resistance. A similar assignment is made for the 
charge carriers with spin down.
Fig. 7.1 on the facing page. Indicated are the regions where the directions of m (r) up and 
down percolate. Above Tc, there indeed is a region where both directions form percolating 
clusters.
The resistance behavior of this model can be obtained when percolating bonds are re­
placed by resistors; for each configuration, generated in the MC simulation, we consider 
the resistor network that arises by connecting all nearest and next-nearest neighbor sites 
where the local moment is up for the valence electrons with spin up (or down for the elec­
trons with spin down). This assignment of resistors is depicted in Fig. 7.2. Subsequently 
the effective resistance of the configuration is evaluated by use of the multigrid m ethod of 
Edwards, Goodman and Sokal [35], based on the standard code a m g 1 r 4  [107], to calculate 
the conductance of a spin configuration. The latter code is slightly changed, in order to 
cope with resistors connecting next-nearest neighbors. Finally, the resistance is averaged 
over 20,000 configurations generated by the Metropolis algorithm.
We perform ed MC simulations on a L x L lattice with L up to 90. In Fig. 7.3 the resulting 
resistance for zero field is shown as a function of temperature. We find indeed a peak in 
the resistance upon approaching the Curie point. Furthermore, the peak is asymmetric, 
rising steeper below Tc, a feature that is also found in experiments. From the percolation
T/Tc
Figure 7.3
Resistance as a function of temperature 
for different system sizes at zero field. 
The system sizes are indicated in the 
plot, the resistance is scaled such that 
the minimal resistance (all bonds hav­
ing R = 1) is unity. The lines are guides 
to the eye. Resistors are defined as in 
Fig. 7.2. For larger systems, the peak 
shifts to Tc, becomes infinitely high but 
remains asymmetric. For T < Tc there 
is a rapid convergence to the minimal 
(unit) resistance.
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Figure 7.4
The resistance around T = Tc for differ­
ent external magnetic fields h, for a sys­
tem of 60 x 60 spins. The peak in the re­




phase diagram one notices that the Curie point is the only point in the phase diagram 
which is non-percolating (both for up and down electrons). This implies that the resistance 
of the network at T = Tc should be infinite. The finite peak that we measure in the MC 
simulation is a finite size effect, as can be seen from the L-dependence. However, as we 
shall see below, also the experimental curves show a cutoff in peak height so that in this 
sense the finite size lattice calculations give a better qualitative description.
Fig. 7.4 shows the resistance behavior as a function of T for L = 60 for several values 
of the magnetic field. The calculations confirm the experimental result that the peak in the 
resistance decreases and shifts to higher temperatures. Finally we fixed the tem perature 
T and perform ed calculations for varying magnetic field h, again for a system of 60 x 60 
spins. We did this above as well as below Tc. The resulting net resistance for these two 
situations is plotted in Fig. 7.5. Below Tc, the plot shows a pronounced cusp, whereas 
above Tc the behavior of the resistance as a function of the external field is smooth.
All qualitative features obtained in the MC calculations described above can be un­
derstood from the percolation phase diagram. This holds both for the phase diagram in 










Figure 7.5 The resistance as a function of the external magnetic field for temperatures 
just below Tc (left plot) and above Tc (right plot). The system has 60 x 60 spins. For 
temperatures below Tc , the peak shows a cusp, whereas above Tc it is smooth.
h (10-2) h (10-1)
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Figure 7.6 The generic phase diagram for percolation. T and h  are temperature and 
magnetic field respectively. In this general case, the percolation point Tp and the Curie 
temperature Tc do not coincide. If they are separate, Tp always lies below Tc, and the 
threshold Tp lies in the universality class of uncorrelated percolation.
and for the phase diagram of a true three-dimensional system [84], shown in Fig. 7.6. The 
main distinction between Fig. 7.1 and Fig. 7.6 is the location of the percolation point Tp. In 
Fig. 7.1 it coincides with Tc and has the character of a tri-critical point, while in Fig. 7.6 it 
is shifted downwards along the tem perature axis and has become a critical endpoint. This 
change in nature of the percolation point is im portant for the more quantitative predic­
tions involving critical exponents, to be described below. Since, however, even in the fully 
three-dimensional case the percolation threshold lies only a few percent below Tc [84], the 
qualitative behavior for the two cases is the same:
1. The peak in the resistance in CMR experiments is observed close to or at the Curie 
tem perature Tc. According to the phase diagram, the percolation threshold Tp lies, 
for all directions of m (r), close to or at Tc. That means that clusters with a low resis­
tance are very sparse at that point, if present at all, yielding a high overall resistance. 
In fact, in any other domain of the phase diagram the resistance is much lower, as at 
least one of the directions of m (r ) lies well into its percolating regime.
2. The shape of the curve of the resistance against tem perature is experimentally ob­
served to be asymmetric [47,67,110,111]. At tem peratures below Tp the resistance 
drops much more rapidly than for tem peratures above Tp. Again this follows from 
the phase diagram, as below the threshold Tp one of the directions of m (r ) is well 
into its percolating regime, whereas above Tp all directions remain close to their per­
colation line (the thick, solid line in Fig. 7.6). So above Tp there is percolation, but the 
percolating clusters still are very sparse, yielding a relatively high overall resistance. 
Compare Fig. 7.3 on page 111 for the MC results that apply to this case.
3. Experiments show that, for all tem peratures, switching on a magnetic field lowers 
the resistance. This is exhibited in the m agnetoresistance ratio AR/R,  where AR is 
the difference in resistance with and without magnetic field, and R is the resistance 
at zero field. In the percolation language, the magnetic field tends to align the mo­
m ents m (r) and thus enhances the percolation. Close to the percolation threshold, 
this effect is strongest, such that the ratio AR/R is largest at the tem perature where 
the resistance peaks in zero field.
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4. A particular observation in experiments is the shape of the curve in the resistance 
against magnetic field. As can be seen, e.g., from Fig. 1 in Ref. [79], Fig. 5 in Ref. [55], 
and Fig. 5 in Ref. [58], plots of the resistance versus the field display a cusp at tem ­
peratures below Tc but are smooth at higher tem peratures. This remarkable feature 
follows directly from the percolation phase diagram: below Tp there is a first order 
transition line. Moving away from this line inbo th  directions of the field immediately 
enhances percolation and hence decreases the resistance, meaning that a plot of the 
resistance versus the field shows a cusp. Above Tc, on the other hand, there is no 
transition line at zero field, and hence the behavior of the resistance as a function of 
the magnetic field is smooth. Compare the MC results in Fig. 7.5 on page 112.
5. It is observed [55, 67,110,111] in CMR that the peak in the resistance shifts to higher 
tem peratures when a magnetic field is switched on. This directly follows from the 
presence of the percolation line in the phase diagram at tem peratures above Tp (the 
thick, solid line in Fig. 7.6 on the page before). The region in the phase diagram above 
Tp shows the vicinity of the percolation line at a small magnetic field. Hence, again, 
there is percolation but the percolating clusters are very sparse, yielding a relatively 
high overall resistance. Below this temperature, however, the magnetic field pushes 
one of the directions m (r ) well into its percolating regime, thereby immediately low­
ering the resistance. Hence the peak in the plot of the resistance against tem perature 
shifts to higher tem peratures in a magnetic field. The appropriate MC result is shown 
in Fig. 7.4 on page 112.
The above comparison with experiments shows that the qualitative features of CMR are 
reproduced by a single and simple mechanism, above as well as below the Curie tem per­
ature, with as well as without magnetic field.
7.3 Critical exponents
We now turn  to a more quantitative confrontation of the percolation mechanism with ex­
periment. According to the universality hypothesis of critical phenomena, the resistance 
of a resistor network diverges at the percolation threshold with a material-independent 
power t as
(7.2) R(T) = A± \ T -  Tp \- t .
The amplitudes A± are m aterial-dependent (non-universal) and may differ above and be­
low Tp.
In case Tp is a critical endpoint (i.e., when Tp and Tc do not coincide) the exponent t 
should be the same as that of the three-dimensional uncorrelated resistor network. This 
exponent is known to be t x 1.98 [100]. However, if Tp coincides with Tc, one expects to 
find a different value of t , corresponding to a network with critical correlations. Even if Tp 
and Tc are close to each other, crossover between the two types of behavior is expected.
To estimate the effect of critical correlations we com puted [3] (from a finite size scaling 
analysis) the exponent t for the square net described above, in the case where Tp and Tc 
coincide. See chapter 6 for a more detailed account of this calculation. The result t x
0.200 should be compared with the result t x 1.30 [99] for a two-dimensional uncorrelated
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network. The conclusion is that critical correlations can lead to a significant lowering of 
the value of t .
In order to compare these results with experiment one should realize that the resistor 
network is idealized in the sense that there is an infinite resistance present in the domains 
where the electrons are isolating. In fact, this resistance will be finite, albeit orders of mag­
nitude higher than the resistance of the conducting domains. Also in the case Tp Tc the 
resistance at T = Tp of the ‘down’ electrons will diverge in the ‘u p ’ phase, but the resis­
tance of the up electrons will remain finite but large. Both effects cause the true phase 
transition to be smeared out. One can account for this by shunting the divergent resis­
tance from Eq. (7.2) for T — Tp with a large resistance Rx . One obtains
(7.3) R(T) = Rca
1 + B± \ T -  Tp \t
with B± = Rx /A±.
The experimental data published are not particularly well suited to extract critical ex­
ponents. A num erical fit against Eq. (7.3) shows that some of them  [60,123] are well de­
scribed this equation with an exponent t that is roughly 2, while others [110,112] exhibit 
a much lower value of t x 1.3. According to our theory the first set should correspond to 
cases where Tp + Tc while the low values of t should be attributed to crossover to the cor­
related resistor network. More accurate experimental data, focusing on the critical regime 
in the neighborhood of the peak would be m ost helpful to determine whether our pro­
posed mechanism is the correct one.
7.4 Conclusions
We presented a correlated percolation mechanism for CMR and argued that its observed 
effects can be explained by considering the materials displaying CMR as a correlated resis­
tor network. In this explanation, CMR is a critical phenom enon and is governed by large 
scale, critical fluctuations. Regarding the simplicity of the model, it cannot be expected 
to reproduce the actual numerical values of critical temperature, fields, and resistances. 
All general aspects of CMR as following from experiments, however, are accounted for by 
our mechanism. Thus CMR is qualitatively explained by one single and simple mechanism, 
above as well as below the Curie temperature, with as well as without magnetic field.
The universality hypothesis in critical phenomena assures that the critical exponent 
t , describing the peak in the resistance, will be reproduced correctly by the model. The 
exponents that we find are not inconsistent with experimental results but more detailed 
m easurements, especially in the critical regime, would be m ost welcome.
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8. Novel Monte Carlo method to calculate 
central charges
We present a novel finite size scaling technique to calculate the central charge 
and some critical exponents o f two-dimensional critical models with a Monte 
Carlo s imulation. We use system s with dimensions L x M and focus on the scal­
ing behavior in M/L.  The finite size scaling relation t hat weuse i s  the universal 
expression for the stress tensor on the torus. The stress tensor is the operator 
that governs the anisotropy o f the system  and stem s for the theory o f confor- 
mal invariance. We show that a lattice representation o f  the stress tensor can 
easily be constructed, such that its expectation value on the torus can be calcu­
lated in a Monte Carlo s imulation. In doing so, we observe that the stress tensor 
turns out to be remarkably insensitive to critical slowing down. We show that 
the typical s imulation time scales with the linear system  dimension L roughly 
as L4, and that this scaling holds for the ordinary Metropolis algorithm as well 
as for more sophisticated cluster algorithms, such that it  is fruitless to invoke 
the latter. We test the m ethod for the Ising m odel (with central charge c = \), 
the Ashkin-Teller m odel (c = 1), and the F-model (also c = 1).
The work presented in this chapter has been accepted for publication in Phys. 
Rev. E.
8.1 Introduction
There exist basically two m ethods to obtain numerical information on two-dimensional 
critical systems. In the transfer matrix m ethod one calculates the largest eigenvalue of 
the transfer matrix and thus one finds the free energy of the system on a L x oo cylinder. 
From the theory of conformal invariance [24] one knows that this free energy is related to 
the central charge c as
n c(8.1) f  = f œ - JTC
6L2'
By introducing appropriate seams on the cylinder, that alter the cyclic boundary condi­
tions, one also obtains some of the leading critical dimensions x. Here one uses the result
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from  conformal invariance that the central charge c from a system with a seam is given 
by
(8.2) c = c -  12x.
After the first paper [17] that used this technique this m ethod has become very popu­
lar [46,95].
The advantage of the m ethod is the high numerical accuracy (in fact, machine preci­
sion) with which the free energy of a L x oo system can be determined. A distinct disad­
vantage is that it is limited to rather small values of L, since the required storage capacity 
and com puter time increase exponentially with L. In some cases —depending on the sys­
tem  under scrutiny— the practical upper bound on L renders an accurate determination of 
the central charge impossible [2]. Notably, it implies that the m ethod is limited to discrete 
spin systems. These limitations are lifted but exchanged for a loss in numerical accuracy 
of the free energy in the Monte Carlo transfer matrix m ethod [91,118]. A promising [28,98] 
m ethod to study the transfer m atrix for discrete spin systems for large L is density matrix 
renorm alization [125]. Recently, this m ethod has also been shown to be able to calculate 
central charges [27].
The second m ethod that has extensively been used to obtain numerical information on 
two-dimensional critical systems is the standard [12] Monte Carlo (MC) method. It can be 
used for fairly large (L x L) system sizes, bo th  for discrete and continuous spin systems. 
Critical exponents can be extracted from  the finite size scaling behavior of the fluctuations 
in critical quantities like energy and order parameter.
However, a direct evaluation of the free energy is not possible in MC simulations (apart, 
of course, from  the Monte Carlo transfer matrix method). Therefore, to obtain the central 
charge from Eq. (8.1) one has to use a more elaborate MC method. Recently, Krech and 
Landau [66] have proposed such a method, based on the work of Mon [83]. They test their 
m ethod on the q-state Potts model for q = 2, 3, and 4, and find an accurate agreement 
with the known results of the central charge of this model. Their m ethod is based on the 
evaluation of an expectation value on a torus geometry L x M of the form
(8.3) (e-Hsemn).
Here Hseam is an Hamiltonian that introduces a seam in the direction of M over the torus. 
Hence this Hamiltonian is of the order of M , which has to be quite large. Such averages 
are notoriously hard to obtain in MC simulations.
Wang and Baker [122] use a m ethod to evaluate the central charge that is not based 
on Eq. (8.1). Instead, they use an expression for the central charge due to Cardy [25], that 
involves the Fourier transform  of the energy-energy correlation function. This expression 
contains the specific heat exponent a, which has to be determined as well.
In this chapter we want to extend this palette of existing numerical techniques by pre­
senting a direct MC m ethod to evaluate the central charge, which is based on the expec­
tation value of a simple operator that can be defined for any model. This operator rep­
resents, in the scaling limit, the stress tensor T . The stress tensor is an operator that is 
connected with the anisotropy of the system; when one allows for anisotropy in critical 
models, critical points in the phase diagram become critical lines. The whole of such a 
critical line falls into the same universality class, and movements along the line are gov­
erned by a marginal operator, having its critical dimension x  = 2. This anisotropy opera­
tor is the stress tensor T , and can be defined for any critical model. It is, in the language
- 118-
Novel Monte Carlo method to calculate central charges
of conformal invariance, the second descendant of the identity operator. The expectation 
value of T on a L x M torus is known from conformal theory and contains in particular the 
central charge c . By comparing our MC results, as a function of M/L,  with this formula we 
obtain the central charge and the leading critical dimensions.
A difference between simulations on the stress tensor and on quantities like the energy 
is that the form er are almost insensitive to critical slowing down. We explain this obser­
vation by showing how the typical simulation time scales with the system size in terms 
of the dynamic exponent z; our conclusion is that it is fruitless to invoke sophisticated 
MC algorithms like that of Swendsen and Wang [115] that have a lower value of z than the 
standard Metropolis algorithm, because this would not influence the typical simulation 
time.
8.2 Conformal invariance of critical field theories
Besides being invariant against a rescaling of the length parameters, critical models are 
believed to be conformally invariant as well: their large scale behavior is invariant against 
transform ations that correspond locally to a rotation and a rescaling. Such transform a­
tions are called conformal transform ations. From this symmetry, present at criticality, 
largely follows the structure of the Hilbert space, at least in the case of two-dimensional 
models. We will summarize some results that we need in the sequel; more details can be 
found in the review by Cardy [24].
In this section, we will be concerned with a system defined on a ‘skew’ torus; its dimen­
sions are L x M , and boundary conditions are cyclic in the horizontal direction and cyclic 
after a shift over Mx in the vertical direction, as in Fig. 8.1. Denoting the transfer matrix 
of the system with exp (-H ), where H  is the Hamilton operator, its partition function on 
such a geometry is
(8.4) Z = X  ( j \ e -MHeiM*P \ j ) ,
where the summation is over all configurations \j) in a row. The states \j) make up the 
Hilbert space on which the transfer matrix (or operator) exp ( - H)  acts. P is the m om entum  
operator, the generator of translations in the horizontal direction. The Hamilton operator
Mx
Figure 8.1
The torus geometry on which the conformal field 
theory is defined. Dimensions of the torus are L x M , 
the boundary conditions are such that the indicated 
points are identified: they are cyclic in the horizon­
tal direction and cyclic with a shift over Mx in the 
vertical direction.
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H  of the model is the generator of translations in the vertical direction and com m utes with 
P . When the transfer m atrix is suitably defined, there exists an orthonorm al basis of the 
Hilbert space, consisting of eigenstates of the Hamiltonian and of the m om entum  oper­
ator. From the theory of conformal invariance follows that these eigenstates with their 
eigenvalues are closely related to the critical dimensions of the model.
There turns out to be a set of fundam ental operators present in the theory, that are 
indicated as Ln and Ln for n  E Z. They satisfy the celebrated Virasoro algebra. The Hamil­
tonian H and the m om entum  operator P can be expressed in terms of L0 and Lo as follows,
TT T"1 T \ n cH = EqL H— — (Lo + Lo) -  ~prr,
(8.5) L 6L
P  — (Lo  — L o ) .
Here c is the central charge of the model, and LE0 is the bulk ground state energy of the 
Hamiltonian, which we will not need and from now on consider subtracted from it. The 
eigenstates of the Hamiltonian and of the m om entum  operator are labeled as \ A + m , A + 
m ), with the relations
L0 \ A + m , A + m ) = (A + m) \ A + m,  A + m ),
L0\A + m,  A + m)  = (A + m )\A  + m,  A + m) .
Hence, with the bulk energy LE0 subtracted from  the Hamiltonian,
2 n  ( c \ -
(8.7) H\ A + m,  A + m)  = —j— lA + A + m  + m -  —  J\A + m , A  + m) ,
2 n
(8.8) P\A + m,  A + m)  = —j— (A -  A + m  -  m)  \A + m , A  + ni).
The states \ A, A ) with m  = m  = 0 are called primary states and the states with m  and/or 
m  unequal to zero are their conformal followers. The values of A and A are related to the 
critical dimensions x  and spin indices l of the operators of the theory according to
x  = A + A + m  + m ,
(8.9)
l = A -  A + m  -  m .
The critical dimensions x  are the complements with respect to the dimension d = 2 of 
the scaling indices y  = d  -  x . These scaling indices are the eigenvalues of the renorm al­
ization flow equations in ordinary renorm alization theory, and yield expressions for the 
critical exponents. For example, in the Ising model there are two relevant fields, the ther­
mal field which has y t = 1 and the magnetic field with y m = The critical exponents 
get expressed in these indices as, e.g., a = (2 y t -  2 ) / y t = 0 for the specific heat exponent, 
fi = (2 -  yh) / y t  = |  for the exponent of the order parameter, and v = 1 / y t = 1 for the 
exponent governing the divergence of the correlation length.
The appearing values of A and A- from the primary states, together with their multiplic­
ity (the level of their degeneracy) as well as the multiplicities of their conformal followers, 
determine the full structure of the Hilbert space. The values of the critical dimensions 
and their multiplicities are universal. This implies that the partition function (divided by 
its bulk value that results from E0) considered as a function of M/L,  is universal in the 
scaling limit of L and M large.
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As follows from Eqs. (8.7) and (8.8), the diagonal element of exp( -MH)  exp(iMxP) for 
the state \ A + m,  A + m ) is
(8 10) Q-c/24Q-c/ 24 QA+m Q A+m
with
^  ( 2nM 2ni Mx(8.11) Q = exp y---- — + L x
and Q the complex conjugate of Q. Summing over all diagonal elements yields the parti­
tion function of the model. Let us label the critical dimensions with j ,  then
(8.12) Z/Zbujk = Q -c/24Q - c / 2 4  X Nj QAj+mj QA +mj .
j
This expression is called the universal expression for the partition function, and contains 
the central charge c , the values of the critical dimensions Aj + m j and A- j + m- j  as well 
as their multiplicities N j. Therefore it contains the critical dimensions x j  and hence the 
critical exponents a, fi, etc., although it does not give an interpretation of the dimensions 
x j  as belonging to thermal or magnetic fields.
In the limit M/L — oo, the universal expression for the partition function yields the 
well known finite size scaling relation for the central charge, used in transfer matrix cal­
culations,
n c(8.13) / ( L ) = / ( o o ) -  —  
where
(8.14) ƒ ( ! )  = -  lim T^rln(Z ).M/L—o ML
The free energy, however, is not directly accessible in MC simulations. Consequently there 
exist no MC results that yield the central charge of critical models. The stress tensor, how­
ever, is an operator that is closely related to the Hamilton operator and it this operator (or 
rather its expression in terms of spin variables) that actually is accessible in MC simula­
tions, in contrast to the free energy. We will show this in the sequel.
Conformal invariance in critical field theories states that the action (or in statistical 
mechanics terms: the classical interaction) is invariant against conformal transformations. 
The change in the action for non-conformal transform ations is determined by the stress 
tensor T(r),
(8' I5) T(r) = f e S  T y ^ )
where T(r) is a symmetric, traceless tensor. Hence Txx(r) = - T y y (r) and Tx y (r) = Ty x (r). 
Usually, one defines the independent components of T as
(8.16) 1
T(u,v) = ~[Txx(u,v) -  iTxy(u,v)],
T(u,v) = ~[Txx(u,v) + iTxy(u,v)].
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Here u  and v  are the position coordinates on the torus. The dimension (A, A) of T and 
T are (2,0) and (0, 2) respectively. Hence their critical dimension x  = 2 and their spin 
indices are l = ± 2. So the stress tensor is a marginal operator. Its components T and T 
can be expressed in term s of the fundam ental Virasoro operators Ln and Ln as follows:
















^ u n e 2ttL
n=-TO
This expression is valid on the torus geometry; u  (v ) is the horizontal (vertical) position 
on the torus. The Virasoro operators Ln and Ln with n  + 0 play the role of raising and 
lowering operators for the states \A + m , A + m ). Because these states are orthonormal, 
only L0 and LT0 have nonvanishing contributions in the expression for the expectation value 
of T . From the expression (8.17) and the eigenvalue equations (8.6), the expression for the 
expectation value of the stress tensor can easily be calculated. The expectation value is
(8.18)
1
(D  = -  X  (Aj + ntj,  A j + fhj \ T  | A j + mj , Aj  + fhj).
Substituting Eq. (8.17) and the expression for the partition function (8.12) yields
Z j Nj [Aj + mj )  Q -Aj-mj Q -Aj-mj \2tt





I< r > =  - H  -
c
24
X j N j  (Aj + m j )  Q - A,-m, Q
Z j N j Q -Aj-m,Q-A,-m
We will be mostly concerned with the diagonal elements Txx = - T yy  of the stress tensor. 
The expression for Txx is
(8.20) {Txx )
- m i é -
S j Nj  (A j + in, + A j + in, ) () 
V, S, ()  '■ C) '■
Q -
This expectation value can be written as the derivative of the free energy with respect to 
the aspect ratio M/L,  as
(8.21) / T  \  9 M  A{Txx) = - 2 TT—  with — = e . oA L
Upon taking the derivative, the volume ML of the system is kept constant. Like magne­
tization and magnetic field, the ‘field’ A = ln(M/L)  is the external field conjugate to the 
operator that is the stress tensor. Therefore, (Txx) couples to the anisotropy A of the sys­




8.3 A lattice representation of the stress tensor
In conformal field theory, the stress tensor is an operator that is quite abstract. It is de­
fined only after the lattice model has gotten its continuum  limit. For lattice models, how­
ever, the stress tensor can easily be defined as well. This lattice representation of the stress
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tensor m ust thus have the scaling behavior predicted by expression (8.20). Below we will 
illustrate the construction of the lattice representation of the stress tensor for the Ising 
model, but first we give a more general way to proceed.
Constructing the s tress tensor Construct, for a lattice model, an operator t(r) as an 
expression in the local, fluctuating field(s), such that: (i) t(r) transform s as a second rank 
tensor (in particular, t(r) picks up a minus sign under a rotation over 90°); and (ii) t(r) has 
the same symmetry as the interaction energy of the model under study. In general, this 
means that t(r) is invariant under global spin flips or spin rotations.
If one now expresses t(r) in terms of scaling operators it is clear that the operators 
that occur should all be tensors that change sign under rotations over | tt, i.e., they have
l = A -  A = ±2,  ± 6 ,__ Since A and A are always non-negative, it follows that the scaling
dimension x  of the appearing scaling operators all have x  ^  2. The marginal case, hav­
ing x  = 2 and l = ±2, is in fact the stress tensor, all other operators in the expansion are 
irrelevant. To be more precise: in this general case, the operator t(r) couples to both inde­
pendent components Txx(r) and Tx y (r) of the stress tensor. As will become clear below, 
however, t(r) can easily be defined such that it couples to Txx(r) only. In that case, one 
has
(8.22) t(r) = a  Txx(r) + ■■■ ,
where the dots represent irrelevant operators. The requirem ent (ii) guarantees that t(r) 
and Txx(r) share the same interaction symmetry, so that the coefficient a  does not vanish 
by symmetry. Constructing operators t(r) can, as we shall see, be done in several ways, 
but all choices yield an expansion (8.22), albeit with different values of a.
Having constructed the operator t(r) one can evaluate its average in a MC simulation 
on a geometry of L x M , for several values of M/L and L large. The result should follow 
the universal expression for Txx(r) as
(8.23) (t(r)) = « ( r n (r)) + 0 ( ^ ) ,
where the expression for (Txx(r)) given in Eq. (8.20) is proportional to 1/L2 and dominates 
the second term  that has co > 2. Hence we can fit the M/L dependence of the left hand 
side against Eq. (8.20), obtaining, in particular, the central charge c .
The stress tenso r for the Ising m odel We will illustrate the construction of the discrete 
stress tensor t(r) in the case of the Ising model. The starting point is the close connection 
between stress tensor and anisotropy. Let us therefore start with the anisotropic action 
A  of the ordinary, square lattice Ising model,
(8.24) A  = - ^  J x  SijSi+1 j  + Jy SijSi ,j+1) ,
ij
where the couplings (Jx , Jy ) allow for anisotropy. The isotropic critical point is Jx = Jy = 
Jc = \  ln (l + a/2), but this point becomes a critical line when unequal values of Jx and Jy 
are allowed for.
The central notion here is that in the scaling limit, anisotropy am ounts to a rescaling of 
the length param eters x  and y  with a different scaling factor. Hence, in the scaling limit,
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the anisotropic model with (Jx ,Jy ) behaves as the isotropic model with rescaled length 
param eters x  and y  ,
x'  = e-Ax,
(8.25) ' +a
y  = e+Ay .
The value of A in this equation determines the values of Jx and Jy . In this way, Eq. (8.25) 
fixes the param eterization [Jx (A),Jy (A)] of the critical line with A. The isotropic point has 
A = 0 with Jx (0) = Jy (0) = Jc, and the param eterization obeys Jx (A) = Jy (-A).
On a finite geometry L x M , this anisotropic rescaling means that the volume ML of the 
system remains untouched, but that the aspect param eter M/L scales according to
(8.26) j j -  = e2Aj .
In the scaling limit, therefore, the partition function with the anisotropic action of equa­
tion (8.24), which we call Z(A,M/L)  depending on A, equals that of the isotropic Hamilto­
nian with a rescaled aspect ratio M'/L',
(8.27) Z ( A’f )  = z(\ = 0 ,e 2A^ ~
A general movement in the phase diagram is perform ed by a scaling operator. A renor­
malization transform ation is isotropic, which implies that there can be no renormalization 
flow along the critical line (Jx ,Jy ). This implies that the scaling operator that governs the 
movement along this line m ust be invariant against a renorm alization transformation, i.e., 
it is a marginal operator having its critical dimension x  = 2.
In the case of the Ising model, the action (8.24) immediately shows which operator this 
m ust be. Write the action as a symmetric part plus a part that determines the anisotropy,
(8.28) A  = Ac  -  X (Jx(A) -  Jc)SijSi+1 j  + (Jy(A) -  Jc)Si jSi j+1 ,
ij
where A c is the action at the isotropic critical point Jx = Jy = Jc. Expanding up to first 
order in A, this expression can be written as
(8.29) A  = Ac  + A ^ t x x ( i  , j )  ,
ij
where txx( i , j )  is the lattice representation of the stress tensor,
(8.30) txx(i , j )  = -J'x(0^Si,jSi+1,j -  S j S j + 1 ) .
Here we used the symmetry property Jx (A) = Jy (-A).  The operator txx(i , j )  governs the 
anisotropy of the system. This lattice representation of the stress tensor (8.30) for the 
Ising model was already known for a long time [61]; the value of J'x (0) = \ - f i .
In fact, the operator in Eq. (8.30) is written as txx because it is one of the two com­
ponents of the full stress tensor tap(i , j ) .  This tap(i , j )  has the same properties as the 
field theoretical stress tensor: it is a second-rank, symmetric traceless tensor. The other 
component, tx y ( i , j )  can be written as
(8.31) tx y ( i , j )  = Jxy(Si, jSi+1 ,j+1 Si,jSi + 1 , j-1 !
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The expectation values of stress ten­
sor (1) for the Ising model, defined in 
Eq. (8.42), as a function of the aspect 
parameter M/ L.  From high to low, 
the plots show the expectation val­
ues from system dimensions L run­
ning from 4 to 10. The lines are the 
result of the fit against Eq. (8.33) to­
gether with a correction to scaling 
term (8.41). Note that, for each value 




with a certain prefactor Jxy, which will be different from  J'x (0), because it couples next- 
nearest neighbor spins instead of nearest neighbors. The off-diagonal elements of the dis­
crete stress tensor couple to the anisotropy in the diagonal directions.
It is this operator tap(r) that appears in the previous subsection. It is constructed such 
that it behaves as a second-rank symmetric tensor with the same symmetry under global 
spin flips as the interaction energy itself. Of course, this version of tap(i, j )  is not the only 
possible one; it can also be defined with further neighbor interactions.
The precise connection between the discrete variant t(r) of the stress tensor and its 
field theoretical counterpart is obtained by taking the derivative of Eq. (8.27) with respect 
to A at A = 0. Using Eq. (8.21), this yields
(8.32) JX(0 )X  (SijS.,H,jSi + ì,j Si,jSi,j + l
j
-  —  (T— \-Lxn ■ (u, v ) ) ,
where (Txx(u, v ) }  is the expression (8.20) for the expectation value of the diagonal com­
ponent of the stress tensor. Note that this expression is a universal function of central 
charge, critical dimensions, and their multiplicities. The value of J'x (0), however, is in gen­
eral unknown, such that we will have to include it as a fit parameter.
Expression (8.32) combined with Eq. (8.20) yields the relation that is central to this 
chapter: it expresses the expectation value of the lattice representation of the stress tensor 
in the universal quantities that we want to know. As we will use a rectangular geometry, 
without the shift in boundary conditions, we put Mx = 0 and obtain





/  V  AT (  O M  \ \Sj-Wj X j  exp ^ - 2 t t — X j  ' 
X j N j  exp ^-2tty-x
2
where 1/ a  = nJ'x (0). See Fig. 8.2 for an example of the functional dependence. The 
prefactor a  is the same a  that appears in Eq. (8.22). The physical interpretation of it is 
given by the relation 1 /a  = nJ'x (0); it determines the ‘amount of anisotropy’ that the sys­
tem  obtains, once the stress tensor is switched on. Note that a  is non-universal; it depends
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on the precise definition of the model, as well as on the definition of the stress tensor. The 
other quantities present in Eq. (8.33), however, are the central charge, the critical dimen­
sions, and their multiplicities, and those are all universal. There is an infinite num ber of 
critical dimensions, but only a limited num ber of these is ‘small’, say, less than two. For 
large enough values of the aspect ratio M /L  only a limited num ber of critical dimensions 
have substantial contributions to Eq. (8.33); the contributions of the remaining dimensions 
then are in fact so small that they will disappear in the noise of the MC data. Hence, a fit 
of the expression against MC data m ust be feasible. Typically, we will take M / L >  1.
8.4 Fitting the Monte Carlo results
Fitting the param eters of the universal expression (8.33) against the Monte Carlo results 
requires a decent fit program, as the number of fit param eters is quite large, and requires 
some theoretical reflection on the model as well. We will deal with the use of the universal 
expression (8.33) and the corrections to scaling in different subsections.
The universal expression for the s tress  tensor The num ber of critical dimensions 
xj  that appears in the universal expression (8.33) for the stress tensor is infinite, which 
clearly is an infeasible num ber of fit parameters. Most of the dimensions, however, are 
large. Their contribution to Eq. (8.33) goes as exp( - 2nxM/ L) ,  so if we limit the calcula­
tions to values of the aspect ratio M/L that are not too small, m ost of the dimensions xj  
have a vanishing contribution. Performing some preliminary MC simulations suggests a 
reasonable lower bound to M/L.  Typically, we took M/L > 1. The upper bound on M/L 
is determined by the value of M/L where (txx(r)} reaches its asymptotic value. To deter­
mine a reasonable upper bound on M/ L , the same preliminary simulations can be used. 
The asymptotic value of (txx(r)} is
This expression also shows why the asymptotic value itself is not sufficient for the deter­
mination of the central charge: it only gives an estimate of ac  instead of c.
Performing simulations to obtain the expectation value of the stress tensor between 
these bounds on M/L is in principle sufficient to extract the desired quantities by fitting 
the results against expression (8.33). Typically, we take three or four critical dimensions 
into account, the identity dimension x 0 = 0, present in any critical model, and two or 
three nontrivial ones x j . For these dimensions, the multiplicities Nj  m ust be specified in 
the expression as well.
A multiplicity is always integer, and when it is larger than one, the corresponding crit­
ical dimension x  is degenerate, and thus an additional symmetry is present in the model. 
Some theoretical reflection on the model often is sufficient to reveal such symmetries. An­
other possibility is to perform  fits with different values of the multiplicities and to choose 
the set that gives the best fit.
The lowest appearing values of the dimensions x  = A + A correspond to primary fields. 
As noted in Sec. 8.2, to each primary field belongs a tower of conformal followers or de­
scendants, that have values of the critical dimensions that differ by an integer from  that 
of the primary field; they are A + m  and A + m  with m , m  E N. The first descendant of 
a scalar primary field O(r) with dimensions (A, A) is VO(r), a vector field that has two
(8.34)
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components; one having (A + 1, A) and the other having (A, A + 1). To improve the fit, we 
will include this first descendant into Eq. (8.33). This inclusion introduces no new fit pa­
rameters; the value of its critical dimension is x  + 1 when x  is the critical dimension of the 
prim ary field, and this value appears twice. Hence the multiplicity of the first descendant 
is twice that of the corresponding primary field.
Having fixed the multiplicities in expression (8.33), this leaves us with four or five 
free parameters: the prefactor a, the central charge c, and two or three nontrivial dimen­
sions x j .
Corrections to scaling The above analysis of the universal behavior of the stress tensor 
is valid in the scaling limit. The discrete version of the stress tensor txx(r), however, is 
not a scaling field; as argued in Sec. 8.3 it can in fact be written as the expansion (8.22) in 
scaling fields, of which only the first term  is the true stress tensor with its universal behav­
ior. The fit to this expression is treated in the previous subsection, but for smaller system 
sizes other terms in the expansion become important. The scaling behavior of these terms 
in L goes as L-w with co > 2.
To obtain accurate results, we should include at least one of these correction term s in 
the expression that we fit against our MC results. That means that we have to perform  
calculations for different values of the width L of the system in order to be able to extract 
the L- 2  behavior of the true stress tensor.
In principle, we could proceed by performing simulations for a fixed value of M/L and 
increasing values of L and extract, by extrapolation, the part of (txx(r)} that scales as L-2. 
This means that, for any value of M/L,  we have to fit
a b(8.35) <tjeje(r)) = _  + _
and have to use the values of a  for each value of M/L to fit against expression (8.33). We 
can, however, do better.
To this end, write the first scaling operator on the dots in expansion (8.22) as O(r),
(8.36) (txx(r)} = a (Txx(r)} + (O(r)}.
Now consider the general expression for the expectation value of an operator O(r) on a 
system with geometry L x M ,
(8.37) <0(r)> = |X O 'l  e-MH0 ( r) |j ) ,
j
with Z the partition function and H the Hamilton operator of Eq. (8.7). Using the basis 
| A + m,  A + m } of the Hilbert space yields
Xi Ni a i ( L) e - 2jIT^
(8.38) (O(r)) = ’ m------
X jN je  lXj
where we used Eq. (8.7). Here the param eters aj(L)  are the diagonal elements of the op­
erator O(r) in the basis |A + m,  A + m } of the Hilbert space,
(8.39) aj(L) = (Aj + mj ,  Aj + rhj | O(r) | A j + mj ,  Aj  + rhj }.
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As the basis functions | A + m,  A + m } only depend on L and not on M/L,  the full M/L de­
pendence of the expectation value (O(r)} is accounted for by the exponentials inEq. (8.38). 
The amplitudes aj(L)  depend on L only. Taking only the leading correction into account, 
they can be written as
a j
(8.40) =
with the same value of o  for each of the diagonal elements [24]. In our fit, we will only 
include the few m ost im portant critical dimensions x j : the identity dimensions x 0 = 0 
and the first two nontrivial ones. That means that including the expression for (O(r)} as 
a correction to scaling gives only four additional fit parameters: the correction exponent
o  and three amplitudes a 0, a 1, and a 2.
In the other case, by naively extrapolating the behavior of (txx ( r )} for large L, we have 
to include the two fit param eters o  and b for each value of M/L.  The above approach thus 
drastically reduces the number of fit parameters.
Still, in the complete analysis of the MC results, the num ber of fit param eters is quite 
large. Typically, we need four param eters from  the expression (8.33), which are the pref­
actor a, the central charge c, and the two m ost relevant dimensions x 1 and x 2. For the 
corrections to scaling, we use the expression following from Eq. (8.38) and (8.40),
(8.41) (O(r)) = 1 <’
Lw X j N j e - 2TTf xJ
giving four additional parameters, which are o ,  a 0, a 1 and a 2.
In this way, we perform  a combined fit of the MC results for all values of L and M/ L , 
in one single fit using eight fit parameters. This is a large number, but the functional de­
pendence of the formula, to be fitted for two variables simultaneously, is very restrictive. 
Especially for expression (8.33), the behavior in L is restricted to L-2, and the values of the 
dimensions x 1 and x 2 appear as dimension as well as as amplitude.
The num ber of critical dimensions xj  and the values of M/L that have to be included 
in the fit are a m atter of trial and error. Sometimes it turned out necessary to delete some 
of the lowest values of M/L from  the data set. Lower values of M/L clearly stabilize the 
fit, but on the other hand, including these values requires more critical dimensions from 
expression (8.33) to describe the full data set. We varied the lower bound on M/L and the 
num ber of critical dimensions, until the quality of the fit became high enough.
This procedure requires a fit program  that yields, apart from the values of the fit pa­
ram eters and their error bars, also a param eter that indicates whether the fit can be trusted 
or not. Our case am ounts to a two-dimensional fit (in L and M/ L) using eight or ten fit pa­
rameters. The program we used is based on routines from N u m e r i c a l  R e c i p e s  [105]. The 
param eter that indicates the quality of the fit is called the goodness o f fit Q. The value of 
Q lies between 0 and 1, and is based on the x 2 of the fitted data. Q gives the probability 
that the x 2 of a certain data set exceeds that of the actual data set. A very low value of 
Q means that it is highly unlikely that the used function gives the correct theoretical de­
scription of the data. In our case this means that we either included values of M/L that 
are too small, or not enough critical dimensions x j .
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8.5 Comparison with exactly solved models
In order to test the method, we perform ed MC simulations on some models of which the 
scaling behavior on the torus is known exactly. We chose the Ising model (with central 
charge c = \), the Ashkin-Teller model (with c = 1) and the F-model (also with c = 1). 
There is a line in the phase diagram of the Ashkin-Teller model that can be mapped, by 
a duality transform ation and a graphical representation [6], exactly on the F-model. We 
chose to simulate the corresponding points in the Ashkin-Teller model and the F-model. 
The results, however, differ, which is an illustration of the importance of boundary con­
ditions in such simulations. The duality transform ation alters the boundary conditions, 
giving rise to a different behavior of both  models on a finite geometry.
In case of the Ising and Ashkin-Teller models, we perform ed MC simulations using the 
standard Metropolis algorithm. For the F-model, we had to use a cluster algorithm as well 
(to be described below). We perform ed simulations on a system with geometry L x M with 
varying values of L as well as of M /L . We sampled different versions of the stress tensor 
txx(r), in order to obtain independent estimates of central charge and critical dimensions.
The Ising m odel We carried out our simulations on the ordinary square lattice Ising 
model, with the action given in Eq. (8.24) at its isotropic critical point given by Jx = Jy = 
Jc = \  ln (l + a/2). The construction of the stress tensor is described in Sec. 8.3. Actually, 
taking different versions of the discrete stress tensor txx (r) gives an independent check on 
the accuracy of the results. All different versions should couple to the true stress tensor 
Txx(r), albeit with different prefactors a. We chose two versions of the discrete stress 
tensor, one defined with nearest-neighbor couplings and the other with next-next-nearest 
neighbor couplings:
(8 4 2 ) (1) (Si,jSi+1 ,j -  Si jSi j+1 } ,
(2) (Si,jSi+2,j -  Si,jSi,j+2 } .
Note that the stress tensor defined with next-nearest neighbor couplings corresponds to 
the off-diagonal elements of the stress tensor; its expectation value on the used geometry 
is zero by symmetry. We took the system geometry L x M with L varying from 4 to 10 and 
M/L varying from 1.5 to 10.
The resulting expectation values were fitted against expression (8.33) together with a 
correction to scaling term  of Eq. (8.41). We took two nontrivial critical dimensions x 1 and 
x 2 into account, both with multiplicity 1. The data for stress tensor (1), together with the 
results of our fit, are plotted in Fig. 8.2 on page 125 to get a feeling of the behavior of the 
stress tensor. The numerical results of the fit are summ arized in table 8.1 on the following 
page. Even for those small system sizes and correspondingly limited computer resources, 
accurate results are obtained.
The Ashkin-Teller m odel A more severe test of the m ethod is obtained by considering 
a model having dimensions lying closer to each other. The Ashkin-Teller model is a useful 
candidate for testing our method. It has in its phase diagram a critical line which can be 
m apped on the (exactly solved) six vertex model [6]. The universal partition sum of the 
Ashkin-Teller model on the torus is exactly known [109], so it can be compared with our 
MC results.
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Table 8.1 Monte Carlo results for the Ising model. Stress tensors (1) and (2) refer to 
the definition in Eq. (8.42). Values of the prefactor a,  central charge c and the first two 
critical dimensions x 1 and x 2 are given and compared with their exact values. Errors in 
the last digit are given in parentheses. o  is the power of the 1 /L correction, and g.o.f. is 
the ‘goodness of fit’. In case of stress tensor (1), the prefactor a  is known exactly [61].
Stress (1) Stress (2) Exact
a 0.450 (2) 1.277 (3) a/ 2 / tt = 0.4501...
c 0.500 (2) 0.498 (1) 1/2
x 1 0.1254 (6) 0.1256 (4) 1/8
x 2 1.0 (4) 1.1 (4) 1
W 4.3 (1) 4.29 (8)
g.o.f. 0.83 0.97
The Ashkin-Teller model has two Ising spins S and P with S,P e  { + 1, -1}  on each 
lattice site, that interact with an action
(8.43) A  = - X  J (SiSj + PiPj) + KSiSjPiPj
( ij)
where ( i j } denotes a sum m ation over nearest neighbor lattice sites. The critical line in the 
phase diagram that can be m apped on the six vertex model is param eterized by
(8.44)
exp(2J) = 
exp(2J + 2K) =
1 -  W 
W ’
1 + W 
1 -  W"
The weight W equals the Boltzmann weight of the four vertices in the six vertex model that 
carry a step. The other vertices are flat and have Boltzmann weight 1.
The critical line of Eq. (8.44) is a line with central charge c = 1 and continuously varying 
exponents. By expressing the partition function of the Ashkin-Teller model in the scaling 
limit in term s of Coulomb gas partition functions, all critical exponents can be obtained. 
For this derivation, the reader is referred to Ref. [109]; we will only state the results.
Part of the exponents varies continuously along the critical line. Their value is ex­
pressed in terms of the renorm alized value of the Gaussian coupling g,  present in the 
Coulomb gas partition functions. The dimensions x  of the primary fields are
(8.45) e2 a m 2 x  = - — i— -— with e, m  e  Z, 
2g  2
and g  is the Gaussian coupling, given by
(8.46)
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The other dimensions are constant along the critical line. We chose, rather arbitrarily, the 
point W = 0.8 on the critical line for our simulations. At this point, the three most relevant 
dimensions are
x 1 = 0.125 (with multiplicity 2) ,
(8.47) x 2 = 0.2908... (with multiplicity 1) ,
x 3 = 0.8596... (with multiplicity 1).
Typically, the multiplicity of the degenerate dimension x 1 (which is constant along the 
critical line) can be guessed beforehand, albeit some theoretical reflection on the model is 
necessary. To this end, consider the expansion in scaling operators of S and P ,
(8.48) S f )  = “ S P( \  + - '
P(r) = ap q(r) + ••• ,
where p(r)  and q(r) are the leading (most relevant) scaling operators in the expansion. 
The manifest symmetry S — P of the action (8.43) implies that
(8.49) a 2s (p( r 1 )p( r2)} = a 2P ( q f r ^ q f a )}.
Hence it follows that p(r)  and q(r) share the same critical dimensions x . On the other 
hand, spin reversal symmetry S — - S  implies that
(8.50) (S(r1)P(r2 ) } = 0
which implies that the dominant term  for |r1 -  r 21 large in this expression m ust vanish as 
well. Hence
(8.51) aSaP (p ( r0 q (r2 )} = 0.
This ensures that p(r)  and q(r) are different scaling operators sharing the same critical 
dimension x . Therefore this magnetic critical dimension x  m ust have multiplicity 2. Note 
that the second argument does not apply for energy-like operators like Si,jSi+1,j, such that 
the energy scaling field will be non-degenerate.
We perform ed MC simulations using the standard Metropolis algorithm, again on the 
system with geometry L x M , with L varying from  5 to 12 and M/L varying from  1.5 to 10. 
We sampled four different versions of the stress tensor txx(r):
(Si,jSi+1 ,j + Pi,jPi+1 ,j -  Si,jSi,j+1 -  Pi,jPi j  + 1 } ,
(Si,jSi+2 j  + Pi,jPi+2j  -  Si,jSi j +2 -  Pi,jPij  + s},
(Si,jPi j Si + 1 ,jPi+1 j  -  Si,jPi,jSi,j + 1 Pi,j + 1 },
(Si,jPi,jSi + 2 j Pi+2 j  -  Si,jPi,jSi j  + 2Pi j  + 2 } .
Stress tensors (1) and (2) are defined such that the symmetry between S and P spins is 
incorporated.
It turns out that in this case three nontrivial dimensions have to be included in the fit. 
This brings the total num ber of fit param eters to no less than 10. Still, relatively good 







8.5 Comparison with exactly solved models
Table 8.2 Monte Carlo results for the Ashkin-Teller model, corresponding to the six 
vertex model with Boltzmann weight W = 0.8. The stress tensors (1) to (4) are defined in 
Eq. (8.52). For notation see table 8.1 on page 130.
Stress (1) Stress (2) Stress (3) Stress (4) Exact
a 0.36 (2) 0.78 (3) 0.23 (1) 0.65 (2)
c 0.97 (6) 0.99 (3) 0.96 (4) 0.96 (3) 1
Xi 0.128 (3) 0.i30 (2) 0.i28 (3) 0.i28 (2) 0.125
X2 0.33 (8) 0.34 (5) 0.34 (6) 0.35 (4) 0.2908...
X3 0.9 (4) 0.8 (1) 0.9 (3) 0.9 (2) 0.8596...
W 3.8 (2) 4.1 (1) 4.0 (2) 4.2 (1)
g.o.f. 0.80 0.0i6 0.76 0.065
The F-model A nice illustration of the importance of boundary conditions is obtained 
when a dual version of the Ashkin-Teller model is considered. As stated, the critical line 
of the Ashkin-Teller model can be m apped exactly onto the F-model, using a duality trans­
form ation and a graphical representation [6]. On a finite system, however, this mapping 
affects the boundary conditions, such that both models with periodic boundary conditions 
will have a different behavior on the torus.
The model we chose to consider in fact is an intermediate model between the F-model 
and the Ashkin-Teller model, and is obtained from the latter by applying a duality trans­
form ation on one of the spins S or P only. In this way, we obtain two coupled Ising models, 
defined on two interpenetrating sublattices. Both Ising models are equal; they interact via 
a nearest-neighbor coupling such that a broken Ising bond carries a Boltzmann weight W , 
where the weight W is the same as the W in Eq. (8.44) of the Ashkin-Teller model. The cou­
pling between the Ising models only exists in the restriction that two broken Ising bonds 
are not allowed to cross each other. An elementary square of the lattice contains two spins 
of both  sublattices; diagonally opposed spins belong to the same sublattice. The restric­
tion is that at most one of the bonds over the elementary square may be broken.
The resulting model can easily be m apped on the F-model, seen as a BCSOS height 
model [7]. To this end, the Ising-Bloch walls are identified with the steps, carried by the 
first four vertices of the F-model. To become steps, walls have to be equipped with an ar­
row; the steps have to be identified as a step up or a step down. This arrow assignment is 
simply such that two adjacent Ising-Bloch walls carry antiparallel arrows if they belong to 
the same sublattice, and carry parallel arrows if they belong to different sublattices.
In this way, a configuration of the two Ising models is m apped onto a configuration 
of the F-model, and vice versa. There is, however, a difference in boundary conditions on 
the torus. If we consider the F-model on a finite geometry as a height model, we have to 
allow for defects at the boundary. The smallest defect in the F-model is a defect of two 
unit heights, which corresponds to two steps running over the system. The corresponding 
Ising configuration however, would have one Ising-Bloch wall running over the system for 
each sublattice, which is not allowed when the two Ising models have periodic boundary
- 132-
Novel Monte Carlo method to calculate central charges
conditions. Hence, for the F-model the allowed defects at the boundary are height differ­
ences multiples of 2, whereas in the formulation of the Ising models, the height differences 
at the boundary are m ultiples of 4 .
Related to these defects is a complication that arises, when one naively tries to simulate 
this version of the F-model using a single-spin Metropolis algorithm. As the updates in 
such an algorithm are always local, it cannot generate configurations with defects around 
the torus. The algorithm is able to generate islands of flipped spins, but such an island 
never can cross an Ising-Bloch wall of the other sublattice. This implies that the algorithm 
is non-ergodic; the part of phase space it reaches is restricted to that part that has the 
same defects at the boundary as the initial configuration.
That does not mean that the results of the simulation make no sense. The model that 
results when using only the Metropolis algorithm is a true height model, such that on the 
boundaries no defects are allowed at all. This model renormalizes to the Gaussian model. 
The universal form of its partition function is known [56], but behaves somewhat anoma­
lously because it has a continuous spectrum  of critical dimensions, that result in an inte­
gral instead of a sum in Eq. (8.33). The universal partition sum  of the Gaussian model is 
the result of this integral. Inclusion of its form in our fit for this model indeed yields the 
correct result.
The difficulty in boundary conditions, however, can easily be overcome using a cluster 
algorithm, that allows for non-local updates of the configurations. In our simulations, we 
used a standard Metropolis algorithm for thermal equilibration, combined with a cluster 
algorithm [115,127] that is able to generate defects, in order to make sure that the whole 
phase space can be reached. We perform ed simulations on the model with L varying from 
6 to 18 and M/L from 2 to 5. It turned out in this case the stress tensor reaches its asymp­
totic value already for M/L x 5.
We sampled two possible versions of the stress tensor,
(8 5 3 ) (1) ,jSi+2,j -  Si,jSi,j + 2 ),
(2) (Si,jSi+3,j + 1 -  Si,jSi-1 ,j+3) ,
where we took into account that energy-like spin products always m ust couple spins of the 
same sublattice. The m ost simple version of the stress tensor couples nearest-neighbor 
spins of each sublattice, but its expectation value on the system geometries that we con­
sidered is zero by symmetry. Stress tensor (2) is, regarding its definition, a mix of txx(r) 
and tx y (r), but this is no problem since, on the used geometry, any tx y (r) is zero.
The fact that this model is a height model ensures that there are basically two types 
of operators, spin wave and vortex operators, with dimensions given in Eq. (8.45), that 
both  are doubly degenerate. (cf. [45] for further discussion.) Hence, the lowest critical 
dimensions have multiplicity 2. We fitted the resulting expectation values of the different 
stress tensors, using two non-trivial critical dimensions. The results are summ arized in 
table 8.3 on the following page.
It is noteworthy that the prefactor a  in the definition of the stress tensor is indepen­
dent of the boundary conditions. Our fit on the simulation that only used the Metropolis 
algorithm (described above) yielded the same prefactors as those in table 8.3. That means 
that the expansion (8.22) of the discrete stress tensor in term s of scaling fields only de­
pends on local properties.
It turned out that including values of M/L smaller than 2 destroyed the quality of the 
fit, yielding a far too low value of the ‘goodness of fit’. The reason probably is that there are
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Table 8.3 Monte Carlo results for the F-model with Boltzmann weight W = 0.8. Two 
different stress tensors are used for the calculation of the central charge and critical di­
mensions. They are defined in Eq. (8.53). For notation see table 8.1 on page 130.
Stress (1) Stress (2) Exact
a 0.83 (6) 1.32 (7)
c 1.06 (7) 1.03 (6) 1
xi 0.291 (6) 0.289 (5) 0.2908...
x 2 0.7 (1) 0.65 (9) 0.8596...
W 3.2 (2) 2.8 (1)
g.o.f. 0.28 0.27
much more dimensions Xj  present that are quite small and that start to become im portant 
for values of M/L smaller than 2. This can be seen from the value of x 2 that follows from 
the fit; it is significantly lower than the exact value of the second dimension. Apparently, 
in the fit program  x 2 plays the role of an ‘effective’ dimension, incorporating the values of 
several dimensions in one. This casts doubt on the validity of the highest dimension that 
is given by the fit program, but is seen not to affect the values of the central charge c and 
the m ost relevant dimension x 1.
8.6 Simulation times and autocorrelations
MC calculations of a marginal operator like the stress tensor typically encounter additional 
difficulties as compared to observables like energy and magnetization. The latter quan­
tities have a relative error in MC simulations that does not scale with the system size, 
whereas this is not the case for an operator like the stress tensor; its relative error in­
creases with the system size.
This can be seen as follows: consider an operator O(r) of which we want to calculate 
its expectation value. Its scaling behavior will be dictated by a critical dimension x,
(8.54) A X < ° ( r »  ~ L - X,
L r
where L is the linear system size. The error Ao(r) in the average value is related to the 
num ber of samples N  in the MC simulation and to the second moment of its distribution,
(8.55) A20(r) = “ X < 0 (r)0 (r ')>  -  <0(r)><0(r')>.
Note that N  stands for the num ber of statistically independent MC samples. The depen­
dence on L of the simulation time to reach independent samples will be discussed below.
Typically, the double sum m ation in the last expression has two contributions; a short 
range and a long range contribution. The short range contribution, say within a region
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with radius R, follows
(8.56) X  (O(r)O(O)) -  ( 0( r ) ) (0(0) )  -  constant,
|r|<R
for L large. The constant is roughly proportional to the radius R when it is not too large. 
The long range contribution, on the other hand, is dom inated by the critical dimension x  
as
(8.57) X  (O(r)O(O)) -  (0( r ) ) (0(0) )  -  L2-2x,
|r|>R
Now there are two cases. If the dimension x  ^  1 the long range contribution dominates 
Eq. (8.55), and the relative error in (O(r)) scales according to
(8 58) A° (r)------- —{ ’ <0(r)> JN'
It is inversely proportional to the square root of the num ber of MC samples, but does not 
scale with the system size L. This is the usual case for, .e.g., m agnetization and energy in 
the Ising model. In case x  > 1, however, the short range contribution dominates the error 
for large L, which implies that the relative error in (O(r)) scales according to
(8 59) Ao(r)------- — Lx ~ 1
1 j <0(r)> s/N '
We will want to obtain the same relative error for all different linear system dimensions 
L in our MC simulations. For observables having x  ^  1 this requires the same num ber of 
MC samples for all L. For x  > 1, however, Eq. (8.59) dictates that N -  L2x-2. In case of the 
stress tensor, having x  = 2, the num ber of MC samples should thus be proportional to L2.
At first sight, it seems that this fact makes it difficult to reach large system sizes, as 
the simulation time is directly proportional to the num ber of required MC samples. This, 
however, is only partly true. The other param eter which determines the simulation time is 
the time it takes to generate statistically independent configurations. Critical systems are 
known to suffer from  critical slowing down. If one uses the standard Metropolis algorithm, 
the typical time t it takes to generate statistically independent configurations increases 
with the system size as a power law.
Unexpectedly, it turns out that the stress tensor is remarkably insensitive to critical 
slowing down. This can be judged from its autocorrelation function. Let us define a MC 
cycle as one attem pted update per spin. The autocorrelation function of a certain observ­
able O is defined as
O t0 Oto + t ) -  ° t o  )2(8.60) g( t )  = 2
O  ) - { O t 0 ) 2
The operator O is, as usual, defined as X r O(r).  Here Ot denotes the value of O after t time 
steps, where a time step is one cycle, i.e., one attem pted update per spin. The autocorre­
lation function g( t )  is normalized such that g(0)  = 1. In practical situations, the num ber 
of MC cycles t between two consecutive MC samples has to be such that g( t )  is (almost) 
zero.
The observation that the stress tensor does not suffer very much from  critical slowing 
down follows from  Fig. 8.3 on the next page. Here we plotted the autocorrelation functions
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Monte Carlo cycles Monte Carlo cycles
Figure 8.3 Plots of the autocorrelation functiong( t )  of Eq. (8.60), where t is the number 
of Monte Carlo cycles. Calculations are performed using the Metropolis algorithm for the 
Ising model at its critical point. System dimensions are indicated in the figure. Left plot: 
autocorrelation function of the energy. Right plot: autocorrelation function of the stress 
tensor. Note the difference in scale of the %-axes of the plots.
g ( t )  for the energy and the stress tensor, in case of the Ising model at its critical point, 
for several different system dimensions. For the num ber of cycles t  not too small, the au­
tocorrelation function of the energy shows a straight line in the log-normal plot, meaning 
that its behavior is exponential in t. Indeed, the behavior of the autocorrelation functions 
for nearly critical systems is given by
(8.61) g ( t )  -  e x p (- t/T )  for t  large,
where t  is the autocorrelation time. The dynamic scaling hypothesis states that the time 
scale T of a dynamical system is connected with the length scale, which is the correlation 
length 5, and that this connection is described by a universal dynamic exponent z,
(8.62) t  -  gz .
The exponent z  is believed to be connected to the dynamics of the system (in our case, 
by the Metropolis algorithm) and to be the same for all observables. For finite systems at 
their critical point, the correlation length 5  is bounded by the system dimension L, such 
that
(8.63) t (L) -  Lz .
We extracted the values of t (L),  following from  the autocorrelation function of the energy 
in Fig. 8.3, by fitting the autocorrelation functions to Eq. (8.61). For this, we removed the 
first data points, up to the point where the plot begins to show a straight line. The values 
of t (L) were fitted to Eq. (8.63), yielding a value for z of roughly 2. The quoted value in 
the literature1 is z w 2.17, which is consistent with our findings.
The autocorrelation behavior of the stress tensor, however, is dramatically different 
from  that of the energy. Note the difference in scale of the t-axes in Fig. 8.3. The autocor­
relation function of the stress tensor drops so sharply that the exponential behavior can
1See Ref. [93]. The value of the dynamical exponent z in this letter am ounts to a two-dimensional Ising 
model with Glauber dynamics and random  site selection. It is reasonable to suppose that any single-spin 
algorithm displays the same value of z .
- 136-
Novel Monte Carlo method to calculate central charges
hardly, if at all, be seen. There is almost no sign of critical slowing down; the autocorrela­
tion functions even seem to converge for larger and larger systems. Even for systems as 
large as 180 x 180 spins the autocorrelation function behaves not significantly different 
from  smaller system sizes.
These findings can be explained as follows. The dynamic scaling hypothesis in its gen­
eral form considers the combined spatial and time correlation function G(r, t),  defined 
as
for a certain operator O(r, t ) .  Here the dynamics of the system is explicitly taken into 
account by the time dependence of the operator. The dynamic scaling hypothesis states 
that
The integral is over the finite volume L2. The dynamic scaling hypothesis (8.65) will be 
valid provided that the appearing lengths are smaller than the correlation length 5, and 
the times are smaller than the autocorrelation time t , given by t -  5z . For finite systems, 
5 -  L. In that case, Eq. (8.65) can be rephrased to
which yields the L- and t-dependence in the scaling limit of Eq. (8.66). Using (8.65), the 
num erator is
integral depends on whether it converges or diverges for large L. Making this distinction, 
the scaling behavior of Eq. (8.66) is
This explains our MC results: bo th  cases indicate that g( t )  m ust become independent of 
L in the scaling limit, i.e., for large L. The case of the energy, having x  = 1, states that g( t )  
m ust converge to a value independent of t, whereas the case of the stress tensor implies 
that g( t )  becomes a true power law in t. This behavior indeed can be seen in Fig. 8.4 on 
the following page, where for the stress tensor and for the energy, the values of g( t )  are 
plotted as a function of system size L for several values of t. The plot for the energy indi­
cates that g( t )  converges to 1, whereas the asymptote of g( t )  for the stress tensor is seen 
to depend on t .
(8.64) G(r, t) = {O(ro,to)O(ro + r,to + t)) -  (O(ro, to))2,
(8.65) G(r, t )  = b 2xG(b 1 r ,b z t),
where x  is the critical dimension of the operator O(r, t ) .  In term s of this correlation func­
tion, the autocorrelation function g( t )  of Eq. (8.60) can be expressed as
(8.66)
f0 d 2r G(r, 0)
(8.67) G(r, t )  = t - 2x/zG( t -1/z r, 1),
and G(r, 1) m ust follow the usual spatial behavior |r| 2x. Now the scaling behavior of the
(8.69)
g( t )  ~ constant for x  < 1, 
g( t )  ~ t (2-2x)/z for x  > 1.
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Figure 8.4 Plots of the autocorrelation functiong( t )  of Eq. (8.60) versus the system size 
L. From high to low, the plots amount to t  = 3, t  = 5 and t = 10. Left plot: g( t )  for the 
energy. Right plot: g( t )  for the stress tensor. The plots show that for the energy, g( t )  
converges to a value independent of t, which must be 1. For the stress tensor, however, 
g( t )  converges to a value that does depend on t.
The above analysis also enables us to determine the scaling of the typical simulation 
time of a MC simulation with the system size L. This scaling will depend on the MC algo­
rithm  (i.e., on z) and on the observable we want to know. Starting point is that we will want 
to obtain the same relative error in the average value (O(r)) for each system dimension 
L. The error AO(r) in the average is proportional to the second moment of the correlation 
function,




d 2r G(r, t).
Here N  is the total num ber of MC cycles, which is supposed to be much larger than the 
autocorrelation time Lz. Using, as above, Eq. (8.65) and the distinction between converging 
and diverging integrals with L, we obtain
(8.71)
1 1
Ao(r) ~ n L'2 for x  < 1 + —z,
A«r> ~ for x  > 1 + —-z.
The relative error is obtained by dividing these values by (O (r)), which scales as L-x . The 
typical number of MC cycles N  is obtained by demanding it to be such that the same rel­
ative error is obtained for all L. This yields
(8.72)
N -  Lz for z > 2x -  2, 
N  ~ L2x-2 for z < 2x -  2.
This implies that for a relevant operator, like the energy in the Ising model, faster conver­
gence is obtained by a MC algorithm that has a lower value of the dynamic exponent z, and 
lowering this value is precisely the point of the cluster algorithm [115]. However, the case 
of the stress tensor, x  = 2, represents a border case, because for the Metropolis algorithm 
z is only slightly larger than 2. As a result, it is fruitless to invoke the more sophisticated 
cluster algorithms for simulations on the stress tensor.
Note that the actual simulation time is, in the case of a Metropolis algorithm, propor­
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num ber of spins. An im portant consequence of the above is that the typical simulation 
time for the stress tensor is roughly proportional to L4. This contrasts with the computer 
time needed for transfer matrix calculations, which is exponential in L.
Hence, in principal m uch larger system sizes can be reached with our MC m ethod than 
in the transfer matrix method, to calculate the central charge. This is a promising con­
clusion for systems of which the value of the central charge up to now is an open ques­
tion [2,64, 78].
8.7 Summary and discussion
In this chapter, we proposed a novel Monte Carlo technique for the calculation of the cen­
tral charge and some critical dimensions of two-dimensional critical models. The tech­
nique is based on the universal behavior of the stress tensor, an operator that plays an 
im portant role in the theory of conformal invariance, but of which a lattice representa­
tion can easily be found as well. The rough data, following from  the Monte Carlo simu­
lation, require a decent fit program to extract the central charge and critical dimensions. 
By comparing our Monte Carlo analysis for three different models with their exact results, 
we show that the m ethod works. We explain why, on one hand, simulations on the stress 
tensor are difficult because its expectation value is equipped with larger error bars than 
usual. On the other hand, it turns out that the simulations are much easier than usual be­
cause the stress tensor shows to be remarkably insensitive to critical slowing down. The 
latter observation notably ensures that the typical simulation time of our m ethod scales 
with the system size L roughly as L4, in contrast with transfer m atrix calculations, which 
scale exponentially as nL, where n  is the num ber of different spin states.
Hence, m uch larger system sizes can be reached with our proposed m ethod than with 
transfer matrix calculations, at least in principle. For that reason, we expect the merits of 
our m ethod as compared with transfer m atrix calculations to lie mainly in simulations on 
models with a large num ber of spin states n , especially when these states become contin­
uous, as, e.g., in the X Y -Ising model.
It is not immediately clear what the advantages (if any) of our m ethod are over the MC 
m ethods of Krech and Landau [66] or Wang and Baker [122], mentioned in the introduction. 
With these latter methods, the observables to be averaged in the MC simulation are more 
difficult than in our method. To obtain accurate results, Krech and Landau have to use 
the Wolff algorithm [127] and the optimized multiple histogram  analysis of Ferrenberg and 
Swendsen [40], together with large com puter power. The results in the present chapter are 
obtained using standard Metropolis without histogram  analysis, on a simple workstation 
with m oderate simulation times, but are admittedly less accurate. Wang and Baker use a 
relation for the central charge that contains the specific heat exponent a  as an unknown, 
and have to sample a region of the phase diagram in the neighborhood of the critical point. 
The strength of our m ethod as compared to these other techniques remains to be seen.
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K r i t i e k e  s y s t e m e n  i n  t w e e  d i m e n s i e s
N umeriek onderzoek, grensvlakken en kolossale magnetoweerstand
Fase-overgangen zijn een bekend verschijnsel; smelten en koken zijn dagelijkse begrip­
pen. Minder bekend is dat fase-overgangen in de natuur veelvuldiger voorkomen dan al­
leen in die context. In dit proefschrift komt een aantal fase-overgangen aan bod dat in 
de natuur plaatsvindt, hoewel het zich met name richt op de wiskundige theorie die over 
fase-overgangen is opgesteld. Het vanuit fundam enteel oogpunt meest interessante type 
fase-overgang is de tweede-orde fase-overgang. Een systeem dat een dergelijke overgang 
ondergaat wordt gekenmerkt doordat zijn correlatielengte oneindig groot wordt, en wordt 
een kritiek systeem genoemd. Als gevolg van het vreemde gedrag van de correlatielengte 
vertonen de meetbare grootheden van zo’n systeem een singulier gedrag precies op het 
punt van de overgang. Dit gedrag wordt beschreven met behulp van kritieke exponenten.
V erruwing Eendimensionale systemen vertonen, enkele pathologische uitzonderingen 
daargelaten, geen kritiek gedrag. Systemen van twee en meer dimensies wel, maar in dit 
proefschrift beperken we ons tot tweedimensionale systemen. Die zijn al moeilijk genoeg. 
Een voorbeeld van een fase-overgang in twee dimensies is de zogeheten verruwingsover- 
gang van kristaloppervlakken, die zich openbaart door het verdwijnen van bepaalde op­
pervlakken in de kristalvorm. Modellen die gebruikt worden om een kristaloppervlak te be­
schrijven zijn de zogeheten SOS-modellen, en een bepaald type hiervan komt in de hoofd­
stukken 4 en 5 aan bod. Dit type is het zes vertex-model, dat geïnterpreteerd kan worden 
als model voor het oppervlak van een fcc- of bcc-kristal. Dat model vertoont inderdaad 
een verruwingsovergang, en die wordt ook experimenteel waargenomen. In hoofdstuk 5 
bestuderen we een modelsysteem dat het kristaloppervlak van vast argon beschrijft.
Typisch voor modellen in de statistische fysica is dat ze geen recht doen aan de gede­
tailleerde fysica die aan het gedrag van het echte systeem ten grondslag ligt. Ze zijn wel 
erg model, om het zo te zeggen. In hoofdstuk 5 proberen we dan ook zo goed mogelijk een 
vertaling te maken van een tamelijk goed modelsysteem voor argon, dat bestaat uit ato­
men die wisselwerken volgens een Lennard-Jones potentiaal, naar een zes vertex-model 
dat in feite een oversimplificatie is, omdat het alleen het kristaloppervlak beschrijft en
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niet de rest van het materiaal, en omdat de atomen erin stilstaan. De enige vrijheid die de 
atomen dus nog hebben is er wel of niet zijn. Het weghalen van een atoom kost over het 
algemeen energie, omdat de binding die het heeft met zijn buren verbroken moet worden. 
In het meer gedetailleerde model bewegen de atomen wel, en uit zich het aan- of afwezig 
zijn van een atoom niet alleen in de bindingsenergie, maar ook in een entropie-verschil: 
de bewegingsvrijheid van de naburige atomen is groter als een atoom  afwezig is, omdat 
het zijn buren op korte afstand afstoot en daarmee hun bewegingsvrijheid beperkt. Die 
extra bewegingsvrijheid bij het weghalen van een atoom vertaalt zich in een soort effec­
tieve energiewinst. We proberen deze bewegingsvrijheid in het model waarin de atomen 
stil staan te vertalen in een netto bindingsenergie, en breiden daartoe het zes vertex-model 
uit met een wisselwerking die een buurm an verder kijkt dan gebruikelijk. Het resultaat is 
dat we de experimentele verruwingstem peratuur van argon kunnen beschrijven tot op en­
kele Kelvins nauwkeurig. Dat is een vrij stoer resultaat, maar of het toeval is of werkelijk 
de onderliggende natuurkundige processen weerspiegelt is nog niet helemaal duidelijk.
Het zes vertex-model dat een buurm an verder kijkt bestuderen we in hoofdstuk 4. 
Hierin spelen twee param eters een rol: de bindingssterkte van een atoom met z’n buur­
m an en die van de buurm an van z’n buurman. Het gedeelte van het fasediagram dat van 
toepassing is op argon is niet wezenlijk anders dan het model dat slechts een buurm an ver 
kijkt, zo blijkt uit onze computersimulaties, en is in die zin dus tamelijk saai. Dat was jam ­
mer, want we hadden gehoopt dat in dit gedeelte al spannende dingen zouden gebeuren. 
Die gebeuren er wel, maar in een stuk van het fasediagram dat —voorzover we weten— 
geen werkelijk bestaande systemen beschrijft. Het komt er op neer dat in het interessante 
gedeelte van het fasediagram er een competitie is tussen de twee bindingen: de naaste 
buren willen dat het atoom er is, en z ’n buren daarnaast willen dat het weg is. Als deze 
laatste de dikste vinger in de pap hebben zijn de atomen dus om en om afwezig, zoals 
te zien is in figuur 4.4 op pagina 65, waarbij je even niet moet letten op de vakjes waarin 
geen getalletje staat. Het kristaloppervlak ziet er in dat geval uit als een schaakbord. Als 
de naaste buren het pleit winnen, is elke buurm an gewoon aanwezig en is het oppervlak 
vlak, als een biljartlaken. Daartussenin echter kunnen allerlei interessante dingen gebeu­
ren. Het aantal verschillende m anieren namelijk, waarop je zo’n om-en-om invulling van 
het oppervlak kunt maken, is vier, en dat correspondeert met vier fases die allemaal even 
waarschijnlijk zijn m aar waarvan er m aar eentje voorkomt. Als de verschillende buren 
echter aan elkaar gewaagd zijn krijgt het systeem de neiging om die verschillende fases 
met elkaar te gaan mengen. Als dat mengen niet m aar zo’n beetje gebeurt maar echt goed, 
hebben we een fase-overgang te pakken. De grote vraag was —en is nog steeds— wat voor 
type fase-overgang dit is. Het blijkt uit de berekeningen die de com puter voor ons gedaan 
heeft, dat er op die fase-overgang feitelijk twee van de vier fases gaan mengen; de andere 
twee doen niet mee. Dat zou dus betekenen dat de fase-overgang die van het Ising-model 
is; daar mengen immers ook twee fases. Of dat zo is, kun je zien aan de kritieke exponen­
ten. Die hebben we dus berekend, en voorzover die berekening nauwkeurig genoeg is is 
de conclusie dat er van alles gebeurt maar dat dat in de verste verte niet op Ising-gedrag 
lijkt. We werpen daarom de hypothese op dat het misschien geen Ising-overgang is maar 
een zogeheten tri-kritieke Ising-overgang. Dat zou betekenen dat er geen twee, m aar drie 
fases met elkaar mengen. De kritieke exponenten die hierbij horen zijn al langer bekend, 
en lijken wel enigszins op wat wij vinden, maar al met al is het bewijs voor die hypothese 
van ons aan de magere kant. Dat komt met name doordat de waardes van de kritieke expo­
nenten die wij vinden niet zo nauwkeurig zijn, en dit heeft weer te maken met het feit dat
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we het onszelf (of onze computer) moeilijk hebben gemaakt door verder dan een buurm an 
te willen kijken.
Percolatie De hoofdstukken 6 en 7 behandelen ogenschijnlijk een compleet ander on­
derwerp. Feitelijk is dat ook zo, maar zoals blijkt uit de introductie in hoofdstuk 1 verto­
nen beide onderwerpen toch een grote samenhang, doordat het zes vertex-model en per­
colatie met elkaar verbonden worden door een wiskundige transformatie. Percolatie is in­
derdaad het onderwerp van de hoofdstukken 6 en 7, en voor de verandering is het eens 
direct van toepassing op een experimenteel gemeten verschijnsel dat recentelijk nogal in 
de mode is. Dit verschijnsel heet, in een lelijke vertaling, kolossale magnetoweerstand, om 
het te onderscheiden van heel andere verschijnselen die respectievelijk m agnetoweerstand 
en gigantische m agnetoweerstand heten. Ik ben dan ook erg benieuwd wat voor naam  er 
verzonnen wordt als er systemen blijken te bestaan die nóg een grotere magnetoweerstand 
hebben. Collega-AIO Peter de Boer heeft als voorstel $#!?&-magnetoweerstand, en eigenlijk 
is dat zo gek nog niet.
Kolossale m agnetoweerstand is een verschijnsel dat gemeten wordt in bepaalde nogal 
ingewikkelde legeringen, die een perovskiet-kristalstructuur hebben en bestaan uit m an­
gaan, een zeldzaam  aard-metaal en nog wat zuurstof. Als je zoiets zorgvuldig bakt met de 
juiste dosering van z’n bestanddelen, blijkt in ieder geval dat het een ferromagneet wordt. 
Dat betekent dat het materiaal beneden een bepaalde tem peratuur gemagnetiseerd is, ter­
wijl die magnetisatie boven die tem peratuur vanzelf verdwijnt. Dat proces van verdwijnen 
is een fase-overgang, en het is de fase-overgang van het Ising-model. Die bepaalde tem pe­
ratuur, die overigens van materiaal tot materiaal verschilt, markeert dus een kritiek punt.
Nu kun je de elektrische weerstand van zo’n materiaal m eten bij verschillende tem pe­
raturen en bij verschillende magneetvelden die je uitwendig aanlegt. Uit zulke metingen 
blijkt dat de weerstand van het materiaal heel sterk afhankelijk is van zowel de tem pera­
tuur als het magneetveld. Het gedrag als functie van de tem peratuur ziet er ongeveer uit 
als in figuur 7.3 op pagina 111; de w eerstand vertoont een scherpe piek in de buurt van 
de kritieke tem peratuur en wordt verder uit de buurt daarvan snel lager. De weerstand 
als functie van het magneetveld gedraagt zich zo’n beetje als in figuur 7.5 op pagina 112; 
hij is hoog als je geen magneetveld aanlegt, en je kunt hem een behoorlijk eind omlaag 
krijgen door een magneet bij het materiaal te houden. Het verschijnsel van die sterke af­
hankelijkheid van het magneetveld heeft de natuurkundigen nogal opgewonden, omdat 
dat weleens tot toepassingen zou kunnen leiden, bijvoorbeeld in een cassettedeck of zo. 
Voorzover ik weet is momenteel de interesse alweer enigszins afgekoeld, ju ist omdat de 
weerstand ook sterk afhankelijk is van de tem peratuur. En je zou toch niet willen dat het 
frequentiespectrum  van je cassettedeck verloopt als je de verwarming aanzet.
Met cassettedecks hebben we ons verder niet beziggehouden, maar we hebben wel ge­
probeerd een verklaring te vinden voor het verschijnsel. Die verklaring geven we in hoofd­
stuk 7. Het viel ons op dat het hele effect zo sterk samenhangt met de kritieke tem pera­
tuur in die materialen; elk experimenteel resultaat laat zien dat de pieken in de weerstand 
steeds dicht in de buurt van de kritieke tem peratuur vallen. Dat is wat ons betreft een 
wel heel sterke suggestie dat we hier met een kritiek verschijnsel van doen hebben. Dat 
zou betekenen dat de grootte van de w eerstand in de buurt van het kritieke punt bepaald 
wordt door het kritieke gedrag van het systeem. Om het simpel te houden: onder de kri­
tieke tem peratuur vertoont het systeem spontane magnetisatie, hetgeen betekent dat er 
een fase actief is, namelijk die waarin vrijwel alle atomen dezelfde kant op wijzen. Bij na­
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dering van het kritieke punt ontstaan er steeds meer gebieden in het m ateriaal die dwars 
gaan liggen en hun magnetisatie een andere kant op hebben staan. Uiteindelijk culmineert 
dat in het kritieke punt zelf, waar al die verschillende gebieden door elkaar heen gaan lo­
pen. Het bijzondere van het kritieke punt is dat de vorm van die gebieden fractaal wordt; 
het zijn niet zomaar cirkels of vierkanten, maar ze vertonen allerlei rare uitwassen, en bo­
vendien heb je gebiedjes in gebiedjes in gebiedjes enzovoorts.
Onze verklaring voor het gedrag van de weerstand is eigenlijk heel eenvoudig. We heb­
ben aangenomen (en hebben ook wel wat aanwijzigingen dat die aanname zo gek nog niet 
is) dat de elektrische weerstand van een gebiedje met een bepaalde magnetisatie afhangt 
van wat voor soort elektronen je er doorheen stuurt. Elektronen zijn immers niet zomaar 
bolletjes, ze hebben ook een richting, een spin zoals dat heet. Als die spin in dezelfde rich­
ting staat als de magnetisatie is de w eerstand klein, als ’ie er tegenin staat is de w eerstand 
groot. Als je de gewone elektrische weerstand meet gebruik je altijd een hoop elektronen 
die allemaal een andere kant op wijzen. Bij lage tem peratuur is er een fase, dat wil zeggen 
een groot gebied waarvan de magnetisatie een bepaalde kant op wijst. Dat gedeelte van de 
elektronen dat z’n spin diezelfde kant op heeft fietst daar dus zo doorheen, met als gevolg 
dat de weerstand van het materiaal laag is. Bij het toenem en van de tem peratuur ontstaan 
er echter steeds meer gebieden die een ander magnetisatie hebben, en daar kunnen onze 
elektronen niet doorheen. De w eerstand neemt dus toe met de tem peratuur, en dat klopt 
volgens de plaatjes. Dit gedeelte van de verklaring was al eens eerder gesuggereerd, maar 
diegenen die daar eerder over nagedacht hadden verkeerden in de veronderstelling dat dit 
verhaal op het kritieke punt afgelopen was en dat er dus voor hogere tem peraturen een 
andere verklaring nodig is.
Wij vonden echter van niet. In hoofdstuk 6 hebben we eens precies onderzocht hoe 
dat nou eigenlijk zit met die gebiedjes van verschillende magnetisatie. Het blijkt dat als je 
het systeem een beetje gunstig kiest (en dat mag natuurlijk, anders kom je nooit nergens) 
dat dan overal in het fasediagram, dus voor elke tem peratuur en elk magneetveld, die ver­
schillende gebieden zulke draderige structuren vormen dat ze zich uitstrekken over het 
gehele materiaal. Je kunt dus altijd van de ene kant van je stukje m ateriaal naar de andere 
kant lopen zonder van het ene gebied naar het andere te m oeten springen. Soms gaat dat 
makkelijk, bijvoorbeeld bij lage tem peraturen of hoge magneetvelden, want dan kies je 
gewoon het grootste gebied uit, en soms gaat dat moeilijker, bijvoorbeeld bij hoge tem ­
peratuur en magneetveld nul. Dan moet je wat langer zoeken. Er is slechts een punt in 
het hele fasediagram, zo vinden we, waar dit niet kan: het kritieke punt. Op dat punt zul 
je dus over moeten stappen tussen gebieden die een verschillende magnetisatie hebben, 
en als niet jij m aar een elektron dat probeert zal het dat niet (of bijna niet) kunnen. Met 
als gevolg dat het materiaal op het kritieke punt een heel hoge weerstand heeft. In meer 
technische bewoordingen: er is altijd wel een gebiedje in het m ateriaal te vinden dat per- 
coleert van de ene kant van het materiaal naar de andere, behalve precies op het kritieke 
punt. Dat punt, zo hebben we ontdekt, is dan ook een percolatiepunt en dat is een heel 
verkeerde naam want het is nu juist het enige punt waarop het materiaal niet percoleert.
Op het kritieke punt is de structuur van de gebiedjes met verschillende magnetisatie 
dus zo ingewikkeld geworden dat je niet meer over een ervan van de ene naar de andere 
kant kunt. Dat zegt nog weinig over de feitelijke w eerstand van het materiaal, want het 
is alleen gezegd dat je van de ene naar de andere kant kunt m aar nog niet hoe makkelijk 
dat gaat. Ook dat hebben we in hoofdstuk 6 onderzocht, en het resultaat daarvan zijn de 
grafieken die hierboven al genoemd zijn. Meer precies hebben we gekeken naar hoe de
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weerstand van het materiaal precies naar oneindig gaat als je het kritieke punt nadert. We 
hadden immers beweerd dat kolossale magnetoweerstand een kritiek verschijnsel is, en 
dan moeten we consequent zijn en ook met kritieke exponenten op de proppen komen. 
En dat doen we dan ook.
Spanningstensoren In het laatste hoofdstuk, hoofdstuk 8, gaan we diep de wiskunde in. 
Er is een wiskundige theorie over kritieke verschijnselen in twee dimensies die vertelt wat 
voor soort kritiek gedrag er eigenlijk allemaal voor kan komen. De theorie, die de naam 
conforme veldentheorie draagt, speelt min of meer stilzwijgend in dit hele boekje wel een 
rol, maar komt pas op het laatst expliciet naar voren. Hij classificeert eigenlijk de verschil­
lende typen van kritieke fase-overgangen die er in twee dimensies op kunnen treden. Die 
verschillende typen krijgen een etiket mee, en dat etiket is een getal dat de centrale lading 
genoemd wordt. Dat getal kun je berekenen, en de meest voor de hand liggende manier 
om dat te doen is de vrije energie van het systeem te berekenen. De centrale lading komt 
naar voren als je de vrije energie van systemen van verschillende grootte met elkaar ver­
gelijkt. Nu wil het geval dat de methode om met de com puter dergelijke systemen door 
te rekenen, de Monte Carlo methode die in hoofdstuk 3 besproken wordt, eigenlijk niet 
geschikt is om vrije energieen te berekenen. Hij kan veel, maar dat niet.
Nu komt die centrale lading natuurlijk niet alleen in de uitdrukking voor de vrije ener­
gie voor. Hij komt bijvoorbeeld ook naar voren in de uitdrukking voor de zogeheten span- 
ningstensor (stress tensor, in het Engels) van dat systeem. Die spanningstensor wringt het 
systeem als het ware scheef; hij maakt de koppelingen in de horizontale richting anders 
dan in de verticale. Het systeem wordt daardoor anisotroop, en de conforme veldentheo­
rie voorspelt precies hoe anisotroop. Dat wil zeggen, de verwachtingswaarde van de span- 
ningstensor is een universele uitdrukking, die alleen afhangt van het type fase-overgang, 
en niet van de details van het systeem. Nu is die spanningstensor in de conforme velden­
theorie een heel abstract ding, maar na een beetje gepuzzel hebben we er een concrete 
definitie van kunnen vinden, die je gewoon kunt gebruiken in bijvoorbeeld Monte Carlo- 
simulaties. Zo kun je dus zijn verwachtingswaarde berekenen. Als je dat doet voor ver­
schillende rechthoekige systemen, waarbij de vorm steeds een beetje langgerekter is, en 
je vergelijkt de waarden die je vindt met de theoretische waarden, dan blijkt dat je na wat 
gepuzzel daar de centrale lading uit kunt halen.
Daarmee hebben we een methode gevonden om de centrale lading van een fase­
overgang te berekenen zonder dat we daarvoor de vrije energie nodig hebben. Er zijn 
ook andere m ethodes waarmee dat kan, maar die lijken ons een stuk lastiger dan onze 
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Ik werd geboren in Rijsbergen, op 22 mei 1969. In dat dorpje aan de Belgische grens heb 
ik de kleuterschool en de lagere school doorlopen (een creche was er in die tijd nog niet), 
waarna ik in Etten-Leur naar de middelbare school ben gegaan. Die school was de Katho­
lieke Scholengemeenschap Etten-Leur e.o., en ik heb mij daar zes jaar lang bezig gehouden 
met onder andere het volgen van een VWO-opleiding. In 1987 was ik daarmee klaar. Ik 
wist wel dat ik verder wilde gaan studeren, maar kon niet zo goed kiezen tussen natuur- 
en scheikunde, en daarom ben ik naar de Landbouwuniversiteit in Wageningen gegaan. 
Daar heb ik de propedeuse van de studierichting Moleculaire W etenschappen gevolgd en 
daarmee een hoop opgestoken van natuurkunde, scheikunde en biologie. En van het Wa- 
geningse studentenleven natuurlijk. Tsjonge, wat kunnen ze daar feesten!
Wageningen zelf viel dus niet tegen, m aar de studierichting eigenlijk wel. Ik zag liever 
de quantummechanica dat tien verschillende aardappelrassen, en besloot dus na een jaar 
(en na het voltooien van die propedeuse, dat wel!) er een punt achter te zetten, en ben naar 
Nijmegen getogen om daar aan de Katholieke Universiteit de studierichting natuurkunde 
te gaan volgen. Zo was ik na een jaar in het bezit van nog een propedeuse, en had ik het 
licht gezien. Vrolijk wandelde ik verder door de studie, koos voor een specialisatie in de 
theoretische natuurkunde —het kon nog steeds niet fundam enteel genoeg— en sloot het 
hele zaakje eind 1994 af.
Begin 1995 maakte ik een frisse start als AIO aan diezelfde universiteit, in de richting 
van de theoretische statistische natuurkunde. Daar wandelde ik in zo’n vier jaar tijd door­
heen, deze keer weliswaar met wat vallen en opstaan. Mijn produktiviteit gedurende die 
jaren (voor wat betreft de natuurkunde, dan) is in dit boekwerkje gebundeld. Wat ik hierna 
ga doen weet ik nog niet, maar ik denk er sterk over de wetenschap vaarwel te zeggen. Het 
moet een keer ophouden.
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