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Abstract
We present a method for heat transfer that combines heat conduction and
radiation. Our solution uses an explicit finite differences scheme for the heat
conduction equation that accounts for heterogeneous isotropic materials, and
a direct radiosity Monte Carlo technique to compute sun radiation, which will
heat the scene. Using the Planck’s and Stefan-Boltzmann black-body laws,
we are able to combine this two process, and finally generate a synthetic
thermographic image that captures the infrared spectrum of the emitted
radiation, which allows to visualize changes in temperatures.
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Introduction
Electromagnetic radiation is emitted by all objects with a temperature above
absolute zero and the emitted amount increases with temperature. Thermo-
graphic cameras detect this radiation in the infrared range of the electro-
magnetic spectrum and produce images, called thermograms (see fig. 1.1),
and therefore it allows one to see variations in temperature. New buildings
are constructed every day, and energy efficiency is a global concern. One
of the major energy loss causes is by heat, and therefore in the past fifty
years thermograms uses increased dramatically, not only in Architecture or
Engineering, but also over a wide range of fields: Medicine, Military, City
Planing, Astronomy, etc. Consequently, it is easy to think of the benefits and
possibilities of the simulation and generation of synthetic thermographies.
Figure 1.1: An example of two thermographic images.
In the field of Computer Graphics, radiative heat transfer was the starting
point for Global Illumination, but the field has mostly ignored the other two
methods of heat transfer: convection and conduction. Other communities
have done this steps, but without taking advantage of the experience that
our field has in Global Illumination approaches.
1
1.1 Objectives
The main objective of this work is to combine radiative and conductive heat
transfer, and subsequently to generate synthetic thermographic images based
on the simulations. Others [FPI01], had done an extensive work on conduc-
tion heat transfer but with a largely simplified radiation part, at the point
to be treated as a constant. Our approach is to extend their work in order
to incorporate a Global Illumination solution for the radiative heat transfer.
This also can be viewed the other way round, taking a Global Illumination
approach to incorporate the conduction heat transfer mechanism.
1.2 Organitzation
The present document is organized as follows. The first chapter is this in-
troduction. In the second, we expose the main mathematical and physical
concepts used in this work, such as: the black-body radiation law, the heat
conduction equation, numerical methods, the rendering equation and the
monte carlo integration method. In the third, previous work on heat transfer
is exposed. The fourth chapter explains our work: heat diffusion, radiance
and thermographic images, while in the fifth we introduce some optimiza-
tions and results. Finally, in the sixth chapter we discus the conclusions and
future work.
2
Background
In this chapter we will overview the main mathematical and physical con-
cepts needed for this work. Heat transfer involves three main phenomenas:
conduction, convection and radiation. Conduction is the transfer of energy
from the more energetic particles of a substance to the adjacent, less ener-
getic ones as a result of interaction between the particles. Convection is the
mode of heat transfer between a solid surface and the adjacent liquid or gas
that is in motion, and it involves the combined effects of conduction and
fluid motion. Radiation is the energy emitted by matter in the form of elec-
tromagnetic waves (or photons) as a result of the changes in the electronic
configurations of the atoms or molecules. Our work couples conduction and
radiation. In our solution, conduction involves a discretization of the heat
conduction equation and the use of numerical methods to solve it; specifi-
cally we discretize the transient equations over time and space and we use
an explicit finite differences scheme to solve it. On the other hand, radiation
is solved using a Monte Carlo integration method. To connect these two
process, we make use of the Black Body radiation theory.
To visualize the state of the heat simulation, we generate a synthetic
thermographic image. For that we make use again of the Black Body theory
altogether with image convolution.
An in depth explanation on how we simulate and couple conduction and
radiation, and how thermographic images are created, can be found in chap-
ter 4.
2.1 Black-Body Radiation
A body at a thermodynamic (or absolute) temperature above zero emits
radiation in all directions over a wide range of wavelengths. The amount
of radiation energy emitted from a surface at a given wavelength depends
on the material of the body and the condition of its surface as well as the
surface temperature. Therefore, different bodies may emit different amounts
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of radiation per unit surface area, even if they are at the same temperature.
Thus, we need a way to compare the emitted radiation of a surface with a
maximum amount that can be emitted at a given temperature, and this is
achieved with the called black-body radiation law.
A black-body is an idealized physical body that absorbs all incident elec-
tromagnetic radiation, regardless of frequency or angle of incidence. Also,
a black-body in thermal equilibrium, at constant temperature, emits elec-
tromagnetic radiation independent of the body’s shape or composition, ac-
cording to Planck’s law –it is a perfect emitter and absorber of radiation–.
This means that the spectrum is solely determined by the temperature of the
body (see Figure 2.1).
Figure 2.1: Black-body spectrum following Planck’s law. Source: www.
wikipedia.com
A black body in thermal equilibrium has two notable properties:
1. It is an ideal emitter: at every frequency, it emits as much energy as,
or more energy than, any other body at the same temperature.
2. It is a diffuse emitter: the energy is radiated isotropically, independent
of the direction.
As we commented, the first point states that, because it is an idealized phys-
ical body, we can not find it in nature and it gives as a maximum. Real
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materials, named gray bodies, emit energy at a fraction, called the emis-
sivity (0 ≤  ≤ 1), of black-body levels at the same temperature, having
a coefficient of 1 for the idealized black-body itself. Emissivity is a mea-
sure of how closely a real surface approximates a black-body. In practice, for
most construction materials this is quite a good approximation, like concrete,
brick, tiles or even glass. Other materials, specially metallic ones, have low
emissivity and therefore this is bad approximation.
Notice that, although a black-body would appear black to the eye, a
distinction should be made between the idealized black-body and an ordinary
black surface. Any surface that absorbs light in the visible spectrum would
appear black to the eye, and considering that the visible radiation occupies
a very narrow band of the spectrum, we cannot make any judgment about
the blackness of a surface on the basis of visual observations. For example.
a semi-transparent glass will allow the visible light to pass throw but it will
block infrared radiation. Another example is snow, it reflects the visible
light and thus appears white, but it is essentially black for infrared radiation
because it strongly absorbs long-wavelength radiation.
Planck’s law of black-body radiation describes the spectrum of the emit-
ted electromagnetic radiation for all frequencies (Eq. 2.1), or wavelengths
(Eq. 2.2), given an absolute temperature. For frequencies we have:
Bν(ν, T ) =
2hν3
c2
1
e
hν
kT − 1
(2.1)
and for wavelengths:
Bλ(λ, T ) =
2hc2
λ5
1
e
hc
λkT − 1
(2.2)
where
Bν and Bλ is the spectral radiance;
h is the Planck constant;
c is the speed of light in a vacuum;
k is the Boltzmann constant;
ν is the frequency of the electromagnetic radiation;
λ is the wavelength of the electromagnetic radiation; and
T is the absolute temperature of the body.
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Another interesting equation states that the integration of Plank’s law
(Eq. 2.2) over all wavelength –this is the power emitted per unit area of the
surface– is directly proportional to the fourth power of its absolute temper-
ature. This is known as the Stefan-Boltzmann law:
Eb(T ) = P/A =
∫ ∞
0
Bλ(λ, T )dλ = σT
4 (2.3)
where P is the power, A is the area, σ is the Stefan-Boltzmann constant
and Eb(T ) is the total power radiated per unit area (W/m
2). In order to
approximate for gray bodies, we have to introduce the emissivity coefficient
into the equation:
E(T ) = σT 4.
It is known that the black body must absorb or internally generate the
amount of power P . For those materials that do not generate energy –
those are the most common materials–, we can use the black-body equation
to calculate the increment of temperature given the absorbed energy.
The emissivity of a real surface is not a constant. Rather, it varies with
the temperature as well as the wavelength and the direction of the emit-
ted radiation. Therefore, different emissivities can be defined for a surface,
depending on the effects considered. We can express a given spectral hemi-
spherical emissivity at a given temperature as:
(λ, T ) =
E(λ, T )
Eb(λ, T )
.
And the total hemispherical emissivity –the average emissivity–, which rep-
resents the ratio of the total radiation energy emitted by the surface to the
radiation emitted by a black-body of the same surface area at the same tem-
perature, can be written as:
(T ) =
E(T )
Eb(T )
.
2.2 Heat Conduction Equation
Heat transfer has direction as well as magnitude. The rate of heat conduction
in a specified direction is proportional to the temperature gradient, which is
the rate of change in temperature with distance in that direction. Heat
conduction in a three-dimensional space depends on the position (x, y, z) as
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well as the time t. It is said to be steady when the temperature does not
vary with time, and unsteady or transient when it does.
Heat conduction is defined as the transfer of thermal energy from the
more energetic particles of a medium to the adjacent, less energetic ones.
Conduction can take place in solids, liquids and gases provided that there
is no bulk motion involved –when bulk motion is involved it is governed by
convection laws–.
Most heat transfer problems encountered in practice are transient in na-
ture, but they are usually analyzed under some presumed steady conditions
since they are easier to process.
To understand the differences between steady and unsteady heat conduc-
tion we will go through an small example. Imagine we have a cold soda on
a room. The steady analysis will answer the question to: ”at what temper-
ature will arrive the soda?”, while the unsteady analysis will answer: ”after
10 minutes what will be the its temperature?” or ”after how long the soda
will arrive at 20oC degrees?”.
For our work we are interested in the transient behavior of the heat con-
duction equation, that is the evolution of heat transfer through different
positions and materials during time.
The transient heat conduction equation (also called heat diffusion equa-
tion) is a parabolic partial differential equation that describes the distribution
of heat (or variation in temperature) in a given region over time. Suppose
we define u as a function that describes the temperature at a given location
(x, y, z) and a given time t, we want this function to change over time as
heat spreads throughout space. The heat conduction equation defines this
change. For an heterogeneous isotropic material this is defined as:
du
dt
= 5 (α5 u) (2.4)
where 5u = du
dx
+ du
dy
+ du
dz
and α is the thermal diffusivity that depends on
the position. Notice that, for homogeneous isotropic materials, α is constant
–does not depend on the location–, and in those cases we can move it out
from the derivative:
du
dt
= α52 u.
We are interested in the heterogeneous isotropic equation because we
want to be able to describe different materials in the medium. Note that
many materials have an isotropic behavior, but others –mostly compound
materials– like wood, act isotropically (α will be different along the grain
than in the direction normal to the grain). For simplicity we approximate
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all materials to behave as isotropic and thus we use Eq. 2.4 as our heat
conduction equation.
In physics, α is a coefficient –the thermal diffusivity– that depends on the
properties of the material. Specifically:
α =
k
ρcp
where k is the thermal conductivity (W/(mK)), ρ is the density (kg/m3)
and cp is the specific heat capacity (J/(kgK)).
2.3 Numerical Methods
The heat conduction equation can be solved analytically for relatively simple
problems involving simple geometries. But many problems encountered in
practice involve complicated geometries with complex variable properties and
cannot be solved analytically. As a consequence approximate solutions can
be obtained by computers using numerical methods.
In mathematics, numerical methods are used to find approximate solu-
tions to differential or partial differential (involving some kind of discretiza-
tion). These methods are well suited for computers and are used to solve
many kinds of problems that involve differential or partial differential equa-
tions.
In our case, for the heat conduction equation, this process consists of
replacing the differential equation by a set of n algebraic equations for the
unknown temperatures at n selected points in the medium, and the simulta-
neous solution of these equations results in the temperature values at those
discrete points.
There exist multiple ways for obtaining the solution using numerical
methods such as: finite differences, finite elements, boundary elements, and
energy balance, each one having their own advantages and disadvantages. In
practice each of these methods are used in a huge variety of applications and
different approaches can be used to approximate the same problem.
In our work we use the finite difference method to solve the heat conduc-
tion equation for its simplicity and easiness of parallelization in its explicit
form. An in-depth view and detailed explanation on numerical methods can
be found in [Ham12].
The finite difference method for solving differential equations is based on
replacing the derivatives by sufficiently small differences. The derivative of
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a function f at a point x is defined by:
f ′(x) = lim
h→∞
f(x+ h)− f(x)
h
.
When h is a fixed non-zero value then the first derivative can be approximated
as:
f ′(x) ≈ f(x+ h)− f(x)
h
. (2.5)
Notice that we can arrive to the same result with a Taylor series expansion:
f(x0 + h) = f(xo) +
f ′(xo)
1!
h+
f (2)(x0)
2!
h2 + ... +
f (n)(xo)
n!
hn +Rn(x) (2.6)
where n! denotes the factorial of n and Rn(x) is the remainder term denoting
the difference between the expansion of degree n and the original function.
The remainder term R1(x) denotes the error in the approximation and for
this example and using Big-O notation this is O(h).
Eq. 2.5 is what is know as forward difference and it has an error of O(h).
There are three well known differences: forward, backward and central. The
backward difference is analogous to the forward difference but using f(a−h)
instead:
f ′(a) ≈ f(a)− f(a− h)
h
(2.7)
with an error of O(h). Subtracting f(a − h) from f(a + h) (notice that
even polynomials disappear), and using the same approach as before, we can
obtain the central difference with an error of O(h2) as:
f ′(a) ≈ f(a+ h)− f(a− h)
2h
. (2.8)
Higher order derivative differences can be obtained for all of the three
methods (forward, backward and central) with the same approach as de-
scribed for first order derivatives.
Before continue we have to mention the differences between explicit and
implicit methods. Explicit methods calculate the state of a system at a later
time from the state of the system at the current time, while implicit methods
find a solution by solving an equation involving both the current state and
the later one. Explicit methods are simpler to implement (and usually to par-
allelize) but they have one major disadvantage, the delta time has an upper
bound for which the method is numerically stable and converge to the solu-
tion, while the implicit don’t have such restriction and are unconditionally
stable.
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2.4 Rendering Equation
In the field of Computer Graphics there is a well known equation called
the Rendering Equation (see [Kaj86]). This equation describes how light
–electromagnetic radiation– behaves in a medium and it can describe phe-
nomenas like absorption, refraction, reflectance, scattering, etc. Typically
it is used for the visible spectrum of radiation but it can be used for any
electromagnetic frequency as well. In our case it is useful to describe how
light particles –particles with an associated energy– spread through the scene,
begin mostly used for reflection and absorption. Other phenomenas like re-
fraction or scattering could be added in the future.
The rendering equation is an integral equation in which the radiance
leaving a point is given by the sum of emitted plus the reflected radiance
attenuated by the cosine of the angle between the normal and the incoming
light direction. In his general form:
Lo(x, ωo, λ, t) = Le(x, ωo, λ, t) +
∫
Ω
fr(x, ωo, λ, t)Li(x, ωo, λ, t)(ωi · n) dωi
(2.9)
where
• x is the location in the space;
• ωo is the direction of the outgoing light;
• ωi is the direction of the ingoing light;
• λ is the wavelength of the light;
• t is the time;
• Lo(x, ωo, λ, t) is the outgoing light;
• Le(x, ωo, λ, t) is the emitted light;
• fr(x, ωo, λ, t) is the bidirectional reflectance function (BDRF); and
• Li(x, ωo, λ, t) is the incoming light.
2.5 Monte Carlo Integration
Similar to numerical methods, relatively simple integrals can be solved ana-
lytically, but when complex geometry and functions are involved, a method
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to approximate the solution is needed. Different methods for numerical inte-
gration of multidimensional integrals –such the one involved in the rendering
equation– exists.
We have to comment that the rendering equation can be approximated
with many different approaches. Specially, in the field of Computer Graph-
ics, some methods used are: radiosity, rasteritzation, ray casting, ray tracing
and path-tracing, among others. Each of these methods has their advantages
and disadvantages, behaving differently and with different resulting quality.
Usually they are used in different situations. For example rasterization has
a poor approximation but it’s really fast on todays GPU’s, while radiosity
or path-tracing are computationally expensive but produce good approxima-
tions. Our approach to radiance involve the use of Monte Carlo integration,
very similar to path-tracing.
Monte Carlo methods are a broad class of computational algorithms that
rely on repeated random sampling to obtain numerical results. They are most
useful when it is difficult or impossible to use other mathematical methods.
They are mainly used in three distinct problems classes: optimization, prob-
ability distribution and numerical integration. Our focus is in the later.
To understand how basic Monte Carlo Integration works, we will go throw
and example. Imagine we want to solve this integral:
I =
∫ b
a
f(x)dx.
To integrate it, take a number, N , of random samples, s, where a ≤ s ≤ b.
For each of random sample s, we find the function value f(s) for the function
f(x). Then, we sum all of these values, and divide by N to get the mean
value from our samples. We then multiply this value by the interval (b-a) to
get the integral as:
I =
(b− a)
N
N∑
i=1
f(xi)
where Iˆ = 1
N
∑N
i=1 f(xi) is the estimated, or sample mean, of I and I¯ is the
expectation or true mean value of I.
Notice that if N = ∞, then our solution would be the exact one by
the law of large numbers: if N is sufficiently large the average result should
be close to the expected one. Different Monte-Carlo techniques with differ-
ent approximation accuracy exists, some of them are: acceptance-rejection,
stratified sampling and importance sampling. An in-depth explanation can
be found in [LP14].
In order to increase the efficiency of the estimators and to conserve energy
in the Monte Carlo method we use the Russian Roulette technique. Given
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the integral and the estimator I¯, russian roulette introduces an additional
random process that determines whether the estimator is evaluated. This
technique is mostly used for infinite recursions. For example, if we have a
photon bouncing inside a room, at each bounce this photon will loose some
energy, but it will never reach the point where this energy is zero. One simple
approach to this problem will be to kill the photon after some bounces or after
its energy is below some threshold, this solution but, has a big problem, it will
not conserve energy. The approach to this problem, when using Monte Carlo
methods, is to use russian roulette. Using the same example, this technique
consist of having a probability α to kill the particle at each bounce. At each
iteration a random uniform number r ∈ [0, 1] is generated and given the
current energy E:
Enew =
{
0 if r ≤ α
E/(1− α) otherwise
where Enew is the new energy after the russian roulette process. The resulting
energy is unbiased and respects the energy conservation property. Notice
that, if α is big, it has a larger probability to be killed, and so it will be
computed faster, but it will also be a worse estimator. Otherwise if α is
small, it will have less probability to be killed, it will be computationally
more expensive, but it will provide a better estimator.
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Previous Work
Radiative heat Transfer [HMS10] was the starting point for Global Illumina-
tion computations in Computer Graphics [SP94b]. In the 1950s, radiosity was
introduced by [McA54] as a method for computing radiant heat exchanges
between surfaces. The heart of the radiosity is the idea of breaking down the
surfaces in the environment into a finite number of patches and solve radios-
ity for this patches [Ibe63]. More sophisticated methods or radiosity emerge,
Figure 3.1: Discretization in patches to solve radiosity. Source: www.
3dmax-tutorials.com
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like the hierarchical radiosity algorithm [HS91], which constructs a hierarchic
representation of the form factor matrix by adaptively subdividing patches
into a sub-patches according to a user-supplied error bound. The algorithm
guarantees that all form factors are calculated to the same precision.
Figure 3.2: Path tracing with an example of sampled rays. Source: http:
//www.graphics.cornell.edu
In 1986, J. Kajiya [Kaj86], presented an integral equation which general-
izes a variety of rendering algorithms and unifies the light transport problem.
In this equation the equilibrium radiance leaving a point is given as the sum of
emitted plus reflected radiance under a geometric optics approximation. Al-
together, a method to compute Global Illumination using non-deterministic
Monte Carlo approach to estimate the integral of the render equation was
introduced, it was called path tracing. This approach is close in spirit to
physical experimentation: statistical experiments were carried out and nu-
merical results obtained from these experimentations. The algorithm inte-
grates over all the illuminance arriving to a single point on the surface of
an object, this illuminance is then reduced by a surface reflectance function
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(BDRF) to determine how much of it will go towards the viewpoint cam-
era. This procedure is repeated for every pixel in the output image. Path
tracing naturally simulates many effects that have to be specifically added
to other methods, such as soft shadows, depth of field, motion blur, caustics,
ambient occlusion, and indirect lighting. In order to increase the efficiency
of distribution ray tracing, several methods have been devised such as the
use of cache mechanisms [WH92].
More advanced Monte Carlo techniques evolved, like bi-directional path
tracing [LW93], that is a generalization of the path tracing algorithm which
performs significantly better for typical indoor scene where indirect lighting
is important. Particles are shot at the same time from a selected light source
and the viewpoint. After this, shadow rays are used to connect each inter-
section point in the light path with each intersection point in the eye path,
and contributions are added to the flus of the relevant pixel.
Figure 3.3: Bi-directional path tracing. Paths are traced from the view point
and from a selected light source and are connected with shadow rays. Source:
http://graphics.ucsd.edu
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Similar, such as photon mapping [Jen96], uses a two-pass algorithm. Rays
from the light source and rays from the camera are traced independently until
some termination criterion is met, then they are connected in a second step
to produce a radiance value. In contrast to path tracing, photon mapping is
capable of simulating the refraction of light through a transparent substance
such as glass or watter with fewer samples. It can be extended to more
accurate simulations of light such as spectral rendering. A detailed view of
this methods can be found in [Jen01].
Attempts to get the best from Radiosity and Monte Carlo techniques have
been done, like in [CRMT91], which consist of a series of passes, the method
uses progressive refinement radiosity and Monte Carlo path tracing. First it
produces approximate images quickly, and then continues to systematically
produce more accurate images. An in-depth view of Radiosity and Monte
Carlo techniques can be seen in [SP94a] and [DBBS06].
Although the starting point of all these methods was radiative heat trans-
fer, the community has largely ignored the other heat transfer mechanisms:
convection and conduction. Other communities have done this step [YC15],
but did not take advantage of the large experience our field has on Global
Illumination approaches. In their work, an extensive treatment of heat con-
duction and heat convection is done, for analytical solutions and using numer-
ical methods, specially an explicit finite differences scheme. The radiation, is
approximated as a constant in their solution. Others [HMS10], do a similar
approach but using heat transfer to solve architectural problems. A common
approach to this problem is the approximation of the heat transfer problem
to behave similar to an electronic circuit. As expected, for many applications
this is an oversimplification, and more advanced solutions are required.
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Radiation & Conduction
The main objective of our work is to integrate radiative heat transfer with
heat diffusion in order to simulate a thermographic camera. There is a third
important aspect to heat transfer, convection, but it falls beyond the scope
of the present work. The main pourpose of this work is to show how to
integrate the two mentioned phenomena. In the field of Computer Graphics,
radiative transfer was the starting point for Global Illumination, but it is
only one part of the whole problem. We believe that this kind of simulations
can be applied not only to Computer Graphics but also to Architecture, City
Planning, Space Engineering, Astronomy, etc. Nowadays energy efficiency is
a global issue and with new buildings build every day, a lot of efforts are put
to energy efficiency.
In this chapter we detail our approach to thermal rendering. First we
will have an overview of the implementation with a high-level view of the
pipeline. In the subsequent sections a detailed description of each part is
presented.
4.1 Overview
Our implementation is divided in three main parts (Fig. 4.1). The first one
is the build phase, where the triangle mesh representing the scene is loaded
together with the material information. After some manipulation of the input
data we generate the scene descriptor, which will serve for the two subsequent
phases. Once the build process is done, we can move to the next phase, the
simulation. There, the radiative heat transfer in conjunction with the heat
diffusion is simulated. Every time we want to retrieve a thermographic image
from the current simulation state, the third phase –output– is triggered and
an RGB image is generated.
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Figure 4.1: Implementation pipeline. As we can appreciate there are three
main parts: build, simulation and output.
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4.2 Build
The main propose of the build stage (Fig. 4.2) is to load the scene and process
it in order to generate the data used on the simulation and output phases.
As input we have a triangle mesh representing the scene and a JSON file
describing the different material properties. This data is processed in two
ways: a Bounding Volume Hierarchy (BVH) is constructed to accelerate
intersection queries and a voxalized representation of the scene is built. The
BVH, the voxel scene and the material information is stored within the scene
descriptor and used in the other phases.
Figure 4.2: Build phase. The scene geometry and the material information
is loaded and processed to build the scene descriptor.
4.2.1 Input
For each triangle in the mesh we must be able to assign it a material. As
we want to use existing 3D creation suites to build the scene, we decided to
map a color to each material. Using this approach we can paint the model
–each different color will be mapped to a different material–, and import it
into our program. For easy of use and debug proposes we decided to use the
ascii ply format. We can see an example using blender (Fig. 4.3) where red
represents wood, green bricks, etc.
Together with the triangle mesh, a JSON file is loaded containing all
relevant material information. This is:
• Name: the material name.
• Flags: associated to this material. At the moment they can can be:
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Figure 4.3: Using 3D creation suites. Blender example for material assign-
ment.
none (when no flags required) and constant (when the material is at a
constant temperature);
• ConstantTemperature: This filed is only valid when the constant flag
is set and indicates the constant temperature value for this material
(K);
• ThermalConductivity: the thermal conductivity of the material (W/(mK));
• Density: the density of the material (kg/m3);
• SpecificHeatCapacity: the specific heat capacity of the material (J/(kgK));
• LightAbsorption: coefficient indicating how much light will be absorbed
by the material;
• Emissivity: coefficient indicating the approximation of the material to
the idealized black-body. As explained in Section 2.1, the emissivity
is not constant and depends on various factors. For simplification, our
approximation uses a constant coefficient;
• ColorMapping: which color will be mapped to this material; and
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• DiffusivityCoefficient: this coefficient is implicit, and its calculated us-
ing the thermal conductivity, the density and the specific heat capacity.
In conjunction with the material description the file also contains two scene
properties:
• BoundaryMaterial: the name of the boundary material.
• EmptyMaterial: the name of the material used to express ”emptyness”
(for example air).
For memory performance each material is identified with an id called Mate-
rialId, and all information is encapsulated in the Material Manager. Given
a MaterialId or a material name, we can access its information though the
Material Manager.
4.2.2 BVH Construction
At all stages we have to perform ray queries against the geometry, being
specially critical during simulation and output phases. In order to speed-up
these queries, we went for an acceleration structure. Different approaches
to this problem exist: Kd-trees, Bounding Volume Hierarchies, Octrees, etc.
We don’t have any preferences nor we have any special requirement, and for
simplicity decided to use using an existing implementation of a Bounding
Volume Hierarchy (BVH). The library is called Fast-BVH (source: https://
github.com/brandonpelfrey/Fast-BVH), ant it basically constructs a BVH
from a soup of triangles. Some minor changes where done to the library to
adapt it to our software.
During the build phase, after the input data is loaded, the BVH is con-
structed and stored as part of the Scene Descriptor. It is used during the
voxalization, simulation and output phases.
4.2.3 Voxelization
As we explain in the section 4.3, our approach to heat diffusion involves
discretization over 3D space in the form of voxels. As the name suggest
–voxel is a portmanteau for ”volume” and ”pixel”– it represents a single
sample of information on a regular grid in three-dimensional space. They are
frequently used in visualization and analysis of medical and scientific data
(see Fig. 4.4).
For simplicity, all figures related to the voxalization method are illustrated
in 2D analogous to our 3D case.
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Figure 4.4: A voxalization example of the teapot.
Source: https://behold3d.wordpress.com/2010/12/13/
voxelization-and-the-manipulation-of-files/.
The first step to heat diffusion is the voxalization of the geometry, in
our case the triangle mesh. For each cell we will need the material informa-
tion that it belongs to, storing a MaterialId in each cell. We will call this
structure the Voxel Scene Descriptor. Our approach to voxalization follows
the implementation by [Ros09] with some modifications to adapt it to our
particular case (account for different materials).
The algorithm is divided in three steps. Firstly we set all cells to the
empty material –normally this will be air–, it is a trivial step accomplished
by iterating over all cells. Secondly, we compute the voxels that intersect the
geometry, let us call this the shell. And lastly we need to perform a scan line
algorithm in order to fill the volume.
In order to calculate the shell (Fig. 4.5) we iterate over all triangles. For
each triangle we compute its bounding box and check if it intersects the
grid. For each intersection, we iterate through all voxels inside the triangle
bounding box and we perform a box-triangle intersection to check if the voxel
intersects the geometry. For each voxel that passes the test, we assign it the
MaterialId of that triangle. Notice that we only store one id per cell even if
multiple triangles intersects the same voxel. In that case, we store the last
one.
Once we have computed the shell, we need to fill the volume. This third
step consists of performing a scan-line algorithm. Some minor changes to
the original work where introduced. Imagine we have a stack of different
pens with an associated MaterialId, and at the begin of each line this stack
is empty. While the stack is empty and the actual cell is empty, nothing
happens (see Fig 4.6).
Once we found the first non-empty cell –that has a different material than
the empty one–, we perform a ray intersection against the geometry. The ray
has the direction of the scan-line and traverses the voxel through the middle
with the same length as the size of the voxel (see Fig. 4.7). In contrast to
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Figure 4.5: For each triangle we check which voxels it intersects. Each inter-
sected voxel will store the MaterialId of the triangle. The red lines represents
the geometry while the filled boxes the shell.
Figure 4.6: We perform an scan-line –in the picture left to right–. While the
cells and pen stack are empty nothing happens. Pen position is illustrated
in green.
23
the original work, this query gives us a sorted –front to back– list of triangle
intersections, which also intersects the current voxel. We iterate the sorted
list and, for each intersection, we compute the angle between the triangle
normal and the ray direction. If they are facing opposite directions, we low
the pen –push to the stack– associating the triangle MaterialId to it. If they
are facing the same direction then we rise the pen –pop from the stack–.
This is done for every intersection on the list. Then the algorithm proceeds
to the next cell.
Figure 4.7: When the current cell is not empty, we perform a ray query
against the geometry. The ray, shown in blue, traverses the voxel through
the middle in the same direction as the scan-line. The intersection normal is
illustrated in purple
While proceeding, if the current cell is empty but the pen stack is not,
we assign to that cell the MaterialId associated with the pen on the top of
the stack (Fig 4.8). Once a line is computed we proceed to the next. After
all cells have been iterated, the volume is filled in with the corresponding
MaterialIds.
Using this method we can support a variety of edge cases like:
• Multiple triangles intersecting the same voxel.
• Volumes of different MaterialId’s inside each other (for example a pipe
inside a wall).
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Figure 4.8: While the pen stack is not empty, we fill in the empty voxels.
• Holes inside the volume.
• Partial detection of non water-tight meshes.
4.2.4 Scene Descriptor
At the end of the build phase we have constructed the Scene Descriptor.
As the name suggests, this structure stores information describing the scene
that will be used during the simulation and output stages. As shown in
the previous diagram (Fig 4.2) it stores the voxelized scene (Voxel Scene
Descriptor), the geometry encoded in a BVH tree, and the Material Manager
in charge of all material information.
Apart from this data, it also stores other auxiliary information describing
the scene, like: scene origin, scene dimensions, number of voxels in each
dimension, cell size, empty material id., boundary material id., default scene
temperature, etc.
4.3 Simulation
After all input data has been processed and the Scene Descriptor generated,
we can proceed with the simulation (Fig. 4.9). In this stage is were radiance
and heat diffusion are simulated. Computationally speaking, it is the heaviest
part of our method and it is divided in three main parts.
First we compute the radiance contribution. Given an electromagnetic
radiation emitter –in our case the sun–, we calculate the energy contribution
to each voxel where it interacts (for example a wall). As we will explain
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Figure 4.9: Simulation phase. Radiance and heat diffusion are processed.
in Section 4.3.1 the radiance is calculated using a Monte Carlo integration
method.
Secondly we convert this energy to temperature using the black-body
Stefan-Boltzamnn law (Eq. 2.3). These temperatures are added to the heat
diffusion data, which is a discretization of the space in form of voxels where
each cell stores the temperature.
The last step is to compute heat diffusion. This is accomplished by using a
finite differences scheme with a volume discretization on the heat conduction
equation (Eq 2.4).
These three steps are looped with an associated delta time. When the
heat diffusion ends, we start again with the radiance and so on. As an
example, if we want 1 second of simulation with a delta time of 0.1 seconds
we will need 10 iterations. We have to be very careful with the chosen
delta time because it needs to be sufficiently small for the heat diffusion
algorithm be numerically stable and to converge to the real solution (detailed
in Section 4.3.2).
4.3.1 Radiance
In this part we compute the radiation power at surface boundaries, and sub-
sequently this will be used to calculate the change in temperature. Radiation
is a complex phenomena, and is the only one of the three heat transfer mech-
anisms that doesn’t need a medium to propagate, and therefore it can travel
though vacuum. It is a volumetric phenomena, but for opaque materials it
can be viewed as a surface phenomena. Any medium whose temperature is
above the absolute zero, emits radiation, and subsequently at any given time
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a body is absorbing and emitting radiation. Its net energy is given by:(
Net energy
from radiation
)
=
(
Energy from
absorbed radiation
)
−
(
Energy from
emitted radiation
)
.
For example, if we have a ball inside a room, and both are at the same
temperature, the radiation leaving the ball will be the same as the radiation
coming to the ball, and therefor its net energy will be zero. For hot days like
in summer, the absorbed radiation is much larger and the emitted part can
be neglected. Our approach neglects the loss of energy due to radiation, as
it usually can be considered negligible in comparison to the other forms of
heat transfer.
Specifically, in this phase what we want to compute is the sun power
arriving at the surfaces, the boundaries between geometry and air. As stated,
we only account for absorbed radiation, and subsequently, when combining
radiation and heat diffusion, only positive net energy will be evaluated. This
is specified in Section 4.3.3. Note that for other kind of simulations, like in
winter, this approximation is no longer valid and the loss of energy due the
emitted radiation must be taken into account. In our approach we use two
more simplifications: the first is that all radiation can pass throw the air
without being absorbed (this is true for infrared radiation); and the second
is that we don’t use spectral radiance, we use the total energy.
Sun Radiation
As explained, we are concerned only for the radiation coming from the sun.
The sun emits energy (W/m2), in form of radiation (or photons) that travels
throw the vacuum and hits the earth. Some of this radiation is absorbed by
the atmosphere –specially short wavelength radiation–, some is absorbed by
the earth and some is reflected. In order to simulate buildings and similar
scenarios, we are interested at the radiation that arrives at the ground level,
although other scenarios could be possible. At a given location and time, the
radiation coming has a magnitude, and a direction. Notice that, although
the sun is an spherical emitter, it is far away, so it can be approximated as
a directional emitter.
Our approach consist of using a direct radiosity Monte Carlo (see Sec-
tion 2.5) with russian roulette in order to compute the power arriving from
the sun at the surface boundaries. This power is stored in a three dimensional
grid with the same dimensions as the voxel scene descriptor, where each cell
represents the absorbed power at its surface. At the beginning of each com-
putation this structure is initialized with zeros. As input we have the total
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Algorithm 1 Random Starting Ray
1: function RandomStartingRay(~d, c, r)
2: diskU ← normalize(cross(abs(~d.x) > 0 ? (0, 1, 0) : (1, 0, 0) , ~d))
3: diskV ← normalize(cross(~d, diskU))
4: diskU ← diskU ∗ r
5: diskV ← diskV ∗ r
6: (rndX, rndY )← GetUniformRandomOnUnitDisk()
7: o← c+ diskU ∗ randX + diskV ∗ randY − ~d ∗ r
8: return Ray(~d, o)
9: end function
power E that arrives from the sun, its direction ~d and the number of sam-
ples N used in the Monte Carlo method. Note that the number of samples
depends on the quality of the approximation, bounded by O(log(N)).
Figure 4.10: An example of radiance computation. Note that, for illustrative
proposes, the effect is exaggerated.
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Algorithm 2 Sun Radiation
1: procedure SunRadiation(sd, abs, E,N, ~d, c, r)
2: Es ← E/N
3: for all i in N do
4: ray ← RandomStartingRay(~d, c, r)
5: Recursion(sd, abs, ray, Es)
6: end for
7: end procedure
8: procedure Recursion(sd, abs, ray, Es)
9: if Es 6= 0 then
10: hit← sd.GetBV H().RayCast(ray)
11: if hit 6= ∅ then
12: Ea ← sd.GetMaterial(hit.matId).GetAbsorbtionCoef() ∗ Es
13: Es ← Es − Ea
14: (i, j, k)← LocationToCell(hit.location)
15: abs[i, j, k]← abs[i, j, k] + Ea . Add energy to the cell
16: onew ← hit.location . New Ray. Perfect diffusion
17: ~dnew ← UniformRandomDirectionOnHemisphere(hit.normal)
18: raynew ← Ray(~dnew, onew)
19: if Random[0, 1] ≤ α then . Russian Roulette
20: Enew ← 0
21: else
22: Enew ← Es/(1− α)
23: end if
24: Recursion(sd, abs, raynew, Enew) . Recursion happens here
25: end if
26: end if
27: end procedure
At the beginning, the power for each sample is calculated as Es = E/N .
Samples are treated as particles that bounce into the scene, and at each of
these bounces part of its energy is absorbed by the surface, and the rest
is reflected in a recursive manner. Note that each material is treated as a
perfect diffuse. More advanced algorithms could be implemented to simulate
scattering, refraction, etc.
For each sample we need to create a random starting ray. A ray is de-
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scribed by f(t) = ~dt + o. From this equation we already know its direction
~d, so we only need to calculate a point that lies on the ray. Following Monte
Carlo methods, this is randomly generated. To accomplish that, first we
compute the bounding sphere of the geometry. Then we create a disk that
is an slice of that bounding sphere through the center. The normal of the
disk is equal to the opposite direction of the sun −~d. In our implementation,
this process is translated into generating a basis axis for the disk where its
magnitude is the radius of the bounding sphere, and the center is the ba-
sis origin. After this, we generate a random point on that disk following a
uniform distribution. For practical reasons, this point is translated outside
the geometry to become o, the ray origin. The pseudocode can be viewed in
Alg. 1, where ~d is the ray direction, c is the bounding sphere center and r is
its radius.
After creating the ray, the recursion proceeds. Each sample starts with
a power Es, and the starting ray presented above. The ray is cast against
the geometry, and if no intersection is found the recursion ends. Otherwise
the absorbed power is computed and added at the cell location where the hit
happens. The emitted power is reflected and a new ray is generated on the
hemisphere towards the normal of the hit surface. Russian roulette is used on
the emitted power, with a probability α to end. The new power of the sample
Es is computed and if it is not zero we continue with the recursion with the
new reflected ray and power. The pseudo-code can ve viewed in Alg. 2
where sd is the scene descriptor, abs is the three dimensional grid where the
absorbed power is stored, E is the total energy, N is the number of samples,
~d is the direction of the sun, and c and r are the center and the radius of
the bounding sphere respectively. An example of this computation is shown
in Fig. 4.10, where the sun radiation is coming from up. For illustrative
proposes, the result has been exaggerated.
4.3.2 Heat Diffusion
Our approach to heat diffusion involves finite differences on a regular spatial
and temporal discretization. We choose to go for an explicit method for
its simplicity and easiness of parallelization, although as we commented in
Section 2.3 we have a restriction in how large the delta time can be.
As we explained early, we use the voxalization to calculate heat diffusion.
The system uses two buffers, the front and the back buffer. Each of these is a
3D grid, with the same dimensions as the voxel descriptor created in the build
phase, whose data are real values representing the temperature (in degrees
Kelvin) at each position. The front buffer stores the previous temperatures
and the back buffers are the ones that need to be calculated for the current
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time step. After the heat diffusion is finished, the buffers are swapped and
ready for the next iteration.
Discretization of the Heat Conduction Equation
Once we decided to use a finite difference method in its explicit form to
calculate the heat conduction equation, we need the mathematical tools to
be able to compute the temperatures for the next time step (the mechanism
to define how the cells interact with each other knowing their values at time
step n to produce the temperatures at n+ 1).
As we explained in Chapter 2.2, we use the heterogeneous isotropic heat
conduction equation (Eq. 2.4):
du
dt
= 5(α5 u)
that is the same as:
du
dt
=
[
d
dx
(
α
du
dx
)
+
d
dy
(
α
du
dy
)
+
d
dz
(
α
du
dz
)]
As stated previously, the u function depends on the location (x, y, z) and the
time t and α –our heat diffusion coefficient function– depends only on the
location (x, y, z).
First we change fx(x) = α
du
dx
, fy(y) = α
du
dy
and fz(z) = α
du
dz
in the previous
equation:
du
dt
=
[
dfx(x)
dx
+
dfy(y)
dy
+
dfz(z)
dz
]
. (4.1)
If we apply the central difference theorem (Eq. 2.8) to fx(x) we obtain:
dfx(x)
dx
≈ fx(x+ 1/2∆x)− fx(x− 1/2∆x)
∆x
(4.2)
notice that dfy(y)
dy
and dfz(z)
dz
are analogous to dfx(x)
dx
. Because u and α are a
continuous functions and we will use a discretization of it, we will introduce
the following notation:
un(i,j,k), α(i,j,k)
where:
• Subscripts (i, j, k) denote the cell position; and
• Superscript n denotes the time step.
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Similarly to the previous step, we apply a forward difference (Eq. 2.5) to the
time derivative:
du
dt
≈ u(x, y, z, t+ ∆t)− u(x, y, z, t)
∆t
and with our new notation:
du
dt
≈ u
n+1
i,j,k − uni,j,k
∆t
(4.3)
if we plug-in Eq. 4.2 and Eq. 4.3 to Eq. 2.4 we obtain:
un+1(i,j,k) − un(i,j,k)
∆t
=
fx(x+ 1/2∆x)− fx(x− 1/2∆x)
∆x
+
fy(y + 1/2∆y)− fy(y − 1/2∆y)
∆y
+
fz(z + 1/2∆z)− fz(z − 1/2∆z)
∆z
.
(4.4)
Unrolling fx(x), using the central difference theorem for
du
dx
and using our
new notation:
d
dx
(
α
du
dx
)
≈
α(i+1/2,j,k)
[
un
(i+1/2+1/2,j,k)
−un
(i+1/2−1/2,j,k)
∆x
]
∆x
−
α(i+1/2,j,k)
[
un
(i−1/2+1/2,j,k)−un(i−1/2−1/2,j,k)
∆x
]
∆x
and rearranging the last equation we obtain:
d
dx
(
α
du
dx
)
≈
α(i+1/2,j,k)
[
un(i+1,j,k) − un(i,j,k)
]
− α(i+1/2,j,k)
[
un(i,j,k) − un(i−1,j,k)
]
∆x2
.
(4.5)
The cases for d
dy
(
αdu
dy
)
and d
dz
(
αdu
dz
)
are analogous. If we plug-in Eq. 4.3
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and Eq. 4.5 to the heat conduction equation (Eq. 2.4) we obtain:
un+1(i,j,k) − un(i,j,k)
∆t
=
α(i+1/2,j,k)
[
un(i+1,j,k) − un(i,j,k)
]
− α(i+1/2,j,k)
[
un(i,j,k) − un(i−1,j,k)
]
∆x2
+
α(i,j+1/2,k)
[
un(i,j+1,k) − un(i,j,k)
]
− α(i,j+1/2,k)
[
un(i,j,k) − un(i,j−1,k)
]
∆y2
+
α(i,j,k+1/2)
[
un(i,j,k+1) − un(i,j,k)
]
− α(i,j,k+1/2)
[
un(i,j,k) − un(i,j,k−1)
]
∆z2
.
(4.6)
At this point we have the heterogeneous isotropic heat conduction equation
discretized for space and time. We know at time step n the values for each
cell, what we don’t know is the values at time n+1. Lets arrange the equation
and put un+1i,j,k to one side:
un+1(i,j,k) = (1− r+i − r−i − r+j − r−j − r+k − r−k)un(i,j,k)+
r+iu
n
(i+1,j,k) + r−iu
n
(i−1,j,k) +
r+ju
n
(i,j+1,k) + r−ju
n
(i,j−1,k) +
r+ku
n
(i,j,k+1) + r−ku
n
(i,j,k−1)
(4.7)
where:
• r+i = α(i+1/2,j,k)∆t∆x2 ;
• r−i = α(i−1/2,j,k)∆t∆x2 ;
• r+j = α(i,j+1/2,k)∆t∆y2 ;
• r−j = α(i,j−1/2,k)∆t∆y2 ;
• r+k = α(i,j,k+1/2)∆t∆z2 ;
• r−k = α(i,j,k−1/2)∆t∆z2 .
In order to calculate one cell at time n+ 1 we need its value and the values
of its six neighbors at time n (apart from the diffuse coefficients). This is
why we use the double buffer approach, front and back buffers. The last
thing that remains uncertain about the equation is the meaning of α being
incremented or decremented by half a step. We know that α represents the
discretized diffuse coefficient but this value is not well defined. We define its
meaning using the mean value. For half increment:
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α(i+1/2,j,k) =
1
2
(
α(i,j,k) + α(j+1,j,k)
)
,
and for half decrement:
α(i−1/2,j,k) =
1
2
(
α(i,j,k) + α(j−1,j,k)
)
.
The cases for α(i,j+1/2,k), α(i,j−1/2,k), α(i,j,k+1/2) and α(i,j,k−1/2) are analogous
to α(i+1/2,j,k) and α(i−1/2,j,k).
Now that we presented the discretization of the heterogeneous isotropic
heat conduction equation and before proceeding to the algorithm, we need to
overview two important aspects about this discretization. One is the upper
bound value for the ∆t and the other is the error performed during the
discretization.
The value of ∆t depends if the algorithm is numerically stable and con-
verges to the solution or not, thats it, it is not unconditionally stable, and the
largest permissible value of the time step ∆t is limited by the stability crite-
rion. In fact we can calculate this upper bound that ∆t can take. The second
law of thermodynamics states that the stability criterion is satisfied if the co-
efficients of all uni,j,k in the u
n+1
i,j,k expressions (called the primary coefficients)
are greater than or equal to zero. Different equations may result in different
restrictions on the size of ∆t, and the criterion that is most restrictive should
be used.
In our case, taking the coefficients of uni,j,k and applying the criterion:
1− r+i − r−i − r+j − r−j − r+k − r−k ≥ 0,
and unrolling r we obtain:
1− ∆t
(
α(i+1/2,j,k) + α(i−1/2,j,k)
)
∆x2
− ∆t
(
α(i,j+1/2,k) + α(i,j−1/2,k)
)
∆y2
− ∆t
(
α(i,j,k+1/2) + α(i,j,k−1/2)
)
∆z2
≥ 0.
As we said, we have to take the most restrictive criterion in order to evaluate
the previous inequality. Now we want to factorize ∆t. In order to accomplish
that –with the most restrictive criterion–, and knowing that α(i,j,k) ≥ 0, we
want each of the subtracting terms to be as big as we can, so we can replace
∆x, ∆y and ∆z by min (∆x,∆y,∆z):
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1−∆t
[
α(i+1/2,j,k) + α(i−1/2,j,k) + α(i,j+1/2,k) + α(i,j−1/2,k) + α(i,j,k+1/2) + α(i,j,k−1/2)
min (∆x,∆y,∆z)2
]
≥ 0.
Because α is not constant, we can take a similar approach as before, substi-
tuting each occurrence by max(α(i,j,k)):
1−∆t
[
6 max (α(i,j,k))
min (∆x,∆y,∆z)2
]
≥ 0
and putting ∆t to one side:
∆t ≤ min (∆x,∆y,∆z)
2
6 max (α(i,j,k))
.
finally, the last inequality is our upper bound for the ∆t, and states that it
must be less or equal to the square of the minimum of the cell size in each
dimension by six times the maximum value of all the diffusivity coefficients.
This criterion must be satisfied in order to have a numerically stable and
convergent solution.
One last thing to mention are the numerical errors. As described in
Section 2.3, using the forward difference for the time derivative we are per-
forming an upper bound error of O(∆t) and using the central difference for
the space partial derivative the errors are bounded by O(∆x2), O(∆y2) and
O(∆z2). Summing it up, the final upper bound of the error is:
ε = O(∆t) +O(∆x2) +O(∆y2) +O(∆z2).
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Algorithm
Once we have the mathematical background that states how the cells are
processed to obtain the next time step, we can proceed with the algorithm.
As stated before, we use two buffers –each one is a 3D grid and every cell
stores the temperature of that position represented as a real value–. The
front buffer has the temperatures at time step n and the back buffer will
store the temperatures at n+ 1.
Algorithm 3 Heat Diffusion Step
1: procedure HeatDiffusionStep(sd, front, back,∆t,∆x,∆y,∆z)
2: for all i in # of cells in x do
3: for all j in # of cells in y do
4: for all k in # of cells in z do
5: r+i ← 12 [GetDiffCoef(sd,i,j,k)+GetDiffCoef(sd,i+1,j,k)]∆t∆x2
6: r−i ← 12 [GetDiffCoef(sd,i,j,k)+GetDiffCoef(sd,i−1,j,k)]∆t∆x2
7: r+j ← 12 [GetDiffCoef(sd,i,j,k)+GetDiffCoef(sd,i,j+1,k)]∆t∆y2
8: r−j ← 12 [GetDiffCoef(sd,i,j,k)+GetDiffCoef(sd,i,j−1,k)]∆t∆y2
9: r+k ← 12 [GetDiffCoef(sd,i,j,k)+GetDiffCoef(sd,i,j,k+1)]∆t∆z2
10: r−k ← 12 [GetDiffCoef(sd,i,j,k)+GetDiffCoef(sd,i,j,k−1)]∆t∆z2
11: t ← (1 − r+i − r−i − r+j − r−j − r+k −
r−k)GetTemp(sd, back, i, j, k)
12: t← t + r+iGetTemp(sd, back, i+ 1, j, k)
13: t← t + r−iGetTemp(sd, back, i− 1, j, k)
14: t← t + r+j GetTemp(sd, back, i, j + 1, k)
15: t← t + r−j GetTemp(sd, back, i, j − 1, k)
16: t← t + r+kGetTemp(sd, back, i, j, k + 1)
17: t← t + r−kGetTemp(sd, back, i, j, k − 1)
18: front[i, j, k]← t
19: end for
20: end for
21: end for
22: SwapBuffers()
23: end procedure
On initialization all cells of the front buffer are set to the default tem-
perature except for the cells that have materials with the constant flag set
which instead they will take a constant temperature for the material. The
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24: function GetDiffCoef(sd, i, j, k) . Returns the diffusion coefficient
at (i, j, k)
25: if (i, j, k) is boundary then
26: return sd.GetBoundaryMaterial().GetDiffuseCoefficient()
27: else
28: return sd.GetMaterial(i, j, k).GetDiffuseCoefficient()
29: end if
30: end function
31: function GetTemp(sd, back, i, j, k) . Returns the temperature at
(i, j, k)
32: if (i, j, k) is boundary then
33: return sd.GetBoundaryMaterial().GetConstantTemperature()
34: else
35: return back[i, j, k]
36: end if
37: end function
back buffer is not initialized, only created.
Before we start with the algorithm we have to define the scene bound-
ary conditions for the temperatures. In our case we use Dirichlet condi-
tions, which means that at the boundaries the temperature remains constant.
Other conditions like Neumann –normal derivative– or Cauchy could be im-
plemented with minor changes. Note that at surface boundaries for radiation
we use other boundary condition (see Section 4.3.3).
Imagine we have the front buffer filled with temperatures at time step n,
and that we want to calculate the temperatures at n+1. To proceed, we have
to iterate over all cells and assign the new temperature according to Eq. 4.7.
We have to give a special treatment when we need to retrieve a temperature
outside the grid –the boundary–. Here is where we use the boundary material
defined in the Material Manager inside the Scene Descriptor. The boundary
material must have the flag constant set –so a constant value for the tem-
perature of this material is defined–. This value is used when accessing the
boundary. After all cells are processed, we have computed the temperatures
at n+ 1 and it only remains to swap the buffers. The algorithm is illustrated
in Alg. 3 where sd is the Scene Descriptor, front and back are the tempera-
ture buffers, ∆t is the delta time, and ∆x, ∆y and ∆z are the cell dimensions
in each direction. An example of the effect is shown in Fig. 4.11.
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Figure 4.11: An example of the heat diffusion phase. A wall and a floor are
simulated. The right side of the wall, shown in red in the left picture, is at a
constant high temperature. The heat propagate to the inner wall an trough
the floor. Note that the effect is exaggerated.
4.3.3 Combining Radiance & Heat Diffusion
At this point we have the simulation divided in two parts. On one hand we
have computed the radiance coming from the sun at the surfaces boundaries,
and on the other hand we have a method for heat diffusion. Now we have
to combine both, and, in order to achieve this, we have to make use of the
Stefan-Boltzmann law, Eq. 2.3.
The increment (or decrement) of temperature from radiation at surface
boundaries is given by the boundary condition:
ρV Cp
(
du
dt
)
= Aτ
(
T 4surr − T 4b
)
where
• ρ is the thermal conductivity;
• V is the volume;
• Cp is the specific heat capacity;
• A is the area;
•  is the emissivity coefficient;
• τ is the Stefan-Boltzmann constant;
• Tsurr is the surrounding temperature; and
• Tb is the temperature at boundary surface.
Notice that, at the right side of the equation, we have a subtraction of en-
ergies (or subtraction of integrals over all wavelength of the electromagnetic
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radiation) E = τT 4, so in fact, the increment of temperature is given by the
difference of the absorbed and the emitted radiation.
Similarly as we did for the heat conduction, we need a discretization of
the above equation. Applying a forward difference (Eq. 2.5) for the time
derivative, and knowing that for our case l = ∆x = ∆y = ∆z:
ui+1(i,j,k) − ui(i,j,k)
∆t
=
τ
lρCp
(
T 4surr − T 4b
)
and arranging the equation:
ui+1(i,j,k) = u
i
(i,j,k) +
∆t
lρCp
(
τT 4surr − τT 4b
)
.
For abbreviation, the subscript (i, j, k) for , ρ and Cp are omitted.
In our case, the surrounding energy Esurr = τT
4
surr, is the energy coming
from the sun radiation Esun, plus the energy coming from radiation of the
medium outside the scene Eext. This is Esurr = Esun+Eext. The energy com-
ing from outside the scene is due to the emitted radiation of the surrounding
medium, and it can be approximated using the scene boundary temperature
Text, as Eext = τT
4
ext. In the other hand, Esun is the sun power we computed
at section 4.3.1 divided by the area at this cell, Esun(i,j,k) = P(i,j,k)/A. And
last, τT 4b is the emitted radiation at the surface boundary, consequently Tb
is the actual temperature at the cell ui(i,j,k). Our final equation is:
ui+1(i,j,k) = u
i
(i,j,k) +
∆t
lρCp
([
P(i,j,k)
l2
+ τT 4ext
]
− τ(ui(i,j,k))4
)
(4.8)
where P(i,j,k) is the value at cell (i, j, k) from the radiance phase, and Text is
the constant scene boundary temperature defined in the material manager.
In order to apply this equation, after the radiance calculations and before
the heat diffusion, we need to iterate over all cells, and using Eq.4.8, incre-
ment the temperature of the back buffer of the heat diffusion. As we state
in Section 4.3.1, we only account for positive net energy, so this equation is
only applied for the cells that satisfy
[
P(i,j,k)
l2
+ τT 4ext
]
≥ τ(ui(i,j,k))4.
4.4 Output
In this last phase is were the thermographic images are generated. After the
heat diffusion computation ends, this third phase can be triggered. Its input
is the scene descriptor and the three dimensional grid with the temperatures.
As shown in fig. 4.12, it consist of several processes.
39
Figure 4.12: Output phase. In this phase thermographic images are gener-
ated.
First we perform a ray casts though the geometry and we generate an
image in which each pixels stores a temperature (and the emissivity coeffi-
cient). After that, using the Planck’s black-body equation 2.2, we sample the
temperatures over a predefined number of N wavelengths. This generates an
image in which each pixel stores the N spectral values. Finally, the spectral
values are convoluted to obtain the final RGB image.
4.4.1 Thermographic Image Generation
As we explained, first we generate an image of temperatures. To accomplish
that, we generate a ray for each pixel of the virtual camera and we cast it
through the geometry. For this propose, air is obviated and only opaque
geometry is considered. Then, we store the temperature of the cell where
the hit happens altogether with the emissivity coefficient of the material.
Although the radiation that arrives to the camera must be the reflected and
emitted, for representation proposes, we only consider the later. If not, the
reflected radiation of the sun would be to large for the emitted radiation to
be appreciable. This is why most of the real thermographic images are taken
at night.
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After, we use the Planck’s black-body equation to convert the tempera-
ture to radiation:
Bλ(λ, T ) = η
2hc2
λ5
1
e
hc
λkT − 1
.
As we can appreciate, the parameters of this function are the wavelengths
and the temperatures. Because of that, we need to sample this equation.
For this propose, we take N samples over a range of the wavelength, and
we compute the value for each sample given the temperature T of the pixel.
Because the above function emits in all directions, it is diffuse, we need to
take only a portion of that radiation. The η factor represents this, and
its value is defined by the properties of the camera being simulated. The
emissivity coefficient , is used to approximate for the gray-body. Note that
there is no restriction on using a uniform distribution over the range or
not. Depending on the temperatures to be illustrated, the desired range of
wavelengths may be different. Thermal radiation is defined as the portion
of the electromagnetic spectrum that extends from approximately 0.1 to 100
µm.
After that, we have an image where each pixel stores an array of N
radiations. The last step is to convolute this samples to generate the final
RGB image. Depending on the final representation desired, the functions
to be convoluted can be different. Imagine we want to produce an RGB
image, so we will have three function, fr(λ), fg(λ) and fb(λ) plus the sampled
function for each pixel, lets denote it as B(i,j)(λ). The convolution process
for each pixel (i, j) is given by:
RGB(i,j) =
N∑
m=0
fr(m)B(i,j)(m) + fg(m)B(i,j)(m) + fb(m)B(i,j)(m).
In order to simulate a real thermographic camera, the specification for the
functions must be known. Unfortunately, thermographic camera specifica-
tions are not provided by vendors, so we had to resort to a custom ad-hoc
function to simulate its effects.
Notice that for illustrative proposes, we store each subprocess result. In
practice, there is no reason to store the temperatures and the sampled elec-
tromagnetic images, as for memory performance this can be computed at
once and retrieve the final RGB color.
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Optimizations & Results
In this chapter we introduce some optimizations done in our implementation,
and then, we discuss the results.
5.1 Optimizations
As expected for the phenomena being simulated, one can see that it is compu-
tationally expensive. In order to alleviate the time required for the simulation
and image generation, some optimizations are presented.
At the moment, the build phase is not a concern, as it is done only
once for each simulation, also its quite fast, and the computational time
is largely mitigated by the other two parts. On the other hand, heaviest
parts for the simulation and image generation can be trivially parallelized.
In our approach, we parallelize without extra effort the heat diffusion, the
combining of heat radiation and heat diffusion, and the image generation.
This is because in these parts we do not have read-write racing problems.
Although we have not parallelized the radiance part, this could be easily
done assuring that the energy writes are done atomically.
For our case, we can also greatly simplify the image generation phase.
Because we work in the infrared range of the thermal radiation, and that
range is small, we can approximate the Planck’s black-body equation by
a linear equation. This allows us to generate the thermal images using a
false color scheme. In fact, because accurate sensors that are able to detect
changes in intensities rather than changes in color are very expensive, many
real cameras use this approach. As done in the presented solution, we first
ray-cast the geometry to retrieve the temperatures. After that, we simply
map each temperature to a color. As an example, if we want to map the
range of temperatures that goes through [a, b] with two RGB colors c1, c2
given the temperature T , we can linearly interpolate as:
RGB = c1
(
1− T − a
b− a
)
+ c2
(
T − a
b− a
)
.
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Note that this approximation is only valid for small ranges of temperatures.
If the range is large, like the simulation of a fire in a building, this approach
is no longer valid.
We do one last optimization. This is during the radiance. Because the
change in the direction and magnitude of the sun is negligible during small
time steps, we can cache the data and use it during multiple steps. What we
do is to compute two radiances, one at time step Ri, called the back cache,
and one at Ri+n, denoted as the front cache. For all i ≤ t ≤ i + n, the
radiation at time step t will be:
Rt = Ri(1− t/n) +Ri+n(t/n).
When t = i+ n, then we swap the caches and we recompute the front one.
For visualization proposes a trilineal filter for temperatures is imple-
mented for the image generation when the ray cast is performed. This can
be deactivated by the user.
5.2 Results
To illustrate the results of our method, we simulate a small cabin (see Fig. 5.1)
with a total of five materials. The cabin is made of the wood, brick and
concrete. There is a fourth material, that it is the roof, which is a mix of
concrete and brick. Air material represents the volume where no geometry is
present. The table 5.1, illustrates the properties of each material used. Note
that for air, color mapping and emissivity is not necessary, so it is no defined.
The boundary material is air.
Table 5.1: Material Properties
Material
Mapping
Color
Thermal
Conductivity
(W/(mK))
Density
(Kg/m3)
Specific Heat
Capacity
(J/(kgK))
Emissivity
Air N/A 0.024 1.293 1003.5 N/A
Wood Red 0.21 600 1700 0.8
Brick Green 0.15 670 840 0.86
Concrete Blue 2.5 2400 880 0.92
Roof Yellow 1.325 1535 860 0.89
The peak sun energy is 900W/m2, and using the cosine between the sun
direction and the floor normal we modulate the power arriving at the scene
per meter squared at any given time.
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Figure 5.1: This is the model scene used in the simulation. Materials are
illustrated with colors.
The size of the voxels are 1.23cm in each direction, which gives a dis-
cretization of 440x350x659 cells, with a margin between the model bounds
and the scene boundary of 0.5m. The initial and scene boundary temper-
ature is 291.15K (18oC). The radiance is computed every five minutes (of
simulation, not computation) with 108 samples each. The ∆t used is 1.36s.
The illustrated colors for the temperatures ranges from 283.15K (10oC) to
313K (40oC).
Figure 5.2: The illustration of the CPU usage during one minute of simulation
without radiance involved. Each virtual CPU is displayed in a different color.
The simulation was done on a Linux x64 desktop computer running kernel
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Figure 5.3: The illustration of the CPU usage during one minute of simulation
when radiance involved. Notice in the middle the drop of CPU usage because
radiance is not parallelized.
version 3.19.0, with an Intel Core i7 3770K @ 3.50GHz (4 physical cores with
hyper-threading), with a total of 16GiB of Ram memory. The compiler used
is gcc version 4.9.2. The real type used is floats (32 bits).
The mean computation time without the radiance phase is 1.2s for each
step, and the radiance takes a mean time of 24.7s to be computed. For every
300s (5 minutes) nearly 221 steps are performed with a total computational
time of 290s (221× 1.2s+ 24.7s). The memory used is approximately 2GiB.
Figure 5.2 shows the CPU utilization during one minute of simulation without
radiance involved, while figure 5.3 illustrates the same but when radiance is
involved.
The sunrise is from the east (right corner of the cabin) at 7:00h, and sunset
is at 19:00h from west (left corner of the cabin), with a little inclination on
the south (front corner) when the sun is up. The peak time is at 13:00h.
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Figure 5.4: Top: Time 07:00h, the sun rise and the cabin is at the initial
temperature. Bottom: Time 11:00h, the sun has started to heat the cabin
from east, specially the wall.
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Figure 5.5: Top: Time 15:00h, the sun has past the peak time and is going
west, the floor has been heated. Bottom: Time 19:00h, sunset from the west,
in general the cabin is losing heat.
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Figure 5.6: Top: Time 23:00h, the cabin has lost most of the heat. Bottom:
Time 03:00h, Only residual heat is left.
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Conclusions & Future Work
In this chapter we first analyze the conclusions of our work, and after we
enumerate and comment some of the future work.
6.1 Conclusions
Because physical phenomena such as heat transfer are complex in nature, it is
inevitable to approximate their solutions. With todays mainstream computer
we can perform complex simulations, accounting for different phenomena,
and, as a consequence, it has changed how industry and scientific studies
operate.
We have presented a working method for combining heat conduction and
radiation. Although some approximations where done, it can serve as a the
bases for further improvements. We believe that this kind of simulations
has a wide range of applications, ranging from Computer Graphics to Space
Engineering passing through Architecture and Medicine.
In the field of Computer Graphics it can be used to extend the fidelity of
the simulation of light transport, accounting for heat conduction. Phenom-
ena like fires, melt metals, etc., emit radiation in the visible spectrum, and
the heat diffusion of such effects has a direct impact on the visualization of
such phenomenas and their surroundings. In other fields, where the simu-
lation of heat conduction is well known, a Global Illumination approach to
radiation can greatly improve their results. Some remarkable benefit of the
simulation is that we can take thermographic images neglecting reflected ra-
diation and only accounting for emitted, while real cameras can not perform
such differentiation. This proves to be very useful during day or with strong
light emitters.
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6.2 Future Work
There are three main lines to consider in future work: extending this work
to improve some approximations we have made, using different techniques,
and incorporating the third phenomenon of heat transfer, convection.
Expanding any of the approximations we made can be a good line for
future work. Some of them are already solved in other problems, like in
the computation of radiance. More sophisticated approaches can be done,
accounting for volumetric effects, refractions, caustics, etc. Radiation, spe-
cially coming from sun, is effected by humidity, clouds, etc. so consider such
effects will increase the fidelity of the results. Accounting for the emitted
and surrounding radiance can also be important, specially when there is no
important light source, like in winter, cloudy days or at night.
Another line of work can be extending the material properties to be mod-
eled accounting for temperatures and spectral radiations. Properties like the
emissivity can be modeled as a function of temperature and wavelength.
Extending for anisotropic materials can be used to simulate compound ma-
terials. Exploring and comparing new boundary conditions is also of our
interest.
Using other techniques can be an interesting step for comparing results.
We use an explicit finite differences scheme to solve the heat conduction
problem, others techniques can be used, such an implicit form, or different
numerical methods approaches like finite elements. On the radiance phase,
we use a direct radiosity Monte Carlo, but other Global Illumination tech-
niques can be used.
It will be very useful to consider the third heat transfer phenomenon,
convection. In real life, fluid flows are very common, like wind, water pipes,
vents, etc. Although such phenomenon is complex to simulate, a wide number
of applications would benefit from it.
One last line of work is the use of stream processors, like GPUs, in order
to accelerate the computations.
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Abstract
Historically, global illumination evolved from Rdiative Heat Transfer. However, since then little efforts have been
developed to address the other two kind of transfer forms: advection and convection. Here we present our proposal
to incorporate the later into radiative transfer algorithms, in particular into radiance computations. This enables
us to render thermographic pictures, allowing to record infrared radiation onto an image.
1. Introduction
Radiative heat Transfer [HMS10] was the starting point for
Global Illumination computations [SP94]. Since then, sev-
eral algorithms have been developed [DBBS06] to simulate
these phenomena, with a great deal of success. However, the
community has always focused on radiative transfer, largely
ignoring the other transfer mechanisms: advection and con-
vection. Other communities have done this step [Bec12], but
did not take advantage of the large experience our field has
on Global Illumination approaches.
In this poster we propose to go back to the original start-
ing point, and incorporate the other mechanisms to our sim-
ulations. In particular, we focus on convection, which would
enable us to render synthetic thermograms, what is not pos-
sible up to now. Basically, thermographic cameras detect ra-
diation in the infrared range of the electromagnetic spectrum
(roughly 900-14,000 nanometers or 0,9-14 µm) and produce
images of that radiation, called thermograms.
For this, we need three steps. First, light propagates from
its source (i.e., the sun) to the Earth surface and there it
bounces between the different surfaces it encounters. We
simulated this with a direct radiosity Monte Carlo with Rus-
sian Roulette implementation. Then, for the coupling be-
tween heat and radiation we used the black body equation,
which is correct for most construction materials with the ex-
ception of steel and metallic structures: P = εσT 4 where
ε ≤ 1 is the "gray body" emissivity of the material, and σ is
the Stefan-Boltzmann constant, σ ≈ 5.67× 108W/(m2K4).
To remain in equilibrium at constant temperature T , it must
absorb or internally generate this amount of power P over
the given area A.
Then, we use the heat equation for non-homogeneous me-
dia, which will allow us to account for different materials:
∂u
∂t =∇(α∇u) where ∇u = ∂u∂x + ∂u∂y + ∂u∂z . The next step is
to discretize it, in our case with a finite differences scheme.
Finally, temperatures are converted back to radiation
(black body), and then the a camera response curve is used to
get the final values to render. As infrared frequencies are not
directly rendereable, we use a final false color visualization.
See Figure 1.
We can conclude that coupling radiative and convective
heat transfer is possible, and that much can be gained by us-
ing all the tools developed over the last decades in Computer
Graphics for solving this complex problem.
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0
Figure 1: Heat transfer (left) and our simulation (Right).
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