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Estimation de Yule-Walker d'un CAR(p)
observe a temps discret
Sandie SOUCHET & Xavier GUYON
Resume
Soit (X(0);X(Æ);    ;X(nÆ)) une observation discrete a pas Æ > 0, petit mais xe, d'un
CAR(p) dont les derivees ne sont pas observees. Pour estimer les parametres de X, nous nous
basons sur une estimation empirique des equations de Yule-Walker en 0. Cette estimation est
asymptotiquement biaisee et doit e^tre corrigee pour obtenir la convergence lorsque T = nÆ !
+1. Une autre solution consiste a estimer les equations de Yule-Walker non plus en 0 mais
en   (p  1) Æ. Cette deuxieme methode fournit directement des estimateurs convergeant,
avec un biais d'ordre principal Æ qui est explicite. Dans les deux cas, les estimateurs obtenus
sont asymptotiquement normaux a la vitesse
p
T et eÆcaces en variance. Le coeÆcient de
diusion est egalement estime et l'estimateur propose est asymptotiquement normal a la
vitesse
p
TÆ
 1
.
Abstract
Let be (X(0);X(Æ);    ;X(nÆ)) a discrete observation, with a xed and small mesh Æ > 0,
of a CAR(p) with unobserved derivatives. In order to estimate the parameters of X, we use
an estimation of Yule-Walker equations at point 0. This estimation is asymptotically biased
and must be corrected to converge as T = nÆ ! +1. An alternative method consists to
estimating Yule-Walker equations at point   (p  1) Æ. This second method directly provides
convergent estimators with a bias of main order Æ which is explicit. In both cases, estimators
are asymptotically normal with a rate in
p
T and eÆciency in variance. The diusion coeÆ-
cient is also estimated with a precision of order Æ and the estimator is asymptotically normal
with a rate in
p
TÆ
 1
.
Mots clefs
Modele autoregressif continu d'ordre p; equations de Yule-Walker; biais d'estimation; fonction
d'autocovariance; fonctions de covariance derivee.
Code A.M.S. 62 M 10 - 62 F 12.
1 Introduction :
SoitW = (W (t))
t0
un mouvement brownien reel issu de 0 deni sur un espace de probabilite
(
;A;P). Un CAR(p) de parametre  = (; ),  =
t
(
0
;    ; 
p 1
), est un processus
X = (X (t))
t0
derivable a l'ordre p  1 sur R
+
tel que, si l'on note X
(j)
(t) =
d
dt
j
X (t), on a
([4],[7]) :
dX
(p 1)
(t) +
h

0
X (t) +   + 
p 1
X
(p 1)
(t)
i
dt = dW (t) (1)
1
Soit P le polyno^me caracteristique associe a (1) : P (z) = z
p
+ 
p 1
z
p 1
+    + 
0
. Si
toutes les racines de P ont une partie reelle negative, il existe une unique diusion gaussienne
stationnaire et ergodique Y =
t
 
X;X
(1)
;    ;X
(p 1)

qui satisfait (1) [1]. Dans toute la suite,
nous supposerons que cette condition est veriee.
Comme pour les modeles autoregressifs AR(p) a temps discret, les parametres d'un
CAR(p) peuvent e^tre estimes a partir des equations de Yule-Walker. Dans le cas continu,
ces equations sont basees sur les fonctions de covariance derivee (DCVF) (D
j;k
) denies pour
i; j 2 f0; 1;    ; p  1g par (cf. [7]) :
D
i;j
(h) = E
h
X
(i)
(h)X
(j)
(0)
i
; D
i;p
(h)
L
2
(P)
= lim
T!+1
1
T
Z
T
0
X
(i)
(t+ h) dX
(p 1)
(t)
avec ([7], theoreme 3.1) :
D
p 1;p
(0) =  

2
2
(2)
Les equations de Yule-Walker decalees de h, avec h  0, sont obtenues en multipliant
l'equation (1) par X
(j)
(t+ h) et en prenant l'esperance sous la loi stationnaire. Ainsi, pour
h  0, ces equations sont :
D
j;p
(h) + 
p 1
D
j;p 1
(h) +   + 
0
D
j;0
(h) = 0; j = 0;    ; p  1 (3)
Si on note   (h) = (D
j;k
(h))
j;k=0; ;p 1
et  (h) =
t
(D
0;p
(h) ;    ; D
p 1;p
(h)),  satisfait le
systeme lineaire suivant :
 (h) +   (h) = 0 (4)
Une estimation des (D
j;k
) permet donc d'estimer . Dans [7], Hyndman estime (4) en h = 0
en se basant sur une observation continue de X et de ses p   1 derivees sur [0; T ], c'est-
a-dire lorsque la diusion multidimensionnelle Y est completement observee. L'estimateur
de  obtenu est consistant, asymptotiquement normal et eÆcace lorsque T ! +1. Nous
considerons ici le cas ou la seule donnee est l'observation discretisee (X (0) ;X (Æ) ;    ; X (nÆ))
de X sur [0; T ], nÆ = T avec Æ > 0 xe et T ! +1. Les derivees de X n'etant pas observees,
elles doivent e^tre approximees an de pouvoir denir des estimateurs des DCVF en 0.
Dans le x2, nous rappelons quelques resultats preliminaires sur les DCVF et leur relation
avec la fonction d'autocovariance de X.
Nous denissons au x3 des approximations des derivees de X et les estimateurs des DCVF
en 0 qui en sont deduits. La correlation entre les approximations deX
(p 1)
(t) et de dX
(p 1)
(t)
engendre un biais multiplicatif systematique dans l'estimation de D
p 1;p
(0). Ce biais etant
explicite en p et independant des parametres a estimer, il suÆt de renormaliser l'estimateur
concerne pour debiaiser la procedure. On obtient ainsi un systeme d'equations de Yule-Walker
estimees en h = 0 qui conduit a une estimation convergente de  a Æ pres, asymptotiquement
normale a la vitesse
p
T et eÆcace en variance a un terme (I + o (1)) pres. L'estimateur du
coeÆcient de diusion 
2
est convergent a un (1 +O (Æ)) pres et asymptotiquement normal
a la vitesse
p
TÆ
 1
.
Dans le x4, nous etudions une autre procedure qui consiste a estimer les equations de Yule-
Walker (4) non pas en h = 0 mais decalees de h =   (p  1) Æ. Ce decalage elimine le biais
systematique de l'estimation deD
p 1;p
. La encore, l'estimateur propose est asymptotiquement
normal a la vitesse
p
T , eÆcace, avec un biais dont la partie principale en Æ est explicite.
Ces resultats sont mis en oeuvre pour un CAR(2) au x5.
2
2 Quelques proprietes de la fonction d'autocovariance
Dans la suite, la notation j = 0; p signie j 2 f0;    ; pg.
Les calculs de biais et de variances asymptotiques des methodes d'estimation sont bases sur
les proprietes de la fonction d'autocovariance (ACVF) de X, r (h) = E [X (t+ h)X (t)].
L'ACVF est de classe C
2p 2
sur R et de classe C
1
sur R

. De plus, pour tout k  2p  1,
les limites a droite r
(k)
(0
+
) et a gauche r
(k)
(0
 
) de r
(k)
en 0 existent et sont nies, avec :
r
(2p 1)
 
0
 

=  r
(2p 1)
 
0
+

; r
(2p)
 
0
 

= r
(2p)
 
0
+

Enn, r et ses derivees successives sont a decroissance exponentielle.
Il existe un lien fonctionnel entre l'ACVF, r, et les DCVF, (D
i;j
) (cf. theoreme 3.1, [7]) :
Propriete 1
8h 2 R; 8i; j = 0; p  1; D
i;j
(h) = ( 1)
j
r
(i+j)
(h) = ( 1)
i
r
(i+j)
( h)
8h 6= 0; 8i = 0; p  1; D
i;p
(h) = ( 1)
p
r
(i+p)
(h) = ( 1)
i
r
(i+p)
( h)
D
p 1;p
(0) = ( 1)
p
r
(2p 1)
 
0
 

= ( 1)
p 1
r
(2p 1)
 
0
+

Les equations de Yule-Walker peuvent donc e^tre exprimees en fonction de l'ACVF et de ses
derivees. Ainsi, pour tout i = 0; p  1, on a :
8h  0; r
(i+p)
 
h
+

+ 
p 1
r
(i+p 1)
(h) +   + 
0
r
(i)
(h) = 0 (5)
8h  0; ( 1)
p
r
(i+p)
 
h
 

+ ( 1)
p 1

p 1
r
(i+p 1)
(h) +   + 
0
r
(i)
(h) = 0 (6)
Le lemme suivant nous permettra de calculer les biais d'estimation.
Lemme 1
Pour tout h  0 et 8t 2 ] 1; h] [ [0;+1[, on a :
r (t+ h) =
2p
X
k=0
h
k
k!
r
(k)
 
t
+

+ h
2p+1
R (t) (7)
ou R decroit exponentiellement vers 0 lorsque jtj ! +1. Pour h  0 et t 2 ] h; 0[, on a :
r (t+ h) =
2p
X
k=0
h
k
k!
r
(k)
(t) + 2
(t+ h)
2p 1
(2p  1)!
r
(2p 1)
 
0
+

+O
 
h
2p+1

(8)
Ce resultat est une consequence directe de l'application de la formule de Taylor avec reste
integral.
3 Estimation des equations de Yule-Walker en h = 0
Les DCVF etant liees aux derivees de X qui ne sont pas observees, nous sommes amenes
a denir des approximations de ces derivees. Soit  l'operateur de dierence premiere,
X (t+ Æ) = X (t+ Æ) X (t), et 
(j)
son j
eme
itere, 
(j)
X (t+ jÆ) =
P
j
l=0
C
l
j
( 1)
j l
X (t+ lÆ).
Il est naturel d'approximer X
(j)
(t) par Æ
 j

(j)
X (t+ jÆ). En eet, le theoreme qui suit,
3
etablit que, pour j = 1; p, Æ
 j

(j)
X (t+ jÆ) approche dX
(j 1)
(t) a Æ pres.
On introduit, pour (k; j) tels que 1  k  j  p :
f
p
j;k
(t) =
j
X
l=k
C
l
j
( 1)
j l
(t+ lÆ)
p 1
(p  1)!
(9)
Pour j 2 N

; k 2 N : a
k
j
=
P
j
l=0
C
l
j
( 1)
j l
l
k
; On verie que : 8k = 0; j   1, a
k
j
= 0, a
j
j
= j!
et a
j+1
j
=
j
2
(j + 1)! .
Avec 
0
= 
p 1

0
, i = 1; p   1, 
i
= 
p 1

i
  
i 1
, 
0
=  
p 1

0
et i = 1;    ; p   1,

i
= 
i 1
  
p 1

i
, on a :
Theoreme 1

(j)
X (t+ jÆ) =
p 1
X
k=j
a
k
j
Æ
k
k!
X
(k)
(t) 
a
p
j
Æ
p
p!
p 1
X
i=0

i
X
(i)
(t) +
a
p+1
j
Æ
p+1
(p+ 1)!
p 1
X
i=0

i
X
(i)
(t) +R
j
(t)
+ B
p
j
(t)  
p 1
B
p
j
(t) + 
p 1
B
p+1
j
(t)
ou :
B
p
j
(t) =
j
X
k=1
Z
t+kÆ
t+(k 1)Æ
f
p
j;k
(t  v) dW (v) et R
j
(t) =
j
X
k=1
Z
t+kÆ
t+(k 1)Æ
f
p+2
j;k
(t  v)
 
p 1
X
i=0

i
X
(i)
(v)
!
dv
La demonstration de ce resultat est donnee en annexe A.
Ainsi, pour i = 0; p  1 et j = 0; p, un estimateur empirique de D
i;j
(0) est :
b
D
n
i;j
=
Æ
 (i+j)
n+ 1  p
n p
X
k=0

(i)
X (kÆ + iÆ)
(j)
X (kÆ + jÆ)
Notons, pour i; j 2 N : d
i;j
= 2
P
i
l=0
C
l
i
( 1)
l
(j l)
2p 1
(2p 1)!
. Les DCVF estimees et les derivees de
l'ACVF sont en correspondance comme suit :
Theoreme 2
Pour t  0, i; j = 0; p et k 2 Z, on a :
E
h

(i)
X (t+ iÆ) 
(j)
X (t+ jÆ + kÆ)
i
= ( 1)
i

(i+j)
r (jÆ + kÆ) = ( 1)
j

(i+j)
r (iÆ   kÆ) (10)
De plus, si k   j ou k  i, on a :

(i+j)
r (jÆ + kÆ) =
2p
X
l=i+j
Æ
l
l!
a
l
i+j
r
(l)
 
(kÆ   iÆ)
+

+ Æ
2p+1
R (kÆ) (11)
ou R est a decroissance exponentielle. Enn, si k 2 f j + 1;    ; i  1g alors :

(i+j)
r (jÆ + kÆ) =
2p
X
l=i+j
Æ
l
l!
a
l
i+j
r
(l)
((k   i) Æ) + Æ
2p 1
d
i+j;k+j
r
(2p 1)
 
0
+

+O
 
Æ
2p+1

(12)
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Demonstration:
Notons : A = E


(i)
X (t+ iÆ)
(j)
X (t+ jÆ + kÆ)

. (10) repose sur la denition de 
(i)
:
A =
i
X
l=0
C
l
i
( 1)
i l
j
X
n=0
C
n
j
( 1)
n
E [X (t+ lÆ)X (t+ kÆ + jÆ   nÆ)]
=
i
X
l=0
C
l
i
( 1)
i l
j
X
n=0
C
n
j
( 1)
n
r (kÆ + jÆ   nÆ   lÆ)
= ( 1)
i
i+j
X
m=0
( 1)
m
0
@
minfm;ig
X
l=maxf0;m jg
C
l
i
C
m l
j
1
A
r (kÆ + jÆ  mÆ)
= ( 1)
i
i+j
X
m=0
( 1)
m
C
m
i+j
r (kÆ + jÆ  mÆ) = ( 1)
i

(i+j)
r (kÆ + jÆ)
Le membre de droite de l'egalite (10) est obtenue de maniere similaire. Les equations (11) et
(12) resultent d'une application directe du lemme 1.
Il est alors facile de montrer que les

b
D
n
i;j

estiment les (D
i;j
(0)) a un O (Æ) pres mais que
b
D
n
p 1;p
est biaise. En eet, denissant c (p) =  1 + d
2p 1;p
, on a :
Proposition 1 : Biais des DCVF estimees en h = 0
Pour i = 0; p  1 et j = 0; p tels que i+ j  2p  3, on a :
E
h
b
D
n
i;j
i
= ( 1)
i
r
(i+j)
(0) + Æ

j   i
2

( 1)
i
r
(i+j+1)
(0) +O
 
Æ
2

= D
i;j
(0) + Æ

j   i
2

D
i;j+1
(0) +O
 
Æ
2

Pour i = p  2 et j = p :
E
h
b
D
n
p 2;p
i
= ( 1)
p 2
r
(2p 2)
(0) + Æ ( 1 + d
2p 2;p
) ( 1)
p 2
r
(2p 1)
 
0
+

+O
 
Æ
2

= D
p 1;p 1
(0)  Æ ( 1 + d
2p 2;p
)D
p 1;p
(0) +O
 
Æ
2

Pour i = p  1 et j = p  1 :
E
h
b
D
n
p 1;p 1
i
= ( 1)
p 1
r
(2p 2)
(0) + Æ d
2p 2;p 1
( 1)
p 1
r
(2p 1)
 
0
+

+O
 
Æ
2

= D
p 1;p 1
(0) + Æ d
2p 2;p 1
D
p 1;p
(0) +O
 
Æ
2

Pour i = p  1 et j = p :
E
h
b
D
n
p 1;p
i
= c (p) ( 1)
p 1
r
(2p 1)
 
0
+

+
Æ
2
( 1)
p 1
r
(2p)
 
0
+

+O
 
Æ
2

= c (p)D
p 1;p
(0) 
Æ
2
p 1
X
j=0

j
D
p 1;j+1
(0) +O
 
Æ
2

(13)
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Demonstration :
Utilisant (10) et (12) , on a, pour i = 0; p  1; j = 0; p et i+ j  2p  3 :
E
h
b
D
n
i;j
i
= Æ
 (i+j)
E
h

(i)
X (iÆ) 
(j)
X (jÆ)
i
= Æ
 (i+j)
( 1)
i

(i+j)
r (jÆ)
= ( 1)
i
a
i+j
i+j
(i+ j)!
r
(i+j)
( iÆ) + ( 1)
i
Æ
a
i+j+1
i+j
(i+ j + 1)!
r
(i+j+1)
( iÆ) +O
 
Æ
2

= ( 1)
i
r
(i+j)
( iÆ) + ( 1)
i
Æ

i+ j
2

r
(i+j+1)
( iÆ) +O
 
Æ
2

Par la formule de Taylor : r
(i+j)
(0) = r
(i+j)
( iÆ) + iÆr
(i+j+1)
( iÆ) +O
 
Æ
2

.
E
h
b
D
n
i;j
i
= ( 1)
i
r
(i+j)
(0) + ( 1)
i
Æ

j   i
2

r
(i+j+1)
( iÆ) +O
 
Æ
2

= ( 1)
i
r
(i+j)
(0) + ( 1)
i
Æ

j   i
2

r
(i+j+1)
(0) +O
 
Æ
2

D'apres la propriete 1 : D
i;j
(0) = ( 1)
i
r
(i+j)
(0) etD
i;j+1
(0) = ( 1)
i
r
(i+j+1)
(0). On obtient
le resultat annonce.
Pour montrer (13), on utilise de me^me (10) et (12) avec i = p   1; j = p et k = 0, le
developpement de Taylor de r
(2p 1)
et r
(2p)
en 0
 
, puis la propriete 1, on obtient :
E
h
b
D
n
p 1;p
i
= ( 1)
p 1
Æ
 (2p 1)

(2p 1)
r (pÆ)
= ( 1)
p 1

r
(2p 1)
( (p  1)Æ) + d
2p 1;p
r
(2p 1)
 
0
+

+ Æ

2p  1
2

r
(2p)
( (p  1)Æ)

+O
 
Æ
2

= ( 1)
p 1

r
(2p 1)
 
0
 

  (p  1) Ær
(2p)
 
0
 

+ d
2p 1;p
r
(2p 1)
 
0
+

+ Æ

2p  1
2

r
(2p)
 
0
 


+O
 
Æ
2

= ( 1)
p 1
( 1 + d
2p 1;p
) r
(2p 1)
 
0
+

+ ( 1)
p 1
Æ

1
2

r
(2p)
 
0
+

+O
 
Æ
2

En derivant (5) pour i = p   1 et en passant a la limite en 0
+
, on obtient : r
(2p)
(0
+
) =
 
P
p 1
j=0

j
r
(j+p)
(0
+
). Avec la propriete 1, on a : ( 1)
p 1
P
p 1
j=0

j
r
(j+p)
(0
+
) =
P
p 1
j=0

j
D
p 1;j+1
(0).
Les autres developpements s'obtiennent de maniere similaire. 
Comme le montre (13),
b
D
n
p 1;p
presente un biais multiplicatif systematique. Le coeÆcient
multiplicateur c(p) est connu en fonction de p et independant de
 
; 
2

. On a, par exemple :
c(1) = 1; c (2) =
2
3
; c (3) =
11
20
= 0:55; c (4) =
151
315
' 0:48 et c (5) =
15619
36288
' 0:43. Ainsi, en
renormalisant
b
D
n
p 1;p
par c(p), on obtient un estimateur de D
p 1;p
(0) a un O (Æ) pres .
D'apres (2), il est naturel d'estimer 
2
par b
2
n
=  
2
c(p)
b
D
n
p 1;p
. Ce parametre 
2
peut aussi e^tre
estime a partir de la variation quadratique de 
(p 1)
X, VQ
 

(p 1)
X

=
P
n p
k=0


(p)
X (kÆ + pÆ)

2
.
Une application directe de (10) et (12) permet d'obtenir :
E
h
VQ


(p 1)
X
i
= (n  p+ 1)Æ
2p 1
c (p)
2
(1 +O (Æ))
Concernant ,   (0) et  (0) sont estimes par :
b
 
n
=

b
D
n
i;j

i;j=0;p 1
et b
n
=
t

b
D
n
0;p
;    ;
b
D
n
p 2;p
; c (p)
 1
b
D
n
p 1;p

6
(4) est alors estime par :
b
 
n
b+ b
n
= 0 (14)
Le resultat suivant montre que, pour Æ proche de 0 et n ! +1, ce systeme admet une
unique solution qui estime  avec un biais de l'ordre de Æ, biais qui s'explicite en fonction des
quantites suivantes, pour i = 0; p  3 :
B
i
=
1
2
p 1
X
j=0

j
(j   p)D
i;j+1
(0) ; B
p 2
=
1
2
p 1
X
j=0

j
(j   p)D
p 2;j+1
(0) +

 1 +
1
2
d
2p 2;p


2
B
p 1
=
1
2
p 1
X
i=0

i

i+ 1  p  c (p)
 1

D
p 1;i+1
(0) 

p 1
2
d
2p 2;p 1

2
Posons  
Æ
= E
h
b
 
n
i
, 
Æ
= E [b
n
], 
2
Æ
= E

b
2
n

. On a :
Theoreme 3 : Convergence de l'estimation de Yule-Walker en h = 0
Il existe Æ
0
> 0 tel que pour tout Æ, 0 < Æ  Æ
0
, avec une probabilite qui tend vers 1 lorsque
n! +1, le systeme (14) admet une unique solution b
n
=  

b
 
n

 1
b
n
.
De plus, b
n
P
! 
Æ
=  
 
 
Æ

 1

Æ
avec 
Æ
=   Æ  (0)
 1
t
(B
0
;    ; B
p 1
) +O
 
Æ
2

.
De me^me, b
2
n
converge en probabilite vers 
2
Æ
= 
2
+
Æ
c(p)
P
p 1
i=0

i
D
p 1;i+1
(0) +O
 
Æ
2

Demonstration :
D'apres la proposition 1,  
Æ
=   (0) + O (Æ) et   (0) est inversible ([7], proposition 3.1).
Il existe donc Æ
0
> 0 tel que pour Æ, 0 < Æ  Æ
0
,  
Æ
est inversible. D'apres [6] (x2.5.3,
proposition 3), la diusion Y est -melangeante avec un coeÆcient de melange qui decroit
exponentiellement. Les conditions requises pour appliquer la loi des grands nombres (mais
aussi le theoreme de la limite centrale) a (X (kÆ))
k0
sont donc satisfaites. Par application
de la loi des grands nombres,
b
 
n
converge en probabilite vers  
Æ
. Ainsi, avec une probabilite
qui tend vers 1 lorsque n ! +1,
b
 
n
est inversible et (14) admet une unique solution b
n
.
Appliquant a nouveau la loi des grands nombres a b
n
, on obtient la convergence de b
n
vers

Æ
. L'ecart entre 
Æ
et  est donne par :

Æ
   =  

 
Æ

 1
h

Æ
+  
Æ

i
; avec  
Æ
=   (0) +O (Æ)
Utilisant la proposition 1 ainsi que les equations, (3) ou (5), on montre que :

Æ
+ 
Æ
 = Æ
t
(B
0
;    ; B
p 1
) +O
 
Æ
2

On obtient ainsi le biais annonce.
La convergence de b
2
n
vers 
2
Æ
est obtenue en appliquant la loi des grands nombres a
b
D
n
p 1;p
;
l'evaluation du biais d'estimation resulte de (13). 
Ces estimateurs sont asymtotiquement normaux, a la vitesse
p
T pour b
n
, et
p
TÆ
 1
pour
b
2
n
. b
n
est eÆcace en variance a un facteur (1 + o (1)) pres puisque   (0) est l'information de
Fisher associee au modele. Notons : d(p) =
2
c(p)
2
P
2p 1
k=1
h
P
k
l=0
C
l
2p
( 1)
l
(k l)
2p 1
(2p 1)!
i
2
7
Theoreme 4 : Normalite et eÆcacite de l'estimation de Yule-Walker en h = 0
p
n
 
b
2
n
  
2
Æ

D(P)
 ! N (0;K

) ; K

= d(p)
4
+O (Æ)
Pour tout Æ; 0 < Æ  Æ
0
:
p
nÆ

b
n
  
Æ

D(P)
 ! N
p
(0; V

) ; V

= 
2
  (0)
 1
(I + o (1))
La demonstration de ce resultat est donnee en annexe B.
Nous allons proposer une procedure d'estimation de , directe, basee sur les equations de
Yule-Walker avec un decalage de h =   (p  1) Æ.
4 Estimation des equations de Yule-Walker decalees
On sait qu'un CAR(p) observe aux temps discrets kÆ est un ARMA(p,p-1)([2] [8]). Le
theoreme 1 precise cette correspondance. Avec c (p) la constante denie en (13) et si on
note A l'operateur , AX (t) = 
(p)
X (t+ pÆ) +
P
p 1
l=0

l
Æ
p l

(l)
X (t+ lÆ), on obtient :
Corollaire 1 Si X est stationnaire :
AX (kÆ) = B
p
p
(kÆ) +R (kÆ) ; B
p
(kÆ) =
p
X
i=1
Z
kÆ+iÆ
kÆ+(i 1)Æ
f
p
p;i
(kÆ   v) dW (v)
(B
p
p
; R) est un processus gaussien, stationnaire, centre, veriant :
(i) R est de variance k(p)
2
Æ
2p+1
et de covariance a decroissance exponentielle.
(ii) B
p
p
est de variance c (p)
2
Æ
2p 1
. Sa correlation  est de portee (p  1)Æ, avec pour k tel
que jkj  p  1 :
 (k) = c (p)
 1
p
X
i=1+k
Z
i
i 1
 
p+k
X
l=i
C
l k
p
( 1)
p+k l
(l   u)
p 1
(p  1)!
!
0
@
p
X
j=i
C
j
p
( 1)
p j
(j   u)
p 1
(p  1)!
1
A
du
Par exemple, pour un CAR(2),  (1) =
1
4
; pour un CAR(3) :  (1) =
13
33
,  (2) =
1
66
; pour un
CAR(4), on a :  (1) =
1191
2416
,  (2) =
15
302
,  (3) =
1
2416
.
B
p
p
constitue ainsi la composante principale de la partie MA(p   1). L'estimateur des
moindres carres 
n
associe a ce schema satisfait, pour tout i = 0; p  1 :
n p
X
k=0

(i)
X (kÆ + iÆ)
2
4

(p)
X (kÆ + pÆ) +
p 1
X
j=0
Æ
p j

(j)
X (kÆ + jÆ)
n
j
3
5
= 0
Ce systeme est celui des equations de Yule-Walker estimees en 0 avant le debiaisage de
b
D
n
p 1;p
:
le biais asymptotique s'explique par l'existence d'une correlation entre le bruit B
p
p
(kÆ) et la
variable explicative
t
 
X (kÆ) ;    ;
(p 1)
X (kÆ + (p  1) Æ)

. Dans un tel cas, une alternative
classique aux moindres carres est la methode d'estimation par variable instrumentale : cette
methode ([3]) consiste a remplacer la variable explicative correlee au bruit par un instrument
8
qui en est decorrele. B
p
p
(kÆ + (p  1) Æ) etant decorrele de
t
 
X (kÆ) ;    ;
(p 1)
X (kÆ + (p  1) Æ)

,
une solution consiste donc a estimer  par e
n
tel que, pour tout i = 0; p  1 :
n+1 2p
X
k=0

(i)
X (kÆ + iÆ)
2
4

(p)
X (kÆ + (2p  1) Æ) +
p 1
X
j=0
Æ
p j

(j)
X (kÆ + (j + p  1) Æ) e
n
j
3
5
= 0
Notant, pour i = 0; p  1; j = 0; p :
e
D
n
i;j
=
Æ
 (i+j)
n+ 2  2p
n+1 2p
X
k=0

(i)
X (kÆ + iÆ) 
(j)
X (kÆ + (j + p  1) Æ)
e
 
n
=

e
D
n
i;j

i;j=0;p 1
et e
n
=
t

e
D
n
0;p
;    ;
e
D
n
p 1;p

, e
n
doit satisfaire le systeme :
e
 
n
e
n
+ e
n
= 0 (15)
Les

e
D
n
i;j

estiment les DCVF non plus en 0 mais en   (p  1) Æ, avec les contro^les des biais
suivants :
Proposition 2 : Biais des DCVF estimees en h =   (p  1) Æ
Pour i = 0; p  1 et j = 0; p, E
h
e
D
n
i;j
i
= D
i;j
(  (p  1) Æ) + Æ
e
B
i;j
+O
 
Æ
2

avec :
e
B
i;j
=
j   i
2
( 1)
i
r
(i+j+1)
((p  1) Æ)
La demonstration de ce resultat repose sur une application directe du theoreme 2.
Si elle existe, e
n
est la solution des equations de Yule-Walker estimees en   (p  1) Æ. On
montre, comme precedemment :
Theoreme 5 : Estimateurs de Yule-Walker decales
Il existe Æ
0
> 0 tel que pour tout Æ, 0 < Æ  Æ
0
, avec une probabilite qui tend vers 1 lorsque
n! +1, le systeme (15) admet une unique solution e
n
=  

e
 
n

 1
e
n
telle que :
e
n
P
 ! e
Æ
=  

e
 
Æ

 1
e
Æ
; e
Æ
=   Æ  (0)
 1
t

e
B
0
;    ;
e
B
p 1

+O
 
Æ
2

ou, pour i = 0; p  1,
e
B
i
=
1
2
P
p 1
j=0

j
(j   p)D
i;j+1
(0). De plus :
p
nÆ

e
n
  e
Æ

D(P)
 ! N
p

0;
e
V


;
e
V

= 
2
  (0)
 1
[I + o (1)]
5 Etude experimentale
Ces deux methodes d'estimation sont mises en oeuvre pour un CAR(2) de parametres 
0
= 2,

1
= 3 et 
2
= 1. Les observations sont simulees a l'aide d'un schema d'Euler a pas 0:0001 sur
[0; T ] ceci, pour dierents choix de (n; Æ). Nous calculons la moyenne et la variance empirique
sur N = 200 realisations des estimateurs presentes. La moyenne et la variance empiriques de
l'estimation de  basee sur les equations de Yule-Walker en 0 sont notees respectivement :
9
m0
N
() =
1
N
P
N
i=1
b
n;i
et V
0
N
() =
1
N 1
P
N
i=1
 
b
n;i
 m
0
N

2
. Pour les equations de Yule-
Walker decalees, et pour 
2
, les notations sont : m
d
N
(), V
d
N
(), m
N
 

2

, V
N
 

2

.
La fonction d'autocovariance d'un CAR(2) est, pour a 6= b ([5]) :
r (h) =

2
2ab (b
2
  a
2
)
(b exp ( a jhj)  a exp ( b jhj)) ; a+ b = 
1
; ab = 
0
Avec 
0
= 2, 
1
= 3 et 
2
= 1, r (h) =
1
6
(exp (  jhj)  2 exp ( 2 jhj)). La variance theorique
de b
n
et e
n
est 
2
  (0)
 1
(I + o (1)) ou :

2
  (0)
 1
= 
2

r (0)
 1
0
0  r
(2)
(0)
 1

=

2
0

1
0
0 2
1

=

12 0
0 6

La variance theorique de b
2
n
est :
9
4

4
+O (Æ).
Les biais theoriques de b
n
, e
n
et b
2
n
sont de la forme B
 
; 
2

Æ+O
 
Æ
2

avec respectivement :
B
0
() =

 
1
2

0

1
5
4
 

0
 
1
3

2
1


; B
d
() =

 
1
2

0

1

0
 
1
2

2
1

; B

2
 
; 
2

=
3
2
4


0

1
  
1

Ces quantites etant explicites, nous reduirons l'erreur d'estimation en calculant les moyennes
empiriques 
d
N
, 
0
N
et 
2
N
associees aux estimations partiellement debiaisees :
e
e
n
= e
n
 
B
d
(e
n
) Æ;
b
b
n
= b
n
 B
0
(b
n
) Æ et
b
b
2
n
= b
2
n
 B

2
 
b
n
; b
2
n

Æ.
Le tableau 1 compare les biais reels 
Æ
  , e
Æ
   et 
2
Æ
  
2
a la partie principale des
biais theoriques B
 
; 
2

Æ. Le tableau 2 donne les estimations de  et de 
2
comparees a
leur limite theorique et aux estimations partiellement debiaisees. Le tableau 3 compare les
variances empiriques aux parties principales des variances theoriques.
Æ e
Æ
   B
d
() Æ 
Æ
   B
0
() Æ 
2
Æ
  
2
B

2
 
; 
2

Æ
0:01 -0.0297 -0.03 -0.0296 -0.03 -0.0173 -0.0175
-0.0248 -0.025 -0.0125 -0.0125
0:05 -0.1435 -0.15 -0.1407 -0.15 -0.0832 -0.0875
-0.1213 -0.125 -0.0629 -0.0625
0:1 -0.2749 -0.3 -0.2650 - 0.3 -0.1587 -0.175
-0.2356 -0.25 -0.1262 -0.125
0:5 -1.0051 -1.5 -0.8956 -1.5 -0.5606 -0.875
-0.9488 -1.25 -0.5953 -0.625
Table 1: Biais reels et parties principales des biais theoriques pour un CAR(2), 
0
= 2, 
1
= 3
et 
2
= 1.
Commentaire : les biais reels sont tres proches de leurs parties principales pour Æ = 0:01,
Æ = 0:05 et Æ = 0:1. On constate la convergence des estimateurs vers leurs limites theoriques.
L'estimation des variances reste correcte me^me pour des valeurs de T relativement faibles,
mais se degrade rapidement lorsque Æ croit. Les deux methodes d'estimation de  sont proches
l'une de l'autre. Le debiaisage partiel des estimations ameliore globalement la precision de
l'estimation.
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n Æ m
d
N
() e
Æ

d
N
m
0
N
() 
Æ

0
N
 m
N
 

2


2
Æ

2
N

2
5000 0.01 2.094 1.970 2.126 2.094 1.970 2.126 2 0.978 0.982 0.995 1
(T=50) 3.024 2.975 3.050 3.032 2.987 3.044 3
0.05 1.871 1.856 2.006 1.874 1.859 2.012 2 0.917 0.916 0.996 1
(T=250) 2.890 2.878 3.006 2.950 2.937 3.015 3
0.1 1.734 1.725 1.975 1.744 1.735 1.995 2 0.840 0.841 0.984 1
(T=500) 2.767 2.764 2.977 2.876 2.873 3.003 3
0.5 0.994 0.994 1.504 1.103 1.104 1.767 2 0.439 0.439 0.759 1
(T=2500) 2.051 2.051 2.607 2.403 2.404 2.917 3
500 0.05 2.124 1.856 2.282 2.126 1.859 2.288 2 0.903 0.916 0.982 1
(T=25) 2.959 2.878 3.080 3.026 2.937 3.090 3
0.1 1.824 1.725 2.082 1.834 1.735 2.102 2 0.838 0.841 0.981 1
(T=50) 2.813 2.764 3.033 2.917 2.873 3.046 3
0.5 1.006 0.994 1.528 1.116 1.104 1.790 2 0.436 0.439 0.756 1
(T=250) 2.061 2.051 2.633 2.412 2.404 2.930 3
Table 2: Moyennes empiriques et estimations debiaisees d' un CAR(2) sur 200 repetitions,

0
= 2, 
1
= 3 et 
2
= 1.
n Æ V
d
N
() V
0
N
() 
2
  (0)
 1
V
N
 

2

9
4

4
5000 (T=50) 0.01

13:41  0:22
 0:22 6:20
 
13:40  0:13
 0:13 5:91
 
12 0
0 6

2.16 2.25
(T=250) 0.05

10:32 0:92
0:92 6:10
 
10:35 0:94
0:94 5:49
 
12 0
0 6

1.62 2.25
(T=500) 0.1

9:44 1:01
1:01 6:63
 
9:64 1:42
1:42 4:91
 
12 0
0 6

1.72 2.25
(T=2500) 0.5

3:04 2:28
2:28 9:72
 
4:02 1:90
1:90 3:10
 
12 0
0 6

0.44 2.25
500 (T=25) 0.05

14:27 1:03
1:03 8:18
 
14:29 1:03
1:03 6:82
 
12 0
0 6

2.31 2.25
(T=50) 0.1

10:96 1:19
1:19 5:96
 
11:12 1:37
1:37 5:13
 
12 0
0 6

1.56 2.25
(T=250) 0.5

3:88 3:96
3:96 13:23
 
4:06 1:77
1:77 13:52
 
12 0
0 6

0.48 2.25
Table 3: Comparaison des variances empirique et theorique des estimateur d' un CAR(2) sur
200 repetitions, 
0
= 2, 
1
= 3 et 
2
= 1.
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A Demonstration du theoreme 1 :
t ! X (t) est presque su^rement de classe C
p 1
sur R
+
. Par application de la formule de
Taylor, on a, pour t  0 et h  0 :
X (t+ h) =
p 2
X
k=0
h
k
k!
X
(k)
(t) +
Z
t+h
t
(t+ h  u)
p 2
(p  2)!
X
(p 1)
(u) du
Appliquant la formule de Ito a f
 
v;X
(j)
(v)

=
(t+h v)
m
m!
X
(j)
(v), on montre que :
(t+ h  t  h)
m
m!
X
(j)
(t+ h) =
(t+ h  t)
m
m!
X
(j)
(t) 
Z
t+h
t
(t+ h  v)
m 1
(m  1)!
X
(j)
(v) dv
+
Z
t+h
t
(t+ h  v)
m
m!
dX
(j)
(v)
Donc, pour m  1 et j = 0; p  1 :
Z
t+h
t
(t+ h  v)
m 1
(m  1)!
X
(j)
(v) dv =
h
m
m!
X
(j)
(t) +
Z
t+h
t
(t+ h  v)
m
m!
dX
(j)
(v) (16)
On a donc :
Z
t+h
t
(t+ h  v)
p 2
(p  2)!
X
(p 1)
(v) dv =
h
p 1
(p  1)!
X
(p 1)
(t) +
Z
t+h
t
(t+ h  v)
p 1
(p  1)!
 
 
p 1
X
i=0

i
X
(i)
(v)
!
dv
+
Z
t+h
t
(t+ h  v)
p 1
(p  1)!
dW (v)
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et :
X (t+ h) =
p 1
X
k=0
h
k
k!
X
(k)
(t) +
Z
t+h
t
(t+ h  v)
p 1
(p  1)!
 
 
p 1
X
i=0

i
X
(i)
(v)
!
dv +
Z
t+h
t
(t+ h  v)
p 1
(p  1)!
dW (v)
En appliquant (16) deux fois a
R
t+h
t
(t+h v)
p 1
(p 1)!

 
P
p 1
i=0

i
X
(i)
(v)

dv, on obtient avec les
notations introduites :
X (t+ h) =
p 1
X
k=0
h
k
k!
X
(k)
(t) 
h
p
p!
p 1
X
i=0

i
X
(i)
(t) +
h
p+1
(p+ 1)!
p 1
X
i=0

i
X
(i)
(t)
+
Z
t+h
t
(t+ h  v)
p 1
(p  1)!
dW (v)  
p 1
Z
t+h
t
(t+ h  v)
p
p!
dW (v)
+ 
p 1
Z
t+h
t
(t+ h  v)
p+1
(p+ 1)!
dW (v) +
Z
t+h
t
(t+ h  v)
p+1
(p+ 1)!
 
p 1
X
i=0

i
X
(i)
(v)
!
dv
Avec les

a
k
j

denis precedemment, on a :

(j)
X (t+ jÆ) =
j
X
l=0
C
l
j
( 1)
j l
X (t+ lÆ)
=
p 1
X
k=0
a
k
j
Æ
k
k!
X
(k)
(t) 
a
p
j
Æ
p
p!
p 1
X
i=0

i
X
(i)
(t) +
a
p+1
j
Æ
p+1
(p+ 1)!
p 1
X
i=0

i
X
(i)
(t)
+
j
X
l=0
C
l
j
( 1)
j l
l
X
k=1
Z
t+kÆ
t+(k 1)Æ
"
(t+ lÆ   v)
p 1
(p  1)!
  
p 1
(t+ lÆ   v)
p
p!
+ 
p 1
(t+ lÆ   v)
p+1
(p+ 1)!
#
dW (v) (17)
+
j
X
l=0
C
l
j
( 1)
j l
l
X
k=1
Z
t+kÆ
t+(k 1)Æ
(t+ lÆ   v)
p+1
(p+ 1)!
 
p 1
X
i=0

i
X
(i)
(v)
!
dv (18)
De plus, si k < j, a
k
j
= 0. Le developpement annonce resulte de l'intervertion de l'ordre de
sommation pour (17) et (18) :

(j)
X (t+ jÆ)
=
p 1
X
k=j
a
k
j
Æ
k
k!
X
(k)
(t) 
a
p
j
p!
p 1
X
i=0

i
X
(i)
(t) +
a
p+1
j
(p+ 1)!
p 1
X
i=0

i
X
(i)
(t)
+
j
X
k=1
Z
t+kÆ
t+(k 1)Æ
j
X
l=k
C
l
j
( 1)
j l
"
(t+ lÆ   v)
p 1
(p  1)!
  
p 1
(t+ lÆ   v)
p
p!
+ 
p 1
(t+ lÆ   v)
p+1
(p+ 1)!
#
dW (v)
+
j
X
k=1
Z
t+kÆ
t+(k 1)Æ
j
X
l=k
C
l
j
( 1)
j l
(t+ lÆ   v)
p+1
(p+ 1)!
 
p 1
X
i=0

i
X
(i)
(v)
!
dv

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B Demonstration du Theoreme 4
Loi asymptotique de b
n
: b
n
  
Æ
=
h
b
 
n
i
 1

b
n
+
b
 
n
b
Æ

est centre. Notons, pour
i = 0; p   1; l = 0; p   1; 
i
l
= 
Æ
l
, et pour i = 0; p   2, 
i
p
= 1 et 
p 1
p
= c (p)
 1
. On
a : b
n
+
b
 
n
b
Æ
=
t

P
p
l=0

0
l
b
D
n
0;l
;    ;
P
p
l=0

p 1
l
b
D
n
p 1;l

. L'application du theoreme de limite
centrale donne :
p
nÆ

b
n
+
b
 
n

Æ

D(P)
 ! N
p
(0;M

) ; M

= (M
i;j
)
i;j=0;p 1
Notons : A
i
X (t) =
P
p
l=0
Æ
p l

i
l

(l)
X (t+ lÆ). Les coeÆcients deM

sont, pour i; j = 0; p 1 :
M
i;j
=
1
Æ
2p 1+i+j
+1
X
k=0
E
h

(i)
X (iÆ) 
(j)
X (jÆ + kÆ)A
i
(0)A
j
(kÆ)
i
+
1
Æ
2p 1+i+j
+1
X
k=1
E
h

(j)
X (jÆ) 
(i)
X (iÆ + kÆ)A
i
X (kÆ)A
j
X (0)
i
Le processusX etant gaussien et centre, on applique la propriete E (XY ZT ) = E (XY ) E (ZT )+
E (XZ) E (Y T ) + E (XT ) E (Y Z) avec X = 
(i)
X, Y = 
(j)
X, Z = A
i
X et T = A
j
X, puis
(10). M
i;j
se decompose alors comme suit :
Æ
2p 1+i+j
M
i;j
=
+1
X
k=0
( 1)
i

(i+j)
r (jÆ + kÆ)
0
@
p
X
l=0
Æ
p l

i
l
( 1)
l
p
X
q=0
Æ
p q

j
q

(l+q)
r (qÆ + kÆ)
1
A
(19)
+
+1
X
k=0
 
p
X
l=0
Æ
p l

i
l
( 1)
l

(l+j)
r (jÆ + kÆ)
!
0
@
p
X
q=0
Æ
p q

j
q
( 1)
i

(q+i)
r (qÆ + kÆ)
1
A
(20)
+
+1
X
k=0
 
p
X
l=0
Æ
p l

i
l
( 1)
i

(l+i)
r (lÆ)
!
0
@
p
X
q=0
Æ
p q

j
q
( 1)
j

(q+j)
r (qÆ)
1
A
(21)
+
+1
X
k=1
( 1)
j

(i+j)
r (iÆ + kÆ)
0
@
p
X
q=0
Æ
p q

j
q
( 1)
q
p
X
l=0
Æ
p l

i
l

(l+q)
r (lÆ + kÆ)
1
A
(22)
+
+1
X
k=1
 
p
X
l=0
Æ
p l

i
l
( 1)
j

(l+j)
r (lÆ + kÆ)
!
0
@
p
X
q=0
Æ
p q

j
q
( 1)
q

(q+i)
r (iÆ + kÆ)
1
A
(23)
+
+1
X
k=1
 
p
X
l=0
Æ
p l

i
l
( 1)
i

(l+i)
r (lÆ)
!
0
@
p
X
q=0
Æ
p q

j
q
( 1)
j

(q+j)
r (qÆ)
1
A
(24)
Par denition de 
Æ
, (21) et (24) sont nuls. Analysons (19) : utilisant (11), on a pour k  p ,

(i+j)
r (jÆ + kÆ)
0
@
p
X
l=0
Æ
p l

i
l
( 1)
l
p
X
q=0
Æ
p q

j
q

(l+q)
r (qÆ + kÆ)
1
A
= Æ
i+j+2p
r
(i+j)
(kÆ)
0
@
p
X
l=0

i
l
( 1)
l
p
X
q=0

j
q
r
(l+q)
(kÆ)
1
A
+ Æ
i+j+2p+1
R
1
(kÆ)
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Par denition de 
j
q
, on a :
p
X
l=0

i
l
( 1)
l
p
X
q=0

j
q
r
(l+q)
(kÆ) =
p
X
l=0

i
l
( 1)
l
2
4

j
p
r
(p+l)
(kÆ) +
p 1
X
q=0

Æ
q
r
(l+q)
(kÆ)
3
5
=
p
X
l=0

i
l
( 1)
l
2
4

j
p
r
(p+l)
(kÆ) +
p 1
X
q=0

q
r
(l+q)
(kÆ)
3
5
+
p
X
l=0

i
l
( 1)
l
p 1
X
q=0


Æ
q
  
q

r
(l+q)
(kÆ)
Puisque 
Æ
   = O (Æ) et que r satisfait les equations de Yule-Walker, on obtient alors :
p
X
l=0

i
l
( 1)
l
p
X
q=0

j
q
r
(l+q)
(kÆ) =
p
X
l=0

i
l
( 1)
l
 

j
p
  1

r
(p+l)
(kÆ) + ÆR
2
(kÆ)
On a ainsi :
+1
X
k=p
( 1)
i

(i+j)
r (jÆ + kÆ)
0
@
p
X
l=0
Æ
p l

i
l
( 1)
l
p
X
q=0
Æ
p q

j
q

(l+q)
r (qÆ + kÆ)
1
A
= Æ
i+j+2p
+1
X
k=0
( 1)
i
r
(i+j)
(kÆ)
"
p
X
l=0

i
l
( 1)
l
 

j
p
  1

r
(p+l)
(kÆ)
#
+ Æ
i+j+2p+1
+1
X
k=0
R (kÆ)
ou R est a decroissance exponentielle. Pour Æ proche de 0 et compte tenu de la regularite de
r et de ses derivees, on obtient :
+1
X
k=p
( 1)
i

(i+j)
r (jÆ + kÆ)
0
@
p
X
l=0
Æ
p l

i
l
( 1)
l
p
X
q=0
Æ
p q

j
q

(l+q)
r (qÆ + kÆ)
1
A
= Æ
i+j+2p 1
Z
+1
v=0
( 1)
i
r
(i+j)
(v)
"
p
X
l=0

i
l
( 1)
l
 

j
p
  1

r
(p+l)
(v)
#
dv +O
 
Æ
i+j+2p

Donc :
(19) = Æ
i+j+2p 1
Z
+1
v=0
( 1)
i
r
(i+j)
(v)
"
p
X
l=0

i
l
( 1)
l
 

j
p
  1

r
(p+l)
(v)
#
dv +O
 
Æ
i+j+2p

+
p 1
X
k=0
( 1)
i

(i+j)
r (jÆ + kÆ)
0
@
p
X
l=0
Æ
p l

i
l
( 1)
l
p
X
q=0
Æ
p q

j
q

(l+q)
r (qÆ + kÆ)
1
A
On montre de maniere similaire que :
(22) = Æ
i+j+2p 1
Z
+1
v=0
( 1)
j
r
(i+j)
(v)
2
4
p
X
q=0

j
q
( 1)
q
 

i
p
  1

r
(p+l)
(v)
3
5
dv +O
 
Æ
i+j+2p

+
p 1
X
k=1
( 1)
j

(i+j)
r (iÆ + kÆ)
0
@
p
X
q=0
Æ
p l

j
q
( 1)
q
p
X
l=0
Æ
p q

i
l

(l+q)
r (lÆ + kÆ)
1
A
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(20) = Æ
i+j+2p 1
Z
+1
v=0
( 1)
i
 

j
p
  1

r
(i+p)
(v)
 
p
X
l=0

i
l
( 1)
l
r
(l+j)
(v)
!
dv +O
 
Æ
i+j+2p

(23) = Æ
i+j+2p 1
Z
+1
v=0
( 1)
j
 

i
p
  1

r
(j+p)
(v)
0
@
p
X
q=0

j
q
( 1)
q
r
(i+q)
(v)
1
A
dv +O
 
Æ
i+j+2p

D'apres l'equation (10) du theoreme 2, on a :
p 1
X
k=1
( 1)
j

(i+j)
r (iÆ + kÆ)
0
@
p
X
q=0
Æ
p l

j
q
( 1)
q
p
X
l=0
Æ
p q

i
l

(l+q)
r (lÆ + kÆ)
1
A
=
p 1
X
k=1
( 1)
i

(i+j)
r (jÆ   kÆ)
0
@
p
X
l=0
Æ
p l

i
l
( 1)
l
p
X
q=0
Æ
p q

j
q

(l+q)
r (qÆ   kÆ)
1
A
M
i;j
s'ecrit donc :
M
i;j
=
Z
+1
v=0
( 1)
i
r
(i+j)
(v)
"
p
X
l=0

i
l
( 1)
l
 

j
p
  1

r
(p+l)
(v)
#
dv
+
Z
+1
v=0
( 1)
j
r
(i+j)
(v)
2
4
p
X
q=0

j
q
( 1)
q
 

i
p
  1

r
(p+l)
(v)
3
5
dv
+
Z
+1
v=0
( 1)
i
 

j
p
  1

r
(i+p)
(v)
 
p
X
l=0

i
l
( 1)
l
r
(l+j)
(v)
!
dv
+
Z
+1
v=0
( 1)
j
 

i
p
  1

r
(j+p)
(v)
0
@
p
X
q=0

j
q
( 1)
q
r
(i+q)
(v)
1
A
dv +O (Æ)
+
1
Æ
i+j+2p 1
p 1
X
k= (p 1)
( 1)
i

(i+j)
r (jÆ + kÆ)
0
@
p
X
l=0
Æ
p l

i
l
( 1)
l
p
X
q=0
Æ
p q

j
q

(l+q)
r (qÆ + kÆ)
1
A
Or, utilisant (12), on montre que :
p 1
X
k= (p 1)
( 1)
i

(i+j)
r (jÆ + kÆ)
0
@
p
X
l=0
Æ
p l

i
l
( 1)
l
p
X
q=0
Æ
p q

j
q

(l+q)
r (qÆ + kÆ)
1
A
= 
i
p

j
p
( 1)
p
p 1
X
k= (p 1)
( 1)
i

(i+j)
r (jÆ + kÆ) 
(2p)
r (pÆ + kÆ) +O
 
Æ
i+j+2p

= 
i
p

j
p
( 1)
p
Æ
i+j
( 1)
i
r
(i+j)
(0)
p 1
X
k= (p 1)

(2p)
r (pÆ + kÆ) +O
 
Æ
i+j+2p

avec :
p 1
X
k= (p 1)

(2p)
r (pÆ + kÆ) =
p 1
X
k= (p 1)
h

(2p 1)
r (pÆ + kÆ)  
(2p 1)
r (pÆ + (k   1) Æ)
i
= 
(2p 1)
r ((2p  1) Æ) 
(2p 1)
r (0) = 2Æ
2p 1
( 1)
p
r
(2p 1)
 
0
+

+O
 
Æ
2p

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D'ou, l'expression nale de M
i;j
:
M
i;j
=
Z
+1
v=0
( 1)
i
r
(i+j)
(v)
"
p
X
l=0

i
l
( 1)
l
 

j
p
  1

r
(p+l)
(v)
#
dv
+
Z
+1
v=0
( 1)
j
r
(i+j)
(v)
2
4
p
X
q=0

j
q
( 1)
q
 

i
p
  1

r
(p+l)
(v)
3
5
dv
+
Z
+1
v=0
( 1)
i
 

j
p
  1

r
(i+p)
(v)
 
p
X
l=0

i
l
( 1)
l
r
(l+j)
(v)
!
dv
+
Z
+1
v=0
( 1)
j
 

i
p
  1

r
(j+p)
(v)
0
@
p
X
q=0

j
q
( 1)
q
r
(i+q)
(v)
1
A
dv
+ 2
i
p

j
p
( 1)
i
r
(i+j)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
Pour i = 0; p  2 et j = 0; p  2, on a 
i
p
= 
j
p
= 1. Donc :
M
i;j
= 2 ( 1)
i
r
(i+j)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
Pour i = 0; p  2 et j = p  1, on a 
i
p
= 1 et 
j
p
= c (p)
 1
. Ainsi :
M
i;p 1
=

1
c(p)
  1

Z
+1
v=0
( 1)
i
r
(i+p 1)
(v)
"
p
X
l=0

i
l
( 1)
l
r
(p+l)
(v)
#
dv
+

1
c(p)
  1

Z
+1
v=0
( 1)
i
r
(i+p)
(v)
"
p
X
l=0

i
l
( 1)
l
r
(l+p 1)
(v)
#
dv
+
2
c(p)
( 1)
i
r
(i+p 1)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
=

1
c(p)
  1

( 1)
i
p
X
l=0

i
l
( 1)
l
Z
+1
v=0
r
(i+p 1)
(v) r
(p+l)
(v) + r
(i+p)
(v) r
(l+p 1)
(v) dv
+
2
c(p)
( 1)
i
r
(i+p 1)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
=

1
c(p)
  1

( 1)
i
p
X
l=0

i
l
( 1)
l
h
r
(i+p 1)
(v) r
(l+p 1)
(v)
i
+1
0
+
2
c(p)
( 1)
i
r
(i+p 1)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
Utilisant les equations de Yule-Walker en 0, on obtient :
M
i;p 1
=  

1
c(p)
  1

( 1)
i
r
(i+p 1)
(0)
h
( 1)
p
r
(2p 1)
 
0
+

  ( 1)
p
r
(2p 1)
 
0
 

i
+
2
c(p)
( 1)
i
r
(i+p 1)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
=

 2

1
c(p)
  1

+
2
c(p)

( 1)
i
r
(i+p 1)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
= 2 ( 1)
i
r
(i+p 1)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
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On montre de maniere similaire que :
8j = 0; p  2; M
p 1;j
= 2 ( 1)
j
r
(p 1+j)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
M
p 1;p 1
= 2 ( 1)
p 1
r
(2p 2)
(0) ( 1)
p
r
(2p 1)
 
0
+

+O (Æ)
Etude de la loi asymptotique de b
2
n
: elle repose sur des techniques similaires.
p
n

b
D
n
p 1;p
  E
h
b
D
n
p 1;p
i
D(P)
 ! N (0; C

)
ou C

est donnee par :
C

=
( 1)
2p 1
Æ
4p 2
+1
X
k= 1

(2p 2)
r ((p  1) Æ + kÆ)
(2p)
r (pÆ + kÆ)
+
( 1)
2p 1
Æ
4p 2
+1
X
k= 1

(2p 1)
r ((p  1) Æ + kÆ)
(2p 1)
r (pÆ + kÆ)
Or on montre que :
C

=
( 1)
2p
2Æ
4p 2
+1
X
k= 1
h

(2p)
r (pÆ + kÆ)
i
2
avec, par application du theoreme 2 :
( 1)
2p
2Æ
4p 2
 p
X
k= 1
h

(2p)
r (pÆ + kÆ)
i
2
= O (Æ) ;
( 1)
2p
2Æ
4p 2
+1
X
k=p
h

(2p)
r (pÆ + kÆ)
i
2
= O (Æ)
On a alors :
C

=
( 1)
2p
2Æ
4p 2
p 1
X
k= (p 1)
h

(2p)
r (pÆ + kÆ)
i
2
+O (Æ) =
1
2Æ
4p 2
2p 1
X
k=1
h

(2p)
r (kÆ)
i
2
+O (Æ)
Utilisant (12), on obtient :
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Enn : K
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