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Abstract 
Jagels, C. and L. Reichel, On the construction of Szegti polynomials, Journal of Computational and 
Applied Mathematics 46 (1993) 241-254. 
The Chebyshev and Stieltjes procedures are algorithms for computing recursion coefficients for polynomi- 
als that are orthogonal with respect to an inner product defined on (part of) the real axis. The Chebyshev 
procedure is an implementation of a map from moments to recursion coefficients of orthogonal poly- 
nomials. The modified Chebyshev procedure is an implementation of a map from modified moments 
to recursion coefftcients. The latter map is generally much better conditioned than the former one. The 
conditioning of these maps has been studied by Gautschi. This paper is concerned with analogues of the 
Chebyshev and Stieltjes procedures when the inner product is defined on the unit circle. Polynomials 
orthogonal with respect to such an inner product are known as Szego polynomials, and the analogue 
of the Chebyshev procedure is known as Schur’s algorithm. This algorithm implements a map from 
moments to recursion coefficients for Szego polynomials. Our analysis shows that this map generally 
is much better conditioned than the map implemented by the Chebyshev procedure, and suggests that 
Schur’s algorithm is as insensitive to errors in the data as the modified Chebyshev procedure. Thus, 
roughly, moments associated with inner products defined on the unit circle correspond to modified 
moments associated with inner products defined on the real axis. 
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1. Introduction 
Let Q (t ) be a distribution function with infinitely many points of increase in the interval [-n, n], 
and let 
1 = 
PLi:= 211 J 
exp(-ijt) da(t), j = 0,&1,*2 ,..., 
--I[ 
be the moments associated with a(t), where i = m. For notational convenience we assume 
throughout this paper that a(t) is scaled so that ,UO = 1. Then there is an infinite sequence of 
polynomials @i, j = 0, 1,2,. . . , that are orthonormal with respect to the inner product on the unit 
circle 
(1.1) 
where the bar denotes complex conjugation. If for each j the polynomial $i is of degree j and 
has positive leading coefficient, then the polynomial sequence is uniquely determined. The dj are 
known as Szegii polynomials. Their properties are discussed in, e.g., [ 9,15,20,33], and more recently 
in [21,22,25-27,311. 
It follows from a Christoffel-Darboux identity that the orthonormal SzegB polynomials satisfy a 
recurrence relation of the form 
40(z) = Kj(z) = 1, (1.2) 
Qj+l$j+ltz) = z$j(z) + Yj+l@f(z), j = 0,1,2,..., (1.3) 
a,+i4j+t(z) = 7,+1Z4j(Z) +4;(Z), j = (),I,&..., (1.4) 
where the recursion coefficients y,+ 1 E C and the complementary parameters aj+ 1 are determined 
by 
(1.5) 
(1.6) 
Sj+l = djfJj+l, SO = 1, (1.7) 
see, e.g., [20,33]. It can be verified by induction that #J (z) = zj&( l/z) for each j, i.e., if $j (z) = 
CiZoPkzk, then 43(z) = Ci=oB,-kz k. We therefore refer to the 4; as reversed polynomials. The 
recursion coefficients yj are in the literature sometimes called Schur parameters or rejZection 
coefficients. Our assumption that cy (t ) has infinitely many points of increase implies that lyjl < 1 
for j > 1 and equations ( 1.2)- ( 1.7) hold for all j 9 0. 
The purpose of the present paper is to study the condition of the map K : C” ---t Cn from the 
vector of moments p = [,u~,,uz,. . . , p,, IT to the vector of recursion coefficients y = [ yl,y2, . . . , yn IT. 
We also discuss two algorithms that implement this map. The Stieltjes, Chebyshev and modified 
Chebyshev procedures are well-known schemes for computing recursion coefficients for polynomials 
that are orthogonal with respect to an inner product defined on (part of) the real axis; see [ 10-141. 
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The recursion coefficients yj for the @j can be computed by algorithms analogous to the Stieltjes 
and Chebyshev procedures. An analogue of the Stieltjes procedure has recently been presented 
in [30]; we describe this algorithm in Section 2. There we also present a short derivation of 
an analogue of the Chebyshev procedure. Our derivation is similar to Gautschi’s derivation of 
the Chebyshev procedure [lo]. Ammar and Gragg [ 1 ] have pointed out that this analogue of 
the Chebyshev procedure is equivalent with Schur’s algorithm. The latter is used in many signal 
processing applications. 
The importance of Szegd polynomials in computations stems from their relation to Toeplitz 
matrices and to trigonometric polynomials. We note that the moment matrix A4 of order, say, y1+ 1, 
associated with the inner product (1.1) is of Toeplitz form, i.e., A4 = [,Uj_k]y,k=s. Moreover, M is 
Hermitian and positive definite. In many signal processing algorithms for frequency estimation of a 
stationary stochastic signal one assumes that an autocorrelation matrix for the signal is given, and 
that this matrix is a Hermitian positive definite Toeplitz matrix, i.e., the autocorrelation matrix is 
a moment matrix associated with some distribution function Q (t ). Several of these algorithms seek 
to determine recursion coefficients y, associated with the moment matrix; see, e.g., [8,23,24,28] as 
well as [2,29]. Our analysis sheds light on the conditioning of this problem, and complements the 
stability analysis of [6] of the Levinson algorithm. The Levinson and Schur algorithms are different 
implementations of the map K. 
In some frequency estimation algorithms, see, e.g., [2,7,8,28,29] and references therein, as well as 
when computing an n-point Gauss-Szego quadrature rule for trigonometric polynomials, one seeks 
to determine a piecewise constant distribution function 0 (t ) with n points of increase, such that 
1 = 
rUj= 211. / 
exp(-ijt) da(t), -n < j < n. (1.8) 
--A 
The existence of such a distribution function u(t) is shown in [ 17,20,22]. It follows from (1.8) 
that an n-point Gauss-Szegii quadrature rule so obtained is exact for all trigonometric polynomials 
of degree less than n. Gragg [ 171 shows that the abscissas of an n-point Gauss-SzegG rule are the 
distinct eigenvalues of the unitary upper Hessenberg matrix 
-YoY1 -7oY2 “. -YoYn-I -707 
4 -71Y2 .‘. -71Yn-1 -717 
S(r) := D-1 0 0; ... -Y2Yn-I -727 D, yo:=l, (1.9) 
*. . . . . 
0 . ..ocij_. . -Yn-lT 
where D := diag[&,6i,. . . ,&-I 1, l/6, is the leading coefficient of $j and r E C is an arbitrary 
parameter of unit magnitude. The weights of the Gauss-Szego rule are the magnitude squared of 
the first component of the orthogonal eigenvectors of S ( T) normalized to have unit length; see [ 171 
for details. Efficient algorithms for the computation of Gauss-Szego quadrature rules are described 
in [ 5,18,19]. An application of Szegd polynomials to least-squares approximation by trigonometric 
polynomials is discussed in [4,30]. 
In his investigation of the condition of the maps that are implemented by the Chebyshev 
and modified Chebyshev procedures for generating, from the moments or modified moments, 
the recursion coefficients in the three-term recursion relation satisfied by polynomials that are 
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orthogonal with respect to an inner product defined on the real axis, Gautschi [lo-141 writes these 
maps as a composition of two maps. We proceed in a similar fashion in our investigation of the 
condition of the map K, i.e., we write K as a composition of two maps G and H, where G maps 
n moments pl,y2,... , pu, (assuming that ,UO = 1) to the weights {w,}r= I and abscissas {Aj}y, 1 of 
an n-point Gauss-Szegb quadrature rule associated with these moments, and H maps these weights 
and abscissas to the recursion coefficients { yj}:, , . We then split the map H into two maps H’ and 
H”, where H’ maps the abscissas onto themselves and the weights onto their square-roots, and H” 
maps the abscissas and square-roots of the weights to the recursion coefficients. The condition of 
H’ is easy to analyze; H’ is well-conditioned unless some weight is “tiny”. The map H” represents 
an inverse eigenvalue problem for unitary upper Hessenberg matrices and is discussed in [3,30]. 
In our analysis we assume that ]yj 1 < 1 for 1 < j < n and 1 yn 1 = 1. This condition on yn simplifies 
our analysis without changing the map K very much; we can for instance perturb ,uLn so that ]yn] = 1. 
That such a choice of ,u,, is possible follows from the recursions that define the Levinson algorithm. 
The moment matrix defined by the moments so obtained is singular, but has a positive definite 
leading principal submatrix of order n; see [20,23,29] for details. This perturbation implies that 
we replace the measure da(t) by an n-point Gauss-Szegb quadrature rule with positive weights 
{Wj}r,i and abscissas {A.j}y=i on the unit circle. 
We remark that the map analogous to K from the moments to the recursion coefficients for 
polynomials orthogonal with respect to an inner product on the real axis generally is severely ill- 
conditioned, and this gives rise to numerical difficulties when applying the Chebyshev procedure; see 
[lo]. However, since the monomials zj are orthogonal with respect to the measure da(t) = dt, the 
moments pj are analogous to the modified moments for inner products on the real axis discussed by 
Gautschi [ 10-141. This suggests that the analogue of the Chebyshev procedure (Schur’s algorithm) 
should be less sensitive to errors in the data than the Chebyshev procedure, and behave roughly 
like the modified Chebyshev procedure. Section 3 contains an analysis of the condition of the maps 
H and K, and Section 4 presents some computed examples that support this conjecture. 
2. Analogues of the Stieltjes and Chebyshev procedures 
The Stieltjes procedure for polynomials that are orthogonal with respect to an inner product 
on the real axis determines recursion coefficients by evaluating a sequence of inner products of 
certain polynomials. The analogue of this procedure determines recursion coefficients by evaluating 
a sequence of inner products (1.1) on the unit circle. The algorithm is obtained by combining 
formulas (1.2)-( 1.7). 
Algorithm 2.1 (Analogue of the Stieltjes procedure). 
8, := 1; @o(z) := 1; 
forj=O,l,...,n-1 do 
Yj+l := -(Z$j, l)/Sj; 
Gj+l:= ((l-IYj+II)(l + lYj+ll))"*; 
Sj+l := djfJj+l; 
Oj+l+j+l(Z) := Z+j(Z) + Yj+l4J(Z)i 
oj+l+f+l(z) := Fj+Iz4j(z) +4,*(Z); 
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If the inner products (z4j, 1 ), j = 0, 1,2,. . . , are expressed in terms of moments, then the 
Levinson algorithm is obtained; see [ 1,6,16,23]. Algorithm 2.1 has recently been considered in 
[301- 
We turn to the analogue of the Chebyshev procedure. This procedure for polynomials orthog- 
onal with respect to an inner product defined on the real axis determines recursion coefficients 
from moments. We derive an analogous algorithm for computing recursion coefficients for Szegii 
polynomials. Introduce Sjk : = (dj, zk ) and s;~ : = (q5;, zk). We note the following relations: 
SOk = ,uk> (2.1) 
Sjk = 0, 0 < k < j, (2.2) 
Sj,-1 = (Z$j, 1) = -Yj+lSjj, (2.3) 
s;k = Sj,j_k. (2.4) 
From the recurrence relation (1.3) it follows that GjSjk = Sj_l,k-1 + YjSj-l,j-k-1. This and prOpelTieS 
(2.1)- (2.4) yield the following algorithm. 
Algorithm 2.2 (Analogue of the Chebyshev procedure-Schur’s algorithm). 
s()o:= 1; 
fork = 1,2,...,n do 
SO,k := pk; 
SO,-k := /!ik; 
for j = l,...,k- 1 do 
UjSjk := Sj_l,k-1 + yjsj_l,j-k-1; 
fl,Sj,j-k := Sj-l,j-k-l + Yjjj-l,k-1; 
Yk := --Sk-l,-l/Sk-l,k-1; 
ok := ((1 - Ivk\)(l + (yk())“2; 
Skk := gkSk-l,k-1; 
Ammar and Gragg [ 1 ] note that the upper triangular matrix S = [Sjk]y,k=o determined by 
Algorithm 2.2 and (2.2) is the Cholesky factor of the moment matrix M = [~j_k]~k=O, and show 
that the computation of S from M is equivalent with Schur’s algorithm. 
3. Condition analysis 
Algorithm 2.2 determines the recursion coefficients {Yj>,“=i from the moments {pj)y=i assuming 
that ,MO = 1; thus, it is an implementation of the map K : @” --f @” introduced in Section 1. 
Analogously to the analysis by Gautschi [ 10-141, we write K as a composition of two maps 
K=HoG, 
where G maps the vector of moments /r = [,9i,p2,. . .,pnlT to the vector v = [WI,. . . ,w,,il,. . . , 
Al IT, whose components are the weights Wj and abscissas Aj of an n-point Gauss-SzegB quadrature 
rule, that can be thought of as defining the measure da (t ). H maps the vector Y to the vector of 
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recursion coefficients y = [ yl, y2, . . . , yn IT. We measure the condition of a nonlinear map A4 : x -+ y 
by the condition number 
cond(M)(x) := ,,v,,2 4JMll2, (3.1) 
where J,$.f is the Jacobian of A4 and ]I . (12 denotes the Euclidean vector norm as well as the 
subordinate matrix norm. Also the Frobenius matrix norm I/ 11 F will be applied. We determine a 
bound for the condition number of K by first bounding cond( G) and cond(H), and then use the 
fact that 
cond(K) d cond(G) cond(H). (3.2) 
3.1. Condition of the map H 
Decompose H into two maps 
H = H” o H’, 
where H’mapsthevectorv = [wl,w2 ,..., w,,,ilr ,..., L,lTtov’= 112 [wr l/2 ,w2 ,..., w, 1’2,;ir,..., 
&IT, and H” maps v’ to y = [yr,y2,. . . , yn ] ‘. We first consider the condition of H’. 
Lemma 3.1. Let m := maXIGjGn wj -‘I2 The condition number of the map H’ then is bounded by . 
m 
23/2 d cond(H’)(v) d im. 
Proof. The Jacobian of H’ is given by 
JH’ := diag[iw,“‘, $w;“~,.. ., ;w,‘~~, 1, 1,. .., 11. 
From 
/Lo = 2WI = 1, Wj > 0, 
j=l 
(3.3) 
it follows that m > 1, and, therefore, I] JH~ 112 = im. Formula (3.3)) moreover, yields 
n1j2 < ]]v]]2 < (n + 1)1/2, ]]v’]]2 = (n + l)l/*. 
The lemma now follows from (3.1). 0 
(3.4) 
The map H’ is ill-conditioned only if there is a “tiny” weight Wj. We turn to the map H”. This 
map solves an inverse eigenvalue problem for unitary upper Hessenberg matrices. Given distinct 
eigenvalues {Aj}r=r on the unit circle, and first components {~f’~}y=, of normalized eigenvectors, 
determine a unitary upper Hessenberg matrix S with positive subdiagonal elements, such that 
SW = w/i, (3.5) 
where A = diag[Ir,Lz, . . . , A,,] and W is a unitary matrix of eigenvectors with eTJ4’ej = w,!“, 
1 d j d n. Throughout this paper ej denotes the jth axis vector of appropriate dimension. This 
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inverse eigenvalue problem is considered in [ 31. Its unique solvability follows, e.g., from the Implicit 
Q Theorem; see [ 16, Theorem 7.4.2, p.3671. 
It is clear from (3.5) that S can be determined by a unitary similarity transformation of II. The 
matrix S has the representation 
S = G,(~1)G2(r2)...G,-,(~~-,)~~(~~), (3.6) 
where the Gj (yj), 1 < j < n, are II x n Givens matrices 
Gj(yj) I= 
and 
i 
lj-I 
-Yj oj 
oj Yj 
In-j-1 
G,(yn) := diag[l, l,..., 1,-y,]. 
Here Zj denotes the j x j identity matrix. The yJ in (3.6) are the desired recursion coefficients, and 
the Oj are given by (1.6). Thus, the recursion coefficients yj can be obtained from S by multiplying 
S from the left by the matrices mT for increasing j. Note that the right-hand side of (3.6) can 
also be written in the form (1.9) with r = yn. 
Hence, the recursion coefficients {yj}J=i can be determined from {,2j},“= 1 and {wf”}r= 1 in two 
steps, each of which requires unitary transformations (i) compute the unitary upper Hessenberg 
matrix S in (3.5), and (ii) determine the parametric representation (3.6) of S. The fact that 
the map H” can be implemented by using unitary transformations suggests that H” is fairly well- 
conditioned. However, the unitary matrix W and the Givens matrices Gj (yj) depend on the data, 
i.e., on the ‘lj and wjf2. A careful analysis is therefore rather complicated. Numerical experiments 
reported in [30] and computed examples in Section 4 indicate that the map H” typically is much 
better conditioned than the map G. Similarly as Gautschi [ 1 O-141 in his analysis of the maps that 
are delined by the Chebyshev and modified Chebyshev algorithms, we therefore refrain from a 
detailed analysis of the conditioning of H and turn to the map G. We remark that the algorithm 
for the inverse eigenvalue problem presented in [ 31 and applied in [ 301 yields the representation 
(3.5 ). The algorithm proceeds by manipulating unitary upper Hessenberg matrices represented in 
the form (3.6), without explicitly computing the elements of S or of any intermediate unitary upper 
Hessenberg matrix. 
3.2. Condition of the map G 
Our analysis is similar to Gautschi’s analysis [ lo] of the corresponding map for the modified 
Chebyshev algorithm. The weights Wj and abscissas /zj of an n-point Gauss-Szeg6 quadrature rule 
satisfy 
WjAF = pk, k = -n + 1,-n + 2 ,._., n- 1, (3.7) 
j=l 
where p-k = jik. The map G is determined by this nonlinear system of equations. Since there are 
2n unknowns and only 2n - 1 equations, the one degree of freedom allows us to fix Li = 1. Due 
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to the rotational symmetry of the problem, this does not affect the condition of G. The nonlinear 
system so obtained has a unique solution with distinct abscissas jlk. This follows, e.g., from the fact 
that the ilk are eigenvalues of the matrix ( 1.9), which has distinct eigenvalues. 
Consider now the inverse map F : v + p, Y = [wl,. .., w,, l,Az ,..., AnIT. It follows from (3.7) 
that the Jacobian of F can be written as 
JF = TB, 
where 
i, := diag[I,,, I%], l@:= diag[wz,...,w,], 
and 
1 A-(-l) .., p-1) -(n - 1);1,” . . . _(n - 
2 
T:= 
We then have 
L 
1 )A,” 
. . . . . . 
1 q’ . . . 2;’ 
1 1 ... 1 
1 A2 . . A., 
. . . . . . 
1 Ai-1 . . . q-1 
42 . . . 
0 . . 
1 . . 
(n - 1 M-2 . . . 
-A,2 
0 
1 
(n - l)Ai-2 
Let 
JG = JF1 = i>-‘T-l. 
n-1 
P,(z) := C ajkzk, j = 1,2 ,..., yt, 
kc-n+1 
and 
n-l 
Qj(z) := C bjkZk, j = 2,3,...,n, 
k=-n+l 
be Laurent polynomials with the following properties: 
pj(Ak) = ajk, k = 1,2 )...) y1, 
p,‘(&) = 0, 
j = 1,2 )...) n, k = 2,3,. . . , n, 
Qj(Ak) = 0, k = 
j = 2’37-‘-7n’ 
1,2 ,..., n, 
Q;(Ak) = 6jk, k = 2,3 ,,.., II, 
where djk denotes the Kronecker S-function. The Laurent polynomials Pj and Qj are uniquely 
determined and 
T-l= A 
[ 1 B ’ 
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whereA= [ajk], 1 d j<n, -n < k < n, and B = [bjk], 2 d j d n, -n < k < n. Hence, 
IIJcll:: = 1141:: + IIW-‘Bll2,. (3.8) 
This leads to the following bound. We remark that the bound can become large when there is a 
tiny weight wj or when the abscissas ;lj are clustered on a small subarc of the unit circle. 
Theorem 3.2. The condition number of the map G is bounded by 
cond(G) (p) < IIJGIIF 
where 8k = 2rck/(2n - 1). 
Proof. We lirst show the equality in (3.9). With z = exp (it) we obtain 
& 1 lPj(Z)12 dt = n? Iad2 
-R I=:+ 1
_I. 
and 
n-l 
= 1 lbj/12. 
I=-n+l 
It follows from (3.8) that 
n 
ll~cllt = & / lP1 (z)12 dt + $ & 1 (IC(Z)I’ + ‘Qtr”2) dt. 
--K --IT 
But the (2n - 1 )-point trapezoidal rule with equidistant abscissas on the unit circle is exact for the 
powers zk for -2n + 1 < k < 2n - 1. H,ence, 
and, for 2 d j < n, 
1p~(~)l2 + IQj(z)l’ 
Wi” 
This shows the equality in (3.9). The inequality in (3.9) now follows from (3.1), the inequality 
llJc]]z < ]lJ~]]r and the fact that I],~]12 < I]v1]2. The latter inequality is established by Lemma 3.3 
below. 0 
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Lemma 3.3. Let the Hermitian moment matrix A4 = [pj-k]y,k=o be singular with a positive definite 
leading principal submatrix of order n. Assume that p. = 1. Then 
llPll2 < IIVll2~ 
where as usual p = [,u,, . . . ,,u,,]= and v = [w,,. . . ,wn,A1,. . . ,A,,]=. 
(3.10) 
Proof. We first show that [,u~I < 1 for 1 < k < n. Let t E R satisfy r(lk = l,ukl exp(it), and define 
the vector 
x := el - exp(-it)ek+,. 
Then 
0 < XTMX = 2 - ZlPkl, 
i.e., l~kl < 1. Similarly one can show that Ipu,l d 1, and therefore IIpIIi < n. Now (3.10) follows 
from (3.4). 0 
When evaluating the right-hand side of (3.9) in Section 4 we use the following explicit formulas 
for the Laurent polynomials Pj and Q,: 
Pl (Z) = II (Z)& w’ ), 
Pj<Z) = ij(Z)lj(Z-‘) { $$ - (lj(ij) -Ar2Ti(ij1)) (Z-A,)}, 
Qj(z) = I/(Z)lj(Z-‘)(Z-Aj), 
where Ij (z ) and & (z ) are Lagrange polynomials 
and 
k#j 
kfj 
(3.11) 
(3.12) 
4. Numerical examples 
In this section we evaluate the bound for the condition number of G given by Theorem 3.2 
for several distribution functions a(t). The calculations were carried out on a Vaxstation 2000 
in double-precision arithmetic (approximately sixteen significant digits). In the tables, “cond(G)” 
gives the evaluations of the upper bound given by (3.9), i.e., we bound the condition number of G 
by the Frobenius norm of the Jacobian of G. We found that this quantity is an accurate indicator 
of the condition of the map. The weights and abscissas are functions of the parameter r = yn of 
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Table 1 
cond(G) 
m n=4 n = 10 n = 20 n = 30 
1 2.59 10’ 9.61 10’ 5.97 lOI 5.23. 10” 
2 3.31 1.48. lo5 7.26. 10” 4.91 . 10” 
3 1.92 6.20 lo* 1.06. lo* 2.49. 1013 
4 1.78 8.42 10’ 1.90 lo6 5.80. 10” 
5 3.37 2.08 10’ 1.16. lo5 7.11 . 108 
00 1.92 2.06 2.11 2.12 
unit length in (1.9). However, we found that the computed bound (3.9) does not change much 
with T = yn. In the examples we chose yn = - 1. 
4.1. Discrete inner product 
We first consider inner products 
(f,g) := ~f(J+j)g(J.j)Wj~ 
j=l 
in which all Wj : = 1 /n, and the abscissas ,?j : = exp (itj ) are equidistant on the circular arc 
i 
exp(it): 
mn mn 
--<t<- 
m+l 1 m+l ’ 
for some value of m B 1. Thus, tj := p(2(j - l)/(n - 1) - l), where P := mn/(m + 1). With 
Q: := /?/(n - l), we obtain 
~j = l_cosjlj-cos((n + l)jd_ 
n 1 - cos 2jcy 
The results are displayed in Table 1. When m = 03, the abscissas Aj are equidistant on the 
unit circle, and the abscissas and weights form a Gauss-SzegB quadrature rule associated with the 
distribution function a(t) = t. We find that as m increases, the condition of G improves. This is 
to be expected, because the abscissas are more uniformly distributed on the whole unit circle the 
larger m is. 
Table 2 records results from computations with abscissas J.j with randomly generated arguments 
that are uniformly distributed in the interval [-n, n]. All weights are chosen to be l/n. Many of the 
arguments of the abscissas generated by the random number generator differ only in their third or 
fourth decimal places. Since the Lagrange polynomials (3.11) and (3.12) used in evaluating l[J~ll~ 
have denominators J.j - &, this phenomenon gives rise to large values of the right-hand side of 
Table 2 
n 
4 
10 
20 
30 
cond(G) 
7.42 
2.44 lo6 
3.47. 109 
5.22 . lOI 
Table 3 
cond(G) 
n 
10 
40 
80 
Example 4.2.1 Example 4.2.2 
1.09. 10’ 1.68 
1.31 10’ 1.82 
8.68 1.79 
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(3.9). Actual computation of the recursion coefficients from the moments by Algorithm .2.2 reveals 
that, indeed, the map K is very ill-conditioned for n 3 10. 
4.2. Continuous inner product 
Two examples are presented. In Example 4.2.1 we let 
R 
(f,g) := & /j(z)g(z)d(e’). 
--K 
The moments are then explicitly known: 
pj := WE (1 + ij). 
71 
For Example 4.2.2 we choose 
2n 
(f,g) := (2n)+‘//(z)g(z) d(2t112). 
0 
Then the moments are given by 
pj := .-‘j2 J (C(2j’l’) - iS(2j”2)) , 
where 
X X 
C(x) := 
s 
cos( ;nt2) dt, S(x) := 
I 
sin( int2) dt 
0 0 
are the Fresnel integrals. In these examples we generate the recursion coefficients { yj}y, 1 by Algo- 
rithm 2.2. The weights Wj and abscissas Aj are determined from the spectral decomposition of the 
unitary upper Hessenberg matrix S ( Y,, ) defined by ( 1.9). We compute the spectral decomposition 
by the double-precision EISPACK [32] subroutine COMQR2; however, computations could also 
have been carried out with the faster schemes described in [ 5,18,19]. The results are recorded in 
Table 3 and show the bound (3.9) to grow much slower with n than in Table 2. 
5. Conclusion 
An analysis is presented of the condition of the map K from the moments ,Uj associated with 
an inner product defined on the unit circle to the recursion coefficients yj of Szeg8 polynomials. 
The map K is split into two maps H and G, and we pay particular attention to the condition 
of the latter map. The map G is found to be rather well-conditioned if the mass of the measure 
da(t) is spread fairly uniformly on the unit circle. Our analysis of the map H and computed results 
reported in [30] suggests that H also is fairly well-conditioned for such measures. Thus, in view 
of (3.2), our analysis indicates that K is rather well-conditioned when the mass of the measure is 
spread fairly uniformly on the unit circle. In particular, the use of moments associated with an inner 
product on the unit circle can be numerically sound. For comparison, we note that the analogue of 
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the map K, which maps moments to recursion coefficients of polynomials orthogonal with respect 
to an inner product on the real axis, and is implemented by the Chebyshev algorithm, typically is 
severely ill-conditioned. 
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