The land surface forms an important component of Earth system models and interacts nonlinearly with other parts such as ocean and atmosphere. To capture the complex and heterogeneous hydrology of the land surface, land surface models include a large number of parameters impacting the coupling to other components of the Earth system model.
Introduction
The land surface is an important element in Earth system models (IPCC 2013; Gedney et al. 2014) . The hydrology at the land surface is extremely complex; for example, there is lateral and vertical heterogeneity of the soil and the vegetation and nonlinear processes that govern the exchange of energy and water between the land surface and the atmosphere (Seneviratne et al. 2010) . Capturing these processes with land surface models is a great challenge (Beven and Binley 1992; Beven 2001) . Thanks to the advance in computational resources, their complexity is growing as additional processes are implemented (Oleson et al. 2010; Balsamo et al. 2011) .
However, despite an improved physical representation of land surface processes, the models' performance is not necessarily increasing . This is because the calibration of land surface models becomes increasingly difficult as increased model complexity usually involves more (effective) model parameters and other challenges such as increased uncertainty in the model structure. Furthermore, it is challenging to apply model parameterizations at the required spatial scales (Kauffeldt et al. 2013 (Kauffeldt et al. , 2015 . The calibration of model parameters is moreover complicated by the scarcity (and uncertainty) of observations of land surface hydrology and of basic characteristics of the soils and the vegetation.
In this study we focus on the European Centre for Medium-Range Weather Forecasts (ECMWF) land surface model Hydrology Tiled ECMWF Scheme of Surface Exchanges over Land (HTESSEL; Balsamo et al. 2011) . To address the uncertain representation of the land surface therein, we adopt a comprehensive approach proposed by Orth and Seneviratne (2015) to calibrate HTESSEL against multiple hydrological observation datasets in Europe. For this purpose we determine a number of poorly constrained parameters and perturb them in many different combinations using a quasi-random variation strategy (Sobol' 1967) . Employing observed meteorological forcing, the resulting uncoupled model simulations allow us to identify sensitive parameters and, furthermore, a number of different but equally well-performing sets of parameters.
Usually, the scope of the model calibration defines the methodology. For example, in numerical weather prediction systems the land model should contribute to high forecast skill scores (Cloke et al. 2011; MacLeod et al. 2016 ). However, model calibration within such a coupled system is difficult and computationally demanding.
Here, we address this problem and investigate the transferability of results from uncoupled model experiments to a coupled setting. An uncoupled setting means running the land surface model driven with (observed) atmospheric forcings without any feedback to the atmosphere. A coupled model run includes running both the land surface model and an atmospheric model that computes the atmospheric forcings taking into account the feedback (e.g., evaporation fluxes) from the land surface. We compare model performance across uncoupled and coupled settings by extending the uncoupled model calibration approach and testing the derived bestperforming parameter sets in coupled subseasonal ensemble weather forecasts. Thereby, we analyze to which extent a comprehensive coupled modeling system may benefit from an uncoupled model calibration that is more straightforward and much less computationally demanding.
Going beyond model calibration, in a last step we try to provide a new perspective on land model parameter uncertainty. We analyze potential benefits of considering different but equally well-performing land model parameterizations for the forecast ensemble generation. This is done with coupled model experiments, which are rare in other studies owing to the related computational effort. Using equifinal model parameterizations in this approach allows us to jointly capture uncertainties arising from the model parameterization and from the initial conditions as these change in response to parameter changes. Such an approach can be useful as representing surface variable uncertainties is difficult because their distributions can change over time (Tennant and Beare 2014) , and it provides an alternative to model uncertainty assessment through testing different physics schemes (Hacker et al. 2011 ). The following two sections describe the data and methods used in this study, followed by the results discussion of the uncoupled and coupled simulations, and the last section resumes the main conclusions of this study.
Methodology a. Model description

1) HTESSEL
The ECMWF land surface model HTESSEL (Balsamo et al. 2011) computes the land surface response to atmospheric conditions, simulating the surface water and energy fluxes and the temporal evolution of soil temperature, soil moisture content, vegetation interception, and snowpack conditions.
At the interface with the atmosphere, each grid box is divided into up to six land tiles representing different land covers (e.g., bare ground, high/low vegetation, exposed snow, shaded snow, and interception). The surface energy balance is computed independently for each tile prior to solving the soil and snow mass and energy balance. Therefore, for this explicit formulation, a skin conductivity parameter is required to represent the thermal conductivity between the skin layer and the underlying soil (accounting for processes like radiative transfer within the canopy). The interception reservoir is a thin layer on top of the soil/vegetation, collecting liquid water by the interception of rain a collection of dew, evaporating at the potential rate. The vegetation transpiration is modeled by the canopy resistance that is a function of the available radiation, leaf area index, soil moisture water vapor deficit, and minimum stomatal resistance. The soil is discretized in four layers constant globally (with depths of 7, 21, 72, and 189 cm) for the water and energy transfer. Water leaves the soil column in the bottom layer as free drainage, and at the surface, a variable infiltration rate that accounts for the subgrid variability related to orography is used to compute the surface runoff.
2) ECMWF ENSEMBLE PREDICTION SYSTEM
For the coupled subseasonal forecasting experiments we used a model configuration similar to ECMWF's current operational ensemble prediction system (ENS). The ENS used for operational monthly forecasting is a 51-member ensemble of coupled ocean-atmosphere model integrations up to a lead time of 60 days. The first 10 days are performed with a TL639 resolution (;28 km). After day 10, the resolution is TL319 (;50 km). The 60-day forecasts are performed every Thursday and Monday. The ensemble members differ slightly with respect to their initial conditions and stochastic physics to represent the uncertainties inherent in the operational analyses. In this context, initial conditions refer, for example, to initial soil moisture and pressure fields. Differences in the stochastic physics are generated by random perturbations applied to the tendencies in the atmospheric physics. The initial conditions of the respective ensemble members are produced using the singular vector perturbation method (these include perturbations in the extratropics and perturbations in some tropical areas by targeting tropical cyclones) and also perturbations from the data assimilation. The ocean initial conditions are furthermore perturbed by accounting for wind stress uncertainties in the ocean data assimilation.
In comparison with the operation system, our experiment setup differs in resolution and ensemble size. A lower resolution (T255, ;60 km, constant through the entire forecast period) and reduced ensemble size (15 instead of 51) was necessary to reduce the computational cost of these experiments in order to be able to test several land surface perturbations.
b. Model simulations
Understanding the impact of land model parameter uncertainty on its performance is key to answering the question whether accounting for this parameter uncertainty can improve weather forecasts. For this purpose we need to test a large number of parameter sets in a computationally affordable setting. Selecting a subset of parameter sets, we then test and transfer the initial findings to extended model simulations. This is achieved by analyzing three different configurations (see Table 1 
1 August, and 15 August). The forecasts are computed to a lead time of 45 days and consist of 15 ensemble members, thereby allowing a probabilistic evaluation. The initial atmospheric conditions are taken from the ERA-Interim reanalysis (Dee et al. 2011 ) for all forecast experiments and the initial land conditions are taken from global uncoupled HTESSEL simulations with the corresponding set of parameter perturbations. That means the initial land initial conditions differ across experiments, while the initial atmospheric conditions are the same (Fig. 2) .
c. Parameter perturbations
1) SAMPLING THE ENTIRE PARAMETER SPACE
The search for efficient and effective ways to constrain model parameters and their uncertainties is a longstanding topic in land surface modeling, and different methods have been proposed (e.g., Harrison et al. 2012; Beven and Binley 2014) .
In contrast to these studies that use Monte Carlobased techniques, we employ in this study a quasirandom parameter perturbation approach proposed by Sobol (1967) because it allows us to sample the entire multidimensional parameter space more efficiently and it ensures no cross correlations between the perturbations of individual parameters. We have decided not to assume any cross correlations as we feel such an additional assumption is not necessary here because calibrating the model toward optimal performance will properly adjust these correlations anyway. This approach allows extending a purely statistical treatment of the issue with hydrological consideration of error and uncertainty. For a comprehensive sensitivity analysis we perturb a number of selected parameters simultaneously (Saltelli et al. 2008) . This allows us to derive the total sensitivity of the model performance against each individual parameter [for applications, see Cloke et al. (2008) , Pappenberger et al. (2008) , and Dobler and Pappenberger (2013) ]. We select six parameters of which we perturb the default values in this study. This choice is based on expert judgment by the model developers and existing literature in this area (e.g., Harrison et al. 2012; Santanello et al. 2013; MacLeod et al. 2016) ; the parameters are chosen as they are poorly constrained because of scarce measurements and/or large spatial heterogeneity and as they are deemed important for the model's land hydrology. An overview is provided in Table 2 . The chosen parameters constitute only a small fraction of the model parameters (i.e., currently of the order of 100). Note that even though more parameters would allow for a more comprehensive model calibration, we are limited by the computational cost as the number of possible combinations of perturbed parameters increases drastically with the number of parameters. We perturb the parameters by applying multiplicative factors to each of them. The factors are chosen from a range between 0.25 and 4, which keeps the variations within a physically plausible range but still allows for a substantial impact on the model simulations. The multipliers are kept constant in space and time. To further limit the computational effort we use an efficient quasirandom variation strategy to perturb the parameters as described above. To assess interactions between the effects of individual parameters additionally to the total sensitivity of each parameter, we compute a set of 200 perturbations (multiplicative factors) for each of the six parameters. Then, we exchange the first 100 perturbations of the first parameter with the latter 100 perturbations of the same parameter. This is done for each parameter separately and also for every possible combination of 2 parameters, resulting in 200 (original perturbations) 1 6 3 100 (exchanged perturbations for each parameter) 1 15 3 100 (exchanged perturbations for every set of 2 parameters) 5 2300 sets of parameter perturbations. Note, however, that even though we use a large number of parameter perturbations and an efficient sampling strategy, we inevitably miss some regions in the large six-dimensional parameter space, and this consequently impacts our estimation of parameter uncertainties.
2) SELECTING SUBSETS OF PERTURBED PARAMETER SETS
As described above the corresponding 2300 HTESSEL simulations are performed at six locations, whereas a subset of 50 sets of parameter perturbations is chosen for simulations across Europe. One-half of these 50 sets represents the best-performing parameter sets, and the other half is randomly chosen from the remaining 2275 sets to represent the full variability of the parameter space. To determine the performance of the parameter sets we first rank all 2300 simulations by comparing them against each of the four validation datasets [section 3b(1)]. For each parameter set, six ranks are computed based on anomaly correlation for soil moisture, terrestrial water storage, streamflow and ET, and absolute biases for streamflow and ET.
The best-performing sets of parameter perturbations are determined by the following: (i) the sum of the six ranks of the respective simulations must be among the 10% lowest of all 2300 and (ii) the individual ranks must all be lower or equal 1311 (557% quantile) out of 2300. These numbers were chosen to yield exactly 25 best-performing parameter sets. Note that these include the default parameter set of HTESSEL without any perturbations.
The additional 25 sets of parameter perturbations are selected randomly from the remaining 2275 simulations, thereby ensuring that these 25 parameter perturbations are reasonably different (i.e., mostly uncorrelated). For this FIG. 2 . Illustration of soil moisture evolution before and after forecast start. Initial soil moisture conditions differ, reflecting different model behavior caused by different parameter sets. During the forecast period, the initial soil moisture difference is increasingly overlain by the different atmospheric forcings in the different ensemble members. Table 2 ) and five sets of the (other) best-performing parameters and of the additional parameters, respectively. To make this selection we test all possible combinations of 5 out of 25 parameter sets to select the combination with the most uncorrelated parameter perturbations (see above).
d. Computing parameter sensitivities
To assess the sensitivity s of the performance p of a particular output variable of HTESSEL against the perturbations of a particular parameter i we compute (Saltelli et al. 2008) 
where p is the model performance expressed as anomaly correlation or bias and computed against any validation dataset [section 3b(1)], var(p) is the variance thereof, E(p j i) is the expected value of p conditional on parameter perturbation i, and E(p j i) is estimated by fitting a cubic spline function [see also Touzani and Busby (2013) ], as illustrated in Fig. S1 in the online supplemental material. The sensitivity computed in Eq. (1) is high if there is a relationship between the perturbations of parameter i and the resulting model performance p; that is, if such a fitted spline function can capture a large part of the variability of the individual performance's p. In contrast, the sensitivity is low if the scatter of the performances p is large and random such that a fitted function cannot capture much of the overall variability. The sensitivity varies between 0 and 1; if the performance of any output variable is strongly sensitive to the perturbations of a particular parameter, s will be close to one, whereas otherwise it will be close to zero. The total sensitivity described above consists of (i) a first-order sensitivity that reflects the direct impact of a particular parameter and (ii) higher-order sensitivity that captures the impact of interactions a particular parameter with other parameters. The experimental design described in section 2b allows us to employ corresponding equations from Saltelli et al. (2009) (Table 2 therein) to compute these components.
e. Construction of multiparameterization ensemble forecasts
We test if the consideration of land model parameter uncertainty can improve ensemble weather forecasts.
For this purpose we construct ensemble forecasts in three different ways: (i) using ensemble members of all five ensemble forecasts performed with the five best parameter sets [see section 2c(2)], (ii) using ensemble members of all five ensemble forecasts performed with the five additional parameter sets [see section 2c(2)], and (iii) using ensemble members of all three ensemble forecasts performed with the three best-performing parameter sets in terms of temperature and precipitation forecast skills. This ensemble construction is done by randomly selecting individual ensemble members from the forecasts computed with the respective parameter sets. However, aiming for similar initial spread and mean in the resulting constructed ensemble compared with the other ensembles, we ensure that at least 5 out of the 15 members have initial values lower or equal than the unperturbed member of the respective conventional ensemble and at least another 5 should have larger or equal initial values.
f. Forecast skill measures
To assess the coupled global forecasts described in section 2b, we infer temperature and precipitation forecast skills [see section 3b(1) for reference datasets]. For a robust evaluation of forecast skill we consider several skill metrics: 1) Anomaly correlation: Correlating forecasted versus observed anomalies. These are derived by subtracting the respective climatological seasonal cycle as determined from the reference data and the forecasts, respectively, over the investigated time period 2001-10. 2) Bias: Here we use the absolute forecasted values and compare them directly with the reference data to obtain the difference. 3) Reliability: To quantify the reliability of the forecasts, we use reliability diagrams [ Fig. S2 in the online supplemental material; see also Weisheimer and Palmer (2014) ]. These diagrams investigate the ability of the forecasts to detect an event; in this study we consider temperature/precipitation below 33% quantile or above the 66% quantile. Therefore, from all forecasts within a particular region, we select forecasts predicting similar occurrence probabilities (e.g., 10%-20%) of such an event, as determined from their ensemble members; then the mean observed frequency of the event in the selected cases is computed. This is done for all occurrence probabilities that occur in the forecasts. To quantify the relationship between observed frequencies and forecasted probabilities, we consider the slope of a linear least squares regression line using the number of available forecasts for each range of forecasted occurrence probabilities as weights.
To investigate reliability, we employ climate regions suggested by Seneviratne et al. (2012) . For the analysis of forecast skills in Europe, we focus on the respective three regions (north, center, south), but we also average the anomaly correlations and biases across these regions to simplify the analysis.
To evaluate the forecasts, we focus on three ranges of lead times: 1-15, 16-30, and 31-45 days. All forecasts, as well as the reference data are averaged over the respective period such that the skill measures are computed with these averages.
Data a. Forcing data
To force the uncoupled HTESSEL simulations (first two rows in Table 1 ) we use the WFDEI dataset , which is derived from bias corrected ERA-Interim data (Harding et al. 2011) .
We rerun the uncoupled European simulations with replaced precipitation and radiation data to test the role of the forcing dataset and to ensure that our results are not dominated by errors and uncertainties in the forcings. In this context precipitation and radiation forcings were chosen as uncertainties in those dataset will have the largest impact on modeled land hydrology . We replace the bias corrected ERAInterim precipitation with precipitation from the E-OBS dataset (Haylock et al. 2008) , which is derived by upscaling rain gauge measurements. The replacement for radiation is the satellite-derived shortwave and longwave downward radiation data from the CERES experiment (http://ceres.larc.nasa.gov/order_data.php, accessed on 19 June 2015) and the NASA/GEWEX SRB dataset (http://gewex-srb.larc.nasa.gov/, accessed on 19 June 2015). As in Orth and Seneviratne (2015) we join these two datasets after adapting local means and variabilities of SRB to the more reliable CERES data to derive a continuous record from 1984 to 2012. The remaining forcing data (wind, pressure, relative humidity, and temperature) are left unchanged.
b. Validation data
1) VALIDATION OF UNCOUPLED HTESSEL
SIMULATIONS
We assess the uncoupled model simulations (see previous section) in terms of soil moisture, evapotranspiration, and streamflow. Therefore we use several observationbased meteorological and hydrological datasets as a reference to validate the uncoupled simulations in a multiobjective optimization framework (e.g., Vrugt et al. 2003; Orth and Seneviratne 2015 Table S1 in Orth and Seneviratne (2015) . Data from each station cover at least 4 yr and four measurement depths. Locations of two sites in each country are selected to yield the six locations where the first set of HTESSEL simulations is computed (section 2b). (ii) GRACE terrestrial water storage anomalies derived from satellite measurements (Swenson and Wahr 2006; Landerer and Swenson 2012 Note that the validation is performed over different time periods, depending on the reference dataset. Evaluation of the model simulations is performed at the monthly time scale, except for soil moisture where daily observations are available. To validate the first set of simulations at the six locations, we use soil moisture data from the respective locations, GRACE and ET data from the respective grid points, and streamflow data from nearby catchments. However, as there are no data from catchments close to the Italian sites, we do not perform a streamflow validation there.
2) VALIDATION OF COUPLED FORECASTS
We investigate the performance of the coupled forecasts with respect to temperature and precipitation. To assess their quality in Europe, we use the E-OBS dataset as a reference. As mentioned above, this dataset is derived from a large number of ground observations that are then interpolated to a regular grid (Haylock et al. 2008) . To infer forecast skills globally we employ data from the ERAInterim reanalyses, whereby the precipitation data have been corrected with monthly data from the Global Precipitation Climatology Project (GPCP; Adler et al. 2003 ; http://www.esrl.noaa.gov/psd/data/gridded/data.gpcp.html, accessed on 22 June 2015), as used in the ERA-Interim/ Land reanalysis (Balsamo et al. 2015) .
Results
In this section we first assess the sensitivity of uncoupled HTESSEL simulations to the applied parameter perturbations. We also analyze the role of the forcing and the considered domain in this context. Thereafter, we investigate the sensitivity of forecast skills of coupled subseasonal forecasts to the applied land model parameter perturbations. Finally, we show how accounting for land model parameter uncertainty can improve forecast skills in Europe and around the world, especially during extreme events.
a. Uncoupled simulations
1) PARAMETER SENSITIVITIES AT SELECTED
LOCATIONS
We perform uncoupled simulations with HTESSEL at six locations (Fig. 1 ) using 2300 combinations of six perturbed parameters (sections 2b and 2c; Table 1 ). The simulated soil moisture, ET, and runoff are evaluated against corresponding observations [section 3b(1)].
The results are shown in Fig. 3 . The red point in each plot denotes the default parameterization, which is mostly among the highest correlations or lowest biases, indicating comparatively good performance of the Performance of uncoupled HTESSEL simulations in terms of soil moisture (dynamics), GRACE terrestrial water storage (dynamics), ET (dynamics, bias), and runoff (dynamics, bias), assessed against multiplicative factors applied to each parameter (i.e., each plot contains 2300 points). Red dots refer to the default HTESSEL calibration, green dots show the other 24 best-performing parameter sets, and blue dots denote the selected 25 additional parameter sets. Sensitivity of any performance metric against any parameter perturbation is expressed by the color of the surrounding box.
APRIL 2016 O R T H E T A L .
current model parameterization. As described in section 2c(1), we select 25 best parameter sets and 25 additional parameter sets based on these results. The 25 best parameter sets are shown in green. There is a clustering of their respective multiplicative factors of the minimum stomatal resistance and the soil depth but not of other parameters. This means that these parameters have a profound impact on the model performance, and their respective values need to be within a tight range to ensure good model performance. To sample the entire parameter space with a reduced set of parameter perturbations we select the additional parameter sets [section 2c (1)]. These are shown in light blue and as intended they cover the entire perturbation range of each parameter. The sensitivities of model performance to the individual parameters (section 2d) are shown by the color of the plot frames. We find a strong sensitivity of model performance with respect to the minimum stomatal resistance. Furthermore, the ET performance is sensitive to the soil moisture stress function, and the runoff dynamics and the total terrestrial water storage are sensitive to the employed soil depth. This can be explained as the soil depth influences the variability of the water storage. Model performance is not sensitive to the three remaining parameters runoff depth, skin conductivity, and maximum interception. However, evaluating HTESSEL's performance in a different context with other than the hydrological observations employed here may yield different results; tests with satellite-based measurements of land surface temperature revealed an important role of the skin conductivity parameter (not shown). In some cases such as for ET dynamics, the sensitivity varies across the range of tested parameter values; for example, the soil moisture stress function has no impact if it is decreased but strong influence if it is larger than the default value. Sometimes results are furthermore contradictory; an increased soil depth, for example, improves the model's performance in terms of terrestrial water storage but deteriorates the simulated runoff dynamics. This underlines the usefulness of our multivariable evaluation approach. Note that with this approach we also validate the model across temporal scales (daily soil moisture, monthly ET, and runoff) and spatial scales [different footprints of the observations; see section 3b(1)], which increases the robustness of the results.
Interestingly, the best parameter sets contain only runoff depth values equal or smaller than the default, even though this parameter is not sensitive (see Fig. S3 in the online supplemental material). Among the best 10% parameter sets (5230) there are also larger runoff depth values; however, only very few of the corresponding parameter sets perform well against runoff and GRACE dynamics at the same time [applying the 57%-quantile threshold described in section 2c (1)]. None of these finally performs well in terms of ET bias.
2) ROLE OF SPATIAL DOMAIN AND ATMOSPHERIC
FORCING
In a next step we test the representativeness of the model performance at the six selected locations. For this purpose we compare ranks of the 50 selected parameter sets (25 best including the default and 25 additional shown in green and light blue, respectively) across different domains and atmospheric forcings. The ranks are inferred from the sum of the ranks in the individual rankings against each observation dataset [section 2c(1)]. Figure 4a shows the overall ranks of the selected 50 parameter sets plotted against the ranks among these 50. It confirms that the 25 additional parameter sets are not only well distributed across the parameter space but also in terms of their performance. Figure 4b shows that the model performance assessed at the six locations is somewhat representative for the performance across the entire continent, although the rankings differ to some extent. The best datasets still perform better than the randomly chosen parameter sets, even though there is substantial scatter. These results (roughly) validate our approach to start the analysis with only six representative locations to allow testing many parameter sets. Figure 4c shows the rankings at the six locations with E-OBS and WFDEI atmospheric forcing (section 3a); the results are similar. The performance of any parameter set is hence roughly independent from the employed forcing data; this is a useful characteristic for model calibration in general.
b. Coupled subseasonal forecasts
In this section we present results on the forecast skill obtained with different HTESSEL parameter sets Fig. 3 , but for the evaluation of the coupled temperature forecasts using anomaly correlation and bias as performance metrics. Each row refers to a particular lead time. Results are displayed for northern, central, and southern Europe, as denoted by the different symbols.
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employed within the coupled forecasting system [section 2a(2)] and its sensitivity toward particular parameters. The focus is mainly on Europe, whereby we distinguish between northern, central, and southern Europe.
1) SENSITIVITY OF FORECAST SKILL ON LAND
MODEL PARAMETERS Figure 5 shows temperature forecasts skills (anomaly correlation and bias) associated with 11 HTESSEL parameter sets at aggregated lead times of 1-15, 16-30, and 46-60 days in the three European subregions. Because of computational constraints we had to select a subset of 11 parameter sets (default 1 5 others of the best parameter sets 1 5 of the additional parameter sets) from the previously considered 50 parameter sets [section 2c (1)]. Focusing on the obtained sensitivities we find that soil depth and stomatal resistance are impacting forecast skills. Also runoff depth and skin conductivity have some influence. The forecast skills differ partly substantially between the considered subregions. Overall the results are rather noisy as we only test 11 parameter sets. The sensitivities of the anomaly correlations fade away with increasing lead time, whereas the sensitivities associated with bias are rather constant with lead time. This might have to do with the fact that the different land surface model parameterizations impact both the initial land conditions and the land-atmosphere coupling during the forecasting period. Whereas the bias is probably more impacted by the second, the anomaly correlation is influenced by both. The sensitivities related to the anomaly correlation skill probably decrease with lead time because of the increasing uncertainty in the forecast-that is, the reduction of predictability and the decline of the signal-to-noise ratio. The landatmosphere coupling is somewhat sensitive to most tested parameters with the strongest response to the soil moisture stress function and the soil depth (see Fig. S4 in the online supplemental material). In contrast, the initial soil moisture is sensitive to minimum stomatal resistance and the soil depth (see Fig. S5 in the online supplemental material). The soil depth furthermore impacts the soil moisture spread of the forecast ensemble. As for the anomaly correlation, we found no clear signal when evaluating the reliability of the temperature forecasts for the lower and upper terciles (see Fig. S6 in the online supplemental material).
Similar to the temperature forecast results, the precipitation forecasts' (see Figs. S7 and S8 in the online supplemental material) sensitivities are rather constant with lead time for the bias but decrease with lead time for anomaly correlation and reliability. Stomatal resistance and soil depth parameters are overall most influential, and the soil moisture stress has some impact on the bias. Interestingly, we find similar influential parameters for temperature and precipitation forecast and, furthermore, these parameters were found to be important in the uncoupled simulations. This means that computationally less demanding uncoupled simulations can help-to some extent-to identify and calibrate key parameters of the land surface mode.
Comparing the green versus the red symbols in the bias plots of temperature and precipitation shows that the best parameter sets tend to make the coupled model drier (especially in central Europe) and warmer (mostly in southern Europe). As a consequence, the land-atmosphere coupling strengthens in central Europe.
In line with the importance of the soil depth for the forecast skills, we find a strong impact of this parameter on the spread of the temperature and precipitation forecast ensembles at all lead times, as shown in Fig. 6 . The deeper the soil, the larger is the precipitation ensemble spread and the lower is the temperature ensemble spread. As the land surface water reservoir grows with larger soil depth, an enhanced moisture recycling tends to increase precipitation. At the same time, more moisture dampens temperature variability.
2) IMPROVING SUBSEASONAL PREDICTABILITY BY INCLUDING LAND MODEL PARAMETER UNCERTAINTY?
Moving beyond sensitivities, here we compare forecast skills derived with the different HTESSEL parameterizations. In this context we consider the skills of forecasts derived with the 11 parameter sets. Additionally, we consider artificially constructed ensemble forecasts based on the five best, or the five additional parameter sets that therefore include land model parameter uncertainty [section 2c(2)].
For each lead time and considered forecast skill metric we compute a ranking among the 11 1 3 5 14 considered forecast configurations; the results are shown in Fig. 7 . The default parameter set performs comparatively well as indicated by the reddish colors denoting low ranks. This confirms results of the uncoupled simulations in Fig. 3 . Only in terms of temperature reliability does the default parameterization perform less well. Comparing the mean skills of the five best and the five additional parameter sets, respectively, we find better skill across most metrics and lead times in the forecasts using the best parameter sets. This is an important finding, as it illustrates that uncoupled model calibration (against hydrological observations) can improve coupled (temperature and precipitation) forecasts. This is furthermore in line with the similar sensitivities found in the previous subsection. Another main result of this study is that the construction of forecast ensembles from members using different HTESSEL parameterizations (that differ in terms of the six parameters considered here) improves the forecast skill, both for combining the best and additional parameter sets, respectively. Finally, unlike using the best parameter sets determined in the uncoupled simulations, we construct ensembles with the three best parameters sets in terms of forecast skills. As shown in the bottom row, this ''combined best'' forecast indeed outperforms all other described forecasts, except for the default. It ranks better than the default only in terms of temperature reliability. It seems that three is the minimum amount of required parameter sets within the constructed ensemble; tests with less showed degraded forecast skill whereas tests with more did not yield significant improvements.
With these results, we can answer the question posed in the title of this subsection with yes.
However, the current default parameterization performs really well such that it is not easy to apply these findings to improve the operational forecasting system.
3) GOING GLOBAL
Whereas the previous analyses focused on Europe, we present here a global comparison between the combined best forecasts and the default. The results are shown in Figs. 8 and 9 for all considered lead times and skill metrics. Note that reliability slopes are computed over climate regions while the other metrics are computed at each grid point (see section 2f). Confirming results of the previous subsection, we find clearly improved temperature reliability in Europe but also across most other regions of the globe. Only at longer lead times the signal is weaker because the corresponding slopes are small. In terms of the anomaly correlation both forecasts overall perform equally well. We find patchy patterns; with increasing lead time they increase in amplitude and vary spatially. The size of the regions where one forecast is better than the other is about equal. Also for precipitation there is no clear difference in the anomaly correlations, and furthermore the reliability of the two considered forecasts is not systematically different.
Temperature and precipitation biases are globally larger in the combined best forecasts. The biases accumulate with lead time, reaching 1 K and 0.5 mm day 21 in many regions. These are remarkable changes in the mean model climate that highlight the role of the land surface parameterization in the coupled system. Note, however, that the default model configuration is ''tuned'' for a reduced bias. This means that parameters in all components of the model (land surface, boundary layer, clouds, radiation, etc.) are adapted accordingly during model development. Following the same methodology with the combined best forecasts may allow us to reduce the biases, even though the improved temperature reliability might be diminished at the same time. A way forward in this context might be to ''tune'' the coupled system taking into account more skill metrics than only the bias.
4) EXAMPLE FORECASTS OF 2010 RUSSIAN HEAT
WAVE
In addition to comparing the combined best forecasts with the default in terms of their mean skill we focus here on extreme events. In this context we choose the heat waves in western Russia in 2010 (Barriopedro et al. 2011 ) and in central Europe in (MacLeod et al. 2016 as examples.
The respective forecasts of the onset of the Russian heat wave in the first half of June 2010 are presented in Fig. 10 . We compare forecasts of temperature, precipitation, and atmospheric circulation expressed through geopotential height. Forecasts initialized at 1 May do not show any large-scale temperature or precipitation anomaly in the first half of June. Forecasts initialized at 16 May differ between the default system and the combined best forecasts. The latter start to pick up the observed large-scale anomalies in the correct regions, also thanks to the roughly matching forecasted circulation pattern. In contrast, the default configuration does not (yet) forecast a heat wave. This is another main result of this study: the land model parameterization impacts weather beyond the near surface: it can influence the large-scale atmospheric circulation and the associated forecast skill. Forecasts initialized at 1 June capture the upcoming heat wave and the associated large-scale circulation with both configurations.
Whereas the combined forecasts methodology helps an earlier capture of the Russian heat wave, there is no such difference for the onset of the 2003 heat wave (see Fig. S9 in the online supplemental material). The improvement of extreme event forecasts therefore does not necessarily seem to be a general characteristic of the inclusion of land model parameter uncertainty.
Probably the contrasting results for the two considered heat waves are due to different initial (dry) soil moisture anomalies. Whereas soils were not dry in central Europe at the beginning of the 2003 summer such that the event was mainly driven by the large-scale circulation, there was an initial anomaly in western Russia in 2010 (Whan et al. 2015; Prudhomme et al. 2016 ) that amplified the role of the land-atmosphere coupling.
Conclusions
In this study, we have demonstrated how the land model calibration(s) can improve a state-of-the-art subseasonal forecasting system. For this purpose we performed uncoupled and hence computationally inexpensive simulations with HTESSEL, which we evaluated against multiple reference datasets to infer several best-performing sets of previously poorly constrained parameters. Employing these sets in coupled forecasts, we illustrated potential benefits of incorporating different but equally well-performing land model parameter sets within the generation of ensemble forecasts. This provides a new perspective on land model parameter uncertainty. Moreover, our analyses highlighted that uncoupled model calibration allows us to improve a coupled forecasting system and, hence, offers a computationally less demanding option to advance a coupled model. Our results underline the importance of the land surface within a coupled Earth system, even though the improvements of the coupled system only occur occasionally as the role of the land surface furthermore varies dependent on conditions such as soil moisture content and the state of the vegetation (Koster et al. 2011) . Hence, different results are also found when considering forecasts of mean versus extreme conditions (Fujita et al. 2007) or of dry versus wet conditions (Santanello et al. 2013) . Note that the time periods considered in the uncoupled HTESSEL calibration [depending on reference dataset; see section 3b(1)] partly include the time period where the coupled forecasts are validated . However, the comprehensive calibration against multiple parameter sets in different time periods should ensure the usefulness of this methodology also for future forecasts. Furthermore, different variables are considered in the uncoupled calibration (soil moisture, evapotranspiration, and streamflow) and the evaluation of the coupled forecasts (temperature and precipitation). Whereas land model parameters are perturbed in this analysis and other studies (Fujita et al. 2007; Harrison et al. 2012; Santanello et al. 2013; MacLeod et al. 2016) , which then impacts land surface variables such as soil moisture, similar results can be obtained when perturbing land surface variables directly as in other land surface uncertainty studies (Harrison et al. 2012; Lavaysse et al. 2013; Bouttier et al. 2016) . Also, remote sensing data has been used in this context to better constrain land surface parameters (Harrison et al. 2012) . All these studies confirm that perturbations in surface hydrology can influence and improve ensemble weather forecasts. These results furthermore indicate that also other than the six parameters we investigated here might have profound impacts on weather forecast skills.
We investigated the role of six poorly constrained parameters and found that the minimum stomatal resistance and the soil depth are most important. Whereas the importance of the stomatal resistance is expected as it directly impacts the exchange of water and energy between the surface and the atmosphere, the important role of the soil depth and hence the water holding capacity has not been previously reported. We find that different model parameters have the strongest impacts on precipitation or temperature. Also, Lavaysse et al. (2013) and Fujita et al. (2007) found that particular land surface variables impact some meteorological variables more than others.
Note that the results of this study are potentially dependent on the choice of the models, their spatial resolutions, and the time scales considered in the analysis. Furthermore, the choice of the parameters and of the reference datasets is necessarily subjective given limited computational resources and a variety of different land surface observations. Instead of constraining land model hydrology, future research might consider land surface temperature data or carbon-proxy data and obtain different parameter sensitivities. Another way forward in future studies might be to test spatiotemporal variations of land model parameter (perturbations) instead of applying the same relative changes. Nevertheless, we believe that these caveats do not question the main lessons learned in this study.
Our results moreover have implications on model development strategies. For example, the ''tuning'' of a coupled system to specific parameterizations of individual model components is somewhat obstructive to exploit its full potential. Improvements in the land surface model may lead to larger temperature and precipitation biases in the coupled system, arising from compensating errors. This highlights the importance of careful testing and calibration of each component prior to the tuning of the entire system. The latter should furthermore take into account multiple skill metrics. Another problem arises from the increasing complexity of many model components and the correspondingly increasing number of parameters. A careful consideration of the role of each parameter is necessary; for instance, if no influence on model performance can be detected even in an extensive analysis, parts of the model code might need to be replaced or reformulated (Rahman et al. 2015) . With further increasing model resolutions in future, comprehensive calibration and sensitivity analysis such as introduced in this study might help to cope with the corresponding increase in spatial heterogeneity and local uncertainties.
