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ABSTRACT
Laser-based additive manufacturing (AM) has been rapidly growing in applied
and scientific research areas due to its advantages for manufacturing geometrically
complicated parts and functional materials. However, the surface quality and geo-
metric accuracy are great concerns of AM-produced parts because of the formation
of surface defects such as voids, notches, or even cracks caused by incomplete melting
of powders, lapping, or gas entrapment during melting and solidification processes.
From theoretical view points, temperature prediction and multi-phase dynamics at
the powder level are of the greatest challenges, yet necessary for better understanding
of relevant laser-material interactions as well as for the optimization and rapid design
of AM processes. In this thesis, an integrated phase transition dynamics and thermal-
fluid-structural analysis using a thermodynamically-consistent phase-field method is
developed to predict selective laser melting of a pure metallic powder and its interac-
tions with the substrate. The integrated model couples interfacial evolution dynam-
ics, solid-liquid phase transition, thermal and fluid transport, and the distribution
of thermoelastic stress. The temperature-dependent thermophysical properties in-
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cluding thermal conductivity, viscosity, and surface tension are all incorporated in
the phase-field model. The computational results demonstrate the development of
metal melt pool and the distribution of velocity field and strain and stress across the
solid-liquid interface at high temperature and heat flux conditions. In particular, the
powder-substrate fusion dynamics and the transient evolution of liquid-gas interfaces
driven by thermal capillarity are fully resolved at the powder level under various laser
control parameters. As melting and solidification are continuous in the AM process,
both have significant impacts on the product quality, stability, and mechanical per-
formance. To further extend the phase-field method to the solidification process at
lower temperature, the thesis work emphasizes an additional application of freezing
dynamics on a multi-component protein solution. Understanding the role of freezing
is an essential step for manufacturing and long-term storage of protein pharmaceu-
ticals. Specifically, the freeing dynamics including heat transfer, phase transition,
freeze concentration of solutes, and their interplay with fluid flow in a cylindrical
vessel are computationally resolved and validated by experimental data, which would
help to mitigate negative impacts on protein stability during freezing and subsequent
manufacturing processes. Overall, the main contribution of this thesis is establishing
an integrated theoretical framework of thermal fluid dynamics, thermoelasticity, and
phase transition dynamics for the prediction of fusion and freezing in critical thermal
manufacturing processes.
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This thesis covers the materials in three journal articles (Appendix B) 1st-authored
by Jiqin Li. The laser-based additive manufacturing process of metallic parts is
introduced in Section 1.2, with detailed theoretical analysis and computation pre-
sented for a single-powder case and powder-substrate interaction in Chapters 2 and
3, respectively. The phase-field approach is briefly introduced in Section 1.3. This
method has advantages in modeling transient interfacial evolution in phase transition
dynamics, and can be coupled with multi-phase fluid flow, heat and mass transfer,
thermoelasticity, and potentially metallurgical details in an integrated framework.
The solidification or freezing dynamics and its importance for a multi-component
protein solution is introduced in Section 1.4. Specifically, a laboratory scale applica-
tion with cylindrical configuration is selected for the model development, presented
in Chapter 4. Finally, the suggestions for further works are discussed in Chapter 5.
1
2
1.2 Additive manufacturing and challenges
Additive manufacturing (AM) has been rapidly growing in applied and scientific re-
search areas for building complicated metallic, polymer, and composite parts that
are otherwise difficult to manufacture by conventional methods [1]. A variety of pro-
cesses including selective laser melting, sintering, and deposition of metallic powders
have been applied in many laser-based AM methods. The layer-by-layer building or
solid freeform fabrication process has great advantages and superior capabilities on
building complicated, net-shaped or near-net-shaped metallic, polymer, and compos-
ite parts that are otherwise difficult to manufacture by conventional methods. The
technology has been developed for more than 30 years and is now in at fast grow-
ing stage for a variety of applications. However, the geometric accuracy as well as
surface quality of AM-produced parts are often inferior to conventionally machined
parts. This shortfall hinders the AM applications on producing high-end products
especially for aerospace and biomedical applications. The process design, quality
and reliability, and optimization are challenging due to the limited predictive and
high-fidelity computational tools that can describe the physical events across multi-
ple of temporal and spatial scales with a broad range of multi-component material
properties [2, 3, 4, 5]. In practices, thermal fluid processes in AM cover dynamics of
solid, liquid, and vapor phases, interfaces between phases, and details of metallurgical
mechanisms. The physical behaviors of typical AM processes are fully coupled across
phases, and geometrically complicated around the melt pool, the thin powder layer,
and the heat affected zone within the bulk substrate. Specific concerns in selective
laser melting often include the power, spot size and scanning speed of the focused














Figure 1.1: Schematic of the (a) powder-bed system and (b) direct powder deposition.
4
of melting or sintering and re-solidification of metallic powders, stability and evap-
oration of the molten metal, the thermocapillary effect induced by a non-uniform
temperature distribution at the free surface, and potential post-treatment to reduce
the voids or defects, or in-process machining of defect zones. The defects such as voids,
notches, or even cracks can be created by incomplete melting of powders, lapping,
gas entrapment or precipitation during the process, which have significant impacts
on the quality of powder-based AM manufactured parts. Although near-net-shape
production is a significant advantage, the as-manufactured parts or specimen usually
have rough surfaces and are subjected to crack initiation and propagation, as early
fracture shown in a fatigue test [6], and could quickly result in a part failure. There
is a great need of theoretical analysis and computational tools to mitigate the defects
and for rapid process prediction, design, and optimization.
5
1.3 Phase-field method
The concept of phase-field or diffuse interface method was first introduced by van der
Waals in 1893 to describe non-equilibrium phase transition between liquid and vapor
phases. The Landau-Ginzburg theory [7] provided a free energy functional for the
mean field approximation, originally developed to describe superconductivity. For
isothermal systems, Allen–Cahn model (or Model A) is for non-conserved phase-field
or material order parameter, whereas the Cahn–Hilliard model (or Model B) is ap-
plicable for a conserved variable such as density or concentration, and Model H was
developed for the non-isothermal system for binary fluids near critical states [8, 9]. In
this approach, phase fields or order parameters have uniform values in the bulk and
a smooth transition across the interfaces between phases. In material sciences, the
method has been developed extensively primarily for predicting microstructure evo-
lution and dendritic growth including nucleation, convection, and thermal fluctuation
effects [10, 11, 12, 13, 14]. Connection of the phase-field method with non-equilibrium
thermodynamics and the equivalent entropy description were developed by Penrose
and Fife [15], and later with more detailed thermodynamically consistent formulation
by Wang et al. [16]. The formulation can be derived from the increase of entropy
or decrease of free energy for the phase transition process. Recently the phase-field
method has been applied to investigate fragmentation of secondary dendrite driven by
coarsening effect [17], polycrystalline grain evolution during rapid solidification [18],
and motion and interactions of multiple dendrites during solidification [19, 20]. For
fluid phase, phase-field method has also been developed for sharp interface tracking
in multiphase flow analysis and simulations [21, 22, 23]. The phase-field method has
been broadly applied for multiphysics problems, for examples, multi-component and
6
multi-phase problems with convective effect [24, 25, 26], stress induced instabilities in
epitaxial growth [27], phase transition coupled with plastic deformation [28], and most
recently pattern formation during liquid metal dealloying [29], microstructure evolu-
tion of irradiated nuclear materials [30], freeze concentration of protein solutions [31],
and specifically microstructure evolution and segregation during rapid solidification
of additive manufacture process [32, 33].
7
1.4 Freezing dynamics in protein solutions
The thermal-fluid process in freezing of protein solutions covers a range of temper-
ature in the supercooled regime, and couples the phase transition, segregation of
solutes, thermal effect, and their interplay with fluid flow. A typical temperature-
composition phase diagram for a binary solution is shown in Fig. 1.2a [31], showing
freezing point depression on the liquidus line and the Tg
′ point at the interception
of freezing and glass transition curves. The freezing temperature reduces as solute
concentration increases, known as the freezing point depression, which plays an im-
portant role in freezing dynamics. During the cooling and subsequently the freezing
process, the protein solution is supercooled to a temperature below the equilibrium
freezing temperature before the onset of ice nucleation, as shown in Fig. 1.2b. The
controlled ice nucleation of the metastable liquid often happens at temperature only
a few degrees Kelvin below the freezing temperature, whereas an uncontrolled nu-
cleation may appear at a broader range of supercooled temperature, depending on
the nucleation conditions. The temperature abruptly raises to almost the equilibrium
freezing temperature of the solution due to fast release of latent heat from freezing,
and stay near the freezing temperature for certain time, known as the thermal-arrest


































































Figure 1.2: [31] (a) Temperature-composition phase diagram of a binary protein solution
including freezing, solubility, and glass transition curves and material states. (b) Schematic
of the cooling process in terms of the average temperature of the representative volume
versus time, and with initial condition defined at the crystallization point with temperature
T0 −4T , where the subcooled temperature 4T is used for temperature scaling.
Chapter 2
Selective Laser Melting of a
Metallic Powder
This chapter has been published in Int. J. Heat Mass Transfer, 2018, 117, 412-424.
Laser-based manufacturing process such as selective laser melting, sintering, and di-
rect deposition using metallic powders plays an important role in additive manufac-
turing technology. As spatial resolution increases, there is a great need to advance
the design, quantitative analysis, and optimization of relevant thermal fluid processes
at the powder level. In this chapter, a theoretical model is developed to characterize
melting and Marangoni flow dynamics within a pure metal powder heated by a moving
Gaussian laser beam. Phase field formulation is developed to simulate the solid-liquid
phase transition along with the thermocapillary effect at the free surface, which drives
the molten flow within the powder and thus influences heat transfer behaviors. The
formulation, simplification, and computational results for two-dimensional cases are




Selective laser melting, sintering, and deposition of metallic powders are applied in
many laser-based manufacturing methods. The layer-by-layer building process plays
an important role in additive manufacturing (AM) or solid freeform fabrication for
the manufacture of geometrically complicated metallic parts that are difficult to make
by conventional methods [1]. However, the process design, quality and reliability, and
optimization are challenging issues in AM processes due to limited analysis and predic-
tive modeling tools that can describe the physical events across multiple of temporal
and spatial scales and for materials with multiple components [2, 3, 5]. In practices,
thermal fluid processes in AM cover dynamics of solid, liquid, and vapor phases, in-
terfaces between phases, and metallurgical mechanisms. The relevant fluid flow and
heat transport phenomena involve thermal conduction, convection, radiation, and in-
terfacial transport induced by a moving laser beam. The physical behaviors of typical
AM processes are fully coupled across phases, and geometrically complicated around
the melt pool, the thin powder layer, and the heat affected zone. Specifically, issues in
selective laser melting include power, spot size and scanning speed of the focused laser
beam, dynamic powder deposition, completeness of melting or sintering and resolid-
ification of metallic powders, stability and evaporation of the molten metal, and the
thermocapillary effect induced by an inhomogeneous temperature distribution at the
free surface [34]. These are all relevant to the surface defects caused by incomplete
melting, lapping, and/or gas entrapment during the process, and thus have signif-
icant impacts on the quality of AM manufactured parts. Although near-net-shape
production is a significant advantage of AM process, the as-manufactured parts or
specimen usually have rough surfaces and are subjected to early fracture in a fatigue
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test [6]. These surface defects, such as notches and cracks, are formed by adjacent
powders that are partially melted, which may cause crack initiation and propagation
and eventually results in a part failure. As the new technology and AM machines
keep moving forward, theoretical studies on the multiscale events and relevant ther-
mal processes are relatively limited. There is a great need of fundamental studies
at the powder level that can better understand the underlying transport phenomena
and the metallurgical mechanisms to provide quantitative information, fully optimize
the process, reduce the process time and material cost, and eventually to enhance the
quality of the manufactured parts.
Theoretical studies of melting and sintering induced by laser heating and the heat
transfer characteristics across a powder bed can be found in a few investigations by
Zhang et al. [35, 36, 37]. Specifically for the development of AM technology, Ladani
et al. have analyzed the temperature distribution and melt pool configuration as
well as the effective thermal conductivity and capillarity effects during a powder bed
fusion process for various materials including Ti64, Inconel 718, stainless steel, and
aluminum powders [38, 39, 40]. In stead of a powder bed, in this study we focus
on the analysis on small scale and discrete powder level by considering single pow-
der melting and Marangoni flow dynamics of pure metal processed by a focused laser
beam. The conceptual investigation at the single-powder level is helpful to understand
challenging problems such as selective laser melting or sintering process that involves
powder-powder or powder-substrate interaction, interfacial instability, and collective
behaviors of powders. The governing system is formulated based on the phase field or
smooth interface method. This approach has advantages in accommodating interfa-
cial dynamics and phase transition kinetics including melting, solidification, and fluid
flow. Phase field variables are considered in the transport phenomena, which natu-
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rally incorporate the moving boundary or interfaces into the phase field function(s).
In the phase field approach, the concept of gradient energy was first introduced by
van der Waals [41] in describing gas-liquid phase transition with a diffuse interface
across liquid and vapor phases. Cahn and Hilliard [8] described the non-equilibrium
phase transition at solid-liquid interface using a phase field variable, which is uni-
form in solid or liquid state but has a narrow and smooth transition profile across
the interface. The phase transition is driven by the reduction of the free energy,
specifically, the gradient energy due to spatial variation of density or concentration
[8]. As a result, the continuous phase field equation that governs the local state of
the material can clearly distinguish the location of the transition interface between
liquid and solid domains. Similarly, the general approach applied to the dynamic
behaviors of fluid systems near critical state can be described by the Model H [9].
Other than Cahn-Hilliard model and Model H, an alternative way to derive the phase
field formulation is known as the entropy approach, in which the entropy property is
the starting point of derivation to accommodate the gradient effect. The thermody-
namic framework was developed by Penrose [15], Kobayashi [10], and Wang [16] et al.
Wang discussed the definition and constrains for defining the smooth transition func-
tion between two phases. Anderson [24, 25] and many others [12, 26, 42] extended the
method to multi-component and multi-phase problems with and without convective
effect. The solid-liquid phase-transition kinetics for a sharp-interface is associated
with the Gibbs-Thompson effect [43], which provides a theoretical estimation of the
interfacial mobility, important in determining fast solidification and dendritic growth
process [12]. A relevant diffusion-based solid-state sintering process studied by phase
field method was proposed by Wang [44]. A summary of recent progress of the phase
field method in multiphase flow modeling can be found in an excellent review by
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Lamorgese et al. [23].
Here we apply the entropy approach to derive the governing equations for the
problem in hand. A pure metal powder particle with diameter about tens of microns
is heated by a moving Gaussian laser beam with small spot size approximately the
powder diameter. The phase transition kinetics is considered relatively fast to a degree
that the process is controlled by thermal transport. We focus on the coupling of
powder melting and thermocapillary dynamics. The substrate cooling and gas phase
transport are neglected. The temperature-dependent material properties including
thermal conductivity, interfacial energy, and the melt viscosity are considered in our
formulation. The computational results on the transient dynamics of the fluid flow
and heat transfer are demonstrated and discussed in detail.
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2.2 Theoretical analysis
Figure 2.1 shows the schematic view of the conceptual model. A few assumptions are
proposed to simplify the theoretical analysis: (i) the small deformation of the free
surface is assumed negligible due to small powder size and relatively strong surface
tension for metals, (ii) the solid-liquid interfacial energy is difficult to obtain for a
metallic system, and thus here we assume that its magnitude is about half of the sur-
face energy at the liquid-vacuum interface, (iii) evaporation of the liquid metal and
the influence of the gas phase, including the participation of gas content in radiation
heat transfer, are all neglected, (iv) the powder is suspended in a vacuum space with-
out substrate cooling, and (v) thermal expansion and thermal stress, elasticity, and
the blowing velocity at the melting interface due to density variation are all neglected
as density is assumed constant for both liquid and solid phases. The moving Gaussian
laser beam is focused down to a range of approximately the size of the powder. The
temperature-dependent material properties in this study include interfacial energy,
thermal conductivity in the solid phase, and dynamic viscosity of the molten metal.
Furthermore, the specific heat, density, and the latent heat are assumed constants.
The moving melting interface is isotropic and assumed thermal transport-controlled
instead of kinetics-controlled. The assumptions listed above are applicable to many-
powder interactions except item (i), where the spherical approximation is no longer
relevant to deformable interfacial dynamics due to powder-powder interactions.
2.2.1 Phase-field formulation
The conduction, convection, and simplified thermal radiation heat transfer all play sig-





















Figure 2.1: Schematic of the conceptual model showing the physical domains of a melting
powder and the thermocapillary effect due to spot laser heating. The gray area indicates
solid phase, while the red area is the molten metal with circulations induced by thermo-
capillarity. The solid-liquid interface is determined by the isoline of zero phase field. The
simplified outer domain is presumable a vacuum space.
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for a general compressible substance, and then apply a quasi-incompressible assump-
tion to simplify the formulation. The arbitrary melting interface can be determined by
the phase field equation, derived based on the entropy approach [16, 24, 25]. By tak-
ing gradient effect into account, the entropy functional of the system S is contributed
by the entropy density in the homogeneous bulk phase and the spatial variation of










where ρ is density, s is the specific entropy, e is specific internal energy, and ξs is an
assumed constant coefficient (discussed in Section 2.2.3). All the intensive properties
here are defined as per unit mass value. The general entropy transport equation thus









|∇φ|2 = −∇ · Js + Γ̇, (2.2)
where t is time, D/Dt indicates material derivative, Js represents entropy flux, and Γ̇















where T is temperature, and f(e, φ, ρ) = e − Ts is the bulk value of the free energy
density in a homogeneous phase. The above expression is consistent with Cahn-
Hilliard theory [8].
The dynamic part of the system can be described by the continuity, momentum,
and energy equations by taking into account the Korteweg reversible tensor [45] for
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+∇ · (ρv) = 0, (2.4)
where v is velocity. The momentum equation can be written as
∂
∂t
(ρv) +∇ · (ρvv) = −∇p′ −∇ ·Π +∇ · σ + fb, (2.5)
where the modified pressure p′ can be expressed as









where Π0 is bulk Korteweg pressure, and Π is the Korteweg tensor, expressed as
Π = ξ2sT (∇φ)(∇φ). (2.7)





+ λδ(∇ · v), (2.8)
where η is the shear viscosity, λ is the second viscosity coefficient, and δ is the
Kronecker delta. The capillary effect at the liquid-vacuum interface is taken into
account by an equivalent body force fb, formulated later as a boundary condition.




(ρe) +∇ · (ρve) = −∇ · q̇− p′∇ · v−Π : ∇v + σ : ∇v + Θ̇, (2.9)
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where q̇ = −k∇T is the heat flux and k = k(T ) is the temperature-dependent thermal
conductivity, and Θ̇ is the source or sink term, which in our case represents equivalent
volumetric heating or cooling due to thermal irradiation coming from the focused
laser beam and radiation exchange between the powder surface and the surrounding
ambience.
Considering e = e(s, φ, ρ) and Tds = de − (p′/ρ2)dρ − (∂e/∂φ)dφ, the rate of





















Further substituting the continuity (eq. (2.4)) and energy (eq. (2.9)) equations into
entropy equation (eq. (2.2)), and then applying the 2nd law of thermodynamics for






























in which the entropy production is contributed by heat conduction, viscous dissipa-
tion, thermal radiation and irradiation, and phase transition. To accommodate this
















where M is a positive interfacial mobility coefficient.
Furthermore, to incorporate the latent heat effect into the phase field formula-
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tion, Wang [16] proposed e(T, φ) = es(T ) + P (φ)La(T ) = e`(T ) + [P (φ) − 1]La(T ),
where the subscript s and ` indicate solid and liquid phases, respectively, La(T ) is
a temperature-dependent latent heat in general, and the polynomial function P (φ)
implies a smooth transition between two phases. Further introducing specific Gibbs
free energy µ(T, p, φ) into the formulation and replacing (∂e/∂φ)s,ρ by (∂µ/∂φ)p,T ,





















where the specific Gibbs free energy at the melting temperature can be simplified by





where h is the energy barrier coefficient, Tm is the melting temperature, and the factor
hTm/4 is associated with the interfacial energy and thickness, or as an energy barrier
for the phase transition between equilibrium liquid and solid states. The polynomial
implies that the specific Gibbs free energy has two minimums at φ = −1 and φ = 1,
which correspond to liquid and solid phases, respectively. Here the selection of P (φ)















which yields P (1) = 0 and P (−1) = 1 so that e(T, 1) = es(T ) and e(T,−1) = e`(T ).
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The phase field eq. (2.13) indicates that the transient evolution of the phase field
comes from the balance of diffusion to reduce the spatial variation of the phase field,
the latent heat effect to drive the moving interface, and the energy potential to
separate the solid and liquid phases. Finally, in terms of the latent heat and the
P function, the energy equation can be written as
ρ
[
















− p′ δ −Π + σ
)
: ∇v + Θ̇,
(2.16)
where c is the assumed constant specific heat. The general energy equation above
indicates that the rate of change of internal energy is due to the balance of the latent
heat effect, heat conduction, mechanical works, and equivalent thermal radiation heat
transfer in this case. The mechanical works include the contributions of interfacial
and viscous effects.
2.2.2 Simplified three-phase model
In principle when considering a pure material and three-phase (solid, liquid, and
vacuum phases) problem one should apply two phase fields or order parameters to
distinguish the interfaces (∂Ωs`, ∂Ω`v, and ∂Ωsv shown in Fig. 2.1). Here we assume
that the isolated powder is nondeformable during the melting process, and introduce
a pre-defined phase field φv to distinguish the vacuum from the solid or liquid phase.
The free energy (eq. (2.14)) therefore can be modified to accommodate the known
vacuum phase. Considering an additional phase field φv = 0 within the particle,



















Figure 2.2: The specific Gibbs free energy µ at the melting temperature.
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free energy as
µ(Tm, φ, φv) =
hTm
4





shown in Fig. 2.2, where the double-well potential (1 − φ2)2 for solid-liquid phase
transformation appears within the powder at φv = 0, whereas single-well potential
for the vacuum phase corresponds to φv = 1 and with the minimum at φ = 0. The
resulting P function that satisfies ∂P/∂φ = 0 and ∂2P/∂φ2 = 0 at φ = 0 and φv = 1
can be determined as


















Note that this model can also be applied for a deformable molten powder or mul-
tiple deformable liquid-vacuum interfaces by coupling above governing equations to
an additional phase field equation for φv. However, if morphological evolution of
liquid-vacuum interfaces is to be incorporated, the transport equations and the ther-
mal radiation boundary conditions detailed below are further complicated by their
coupling with φv. In this chapter the simplified φv is pre-determined.
2.2.3 Material and interfacial properties
The closure of the phase field formulation requires the input of interfacial thickness,
interfacial energy, and interfacial mobility. One can correlate the entropy coefficient
ξs and energy barrier h with the interfacial thickness W and interfacial energy γ at
the solid-liquid or liquid-vacuum interface. Compared with the characteristic length
of the computational domain, a relatively narrow and smooth solid-liquid interface
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Using the 1D approximation to correlate the interfacial thickness and energy barrier
with surface energy (usually obtained empirically), the phase field eq. (2.13) at the




+ φ− φ3 = 0, (2.20)
where x is the 1D coordinate. The equilibrium equation above can also be derived
by taking phase field variation of the Helmholtz free energy (eq. (2.3)). By selecting
an infinite domain for φ(x → −∞) → 1 and φ(x → ∞) → −1, the analytical








As a result, the excess free energy at the solid-liquid interface γs`, here approximately
half of the surface energy at the melting temperature γm, is associated with the energy

















We further simplify the formulation by assuming that the density is approximately a
constant during the melting and solidification processes, ρ` ' ρs ' ρ, the specific heat
and the latent heat are independent of temperature, c` ' cs ' c and La(T ) ' L0,
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ks(T )− k`(T )
]
φ, (2.23)
where the subscript s and ` indicate the solid and liquid phases, respectively. Here
both solid and liquid thermal conductivities are assumed linearly correlated with
temperature,
ks(T ) = k
m
s + βks(T − Tm) (2.24)
and
k`(T ) = k
m
` + βk`(T − Tm) (2.25)
respectively. The superscript m indicate the properties at melting temperature Tm,
and βks and βk` are the linear coefficients of solid and liquid conductivities. The








respectively. The estimated viscosity of the molten metal decreases linearly with
temperature [51], and has an assumed minimum value ηm` /2. Therefore we define
η`(T ) = max{ηm` − βη(T − Tm), ηm` /2}, (2.27)
where βη is a constant coefficient.
Furthermore, the convective flow is driven by the thermocapillary effect along the
liquid-vacuum interface that has an inhomogeneous temperature distribution. We as-
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sume that the liquid-vacuum surface energy has a linear dependency on temperature,
i.e.,






where the reference point γm is the surface tension of the liquid-vacuum interface
at the melting temperature Tm, and βγ is the typical Marangoni coefficient defined
empirically as βγ = −dγ`v/dT . The phase field formulation of the thermocapillary
effect will be discussed in the next section. In the thermal transport process, the
kinetics of phase transition here is considered very fast to a degree that the solid-
liquid interface is in a quasi-equilibrium state. This also implies that the interfacial
mobility M is sufficiently large for the evolving phase field to catch up the melting
interface at longer time. Theoretically the determination of mobility M follows the
interface kinetics described by the Gibbs-Thomson condition [43]. Here for a thermal
transport-limited case, the mobility can be estimated based on the proposed scaling
given in Section 2.2.5.
2.2.4 Initial and boundary conditions
Initially a solid powder with uniform temperature below the melting point is placed
in an assumed vacuum space. The substrate cooling is neglected in this idealized case.
The free surface deformation is assumed negligible due to the strong surface tension of
liquid metals, and thus without interactions with other powders the circular configu-
ration is assumed almost the same during the melting process. The initial conditions
are defined by the vanishing vorticity, stream function, and uniform temperature field
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in the solid phase,
ω = 0, ψ = 0, T = T0, and φ = 1 (2.29)
for r ∈ Ωs, where ω is vorticity, ψ is stream function, and r is the position vector.
The domains and interfaces are defined in Fig. 2.1.
The circular envelope of the powder is represented by an additional phase field φv,
which we assign to indicate the powder-vacuum interface and implement the thermal














for r ≥ 0, (2.30)
where R is the radius of powder particle, r = |r| is the radial distance away from the
center point of the powder, and Wv ( R) is the corresponding interfacial thickness.
Following Onuki’s derivation [45], the Korteweg tensor can be obtained by comparing
the variation of the free energy functional (eq. (2.3)) with the work done by the capil-
lary force at the interface. Here the liquid-vacuum interface is assumed at mechanical




ξ2F |∇φv|2 δ + ξ2F(∇φv)(∇φv), (2.31)
where ξ2F = Tξ
2
s . Now to accommodate the thermal Marangoni effect [46], we simplify
the free energy coefficient ξ2F to a linear function of temperature, expressed as
ξ2F(T ) = Tρh`vW
2
v = Wv(A−BT ), (2.32)
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where the constant coefficients A and B can be determined by further correlating






























As a result, the equivalent body force at the liquid-vacuum interface that drives the
Marangoni flow can be derived,
fb = −∇ ·Π`v
= −1
2
WvB∇T |∇φv|2 +WvB(∇T · ∇φv)∇φv
−Wv(A−BT )(∇φv)∇2φv.
(2.35)
Note that due to the spherical assumption, the body force along the normal direction
of the free surface is neglected, and the shear effect introduced by the temperature
gradient at the free surface drives the Marangoni flow within the molten metal. The
vorticity and streamfunction vanish in solid and vacuum space, and the thermocapil-
lary flow only exists in liquid phase. On the melting front and free surface, we define
a no-penetration boundary condition, where the stream function is set to zero for
convenience, and the vorticity boundary condition is computed by ω = −∇2ψ.
For the thermal boundary conditions, the powder surface is assumed a gray and
diffuse emitter and an opaque absorber. The exchange of radiation energy of the
heated powder within a large ambient and irradiation coming from the focused laser




εσ (T 4 − T 4a )
Wv
(2.36)






for the upper half of the powder surface r ∈ [R−Wv/2, R +Wv/2] and θ ∈ [0, π],
where ε is an assumed temperature-independent emissivity of the powder, σ is the
Stefan-Boltzmann constant, Ta is the ambient temperature, αa is a constant pow-
der absorptivity (here assumed the same as the emissivity ε and is independent of
temperature), and the radial unit vector êr gives the powder surface normal. The
irradiation H coming from the collimated and moving laser beam has a 2D Gaussian
beam profile, expressed as










where U is the laser beam scanning velocity, Q is the average laser power per length,
a is the spot radius of the laser beam, and x0 is a reference position. Here the radius
of the particle R, the laser spot size a, and the domain length L are all assumed
about the same order of magnitude. Finally the conductive heat transfer around the
powder is insulated from the vacuum surrounding, that is,
∇nT = 0 for r ≥ R +Wv/2. (2.39)
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2.2.5 Scaling and simplification
Considering the melting and thermocapillary flow within the microscale molten pool,
it is reasonable to have the same characteristic velocity for the phase field evolution






where the thermal diffusivity α can be αms or α
m
` at the melting temperature, indi-
cated by the superscript m, and the selected characteristic length L is the size of the








and the same characteristic time is applied to the phase field evolution and transport
equations. The phase fields φ and φv are considered normalized variables. Scaling for
temperature is
T − Tm ∼ 4T, (2.42)






where T0 is the reference temperature, and 4γ is a reference range of surface en-
ergy corresponding to the characteristic temperature range considered (here we set
4T=1000 K). The thermal conductivity and dynamic viscosity are scaled by their
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corresponding values in the solid and liquid states as, respectively,
k(T, φ) ∼ kms , and η`(T ) ∼ ηm` . (2.44)
As the latent heat over the temperature range is approximately a constant, we con-
sider La(T ) ' L0. Therefore, the scaled phase field equation reduces to
∂φ
∂t























To make the formulation clear, here the scaled temperature is represented by T ∗ =




















The Peclet number Pe measures the capillary convective effect relative to the phase
field evolution or thermal diffusive effect, the phase-change number Λ1 is defined as
the ratio of latent heat and interfacial energy, and the Cahn-Hilliard number Ch is
the ratio of characteristic solid-liquid interfacial thickness to the domain size. Note
that the use of Peclet number simplifies the formulation using the combination of
Marangoni number, Reynolds number, and the ratio of thermal diffusivities.
In the proposed phase field model, the radiation thermal boundary conditions,
(eqs. (2.36) and (2.37)), can be approximated by an averaged field effect across the
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interfacial layer. The scaled thermal energy equation thus reduces to
∂T
∂t











(1− φv)(1− φ2)2 − φvφ2
]
+ Θ̇r + Θ̇ir,
(2.47)
where the Brinkman number Br compares viscous dissipation to conduction heat
transfer, and the Stefan number Ste incorporates the latent heat effect into the energy







































for r ∈ [R−Wv/2, R +Wv/2] and θ ∈ [0, π], where Chv = Wv/L is the Cahn-Hilliard
number corresponding to the liquid-vacuum interface, and the radiative and irradia-









respectively. The geometric factor sinθ/a is to determine the free surface exposed to
the Gaussian beam. These terms are applied to a finite region of the interface as a
field effect.
In this two-dimensional study, the incompressible momentum equation is solved









where ψ is the stream function. By incorporating the Newtonian constitutive model











−∇× (∇ ·Π) +∇× fb,
(2.53)
where w is the vorticity field. The characteristic time and length scales for the
momentum equation follow eq. (2.41). As a result, the modified pressure, viscous
stress, Korteweg tensor, vorticity, and stream function are scaled as




































∇2ψ = −ω, (2.56)
respectively, where ω = (0, 0, ω). The Reynolds number Re, Prandtl number Pr,





























The solid-liquid interfacial energy may not be available for metal materials, and thus
here we assume that γs` ' (1/2)γm.
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2.3 Results and discussion
2.3.1 Numerical methodology
The governing equations derived based on the phase field approach often contain non-
linear, higher-order, and stiff source terms due to the appearance of sharp interfaces.
The stiffness of the phase field equation and the numerical instability in transient
analysis can be overcome by applying relatively small time step and fine mesh, which
requires higher computational cost. An alternative approach is introducing an addi-
tional time stepping scheme and grid set between the phase field and the transport
equations [47, 48], or by designing an adaptive mesh near and evolving with the inter-
face. In this study, due to the high characteristic temperature difference (large Λ1),
a much higher Cahn number (Ch ∼ O(1)) can be applied to reduce the stiffness of
the phase field equation and yet providing a reasonable apparent interfacial thickness
(<< R) during the transient process. This is a great advantage such that we can
apply an uniform mesh (200× 200) and uniform time-stepping (10−7) for the coupled
phase (eq. (2.45)), energy (eq. (2.47)), and momentum (eqs. (2.55) and (2.56))
equations. The alternating-direction implicit (ADI) finite difference scheme [49, 50]
is applied to all temporal and spatial discretizations with Newton’s linearization for
nonlinear terms in the phase field equation. The finite difference scheme is second
order accurate in both time and space. All numerical results are computed in dimen-
sionless form. The initial temperature is set to an elevated level higher than ambient
but not far from the melting temperature (the scaled temperatures Ta = −1.643,
T0 = −0.1, and Tm = 0). The pressure variation is relatively small to a degree that
the melting temperature remains fixed for the pure metal material.
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Parameter Symbol Value, SI
Melting temperature [51] Tm 1943 K
Initial temperature T0 1843 K
Ambient temperature Ta 300 K
Char. temperature difference 4T 1000 K
Density ρ 4540 kg/m3
Liquid viscosity at Tm [51] η
m
` 4.42× 10−3 Pa · s
Viscosity coefficient [51] βη 6.67× 10−6 Pa · s/K
Solid conductivity at Tm [52] k
m
s 28.5 W/(m ·K)
Solid conductivity coefficient [52] βks 8.3× 10−3 W/(m ·K2)
Liquid conductivity at Tm [53] k
m
` 31 W/(m ·K)
Liquid conductivity coefficient βk` –
Specific heat c 523 J/(kg ·K)
Latent heat at Tm L0 4.4× 105J/kg
Characteristic thermal diffusivity αms 1.20× 10−5 m2/s
Surface tension at Tm [51] γ
m 1.557 N/m
Marangoni coefficient [51] βγ 1.56× 10−4 N/(m ·K)
Solid-liquid interfacial free energy γs` 0.7785 N/m
Reference surface tension 4γ 1.56× 10−2 N/m
Stefan-Boltzmann constant σ 5.67× 10−8 W/(m2 ·K4)
Powder emissivity [54] ε 0.47 -
Powder absorptivity αa 0.47 -
Average laser power Q 5000 W/m
Laser beam radius a 50 µm
Scanning speed U 0.3 m/s
Characteristic length L 100 µm
Powder radius R 25 µm
Liquid-solid interfacial thickness W 100 µm
Particle-vacuum interfacial thickness Wv 2 µm
Solid-liquid energy barrier coefficient h 9.36× 10−4 J/(kg ·K)
Entropy coefficient ξ2s 4.01× 10−8 N/K
Solid-liquid interfacial mobility M 299.57 (m · s ·K)/kg
















Table 2.2: Values of the dimensionless groups based on parameters listed in Table 2.2.
Table 2.1 and 2.2 summarize the input and derived parameters used in all case
studies unless specifically noted in the result, including temperature-dependent ther-
mal conductivity, viscosity, and free surface energy (eqs. (2.25)−(2.28)) of tita-
nium [51, 52, 53, 54]. Due to the lack of reference, the liquid thermal conductivity
is assumed constant (βk` vanishes). The solid-liquid interfacial energy γs` is assumed
half of free surface energy γm. The solid-liquid energy barrier coefficient, the en-






2ρh, and M = Wαms /(Lξ
2
s ), respectively. The interfa-
cial thickness, energy, and mobility for the solid-liquid phase transition are assumed
constants. The resulting Brinkman number is small such that viscous dissipation in
the energy equation is neglected. All other terms in the above phase field models
remain in the computation. The results based on fixed and scanning laser beam are
discussed in detail next.
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2.3.2 Fixed laser beam
Figure 2.3 demonstrates the overall melting process with an onset point at the north
pole at t ' 0.0172 and completed at t ' 0.2218 under a fixed laser beam. Figures 2.3a
to 2.3d are transient temperature map with a melting front defined by the contour
at phase field φ = 0. Figures 2.3a′ to 2.3d′ show the velocity vectors, stream function
and vorticity fields in the molten phase. The dynamic process is driven by the Gaus-
sian laser beam featured by laser power, spot size, and the scanning speed. Once the
micro melt pool forms, thermocapillary flow appears due to nonuniform temperature
distribution and the transition of phase field, ∇φv, across the liquid-vacuum inter-
face. This leads to a finite Korteweg stress that drives the circulation, which slightly
enhances the efficiency of thermal radiation due to the convective effect within the
melt pool. The temperature, phase field, and laminar flow patterns remain symmetry
for the whole melting process. Because only the upper half surface of the powder is
exposed to the wide (a = 2R) laser beam, as a result of the strong irradiation and
its balance with radiation exchange to ambient and internal heat conduction, the
temperature contours in the upper region are nearly horizontal. Whereas due to the
lack of irradiation, temperature contours on the lower half are relatively curved and
tended to be perpendicular to the powder surface, implying a relatively weak radia-
tion effect and insulated thermal conduction from the ambient. The temperature on
the melting front is slightly higher than the melting temperature Tm as a result of
the lag effect between the strong driving force from the temperature gradient and the
evolving phase transition at the solid-liquid interface. The strong thermocapillary
flow is featured by relative high velocity and velocity gradient, and thus the vorticity
near the surface region. Due to higher viscosity at lower temperature near the melting
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Figure 2.3: Sequential plots (a, a′) to (d, d′) of scaled temperature, vorticity, stream
function fields and velocity vectors at time instants t = 0.05, 0.1, 0.15, and 0.2, respectively,
where t has been scaled by 8.3313×10−4 s. The melting front is indicated by the black solid
line in each color map. The reference velocity 0.5 is scaled by 3.53 m/s. The differences
between two neighboring streamlines are 0.002. The laser heating is fixed in the middle.
All other parameters and dimensionless groups are listed in Tables 2.1 and 2.2.
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front, the circulation is straightened and the flow speed is significantly reduced in the
nearby region, where the vorticity shows opposite direction in a small area (Fig. 2.3c′
and 2.3d′).
Under the same conditions demonstrated in Fig. 2.3, here Fig. 2.4a and 2.4a′
show the temperature and phase field distributions along the center line ranging from
y =0.25 to 0.75. The transient curves show that near the north pole, where the high-
est temperature is located, has the lowest phase field value near −1, indicating the
beginning of phase transition to liquid. The overall temperature gradually increases
as expected and with a bending point located at the solid-liquid interface with tem-
perature slightly higher then zero, which is consistent with the lag effect discussed
above. On the other hand, within the solid phase the temperature raises quickly to
almost the melting point but has a small temperature variation in the region. The
temperature profiles in the liquid region, however, have relatively high gradient, in-
dicating a strong thermal diffusion throughout the liquid region. Comparing with
thermal diffusion, the phase transition is slower, resulting the bending curves near
the melting point. The internal energy within the liquid phase accumulates quickly
because the irradiation is very high compared with the heat loss due to radiation
exchange between the powder and ambient environment. The diffusive profiles have
included the effects of latent heat and temperature- and phase-dependent thermal
conductivity (eq. (2.23)). Figure 2.4a′ shows the continuous phase field variation
corresponding to Fig. 2.4a. The thickness of the phase transition from solid (φ = 1)
to liquid (φ = −1) interface is consistently confined in a narrow region at all time
instants under the uniform mesh and uniform time step. Figure 2.4b and 2.4b′ give
the corresponding results for the temperature distribution and surface tension γ`v(T )










































Figure 2.4: Temperature distribution (a) and phase field (a′) along the center line (x =
0.5) at time t = 0.05, 0.1, 0.15, 0.2, and 0.225. Time t is scaled by 8.3313 × 10−4 s.
Temperature distribution (b) and temperature-dependent surface tension (b′) along the
powder-vacuum interface (−π/2 ≤ θ ≤ π/2 and r = R) at the corresponding time instants.





















Figure 2.5: Volumetric fraction of the solid phase within the powder during the melting
process under (a) fixed laser power Q = 5× 103 W/m but various spot radii, a = 100, 50,
and 25 µm, and (b) fixed spot size a = 50 µm but different laser power, Q = 2.5 × 103,
5 × 103, and 104 W/m, corresponding to Biir = 0.088, 0.175 and 0.350, respectively. All
other parameters and conditions remain the same as described in previous figures.
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energy appears at the interface where temperature is higher than the melting tem-
perature T ∗ = 0, and is linearly decreases as temperature increases, defined by eq.
(2.28). The transient curves show that the area near the north pole, where the highest
temperature is located, has the lowest surface energy, and has a gradually increased
temperature gradient along the interface. This is due to reduced thermal irradiation
exposure until the liquid-solid-vacuum three-phase point.
The selective laser melting in AM process is in general controlled by the laser
power, spot size, and the scanning speed of the laser beam. In Figs. 2.5a and 2.5b
we demonstrate melting efficiency in terms of volumetric fraction of the solid phase
under different spot sizes and 2D laser power. Smaller spot size under the same power
(Fig. 2.5a) or higher laser power with the same spot size (Fig. 2.5b) leads to a higher
irradiation heat flux and faster melting rate as expected. In the case of a = 25 µm
(Fig. 2.5a) and Q = 104 W/m (Fig. 2.5b), the highest temperature (not shown in
the figures) has raised beyond the gasification temperature of titanium, which should
be avoid in a realistic AM process. As the spot size further reduces, the intensified
laser power would lead to very high temperature gradient and a stiffer phase field
equation, which requires finer spatial and temporal resolution to resolve the interface
and maintain the numerical stability.
2.3.3 Scanning laser beam
The influence of laser scanning speed is demonstrated next. Figure 2.6 shows transient
results for the powder melting driven by a moving laser beam. Under the same initial
condition, here the onset of melting starts at t ' 0.0522 (vs t ' 0.0229 in Fig. 2.5a











Figure 2.6: Instantaneous temperature maps with melting front, velocity vectors, stream
function, and vorticity field at time t = 0.06, 0.12, 0.18, and 0.24, respectively, where t
is also scaled by 8.3313 × 10−4 s. The reference velocity 0.5 is scaled by 3.53 m/s. The
neighboring streamlines have difference 0.002. The red arrow above the particle indicates
the center point and moving direction of the Gaussian laser beam with scanning speed
U = 0.5 m/s and spot size a = 25 µm. All other parameters and dimensionless groups are
listed in Tables 2.1 and 2.2.
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at t ' 0.2530 (vs t ' 0.1753). In this comparison, the overall melting time for
the moving laser beam is approximately 30% more than the fixed beam. As the
beam moves from left to right, the left portion of the powder has a slightly higher
temperature that leads to an asymmetric melting front, and the irradiation gradually
contributes to the right portion of the powder to achieve a more symmetric pattern at
the end. The dynamic behavior and flow patterns are quite similar to the fixed-beam
case. Thermal capillarity introduces two circulations with a slightly stronger flow in
the left circulation. Other than the asymmetric pattern, the basic characteristics of
melting and flow behaviors are similar to those in Figure 2.3.
For practical purpose, an optimal scanning speed should not be too fast or slow.
A fast scanning speed could introduce partial melting of the powders, whereas a slow
one would induce unnecessary high temperature within the liquid phase. Figure 2.7
demonstrates the quantitative analysis relevant to the optimization of the selective
powder melting in AM technology. Figure 2.7a provides transient energy budget ac-
cumulated through the contribution of laser irradiation, integrated over the powder
surface and time and formulated as Air =
∫ ∫
∂Ω
Θ̇irRdθdt (dashed lines), and energy
loss due to radiation exchange Ar =
∫ ∫
∂Ω
Θ̇rRdθdt (dash-dotted lines). The sum-
mation of both contributions A = Air +Ar (solid lines) is given for comparison. As
shown in Fig. 2.7a, the accumulated energy profiles all exhibit an S shape. In the
short-time regime, the laser beam approaches to the powder, resulting an increasing
energy deposition rate. Whereas in the long-time regime the laser beam leaves the
powder behind. The deposition rate decreases and the accumulated irradiation even-
tually reaches a plateau value. As the scanning speed increases, the laser residence
time decreases, and thus these S curves become narrower and the corresponding total






















Figure 2.7: (a) Individual contribution of accumulated laser irradiation (Air, dashed
lines), radiation exchange (Ar, dash-dotted lines), and the overall accumulated energy (A,
solid lines), and (b) volumetric fraction of the solid phase under different scanning speeds
U = 0.3 (red curves), 0.5 (black), and 1.0 (blue) m/s. The corresponding residence times
(process time for the center point of the Gaussian beam to move from left to the right edge
of the powder) for the three scanning speeds are 0.400, 0.240, and 0.120, respectively. The
time scale remains 8.3313 × 10−4 s, and all parameters and conditions are the same as in
Fig. 2.6.
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the room temperature environment is in general much smaller than the energy depo-
sition from the laser beam, however, at longer time the radiation energy loss becomes
more significant owing to higher temperature and the T 4 effect. Figure 2.7b shows
the corresponding volumetric fraction of the remaining solid phase during the melting
process. As the laser beam approaches the powder, the melting rate increases, and
then slows down as the beam is about to leave the powder, consistent with the results
observed in Fig. 2.7a. In our test cases, the complete melting time of three cases all
falls into the range of 0.25 to 0.30. However, a better choice of the scanning speed
among the three cases is U = 0.5 m/s because of its faster melting than both cases
of 0.3 and 1.0 m/s, yet temperature within a reasonable range without gasification as
compared with the case of 0.3 m/s. The 0.5 m/s case also has less energy consumption
than the case of 0.3 m/s. For the case of 1.0 m/s, the reason that causes longer time
for the powder to melt completely is that in the later stage, melting is contributed
by a relative high accumulated energy within the liquid phase instead of laser irradi-
ation, which can be observed from a much smaller melting rate compared to earlier
process when laser deposition dominates. As for U = 0.3 m/s, the melting speed is
slower at the beginning due to the less exposed area, but the longer residence time
provides a complete melting before beam leaves, which leads to very high temperature
and possibly gasification. A noticeable step change of the volume fraction near the
onset point is owing to the transition from a partially exposed surface (Fig. 2.6a) to a
more complete coverage of the irradiated surface. The analysis, although very much
simplified, has demonstrated an intrigued interplay of laser scanning speed, spot size,
and laser power during the melting process. A broader range of sensitivity test of
these control parameters is important for optimizing relevant AM processes.
Finally, this conceptual model and computational analysis based on the phase field
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method can be extended to cases with complicated morphology change due to pair
or many particle interaction in a powder bed, which is very relevant to the interfacial
stability and the formation of the surface defects in the AM process. The details of
the extended formulation and the coupling involving two phase-field variables will be
provided in our follow-up investigation. In the end, a qualitative and quantitative
comparison of theoretical analysis with experimental data at the powder level will
greatly advance the understanding, design, and optimization of AM technology.
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2.4 Conclusion
This chapter presents a general phase field formulation for the thermal fluid analy-
sis of pure metallic powder melting process. The phase field function is applied to
distinguish the solid and liquid phases, and thus the latent heat and thermal capil-
lary effects at interfaces can be formulated by a field representation in the governing
equations. The general three-phase model can be simplified based on the spherical
approximation. In the test cases we demonstrate the heating and melting of a single
powder by a scanning laser beam, along with the flow dynamics induced by the ther-
mal capillary effect. The transient melting front is resolved by the continuous phase
field function. The circulation flow within the micro melt pool is fully coupled with
the anisothermal phase transition. The roles of beam size, power, and the scanning
speed are compared in terms of the dynamic pattern and the overall melting rate. It
is found that the melting front and flow pattern are symmetry under a fixed laser
beam and asymmetry under a moving laser beam as expected. A higher laser power
or narrower beam size leads to faster melting rate and higher local temperature.
However, the optimal scanning speed depends on the interplay of the laser power
and beam size. A very fast scanning speed causes a partially melted powder, yet a
much slower speed introduces unnecessary high temperature in the liquid phase that
may lead to gasification. Along with further investigations on powder-powder and
powder-substrate interactions, the basic understanding of underlying thermal fluid




This chapter has been published in Int. J. Heat Mass Transfer, 2019, 133, 872-884.
Understanding fusion dynamics of metallic powders and powder-substrate interac-
tions is important for reducing the defects, and thus improving surface and bulk
quality of additive manufactured (AM) parts. Albeit recent advances in AM tech-
nology, there is a great need of theoretical analysis at the powder level to quantify
and predict relevant mesoscale dynamics in the manufacturing process. We present a
thermodynamically consistent phase-field modeling framework to integrate relevant
thermal fluid phenomena and elastic structure response, including phase transition,
thermal capillarity, interfacial deformation, and thermal stress induced by spot laser
heating. The 2D results show that the fusion of pure titanium powder and titanium
substrate can be significantly enhanced by the capillary effect when the partially
melted powder is bridging the molten substrate, whereas the thermal-elastic defor-
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mation has a longer range effect, which is primarily influenced by the heating power
of the laser beam.
3.1 Introduction
Additive manufacturing (AM) of metallic parts and the relevant technology has been
rapidly growing in scientific research areas and in manufacturing industry. The tech-
nology has been developed for almost three decades. It has a great advantage to build
up geometrically complicated and near net-shape parts or functional materials, and
with economical and environmental benefits [55, 56, 57]. Among various techniques
in AM, powder bed fusion using selective laser melting (SLM) method is widely used
for building AM parts, in which metallic powders are molten and fused layer by
layer by laser heating. However, interactions between the laser beam and material
often introduce complicated phenomena such as incomplete melting, balling, inter-
facial instability, gas trapping, vaporization, spattering, and denudation or keyhole
formation [6, 58, 59], which possibly form defects on the surface and within the bulk
after resolidification. The existed defects are critical to mechanical strength of the
final products as cracks and notches can develop and weaken the as-built AM parts.
Although additional processing such as machining or hot isostatic pressing can signif-
icantly improve the product quality by reducing or eliminating pores or defects [60],
the quality, uncertainty, and reliability of AM parts are still the greatest concerns
for critical applications especially in aerospace and biomedical industry. However,
advances in process design, computer simulation, performance prediction, and opti-
mization are only at the beginning stage due to complicated and multiscale physics
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that underlies the high temperature process [2, 3, 5].
With predictive modeling, it is possible to mitigate the defects and improve the
quality of AM parts from bottom-up. Investigations have focused on a variety of top-
ics from grain growth or microstructure prediction [32, 33, 61, 62, 63], powder-level
or mesoscale dynamics [3, 64, 65], to thermal mechanical and structure analysis at
the parts level [66, 67]. At the larger scale, many studies of thermal transport, melt
pool configuration, capillary effect, and relevant solid mechanics are based on effective
medium theory [35, 38, 67, 68] using finite volume or finite element methods. Specif-
ically at the mesoscale, King and Khairallah et al. have demonstrated the impacts
of high laser power, recoil pressure, surface tension, and thermal Marangoni on the
formation of morphological defects [64, 69, 70], spattering, and the denudation of pow-
ders due to gas entrapment [71]. These investigations along with high performance
computation are based on the multiphase arbitrary-Lagrangian–Eulerian (ALE) ap-
proach. Körner and Klassen et al. investigated consolidation mechanisms and details
of mass and energy losses associated with evaporation and recoil pressures using lat-
tice Boltzmann method (LBM) [72, 73]. Among the Eulerian approaches, Lee and
Zhang [74] have applied volume of fluid (VOF) method to simulate the powder bed fu-
sion dynamics along with discrete element method (DEM) for the initial arrangement
of powders. Without fluid flow effect, DEM has also been applied for powder bed
sintering process [75]. Li et al. [65] developed a phase-field model to simulate a single
powder melting dynamics with strong thermal Marangoni effect. Phase-field method
has been extensively developed in material science community for microstrucutre pre-
diction, and potentially can be further developed for mesoscale analysis. For the first
time, we propose a new and integrated modeling framework using the phase-field
method to further couple thermal-fluid phenomena, phase transition dynamics, and
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the powder-substrate interaction including thermal-elastic response.
We develop an integrated thermal-fluid-structural model based on the phase-field
method to analyze the phase transient dynamics and powder-substrate interactions
during SLM. The system is driven by a fixed/scanning laser beam with spot heating
focused down to the powder size. The dynamic process is complicated by solid-liquid
phase transition in an inert gas environment, free surface deformation, thermal energy
transport, thermocapillary flow, and the thermal-elastic deformation of the substrate.
The powder-substrate fusion dynamics is featured by large interfacial deformation
that bridges the partially melted powder with the molten substrate. The thermal
stress and elastic deformation induced by the spot heating has a longer range effect
and is fully coupled with the fusion dynamics. In this study the gas dynamics is
simplified, and metal evaporation and recoil phenomena are not considered at this
point. The framework may be further extended to include plastic deformation, alloy
materials, and microstructural evolution during the resolidification process, which are
of great importance for AM applications.
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3.2 Phase-field formulation
The thermal-fluid-structural analysis including thermal capillary flow and linear ther-
mal response of the elastic substrate is integrated into the phase-field simulation using
the entropy approach. We extend the model developed earlier for a single powder
melting process [65] by incorporating the deformable fluid interface and elastic strain
energy into the phase-field formulation. The schematic of the conceptual model is
shown in Fig. 3.1. A pure metallic powder is placed on top of a substrate made of
the same material, and heated by a pulsed Gaussian laser beam. The powder starts
to melt from the top and gradually coalesces with the molten substrate. In this sim-
plified model we assume (i) evaporation or condensation of the molten metal and
the possible formation of plasma near the free surface are neglected, (ii) the ambient
pressure is fixed at 1 bar, (iii) the solid-liquid and solid-gas interfacial energy is as-
sumed half of the liquid-vapor free surface energy, (iv) the latent heat, specific heat
and density of titanium are assumed constants, and the density of the argon is tem-
perature dependent as an ideal gas, (v) the plastic region near the melting interface
is neglected and the thermal-elastic effect is assumed linear, (vi) argon is considered
a non-participating gas under thermal radiation.
3.2.1 Phase-field and energy equations based on entropy ap-
proach
The entropy approach is applied to derive the thermodynamically consistent phase-
field and energy equations for the problem in hand. Two phase-field variables, φs` and
φv, are introduced to capture the phase transition dynamics across the solid, liquid,
and gas phases. φs` is a non-conserved order parameter to indicate phase transition
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Figure 3.1: Schematic of powder-substrate interaction including flow induced by capil-
larity and the thermal expansion and stress within the structure. The gray area indicates
solid phase, while the blue area shows the molten metal.
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between solid and liquid, and φv is a gas phase volume fraction or conserved order
parameter to capture the evolving interface between powder/substrate and gas phases.
The entropy functional contributed by the entropy density in the homogeneous bulk















where s is the specific entropy including entropy in a bulk phase s0 and the additional
contribution due to thermal expansion sε, e is specific internal energy, ξs` and ξv are
the assumed constant coefficients to the gradient effects, which correlate to the cor-
responding interfacial energies, respectively, and ε is the elastic strain tensor induced
by thermal stress. All specific properties in this study are defined as per volume
quantity except the specific heat. The general entropy transport equation including


















where t is time, D/Dt indicates material derivative, Js represents entropy flux, Γ̇ is the
entropy production rate, T is temperature, and Θ̇ is heat source or sink representing
equivalent volumetric heating or cooling rate due to laser irradiation and radiation
exchange between the ambient and powder/substrate surface. The ratio Θ̇/T is the
resulting entropy production due the thermal radiation and laser irradiation. Con-
sidering Gibbs relationship de(s, φs`, φv, ε) = Tds + (∂e/∂ε)dε + (∂e/∂φs`)dφs` +





























where the second term on the right-hand side vanishes for linear elastic material under
quasi-steady assumption. For metallic materials, the thermal elastic wave has much
smaller time scale compared with thermal diffusive and phase-field evolution time
scales [27], so that the kinetic energy associated with elasticity is assumed negligible,
and thus the elastic equation (given in Section 3.2.2) is assumed quasi-steady. The
first term on the right-hand side of eq. (3.3) can be obtained from a thermal energy
equation by considering the conduction heat flux, viscous dissipation and mechanical
work done by the modified pressure and Korteweg stress, and the thermal radiation
heat transfer, formulated as
De
Dt
= −∇ · q̇ + τ : ∇v + Θ̇ir + Θ̇r, (3.4)
where q̇ = −k∇T is the heat flux, k is the local thermal conductivity, v is the flow
velocity, τ is the total stress, and Θ̇ir and Θ̇r represent the laser irradiation and
radiative heat exchange between metal surface and the ambient, respectively. The
components of the total stress are given in Section 3.2.2. Now substituting De/Dt
(eq. (3.4)) into Ds/Dt (eq. (3.3)), further replacing the Ds/Dt term (eq. (3.2)) and





































































In the above formulation, the 2nd law of thermodynamics requests positive entropy
production rate Γ̇ for all irreversible processes involved. As a result, the non-conserved















where Ms` is assumed a positive coefficient indicating the interfacial mobility of φs`.
For the phase field φv, the conservation form can be formulated in terms of the φv
flux and written as
Dφv
Dt
= −∇ · Jφv , (3.7)
where the flux of the phase field Jφv is assumed proportional to the gradient of the
variational derivative of entropy functional S with respect to φv. Further assuming
a positive mobility coefficient Mv as a proportional constant, the phase field flux can




















where δS/δφv is the first variation of the entropy functional with respect to φv. As a
result, the Dφv/Dt term in eq. (3.5) can be converted to the contributions of entropy













































Note that the phase-field variables φs` and φv in the homogeneous phases are constant
values and with a smooth variation across the interface between two phases. Here we
define
φv = 1 and φs` = 0 in gas phase,
φv = 0 and φs` = 1 in solid phase,
φv = 0 and φs` = −1 in liquid phase.
(3.11)
In eqs. (3.6) and (3.10), the phase field derivatives of the internal energy can be

























respectively, where f contains the free energy for metal in solid and liquid phase
fs`, free energy of gas fv, and the energy barrier across the gas-metal interface fmix,
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formulated as
f(T, φs`, φv, ε) = (1− φv)fs` + φvfv + fmix. (3.13)
By applying Gibbs-Helmholtz relation, the free energy for metal fs` has the following
temperature integration form:









where Tm is the melting temperature of material, and f
m
s` is the free energy of metal at
melting temperature. To accommodate the latent heat effect in the internal energy,
an interpolation polynomial function P (φs`) is introduced for a smooth transition
between solid and liquid phases [16]. In terms of latent heat and the P function, the
internal energy of metal including elastic contribution induced by thermal expansion
can be expressed as
es`(s, φs`, ε) = es + LaP + (1− P )eε, (3.15)
where La is assumed a constant latent heat, es is the internal energy of solid phase
without elastic deformation, eε = eε(ε) is the internal energy of elasticity that depends
on the strain tensor ε as a state variable. The free energy fs`(T, φs`, ε) has two local
minima corresponding to solid and liquid phases, which requires ∂fs`/∂φs` = 0 and
∂2fs`/∂φ
2
s` > 0 at φs` = ±1 [16]. It is convenient to define the free energy fs`







where the coefficient hs` of the energy barrier hs`Tm/4 is associated with interfacial
thickness and interfacial energy. Following eq. (3.14) and at temperature Tm, it is
also assumed free energy of elasticity vanishes as the increase of strain energy balances
the decrease of entropy at higher temperature. The resulting interpolation function















As show in Fig. 3.2a, the free energy fs` of metal phase at solid and liquid are the same
at the melting temperature. At higher than melting temperature, the free energy at
liquid phase is lower compared to solid phase, which leads to phase transition from
solid to liquid, and vise versa. The free energy of argon gas is temperature dependent,
fv = fv(T ), and treated as an ideal gas. Since the gas and metal are assumed





where hv is the energy barrier coefficient. Note that the mixing energy needs to
satisfy fmix = 0 at φv = 0 and 1, and fmix > 0 at φv ∈ (0, 1) to keep both gas and
metal phases separated, as shown in Fig. 3.2b. By substituting P and fms` into fs`
(eq. (3.14)) and fv, and substituting fmix into f , the phase-field equations (eqs. (3.6)
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respectively. Here, we further approximate that the free energy difference fv − fs` is
proportional to temperature, and thus the Laplacian of (fv − fs`)/T term in the φv
eq. (3.20) vanishes.
Because the total internal energy in the homogeneous bulk phase is
e(T, φs`, φv, ε) = (1− φv)es` + φvev, (3.21)










' [(1− φv)ρscps + φvρvcpv]
DT
Dt







where density and specific heat of metal in solid and liquid are assumed constant
and equal to each other, that is, cps ' cp` and ρs ' ρ`, and ρv and cpv are the


















Figure 3.2: (a) Free energy of metal fs` versus φs` at three different temperatures. (b)
Overall free energy f versus φv at certain temperature T .
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that the change of internal energy due to temperature, solid-liquid phase transition,
and the deduction of elastic energy as the solid phase evolves into liquid. As a result,
the energy equation (3.4) can be further formulated as
[(1− φv)ρscps + φvρvcpv]
DT
Dt









where k = k(T, φs`, φv) is the thermal conductivity, and the double contraction term
includes the contributions of viscous dissipation and heating or cooling effect through
the mechanical work done by Korteweg capillary stress. Finally, the irradiation from
the focused laser beam and the exchange of thermal radiation between the heated
powder and substrate with the ambient are represented by two field source terms Θ̇ir





and Θ̇r = −
εσ (T 4 − T 4a )
Wv
, (3.24)
where ε is the emissivity, σ is the Stefan-Boltzmann constant, Ta is the ambient
temperature, Wv is the interfacial thickness of metal-gas interface, αa is a constant
powder absorptivity, n̂ is the surface normal, and H is the collimated laser irradiation
flux with a 2D Gaussian beam profile (Fig. 3.1),










where Q is the average laser power per unit length, a is the radius of the focused laser
beam, U is the velocity of the scanning laser beam, and xi is the initial position of
center point of the laser beam.
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3.2.2 Thermal elasticity
In this study we incorporate the classical linear elasticity theory [76] into the phase-
field analysis, so that the elastic response of the solid material can be fully coupled
with fluid flow, thermal effect, and phase evolution dynamics. First we look for
internal energy of elasticity in eq. (3.15). Starting from the entropy functional (eq.














where f(T, φs`, φv, ε) is the free energy density in the homogeneous bulk phase, ε is the
elastic strain tensor, which is linearly proportional to the gradient of the displacement
u of the elastic material as ε = (∇u + ∇uT)/2. The elastic contribution from the
solid portion of the metal material to the free energy density can be introduced by
using φv and the interpolation function P as
f(e, φs`, φv, ε) = f0 + (1− φv)(1− P )fε, (3.27)
where f0 is the free energy density without elastic effect, and fε is elastic free en-
ergy [76], given by

















where κ is the bulk modulus, βε is the temperature-dependent volumetric thermal
expansion coefficient, T0 is the reference temperature without thermal expansion, and
65
thus the first term on the right-hand side represents the decrease of free energy due
to thermal expansion or increase of entropy at an elevated temperature with respect
to T0, G is the shear modulus, and δ is the Kronecker delta function. Note that
the time scale for the elastic deformation is much larger than the characteristic time
for sound propagation, and thus a quasi-steady elastic differential equation can be
obtained from the vanished first variation of the free energy functional, that is
δF
δu
= ∇ · [(1− φv)(1− P )σe] = 0, (3.29)
where the corresponding constitutive model of thermal elasticity is












Further applying the following relationships between bulk and shear moduli, κ and








the elastic equation (eq. (3.29)) reduces to
∇2u + 1
1− 2ϑ
∇(∇ · u) ' 2(1 + ϑ)
3(1− 2ϑ)
βε∇T. (3.32)
Here the Poisson’s ratio ϑ is assumed constant, while the Young’s modulus E and
thermal expansion coefficient βε are temperature and phase dependent, and the source
term contributed by the derivatives of P function and phase field φv at the interface
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is neglected. Furthermore, the corresponding entropy due to thermal expansion is
sε = −(∂fε/∂T )ε = κβε(∇ · u). (3.33)
From eqs. (3.28) and (3.33), the internal energy of elasticity appeared in eq. (3.23)
becomes

















In summary, the elastic displacement and thus the thermal stress are fully coupled
with the thermal energy through the elastic energy eε, and thus the phase transition
dynamics is also influenced by the strain energy.
3.2.3 Momentum equation and capillarity
In the phase-field formulation, the flow induced by capillary effect, including Laplace
pressure and thermal capillarity caused by temperature gradient at the interface,
can be approximated by the incompressible continuity and Navier-Stokes-Korteweg
equations:






+ v · ∇v
)
= ∇ · τ , (3.36)
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where the total stress τ with elastic stress excluded is expressed as
τ = −p+ σvis −Πs` −Πv, (3.37)






and η = η(T, φs`, φv) is the dynamic viscosity. The Korteweg stress introduced by
















δ + ξ2vT (∇φv)(∇φv), (3.40)
respectively. The stress across solid-liquid interface may be neglected due to the as-
sumed high viscosity in the solid phase and a relatively low interfacial energy, whereas
at the liquid-gas interface the Korteweg effect is critical for interfacial deformation.
In the momentum equation, the divergence term −∇ · Πv represents an equivalent
body force fb for the thermal capillary effect at the liquid-gas interface. A typical
linear Marangoni model describing the thermal capillary flow can be formulated as
γ`v(T ) = γ
m − βγ(T − Tm), (3.41)
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where γm is the surface tension at the melting temperature Tm, and βγ in our case is
a positive Marangoni coefficient defined as βγ = −dγ`v/dT . As we have discussed in
previous work [65], the thermal capillary relationship of interfacial thickness, interfa-










where the interfacial energy γv, thickness Wv, and entropy coefficient ξv are correlated














2/12 is obtained from the definition for φv, ranging from 0 to 1.





2βγ. Therefore the thermal capillary effect can be resolved by an equivalent
body force as
fb = −∇ ·Πv =−
1
2
WvB∇T |∇φv|2 −WvB(∇T )φv∇2φv
+Wv(A−BT )φv∇(∇2φv) +WvB(∇T · ∇φv)∇φv.
(3.44)
The fluid flow effect is included in the thermal and phase-field equations for convective
transport.
3.2.4 Material properties
Due to the broad temperature range involved in the additive manufacturing process,
one of greatest uncertainties in predictive modeling arises from the knowledge of
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thermophysical properties of the materials, including temperature-dependent density,
specific heat, thermal conductivity, modulus, and dynamic viscosity. In this study, we
apply thermal physical properties of pure titanium for both powder and substrate, and
argon for the gas phase. They are in general phase field and temperature dependent.
The ambient pressure is assumed at one atmospheric pressure. Argon is assumed an








where MA is the molar mass of argon, and R̄ is the gas constant. The density
and specific heat of solid and liquid titanium are assumed the same and remained
constants over the temperature range, the scaled density and specific heat thus can
be formulated as
ρ̃(φv, T ) = 1− φv + φv
ρv
ρs




The notation tilde ′′ ∼′′ hereafter indicates scaled material properties. The ther-
mal conductivity of liquid k` is assumed constant, and the temperature-dependent
conductivity of solid titanium and argon gas [52, 78] are approximated by
















with MKS units and degree Kelvin. Similarly, the scaled thermal conductivity is
estimated by













where k0s is a reference conductivity for scaling purpose (Table 3.1.). The viscosity of












Furthermore, the scaled viscosity is












where η0` is a reference value. The assumed viscosity for solid ηs is at least three
orders of magnitude higher than liquid. For the computation of thermal elasticity,
Young’s modulus for titanium over 500 K [79] can be correlated as
Es ' (97− 0.0486T )× 109, (3.51)
and the thermal expansion coefficient for titanium [54] is approximated by
βε ' (0.003T 0.91 + 8.2)× 10−6, (3.52)
As the Young’s modulus and thermal expansion coefficient are assumed zero for liquid
titanium and argon gas, here the scaled Young’s modulus and expansion coefficient
in the computational domain are










respectively, where E0 and β0ε are reference values. A summary of material properties
and parameters are listed in Table 3.1.
3.2.5 Scaled models
The characteristic time for the phase evolution and transport equations are assumed
approximately the same in this case by considering the characteristic velocity for the
phase-field evolution and diffusive thermal transport as






where L is a characteristic length, and α0s is the reference thermal diffusivity. The





The characteristic Marangonic velocity is defined as the ratio of surface energy differ-
ence over viscosity, and the scale of elastic displacement is proportional to the thermal




and u ∼ Lβ0ε4T, (3.57)
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Parameter Symbol Value, SI
Melting temperature [51] Tm 1943 K
Initial temperature T0 1843 K
Ambient temperature Ta 1843 K
Characteristic temperature difference 4T 1000 K
Molar mass of argon MA 39.948× 10−3 kg/mol
Ideal gas constant R̄ 8.314 J/(mol ·K)
Density of titanium [52] ρs, ρ` 4540 kg/m
3
Reference viscosity of titanium [51] η0` 4.42× 10−3 Pa · s
Reference conductivity of solid titanium [52] k0s 28.5 W/(m ·K)
Conductivity of liquid titanium [53] k` 31 W/(m ·K)
Specific heat of titanium [52] cps, cp` 523 J/(kg ·K)
Latent heat of titanium [52] La 2.0× 109 J/m3
Characteristic thermal diffusivity∗ α0s 1.20× 10−5 m2/s
Surface tension at Tm [51] γ
m 1.557 N/m
Marangoni coefficient [51] βγ 1.56× 10−4 N/(m ·K)
Solid-liquid interfacial free energy∗∗ γs` 0.7785 N/m
Reference change of surface tension 4γ 1.56× 10−2 N/m
Energy barrier coefficient∗∗∗ hs`, hv 283.36 J/(m
3 ·K)
Stefan-Boltzmann constant σ 5.67× 10−8 W/(m2 ·K4)
Emissivity of titanium [54] ε 0.47 -
Absorptivity of titanium (' ε) αa 0.47 -
Reference Young’s modulus of titanium [79] E0 2.57× 109 Pa
Poisson’s ratio of titanium [79] ϑ 0.36 -
Reference thermal expansion coefficient [52] β0ε 1.40× 10−5 K−1
Characteristic length L 100 µm
Powder radius R 25 µm
Interfacial thickness Ws`, Wv 1.5 µm
Table 3.1: Parameters used for the test cases based on material properties of pure tita-
nium and argon. ∗ α0s = k
0
s/(ρscps).
∗∗ The theoretical estimation of titanium solid-liquid
interfacial energy at the melting point is about 14% [80] of surface tension instead of 50%




respectively, where 4γ is a characteristic change of surface energy over temperature















The thermal stress is scaled as
σe ∼ E0β0ε4T, (3.59)






The phase fields φs` and φv are considered normalized. As a result, both scaled
phase-field equations reduce to
∂φs`
∂t
+ Pev · ∇φs` =Chs`∇2φs` +
1
Chs`





















∇2 [φv(1− φv)(1− 2φv)]− Chs`Mrξ2r∇4φv, (3.62)
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The Peclet number Pe measures the convective to phase-field evolution or thermal dif-
fusion effect. The Cahn-Hilliard number Chs` is the ratio of characteristic solid-liquid
interfacial thickness to the domain size. The phase numbers ΛLa is the ratio of latent
heat to interfacial energy, and Λε is the ratio of characteristic elastic internal energy
to interfacial energy. Mr, ξr and hr are the ratios of mobilities, gradient coefficients,
and energy barriers between gas-metal and solid-liquid interfaces, respectively. Be-
cause Λεe
∗
ε is about five orders of magnitude smaller than ΛLa (Table 3.2), the elastic
energy effect in the phase transition dynamics (eq. (3.61)) is negligible, which reduces
computational cost significantly.





+ Pev · ∇T
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+ Pev · ∇φs`
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The fourth term on the right-hand side indicates the contribution of latent heat and
elastic energy due to phase transition. The elastic energy is five orders of magnitude
lower than the latent heat effect, and thus is neglected in the computation. As laser
irradiation and thermal radiation are approximated by volumetric heating and cooling




















Table 3.2: Values of the dimensionless groups (eqs. (3.63), (3.67), and (3.73)) based on
parameters listed in Table 3.1. The characteristic numbers Mr, hr, ξr, and Wr are assumed
unity in all test cases.
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−2(x− xi − PeUt)2
a2
]
êy · n̂, (3.65)
where n̂ = ∇φv/|∇φv| and the exposed surface has êy · n̂ > 0, and the exchange of





















































where Br is the Brinkman number comparing viscous dissipation to conduction heat
transfer, BrK is the Brinkman number due to Korteweg stress, Re is the Reynolds
number, Ste is the Stefan number incorporating the latent heat effect into phase tran-
sition, Λe is an elastic number indicating the ratio of heat capacity over elastic internal
energy, Bir and Biir are the radiative and irradiative Biot numbers, respectively, and
Wr is the ratio of interfacial thicknesses. Note that the Brinkman numbers Br and
BrK are small and thus the dissipation effects are neglected.
The momentum eq. (3.36) is solved by the vorticity-stream function method with






































∇2ψ = −ω, (3.71)












φv∇(∇2φv) + (∇T ∗ · ∇φv)∇φv.
(3.72)














respectively. Finally, the scaled elastic equation becomes
∇2u + 1
1− 2ϑ




where the material displacement is driven by thermal expansion appeared in the
source term.
The initial configuration and conditions are defined by zero velocity and displace-
ment, the phase-field variables φs` = 1 and φv = 0 in the powder and substrate
domain, φs` = 0 and φv = 1 in the gas phase, and a uniform temperature T0 for
all phases. The thermal boundary condition in the gas phase is defined by a fixed
temperature T0, whereas a transient temperature boundary condition based on the
Green’s function approximation (Appendix A) is applied to the substrate as












where the pulse input location (xc, yc) is defined at the powder center of the initial
configuration, and Φc(t) is the half-space domain integration of the 4th, 5th, and 6th
energy terms in eq. (3.64), which includes the laser input, thermal radiation, and
the latent heat effect during phase transition. Instead of temperature or heat flux
boundary conditions, the Green function solution provides a better estimation of the
thermal boundary for the substrate. On the other hand, elastic boundary condition
is defined by zero strain condition. The vorticity and stream functions are assumed
zero at the boundary, and φs` and φv remain constant at the boundary using the
corresponding initial values.
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3.3 Results and discussion
The initial conditions are defined by a uniform temperature T ∗0 = −0.1 and zero
velocity and displacement. The melting process is driven by a fixed or scanning
laser beam with irradiation applied to the top interface of the titanium powder or
substrate. In the field formulation, the irradiation energy is uniformly partitioned
and deposited into the interfacial area determined by 0 < φv < 0.5. From the balance
of irradiation, radiation exchange with ambient, and the absorbed latent heat, the
Green function solution of the energy equation provides the first approximation of
temperature at the substrate boundary, which is computed at each time step. The
temperature boundary condition for the gas phase is fixed at T ∗0 . A zero elastic
strain is assumed at the substrate boundary. Overall the two phase fields, thermal
energy, continuity and momentum, and elastic equations are fully coupled and solved
by the alternating-direction implicit (ADI) finite difference scheme. A uniform mesh
(400 × 400) and time step (5 × 10−6) are applied. The overall process time is up to
1.0. Based on the properties listed in Table 3.1, for all demonstrated cases the time
scale is 8.3313 × 10−4 s, reference velocity scale is 3.53 m/s, displacement scale is
1.4× 10−6 m, stress scale is 3.598× 107 Pa, and the thermal-elastic internal energy is
scaled by 5.0372× 105 J/m3. The laser control parameters including power per unit
length Q, spot size a, and the scanning speed U are provided for each test case.
Figure 3.3 shows the transient results of temperature, interfacial evolution, flow
field, and thermal-elastic internal energy and displacement of substrate material at
time instants t =0.1, 0.25, 0.5, and 1.0. The fixed laser beam is aligned with the
powder (xi = xc). The interfaces are defined by φs` = ±0.5. Higher temperature
and temperature gradient (Fig. 3.3A) appear in the liquid and gas phases compared
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Figure 3.3: Transient distributions of (A) temperature with solid lines showing the con-
tours and dashed lines indicating the s-`, s-v, and `-v interfaces, (B) phase field φs` indicat-
ing the solid (red), liquid (blue), and gas (green) phases, overlapped with velocity vectors,
and (C) elastic energy e∗ε along with displacement vectors and the interfaces shown by solid
lines. Laser parameters: Q = 105 W/m, U = 0 m/s, a = 50 µm, and xi=xc. The laser
beam is fixed at the center line.
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with the solid phase due to laser irradiation at the top surface of the powder and
the endothermic process near the melting front. The laser spot size covers the whole
powder and thus relatively uniform heating is applied, which results in slightly curved
temperature contours within the liquid phase. The melting front has matched the
zero temperature contour, showing that the lag effect in the non-equilibrium process
is not significant and phase transition consistently occurs at equilibrium temperature.
Temperature raises quickly in the gas phase as its thermal diffusivity at high tem-
perature is about two orders of magnitude higher than pure Titanium. Incomplete
melting of the powder happens at lower laser power due to the heat loss to the ambi-
ent through heat conduction and thermal radiation. Figure 3.3B shows the evolving
melting fronts and large deformation of the free surface corresponding to the four time
instances in Fig. 3.3A. Near the beginning stage the powder appears to be slightly
stretched along the vertical direction. This is due to the thermal Marangoni effect
acting along the surface normal, that is, at lower temperature the surface tension is
higher and thus a stronger Laplace pressure is expected to drive the capillary flow
upward. The Marangoni effect along the shear direction has less effect at this point.
At later stages, two micro melt pools right beside the powder gradually establish on
top of the substrate, coalesce with the molten powder due to strong capillarity, and
eventually form a larger melt pool. At t = 0.5 the flow has reversed its direction due
to strong capillary force and the free surface is flattened. Figure 3.3C demonstrates
thermal-elastic internal energy e∗ε and the corresponding thermal expansion repre-
sented by the displacement vector u in the solid phase. The location of high energy
and displacement correlates well with the melting front. The thermal-elastic inter-
nal energy and the displacement increase during the heating process as temperature
gradient increases. Because elastic strain vanishes at the boundary, the displacement
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vectors gradually decays from high stress area to the boundary. The thermal effect,
multiphase fluid flow, phase transition, and structure response are fully resolved.
In addition to Fig. 3.3, Fig. 3.4 shows the transient results under the same con-
ditions. At time t = 0.25 the temperature (Fig. 3.4a) raises slightly beyond T ∗0 . The
melting at the powder-substrate contact point starts from about t = 0.4, and the
temperature distribution under the horizontal plane increases progressively and has a
smooth decay into the far field. The melting location on t =0.5, 0.75, and 1.0 curves
can be clearly observed from the transition (bending) points appeared at the melting
temperature T ∗ = 0. Furthermore, the temperature gradient in the liquid phase is
much significant than the solid phase. This is because laser energy input is largely
deposited into the liquid phase while the heat conduction into the substrate is limited
by the absorption of the latent heat (an endothermic process) upon melting. The tem-
perature gradients in both phases remain the same approximately while the melting
front evolves. The thermal-elastic displacement |u| (Fig. 3.4b) along the center line
is represented by a few hump-shape curves at t = 0.25, 0.5, and 0.75. This is because
the powder is blocking the irradiation into the center part of the substrate, resulting
in a higher temperature gradient area below the powder (Fig. 3.3A). The gradual
increase of displacement with time is correlated to the normal thermal-elastic stress
σyy shown in Fig. 3.4c. The largest stress appears at a certain distance away from
the melting front at each time instant. As process proceeds, the stress reduces due
to the increase of the temperature and the reduction of modulus. The corresponding
thermal-elastic internal energy e∗ε is shown in Fig. 3.4d with the highest value at the
melting front. Note that the increase of entropy due to thermal expansion reduces
the internal energy, which causes a small negative value of e∗ε. Besides, the thermal
effect widens the e∗ε curves at a longer time.
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Figure 3.4: Transient dynamics in terms of scaled (a) temperature, (b) displacement
|u|, (c) thermal-elastic stress σyy, and (d) the thermal-elastic internal energy e∗ε along the
center line with coordinate y from 0 to 0.75. Four time steps at t =0.25, 0.5, 0.75, and 1.0
are selected for comparison in all subfigures. Laser control parameters are the same as in
Fig. 3.3.
84
Figure 3.5: Transient evolution of phase field φs`, indicating the solid (red), liquid (blue),
and gas (green) phases along with velocity vectors. Laser parameters: Q = 105 W/m,
U = 0 m/s, a = 15 µm, and xi=xc. The laser beam is fixed at the center line.
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Comparing Fig. 3.5 with Fig. 3.3, under the same laser power if the laser spot
size is smaller than powder, for example a = 15 µm < R = 25 µm, the powder melts
completely before coalescing with the substrate, and the process leads to a deeper and
narrower heat affected zone. For the case of smaller spot size, the velocity is stronger
at the beginning of the process due to higher temperature gradient, and then slows
down after the coalescence, whereas for a larger spot size the velocity picks up upon
the bridging of powder melt and small micro pools around (Fig. 3.3B). The overall
phase-field patterns are similar in both cases at a longer time.
As discussed above, the formation of micro melt pools is beneficial for the coa-
lescence or bonding of the powder and substrate. Since width and depth of the pool
are often used to further characterize the effects of laser power and spot size, Fig. 3.6
demonstrates the depth of the micro melt pool versus process time for various power
and spot size. The maximum depth of the pool (Fig. 3.6a) increases as laser power
increases. The penetration depth increases faster when powder is completely melted,
and the transition is estimated by the dashed line. The result also implies that the
fusion of powder and substrate may not complete if the laser power is less than 5×104
W/m due to the heat loss. On the other hand, the results show that a smaller spot
size leads to deeper micro pool (Fig. 3.6b). The cases with spot size 15, 25, and 35
µm can be categorized to one group, in which the melt pattern is similar to Fig. 3.5
and the penetration of the melt front starts when powder melting is complete. The
cases with larger spot size 50, 65, and 75 µm form another group that is similar to
the case shown in Fig. 3.3. The depth of micro melt pool increases relatively slow
at the beginning as the laser input is mainly focused on the powder, and the depth
increases faster in the later stage when powder melting is completed. Among these
cases, a = 50 µm seems to be a better choice than others for deeper penetration of the
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Figure 3.6: Transient results showing the maximum depth of the micro melt pool com-
puted from a fixed laser beam under (a) different laser power per unit length with the same
spot size a = 50 µm, and (b) different spot size with the same laser power per unit length
Q = 105 W/m.
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melt front and stronger bonding capability as the powder and substrate are melted
and bridged together.
Above results are for a fixed laser beam. Considering a scanning laser beam,
Figure 3.7 demonstrates the transient results of powder-substrate interaction as the
beam scans from left to right. The temperature on the left portion of the powder
and substrate increases due to asymmetric heating, which results in an asymmetric
flow and interfacial deformation (Fig. 3.7A). A micro melt pool appears on the left
of the substrate first, and then the molten powder merges with the substrate to form
a larger pool. The depth and width of the melt pool increase as the melting front
evolves to the right. At lower power, it is possible that the preceding micro pool forms
before the powder is completely melted, and then the molten powder bridges both the
preceding and receding micro pools at the later stage. Comparing with the symmetric
case (Fig. 3.3), the asymmetric coalescence and higher velocity induced by interfacial
deformation may have better chance to entrap surrounding gas into the substrate,
which can be another source of defects in addition to incomplete melting of powders.
The corresponding patterns for the displacement u and thermal-elastic internal energy
e∗ε in the solid phase are shown in Fig. 3.7B, with higher values progressively moving
to the right. Meanwhile, the displacement vectors are consistent with the direction
of thermal expansion or temperature gradient.
Furthermore, the depth of the micro melt pool varies significantly at different
laser power and scanning speed. At the fixed scanning speed U = 0.2 m/s, Fig. 3.8a
shows the increase of depth of the melt pool when laser power increases. At the zero-
depth point the melting of the powder is about to complete and the melting front
starts to penetrate into the substrate. As the beam travels further away from the
center line, the melting front slows down as heat loss increases. When laser power
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Figure 3.7: Transient dynamics corresponding to a scanning laser beam at t =0.1, 0.3,
and 0.5: (A) phase field φs` and velocity vectors, and (B) thermal-elastic internal energy e
∗
ε
and displacement with all interfaces shown by solid lines. Laser parameters: Q = 1.5× 105
W/m, U = 0.1 m/s, a = 50 µm, and initial position of the laser beam xi=xc−R. The laser
beam is scanning from left to right.
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Figure 3.8: Depth of the melt pool along the center line of the computational domain
under (a) the same scanning speed U = 0.2 m/s but different laser power per unit length,
and (b) same laser power per unit length Q = 1.5× 105 W/m but different scanning speed.
The spot size a = 50 µm and the initial position of the laser beam xi=xc −R.
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per unit length approaches to Q = 105 W/m or below, the melting and fusion are
likely incomplete. Figure 3.8b shows the depth of melt pool at Q = 1.5 × 105 W/m
and different scanning speed. As expected, the longer residence time (lower speed)
of the scanning laser beam leads to a deeper melt pool. However, the depth curves
for U = 0.05 to 0.2 m/s asymptotically approach to the same starting point. This is
because powder melting time is limited by the laser power for speed up to about 0.2
m/s, in which the residence time is sufficient for the fast melting, whereas at higher
scanning speed, such as U = 0.3 m/s, the melting process is delayed and relies on the
accumulated energy in the liquid phase. The release of accumulated energy continues
for a longer time after laser beam is away from the center line.
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3.4 Conclusion
This study presents an integrated phase-field formulation derived from irreversible
thermodynamics to describe the powder-substrate interaction during SLM process.
The model and simulation results have resolved the dynamics of phase transition,
heat and momentum transport, thermal elasticity, and interfacial deformation during
powder-substrate interaction. The capillary flow plays a significant role for interfa-
cial evolution and solid-liquid phase transition, and helps to bridge the powder and
substrate. The thermal-elastic response is quantified simultaneously according to
the temperature distribution, showing relatively high elastic internal energy at the
melting front. The interplay of laser power, spot size, and the scanning speed in laser-
material interactions has been demonstrated by the dynamic evolution of solid-liquid
and liquid-gas interfaces, and the depth of the melt pool or the heat affected zone.
Chapter 4
Freezing Dynamics in a Cylindrical
Vessel
This chapter is submitted to Int. J. Heat Mass Transfer.
Freezing is an essential step in pharmaceutical manufacturing processes for a long-
term storage of therapeutic proteins. However, the process itself may affect the sta-
bility of proteins. Better understanding and quantification of freezing dynamics and
the local environment from liquid solution to the frozen state would help to mitigate
negative impacts on the protein products during freezing and subsequent manufactur-
ing processes. We present a phase-field approach to resolve the relevant macroscopic
transport phenomena including multi-phase flow, heat transfer, phase transition, and
freeze concentration effects coupled with interfacial evolution in a cylindrical vessel.





Degradation of therapeutic proteins can be of high risk upon administration, and
thus protein stability is often a great concern in manufacturing high-quality and high-
valued pharmaceutical products. Solutions of therapeutic proteins are often frozen
to prevent degradation for a long-term storage. However, freezing process itself is
accompanying by protein degradation, possibly owing to ice crystal formation, low
temperature, protein-protein interactions and aggregation at a higher concentration,
changes of pH and concentration of excipients, and possible adsorption of proteins on
the ice/freeze-concentrate interfaces [81, 82, 83, 84, 85]. Similar to most solidification
processes, the nucleation and freezing step very much determines the microstructure
of ice crystals, distribution of freeze concentrate among ice crystals, and the over-
all texture of the frozen products. For protein biopharmaceutical solutions, studies
have shown that the microstructure of the frozen state is correlated with protein
stability [86, 87, 88, 89], and has impact on the subsequent processes including the
efficiencies of primary and secondary drying, reconstitution, as well as mechanical
properties of the dried products [90, 91, 92, 93].
Freezing of aqueous solutions involves phase transition from liquid water to ice,
which spans multiple spatial and temporal scales starting from precipitation, nucle-
ation and growth, dendrite formation, to the growth and interaction of ice crystals.
The process is often coupled with heat, mass, interfacial and momentum transport in
the solutions, and further complicated by the change of equilibrium conditions such
as freezing point depression as solute concentration increases, and nonequilibrium
interfacial kinetics at higher freezing rate. Furthermore, the relevant physicochemi-
cal and transport properties are likely temperature- and/or concentration-dependent,
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including thermal conductivity, solute diffusivity, fluid viscosity, density, latent heat,
and specific heats. A few experimental [94, 95, 96, 97, 98] and mesoscale theoretical
analyses [31, 99] have demonstrated the microstructure evolution and the composi-
tion of protein and sucrose (as a cryoprotectant) solutions in a frozen state along
with freeze concentration of proteins and excipients due to solute exclusion from ice
and local transport behaviors. Macroscopic analyses that focus on simplified heat
transfer and phase transition behaviors have shown good agreements with experi-
mental observations [100, 101]. The semi-empirical models with ice nucleation taken
into account was developed for the prediction of average crystal size [102, 103, 104].
A relatively complete quantitative investigations on freezing of protein solutions was
provided by Nakagawa et al. [103], including empirical estimation of crystal size under
various nucleation temperature and cooling rates, local temperature profiles, and the
displacement of solidification front in a cylindrical vessel under slow to fast cooling
conditions. Roessl et al. [105] have combined fluid dynamics with heat and mass
transfer to simulate the temperature distribution and the macroscopic freeze con-
centration during the freezing process. Nevertheless, still many subtle details in the
freezing dynamics are not yet well understood and theoretically quantified.
In principle one can better design and control the cooling conditions, temperature
distribution, solute uniformity, and desirable microstructure if the process dynam-
ics can be computationally resolved and optimised. However, the development of
high-fidelity computational model is only at the beginning stage due to many chal-
lenges encountered from protein-protein and protein-interface interactions to local
and bulk solution behaviors, calibrations of thermophysical properties in the super-
cooled regime, and the computational cost. Recently we have resolved the multiphase
transport and interfacial dynamics of freezing process and freeze concentration at the
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mesoscale along with growth of ice crystals in sucrose solutions [31]. The freeze con-
centration effect has been integrated to the transient dynamics and topological change
of the ice crystals. However, similar analysis at the macroscopic level faces a new chal-
lenge because freeze concentration or solute segregation is intrinsically a small-scale
phenomena, very difficult to be extended for the prediction of macroscopic behaviors
in a vial or vessel. Here we propose a new coarse-grained approach to resolve bulk
phase transition, concentration polarization, heat and multi-component mass trans-
fer, thermophysical properties, bulk fluid flow, convective and gravity effect using
the phase-field method without considering the dynamics of individual ice crystals.
The computational results are side-by-side compared with the most complete experi-
mental data [95] according to the cylindrical vessel configuration and estimated heat
transfer boundary conditions. Without explicit interface tracking, this approach is
convenient in resolving the moving boundary with complicated morphological change
during phase transition that possibly involves merging or splitting of interfaces. The
phase-field variables or order parameters are uniform in homogeneous bulk phases, yet
having a narrow and smooth transition across the interface between phases. A rigor-
ous definition of the interfacial thickness is connected with interfacial energy and mo-
bility, which can be proved asymptotically consistent with classical transport model
with a sharp interface [106]. Here our theoretical derivation for the non-isothermal
process follows entropy analysis in nonequilibrium thermodynamics, and the system
dynamics is driven by the increase of entropy with gradient effect due to spatial vari-
ation of the assumed phase-field variables [8, 9, 15, 16]. The method has been widely
developed for mesoscale simulations of solidification process particularly for dendritic
pattern formation in pure and alloy systems [10, 11, 12, 24, 25, 26, 43, 107, 108, 109].
The theoretical framework has also been expanded for a variety of applications such
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as in metallic additive manufacturing processes [65, 110], and recently be adapted
and modified for the analysis of freezing dynamics in sucrose solutions [31, 99].
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4.2 Theoretical analysis
Figure 4.1 shows the schematic view the problem in hand. The cylindrical vessel
has three cooling surfaces from top, bottom, and circumferential walls (Fig. 4.1).
The initial condition is a well-mixed aqueous solution of sucrose excipient as the
primary solute and proteins as a secondary component stored in a cylinder vessel. The
process starts from 10 ◦C to a supercooled liquid state with an assumed precipitating
temperature. A typical growth of ice phase begins from the wall boundary and
progresses toward the center portion of the vessel. The following assumptions are
made to simplify the theoretical analysis and computation: (i) thermal radiation and
irradiation effects are neglected, (ii) thermal expansion, elasticity and thermal stress
of the ice phase are neglected, (iii) density variation across ice/liquid water interface
is neglected, and (iv) molecular events such as protein-protein and protein-excipient
interactions, and adsorption of proteins on ice/freeze-concentrate interfaces are not
considered. The configuration (Fig. 4.1) follows the experimental setting provided by
Rodrigues el al. [95].
4.2.1 General formulation based on phase-field approach
Because heat transport and local temperature distribution play an important role in
this multiphase moving boundary problem, a thermodynamically consistent phase-
field formulation is considered to resolve the macroscopic dynamics in a cylindrical
coordinate system. The phase-field variables involved in our model are: (i) phase
field φs`(r, z, t) as a non-conserved order parameter that describes phase transition
dynamics and distinguishes liquid phase (φs` = −1) from the ice or solid phase (φs` =


















Figure 4.1: Schematic of freezing process in a cylindrical vessel. The container is made
of steel.
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respectively on a cross-sectional plane, and t is time, (ii) φi for the volume fraction of
species dissolved in the solutions, including sucrose as the primary component (i = 1)
and dilute proteins or excipients (i = 2, 3, ..., n). Following phase-field approach based
on irreversible thermodynamic principles [16, 15, 12], the entropy functional in the

















where ρ is density, s is specific entropy as a function of specific internal energy e
and other phase-field variables, n is the total number of solutes to be traced, and
coefficients ξs` and ξi are assumed constant coefficients for the gradient effects. The
first term of the integral indicates the contribution of the entropy density in the bulk
phase, the 2nd term represents spatial variation of the phase field for the non-local or
gradient effects across solid and liquid phases, and the last term sums up the gradient
contributions of species concentrations.
Applying the Reynolds transport theorem to the entropy functional, the entropy

















|∇φi|2 = −∇ · Js + Γ̇, (4.2)
where t is time, D/Dt ≡ ∂/∂t + v · ∇ indicates material derivative, v is velocity,
Js is entropy flux, and Γ̇ represents local entropy production rate. Considering the
relationship between entropy and internal energy, e = e(s, φs`, φ1, φ2, ..., φn), one can
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the entropy production rate in eq. (4.2) can be obtained and expressed as





























where the viscous dissipation and capillary work have been neglected due to relatively
small dissipation energy. To accommodate the second law of thermodynamics with
a positive-definite entropy production rate, the transport equations that describe
non-isothermal multiphase dynamics including melting and freezing processes can be


























for i = 1, ..., n, (4.8)
where interfacial mobility coefficients Ms` and Mi are assumed positive values. Equa-
tion (4.7) is non-conservative (Allan-Cahn model), describing the evolution of inter-
faces for the growth of ice phase, whereas eq. (4.8) is conservative (Cahn-Hilliard
model) for determining species concentrations. Consider Fourier’s law on conduction
heat flux, q̇ = −kT∇T , where kT ' kT (T, φs`, φ1) is the thermal conductivity, the




= ∇ · (kT∇T ). (4.9)
4.2.2 Continuity and momentum equations
During the freezing process, the fluid flow is driven by gravity effect due to density
variation within the flow field. The locally concentrated solution has higher density
than the surrounding fluid, and naturally tends to sediment to lower portion of the
vessel. This effect is estimated by the Boussinesq approximation. The density ρ that
takes phase transition and solute concentration effect into account can be formulated
as















where the scaled density of ice ρ̃s and water ρ̃` are temperature dependent, the ref-
erence density ρ0 is defined as ρ`(φi → 0, T → T0) with T0 indicating equilibrium
freezing temperature of a pure water, and P = P (φs`) is an interpolation function
from the liquid (P = 1, φs` = −1) to solid (P = 0, φs` = 1) phases, defined later on
by eq. (4.20). In this study, we consider all properties are φ1 (sucrose) dependent,
but can be further extended to include multi-component effect.
The system is quasi-incompressible in all phases with neglected density variation
at the interfaces. The fluid flow continuity equation is
∇ · v = 0. (4.11)
The Navier-Stokes momentum equation with Boussinesq approximation for the buoy-





+ v · ∇v
)
= −∇p+∇ · σv + (ρ− ρ0)g, (4.12)
where g is gravity acceleration, p is pressure, and the viscous stress σv for the assumed






where the dynamic viscosity η across phases can be defined as
η ' η(T, φs`, φ1) = η0η̃ ' η0
[
P η̃`(T, φ1) + (1− P )η̃s
]
, (4.14)
with an assumed constant viscosity for the crystal phase η̃s  η̃` and a reference
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value η0 = η`(φ1 → 0, T → T0).
Furthermore, in a 3D axisymmetric system with coordinates in radial (r), ax-
ial (z) and azimuthal (θ) directions, the momentum equation can be solved by the
vorticity-stream function method. By taking curl of the above momentum equation,












where ω = (ωr, ωz, ωθ) = (0, 0, ω) is the vorticity field with non-zero value appears
in the azimuthal direction, which is perpendicular to the axisymmetric velocity field.



























The flow field is established by solving the above vorticity and stream function equa-
tions in a cylindrical coordinate system.
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4.2.3 Energy equation
The specific internal energy of this multi-component system can be approximated by
e(T, φs`, φ1, φ2, ..., φn) = es`(T, φs`) +
n∑
i=1
RT 〈χi〉φi(1− φi), (4.18)
where es` represents the internal energy of water in both solid to liquid phases, R is
gas constant, and 〈χi〉 = 〈χi(φs`)〉 is an apparent or coarse-grained Flory’s interaction
parameter for a regular solution. The summation term in the internal energy indicates
the increase of internal energy due to mixing of ice or liquid water with solutes. At
the macroscopic level, the 〈χi〉 value is a phenomenological parameter that controls
the partition effect in an average sense. To accommodate the phase transition, the
internal energy es` as a smooth function across ice and liquid water can be expressed
as
es`(T, φs`) = es(T ) + P (φs`)La
= e`(T ) + [P (φs`)− 1]La,
(4.19)
where the subscript s and ` indicate homogeneous solid and liquid phases, respec-
tively, La is the latent heat of solid-liquid phase transition based on the reference
equilibrium freezing temperature of pure water T0. Here we assume that the latent
heat is independent of temperature for a small shift of freezing temperature due to
freezing point depression. And P (φs`) is an interpolation function for a smooth tran-
sition of internal energy from the liquid to solid phases [16], indicated as a dash line
in Fig. 4.2. Here the P function is a 5th-order polynomial that satisfies P ′ = P ′′ = 0
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and thus P (1) = 0 and P (−1) = 1, so that in the solid phase es`(T, 1) = es(T ), and
in the liquid phase es`(T,−1) = e`(T ). By applying the interpolation function P , the
continuous Flory’s parameter can be defined as a similar form across the interface:
〈χi〉 = Pχi,` + (1− P )〈χi,s〉, (4.21)
where 〈χi,s〉 > χi,`, in which a higher value of the Flory’s parameter implies a higher
mixing energy in the ice phase than in liquid water so that the solutes are soluble,
within the solubility limit, in the liquid phase and mostly excluded from ice. Al-
though a part of the excluded solutes are trapped in between ice crystals, the small
scale phenomena is not resolved in this simplified macroscopic model and therefore a
phenomenological 〈χi,s〉 value is proposed in this study. In principle, the phenomeno-
logical value may be estimated by the mesoscale analysis by considering crystal mor-
phology and segregation pattern under various cooling conditions, or to be adjusted
based on empirical results.
From eqs. (4.18) and (4.19), the left-hand side of the energy eq. (4.9) can be
further expanded from the interpolation of internal energy across each phase using
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Figure 4.2: Distribution of interpolation P function and the double-well potential
fs`(T0, φs`) at the freezing temperature of pure water. hs` is associated with the energy
barrier of the solid-liquid phase transition.
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By introducing heat conduction flux and specific heat, cp ' cp(T, φs`, φ1) for both

























Assuming that the proteins at low concentration does not influence thermophysical
properties of the solution, the local values of specific heat cp and thermal conductivity
kT are temperature-dependent and only adjusted by the sucrose (as the primary
solute, i = 1) content according to
cp(T, φs`, φ1) = cp0c̃p
' cp0
[





kT (T, φs`, φ1) = kT 0k̃T
' kT 0
[




where cp0 = cps(T → T0) and kT 0 = kT s(T → T0) are reference values at equilibrium
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freezing temperature of pure water.
4.2.4 Free energy and phase-field equations
The derivatives of the internal energy appeared in the phase-field equations (eqs.






















for i, j = 1, 2, ..., n. (4.27)
Here the continuous free energy density includes the free energy of ice and liquid
phases, adjusted by solute and mixing effects. By superposing the contributions of
pure solid and liquid water, sucrose and proteins, and the mixing entropy and enthalpy
effects, the mean-field approximation of the free energy can be estimated by




















where fs` represents the free energy of water in ice to liquid phase, fi is the free
energy of solutes, Ni accommodates the size effect based on solute-to-water partial
molar volume ratio, and the coarse-grained Flory’s parameters 〈χi〉 control the energy
109
barriers in the mixing enthalpy terms for different solutes under dilute approximation.
From the Gibbs-Helmholtz relation the free energy fs` including the latent heat effect
can be expressed as









where the first term on the right-hand side presents the thermodynamic driving force
on freezing. The driving force increases as the temperature is lowered, compared to
the equilibrium temperature Teq = Teq(φ1), with freezing point depression taken into
account. The 2nd term accommodates the free energy at equilibrium temperature,





where the coefficient of the energy barrier hs` is associated with interfacial thickness




The free energy of the solution fs` has minima at φs` = −1 (liquid) and φs` = 1
(solid) at equilibrium freezing temperature Teq.
From the internal and free energies provided above and the assumed constant
latent heat La, the phase-field formulations, eqs. (4.7) and (4.8), can be further
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for i = 1, 2, ..., n, respectively.
Due to the sedimentation of solutes in the liquid solution, an additional convective
term is applied to the material derivative of the solute concentration equations. The
rate of sedimentation is simplified by applying the Stokes’ Law for a spherical particle
as
v∞i =
d2i (ρi − ρ`)g
18η
, (4.34)
where di is the hydrodynamic diameter of the solute molecule, η = η(T, φs`, φ1) is the























for i = 1, 2, ..., n.
Finally, the gradient coefficient ξs` is associated with interfacial conditions of the










where the factor 2
√
2/3 is derived from the one-dimensional approximation using a
hyperbolic function to describe the phase field profiles φs` (defined from -1 to 1) across











The coefficient ξi is assumed the same value as ξs` for all solutes. The solute dis-
tribution described by the Cahn-Hilliard equation is conserved, and the 2nd-order





φi(1− φi) for i = 1, 2, ..., n, (4.38)
where the diffusivity Di, assumed independent of other solutes in the dilute regime,
can be in general scaled and interpolated as
Di(T, φs`, φi) = D0D̃i
' D0
[




where D̃i` is concentration- and temperature-dependent in liquid solution, D̃is is
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assumed constant in ice, D̃inter is an additional high diffusivity at the ice/freeze-
concentrate interface, and all are scaled by a reference value D0 = D1`(φ1 → 0, T =
T0), where the subscript 1 indicates sucrose. Here, an adjustable diffusivity at the
interface Dinter is applied to accommodate solute exclusion effect across the interface,
expressed as
Dinter ' D∞F (φs`)K(vn), (4.40)
where D∞  D0 is to accommodate equilibrium interfacial kinetics, F (φs`) = (1 −
φ2s`)
α1 is used to locate Dinter to the the interface region with a factor α1 to adjust
the area thickness, vn ' |∂φs`/∂t| is the absolute value of the normal-to-interface
velocity, and K(vn) = (1+α2vn)
−1 determines the negatively correlation of the solute
exclusion effect by taking the ice front velocity into account using a weighting factor
α2. In this study, D∞ ' 10−6 m2/s, and the factors α1 = 8 and α2 = 5.
4.2.5 Scaled formulation
To extract further insights into the quantitative analysis, all computations are carried
out based on the scaled formulation as follows. The length scale is defined by the
radius of the vessel Ri. The apparent interfacial thickness Ws` is assumed much
smaller than Ri. The system involves six characteristic time scales for solid-liquid
phase transition, solute diffusion, thermal diffusion, sedimentation, viscous diffusion,
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respectively, where d1 is a reference diameter of solutes based on sucrose molecule,
α0 = kT 0/(ρ0cp0) is the reference thermal diffusivity at T0, and U is the characteristic





where 4ρ is the characteristic density variation, assumed 5 kg/m3 based on 1 percent
increase of sucrose concentration in this study. The temperature is scaled by the





The pressure and stress are scaled by viscous effect based on the reference viscosity.
The vorticity and stream function are scaled by U/Ri and UR
2
i , respectively. The
phase field φs` and species concentration φi are already normalized. The actual value
of mobility Ms` in the φs` equation for the macroscopic analysis is unknown, here we
speculate that the freezing process is largely controlled by thermal transport and thus
the time scale for solid-liquid phase transition is assumed the same as the thermal
diffusion time, τs` ' τT . The characteristic time scale τT is selected for all of the
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scaled formulations. The parameters, time scales, and reference properties are listed
in Tables 4.1, 4.2, and 4.3 for reference.





























respectively, where êz indicates unit vector in z direction. The Prandtl number Pr
is the ratio of the thermal to viscous time scales, Reynolds number Re compares
the inertial to viscous effects, and the local Grashof number Gr depends on the local

























length scale Ri (inner radius of vessel) 0.025 m
interfacial thickness Ws` 0.001 m
characteristic subcooled temperature 4T 10 K
initial temperature Tini 283.15 K
fixed environmental temperature Tenv 253.15 K
latent heat La 3.4× 105 J/kg
Flory’s parameters of sucrose 〈χ1,s〉, χ1,` 0.6, 0.5
Flory’s parameters of protein 〈χ2,s〉, χ2,` 0.501, 0.5
solute-to-water ratio of molar volume for sucrose N1 ∼ 11.5
solute-to-water ratio of molar volume for protein N2 ∼ 2300
interfacial energy γs` [111] 0.041 J/m
2
energy barrier coefficient hs` 0.064 J/(kg ·K)
characteristic density variation 4ρ 5 kg/m3
characteriatic velocity U 6.0× 10−3 m/s
diameter of sucrose d1 10
−9 m
diameter of protein d2 7.0× 10−9 m
thermal conductivity of steel ksteel 15.06 W/(m ·K)
thermal conductivity of air kair 0.0223 W/(m ·K)
Table 4.1: Parameters and properties used in the test cases. The model protein is assumed
BSA.
Reference properties Value, SI
freezing temperature T0 273.15 K
density ρ0 999.8 kg/m
3
specific heat cp0 2110 J/(kg ·K)
thermal conductivity kT 0 2.15 W/(m ·K)
dynamic viscosity η0 1.8× 10−3 Pa · s
solute diffusivity D0 2.1× 10−10 m2/s
Table 4.2: Reference properties of pure water at ambient pressure.
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phase transition τs` 616.11 s
mass diffusion τc 2.98× 106 s
bulk convection τconv 4.17 s
viscous diffusion τvis 347.15 s
sedimentation τsed 8.26× 1010 s
Table 4.3: Characteristic time scales based on parameters listed in Table 4.1.
Dimensionless groups Value
Prandtl number Pr 1.775
Reynolds number Re 83.32
local Grashof number Gr 5.67× 105(1− ρ̃)
Peclet number Pe 147.87
phase-change number Λs` 715.33
Cahn-Hilliard number Ch 0.04
Lewis number Le 4830.6
sedimentation number Λsed 7× 10−9
Stefan number Ste1 0.0621
Stefan number Ste2 0.0136
Table 4.4: Dimensionless groups with values based on parameters listed in Table 4.1.
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The scaled phase-field equations reduce to
∂φs`
∂t̃


























































D̃i(φi − φ2i )(1− 2φi)∇̃〈χi〉
]
(4.48)
for i = 1, 2, ..., n, where the Peclet number Pe measures convective to diffusive effects
and applicable to mass transport of all solutes, phase-change number Λs` measures the
importance of latent heat to interfacial energy, Cahn-Hilliard number Ch is the ratio of
the interfacial thickness to the length scale, sedimentation number Λsed compares the
time scales of thermal diffusion to sedimentation, whereas Lewis number Le compares
















































































where the Stefan numbers Ste1 and Ste2 compare the latent heat to the sensible heat








respectively. Values of these dimensionless groups are listed in Table 4.4.
4.2.6 Initial and boundary conditions
The configuration and basic dimensions of the cylindrical vessel shown in Fig. 4.3
is extracted from experimental setting provided by Rodrigues el al. [95], so that we
can side-by-side compare the computational results with experimental data. The
computational domain Ω is shown by the blue area with initial conditions defined
by uniform temperature Tini and uniform concentration φi,ini in a quiescent liquid
solution. There exists no ice phase at Tini. The environmental temperature Tenv is














Figure 4.3: Geometry of the cylindrical vessel: inner radius Ri = 0.025 m, outer radius
Ro = 0.0325 m, height of solution H = 0.0255 m, thickness of cover lid l1 = 0.006 m, vessel
wall l3 = 0.0075 m, and stagnant air layer l2 ' l4 = 0.01 m. The computational domain Ω
indicates 0 ≤ r ≤ Ri and 0 ≤ z ≤ H, where inner radius Ri is used as the length scale in
dimensionless formulation.
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Boundary conditions for the conserved phase fields φi are insulated (zero mass
flux) for all of the four boundaries, including the top, bottom, and circumferential side
wall as well as the symmetric axis. The stream function vanishes at all boundaries,
meanwhile the velocity satisfies no-slip conditions on top, bottom, and circumferential
wall boundaries. The vorticity on the boundaries follows ω = ∇ × v. In phase-
field method, the velocity in the solid region, φs` = 1, vanishes across the ice/freeze
concentration interface. In this study, we apply a velocity smooth function for the


























respectively. The vorticity and stream function thus have a smooth transition from
liquid phase to zero in the solid phase (ω̃, ψ̃ → 0 as φs` → 1 and ω̃ → ω̃`, ψ̃ → ψ̃` as
φs` → −1).
The phase fields φs` and φi and temperature T have zero gradient value along the
radial direction at r = 0 as a symmetric condition. The phase field φs` remains −1
(liquid) on top, bottom, and circumferential wall, and only turns into 1 while the
temperature on the boundaries is lower than freezing temperature T0, indicating an
immediate heterogeneous nucleation of the ice phase without supercool.
To facilitate the computation including more general effect from heat transfer
surfaces, we include the reduced-order (non-local) heat transfer resistance model [112]
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to the top, bottom, and circumferential walls:
(i) At the top surface, z = H, a stagnate air layer with thickness l2 and thermal
conductivity kair is applied. The cover lid has thickness l1, thermal conductivity ksteel,
and heat exchange from natural convection to environment at temperature Tenv. The






l1/ksteel + l2/kair + 1/htop
, (4.54)
where htop (Fig. 4.1) is the heat transfer coefficient approximated by a horizontal




' 0.559R1/5a , (4.55)
where Nu,top and Ra are Nusselt and Rayleigh numbers. The corresponding dimen-







l̃1/k̃steel + l̃2/k̃air + 1/Bi,top
] at z̃ = H̃, (4.56)





indicating the conduction-to-convection resistance on the top surface.
(ii) For the bottom surface at z = 0, the conduction thermal resistance is based
on stainless steel material with thickness l3 and thermal conductivity ksteel, and a
stagnate air layer below the vessel with thickness l4 and thermal conductivity kair.
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] at z̃ = 0. (4.59)
(iii) For the circumferential wall at r = Ri, conduction heat transfer through vessel








where Ri and Ro are the inner and outer radii of the vessel, respectively, and hside is
the heat transfer coefficient estimated by a vertical plate for a cylinder wall with large
radius. An empirical relationship for a relatively small Rayleigh number (Ra ≤ 109)



















)] at r̃ = 1, (4.62)
where the Biot number is defined as Bi,side = hsideH/kT 0.
123
For the configuration shown in Fig. 4.3, the heat transfer coefficients htop '
4.6 W/(m2 · K) and hside ' 7.9 W/(m2 · K), and the corresponding Biot numbers
are Bi,top ' 57.03 and Bi,side ' 8.37, respectively. A reference case with fast cooling
in a nitrogen bath is simulated by htop, hside →∞.
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4.3 Material properties
Measurements of relevant thermophysical properties of protein solutions, including
density, specific heat, thermal conductivity, dynamic viscosity, and solute diffusivity
within the temperature range of interest are fairly limited. Here we consider sucrose as
the primary solute based on available experimental data. Although sucrose has very
different properties than proteins, it is a common excipient used as a cryoprotectant
in protein formulations. In this study the thermophysical properties are assumed
temperature and sucrose concentration dependent, with correlations extracted from
experimental data. Figures 4.4 to 4.6 illustrate the changes of relevant material
properties with temperature and sucrose concentration.
The changes of mass density in supercooled liquid water (Fig. 4.4a) and ice
(Fig. 4.4b) phases are plotted against temperature. The temperature dependency [78]
is correlated in MKS unit as
ρ`(T ) '− 4× 10−7(T − T0)4 + 10−4(T − T0)3
− 0.0105(T − T0)2 + 0.1(T − T0) + ρ0,
(4.63)
and
ρs(T ) ' 0.917ρ0 + 0.15(T0 − T ), (4.64)
respectively. The density in supercooled liquid state decreases a few percentages as
temperature decreases. The sucrose density ρ1 is assumed a constant 1587 kg/m
3,
and the protein density ρ2 is assumed 1364 kg/m
3 (based on BSA).







































































l, max at 277.15 KT=
·
Figure 4.4: Thermophysical properties. (a, b) Mass densities of pure water ρ` and ice
ρs at different temperatures, (c, d) specific heats of sucrose solution cp` and ice cps, and
(e, f) thermal conductivities of sucrose solution kT ` and ice kT s at different temperatures.
Both cp` and kT ` have taken φ1 effect into account. All data points are from literature [78],
whereas solid lines are from the correlation eqs. (4.63)-(4.68).
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concentration [98] as
cp`(T, φ1) ' 4180
[
1− 0.953φ1(1− 0.588φ1) + 10−3(T − T0)
]
, (4.65)
illustrated in Fig. 4.4c, which monotonically increases as temperature increases. The
specific heat of ice (Fig. 4.4d) can be correlated with temperature [78] as
cps(T ) ' cp0 + 7.8(T − T0). (4.66)
The thermal conductivity of sucrose solution (shown in Fig. 4.4e) is provided by
literature [98] and expressed as
kT `(T, φ1) ' 0.58
[
1− 0.905φ1(1− 0.588φ1) + 2.6× 10−3(T − T0)
]
, (4.67)
whereas the thermal conductivity of ice (Fig. 4.4f) [78] can be estimated by
kT s(T ) ' kT 0 − 0.0123(T − T0), (4.68)
which increases as temperature decreases.
Furthermore, the temperature-dependent dynamic viscosity of water can be cor-
related by the Vogel-Fulcher-Tamman (VTF) model [114] as






where the factor 4.442×10−5 is the viscosity at temperature 168.9 K (> Tg ' 136 K).























Figure 4.5: Transport properties. (a) Dynamic viscosity η` and (b) diffusivity D1` for








Figure 4.6: Equilibrium freezing temperature Teq of sucrose solution. Data points are
from literature [117], whereas the solid line is based on the correlation eq. (4.72).
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ature. To incorporate the solute concentration effect to the viscosity, we compose
the VTF and Mooney’s viscosity models to estimate the viscosity of the sucrose so-
lution [31] as






where the concentration-dependent viscosity is estimated at T0 = 273.15 K [115].
The diffusivity of sucrose in solution (Fig. 4.5b) can be estimated by the propor-
tionality based on the Stokes-Einstein relation as
D1`(φ1, T ) '
D0 T η0
T0 η`(φ1, T )
, (4.71)
where D0 ' 2.1 × 10−10 m2/s [94] is the solute diffusivity of sucrose in aqueous
solution at T0 in the dilute limit. The diffusivity for the dilute BSA protein molecules
is around D2` ' 5.9× 10−11 m2/s [116].
Finally, the equilibrium freezing temperature of sucrose solution decreases as con-
centration of sucrose increases, also known as freezing-point depression, which can be
estimated from the liquidus line of sucrose-water phase diagram [117] as
Teq(φ1) ' T0 − 50φ21, (4.72)
shown in Fig. 4.6. The influences of dilute proteins to all properties are neglected in
this study due to the lack of relevant measurement in the supercooled regime.
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4.4 Results and discussion
The process simulation is carried out by the alternating-direction implicit (ADI) finite
difference scheme for the governing eqs. (4.44), (4.45), (4.47), (4.48), and (4.50) using
100 × 102 uniform mesh on a cross section of axisymmetric vessel and scaled time
step 2× 10−6. No additional interface tracking algorithm is applied to the phase-field
model. The theoretical results and discussion are arranged as follows. First, the
developed phase-field methodology is validated by comparing the numerical results
(shown in Fig. 4.7) of an axisymmtric heat conduction problem with the classical
interface immobilization method, which is known robust in solving one-dimensional
Stefan problems [118] with a sharp moving interface. Second, the 3D axisymmetric
thermal-fluid dynamics and mass transfer characteristics resulting from the phase-field
model are presented in detail (Figs. 4.8-4.12), followed by a side-by-side comparison
with experimental data (Fig. 4.13).
Formulations of the immobilized heat conduction equations and the boundary
conditions for a moving interface are provided in Appendix A. This interfacial im-
mobilization method essentially provides the sharp (zero thickness) interface limit to
validate the phase-field approach with a thin but smooth and continuous interface.
The axisymmetric system has only radial dependency so that the coordinate trans-
formation can be carried out analytically. Figure 4.7 shows the computational results
of freezing dynamics of pure water obtained from both methods. Finite difference
schemes are applied to both approaches with a scaled time step 10−5 and 1,000 uni-
form grid points along the radial direction. The thermophysical properties are phase
dependent, and the heat transfer coefficient is set to ha = 7.9 W/(m
2K) based on


























































Figure 4.7: Comparisons of numerical results predicted by the phase-field method (solid
lines) and interface immobilization method (dots) on transient freezing dynamics of a pure
water in a 1D axisymmetric domain, showing the location of the ice front along the radial
direction (a), temperature at the axisymmetric center point (b), and the ice front velocity
(c) versus time, and the corresponding temperature profiles along the radial direction at
scaled time instants t̃ = 30, 40, and 50 (d).
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are the transient results showing the location of the moving interface, temperature
at the center point, and the moving velocity of the interface versus time. The initial
condition is defined by a liquid phase with uniform temperature T̃ini = 1 (283.15
K), and the ice phase grows progressively from the outer boundary (̃b = 1) to the
center point (̃b = 1). The length and time scales are based on radius of the circular
domain and the corresponding thermal diffusion time, Ri = 0.25 cm, and τT = 616.12
s, respectively. Overall the phase-field approach agrees very well with the interface
immobilization method at all transient steps. Specifically, the moving speed (scaled
by Ri/τT ' 40.57 µm/s) of the ice front ranges from 0 to about 6 µm/s, slightly
increases as the ice phase just starts to develop and increases steeply as the front
approaches to the center point. The relatively fast moving front is due to an efficient
removal of the thermal energy while the front is moving to the center point and the
phase transition area reduces significantly. The temperature profiles at several time
instants are demonstrated in Fig. 4.7d, implying the corresponding temperature gra-
dient and thus the strength of heat flux along the radial direction. Figure 7d has also
demonstrated the temporal and spatial accuracy of the phase-field approach in both
solid and liquid phases. The parameters used for interfacial energy, thickness, and
mobility are feasible in simulating the macroscopic freezing dynamics. The maximum
deviation of temperature between these two approaches is less than 0.05 K.
Figure 4.8 shows computational results on cooling of water-sucrose-protein mix-
ture (liquid phase only, before ice formation) in a cylindrical vessel. A sequence of
images of temperature (top row) and mass density overlapped with velocity vectors
(bottom row) are presented at scaled time instants t̃ = 0.5, 1.0, 1.2, 1.4, and 2.0.
The initial conditions include a uniform temperature T̃ini = 1.0 (283.15 K), uniform

































































































































































































































































































































ambient temperature is fixed at T̃env = −2.0 (253.15 K) during the process. Several
lumped heat transfer boundary conditions are provided in Section 4.2.6. Because the
concentration of solutes remains uniform before ice starts to form, the local mass
density of the liquid solution only varies with temperature. As shown in the sequen-
tial plots, near the beginning stage at time instant t̃ = 0.5, the liquid solution near
the circumferential side wall has lower temperature but higher density due to higher
temperature gradient or stronger cooling effect coming from the wall boundary. The
fluid flow driven by buoyant (lower density at lower liquid temperature) results in a
downstream flow sweeping through the side wall and circulating throughout the ves-
sel. A lower temperature is observed at the lower part of the vessel at this point due
to the downstream convective flow and also because that the bottom surface has a
larger cooling effect comparing to the top surface. As the liquid solution continuously
cools off, the highest density area appears at around temperature contour T̃ = 0.4.
From a closer look of the sequential plots one can observe the area with temperature
T̃ < 0.4 at t̃ = 1.0, 1.2, and 1.4 is correlated with the decrease of density field. Overall
the solution near the bottom and side walls has lower temperature and lower density
than in the upper part of the vessel, which drives the fluid flow to a reverse direction
from bottom back to the top. This motion enhances temperature uniformity and
mixing of solutes within the vessel. Finally at t̃ = 2.0, right before ice formation,
the liquid solution is thermo-solutal stable with higher mass density near the bottom.
The resulting flow reverses its direction only once in this case before ice formation.
The circulation during this pre-ice formation period has velocity magnitude about
1.5× 10−4 m/s.
Figure 4.9 includes the transient dynamics in both liquid and solid phases, show-




































































































































































































































































































































































































































































































































strate the temperature distribution, location of ice/freeze-concentrate interface (or
ice front), sucrose and protein concentrations in terms of volume fraction, and the
velocity vectors of the fluid flow at time instants t̃ = 5, 15, 30, and 33.8. The amount
of supercooling and nucleation kinetics are neglected in this macroscopic model and
the freezing temperature follows the equilibrium freezing temperature of a sucrose
solution at various concentration. In this test case, sucrose has higher initial con-
centration 0.03 than the model protein 0.005, and thus the protein’s contribution is
assumed relatively small so that the correlations of temperature- and concentration-
dependent thermophysical properties (except density that can be directly calculated)
of the mixture are determined only by the sucrose content. Near the center point
of the vessel, a thermal-arrest region (as also shown in Fig. 4.7b) is expected as the
temperature in the liquid phase almost remains a value close to the equilibrium tem-
perature. The temperature (top row) is in general lower near the side wall than at
the top and bottom surfaces because of a stronger cooling effect from the side. As
a result, the ice/freeze-concentration interface (solid lines) appears first around the
side wall, and then followed by a sporadic ice formation at top and bottom surfaces.
The ice/freeze-concentrate interface approaches towards the center line from the top,
bottom, and side walls after all surfaces are fully covered with ice at time around
t̃ = 30. The interface at t̃ = 33.8 is developed to the upper center of the vessel due
to higher cooling rate at the bottom comparing to the top surface, and the ice front
moving velocity increases dramatically as the liquid phase is further confined to a
smaller region in the middle of the vessel.
Furthermore, in Fig. 4.9, concentrations of sucrose and the model protein are il-
lustrated in the middle and bottom rows, respectively. The freeze concentration effect
appears in both cases, especially during the early stage of the freezing process as the
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slow moving ice front has a speed less than a micron per second, so that the system
has sufficient time for solutes to be excluded from the ice phase. That is, the inter-
facial partition effect is near equilibrium. However, at the later stage as the moving
speed of the ice front increases, the interfacial condition is no longer at equilibrium,
and therefore solutes are largely left behind the interface and entrapped in the ice
phase. Without more information about the microstructure and morphology of the ice
crystals, this macroscopic prediction of non-equilibrium partition effect remains phe-
nomenological. In the macroscopic process simulation, the freeze concentrate changes
its local mass density on the liquid side of the solution, and thus its redistribution is
further coupled with sedimentation and natural convection effects in the fluid flow.
Near the beginning of ice formation at t̃ = 5, both temperature and protein distri-
butions are quite uniform, so that the downward flow only correlates with sucrose
concentration, as a solute plume oberved in the figure. This indicates that the local
flow instability is likely controlled by the segregated sucrose from sporadic patches of
the ice phase initiated from the top surface. As the ice phase grows to t̃ = 15 and 30,
the overall concentration within the liquid domain increases more significantly, and
the fluid flow becomes more stable due to less inertia in a confined region. Mean-
while, convection and sedimentation effects accumulate both types of solutes to the
bottom portion of liquid phase, and the solute exclusion effect is weakened as ice
front velocity increases. At t̃ = 33.8, a significant amount of sucrose is left behind by
a faster moving ice front, and entrapped by ice in the center/bottom portion of the
vessel. The concentration of the model protein, however, shows a distinct bipolarized
distribution along the symmetry axis. This is due to much larger molecular weight
and an assumed smaller Flory’s interaction parameter. For both types of solutes,
local concentration varies significantly, but overall the center/bottom portion of the
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cylindrical vessel has more freeze concentrate introduced by the freezing process as
expected from experimental observation [95].
Figure 4.10 provides a closer look of the onset of flow instability near the top
surface. The sequential plots show sucrose concentration and the velocity field at time
instants around t̃ = 5. The sporadic ice patches appeared at the top surface along
with the freeze concentration effect increase local sucrose concentration, resulting in
a Rayleigh-Taylor instability from the locally increased mass density. The higher
concentration pocket of solution moves downward under the gravity effect, and the
surrounding portion of the solution with lower concentration is displaced upward in
this bounded domain. Later on the flow instability is weakened as sucrose diffuses
into the bulk. Because the temperature field is quite uniform in the liquid solution
during the freezing process, the Rayleigh-Bernard and double-diffusive instability can
be neglected.
Figure 4.11 shows temperature histories for specific locations along the symmetric
axis and side wall in the vessel under different environmental temperatures. Following
temperature contour maps shown in Figs. 4.8 and 4.9, the temperature distributions
at these representative points for T̃env = −2 (253.15 K) have only a small variation
before the ice formation, and the uniform temperature distribution in the liquid phase
is the signature of thermal-arrest phenomenon. The temperature uniformity is further
enhanced by the convective effect. A closer look at the transient result, temperatures
at 20 mm depth are slightly lower than the temperatures at 10 mm depth at the
beginning of the process. This is simply due to a stronger cooling rate at the bottom
than at the top surface. However, the same location at 20 mm depth has slightly
higher temperature than at 10 mm as the direction of fluid flow reverses at about













Figure 4.10: An unstable flow pattern along with sucrose concentration within the vessel
from t̃ = 4.94 to 5.04. The solid lines indicate multiple freezing fronts moving from the side,






































Figure 4.11: Temperature histories at the specific locations along the symmetric axis and
the circumferential side wall during the cooling and freezing processes under different scaled
environment temperatures: T̃env = −2, −4, and −6 (scaled by ∆T = 10 K), and with time
scale τT = 616.12 s.
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at the side wall gradually decreases due to strong heat flux out of the vessel, whereas
the temperature along the symmetric line maintains its value near the equilibrium
temperature Teq (in a thermal-arrest region) until the ice front reaches the center
part. During the freezing/exothermic process, the amount of latent heat that can
be released relies on the temperature gradient established in the ice phase, which
is influenced by the thermal resistance determined by the heat transfer boundary
conditions. The time required to freeze the solution at 20 mm depth is shorter than
that at 10 mm depth, revealing the trend of axial freezing direction from bottom to
top in this test case that closely mimics the experimental conditions. At the final stage
(T̃env = −2, t̃ > 34), the temperatures at these locations are quite uniform (not shown
in contours) because of higher thermal diffusivity in the ice phase, about 10−6 m2/s,
corresponding to lower characteristic thermal diffusion time about 570 s, than in the
liquid phase (10−7 m2/s, diffusion time about 4700 s). The temperature of the whole
computational domain gradually decays to the ambient temperature at 253.15 K. The
temperature profiles under different environmental settings are qualitatively similar.
At a lower environmental temperature a steeper profile or stronger cooling rate leads
to shorter cooling and freezing process time as expected. For the case of T̃env = −4,
the process time is about one half of the case T̃env = −2 under the same heat transfer
coefficient, and for T̃env = −6, the processing time reduces to one third of the process
time for T̃env = −2. These results are consistent with a simple lumped approximation.
Following up test cases shown in Fig. 4.11, Fig. 4.12 illustrates the corresponding
sucrose concentration profiles φ1 along the symmetric axis at the end of the freezing
process. All of the results show significant accumulations of sucrose at the bot-
tom/center part of the vessel due to sedimentation and buoyant effects, and solute














Figure 4.12: Sucrose concentration φ1 along the symmetric axis under different environ-
mental temperatures: T̃env = −2, −4, and −6.
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inner region of the vessel. For the case T̃env = −2, the maximum accumulated sucrose
concentration, trapped in the ice phase near the center/bottom part of the vessel,
is about ten times higher than its initial concentration (under the assumed kinetics
model and coefficients proposed in eq. (4.40)). Because the solution partition is
weaken as the moving speed of ice front increases, the location that has the highest
solute concentration is not necessary the last point to freeze. That is, the freezing
front may well enclose the freeze concentrate at higher moving speed. This is demon-
strated on the sucrose concentration map in Fig. 4.9 at time instance at t̃ = 33.8. In
case of lower environmental temperatures, stronger cooling leads to faster ice front
velocity. The interfacial kinetics at a faster moving front results in less freeze con-
centration and a more uniform concentration profile, and in the end with maximum
accumulation about five times higher than the initial value in this test case.
In Fig. 4.13 we compare the computational results with an excellent experimen-
tal study with relatively complete data and rigorous heat and mass transfer analysis
developed by Rodrigues et al. [95]. The experimental results involve a pure water
within a cylinderical vessel under fast (Fig. 4.13a) and slow (Fig. 4.13b) cooling
conditions, in which the data points at 20 mm depth into the solution phase are
extracted here for the validation. The initial temperature is set to T̃ini = 1 (283.15
K), and the ambient temperature for both fast and slow cooling cases is T̃env = −2
(253.15 K). For the fast cooling case (Fig. ??a) with vessel in a liquid nitrogen bath
we assume htop and hside →∞, and the pure water is supercooled to about 263.15 K.
Upon ice nucleation the temperature of the metastable liquid raises abruptly to the
equilibrium freezing point around T0 at time t̃ about 0.3 (time scale 616 s). This is
due to the fast release of latent heat. Without any fitting parameter, the numerical
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experimental data at edge
Figure 4.13: Comparison of experimental results (data points) with the predicted temper-
ature on the symmetric axis (solid line) and the circumferential side wall (dash line) during
freezing of a pure water under (a) a fast cooling condition using liquid nitrogen bath with
approximated htop and hside →∞, and (b) a natural convection with cold air surrounding
the vessel. The configuration is delineated in Section 4.2.6 with htop = 4.6 W/(m
2 ·K) and
hside = 7.9 W/(m
2 · K) for case (b). The red dots indicate the experimental data on the
symmetric axis and the blue triangles for the side wall. Both datasets are extracted from
from literature [95].
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from the local measurements in experiments. The representative temperature on the
side wall decreases quickly during the freezing process as ice starts to form, while the
temperature on the symmetric axis maintains its value near freezing temperature in
the thermal-arrest region until water at 20 mm depth is frozen. A good agreement is
found between modeling and experimental results in terms of dynamic temperature
distribution and characteristic time scales at each stages of the process under the fast
cooling condition. Similarly, in Fig. 4.13b we compare the temperature profiles with
experimental results under air cooling condition. The processing time is much longer
due to smaller heat convection coefficients, estimated as htop = 4.6 W/(m
2 · K) and
hside = 7.9 W/(m
2 · K) using the lumped resistance models. Both experimental and
numerical results agree well in the cooling stage and show similar tendency as in the
case under fast cooling condition. However, in thermal arrest regime, our prediction
on the process time is almost two times longer than the reported experimental ob-
servation. As a rough approximation using water properties one can estimate that
the release of heat content during freezing of this amount of water is about five times
longer than cooling under natural convection, which is consistent with the modeling
result rather than the much shorter process time reported in experiment. Additional




A phase-field model is developed to describe the macroscopic freezing dynamics by
coupling heat transfer, fluid flow, phase transition, interfacial kinetics and mass trans-
fer of sucrose and model protein in a cylindrical vessel. The methodology agrees with
the interface immobilization method often used in solving Stefan problems. The 3d
axisymmetric results demonstrate the characteristic behaviors in freezing of water-
sucrose-protein solutions particularly on the formation of freeze concentrate as the
freezing front evolves during the process. Due to gravity effect, the thermo-solutal
contribution plays a significant role in temperature and concentration distributions,
which are coupled with the evolution of ice/freeze-concentrate interface. Rayleigh-
Taylor instability is observed briefly during the cooling/freezing process as several
sporadic ice patches appeared at the top surface. The full process simulation includ-
ing freeze concentration and thermal arrest behaviors are resolved by taking freez-
ing point depression and temperature- and concentration-dependent properties into
account. Although sucrose-protein association is neglected in this model, the multi-
component mass transfer is demonstrated in this phase-field model including various
degrees of solute exclusion across ice and liquid solution phases. A trapping of sucrose
at the center/bottom part of the vessel and bipolarization distribution of a model pro-
tein are revealed in the test case. Overall the numerical results show good agreement
with available experimental data except a contradictory point regarding the freez-
ing process time under air cooling condition. The phase-field approach provides a
great opportunity to model, investigate, predict, and design the freezing process for
biopharmaceutical applications.
Chapter 5
Suggestions for Future Works
The completed models on the single-powder melting and powder-substrate interaction
have demonstrated the importance of capillary effect in the formation of micro-melt
pool, thermoelasticity into the substrate domain, and the impacts of various laser
parameters. However, laser-based AM process covers a much broader range of spatial
and temporal scales and the interactions of multiple powders. Advanced experimental
studies have observed many complex physical phenomena in the selective laser melt-
ing process including pore distribution, spattering, balling, and powder denudation,
which have not been included in the theoretical analysis presented in the thesis. It
is suggested that future model development may also focus on a better estimation of
high temperature metal evaporation dynamics and the corresponding recoil pressure
generated as a higher laser power deposits to the surface of the melt pool. The recoil
pressure plays a dominant role in creating a depression or even a keyhole on the melt
surface and has a strong hydrodynamic interaction with the molten metal within
the melt pool. Thermal radiation is further enhanced between free surfaces due to
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multiple reflections. The outward metal vapor flux combined with the environmental
gas flow may cause powder spattering and denudation along the melt track. At a
higher laser power, the collapse of keyhole can further result in a trail of voids or
pore defects after solidification. Furthermore, in addition to melting, solidification
of pure metal and alloys are equally important for the development of AM process,
in particular the prediction of phase behavior and microstructure evolution including
dendritic growth of crystals and segregation of multiple solutes. A multiscale and
end-to-end process simulation would have better prediction of the porosity or defects
to develop strategies to improve the mechanical performance of AM parts.
Appendix A
Interface Immobilization Method
In the quasi-1D approximation of phase change in a cylindrical configuration, the































for b(t) ≤ r ≤ Ri, (A.2)
where αs and α` are thermal diffusivities of solid and liquid phases, respectively,
r is the radial coordinate, and the transient location of the solid-liquid interface at
r = b(t) is not known a priori, which needs to be determined as a part of the solution.













where k` and ks are thermal conductivities corresponding to the liquid and solid
phases. All properties are constants in the test case, and the density for solid and
liquid phase are the same in this simplified model. For the short-time cooling process,
a liquid with a constant temperature Tini is confined within the region 0 ≤ r ≤ Ri,





= ha(T − Tenv), (A.4)
where ha and Tenv are the heat transfer coefficient and the environment temperature.
For the long-time freezing process, separated domains are applied to simulate the
liquid and solid phases. The temperature at the interface r = b(t) remains freezing
temperature T0 on both solid and liquid sides during the freezing process. Meanwhile,




= ha(T − Tenv). (A.5)
The moving interface can be immobilized using a spatial coordinate transforma-




for 0 ≤ r ≤ b(t) and 0 ≤ ζ ≤ 1, (A.6)
and
ζ = 1 +
r − b(t)
Ri − b(t)
for b(t) ≤ r ≤ Ri and 1 ≤ ζ ≤ 2. (A.7)
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By defining characteristic temperature difference ∆T , length scale Ri, and time scale





























































at ζ = 1, where the Stefan number Ste = cp∆T/La. The corresponding boundary
conditions in liquid phase are scaled as
∂T̃`
∂ζ






Bi(T̃ − T̃env) at ζ = 1, (A.12)
during the cooling process, where the Biot number is defined as Bi = haRi/ks.
Whereas during the freezing process the boundary conditions are scaled as
∂T̃`
∂ζ
= 0 at ζ = 0, (A.13)
152




= −Bi(1− b̃)(T̃ − T̃env) at ζ = 2. (A.15)
This method requires a time integration of the interface equation to locate the trans-
formed interfacial position b̃.
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