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With increasing usage of social networking sites like Facebook there is a need to study 
privacy. Previous research has placed more emphasis on outcome-oriented contexts, such as e-
commerce sites. In process-oriented contexts, like Facebook, privacy has become a source of 
conflict for users. The majority of architectural privacy (e.g. privacy policies, website 
mechanisms) enables the relationship between a user and business, focusing on the institutional 
privacy concern and trust; however, architectural privacy mechanisms that enables relationships 
between and among users is lacking. This leaves users the responsibility to manage privacy for 
their interpersonal relationships. This research focuses on the following question: “How does 
privacy influence the sharing of personal information in interpersonal relationships on social 
networking sites?” The management of the sharing of personal information is explained using 
the Need to Belong theory, psychological contract, and approach-avoidance motivation theory. 
Individuals’ desire to interact socially and engage in relationships where respect for personal 
information is implied leads to overcoming concerns over privacy.   
Three essays address the question of interest. Essay 1 explains that this drive is motivated 
by a fear of social exclusion from social transactions and interpersonal relationships and does not 
rely on the institutional relationship between a user and the social media website. Essay 2 uses a 
social network analysis lens to describe how the multiplexity of relationships and social 
influences (both of the network and the self) influence social interaction and the sharing of 
personal information. Essay 3 focuses on explaining how individuals’ disposition toward 
subconscious processes of approach or avoidance motivation influence decisions to share and not 
share personal information. The implication of these studies is that privacy in a process-oriented 
context—like Facebook—involves different attitudes and beliefs centered on interpersonal 
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Technological changes can have unintended consequences for our 
understanding of what constitutes privacy or for perceived privacy options. 
~Robert S. Laufer and Maxine Wolfe (1977) 
 
With the rise of new information technology the issue of privacy has become a hot topic 
for debate. The conflicted relationship between technology and privacy has been around for 
decades (Westin 1967) and still persists today (Smith et al. 2011). Recent technological-privacy 
issues have advanced into realms where it has been unknown previously such as social media 
(Boyd and Ellison 2007; Dwyer et al. 2007; Gilbert and Karahalios 2009; Utz and Kramer 2009). 
In a recent study on privacy and social media by the Pew Research Center, 63% of users of 
social networking sites (SNS) have unfriended someone, an increase from 56% back in 2009; 
half of SNS users say they have difficulty using the privacy controls (Madden 2012).  
The end goal for businesses is to strike a balance between privacy preferences and the 
obtaining of user information. This idea has been studied as the personalization-privacy paradox 
(Awad and Krishnan 2006; Bansal et al. 2010; Chellappa and Shivendu 2010; Culnan 1993; 
Dinev and Hart 2006; Hui et al. 2007). Misunderstandings over privacy and personalization in 
social media have been especially prevalent: Facebook, for example, continues to make quick 
incremental adjustments to user privacy settings (Burnham 2011) often leading to confusion or 
loss of users. Some of the confusion and frustration has led the social media giant to become the 
target of lawsuits over privacy-related issues (Faulk 2011; Hegeman 2011). Thus, in social media 
the balance between privacy and personalization is still developing. People are interested in 
socializing with social media, but still desire adequate levels of privacy for protection. Westin 
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captured this idea when he said, “The individual’s desire for privacy is never absolute, since 
participation in society is an equally powerful desire” (p. 7). 
To this date the majority of IS research has focused on privacy in a consumer-business 
relationship (Smith et al. 2011). While this research has helped further the understanding of what 
constitutes privacy, the context has limited the theoretical concepts and theories studied. Social 
networking sites, such as Facebook, are not limited to the sharing of information between the 
consumer and business—the majority of information is shared directly between users of the 
services. This means the attitudes and beliefs involved with the sharing of information are 
specifically focused on the user-user relationship. Important concepts to the field of privacy, 
such as privacy concerns and trust (Belanger et al. 2002; Culnan and Armstrong 1999; Kim 
2008; Malhotra et al. 2004; Okazaki et al. 2009), may behave differently and exhibit a different 
nomological network. 
Social network sites (SNS) differ from traditional websites (i.e. e-commerce) in that the 
motivation for usage is more intrinsic than extrinsic. For example, in e-commerce sites the goal 
is to obtain a good or service to consume and thus these sites can be considered outcome-
oriented; SNS, on the other hand, involve a high degree of intrinsic motivation entailing a 
process-oriented situation (van der Heijden 2004; Teo et al. 1999; Venkatesh 2000; Wu and Liu 
2007). The processes individuals engage in are social exchanges with other individuals. It is 
through social exchanges individuals experience a sense of fulfillment related to enjoyment and 
satisfaction (Baumeister and Leary 1995). Facebook is a prime example of SNS with more than 
400 million active users, larger than the third largest country in terms of population (i.e. the 
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United States with 309,722,5531 people). Facebook also engages in business with other 
companies—currently over 1 million developers and entrepreneurs—who derive their value from 
the information shared by users. 
As mentioned, the focus of privacy in IS research has not been on interpersonal 
relationships. To help further our understanding in this area and extend the nomological network 
of privacy research, the following question is investigated: “How does privacy influence the 
sharing of personal information in interpersonal relationships on social networking sites?” More 
specifically, the following points of interest address this question: 
1. What theories can enhance our understanding of privacy in SNS? 
2. In addition to theories, what constructs can enhance our understanding of privacy? 
3. How will the conceptualization of privacy differ between a process-oriented system and 
an outcome-oriented system? 
4. What individual differences exist related to how individuals perceive privacy? 
5. How can researchers resolve the debate as to what privacy is as a concept? 
In answering these five related points of interest, three essays are written from different points of 
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Figure 0.1. Overarching Research Study 
 
 
Essay 1: Privacy and the Need to Belong 
 One of the fundamental differences between SNS and other websites is SNS are process-
oriented for social interactions. To better understand the social mechanisms of privacy in a SNS 
the Need to Belong Theory is used (R. Baumeister and Leary 1995). The Need to Belong Theory 
posits that all humans desire to live with and interact with other humans in order to gain benefits 
or alleviate costs. For example, individuals can share resources or labor to reduce the costs of 
performing a task. The need to belong requires the satisfaction of two important criteria: 1) The 
need for frequent, positive interactions and 2) the reciprocation of concern for each other’s 
welfare. Social networking sites are able to satisfy both of those criteria. This dependency on 
others leads us to fear separation from other members of society. This fear of social exclusion is 
the concern of anxiety felt over being in a state of separation from other individuals. It is posited 
that the fear of social exclusion along with perceived enjoyment motivate an individual to share 
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information. By bringing in this concept, along with the Need to Belong Theory, points 1, 2, and 
3 are answered. 
To test this, a survey questionnaire is given to users of Facebook. The survey presents the 
situation of a user engaging in a hedonic activity such as posting a comment to a Friend’s Wall, 
in response to a picture, or email message. Participants are asked to rate the extent to which they 
would share different types of information ranging from not very sensitive (e.g. first name) to 
very sensitive (e.g. level of personal debt). The results indicate that individuals’ desire to belong 
to a social group influence their levels of trust in others as well as the enjoyment they attribute to 
the usage of the website. 
Essay 2: Conceptualizing Privacy Using Social Network Theory 
 Previous conceptualizations and theorizing of privacy has been done at the individual 
level of analysis. The usage of SNS, however, is not limited to an individual. The exchanges and 
interactions on these websites is performed in conjunction with other users. Thus, the study of 
privacy concerns in the context of a SNS should rely on theory based on social interactions. To 
do this a Social Network lens is used. Social network “thinking” focuses on the relationships of 
individuals as well as the roles those individuals have in a given network as well as the nature of 
the relationships (Mayhew 1980). Theories like TRA focus on individual attitudes and beliefs 
which, while important, do not provide the entire picture.  
The Need to Belong Theory (R. Baumeister and Leary 1995) requires the satisfaction of 
two important criteria: 1) The need for frequent, positive interactions and 2) the reciprocation of 
concern for each other’s welfare. Frequent, positive interactions come from using the SNS to 
engage in activities with other users. It can be argued that users who have more relationships 
participate in more frequent interactions increasing their chances for positive interactions. This 
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idea is conceptualized as density, or the “extent to which all actors in an overall network who 
might be connected really are” (Scott and Davis 2007, p. 285). In addition to frequent 
interaction, individuals need to feel concern from others. Relationships characterized as being 
multiplex often exhibit behavior such as showing concern over others (Brass et al. 1998; 
McPherson et al. 2001; Scott and Davis 2007). Multiplexity is defined as a relationship consisting 
of multiple direct ties occurring at the same moment in time. Multiplex relationships take time to 
develop and involve more interdependency between individuals. This interdependency will lead 
to frequent interactions in a relationship. Mature relationships, then, would be characterized by 
reciprocating concern for those involved. The concepts of density and multiplexity add a richness 
to the privacy literature and help achieve points 1, 2, and 3. Additionally, by using a social 
network lens point 5 is addressed—privacy is more than a simple, individualistic concept and is 
social in nature. 
To test the relationships in the model a survey questionnaire is given to a specific group 
on Facebook. The reason a specific group is chosen as opposed to using a random sample is the 
study of social networks requires using a bounded group. This places a limit on the potential 
number of relationships among individuals; if this was not the case, then the possible number of 
relationships could be infinite and the collection of data may not be possible. The users in the 
Facebook group are asked who they share a personal relationship with and then assess each 
relationship for its multiplexity and density. The results of this study show that richer 
relationships—characterized by greater multiplexity—are able to increase trust and decrease 
concerns over privacy. Density within a network also increases trust and decreases privacy 




Essay 3: Subconscious Mechanism of Privacy 
One of the greatest struggles of privacy-related research is defining privacy itself. As 
stated by Margulis (1977) in his discussion on the conceptualization of privacy, it is unclear what 
privacy is. Today this conundrum is still a topic with no single agreed upon answer (J. S. Smith 
et al. 2011). Many conceptualizations of privacy exist such as privacy as a right or a commodity, 
privacy as a state, or even as a control (Smith et al. 2011). In the Information Systems and 
Marketing literature the concept of “privacy concern” is often used as a surrogate for measuring 
privacy (Awad and Krishnan 2006; Culnan 1993; Malhotra et al. 2004; Milberg et al. 2000; 
Sheng et al. 2008). An important question then is, “What is privacy and are we measuring it 
appropriately?” 
Recently, Information Systems researchers have used neuroscience techniques to further 
understand trust (Dimoka 2010), delve more deeply into TAM (Dimoka and Davis 2008), the 
roles of computer agents and avatars (Lim and Reeves 2010), and modeling of emotions during 
systems use (Mandryk and Atkins 2007). By using neuroscience and psychophysiological tools it 
is possible to get a better idea of what constitutes privacy and where it may originate in the brain. 
Privacy behavior is characterized by the sharing of information or the lack of sharing. This type 
of behavior can be categorized as approach-avoidance behavior. Approach behaviors are 
characterized by a motivation to experience positive affect whereas avoidance behaviors are 
characterized by a motivation to not experience negative affect (Elliot 1999; Gray 1972). The 
usage of neuroscience theory and pscyhophysiological instruments helps address points 1 and 5. 
More specifically, point 5 relates to enhancing the understanding of privacy as a concept. By 




The impetus for approach-avoidance behaviors is non-conscious and as such have been 
studied using psychophiosological tools like electroencephalogram (EEG). Since decisions to 
approach or avoid situations operates at a non-conscious level, then relying on survey 
questionnaires and other post-behavioral methods may not adequately capture the reality of what 
is happening. In other words, privacy itself may be a non-conscious element within the brain and 
in order to study it we must rely on psychophysiological methods to measure this behavior. 
Individuals tend toward either behavior that is considered activational (i.e. approach) or 
inhibitory (i.e. avoidance) (Amodio et al. 2008; Balconi and Mazza 2010; Reid et al. 1998; 
Sutton and Davidson 1997). It is posited that individuals who are more disposed toward 
approach behavior will be more willing to share personal information; those who are more 
disposed toward avoidance behavior will be less willing to share personal information. To test 
this participants will engage in a Facebook-like experience while connected to a heart rate 
monitor and skin conductance sensors. These scenarios will range from minimal privacy to high 
levels of privacy. The result of this study indicates that privacy can be assessed using 
psychophysiological tools. By investigating individual differences in the brain, this essay also 
addresses point number 4. 
Contributions 
 The contributions of this dissertation provide answers to the following questions: 
1. What theories can enhance our understanding of privacy in SNS? 
2. In addition to theories, what constructs can enhance our understanding of privacy? 
3. How will the conceptualization of privacy differ between a process-oriented system and 
an outcome-oriented system? 
4. What individual differences exist related to how individuals perceive privacy? 
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Essay 1. Varying Information Sensitivity of Personal Information in Social Networks: A 
Study of Privacy, Trust, and Fear of Social Exclusion 
 The process of managing privacy has been of interest to academics for decades especially 
with the increased usage of information technology (Laufer and Wolfe 1977; Smith et al. 2011). 
The emergence of information technology has generated an increase in the storage, analysis, and 
sharing of personal information (Culnan and Williams 2009). One of the main questions of 
interest seeks to understand why individuals yield privacy to gain personalization or to share 
information (Awad and Krishnan 2006; Bansal et al. 2010; Chellappa and Shivendu 2010; 
Culnan 1993; Dinev and Hart 2006; Hui et al. 2007; Malhotra et al. 2004). This has often been 
studied in a business-to-consumer context such as e-commerce websites. However, many online 
activities are not solely between a consumer and a business. For example, the sharing of 
information in social networking websites, user forums, or twitter occurs between individual 
users. Privacy in this domain is a real concern. Studying the sharing of information by users of 
social networking sites is important because these businesses derive value from what is shared. 
For example, Facebook uses the information shared by its users to enhance advertisements, third-
party applications, data analysis, research, or marketing for partners or customers.2 This 
information includes posts, photos uploaded, applications and games accessed, who you interact 
with, how you interact with others, as well as the date and time these activities took place. If a 
Facebook user accesses an affiliated website or a site with a Facebook plugin, information about 
the site visit is stored. If users of social media sites do not utilize these media to share 
information, they will see a reduction in their ability to conduct business. 
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Understanding why users of social networking sites (SNS) share information despite 
concerns over privacy is necessary to help businesses like Facebook encourage information 
sharing. Privacy concerns of SNS users are real. In a study on privacy and social media by the 
Pew Research Center, 63% of users of social networking sites have unfriended someone, an 
increase from 56% back in 2009; half of SNS users say they have difficulty using the privacy 
controls (Madden 2012). Privacy groups have accused Facebook of not providing adequate 
privacy controls (Albanesius 2010). While Facebook has attempted to enhance privacy controls, 
many users are not satisfied (Tynan 2010). Thus, a real concern over privacy in social media 
exists and companies still lack an understanding of how to alleviate these concerns. 
This lack of understanding may be due in part because the context of privacy research 
may effect what variables influence the sharing of information (Nissenbaum 2004; Xu et al. 
2012). Utilitarian websites, like Amazon.com, have existed on the internet far longer than social 
media services and privacy practices in e-commerce have had more time to mature. If 
organizations like Facebook are applying privacy practices related to the e-commerce domain, 
then that could lead to inadequate privacy measures in social media. There are several possible 
reasons why privacy operates differently in social media contexts than e-commerce ones. First, 
the motivation behind usage differs. For e-commerce, the purpose is to gain a good or service 
and is outcome-oriented as opposed to process-oriented. For social networks, individuals use the 
system for the express purpose of undergoing a hedonic-motivated experience (van der Heijden 
2004; Teo et al. 1999; Venkatesh 2000; J. Wu and Liu 2007). This process includes posting 
messages to other users’ accounts, updating photos and statuses, or playing a game with a friend. 
These interactions are critical because individuals desire to engage in social exchanges with 
other individuals and thus the sharing of information is facilitated by experiential processes. In 
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addition, humans are social beings with desires for social experiences (Baumeister and Leary 
1995; Williams et al. 2000). Through socialization individuals are able to experience enjoyment 
as well as satisfaction. Thus, privacy is not centered on transactions of goods and services, but 
between and among users via communication. 
Another important difference is the types of relationships in question. A typical e-
commerce transaction between a business and consumer involves the individual’s privacy 
concerns focused on the relationship between him and the business; thus, any attitudes and 
beliefs involved in privacy concerns will be focused on that relationship. In a social network, 
however, information shared online is with other users of the website. This creates a unique 
situation in which an individual’s concern over privacy extends beyond himself and the business 
to include him and other individuals using the website; thus, the nature of the relationships is 
richer, more emotional, and human. All organizational environments, both online and offline, 
possess architectural privacy (Sundstrom et al. 1980) based on policies and regulations that in 
turn lead to context-specific privacy concerns (Xu et al. 2012) involving a unique situation 
including the environment, the agent interacted with, and the information shared. In SNS, due to 
differing contexts and agents the type of information shared and how it is shared differs from that 
found in e-commerce. In a social networking context, the sharing of information goes beyond 
personal preferences to include such things as personal hobbies; tastes in food, books, and 
movies; types of pets owned; or details of work and home life. The information shared in any 
online context varies depending on its level of sensitivity (Hui et al. 2007; Malhotra et al. 2004; 
Milne and Gordon 1993; Sheehan and Hoy 2000) and changes attitudes, beliefs, and behaviors 
depending on the context. This research explores the type of information shared as well as 
varying the sensitivity of that information. The results of the study indicate that not all 
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antecedents, like trust and privacy concern, influence high-sensitive and low-sensitive 
information equally.  
Facebook is chosen as the context of choice. The storage of information is immense 
considering the number of users subscribing to social media services. The more popular social 
networking websites are large with LinkedIn at 225 million subscribers and Facebook with more 
than 1.15 billion monthly active users,
 3
 larger than the third largest country in terms of 
population (i.e. the United States with 309,722,5534 people). The market potential, and thus the 
potential for the sharing of information, is large for social networking websites and leads to 
many concerns over privacy. Companies associated with Facebook derive value from the 
information provided by Facebook users. 
To investigate the mechanisms that operate in the sharing of information on a social 
networking website, this study will focus on how privacy concerns operate in a user-user 
relationship in  social media websites. To that end the question of interest is, “How does privacy 
influence the sharing of personal information in interpersonal relationships on social networking 
sites?” More specifically, the following points of interest address this question: 
1. How will the conceptualization of privacy differ between a process-oriented system and 
an outcome-oriented system? 
2. What theories can enhance our understanding of privacy in SNS? 
3. How will varying the sensitivity of intention to share information differ? 
To explore the first question this paper relies on previous research on internet-related 
privacy concerns. Specifically, discussing how privacy concerns and trust in SNS operate as 
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interpersonal mechanisms as opposed to an institutional mechanism as seen in e-commerce. The 
second question is answered by bringing in the Need to Belong Theory (Baumeister and Leary 
1995; Maner et al. 2007; Twenge et al. 2007; Williams et al. 2000) which posits individuals 
engage in social interactions out of a desire to belong to society. Interactions with others helps 
reduce resource limitations of an individual and increases positive affect. To study this social 
motivation a new concept called Fear of Social Exclusion is introduced along with the 
development of a new scale measuring it. These desires for social interaction can enhance 
perceptions of trust and decrease those of privacy concern. This increase in trust serves as a 
motivator to overcome privacy concerns online (Dinev and Hart 2006), especially trust in an 
interpersonal relationship (Mcknight et al. 1998). The third question, varying information 
sensitivity, has been touched on by previous IS researchers (Hui et al. 2007; Malhotra et al. 
2004); however, it is not a main point of focus and has received little attention. This research 
directly investigates how information sensitivity changes the relationships of privacy concern 
and trust by varying information sensitivity in the dependent variable itself. One interesting 
result of the study is that privacy concern has a non-significant relationship with the sharing of 
high-sensitive information. 
The main contributions of this research include 1) a broadening of the conceptualization 
of privacy concern and trust by studying interpersonal mechanisms, 2) the inclusion of social 
influence into privacy research, 3) the development of a scale for measuring fear of social 
exclusion, 4) providing a greater understanding on varying information sharing, and 5) 
developing theory outside of the traditional user-business relationship. The remainder of the 
paper is organized as follows: 1) The theoretical argument is given describing the model, 2) 
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methods and measures explaining the assessment of the model are provided, and 3) discussion of 
the implications from the study and potential future research avenues are presented.  
Background and Theory 
Trust and Privacy Concern: Conceptualizations and Issues 
The concepts of trust and privacy concern are important to privacy research. Both have 
been used to study individuals’ intentions or willingness to engage in a transaction (see Table 1 
for a list of relevant research studying trusting beliefs and privacy concerns). These two concepts 
are often conceptualized as opposing forces (Rifon et al. 2005). As a positive force, trust creates 
a willingness in an individual to disclose personal information to another party (Culnan and 
Armstrong 1999) formed from a belief that the other party is capable of using and disseminating 
that information in an appropriate manner. This trusting belief in a business is a perception of 
fair treatment—businesses will deal honestly and benevolently when handling information. This 
is important because the process of handling information by businesses is not transparent, thus 
creating a situation with uncertainty (Pavlou et al. 2007). Many mechanisms exist to enhance the 
level of trust. Some of these include privacy seals, privacy statements, and reputation (Liu et al. 
2005).  
Trust has been conceptualized as trustworthiness or as a willingness to trust (see Table 1). 
Privacy research using trust has been criticized on its unwillingness to differentiate between the 
two types of trust (Belanger et al. 2002). This problem is not specific to the area of privacy but is 
a field-wide issue (Gefen et al. 2008). The two constructs are theoretically distinct. 
Trustworthiness is a trustor’s beliefs about a trustee’s possible behaviors in relation to a social 




Table 1.1. Relevant Research on Trusting Beliefs and Privacy Concerns 
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From these definitions it is inferred that trustworthiness is a belief while trust is a 
behavioral intention (Gefen et al. 2003). The majority of privacy research conceptualizes trust as 
a belief. This makes sense because privacy concern is also a belief, and not an intention. Because 
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the two are often used as opposing forces on behavior, they should be conceptualized similarly. 
This does not mean conceptualizing trust as an intention is wrong. On the contrary, 
conceptualizing trust as an intention can be appropriate. Theoretically, an individual is willing to 
trust if he has a belief in trust; however, a belief in trust does not necessarily lead to a willingness 
to trust (Mcknight et al. 1998). 
For the theory presented here, trust will be defined as a belief. The basis for the 
theoretical model is the Theory of Planned Behavior (TPB) (Ajzen 1985, 1991) which posits that 
behavior is predicted by beliefs and attitudes. As previously discussed, the level of 
trustworthiness an individual feels toward a business is a belief about that business. As beliefs 
predict behavior in TPB, the usage of this construct is appropriate. In addition, the validation of 
trustworthiness as a belief in privacy research has support. It is possible that trust beliefs would 
influence willingness to trust, which in turn a willingness to trust would influence intention to 
share information. However, because trustworthiness has been shown to have a direct impact on 
intentions, trusting beliefs is appropriate. 
Acting as a negative force on behavior, privacy concern decreases motivations to engage 
in transactions. Privacy concern, or more specifically, information privacy concern, is the extent 
to which an individual is worried about the perceived fairness of the collection, storage, and 
usage of personal information (Dinev and Hart 2004; Milberg et al. 2000; Van Slyke et al. 2006). 
Concerns over privacy increase the perceived risk of a transaction between an individual and 
another party or agent. These concerns involve worry over potential security breaches, abuse of 
information by employees, third-party usage of information (e.g. spam in email), or even 
improper collection of that information. This concern over privacy arises from an individual’s 
expectation of the level of privacy and the possible future level of privacy. Individuals vary in 
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their desires for privacy potentially causing difficulties for businesses attempting to target a 
specific level of privacy. When levels of privacy concern are low enough, individuals are more 
willing to engage in transactions with businesses; indeed, expectancy theory predicts that 
individuals are motivated to minimize negative outcomes (Dinev and Hart 2004, 2006). In online 
exchange relationships this motivation is prompted by concerns over privacy related to the seller 
itself, not the product or service in question (Pavlou et al. 2007). Thus, privacy concerns create 
uncertainty about the buyer-seller relationship reducing the level of intention. 
As important as trusting beliefs and privacy concerns are the relationship between these 
two forces is equally important. These forces are often modeled in one of three different ways: 1) 
trusting beliefs is modeled as an endogenous variable of privacy concern with a negative 
relationship (Liu et al. 2005; Malhotra et al. 2004; Van Slyke et al. 2006), 2) privacy concern is 
an endogenous variable of trusting beliefs with a negative relationship (Pavlou et al. 2007), and 
3) neither construct is modeled as influencing the other (Dinev and Hart 2006; Norberg et al. 
2007). Which relationship then is more appropriate when investigating privacy? The reason for 
choosing any of the three may at first appear arbitrary even when accounting for how trust is 
conceptualized (belief vs. intention). On closer examination of the literature, modeling trust as an 
antecedent of privacy concern seems the most appropriate. In discussing the relationship between 
trust and privacy concern, Pavlou et al. (2007) explain that businesses need to resolve privacy 
concerns both pre-contractually and post-contractually. To do this, businesses need to build up 
trust in itself through privacy seals, rewards, and other services (Culnan and Armstrong 1999; 
Van Slyke et al. 2006). Once a sufficient level of trust is achieved, privacy concerns should be 
alleviated. Additionally, trusting beliefs reduce perceptions of risk (Malhotra et al. 2004). While 
risk perceptions and concerns over privacy may not be conceptually equivalent, they are very 
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similar in that both involve an individual’s worry over the probability of some failure or negative 
impact on life. This is especially important in online transactions where businesses have to rely 
more on consumer trusting beliefs than traditional brick-and-mortar institutions (Norberg et al. 
2007). Because trust is so critical to e-commerce, businesses will leverage trust and rely on 
trusting beliefs more so. This idea is confirmed in the study later presented. The findings indicate 
that when individuals engage in high-sensitive information sharing trust, and not privacy 
concerns, is significant and remains salient.  




























Institutional or interpersonal? Within a social networking context, the exchange of 
information is not limited to between the consumer and the business. A third party (or parties) 
includes other users of the social network. On social network websites information is collected in 
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one of two ways: 1) through personal preferences and demographic information typically 
accessible only to the social networking website to initially create an account with the SNS and 
2) information posted in an individual’s profile either through chats, discussions, posting of 
photos and videos, or online games offered by the social network. Thus, the relationships 
involved with the sharing of information extend beyond the typical consumer-business 
relationship. As previous privacy research has focused on this single relationship, 
conceptualizations of key constructs have been limited. Trusting beliefs and privacy concerns are 
conceptualized as beliefs about an institution. Institution-based trust is separate from 
interpersonal trust because institution-based trust relies on the mechanisms, “guarantees, safety 
nets, and other structures…” provided by businesses (Mcknight et al. 1998). Interpersonal trust, 
however, is based on the level of intimacy for a given relationship, experience within that 
relationship, as well as shared values and goals (Mcknight et al. 1998).  
 Social networks are aptly named because they are designed to provide a medium whereby 
users can engage in social interactions. These social interactions include a wide range of topics 
including, but not limited to, hobbies, sports teams, family happenings, personal experiences, 
pets, coursework, or video games. In addition, the types of interactions can include personality 
quizzes, multiplayer games, chats, etc. Due to the hedonic nature of this system, social networks 
could be classified as hedonic-motive systems, where the impetus to use the system is based on 
the process, not the outcome like utilitarian-motive systems. Because the interpersonal 
relationships are so important (as will be discussed in the next section), the focus is more on the 
relationship between users as opposed to between the user and business (i.e. in an e-commerce 
transaction). As our results show, institutional trust and privacy concern have a minimal effect on 
the sharing of information. Interpersonal trust has a greater bearing on intentions than 
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institutional trust. It is quite possible that given a low level of institutional trust an individual will 
still use a social network if interpersonal trust is high enough. Whereas if interpersonal trust is 
too low it doesn’t matter how high institutional trust is, the impetus to use the system is gone.  
Researchers have found that the usage of hedonic systems is largely guided by intrinsic 
motivations (Agarwal and Karahanna 2000; Deci and Ryan 2000; van der Heijden 2004; Li et al. 
2005; Lu and Su 2009; Wu and Li 2007) in which users of the systems focus on the process of 
using the system, not necessarily the outcome. While it is possible for users of SNS to engage in 
utilitarian activities (Aral et al. 2013; Claussen et al. 2013; Goh et al. 2013; Hildebrand et al. 
2013; Rishika et al. 2013; Zeng and Wei 2013) the main purpose of social networking sites is to 
engage in hedonic activities with other users, and thus interpersonal mechanisms will be more 
dominant in influencing the sharing of information. 
Users of e-commerce sites need to feel that the website has adequate structures available 
to protect the collection, usage, and distribution of personal information (Chellappa and 
Shivendu 2007, 2010; Culnan 1993; Xu et al. 2009). Similarly, in SNS users need to feel that 
other users who can view his or her personal information will not abuse that privilege. This idea 
is conceptualized as interpersonal trust and interpersonal privacy concern within the model. 
Recall that institutional trust and institutional privacy concern are supported by the architectural 
privacy provided within a SNS. Facebook, for example, provides privacy statements and security 
controls to maintain a specific level of privacy for information. Among users of the system, 
however, minimal architectural privacy is provided and largely depends on the interpersonal 
relationships. With the lack of architectural privacy for interpersonal relationships, interpersonal 
relationships most likely rely on psychological contracts (Morrison and Robinson 1997; 
Robinson and Rousseau 1994; Robinson 1996; Rousseau and Greller 1994; Rousseau and Parks 
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1993; Rousseau 1989) such that individuals develop some understanding among themselves 
leading an individual to believe others share an interest in maintaining some status quo.. When 
information is shared between or among users of SNS like in Facebook, other users of the SNS 
gain control of the information and the social network site will not step in to regulate privacy 
boundaries within these interpersonal relationships. Trust has been shown to be an important 
construct in regulating and maintaining psychological contracts (Kim et al. 2009; Malhotra and 
Lumineau 2011; Robinson 1996; Tomlinson and Mayer 2009). Trust, then, is relationship 
specific (Schoorman et al. 2007; Tomlinson and Mayer 2009) depending on the situation and the 
entities involved, especially where an understanding among individuals exists dictating how 
shared personal information should be used. Thus, trust would operate differently for both 
interpersonal and institutional relationships. In online situations trust has been shown to be 
important in regulating relationships such as those in virtual teams (Piccoli and Ives 2003)  
Just like trusting beliefs, privacy concerns can also be differentiated between institution-
based and interpersonal-based beliefs. Previous privacy research has focused extensively on 
institution-based privacy concerns (Culnan and Bies 2003; Culnan 1993; Dinev and Hart 2004; 
Smith et al. 1996; Stewart and Segars 2002). These are concerns over the manner in which a 
business will handle personal information. However, in a social network site information is 
shared with other users with a permanency effect. That is, after sharing the information the data 
is stored digitally and typically resides openly with no time restriction for expiration. This raises 
the concern of what other users may do with this information. Based on these ideas of trust and 
privacy concern the following hypotheses are put forth: 
H1. An increase in interpersonal trust will lead to increase in an individual’s willingness 
to share information. 
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H2. Interpersonal trust will decrease interpersonal privacy concern. 
H3. As interpersonal privacy concern increases, intentions to share information 
decrease. 
H4. Institutional trust will have a minimal effect on an individual’s willingness to share 
information. 
H5. Institutional trust will decrease institutional privacy concern. 
H6. Institutional privacy concern will minimally decrease an individual’s intention to 
share information. 
Our Need to Belong 
In all societies people generally prefer to live with and interact with other individuals 
because the need to belong to society is one of the greatest motivators for humans (Baumeister 
and Leary 1995). Many benefits come from social interaction—individuals can share resources 
to reduce costs such as labor costs, limitations on resources, inability to specialize, etc. 
Individuals fear a separation from society because of the potential loss of benefits. Additionally, 
positive interactions provide a feeling of self-worth and importance. The fear of social exclusion, 
or the concern or anxiety felt over being in a state of separation from other individuals, is based 
on the theory that individuals have a desire to belong to society (Baumeister and Leary 1995). 
The Need to Belong requires the satisfaction of two important criteria: 1) The need for frequent, 
positive interactions and 2) the reciprocation of concern for each other’s welfare. The first point 
is vital in understanding why individuals share information in social networks. A social network 
is capable of providing frequent positive interactions in two ways. First, the number of social 
interactions increases. The format of a social networking website allows an individual to have 
multiple on-going, simultaneous conversations and relationships. This is possible because, as an 
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example, websites like Facebook allow an individual to make multiple posts on other users’ 
profiles as well as have a conversation with multiple individuals using an in-site chat tool. 
Second, social network sites provide multiple contexts in which to interact with others. Some 
examples include online video games, personality quizzes, and video and photo posts. 
Individuals who fear social exclusion fear losing these interactions. Thus, individuals will be 
motivated to interact on the social network. 
The second criteria for Need to Belong requires an interpersonal bond demonstrated by 
concern over welfare and the continuation of a stable future. Individuals need to perceive others 
care about them and that they are of interest. The magnitude of the bond is important in 
maintaining a relationship. If individuals perceive a significant bond, rather than a mere casual 
one, then the importance of maintaining such a relationship becomes even more vital. People are 
interested in preserving relationships to the extent that when presented with the possibility of 
ending a relationship, they feel distress and protest against the impending result (Hazan and 
Shaver 1994). Social networking websites provide a means for individuals to maintain 
relationships. This is especially important in societies where the relocation of people is constant 
due to new jobs, graduation from school, or other major events.   
 Fear of social exclusion can result from human tendencies to experience affective distress 
when deprived of social interaction (Baumeister and Leary 1995). In situations where privacy is 
at a minimum, like in an open space work environment with little wall space, social facilitation 
may lead to better performance for nonroutine tasks (Sundstrom et al. 1980). In addition, the 
formation of a new relationship takes time; the cost of maintaining an established relationship is 
less than the cost of establishing a new one. The social interaction itself can require more 
resources if done with an unfamiliar individual than with a familiar one. This is because in a 
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familiar relationship individuals are already aware of social norms and personal values held by 
the familiar individual, whereas these are not necessarily known with the unfamiliar.More 
intimate relationships possess greater trust and thus provide greater opportunities to commit 
deviant behavior (Coleman 1988) even within organizations (Elangovan and Shapiro 1998; 
Malhotra and Lumineau 2011) where institutional mechanisms exist to prevent such behavior. In 
interpersonal relationships, behaviors are often guided by normative beliefs as opposed to 
institutional mechanisms. These interpersonal relationships develop an implied contract 
predicting behavior and reciprocation (Rousseau 1989), where each individual’s perception of 
the implied contract is his or her psychological contract which is based on duration and 
inclusion. The implied contract develops over time (i.e. duration) and is dependent on the effort 
an individual puts into the relationship (i.e. inclusion) (Rousseau 1989); as the duration and 
inclusion increase, opportunities to interact increase leading to more complex relationships. 
Violations to expectations within a relationship differ in intensity depending on the level of 
trust—when trust is higher, like those in long standing relationships, the intensity is greater (i.e. 
feelings of betrayal) and restoration of the relationship may not be possible (Robinson and 
Rousseau 1994; Rousseau 1989). It is also possible for individuals who inflict social ostracism  
on others (as opposed to receiving it) to feel distress and subsequently change their own 
behavior. In a study exploring self-dehumanizing consequences of social ostracism it was found 
that those who perpetuated social ostracism in others perceived themselves as less human 
(Bastian et al. 2012). Those who had engaged in perpetuating social ostracism in another person 
felt more dehumanized and were more likely to engage in subsequent prosocial behavior in order 
to reestablish moral standings.  
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The maintenance of long-standing relationships is not just an effort to maximize 
resources and improve predictability of relationships, but serves to avoid feeling pain related to 
ostracism not only in offline situations but online as well. Researchers using neuroscience and 
psychophysiological theory and methods have found that individuals who experience social 
ostracism experience brain activity in the anterior cingulate cortex (ACC) (Eisenberger et al. 
2003), a region assigned to processing physical pain affect5 (Hofbauer et al. 2001; Macdonald 
and Leary 2005; Rainville et al. 1997). In studies where individuals engage in an online 
interaction called cyberball, those who experience social exclusion experience an activation of 
the ACC (Eisenberger et al. 2003; Riva et al. 2012). Cyberball involves three players who pass a 
digital ball to each other. In research trials during a certain point in the game the non-participants 
stop throwing the ball to the participant. The experimental participant experiences activation of 
the ACC and indicated feelings of social ostracism and pain. Even in conditions where the 
participants were assigned to just watch others play the game and view one player receive the 
ostracism treatment the ACC was activated. In another study student participants were asked to 
engage in an online Freshman “mixer” to meet other students and is assigned to a group chat 
with two others (Filipkowski and Smyth 2012). As the conversation progressed the other two 
freshmen leave the study participant out of the conversation and create a plan to meet offline 
with each other, excluding the subject; the participants experienced significant feelings of strong 
negative affect and low feelings of inclusion. Research supports the idea that individuals will 
avoid relationships where social exclusion is highly likely and seek out those where inclusion is 
greater (Macdonald and Leary 2005; Pickett et al. 2004); indeed, individuals who are more likely 
                                                          
5
 Hofbauer et al. (2001) used positron emission tomography (PET) to dissociate pain sensation 
and pain affect and found the ACC was more involved in processing affect associated with pain, 
not the sensation of pain itself. 
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to seek out relationships on Facebook are more likely to share more information (Nosko et al. 
2010) and have greater risk taking attitudes (Fogel and Nehmad 2009). Thus, a fear of social 
exclusion can lead to goal directed behavior of seeking out interactions (Maner et al. 2007) on 
social networking websites including activities such as sharing personal information. Due to the 
vast number of users on social networking sites it is easier for individuals to find groups of 
similar individuals to avoid feelings social ostracism. 
H7. As the fear of social exclusion increases, an individual’s desire to share information 
will increase. 
 The result of engaging in intimate, long-standing relationships leads to increases of 
positive affect. As noted by Baumeister and Leary (1995) a number of studies have concluded 
that positive affective experiences strengthen and enhance social bonds. This results from the 
fulfillment of the goal to experience social interactions. In addition, more intimate relationships 
lead to greater positive affect. The loss of a relationship, especially intimate ones, can result in 
negative affect. Also, people do not want to feel alone or ostracized even in online situations 
(Williams et al. 2000). Thus, fearing such emotion, people will strive to experience social 
interactions to feel positive affect (Macdonald and Leary 2005). 
Information Systems research has studied the intentions of users to adopt systems (Davis 
1989; Davis et al. 1989, 1992). One of the basic tenets of technology acceptance research is that 
individuals are motivated to use a system based on external inducements for utilitarian-motive 
systems (Davis et al. 1992; Venkatesh et al. 2003) or internal inducements for hedonic-motive 
systems (Barab et al. 2005; van der Heijden 2004; Litman 2005). Social networking websites can 
be considered a hedonic-motive system based on the premise that users are motivated to 
experience the process of using the system rather than motivated by external outcomes. The 
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Need to Belong posits individuals engage in social interactions to experience positive affect. In 
IS research positive affect has been often conceptualized as perceived enjoyment (Davis et al. 
1992; Hong and Tam 2006; Lee et al. 2005; J Wu and Li 2007) or heightened enjoyment in 
cognitive absorption (Agarwal and Karahanna 2000; Lowry et al. 2013; Saadé and Bahli 2005). 
Enjoyment can be defined as the extent to which using a system is perceived to bring pleasure 
and joy in its own right, apart from any performance consequences or external inducements that 
may be anticipated (Deci and Ryan 1991, 1995, 2000; Deci 1975; Hirschfeld and Lawson 2008). 
Thus, by experiencing enjoyment during a social interaction while using a social network an 
individual is more likely to engage in usage behavior. This usage behavior in social networks is 
the sharing of information, whether it is posting a message, a photo, using an application, or 
playing a game. 
Another form of enjoyment is prefactual enjoyment, or a goal-directed or future-oriented 
appraisal of obtaining a goal (Bagozzi 2007; Perugini and Bagozzi 2001). As discussed in 
Bagozzi’s (2007) paper on TAM, when technology is used to perform a task, technology-use 
goals become salient. Previous conceptualizations often characterize enjoyment as a by-product 
of using a system. In particular, it is seen not as an end itself but a pathway leading to usage or 
intention in which behavior or intention is the end state. However, with experienced users of 
hedonic systems (e.g. video gamers) a specific level of enjoyment is expected prior to usage 
(Lowry et al. 2013; Wu and Li 2007). This is because past behavior will influence future 
behavior and expectations (Bagozzi and Kimmel 1995) as has been shown in IS research (Kim 
and Malhotra 2005; Kim et al. 2005; Limayem et al. 2007; Thong et al. 2006). These end-goals 
are important in that while many different intention-behavior paths may be taken, the goal will 
remain the same (Bagozzi and Warshaw 1990). Social media usage often exhibits this in the 
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many ways in which users access it and how they use it. For example, Facebook can be accessed 
via web browsers, mobile phone applications, or embedded functionality in electronic devices 
like radios or televisions. By continuing to experience positive emotion with the attainment of 
goals (Bagozzi et al. 1998; Perugini and Bagozzi 2001) individuals will continue to plan to use 
SNS. This agrees with the first criteria of the Need to Belong Theory, which is the need for 
frequent, positive interaction. Research has found that anticipated positive emotions influences 
intentions to use online social environments (Bagozzi et al. 2007), virtual communities (Bagozzi 
and Dholakia 2002; Dholakia et al. 2004), and open source software communities (Bagozzi and 
Dholakia 2006). Thus, 
H8. An increase in the fear of social exclusion increases perceived enjoyment. 
H9. Increases in perceived enjoyment will lead to an increase in intentions to share 
information. 
Methodology 
Participants and Basic Demographics 
The purpose of the study is to compare the influence of institutional and interpersonal 
mechanisms to share personal information as operationalized as privacy concern and trust. 
Additionally, this study will assess how a fear of social exclusion and enjoyment influences an 
individual’s desire to share information based on varying levels of sensitivity. Additionally, the 
study will assess the diversity of information sharing in the SNS context. To accomplish the 
goals for this empirical study four different samples were used in the following way: 
1. A focus group provided information on low, medium, and high levels of sensitivity 
relevant to Facebook, 
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2. A pilot study of two samples helped assess the psychometrics of the fear of social 
exclusion and the intention items, 
3. And a final sample was used to assess the overall model. 
Focus Group: Procedure and Results 
The purpose of the focus group was to develop a list of items to use for the intention 
scales. The base of the final list of various kinds of information shared comes from the work of 
Hui et al. (2007). The items include demographic, personal financial, educational, and personally 
identifiable information. These items, however, tend toward utilitarian contexts than a hedonic 
context. For example, the financial information would be more likely to appear in an e-
commerce or online banking situation. To that end the focus group was used to develop 
alternative items in addition to those developed by Hui et al. (2007). 
As the target sample included users of Facebook, undergraduate business students at a 
large Southern U.S. university were asked to participate in focus groups. A total of 41 students 
who used Facebook on a daily basis volunteered to participate for no compensation. In groups of 
8 to 10 they were tasked with coming up with different kinds of information that would be 
classified as highly sensitive, a medium level of sensitivity, and low sensitivity (at least three for 
each sensitivity level). The following were the kinds of information derived from these groups 
not found in the list presented by Hui et al. (2007):  
 Photos of people having fun 
 Photos of a sexual nature 
 Embarrassing photos 
 Tagging in a photo 
 GPS location 
 Sexual orientation 
 Relationship status 
 Immediate/current location 
 Opinion on religious matters 
 Status updates on daily activity 
 Status updates on relationship 
 Status updates on vacation 
 Status updates about your job 
 Opinion on political issues 
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These items were then added to the list of intention items and assessed and validated for their 
levels of sensitivity. It should be noted that we included the financial items from Hui et al.’s 
work in the intention scale. The reason is during the discussion on highly sensitive information 
members in the focus group mentioned personal experiences or those of friends being asked to 
share this kind of information within Facebook. 
Pilot Study: Participants and Basic Demographics 
Data was collected from two sources: 1) full-time students from a major Southern 
university in the United States enrolled in business courses and 2) registered users of Amazon 
Mechanical Turk. Individuals who own a current Facebook account and live in the United States 
were solicited from both samples. Limiting the sample in Mechanical Turk to those living within 
the United States is based on a study conducted by Steelman, Hammer, and Limayem (MISQ 
forthcoming).The purpose of their study was to determine if online crowdsourcing markets 
(OCM) are valid alternatives for data collection. By comparing multiple samples (US, non-US, 
worldwide) in Mechanical Turk, students, and a Qualtrics panel their results indicate that US-
based samples in Mechanical Turk provided consistent results while the non-US samples did not. 
Interestingly, in their TAM model the non-US sample revealed a non-significant relationship 
between usefulness and intention to use; an anomaly was also found in an Expectation-
Confirmation model for the same sample. Based on their results and recommendation the sample 
for our study is limited to the US population. 
Out of 236 student participants, 225 completed the questionnaire; out of the 197 
Mechanical Turk participants, 190 completed the questionnaire. The two samples differed in a 
few ways. The incentive for the student sample was the chance to win one of two iPods or one of 
ten $50 Wal-Mart gift cards. Only those who completed the entire survey were considered 
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eligible. For the Mechanical Turk sample, the participants were paid $0.10 for completing the 
entire survey. Another way these two samples differed was in their basic demographic 
characteristics:  the student sample consisted of more males (57%) while the Mechanical Turk 
sample consisted of more females (66%); the Mechanical Turk sample was older (mean = 29.7, 
median = 26) compared to the younger student sample (mean = 21.52, median = 21); and the 
Mechanical Turk sample was more educated (37% has a 4-year degree or higher) than the 
student sample (16% has a 4-year degree or higher).  In terms of Facebook usage, the mean for 
the student sample was 4.16 and the mean for the Mechanical Turk sample was 4.15; both 
samples had a median of 5.00. Table 2 lists more details of the demographics for both of the 
samples. This difference between the two samples agrees with that found by Steelman et al.. 
Table 1.2. Demographics for Student and Mechanical Turk Samples 
 Student Sample Mechanical Turk Sample 
Gender Male: 128 (57%) 
Female: 97 (43%) 
 
Male: 64 (34%) 
Female: 126 (66%) 









Education Level Less than High School: 0 
High School/GED: 20 
Some College: 146 
2-Year College Degree: 22 
4-Year College Degree: 26 
Masters Degree: 10 
 
Less than High School: 4 
High School/GED: 20 
Some College: 76 
2-Year College Degree: 20 
4-Year College Degree: 56 
Masters Degree: 14 
Race White/Caucasion: 151 
African American: 10 
Hispanic: 11 
Asian: 24 
Pacific Islander: 1 
Mixed/Other: 28 
White/Caucasion: 150 
African American: 10 
Hispanic: 5 
Asian: 17 






Pilot Study: Procedure of Study 
 To assess the validity and psychometrics of the items for both fear of social exclusion and 
intentions as well as assess a preliminary model, data is collected using a survey-based approach 
using Qualtrics. The instructions explicitly state the participant is to think of the activities that a 
user will engage in with another user on Facebook—not activities used for commercial or 
business gain. To further clarify the purpose, several examples are provided to the participant 
such as posting on a “wall” of a friend. A “wall” is a page where users of Facebook can post 
messages, photos, videos, or even web links. A wall (or group wall) is specific to one user (or a 
group of users) and individuals can interact on these pages.  
Pilot Study: Operationalization and Measures 
 A list of the items for the following measures in presented in Appendix A. 
Interpersonal and institutional privacy concern. The construct of privacy concern is 
widely used in research as a general measure of privacy concern, internet privacy concern, or 
information privacy concern (Awad and Krishnan 2006; Culnan 1993; Milberg et al. 2000; 
Pavlou et al. 2007; Sheng et al. 2008). The scale from (Pavlou et al. 2007) is adapted for use as 
interpersonal privacy concern and interpersonal privacy concern. These are measured on a 7-
point Likert scale. 
Interpersonal and institutional trusting beliefs. These measures of trust are based on 
the operationalization of trusting beliefs (Gefen 2002; Pavlou et al. 2007) using competence, 
integrity, and benevolence; it is adapted to reflect interpersonal trust by substituting “Facebook 
friends” into the name of the business; for institutional trust “Facebook” as a company is used.  
The items are measured on a 7-point Likert scale. 
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 Fear of social exclusion. The operationalization of this construct is based on empirical 
studies found in psychology research (Baumeister and Leary 1995; Maner et al. 2007; Twenge et 
al. 2007). Seven items are developed for this study based on definitions found in prior research. 
 Perceived enjoyment. This scale is adapted from the technology adoption literature 
(Davis et al. 1992). The changes in the scale include the substitution of the name “Facebook” for 
the software application. This is measured on a 7-point Likert scale. 
 Intention to share information. As discussed in the previous section, the intention 
scales are based on the information sensitivity items used by Hui et al. (2007) and those 
developed in the focus groups. Participants are presented with these items and asked the extent to 
which they would share it on Facebook. This is measured on a 7-point Likert scale. A 
manipulation check for level of sensitivity was performed by asking the participants to assess the 
level of sensitivity of each item using a 7-point Likert scale ranging from “Not Very Sensitive” 
to “Very Sensitive.” Those items kept for the final model passed this assessment. 
Exploratory Factor Analysis 
The exploratory factor analysis is performed in R statistical package version 2.15.1 (R 
Core Team 2012) using maximum likelihood with varimax and oblimin rotations (DeVellis 
2003; Kim and Mueller 1978a, 1978b; Nunnally 1978). The fear of social exclusion is first 
assessed. A principal components analysis, maximum likelihood with varimax rotation, and 
maximum likelihood with oblimin rotation were performed. Table 3 shows the results from the 
maximum likelihood varimax rotation (the other two methods confirmed the results shown in the 
figure). Items 4 through 7 load together while 1 and 2 strongly load on the second with item 3 




Table 1.3. Factor Analyses of Fear of Social Exclusion 
 Student Sample Mech. Turk Sample 
 Factor 1 Factor 2 Factor 1 Factor 2 
FearSocExcl1  0.573  0.786 
FearSocExcl2  0.942  0.862 
FearSocExcl3  0.421  0.593 
FearSocExcl4 0.694  0.816  
FearSocExcl5 0.847  0.901  
FearSocExcl6 0.713  0.804  
FearSocExcl7 0.893  0.862  
Note: Loadings smaller than 0.35 were removed from the 
table. 
 
The assessment of the intention items was approached by first assessing the factor 
analysis for the “intention to share” scales and then compared these to the manipulation check, or 
the “sensitivity” rating given by the participants. Table 4 shows the maximum likelihood 
varimax rotation (PCA and ML oblimin provide similar results) for the Mechanical Turk sample 
using a three factor solution6.  The results indicate that three distinct factors exist. Some items 
suffered problems with crossloadings; specifically, two groups that load between 1) the high and 
medium item sets and 2) the medium and low item sets (see Table 4).The student sample had 
similar results with the Mechanical Turk sample except for a few differences, namely 
relationship status, cell phone number, average GPA, home address, and first name. Items that 
loaded differently in both samples as well as those items having cross loadings were dropped. A 
factor analysis of the manipulation check (the sensitivity rating) was performed and then 
compared to the remaining intention items. The items that differed in their alignment of 
sensitivity to that of intention to share include the following: first name, opinion on religious 
matters, and opinion on political issues. 
 
                                                          
6
 Three factors was chosen based on the number of eigenvalues greater than or equal to 1.0 as 
well as the results of a scree plot. 
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Table 1.4. Factor Analysis of Intention to Share Information 
  
Mechanical Turk Sample 







Marital status Intent03 
  
0.741 












Current education institution Intent08 
  
0.648 
First name Intent11     0.514 
Household size Intent09 
 
0.476 0.393 
Last name Intent12 
 
0.463 0.350 
Photos of people having fun Intent26 
 
0.563 0.393 
Sexual orientation Intent31 
 
0.412 0.421 
Relationship status Intent32   0.392 0.516 
Names of family members Intent13 
 
0.582 
 Email address Intent14 
 
0.560 
 Cell phone number Intent22 
 
0.547 
 Tagging in a photo Intent29 
 
0.547 
 Immediate/current location Intent33 
 
0.512 
 Opinion on religious matters Intent34 
 
0.467 
 Daily status updates activity Intent35 
 
0.697 
 Status updates on relationship Intent36 
 
0.682 
 Status updates on vacation Intent37 
 
0.738 
 Status updates about your job Intent38 
 
0.765 
 Opinion on political issues Intent39   0.464   
Average grade point average Intent15 0.379 0.383 
 Home address Intent18 0.579 0.420 
 Number of courses failed Intent10 0.465 0.361 
 GPS location Intent30 0.409 0.532   
Types of credit cards owned Intent16 0.743 
  Personal monthly expenses Intent17 0.814 
  Monthly household income Intent19 0.861 
  Banks/financial accounts Intent20 0.799 
  Types of personal debt Intent21 0.843 
  Identity card/passport number Intent23 0.756 
  Amount of personal debt Intent24 0.730 
  Bank account balance Intent25 0.833 





 The procedure for the study follows that of the pilot study. The sample was collected 
from Mechanical Turk participants located in the United States. Like in the pilot study, this was 
to ensure external influences, such as differences in culture, would not add potential biases in the 
data. Participants were given scales similar to that of the pilot test participants except for the 
previously noted changes in the scales for the fear of social exclusion and intention items. 
Analysis and Results 
 The psychometrics and path analysis are conducted using partial-least squares SEM using 
SmartPLS 2.0 (Ringle et al. 2005). The reason for choosing PLS over covariance-based SEM is 
the data possesses univariate non-normality as well as some potential multivariate non-normality. 
To overcome this obstacle PLS is used as the methodology of choice (Gefen et al. 2011; 
Marcoulides et al. 2009).  
Common method bias was tested using three assessments: 1) Harman’s single-factor test 
(Malhotra et al. 2006a; Podsakoff and Organ 1986; Podsakoff et al. 2003), 2) examination of 
partial correlations using the general factor covariate technique (Podsakoff and Todor 1985; 
Podsakoff et al. 2003), and 3) use of an unmeasured common method factor (Liang et al. 2007; 
Podsakoff et al. 2003) following the procedures of Liang et al. (2007). The reason for choosing 
three different assessments is each have been criticized of not fully accounting for all of the 
potential commend method variance (Malhotra et al. 2006b; Podsakoff et al. 2003; Rönkkö and 
Ylitalo 2011). While all methods have their strengths and weaknesses, a single method has not 
been accepted as being better than the others. 
Harman’s single-factor test involves including all first-order items into an unrotated 
principal components analysis and determining if a single component accounts for the majority 
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of variance. The largest percentage of variance belonging to a component is 21.38%, indicating 
no common method bias. 
The general factor covariate technique partials out the variance between the predictor and 
criterion variable by using the first unrotated factor from a principal components analysis to 
create scale scores. The assumption is that the first unrotated factor reflects the best estimation of 
common method bias (Podsakoff and Organ 1986; Podsakoff et al. 2003). The first factor 
returned by the PCA included all of the latent variables. A new latent variable was created 
including all of the indicators from this factor. Controlling for this factor, the correlations 
between the model with the general method factor and the model without are compared. No 
major differences of the correlations between the models are found. Thus, this assessment is 
passed. 
To assess the unmeasured common method factor a first-order factor with all indicators is 
created. Next, for each indicator a separate latent variable is created. Both the original latent 
variable and the common method factor are given a relationship to these indicator-latent 
variables. Thus, the common method factor has a relationship with all of the indicator-latent 
variables while each latent variable in the model has a relationship with just those indicators 
belonging to it. Once completed, the substantive variances of the indicators of the latent variables 
and the variances of the common method factor are calculated from the loadings obtained in 
SmartPLS. Common method bias is not an issue if 1) the common method factor’s loadings are 
non-significant and 2) the indicators’ substantive variances are greater than their method 
variances. Some of the factor loadings of the common method factor are significant; however, 
the great majority of them are not significant. The indicator substantive variances average is 
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0.618 while the average of the method variances is 0.005. Thus, common method bias is not an 
issue. 
Multicollinearity was assessed by calculating the centered variance inflation factor (VIF) 
using the R Package (R Core Team 2012). The largest VIF score was less than 2.0, well below 
any suggested threshold. Additionally, no issues were found for eigenvalues or tolerance values. 
Convergent and Discriminatory Validity 
In order for convergent validity to be established, two criteria must be met: a lack of 
cross loadings and average variance extracted (AVE) must be greater than 0.5. The first 
assessment is checking for cross loadings and adequate loading of items on their related scale 
(see the Appendix). No major cross loadings were present. The second criteria for convergent 
validity is AVE values must be greater than 0.5 (Hair et al. 2009). All scales pass this assessment 
(see Table 5). This indicates that the shared variance of the observed measures (due to the 
construct) is greater than the variance of the observed measures associated with measurement 
error. 
To assess discriminant validity the square root of the AVE must be greater than the 
correlation a latent variable has with other variables. Looking at Table 5 all relationships pass 
this test. Additionally, no cross-loadings were present among the indicators. Thus, discriminant 
validity is established. 
Finally, to test the reliability Cronbach’s alpha and composite reliability are calculated 
(see Table 5). A general rule of thumb is a value greater than or equal to 0.70 is sufficient for 
acceptability (Hair et al. 2009). The reliability is sufficient for Cronbach’s alpha as well as 












Alpha Int-H Int-L Int-M 
Int-H 1.500 0.919 0.944 0.935 0.807   
Int-M 3.925 1.392 0.902 0.878 0.404*** 0.697  
Int-L 5.785 1.116 0.936 0.922 0.136* 0.553*** 0.804 
Inst PrvCn 5.410 1.307 0.954 0.942 -0.116 -0.322*** -0.060 
Inst Trust 4.146 1.215 0.924 0.900 0.154* 0.349*** 0.182** 
Intr PrvCn 4.363 1.461 0.918 0.888 -0.159** -0.423*** -0.282*** 
Intr Trust 4.623 1.089 0.932 0.916 0.270*** 0.357*** 0.290*** 
Soc Excl 5.170 1.408 0.943 0.919 0.068 0.198*** 0.381*** 
Enjoy 5.060 1.420 0.984 0.975 0.173** 0.515*** 0.458*** 
 









Trust Soc Excl Enjoy 
Inst PrvCn 0.881      
Inst Trust -0.398*** 0.785     
Intr PrvCn 0.628*** -0.261*** 0.832    
Intr Trust -0.116 0.381*** -0.371*** 0.795   
Soc Excl 0.065 0.200*** 0.040 0.161** 0.897  
Enjoy -0.281*** 0.450*** -0.326*** 0.418*** 0.302*** 0.976 
Note: * p-value at0.05 level; ** p-value at0.01 level; *** p-value at0.001 level 
Structural Model 
The model assessment is performed using SmartPLS version 2.0 (Ringle et al. 2005). A 
base model is compared to the full model for each of the three levels of sensitivity. Table 5 
presents the results with standardized coefficients.  Comparing the base model to each of the 
three full models reveals a significant increase in R-Square; this is particularly true for low and 


















Independent Variables Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 
Age 1.62* 2.42** 1.79* 2.11* 0.27 0.21 
Gender 2.28** 2.77** 0.92 0.35 0.18 0.53 
Facebook Use 0.40 1.09 5.46*** 1.81* 4.57*** 0.77 
Instit. Privacy Concern 0.90 1.21 1.11 0.33 1.14 2.21* 
Institutional Trust 1.67* 0.38 2.89** 1.32 1.29 0.43 
Perceived Uncertainty 0.56 1.24 2.93** 1.95* 0.84 0.23 
Inter. Privacy Concern   0.08   1.70*   3.42*** 
Interpersonal Trust   4.28***   1.32   0.34 
Enjoyment   2.07*   3.76***   3.28*** 
Social Exclusion   0.19   0.75   5.10*** 
R
2
 5.33% 12.50% 31.96% 39.47% 15.03% 33.93% 
ΔR
2
 F    5.41***   8.19***   18.88*** 
 
 Starting at the low-sensitivity intention scale, privacy concern has a mildly strong inverse 
relationship moving up to medium-sensitivity and then to high-sensitivity. Privacy concern has 
the strongest relationship with low-sensitive items. What would have been expected is a strong 
linear relationship with high-sensitivity having the strongest relationship. One explanation could 
be that because highly-sensitive items are so extremely personal that no individual would share 
them on a social networking website and thus privacy concern is of no consequence. Evidence to 
support this idea can be found in the values of the mean and standard deviation for high-
sensitivity intention (mean: 1.454, s.d.: 0.903). On average, the majority of participants would 
not be very willing to share any of the highly-sensitive items. Looking at the relationship of 
high-sensitive intention with perceived enjoyment and social exclusion, neither of these would 
motivate an individual to share information. While this goes against expectations, this agrees 
with theory discussed earlier in the paper. Online businesses and communities need to build up 
trust (Culnan and Armstrong 1999; Van Slyke et al. 2006) in order to reduce perceptions of risk 
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(Malhotra et al. 2004). As online businesses have to rely more on trusting beliefs than traditional 
brick-and-mortar institutions (Norberg et al. 2007) it is vital that trust be established regardless 
of how high privacy concerns are. The sharing of such highly sensitive information will be with 
individuals in which an established psychological contract exists; thus, privacy concern would 
have little influence. 
Trust is shown to have a very strong relationship with high-sensitivity items, while it has 
no relationship with medium- and low-sensitive items. The consequences of sharing such highly 
sensitive material are very great and having a high-level of trust in a relationship will help 
alleviate concerns. For medium and low sensitive items it is plausible trust has very little 
relationship because individuals are not as concerned about the consequences of the information. 
In research on trust and the sharing of information participants are usually paired with a retailer 
(Benbasat et al. 2008; Cyr 2008; Gefen 2002; Gefen et al. 2003; Koufaris 2002; Lim et al. 2006; 
Pavlou and Fygenson 2006; Pavlou and Gefen 2004). In such relationships, highly sensitive 
information is expected such as credit card or banking information. It is no surprise that trust 
would play a role in relationships where highly sensitive material is shared, whereas in situations 
where information is not as sensitive trust is not as integral. 
Perceived enjoyment is shown to have a strong relationship with both low and medium 
sensitive items, but not with highly sensitive ones. This makes sense as the items for low and 
medium would come up more often in social conversations, whereas those that are highly 
sensitive are less likely to appear and less likely to be hedonic in nature. As a hedonic system, 
Facebook is designed to elicit positive affect by providing a medium where individuals can 
socially interact. When an individual is enjoying his or her experience on Facebook, he or she is 
likely to engage in social interactions. 
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The fear of social exclusion starts out with a very strong relationship with low sensitive 
items and then the strength of that relationship decreases and then disappears with highly 
sensitive items. It is possible with low-sensitivity intention fear of not being included with one’s 
social group is a strong driver of intentions to share basic information leading many individuals 
to have a Facebook presence. Once that presence is established, these individuals who fear social 
exclusion and not motivated farther to engage in more intimate conversations and are thus 
limited in the type of information and conversation they engage in. It is possible that individuals 
who are more social in their communication and interactions are more apt to share medium-
sensitive information.  
Discussion and Conclusion 
  The purpose of this study was to assess how interpersonal relationships in a social 
network influence the intentions of individuals to share varying types of information. The 
research focused on differentiating institutional and interpersonal mechanisms of trust and 
privacy concerns. The study found strong effects from interpersonal beliefs of both privacy 
concerns and trust. Interpersonal relationships play a major role in the motivation to use social 
networks, and trusting beliefs and privacy concerns related to those interpersonal relationships 
strongly influence intentions. Another finding of this research is the influence of social dynamics 
on the intentions to share information. A fear of social exclusion influences individuals’ 
intentions to share information but only when that information is low in sensitivity. People have 
an innate desire to belong to and interact with social groups and they are motivated to use social 




Implications for Research 
 Current theories on privacy research have narrowly conceptualized privacy concerns and 
trusting beliefs. Conceptualizations of trust have not been explicit enough in distinguishing 
between trusting beliefs and willingness to trust. This research has provided theoretical and 
empirical evidence for distinguishing between institutional and interpersonal trust and privacy 
concerns. Additionally, arguments have been set forth discussing the implications of using 
trusting beliefs versus willingness to trust. Because intentions are predicted by beliefs and 
attitudes, trusting beliefs provides a more accurate theoretical position. Extant research in the 
domain of privacy has also focused more on the concept of privacy beliefs indicating an implicit 
belief that they are more important. The study presented in this research provides evidence 
supporting the idea that institutional privacy concern and trust, while important, are trivial in 
hedonic contexts like social networking sites. More research, however, needs to investigate other 
types of contexts such as Twitter, user forums, and video sites such as YouTube. 
Implications for Practice 
 Social networking websites present huge markets for businesses. With increasing 
numbers joining Facebook, LinkedIn, MySpace, and other websites, companies have the 
potential to market via relationships instead of more mundane means like billboard 
advertisements or mailers. The main draw for individuals to use these websites is creating and 
maintaining a social network. If individuals are too worried about privacy and potential risks 
they will not even use the website. The research here provides answers for these businesses in 
two possible ways: 1) By creating a feeling of “groupness” or belonging, individuals are more 
comfortable and willing to create network ties with other users of these websites and 2) 
individuals need to form a bond with the website itself. While these two points seem obvious, the 
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application is not. Social networks compete with many other mediums as a means of producing 
social interaction. Online forums, for example, provide users with a forum setup to discuss a 
specific topic, thus attracting individuals who share similar interests. The results of this research 
show that because individuals crave social interaction, they are more willing to engage in social 
networks if their trust in their interpersonal interactions and trust in the business are high. Also, 
concerns of privacy must be mitigated.  
 Another benefit of this study is enhancing our knowledge of social networking sites. As 
human beings, we all have a desire to belong to a group and engage in social interactions. 
However, online contexts create concerns over privacy for individuals. By extending the current 
literature on trust and privacy a larger picture of why individuals use social networks is 
presented. For businesses like Facebook it is not enough for individuals to access the website and 
browse its contents. The sale of information to third-parties or cost of developers to create 
applications relies on a steady amount of interaction from users in the form of information. 
Without this information, the purpose of these businesses would decline.  
Limitations and Future Research 
 One area not fully explored is the specific factors of a social network that can lead to 
increases in trust. Specifically, are the antecedents of interpersonal trust and privacy concern 
different? Conceptually, this would make sense. When dealing with a business, most of the 
concerns over privacy involve the processes involved with the collection, usage, and distribution 
of personal information. By becoming more transparent in processes, businesses can earn more 
trust from consumers (Van Slyke et al. 2006). The processes with interpersonal relationships are 
perhaps more complex. Additionally, initial trust and experiential trust may operate differently in 
both institutional and interpersonal relationships. This study focused on experiential trust 
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because the intent was to study established relationships. How might this differ between new and 
established relationships? 
Another limitation of this study is it does not investigate the outcomes of the sharing of 
information. Because privacy is still largely self-regulated (Pavlou et al. 2007) resulting 
interactions between expectations of privacy and perceptions of privacy would open a new realm 
of understanding and knowledge for privacy research. The theory on the self-regulation of 
behavior is the study of the consequential responses of an individual to discrepancies between 
perceptions of the environment and a standard of behavior (Carver and Scheier 1998; Duval and 
Wicklund 1972; Silvia and Duval 2001; Wicklund 1975). Because privacy is a boundary that 
excludes aspects of an individual’s life from externalities in social exchanges, the self maintains 
stewardship over certain types of information while yielding up other pieces of information. In 
the case where privacy is low and externalities possess information they should not, awareness 
should increase causing an increase in the discrepancy between what is perceived in the 
environment and what is desired. A detection of this privacy discrepancy will lead to self-
regulatory behavior (Norberg and Horne 2007).  
Conclusion 
Social networking websites exist to provide a medium for social interaction. The 
intention to share information is based on two relationships: between the user and the social 
network and between the user and other users. By increasing interpersonal trust  and decreasing 
interpersonal privacy concerns individuals are more willing to engage in the exchange of 
information. Depending on the sensitivity of information trust, privacy concern, enjoyment, and 




Essay 2. Reconceptualizing Privacy with Social Network Analysis: A Study of Multiplexity 
and Moral Disengagement 
 In privacy research one of the most intriguing issues is why individuals are willing to 
share personal information even when they want to optimize their own privacy (Awad and 
Krishnan 2006; Bansal et al. 2010; Chellappa and Shivendu 2010; Culnan 1993; Dinev and Hart 
2006; Hui et al. 2007; Malhotra et al. 2004). The sharing of information occurs among two or 
more entities who share a relationship. The relationship can either be a long-term, intimate one 
or as fleeting, simple ones usually involving a consumer and an e-commerce website (Smith et 
al. 2011). However, many online activities in which information is shared is limited to simple, 
one-dimensional relationships. For example, the sharing of information in social networking 
websites, user forums, or twitter occurs between individuals or groups of individuals who have 
rich relationships.  
This difference in relationships is an important aspect that has not received attention in 
the privacy literature, especially within Information Systems which has focused on e-commerce 
relationships.  Social networking websites provide a medium in which richer relationships exist 
compared to consumer-business relationships in e-commerce.  Due to a difference in the 
complexity of the relationships the motivation behind usage differs which in turn influences 
behavior. For e-commerce, the purpose is to gain a good or service and is outcome-oriented as 
opposed to process-oriented. In social networks, users of these websites desire a hedonic-
motivated experience (van der Heijden 2004; Teo et al. 1999; Venkatesh 2000; Jiming Wu and 
Liu 2007) which can enrich their relationships. This includes posting messages to other users’ 
accounts, updating photos and statuses, or playing a game with a friend. Since we as humans are 
48 
 
social beings who desire social experiences (Baumeister and Leary 1995; Williams et al. 2000) 
we are willing to trust those with whom we are more richly connected to. 
To investigate how the nature of online interpersonal relationship influences the sharing 
of information this study will focus on how multiplexity, social norms, and moral disengagement 
influence interpersonal trustworthiness and privacy concerns. Thus, this research investigates the 
following question: what aspects of a relationship in a social networking site cause an individual 
to yield privacy to share information? To explore this phenomenon this paper will rely on the 
Need to Belong Theory. The Need to Belong Theory (Baumeister and Leary 1995; Maner et al. 
2007; Twenge et al. 2007; Williams et al. 2000) explains that individuals engage in social 
interactions out of a desire to belong to society and ultimately desire mature, rich relationships.  
The lens by which this study is examined is through social network theory which 
encompasses many different methods, scales, constructs, and theories used to explain human 
behavior in terms of relationships within a network of nodes or entities. These nodes can take on 
the role of individuals or even information systems (Kane and Alavi 2008). It is the focus on the 
relationship itself that differentiates social network “thinking” from research relying on 
“individualistic” thinking (Mayhew 1980). Theories such as TRA focus on how individual 
attitudes and perceptions influence behavior while social network theory and methods focus on 
how the structure and nature of relationships within a network influence outcomes. The scales 
used in the study are measured at the dyadic level (intention to share, trust, privacy concern, and 
multiplexity) as well as the individual (social norms and moral disengagement). Using a 
multilevel approach with social network analysis, a richer view of how interpersonal 





Social Networking Thinking 
Privacy as a concept, while receiving much attention, lacks a strong definition which has 
led to confusion of what it is (Smith et al. 2011). As stated by Margulis (1977), researchers do 
not agree on whether privacy is a behavior, attitude, process, or goal. A research paper appearing 
in MIS Quarterly provided a framework for categorizing various conceptualizations of privacy 
(Smith et al. 2011). The framework has two main categories:  
 Value-Based Privacy: a normative conceptualization that views privacy as an ethical, 
moral issue 
 Cognate-Based Privacy: based on the idea that privacy resides in the human mind as a 
cognitive phenomenon or through perceptions 
 Value-based conceptualizations of privacy include privacy as a right and privacy as a 
commodity. Privacy as a right stems from a case in the Harvard Law Review (Warren and 
Brandeis 1890) in which Justice L. D. Brandeis in Olmstead v. United States (277 us 438) 
defined it as the “right to be left alone.” The issue with this definition is that privacy is a moral 
construction and is not consistent across countries and cultures (DeGeorge 2003). For example, 
the European Union has articles protecting individuals’ personal information from third-party 
organizations. In the United States, such policies do not exist and individuals must deal directly 
with third-parties to alleviate any problems that may arise. In essence, privacy is a 
conceptualization of whatever institution or organization is in control of the information. 
 Privacy is also conceptualized as a commodity. From an economic view privacy is a 
commodity that is often analyzed in a cost-benefit analysis (Dinev and Hart 2006). For example, 
a privacy calculus model has been proposed whereby the cost is privacy as a risk and the benefit 
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includes the personalization of a web-based experience (Dinev and Hart 2006). The assumption 
of privacy as a commodity is that privacy itself can be traded away and be gotten. However, 
when privacy is “given up” the actual privacy of an individual does not disappear but in fact 
changes; that is, the state of privacy changes. 
 Cognate-based conceptualizations of privacy include privacy as a state and privacy as 
control (Smith et al. 2011). Privacy as a state comes from Westin's (1967) conceptualization of 
privacy as having four components: anonymity, solitude, reserve, and intimacy. It is the extent to 
which another party has access to an individual. This conceptualization is a state of privacy—it 
exists outside of an institution and is abstracted away from a situation, unlike a commodity. 
Another important benefit of privacy conceptualized as a state is that context is an important 
variable influencing privacy. That is, different situations account for different perceptions of 
privacy. The other conceptualization of cognate-based privacy is privacy as a control. Privacy is 
defined as an individual’s ability to control access to him or herself. This intimates that privacy 
is part of a transaction between one or more parties (Margulis 1977). However, this issue of 
control has been debated as to whether or not it is security (Laufer and Wolfe 1977). Security is 
the means used to achieve privacy, thus it includes the idea of control. 
 An important aspect of privacy that is not found in any of these four conceptualizations is 
that privacy is a social phenomenon. Privacy acts as a boundary limiting what is accessed by 
parties external to individuals. A boundary is a limiter in the sense that it restricts certain 
elements to one side of the boundary and other elements to the other side. Privacy can be thought 
of as a regulatory process (Klopfer and Rubenstein 1977) selectively controlling what passes 



















Imagine you are on a deserted island all alone. Because you are on this island your need 
and desire for privacy are minimal. Take your clothing for example. Clothing often serves the 
purpose of providing our bodies with physical privacy. Given your current state of aloneness on 
the island you could walk around freely without any clothes on! However, if a boat crashed close 
to the island bringing additional people you would not walk around so freely. Thus, privacy is a 
social phenomenon and exists as a state and varies depending on the context.  
One of the best ways to study social phenomena is by using social network as a lens. 
Social network theory and analysis deals with the study of how the relationships among a given 
set of actors (or nodes) influences outcomes. Nodes can be individuals or even systems (Kane 
and Alavi 2008). Because privacy is a social construct, social network theory can help improve 
the understanding of how privacy operates in a network by providing proper techniques to assess 
and measure the phenomenon of interest. To date the majority of privacy research has focused on 
privacy at the individual level of analysis (Smith et al. 2011) with a few focusing on 
organizational elements as contextual components. For example, Dinev and Hart (2006) studied 
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the influence perceived privacy risk had on privacy concerns; perceived privacy risk was 
measured at the individual level. Malhotra et al. (2004) studied privacy concern as a 
multidimensional construct using collection, control, and awareness as individual-level 
components of privacy concern.  
The Need to Belong Theory. 
In all societies, people generally prefer to live with and interact with other individuals 
because the need to belong is one of the greatest motivators (Baumeister and Leary 1995). The 
need to belong requires the satisfaction of two important criteria: 1) The need for frequent, 
positive interactions and 2) the reciprocation of concern for each other’s welfare. The first point 
is vital in understanding why individuals share information in social networks. A social network 
is capable of providing frequent positive interactions in two ways. First, the number of social 
interactions increases. The format of a social networking website allows an individual to have 
multiple on-going conversations. As an example, websites like Facebook allow an individual to 
make multiple posts on other users’ profiles as well as have a conversation with multiple 
individuals using an in-site chat tool. Second, social network sites provide multiple contexts in 
which to interact with others. Some examples include online video games, personality quizzes, 
and video and photo posts. This creates a culture on Facebook where complex, interdependent 
relationships are fostered (Monge and Eisenberg 1987). Thus, individuals are able to utilize 
Facebook to explore the myriad of relationship ties that a relationship brings. 
The second criterion requires an interpersonal bond demonstrated by concern over 
welfare and the continuation of a stable future. Individuals need to perceive others care about 
them and that they are of interest. The magnitude of the bond is important in the maintaining of a 
relationship. If individuals perceive a significant bond, rather than a mere casual one, then the 
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importance of maintaining such a relationship becomes even more vital. People are interested in 
preserving relationships to the extent that when presented with the possibility of ending a 
relationship individuals experience distress and protest (Hazan and Shaver 1994). Social 
networking websites provide a means for individuals to maintain relationships. This is especially 
important in societies where the relocation of people is constant due to new jobs, graduation 
from school, or moving to a new location. Many benefits come from social interaction—
individuals can share resources to reduce costs such as labor costs, limitations on resources, 
inability to specialize, etc. This idea is similar to that of social capital which is the idea that other 
nodes in a network provide certain resources (e.g. knowledge, power, information, skills, etc.) 
that are beneficial to others because they do not possess the same resources individually. 
Multiple direct ties lead to greater social capital because resources from one tie are used for 
others (Coleman 1988). For example, Facebook users may rely on each other for emotional 
stability such as providing comfort but later use those relationships to obtain favors. 
































Note: Squared edges represent the individual level; rounded edges represent the dyadic level. 
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Multiplexity of Relationships. 
To study privacy as a social construct the social network concept of multiplexity is 
brought in. Multiplexity is a relationship, between dyads, consisting of multiple direct ties (Scott 
and Davis 2007) occurring at the same moment in time. A relationship characterized as having 
multiplexity is a relationship that has existed for an extended amount of time (McPherson et al. 
2001). The reason is it takes time and resources to develop any one tie and when a relationship 
possesses multiple ties it has been in existence for a number of years. This results in stronger 
relationships that are more difficult to dissolve. Greater multiplexity will lead to an increase in 
trust and a reduction in privacy concern. How is this so? This can be explained by using the idea 
of homophily. Homophily is the tendency of individuals to associate with similar others 
(McPherson et al. 2001). Individuals prefer to associate with similar others in order to feel a 
reciprocation of feelings, well-being, and opinions and attitudes. Individuals who have more in 
common also tend to spend more time together as well as share more information or resources. 
Because of this, these individuals will develop a greater number of ties compared to individuals 
who experience less homophily. Social networking sites are a medium that allows individuals to 
find other people with similar interests. Users of SNS have the ability to create special interest 
groups which helps facilitate interaction of users.  
 Rich relationships are characterized by a large number of ties are expensive to create in 
terms of energy, time, and resources. The dissolution of such a relationship has a negative 
consequence (Brass et al. 1998) because the relationship has so much value to both individuals 
that the likelihood of engaging in deviant behavior decreases. Since the nodes within the 
relationship value the relationship and are not likely to engage in deviant behavior, concerns over 
privacy should decrease. That is, an individual in the relationship will not engage in behavior to 
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exploit the personal information of the other individual. Doing so would harm the relationship 
and most likely result in the termination of it. 
 As a concept, multiplexity differs from relational embeddedness (Gulati and Gargiulo 
1999) which is defined as having multiple ties across time not occurring simultaneously. Some 
anthropologists suggest multiplexity indicates a strong relationship between two nodes in a dyad 
(Granovetter 1973; Kapferer 1969); however, it is possible that a single tie itself can differ in 
strength or intensity (Adler and Kwon 2002; Erickson 1988) as well as frequency. Ties can differ 
in terms of their strength (Krackhardt 1992) and their weakness (Granovetter 1983). As support 
for the idea of multiplex relationships correlating with strength, a previous study found richer 
relationships were characterized by greater multiplex ties (Ibarra 1992); additionally, gender 
differences do not account for the number of multiplex ties. 
 Multiplexity allows for greater trust within a relationship because the relationship is 
stronger and characterized by multiple ties. Multiplexity allows for greater social comparison 
(Erickson 1988) which provides reassurance of attitudes, opinions, and values for individuals. 
This is because the members of a dyad share more in common and thus are more likely to agree 
on a wider range of issues and situations. In discussing previous studies that measured multiple 
forms of relationships, McPherson et al. (2001) indicates that the “patterns of homophily” 
increase in strength as more types of relationships exists in a dyad. The homophily experienced 
in each tie cumulates to generate greater homophily overall than is experienced in simplex ties. 
Because of a greater sense of “oneness” within the dyad, individuals are more willing and more 
motivated to communicate on a wide range of topics ranging from the getting and giving of 
advice, recreational activities, sharing of personal experiences, etc. This increase in the number 
of “relational resources” strengthens the idea that these two individuals within the dyad can trust 
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each other to respond with the appropriate behavior. It has already been shown that multiple 
informal relationships facilitate the production of trust in an organizational context (Gulati and 
Gargiulo 1999). This should also exist in an informal hedonic context like Facebook. Thus, 
H1. An increase in multiplexity for a given relationship will lead to an increase in 
interpersonal trust for that same relationship. 
 A consequence of multiplex ties is the potential loss of a relationship with all the ties 
associated with it. This is an important concept because lying or cheating a stranger has limited 
consequences—the relationship has not created many resource sharing opportunities and 
interdependencies (Brass et al. 1998). A weak relationship has limited opportunities for unethical 
behavior because of the number of opportunities and the limited value of the resources available. 
In a multiplex relationship, however, the number of opportunities to engage in deviant behavior 
increases. Additionally, the value of the resources shared is increased because of increased 
interdependency. In a context like Facebook communications are typically public. Depending on 
the sensitivity of the information shared individuals may have greater potential to perform 
deviant behavior. Logically, if my relationship is highly multiplex this should lead to an increase 
in privacy concerns. However, trust plays an important role in reducing concerns over privacy. 
As previously stated, this trust originates from multiplexity which multiplexity only exists with 
established, mature relationships. The probability of an individual engaging in such deviant 
behavior is small. One important reason is that Facebook acts as to reinforce the normative belief 
that abusing relationships is wrong. Since a cluster of friends are located on Facebook together, 
if one of those friends uses the personal information of another friend for deviant purposes, the 
other friends of the group will retaliate and possibly ostracize the deviant member. Additionally, 
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multiplex relationships do not abound so readily. Because multiplex relationships provide 
increased social capital the loss of all those ties is great. Thus,  
H2. As multiplexity increases for a given relationship, concerns over interpersonal 
privacy decrease for that same relationship. 
Normative Beliefs in Relationships. 
 In social situations individuals assess their moral obligation based upon their own 
personal beliefs (Ajzen 1991). Subjective norms are the beliefs that an individual, group, or 
organization is expected (or not expected) to perform a specified action (Ajzen and Fishbein 
1973; Burnkrant and Page 1988; Davis 1989; Madden et al. 1992; Taylor and Todd 1995). In 
social network analysis the idea of normative beliefs has been studied. In a study on social 
capital it is argued that in denser networks there is less chance of normative violations to go 
undetected and unpunished (Coleman 1988). However, in less dense networks violators are able 
to commit such deviant behaviors because the violation of norms is more difficult to detect. 
Through the interaction of the members within a group the creation of normative values and the 
maintaining of trustworthiness within the network occur. The concern over the occurrence of 
deviant behavior using personal information shared in a social networking website is fitting. 
(Sparrowe et al. 2001) showed that as the number of possible ties in a hindrance network 
increases, group performance decreases. In Facebook, a relationship that is a hindrance to a node 
in a network will lead to serious consequences such as identity theft.  
The literature has shown that within networks social influences (Gulati and Gargiulo 
1999) are utilized to place social pressure on members of that network—i.e. subjective norm—to 
conform member behaviors within the network leading to trust. Since individuals have a strong 
desire to maintain social ties, especially in an online social network where the community is 
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publicly aware of each other, they will adopt beliefs and values of the group to which they are 
striving to belong to. If the members within the network believe in respecting personal privacy 
then it is expected of its members. This also comes in the way of a desire to leave the group 
(Rowley et al. 2005). Part of the decision to commit deviant behavior includes a decision to leave 
the group if so necessary. By committing deviant behavior, an individual will become ostracized 
from the group because other members wish to avoid becoming victims. If the normative beliefs 
of the group enforce retention of group members and respect of individual privacy then concerns 
over privacy should decrease. Thus, 
H3. Increases in perceived social norms will lead to an increase in interpersonal trust for 
all dyads. 
H4. An increase of perceived social norms will decrease interpersonal privacy concerns 
for all dyads. 
 Subjective norms can be considered normative pressure individuals feel from others in a 
social context. This type of influence is not the only source of normative beliefs, however. 
Normative pressure can be self-influencing. Where a social group can exact censure for non-
normative behavior, an individual can impose self-censure for violation of personal beliefs on 
normative behavior. An important consideration then is what may lead individuals to act against 
social norms and therefore potentially disengage from a social group. Each individual is prone to 
moral disengagement. Moral disengagement is defined as the extent to which an individual is 
prone to displacing personal responsibility for behavior contrary to normative beliefs (Bandura et 
al. 1996). Individuals convert harmful acts towards others into morally justified action by any of 
these eight moral disengagement functions: moral justification, euphemistic language, 
advantageous comparison, displacement of responsibility, diffusion of responsibility, 
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disregarding the consequences of action, dehumanization of others, or attributing blame to an 
external source (Bandura 1999). Moral agency about normative behaviors operate through a self-
regulatory system by which individuals avoid potentially harmful behavior towards others. 
However, by stopping the self-regulatory mechanism, moral self-sanctions are disconnected from 
harmful behavior (Bandura 1999). In a study assessing school children’s proneness to moral 
disengagement, those with higher levels were less likely to act with prosocial behavior while 
those with lower levels were more likely to (Bandura et al. 1996). It would seem that individuals 
who are prone to justify immoral behavior place less emphasis on normative beliefs. 
H5. As individuals are more prone to moral disengagement their perception of social 
norms within their group reduces. 
Trust and Privacy Concerns 
To replicate previous studies on privacy research trustworthiness and privacy concerns 
are theorized to have a direct relationship with intention to share information. Acting as a 
negative force on behavior, privacy concern decreases motivations to engage in transactions. 
Information privacy concern is the extent to which an individual is worried about the perceived 
fairness of the collection, storage, and usage of personal information (Dinev and Hart 2004; 
Milberg et al. 2000; Van Slyke et al. 2006). Importantly, for a given relationship, if privacy 
concerns are too great then communication or sharing of information ceases. In interpersonal 
relationships the worry could stem from the abuse of the information such as sharing it with 
others outside those trusted. In any given relationship individuals expect a certain level of 
privacy. 
In opposition to privacy concerns is a positive force that motivates individuals to share 
information. Trusting beliefs, or trustworthiness, is defined as a trustor’s beliefs about a trustee’s 
60 
 
possible behaviors in relation to a social exchange (Gefen et al. 2008). In personal relationships, 
trust is developed over time through multiple interactions (Wilson et al. 2006). As these 
relationships grow the parties involved will perceive each other as more trustworthy, are willing 
to share more sensitive information, and open themselves up for more potentially damaging 
consequences. In addition to the relationship between trust and intention, research has found that 
privacy concern is an endogenous variable of trusting beliefs with a negative relationship 
(Pavlou et al. 2007). Businesses need to resolve privacy concerns both pre-contractually and 
post-contractually. To do this, businesses need to build up trust in itself through privacy seals, 
rewards, and other services (Culnan and Armstrong 1999; Van Slyke et al. 2006). Once a 
sufficient level of trust is achieved, privacy concerns should be alleviated (Malhotra et al. 2004). 
H6. An increase in interpersonal trust will lead to increase in an individual’s willingness 
to share information. 
H7. As interpersonal privacy concern increases, intentions to share information 
decrease. 
H8. Interpersonal trust will decrease interpersonal privacy concern. 
Methodology 
 The purpose of this study is to assess how multiplex ties influence the sharing of behavior 
when social influences are salient. As discussed previously, scales are measured at the dyadic 
level with the exception of social norms and moral disengagement.  
Participants and Basic Demographics 
 A student organization of a Midwestern U.S. university was chosen as the network of 
choice. The reason for choosing this group was based on the following two criteria: 1) they had 
an active Facebook presence and 2) the size of the network was bounded by membership of the 
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group. The first reason was important to consider as many groups on Facebook have a presence, 
but not necessarily an active one. Facebook presence was considered active if a group had 
communication on their Facebook page at least once per day. As for the second criteria, the need 
to choose a group that is bounded in size is a necessity of network analysis (Reagans and 
McEvily 2003). When studies do not limit the network size or choose large networks, it may be 
difficult to obtain data from all network members. In the case where network size is not limited, 
it is almost impossible to estimate non-response bias. 
Based on the two criteria, a list of initial student run organizations at the university was 
obtained, for a total of 78 student groups. Looking up each organization on Facebook, it was 
determined whether or not the group had a Facebook presence (i.e. a group page) and the level of 
activity. The organization of choice had a strong Facebook presence with multiple on-going 
conversations per day. The group is a non-sponsored university sports team with the majority of 
the members participating on the team.. Those who were not participating in games or practices 
were either not eligible for the semester, had graduated, or suffered an injury preventing 
participation. The group had 7 official positions, two of which were held by the team captain; 5 
unofficial positions were available. The team captain was contacted and told about the study.  
The captain was informed that if all group members participated, a donation of $700 (U.S.) 
would be given to the organization. In total, 27 group members were identified as members of 
the organization. The group consisted of 52% males with an average age of 19.8 (SD 2.1). All 
group members had were considered to be in their third or fourth year of education at the 
university. The racial membership of the group was comprised of Caucasian (78%), African 
American (7.4%), Hispanic (7.4%), and Asian (3.7%). As for Facebook usage the majority of 
group members used it several times per day (55.6%); 29.6% used it at least once per day, and 
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11.1% used it at least once per week. Those individuals who used it several times per day were 
primarily comprised of group members holding official and unofficial positions. 
Procedure of Study 
 The study utilized two online surveys. The first survey was the preliminary survey in 
which each group member was asked to indicate which group members he or she had the 
following types of relationships: communication, advice, support, influence, and friendship. 
Using communication as an example, a member would see the following: 
Below is a list of fellow members of [insert organization name] to which you belong. 
Please select the box next to the name of each member with whom you identify as an 
important source of advice about [insert organization name], whom you approach if you 
have a problem related to [insert organization name].
7
 
After filling out this information for all five relationship types, basic demographic 
information was asked for as well as Facebook usage. Group members were allowed two weeks 
to complete the preliminary survey. Two weeks after the preliminary survey, the second survey 
was provided to the participants; respondents were asked about levels of trust, privacy concerns, 
and intention to share information in relation to each individual he or she selected in the 
preliminary survey. Thus, information is collected at the dyadic level for each of the constructs.. 
This approach yielded 442 dyads. 
Operationalization and Measures 
 The scales used in the secondary survey are presented here. Additionally, the method for 
assessing the multiplexity of a relationship is provided. 
                                                          
7
 To preserve the anonymity of group members the name of the organization was replaced with 
“[insert organization name]” within this paper where appropriate. 
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Interpersonal Privacy concern. This construct is widely used in research as a general 
measure of privacy concern, internet privacy concern, or information privacy concern (Awad and 
Krishnan 2006; Culnan 1993; Hong Sheng et al. 2008; Milberg et al. 2000; Pavlou et al. 2007) . 
The scale from Pavlou et al. (2007) is adapted for use as interpersonal privacy concern. These are 
measured on a 7-point Likert scale. This scale is filled out for each established dyad, or pair. 
Interpersonal Trusting Beliefs. This measure of trust is based on the operationalization 
of trusting beliefs (Gefen 2002; Pavlou et al. 2007) using competence, integrity, and 
benevolence; it is adapted to reflect interpersonal trust by substituting “Facebook friends” into 
the name of the business.  The items are measured on a 7-point Likert scale. Like interpersonal 
privacy concern, this is measured at the dyadic level. 
 Social Norms. This scale is adapted from (Ajzen and Fishbein 1973; Ajzen 1991) those 
used in the Theory of Planned Behavior. Each item is measured on a 7-point Likert scale. The 
behavior in question is using Facebook. An example of one item is, “People who influence my 
behavior think that I should use Facebook. 
 Moral Disengagement. These items are adapted from those developed by (Bandura et al. 
1996). The original items focused on children’s immoral behavior at school. The items were 
changed to reflect immoral behavior in Facebook; specifically, situations dealing with privacy 
violations. 
 Intention to share information. This intention scale is based on the level of sensitivity 
of information shared in a previous study (Hui et al. 2007). In the study intention to share 
information was assessed for specific types of information. Their findings indicate that specific 
types of information are more sensitive than others. For example, financial information is more 
highly sensitive than demographic information. Participants are presented with these items and 
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asked the extent to which they would share it on Facebook with the other familiar nodes in the 
network. This is measured on a 7-point Likert scale and assessed at the dyadic level. 
 Multiplexity. Following the procedure of (Ibarra 1992), multiplex is measured using the 
following networks: communication, advice, support, influence, and friendship. In their study, 
participants were asked to indicate other individuals in a firm who shared any of those 
relationships. The description of those relationships has been adapted to the following: 
 Communication: with whom you discuss what is going on in the organization. 
 Advice: with whom you identify as an important source of advice about your 
organization, whom you approach if you have a organization-related problem. 
 Support: with whom you can count on, whom you view as allies, who are dependable in 
times of difficulty. 
 Influence: whom you have personally talked to over the past couple of years when you 
wanted to affect the outcome of an important decision related to your organization 
 Friendship: who are very good friends of yours, people whom you see socially outside of 
organization-related activities. 
This scale deviates from the operationalization used previously (Ibarra 1992). The number of ties 
for each dyad (if at least a single tie exists) is recorded and assessed just like the previously 
discussed scales of trust and privacy concern. Originally, the scale used a single measure of 
multiplexity for each single participant. The multiplexity scores are summed together and 
divided by the total number of relations the individual of interest possessed. For example, if an 
individual has 3 ties with Person A, 4 ties with Person B, and 3 ties with Person C, the vales of 3, 
4 and 3 and summed together to get 10; the value of 10 is divided by 3 to obtain an average of 
the number of ties in a dyad. The reason for diverging from Ibarra’s method is to retain richer 
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data about the relationships as well as assess multiplexity at the dyadic level. By summing the 
values of each relationship together the variable loses its richness. 
Analysis and Results 
Analysis Strategy 
 The analysis will occur in the following order: first, an exploratory factor analysis is 
performed to establish initial validity of the adapted measures; second, a confirmatory factor 
analysis is performed to establish the psychometric properties of the variables; and last, a 
multilevel random coefficient model approach is used to assess the hypothesized relationships. 
All procedures are performed using the R statistical package version 2.12.2 (R Core Team 2012) 
except the model assessment in which Smart PLS is used (Ringle et al. 2005). PLS is chosen 
because the data does not meet the assumption of independence. 
The exploratory factor analysis is performed using principal components analysis as well 
as maximum likelihood using varimax and oblimin rotations (DeVellis 2003; Kim and Mueller 
1978a, 1978b; Nunnally 1978). No issue with cross loadings was found and each construct was 
identified as unique. 
Convergent and Discriminant Validity.  
In order for convergent validity to be established, the average variance extracted (AVE) 
must be greater than 0.5 and no significant crossloadings must be present (Hair et al. 2009). To 
assess discriminant validity the Fornell-Larcker test is used. The test compares the correlation 
between latent variables to that of the square root of the AVE. If the square root of the AVE is 
greater than the correlation, then discriminant validity is established. Based on the assessment for 
both convergent and discriminant validity, no issues were round.  
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Finally, to test the reliability of the Cronbach alpha and composite reliability is calculated (see 
Table 2.2). A general rule of thumb is a value greater than or equal to 0.70 is sufficient for 
acceptability (Hair et al. 2009). Reliability for all multiscale items is well above the minimum 
threshold.  
 








Alpha Age FBUse Gender 
Rnk. 
Wght. 
Age 19.36 3.17 - - -    
FBUse 4.34 0.92 - - .428
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The results of the PLS analysis are shown below in Table 2.2. The base model, Model 1 
in Table 2.2, includes the control variables, privacy concern, and trust. Model 2 is the base model 
plus the in-degree and out-degree variables along with the social influence variables. First off, 
the change in R-Square is noticeable between Model 1 and Model 2. This indicates that the 
addition of the new variables helps explain more of the variance in the sharing of information. 
Moral disengagement and social norms are significant in their relationships with information 
sharing; however, they have a stronger relationship with high-sensitive information sharing than 
they do with low-sensitive information sharing.  
Table 2.2. Model Analysis and Results 
 High Sens. Info. 
Sharing 






Variables Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 Model 2 
Age 0.00 0.00 -0.19*** -0.08    
Gender -0.17** 0.24** -0.09* 0.28***    
Facebook Use 0.24*** -0.18** 0.36*** -0.14**    
Rank-Weight -0.28*** -0.06 -0.07 0.01    
Tenure -0.03 1.13*** 0.20*** 0.61***    
Intr. Priv. Con. 0.15** 0.02 -0.26*** -0.15**    
Intr. Trust 0.24*** 0.14** 0.22*** 0.17*** -0.65*** -0.46***  
InDegAdvice  -0.03  -0.84***  -0.21 0.43* 
InDegComm  0.27  -0.26*  0.74*** 0.21 
InDegFriend  0.86***  0.36**  0.55*** -0.66*** 
InDegInfl   -1.38***  0.49***  0.11 -0.47* 
InDegSupp   -0.31  0.01  -1.17*** 0.64*** 
OutDegAdvice   1.15***  0.07  0.31*** -0.28*** 
OutDegComm   -0.97***  -0.03  -0.14* 0.36*** 
OutDegFriend   0.17*  0.26***  -0.42*** 0.41*** 
OutDegInfl   -0.37***  -0.17  0.29*** -0.44*** 
OutDegSupp   0.14  -0.33***  0.14** -0.23*** 
Moral Diseng.   -0.66***  -0.13*    
Social Norms   0.82***  0.32**    
R
2 




One possible explanation for moral disengagement is that high-sensitive information has 
a greater potential for retaliation and therefore an individual who tends towards disengaging 
morally from situations would be less likely to share. As for social norms, one explanation for 
the difference is that social norms creates a sense of security in that the behaviors and attitudes or 
a group are well understood and therefore more sensitive information will be treated as expected 
by a group member. When the information is low-sensitive the protection and assurance given by 
social norms is not as important because the potential for harm is less as low-sensitive 
information is usually public data. 
Looking at the various types of relationships for both in-degree and out-degree reveals a 
similar difference between high-sensitive information and low-sensitive information. In-degree 
advice and in-degree communication are significant for low-sensitive information sharing, but 
not with high-sensitive information sharing. The individuals with higher scores for advice and 
communication include all the officers. It is possible that because communication from superiors 
within the group tend to be focused on less sensitive material that it is only relevant for low-
sensitive information. The structure of the organization supports this. Looking at specific 
individuals within the organization, the officers have an average in-degree advice of 16.5 and in-
degree communication of 18; the other group members have an average in-degree advice of 1.8 
and in-degree communication of 10.3. The opposite appears to be the case for the out-degree 
relationship types: out-degree advice and communication are significant for high sensitive 
information sharing, but not for low-sensitive information sharing. Looking more closely at the 
data it would appear that those with both a higher age and rank-weight tend to have higher scores 
for out-degree advice and communication. The officers are the oldest in terms of age within the 
organization with the exception of two group members who are the oldest but have less tenure 
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within the group. Communication, then, would appear to be a function of rank within the 
organization while advice is a function of age. The topics of conversation centered on such topics 
would likely be sensitive, especially advice, as it is such a personal topic.  
Discussion and Conclusion 
 The purpose of this research is to investigate what factors within a relationship influence 
the sharing of personal information in social networking websites. Previous research on privacy 
has neglected to assess how elements specific to a relationship are related to information sharing 
when privacy concerns are salient. This study relied on dyadic scales to assess the nature of a 
relationship. Specifically, privacy concern, trust, and information sharing was measured at the 
dyadic level. Using an organization with an active Facebook presence the two-part study was 
conducted with all members of the organization. The results indicate that in-degree and out-
degree relationships influence high- and low-sensitive information sharing differently and may 
be due to status within the organization. Social norms has a strong positive relationship with the 
sharing of information while moral disengagement has a strong negative relationship. 
Limitations 
 Much of the theoretical argument given in this research is attributed to the normative 
action and beliefs of the network. This research did not directly conceptualize nor measure these 
collective beliefs and actions. One of the reasons this was not done is that normative actions can 
take many forms and are sometimes subtle (Davis et al. 1989). This subtlety can prove difficult if 
not impossible to measure. Some possible techniques to measure them may include coding actual 
text postings or email messages sent via Facebook or asking an open-ended question from the 
network about normative values and actions. Importantly, however, the focus of this research is 
on privacy and the antecedents of privacy concerns and trust; specifically, concepts from social 
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network theory that could inform the privacy literature. Therefore, scales were measured at the 
dyadic level. Also, a mutliplexity, a social network analysis measure, was used to theorize and 
assess the relationships. 
 Another important limitation of this research is the context. While it may be possible to 
generalize about the concepts used (i.e. multiplexity, moral disengagement, and normative 
beliefs), this paper focused on social network websites (i.e. Facebook) to study the phenomenon 
of interest. Additionally, many of the arguments and theories (e.g. culture of multiplexity in 
Facebook) are grounded in the context. However, we feel that the research contributes to future 
studies of these social network concepts and their relationship with privacy concerns and trust. 
Future research should focus on how these relationships operate in different contexts. 
Contributions 
 This research contributes to the academic community in many ways. First, it enhances 
our current understanding of privacy by bringing in some new theory as well as studying new 
relationships never seen before in the form of social network theory. To date research on privacy 
has neglected the benefits of social network analysis. Social network concepts like multiplexity 
are valuable because they focus on the relationships between individuals. Facebook is inherently 
a social system that serves the purpose of facilitating social relationships. Additionally, because 
Facebook harbors active social groups the study of network variables like multiplexity touches 
on this aspect of groupness. Thus, using theories and measures that tease out the nature of these 
relationships is beneficial.  
The need to belong theory is also an important integration into the privacy literature. 
Previous privacy research has focused more on the business-user relationship (Smith et al. 2011) 
and the study of online user-user relationships necessitated the inclusion of a theory on the 
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creation and maintenance of said relationships. The need to belong theory provides a richer 
understanding of the social network concept of multiplexity and normative beliefs. Individuals 
desire frequent, positive interactions as well as the reciprocation of concern for their welfare. 
This research theorized that greater desires for positive interactions and reciprocation of welfare 
are possible with increased levels of multiplexity. Multiplex relationships exist due to the 
maintenance of long-term, intimate relationships while more dense networks provide protection 
from deviant behaviors. 
As a contribution to practice, designers of social network sites and other similar 
technology (i.e. online forums, user groups, etc.) should take heed and create mechanisms that 
facilitate multiplex relationships and dense networks especially in regard to privacy concerns. 
While the mechanisms that govern institutional privacy concerns are more directly controlled by 
the business, the facilitation of multiplexity should help businesses indirectly control 
interpersonal privacy concerns. 
Conclusion 
Privacy concerns and trust are two important forces influencing intentions to share 
personal information. This research helps bring to bear additional concepts not previously 
hypothesized to have a relationship with privacy concerns and trust; namely, network 
multiplexity and normative beliefs. Importantly, this paper provided theory to further enhance 
our understanding of interpersonal privacy in terms of social network theory and the need to 
belong theory. The concept of multiplexity proved important in increasing interpersonal 




Essay 3: How Privacy-Related Behavior is Induced by the Behavioral Activation and 
Inhibition Systems 
“…[It] must be noted that theorists do not agree, for example, on 
what privacy is or on whether privacy is a behavior, attitude, 
process, goal, phenomenal state, or what” (Margulis, 1977, p. 17). 
 
The increased usage of information technology has generated an increase in the storage, 
analysis, and sharing of personal information (Culnan and Williams 2009). Research on privacy 
aims to understand why individuals yield privacy (Awad and Krishnan 2006; Chellappa and 
Shivendu 2010; Hui et al. 2007) for some personal benefit. Research has focused on utilitarian 
systems like e-commerce (Belanger et al. 2002; Dinev and Hart 2006; Van Slyke et al. 2006) or 
healthcare (Angst and Agarwal 2009; Bansal et al. 2010; Garfinkel et al. 2007), or hedonic 
systems like Facebook (Fogel and Nehmad 2009; Nosko et al. 2010). One of the greatest 
struggles of privacy-related research is conceptualizing privacy (Margulis 1977; Smith et al. 
2011). As stated by Margulis in the quote above it is unclear what privacy is. Many 
conceptualizations of privacy exist such as value-based privacy (i.e. privacy as a right or a 
commodity) or cognate-based privacy (i.e. privacy as a state or control) (Smith et al. 2011). In 
the Information Systems and Marketing literature the concept of “privacy concern” is often used 
as a surrogate for measuring privacy (Awad & Krishnan, 2006; Hui et al., 2007; Malhotra et al., 
2004; Milberg et al., 2000; Pavlou et al., 2007; Sheng et al., 2008; Son & Kim, 2008). This 
concern is a reflection of the anxiety or stress felt toward privacy and therefore is not a direct 
measure of privacy itself, but an indirect substitute. Unfortunately, concern over privacy does not 
adequately capture the cognitive and affective processes that are related to privacy. Thus far, 
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using self-reflective, conscious scales and instruments has not provided an answer as to what 
privacy is. An alternative means for exploring phenomena is neuroscience and psychophysiology 
(Camerer et al. 2005; Dimoka et al. 2010; Lieberman 2007; Riedl, Banker, et al. 2010). 
The Information Systems discipline has recently seen the benefits of neuroscience 
techniques in furthering our understanding of well-researched topics. For example, researchers 
could not agree on whether trust and distrust were distinct concepts. In a study using fMRI  
support was found distinguishing trust and distrust as separate concepts (Dimoka 2010). In 
another study using fMRI (Dimoka and Davis 2008), perceived usefulness and perceived ease of 
use are revealed to possess qualities different from conventional ideas. An assumption of many 
TAM researchers is that perceived usefulness is a logical, cognitive element. In their study, they 
found that high levels of usefulness activate the caudate nucleus and anterior cingulated cortex, 
which are more associated with affect, rather than cognition.  As seen from these studies, the 
benefit of neuroscience and psychophysiology is a different perspective of mechanisms 
occurring within the human mind. Other studies have been conducted in IS using neuroscience 
and psychophyisiological techniques (Hubert et al. 2012; Koller and Walla 2012; Riedl et al. 
2010). 
One important limitation of previous privacy research is the methodology employed to 
measure privacy. Specifically, if decisions to approach or avoid situations to share information 
where this behavior is chosen in a non-conscious manner, then relying on survey questionnaires 
and other post-behavioral methods may not adequately capture the reality of what is happening. 
In other words, privacy itself may be a non-conscious element within the brain. Thus, 
methodologies targeting the subconscious mind—both cognitive and affective—need to be used. 
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Two of such techniques include 1) psychophysiological instruments used in neuroscience and 2) 
implicit associations (Greenwald and Banaji 2002). 
Human behavior is acted out through either voluntary or non-voluntary actions. Human 
behavior related to privacy includes the sharing of information or the withholding of information 
(Culnan 1993). When individuals share information they approach another entity—friend, 
family, business; when they withhold their information they avoid sharing behavior. Approach-
avoidance behavior originates in the amygdala as a signal relating the motivational significance 
of objects recognized by sensory processes. Three divisions exist in the amygdala: 1) 
corticomedial amygdala, which processes appetitive behavior (i.e. approach); 2) basolateral 
amygdala, which processes inhibitory behavior (i.e. avoidance); and 3) central nucleus, which 
organizes the output from the amygdala. 
Approach behaviors are characterized by a motivation to experience positive affect 
whereas avoidance behaviors are characterized by a motivation to not experience negative affect 
(Elliot 1999; Gray 1994). Much of these behaviors are developed through the priming of the 
human mind through human experience and resultant affect (Carver and Scheier 1998; Carver 
and White 1994; Harmon-Jones and Allen 1997). This leads to an efficient behavioral system in 
which the decision to engage in approach or avoidance behavior originates in a non-conscious 
section of the brain. 
 In order to study privacy with pshychophyisiological tools an appropriate context must be 
chosen. Current research on privacy focuses on online services due to the highly ubiquitous 
nature in which information can be shared. Thus, this research will use e-commerce and social 
media—specifically, social networking websites—as the context. While e-commerce as a context 
has received the majority of attention in privacy research (Smith et al. 2011) social networking 
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sites, such as Facebook and LinkedIn, provide many opportunities to study the decision of 
individuals to share information. These sites are appropriate as many people use them. Facebook 
has more than 400 million active users, larger than the third largest country in terms of 
population (i.e. the United States with 309,722,5538 people). The market potential, and thus the 
potential for the sharing of information, is large for social networking websites. 
Privacy as a Subconscious Mechanism of Behavior 
 As humans, in many situations we act by taking either the position to approach something 
or attempt to avoid it. While many possible mechanisms and motivations exist to control 
approach-avoidance behavior (Elliot and Church 1997; Elliot and Harackiewicz 1996; Elliot and 
Covington 2001; Elliot 1999), privacy has not received enough attention as one of them. 
Approach behavior is characterized by a desire to move towards some goal or object while 
avoidance behavior is characterized by a motivation to avert a situation or outcome (Carver and 
Scheier 1998). These two systems have often been characterized as the behavioral activation 
system (Cloninger 1987; Fowles 1980) and the behavioral inhibition system (Carver and White 
1994; Cloninger 1987; Gray 1972). Research has found that individuals tend toward either 
behavior that is considered activational (i.e. approach) or inhibitory (i.e. avoidance) (Amodio et 
al. 2008; Balconi and Mazza 2010; Reid et al. 1998; Sutton and Davidson 1997). In the context 
of online services (i.e. social media) individuals who are more disposed toward approach 
behavior should be more willing to share personal information; those who are more disposed 
toward avoidance behavior will be less willing to share personal information.  
In explaining privacy as a mechanism influencing behavior, research has focused on 
categorizing privacy as a logical, conscious process (Chellappa and Shivendu 2007; R. K. 
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Chellappa and Shivendu 2010; Culnan and Armstrong 1999; Dinev and Hart 2006; Laufer and 
Wolfe 1977). For example, in the Privacy Calculus Model individuals engage in a decision 
process where different elements and beliefs are weighed together as benefits and costs; costs 
may include a reduction in privacy while benefits include the obtaining of a product or service 
(Dinev and Hart 2006). In this way privacy is caste as a logical, non-emotional economic 
decision making mechanism. Neuroscience has shown that decision making is not solely done 
consciously but in our subconscious. Some potential brain regions include the amygdala (see 
Figure 3.1) and to some degree the orbitofrontal cortex (OFC). The amygdala is involved in 
emotion-based decision making (Bechara et al. 1994, 2000; Kringelbach 2005; Rolls 2000). 
Rational, cognitive decision making often occurs in the dorsolateral prefrontal cortex (DLPFC). 
This rational analysis compares favorably with existing privacy theories like the Privacy 
Calculus Model. The DLPFC is often viewed as a more recent evolutionary component while the 
amygdala is considered an older component from an evolutionary standpoint (Carlson 2009).   
The idea that behavioral responses in social contexts can be either non-conscious (i.e. 
automatic) or conscious (i.e. deliberative) is not novel to neuroscience (Camerer et al. 2005); 
these two aspects or systems of the brain have been classified as the reflexive (i.e. subconscious), 
or X-System, and the reflective (i.e. conscious), or C-System respectively (Lieberman 2007). 
The areas linked to the X-System include the amygdala, basal ganglia, ventromedial prefrontal 
cortex (VMPFC), lateral temporal cortex (LTC), and the dorsal anterior cingulated cortex 
(dACC); those associated with the C-System include the lateral prefrontal cortex (LPFC), medial 
prefrontal cortex (MPFC), lateral parietal cortex (LPAC), medial parietal cortex (MPAC), medial 
temporal lobe (MTL), and rostral anterior cingulated cortex (rACC) (Lieberman 2007; Satpute 
and Lieberman 2006). Models categorizing privacy as a rational system can be classified as part 
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of the C-System where deliberate, cognitive effort yields decisions. Models categorizing privacy 
as an automatic system, however, are lacking and need attention. Importantly, privacy can be 
considered a dual system with one part a reflective, conscious process and the other a non-
conscious, reflexive one. 
A reflexive privacy system can be considered a non-conscious emotional system. 
Emotional behavior involves approach and avoidance responses as a result of positive affect 
acting as a reinforcer of approach behavior (located in the corticomedial amygdala) and negative 
affect acting as a reinforcer of avoidance behavior (located in the basolateral amygdala) (Carlson 
2009). The amygdala receives complex sensory input and determines the motivational 
significance of an object, negative or positive, and through the central nucleus of the amygdala 
passes on the information. Due to the nature of the amygdala, we are not consciously aware of it 
(Phelps 2006). The responses, either positive or negative, are learned through a process known as 
classical conditioning (Bechara et al. 1999; Camerer et al. 2005). An important aspect of the 
amygdala, and all reflexive processes (e.g. motor function via the basal ganglia), is the mind can 
reduce the cognitive load on itself by not focusing on some tasks. Cognition is effortful not just 
in terms of time, but also because the calories consumed to produce conscious, cognitive 
functions is greater than non-conscious functions. Most, if not all of us, are familiar with 
experiments conducted by Pavlov on dogs: by ringing a bell and immediately providing food to 
dogs, Pavlov was later able to cause the animals to salivate without the presence of food as the 
dogs associated the sound of a bell with food. This is a result of positive affect acting as a 
reinforcer. In humans, the amygdala functions exactly the same. Humans with lesions in the 
amygdala are unable to learn an emotional conditioned response (Bechara 2004; Bechara et al. 
1998) .  
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In most non-novel situations privacy will act through the amygdala. By relying on 
subconscious processes the mind can react quicker, and because a situation is not novel the mind 
does not need to focus on it. By focusing and using the conscious system, or the reflective 
system, the mind must put forth more effort
9
. However, behavior and its consequences are 
constantly monitored for any discrepancy (Carver and Scheier 1998; Carver and White 1994; 
DeShon and Gillespie 2005). When an individual encounters a problem due to issues with 
privacy, the mind is alerted and the reflexive system gives way to the reflective system where 
sensory input is examined and then evaluated. After evaluation a decision is made and then 
executed. Thus, privacy is defined as a “regulatory process that serves to selectively control 
access of external stimulation to one’s self or the flow of information to others” (Klopfer and 
Rubenstein 1977, p. 53). 
Methodology 
Study Participants 
 The purpose of this study is to use psychophysiological tools to understand subconscious 
processes involved when engaged in a privacy-related situation. Participants for this study 
included students enrolled in undergraduate business courses at a Midwestern university. They 
were given monetary compensation for participation in the experiment in the form of $20.00 in 
the form of a gift card of their choice. The study was advertised in classrooms, on posters in 
hallways, and via email. This resulted in a total 144 participants. 65.3% of them were male; 
34.7% were female. The average age of the participants was 22.97 with a standard deviation of 
4.77. As for education level of the participants 9.0% had completed GED/high school, 47.2% 
some college, 5.6% 2-year college degree, 20.1% 4-year college degree, 13.2% master degree, 
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 By putting forth more effort, an individual is spending more time on the situation as well as 
burning more calories by using more brain cells. 
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and the rest declined to answer. The racial characteristics of this group included 52.1% 
white/Caucasian, 9.0% African American/Black, 0.7% Hispanic, 31.3% Asian, 1.4% Native 
American, 2.1% Pacific Islander, and 3.5% Other. The majority of participants were citizens of 
the United States (67.4%) with the second highest coming from China (22.2%). Based on the 
handedness scale 5 participants were considered to be left-handed, 6 had no preference, and the 
rest dominantly right-handed. 
Equipment and Software 
The experimental stimuli were presented using E-Prime v2.0.8.90. EEG data were 
recorded with an Emotiv EEG headset using the included TestBench v1.5.1.2 software. Eye 
tracking, screen recording, and user camera recording were done using a Tobii T60 eye tracker 
with Tobii Studio version 3.2.1. Event markers were sent at the start of each screen during the 
experiment to Tobii Studio via a local area network (LAN) connection and to TestBench via a 
serial cable. Data analysis was conducted with Matlab R2012a (64-bit), EEGLAB v11.0.5.4b, 
and IBM SPSS Statistics v20.  
Study Procedure 
 Due to the time and resource constraints involved with using psychophysiological tools, 
participants were required to sign up for designated times in the lab. Upon entering the lab, 
participants are led to a room where they are seated in front of a computer and sign the sign-in 
sheet. Once seated, the lab administrator follows a script detailing the study session. Participants 
begin by reading and signing a paper copy of the consent form and a description of what the lab 
study involves. During this time the lab administrator prepares the EEG and skin conductance 
sensor by connecting the sensor pads. To prevent contamination, the pads are kept in an 
antibacterial saline solution prior to each use.  Continuing to follow the script the lab 
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administrator describes the purpose of each equipment to the participant and asks permission if 
the equipment can be placed on the subject’s body. Once the EEG and skin conductance sensor 
is attached the participant is shown the eye tracker and told how it operates. Participants are then 
urged to move as little as possible and not to look at anything beyond the monitor. They are 
strongly encouraged to avoid blinking their eyes. 
 In addition to the EEG and skin conductance equipment, Tobii T60 is used as an eye 
tracking device. The eye tacking allows us to assess when the participants gaze at certain points 
of interest on the screen. For example, knowing when the participants read the stimulus and 
when they finish allows us to create specific epochs of time for the EEG signal. 
To provide ample time for the participant to become accustomed to the sensors and to 
obtain a baseline measure for the EEG and skin conductance, the participant engages in a pre-
survey questionnaire in Time 1 (see Table 3.1). This assesses the participant’s demographics as 
well as various measures used as control variables, such as an assessment for handedness 
(Chapman and Chapman 1987), brain disorders (e.g. psychiatric disorders, neurological 
disorders, brain traumas), and eye color and complications. Handedness and various disorders 
may influence neurological function, even beyond what is considered normal. 
After completing the questionnaire, the participants engage in two situations in which 
he/she is asked to share information: 1) sharing personal information in Facebook and 2) sharing 
private information in Amazon.com; they are randomly assigned to one or the other first. For 
each of these, the participant will engage in two scenarios, at Time 2 and Time 3. During one 
scenario the participant will be asked to share highly sensitive information first and in the other 
low sensitive information, or low sensitive first and highly sensitive last. Participants are 
randomly assigned to the situation (Facebook or Amazon.com) and then to the condition (high-
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low or low-high). Participants are not aware they will be using Facebook and Amazon.com prior 
to the actual tasks. The instructions for the lab experiment are described in general terms. For 
example, participants are told that they will engage in tasks to share information. Language such 
as “private” and “personal” are also avoided so as to not bias participants’ perceived sensitivity 
of the information requested. 
For the Facebook environment, the participant is told that he/she will engage in a simple 
communication in Facebook. The screen presents a scenario describing the participant engaging 
in dialogue with a Facebook friend. Request for highly sensitive information includes credit card 
number, bank account balance, and types of personal debt; the less sensitive information includes 
gender, first and last name, and home address. After each item is displayed the participant is 
asked to rate the extent to which he or she will share the information as well as the sensitivity of 
the item. 















Scenario 1 Survey Scenario 2 Survey 
Amazon 
H-L 
L-H Time 1 Time 2 Time 3 
 
In the Amazon.com environment, participants will be placed in a situation in which they 
are purchasing textbooks from Amazon. The screen will describe the scenario for them followed 
by the request for information. Similar to the Facebook scenario the participants are asked to rate 
their willingness to share the information requested and the sensitivity of the information. 
Between the two scenarios participants will engage in a distracter task of doing basic 
math problems. The purpose is to engage their short-term memory and cognitive processes to 
minimize concentration on the previous scenario. After the second scenario participants will 
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undergo a debriefing. Here they are told none of their information they entered in the scenarios is 
stored.  
Table 3.2. The Four Experimental Conditions 
Facebook H-L Facebook L-H Amazon.com H-L Amazon.com L-H 
Consent Form 
Demographic Variables, Handedness Scale, and Psychological/Mental Disorders Measure, etc. 
The next paragraph describes a situation of you 
using Facebook. Imagine you are on Facebook 
using the chat program to speak with a close 
friend. This friend is close to you and someone 
you trust. Your friend is in need of assistance 
and asks you to share the following 
information: 
The following describes a situation of you 
purchasing a product from Amazon.com. 
Through your own research on the product you 
have found that it is of high quality. You are 
also aware that Amazon has the cheapest price 
of any store. Prior to finalizing the purchase of 
this product you are asked for the following 
information: 
 Credit card number 
 Bank account 
balance 
 Types of personal 
debt 
 Gender 
 First & last name 
 Home address 
 Credit card number 
 Bank account 
balance 
 Types of personal 
debt 
 Gender 
 First & last name 
 Home address 
Information Sensitivity 
 Gender 
 First & last name 
 Home address 
 Credit card number 
 Bank account 
balance 
 Types of personal 
debt 
 Gender 
 First & last name 
 Home address 
 Credit card number 
 Bank account 
balance 
 Types of personal 
debt 
Information Sensitivity 
Trustworthiness/Privacy Concern of Facebook 
and friend 





The choice for using EEG and SCR is based on the idea that approach behavior and 
avoidance behavior will be marked by two different affective responses which are captured using 
these devices. It is hypothesized that an individual who is willing to share information engages in 
approach behavior, and will experience positive affect; individuals who are not willing to share 




Analysis and Results 
The first step of the EEG analysis was to determine the exact time period of interest for 
each participant. This was a challenge because the information request screens in the experiment 
consisted of three elements: 1) instructions, 2) the list of information being requested, and 3) a 
text box for typing the information. To capture each participant’s initial response to the 
information request, gaze data from the eye tracker were linked with the EEG data. An area of 
interest (AOI) was defined around the list of information being requested. The first eye fixation 
inside this AOI indicated that the participant was reading and processing the information request. 
The first eye fixation outside of this AOI then indicated that the participant had finished reading 
the information request. These two events represented the beginning and end times of the data 
included in the analysis. 
Analyzing the EEG data was a multi-step process. First, epochs were extracted for each 
of the four information request scenarios. Using the event markers generated by E-Prime as 
anchors, the epochs were aligned with the AOI time periods described above. Second, a series of 
1-second overlapping windows was extracted from the data following recommendations 
(Davidson et al. 2000; Pizzagalli 2007). One advantage of these relatively short windows is that 
individual windows containing artifacts can be rejected without rejecting all of the data in an 
epoch. In addition, the Fast Fourier Transform (FFT) used to extract power densities relies on an 
assumption of stationarity—which implies that the statistical properties of an EEG signal do not 
change over time—and this assumption is most often met with shorter windows of data. The 
disadvantage is that shorter windows do not allow for as high of frequency resolution in the 
following spectral analysis. The 1-second windows used here allow for the calculation of signal 
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power at 1 Hz intervals. Finally, the windows overlapped by 50% to account for missing data as 
a result of the taper transformation applied to the data (described below). 
Third, windows were marked for rejection using a semi-automated approach available in 
EEGLAB (Delorme and Makeig 2011). Each window was scanned for extreme values (+/- 75 
µV), excessive linear drift, abnormally distributed data (kurtosis of 5 standard deviations), and 
abnormal spectra (+/- 50 dB in the 0-2 Hz range for eye movements and +25 or -100 dB in the 
20-40 Hz range for muscle activity). The remaining windows were visually inspected to identify 
any remaining artifacts. Windows marked for removal were excluded from the subsequent 
analysis. 
Fourth, the power density in the alpha band was calculated for each electrode during each 
epoch. This was done using the FFT, which decomposes a time-based signal into its frequency 
components (Davidson et al. 2000). FFT assumes that a given signal is periodic—which is 
essentially never the case with EEG data—so abrupt changes in the signal at the ends of each 
window will lead to spurious frequencies in the analysis, called spectral leakage (Davidson et al. 
2000; Pizzagalli 2007). Each window was thus transformed using a Hanning function, which 
tapers the ends of the data so that the window begins and ends at zero (Dumermuth and Molinari 
1987). As noted above, this attenuation of data is the reason why windows overlap by 50%. The 
FFT was then performed, and the power spectra density (expressed in µV2) was averaged across 
the alpha frequency band (8-13 Hz). 
Fifth, an asymmetry analysis was conducted on the power measures to identify 
differences in brain activation across conditions. Because power distributions tend to be skewed, 
a natural log transformation was applied to the power measures (Davidson et al. 1990, 2000). To 
account for individual differences in brain activity or skull thickness, a baseline power value was 
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subtracted from each electrode’s power value. While differences were expected in the frontal 
region of the brain, patterns of activation across electrodes were identified through a principal 
components analysis (Stenberg 1992). Interestingly, the measures for each electrode loaded on 
one of two components representing the left and right hemispheres (see Table 3.3). Given these 
two clear components, the electrode power values within each hemisphere were aggregated to 
represent a general level of left- or right-side alpha activation. 





AF3 0.685 0.341 
F7 0.674 0.499 
F3 0.644 0.472 
FC5 0.72 0.329 
T7 0.774 0.283 
P7 0.744 0.097 
O1 0.687 0.251 
O2 0.276 0.645 
P8 0.364 0.843 
T8 0.339 0.872 
FC6 0.24 0.891 
F4 0.283 0.715 
F8 0.247 0.879 
AF4 0.524 0.631 
 
 To examine asymmetry differences across conditions, the aggregate measure of 
left hemisphere alpha activation was subtracted from the aggregate measure of right hemisphere 
alpha activation. Positive difference values then indicate higher alpha power in the right 
hemisphere and thus higher brain activation in the left hemisphere. A repeated measures 
ANOVA was conducted with this asymmetry value as the dependent variable and condition as 
the fixed factor. Given missing/artifactual/outlier data and that repeated measures ANOVA 
requires complete cases, the resulting analysis was conducted on 216 data points for 54 
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participants. Mauchly’s Test of Sphericity was not significant, indicating that the variances of the 
differences between pairs of conditions were equal. With sphericity assumed, the test of within-
subjects effects indicated that condition was a significant predictor of EEG asymmetry (F(3,162) 
= 2.910; p < .05). Figure 3.1 provides a plot of the mean asymmetry values for each condition. 
Figure 3.1. Mean EEG Asymmetry across Conditions 
 
 
Table 3.4. EEG Asymmetry Means and Contrasts 




Fa-H Fa-L Am-H 
Fa-H 0.0568 0.1892    
Fa-L 0.0093 0.1978 5.480
*
   
Am-H 0.0436 0.1795 0.315 2.197  








 p < 0.05 
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Contrast tests were performed to examine which means are significantly different. 
Results of the contrast tests and mean values are provided in Table 3.4. Support is shown for 
differences between Facebook treatments as well as between Amazon.com treatments. 
Discussion and Conclusion 
The purpose of this study was to examine how privacy operates subconsciously; 
specifically, if the approach-avoidance mechanism influences responses to the sharing of 
information when privacy concerns are salient. Participants were connected to 
electroencephalogram (EEG) and presented with a range of privacy sensitivity situations 
involving the sharing of information in a hedonic context (i.e. social networking website) and a 
utilitarian context (i.e. ecommerce). Participants were asked to share both high-sensitive 
information and low-sensitive information in both contexts. Literature on EEG asymmetry scores 
has shown a strong relationship between approach-avoidance tendancies and behavior with brain 
asymmetry processing (Coan and Allen 2003). The results of the study support this idea in both 
hedonic and utilitarian contexts. Greater asymmetry is present during the high-sensitive 
information sharing conditions, and much lower in the low-sensitive information situation. It 
appears that individuals become more cognitively involved when high-sensitive information is 
presented requesting more brain processing.  
Limitations 
 Like any methodology, using EEG has some limitations. While EEG is able to provide 
longitudinal data, as well as map processes in the brain, it has low spatial resolution. As 
discussed in the body of the paper, previous research shows the amygdala playing a vital role in 
emotion-based behavior. We claim that reflexive privacy behavior originates in the amygdala. 
However, it is possible that given the context of privacy other regions in the brain are elicited. 
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Using other techniques such as fMRI, we can pinpoint the specific brain regions associated with 
privacy in decision-making situations. fMRI provides better spatial resolution than EEG and can 
reveal which sections of the brain are involved with privacy mechanisms. Future studies on 
privacy should involve fMRI or related techniques to obtain a broader picture of what brain 
regions are involved. 
Contributions 
 One of the main contributions of this research is it provides a new perspective into 
privacy decision making. Previous research has mainly focused on logical, conscious processes 
involving privacy decisions. The theory and study here indicate that the mind uses the approach-
avoidance mechanism, which is an emotion-based, subconscious mechanism. Due to the 
possibility that the subconscious process is utilized more often, researchers studying privacy 
should focus more attention into teasing out its various parts. 
 Another important contribution is providing support on how to utilize neuroscience 
theories and psychophysiological tools to explain and test privacy-related issues. Other areas of 
research can learn from this example and further extend known theories. As additional examples, 
IS researchers have studied trust (Dimoka 2010), the Technology Acceptance Model (Dimoka 
and Davis 2008), computer agents versus avatars (Lim and Reeves 2010), and many others. 
As with many studied behaviors, the decision making process involving privacy does not 
occur in a single moment in time. The utilization of techniques like EEG makes it possible to 
study a behavior longitudinally as opposed to looking at a snap shot. Other areas of research 
focusing on behavior can utilize tools like EEG to similarly assess the process leading up to the 
behavior and beyond. For example, technology adoption is not a one-time event (Limayem et al. 
2007) and the choices leading up to and after it involve many interlinking parts. 
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Psychopysiological tools like EEG, electronic skin conductance, eye tracking, and others can 
further enhance and widen our understanding. 
Conclusion 
In conclusion, this research set out to understand how privacy operates in the brain. It 
was proposed that privacy exists within an emotion-based, subconscious system. Participants 
connected to EEG were presented with various scenarios involving differing levels of privacy 
sensitivity. Results show that asymmetrical brain activity influences the sharing of information. 
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Appendix A: Scales and Measurement 
Interpersonal Information Privacy Concern: Seven-point Likert scales anchored on “strongly 
disagree” and “strongly agree”adapted from Pavlou et al. (2007). 
 I am concerned that my friends have too much information about me on Facebook. 
 It bothers me when my friends ask me for personal information on Facebook. 
 I am concerned about my privacy when interacting with friends on Facebook. 
 I have doubts as to how well my privacy is protected from my friends on Facebook. 
 My personal information could be misused by my friends when using Facebook. 
 My personal information could be accessed by my friends when using Facebook. 
Interpersonal Trustworthiness: Seven-point Likert scales anchored on “strongly disagree” and 
“strongly agree”adapted from Gefen (2002). 
 My Facebook friends understand me. 
 My Facebook friends know a lot about me. 
 Promises made by my Facebook friends are likely to be reliable. 
 I do not doubt the honesty of my Facebook friends. 
 I expect that my Facebook friends will keep promises they make. 
 I expect that my Facebook friends have good intentions toward me. 
 I expect that the intentions of my Facebook friends are benevolent. 
 I expect that my Facebook friends are well meaning. 
Perceived Enjoyment: Seven-point Likert scales anchored on “strongly disagree” and “strongly 
agree”adapted from Davis et al. (1992). 
 I find using Facebook to be enjoyable. 
 Using Facebook is pleasant. 
 I have fun using Facebook. 
Social Factors: Seven-point Likert scales measured between “strongly disagree” and “strongly 
agree” based on the consolidated measure by Venkatesh et al. (2003). 
 People who influence my behavior think that I should use Facebook. 
 People who are important to me think that I should use Facebook. 
 I use Facebook because of the proportion of my friends who use it. 
 My friends are very supportive of the use of Facebook for socializing. 
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 In general, my friends have supported the use of Facebook. 
Fear of Social Exclusion: Seven-point Likert scales anchored on “strongly disagree” and 
“strongly agree” based on Maner et al. (2007) and Twenge et al. (2007). 
While answering the next set of questions, please think about the reasons you use Facebook. 
 I feel anxiety over the possibility of being alone. 
 I don’t like the feeling of being alone. 
 I prefer the presence of others over isolation. 
 I wouldn’t like being ostracized from my friends. 
 Being “left out” of my group of friends is undesirable. 
 I want to avoid social exclusion. 
 I would not like being rejected from my group of friends. 
Intention to Share Information: Seven-point semantic scales for unwilling/willing. 
Participants were asked to specify the extent to which they would share the following 
information on Facebook. Items operationalized as high sensitivity are designated with the letter 
“H”, medium sensitivity with “M”, and low sensitivity with a “L”; those designated with a “D” 
were dropped from the final analysis. 
 GenderL 
 EthnicityL 
 Marital statusL 
 Country of residenceL 
 CitizenshipL 
 Highest level of education achievedL 
 OccupationL 
 Current educational institutionL 
 Household sizeD 
 Number of courses failedD 
 First nameL, D 
 Last nameD 
 Names of family membersM 
 Email addressM 
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 Average grade point averageD 
 Types of credit cards ownedH 
 Personal monthly expensesH 
 Home addressD 
 Monthly household incomeH 
 Banks/financial accountsH 
 Types of personal debtH 
 Cell phone numberM 
 Identity card/passport numberH 
 Amount of personal debtH 
 Bank account balanceH 
 Photos of people having funD 
 Photos of a sexual natureH, D 
 Embarrassing photosD 
 Tagging in a photoM 
 GPS locationD 
 Sexual orientationD 
 Relationship statusD 
 Immediate/current locationM 
 Opinion on religious mattersM, D 
 Status updates on daily activityM 
 Status updates on relationshipM 
 Status updates on vacationM 
 Status updates about your jobM 
 Opinion on political issuesM, D 
Control Variables: 
 Gender (1 = male, 2 = female) 
 Age (number specified by participant) 
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 Education (1 = Less than High School, 2 = High School / GED, 3 = Some College, 4 = 2-
year College Degree, 5 = 4-year College Degree, 6 = Masters Degree, 7 = Doctoral 
Degree, 8 = Professional Degree (JD, MD)) 
 Facebook usage: How often do you use Facebook in a given week? (1 = Less than once a 
week, 2 = At least once a week, 3 = Three to four times a week, 4 = At least once per 
day, 5 = Several times a day, 6 = All day long) 
Handedness Scale (Chapman and Chapman 1987) 
Please indicate below which hand you ordinarily use for each activity: 
1. Draw? Left Right Either 
2. Write? Left Right Either 
3. Use a bottle opener? Left Right Either 
4. Throw a snowball to hit a tree? Left Right Either 
5. Use a hammer? Left Right Either 
6. Use a toothbrush? Left Right Either 
7. Use a screwdriver? Left Right Either 
8. Use an eraser on paper? Left Right Either 
9. Use a tennis racket? Left Right Either 
10. Use scissors? Left Right Either 
11. Hold a match when striking it? Left Right Either 
12. Stir a can of paint? Left Right Either 
13. On which shoulder do you rest a bat before 
swinging? 
Left Right Either 
 
Psychological/Mental Disorders 
 Participants were asked if they had been professionally diagnosed with any of the 
following: 
 ADD/ADHD 
 Asperger Syndrome 
 Autism 
 Alzheimer Syndrome 
 Amyotrophic Lateral Sclerosis (ALS) 




 Huntington’s Disease 
 Learning Disability 
 Mental Retardation 
 Mood Disorder (e.g. Bipolar Spectrum, Depression) 
 Multiple Sclerosis 
 Parkinson’s Disease 
 Personality Disorder (Paranioa, Schizoid Perosnality Disorder, antisocial behavior) 
 Post-Traumatic Stress Disorder (PTSD)  
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Appendix B: Supporting Materials for Methodology 
Table B.1 Loadings and Cross Loadings for Chapter 1 
            Age Gender FBUse 
InstPrv 
Con InstTrust Uncert 
IntrPrv 
Con 
Age 1.000 0.192 -0.008 0.012 -0.003 -0.008 0.051 
Gender 0.192 1.000 0.087 0.000 -0.057 0.018 0.003 
FBUse -0.008 0.087 1.000 -0.262 0.231 -0.361 -0.332 
InstConc01 0.024 -0.032 -0.246 0.892 -0.388 0.323 0.542 
InstConc02 0.014 0.023 -0.241 0.877 -0.367 0.327 0.527 
InstConc03 -0.022 -0.038 -0.266 0.894 -0.329 0.423 0.616 
InstConc04 0.024 0.036 -0.217 0.922 -0.391 0.414 0.592 
InstConc05 -0.001 -0.011 -0.205 0.898 -0.326 0.370 0.545 
InstConc06 0.024 0.022 -0.208 0.795 -0.288 0.354 0.492 
InstTrust01 -0.009 -0.085 0.183 -0.092 0.487 -0.138 -0.162 
InstTrust02 0.118 0.067 0.208 -0.030 0.391 -0.139 -0.132 
InstTrust03 0.013 -0.119 0.158 -0.371 0.860 -0.195 -0.273 
InstTrust04 0.021 -0.111 0.141 -0.391 0.880 -0.141 -0.241 
InstTrust05 0.004 -0.107 0.168 -0.351 0.869 -0.157 -0.211 
InstTrust06 -0.012 0.004 0.217 -0.407 0.901 -0.158 -0.218 
InstTrust07 -0.087 -0.029 0.159 -0.312 0.822 -0.139 -0.155 
InstTrust08 -0.027 0.032 0.243 -0.367 0.888 -0.214 -0.218 
PercUnc01 -0.013 -0.013 -0.355 0.394 -0.192 0.962 0.542 
PercUnc02 -0.004 0.013 -0.365 0.419 -0.210 0.967 0.526 
PercUnc03 -0.026 0.036 -0.324 0.416 -0.180 0.955 0.508 
PercUnc04 0.014 0.034 -0.350 0.385 -0.205 0.976 0.487 
IntpConc01 0.041 -0.055 -0.245 0.404 -0.149 0.409 0.759 
IntpConc02 0.078 0.008 -0.211 0.377 -0.155 0.394 0.796 
IntpConc03 0.047 0.052 -0.344 0.599 -0.234 0.439 0.898 
IntpConc04 0.076 0.019 -0.302 0.652 -0.310 0.512 0.894 
IntpConc05 -0.039 -0.034 -0.272 0.550 -0.214 0.468 0.804 
IntpTrust01 0.128 0.068 0.202 -0.053 0.319 -0.261 -0.205 
IntpTrust02 0.101 0.056 0.230 -0.122 0.382 -0.235 -0.276 
IntpTrust03 0.125 -0.024 0.242 -0.141 0.355 -0.226 -0.336 
IntpTrust04 0.102 -0.032 0.211 -0.123 0.278 -0.175 -0.287 
IntpTrust05 0.076 -0.013 0.236 -0.126 0.338 -0.248 -0.335 
IntpTrust06 0.081 0.093 0.191 -0.035 0.271 -0.231 -0.312 
IntpTrust07 0.069 0.060 0.071 -0.049 0.154 -0.165 -0.269 
IntpTrust08 0.058 0.110 0.214 -0.081 0.302 -0.263 -0.321 
PercEnj01 0.098 0.153 0.562 -0.273 0.432 -0.278 -0.327 
PercEnj02 0.130 0.135 0.588 -0.271 0.433 -0.284 -0.315 
PercEnj03 0.159 0.139 0.551 -0.280 0.452 -0.267 -0.312 
SocExcl04 -0.128 -0.027 0.149 0.078 0.135 0.061 0.052 
SocExcl05 -0.112 0.008 0.239 0.058 0.206 -0.034 0.045 
SocExcl06 -0.136 0.004 0.288 0.016 0.221 -0.064 -0.002 
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Table B.1 Continued 
 Age Gender FBUse 
InstPrv 
Con InstTrust Uncert 
IntrPrv 
Con 
SocExcl07 -0.130 -0.020 0.214 0.087 0.148 0.017 0.052 
Intent19 -0.074 -0.100 0.075 -0.153 0.150 -0.093 -0.215 
Intent17 -0.119 -0.134 0.081 -0.111 0.172 -0.082 -0.196 
Intent21 -0.061 -0.097 -0.007 -0.099 0.103 0.005 -0.083 
Intent25 -0.120 -0.194 -0.021 -0.029 0.092 0.035 -0.038 
Intent20 -0.082 -0.129 -0.004 -0.090 0.133 0.089 -0.005 
Intent16 -0.008 -0.052 0.062 -0.097 0.121 -0.038 -0.115 
Intent23 -0.068 -0.147 -0.013 -0.056 0.122 0.137 0.037 
Intent24 -0.060 -0.058 0.015 0.015 0.017 0.084 -0.043 
Intent04 0.053 -0.037 0.222 -0.038 0.150 -0.131 -0.238 
Intent05 0.071 -0.037 0.251 -0.042 0.131 -0.170 -0.257 
Intent06 -0.002 0.106 0.286 -0.074 0.160 -0.140 -0.215 
Intent03 0.087 0.079 0.241 -0.084 0.083 -0.120 -0.201 
Intent02 -0.065 0.049 0.377 -0.003 0.125 -0.127 -0.206 
Intent01 -0.067 0.057 0.306 0.072 0.093 -0.113 -0.173 
Intent07 -0.018 -0.006 0.247 -0.154 0.250 -0.183 -0.309 
Intent08 -0.067 -0.044 0.318 -0.086 0.181 -0.151 -0.219 
Intent13 -0.037 0.065 0.331 -0.237 0.191 -0.211 -0.349 
Intent14 -0.104 -0.012 0.212 -0.209 0.230 -0.253 -0.329 
Intent38 -0.075 -0.020 0.349 -0.324 0.356 -0.353 -0.353 
Intent34 -0.002 0.074 0.146 -0.111 0.155 -0.093 -0.196 
Intent36 -0.072 0.089 0.349 -0.303 0.305 -0.256 -0.281 
Intent39 0.120 0.054 0.166 -0.137 0.216 -0.208 -0.218 
Intent37 -0.129 0.001 0.389 -0.283 0.327 -0.321 -0.356 
Intent29 -0.018 0.124 0.395 -0.173 0.164 -0.256 -0.274 
Intent35 -0.097 0.048 0.396 -0.260 0.303 -0.373 -0.333 
Intent18 -0.068 -0.090 0.100 -0.121 0.141 -0.177 -0.233 





Table B.1 Continued 
 IntrTrust Enjoy SocExcl HIS LSI MSI 
Age 0.116 0.132 -0.141 -0.095 -0.003 -0.080 
Gender 0.049 0.146 -0.009 -0.141 0.026 0.044 
FBUse 0.254 0.581 0.253 0.043 0.350 0.444 
InstConc01 -0.072 -0.270 0.066 -0.079 -0.034 -0.278 
InstConc02 -0.097 -0.241 0.039 -0.136 -0.068 -0.295 
InstConc03 -0.117 -0.248 0.026 -0.068 -0.120 -0.299 
InstConc04 -0.115 -0.266 0.030 -0.101 -0.057 -0.305 
InstConc05 -0.090 -0.247 0.136 -0.093 0.007 -0.255 
InstConc06 -0.125 -0.209 0.058 -0.080 -0.036 -0.271 
InstTrust01 0.252 0.350 0.216 -0.008 0.289 0.227 
InstTrust02 0.363 0.388 0.213 -0.017 0.310 0.276 
InstTrust03 0.362 0.327 0.161 0.175 0.131 0.281 
InstTrust04 0.293 0.326 0.130 0.126 0.110 0.232 
InstTrust05 0.330 0.345 0.168 0.165 0.110 0.252 
InstTrust06 0.309 0.402 0.118 0.138 0.115 0.332 
InstTrust07 0.240 0.352 0.115 0.131 0.051 0.266 
InstTrust08 0.291 0.396 0.201 0.135 0.165 0.341 
PercUnc01 -0.315 -0.274 -0.005 0.002 -0.175 -0.368 
PercUnc02 -0.276 -0.295 -0.022 -0.060 -0.165 -0.371 
PercUnc03 -0.235 -0.249 0.013 0.001 -0.159 -0.344 
PercUnc04 -0.271 -0.274 -0.021 -0.003 -0.181 -0.360 
IntpConc01 -0.218 -0.239 0.077 0.006 -0.233 -0.291 
IntpConc02 -0.337 -0.222 0.023 -0.146 -0.224 -0.341 
IntpConc03 -0.309 -0.283 0.015 -0.124 -0.261 -0.390 
IntpConc04 -0.319 -0.335 -0.007 -0.150 -0.272 -0.405 
IntpConc05 -0.345 -0.269 0.076 -0.106 -0.178 -0.319 
IntpTrust01 0.738 0.354 0.196 0.155 0.259 0.288 
IntpTrust02 0.787 0.383 0.177 0.210 0.241 0.346 
IntpTrust03 0.862 0.297 0.097 0.264 0.175 0.278 
IntpTrust04 0.781 0.293 0.109 0.260 0.145 0.227 
IntpTrust05 0.862 0.305 0.139 0.252 0.242 0.308 
IntpTrust06 0.812 0.398 0.128 0.147 0.305 0.319 
IntpTrust07 0.672 0.219 -0.004 0.197 0.186 0.193 
IntpTrust08 0.829 0.398 0.169 0.126 0.278 0.273 
PercEnj01 0.431 0.976 0.301 0.128 0.463 0.498 
PercEnj02 0.417 0.977 0.319 0.189 0.447 0.507 
PercEnj03 0.375 0.974 0.263 0.155 0.431 0.504 
SocExcl04 0.106 0.196 0.850 0.094 0.309 0.137 
SocExcl05 0.175 0.262 0.924 -0.012 0.360 0.164 
SocExcl06 0.162 0.299 0.890 0.064 0.340 0.237 
SocExcl07 0.131 0.311 0.922 0.076 0.352 0.164 
Intent19 0.261 0.162 0.078 0.901 0.167 0.392 
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Table B.1 Continued 
 IntrTrust Enjoy SocExcl HIS LSI MSI 
Intent17 0.268 0.195 0.092 0.869 0.186 0.391 
Intent21 0.167 0.130 0.042 0.851 0.058 0.220 
Intent25 0.175 0.069 0.041 0.842 0.035 0.221 
Intent20 0.152 0.088 0.021 0.817 -0.042 0.204 
Intent16 0.184 0.156 0.074 0.783 0.137 0.357 
Intent23 0.117 0.087 -0.012 0.780 -0.084 0.178 
Intent24 0.147 0.101 0.045 0.756 0.051 0.210 
Intent04 0.244 0.351 0.322 0.131 0.850 0.451 
Intent05 0.244 0.357 0.324 0.102 0.847 0.448 
Intent06 0.212 0.404 0.331 0.057 0.835 0.460 
Intent03 0.196 0.333 0.265 0.057 0.776 0.424 
Intent02 0.224 0.380 0.295 0.029 0.788 0.412 
Intent01 0.236 0.405 0.327 -0.020 0.798 0.352 
Intent07 0.272 0.340 0.299 0.175 0.753 0.491 
Intent08 0.233 0.371 0.278 0.173 0.782 0.529 
Intent13 0.320 0.374 0.114 0.418 0.377 0.691 
Intent14 0.296 0.288 0.077 0.391 0.332 0.651 
Intent38 0.262 0.380 0.195 0.300 0.396 0.833 
Intent34 0.228 0.228 0.072 0.262 0.373 0.605 
Intent36 0.196 0.394 0.172 0.252 0.440 0.789 
Intent39 0.288 0.322 0.082 0.248 0.404 0.604 
Intent37 0.264 0.404 0.184 0.186 0.439 0.807 
Intent29 0.227 0.430 0.197 0.169 0.439 0.662 
Intent35 0.269 0.472 0.184 0.168 0.423 0.797 
Intent18 0.319 0.169 0.050 0.694 0.216 0.475 





Table B.2 Loadings and Cross Loadings for Chapter 2 
                Age FBUse Gender 
Rnk 
Wght Tenure Priv Con Trust 
Age 1.000 0.428 0.074 0.174 0.233 0.025 0.018 
FBUse 0.428 1.000 0.217 0.362 0.306 -0.394 0.508 
Gender 0.074 0.217 1.000 -0.175 0.168 -0.237 0.350 
Rnk-Wght 0.174 0.362 -0.175 1.000 0.638 -0.076 0.149 
Tenure 0.233 0.306 0.168 0.638 1.000 -0.170 0.157 
Privcon1 0.034 -0.367 -0.205 -0.076 -0.158 0.968 -0.615 
Privcon2 0.056 -0.344 -0.262 0.028 -0.102 0.930 -0.644 
Privcon3 0.020 -0.398 -0.240 -0.079 -0.164 0.979 -0.649 
Privcon4 0.014 -0.398 -0.204 -0.123 -0.191 0.972 -0.628 
Privcon5 -0.008 -0.362 -0.214 -0.109 -0.189 0.898 -0.550 
Trust3 -0.056 0.393 0.325 -0.012 0.036 -0.604 0.910 
Trust4 0.014 0.471 0.320 0.130 0.144 -0.621 0.961 
Trust5 0.014 0.465 0.331 0.078 0.111 -0.630 0.947 
Trust6 0.073 0.526 0.328 0.232 0.220 -0.621 0.956 
Trust7 0.069 0.397 0.353 0.142 0.145 -0.398 0.782 
Trust8 0.001 0.525 0.293 0.242 0.203 -0.645 0.921 
InDegAdv 0.173 0.363 -0.179 0.860 0.699 -0.134 0.145 
InDegCom 0.017 0.418 -0.005 0.680 0.405 -0.140 0.278 
InDegFri -0.076 0.255 -0.033 0.377 -0.042 -0.043 0.176 
InDegInf 0.183 0.418 -0.170 0.870 0.702 -0.166 0.165 
InDegSup 0.144 0.415 -0.008 0.686 0.435 -0.231 0.281 
OutDegAdv 0.140 0.103 0.109 0.178 0.017 -0.013 0.059 
OutDegCom 0.103 0.303 0.332 0.325 0.278 -0.221 0.265 
OutDegFri -0.071 0.225 0.089 0.126 -0.226 -0.295 0.297 
OutDegInf 0.210 -0.035 -0.023 0.667 0.442 0.018 -0.024 
OutDegSup 0.271 0.138 0.045 0.100 0.110 0.027 -0.023 
Moraldis1 0.026 0.277 0.263 -0.081 0.163 -0.299 0.329 
Moraldis10 0.225 0.250 0.232 0.030 0.222 -0.068 0.188 
Moraldis11 0.039 0.067 0.160 -0.095 0.095 -0.251 0.253 
Moraldis13 0.128 0.037 0.257 -0.135 0.009 -0.150 0.242 
Moraldis15 -0.006 -0.132 0.292 -0.175 0.199 0.037 -0.021 
Moraldis2 0.065 0.078 0.068 -0.163 -0.057 -0.012 0.118 
Moraldis21 0.193 0.090 0.435 -0.147 0.055 -0.108 0.185 
Moraldis29 0.092 0.122 0.535 -0.267 0.248 -0.223 0.238 
Moraldis3 0.120 0.309 0.297 -0.085 0.068 -0.201 0.305 
Moraldis30 0.153 -0.116 0.247 -0.223 0.108 0.105 -0.059 
Moraldis32 0.189 0.070 0.476 -0.272 0.192 -0.045 0.146 
Moraldis6 0.186 -0.045 0.297 -0.127 0.196 0.018 0.063 
Moraldis9 0.170 0.059 -0.023 -0.288 0.002 -0.031 -0.028 
SocNorm1 0.053 0.123 0.268 0.191 0.377 -0.194 0.176 
SocNorm2 0.304 0.303 -0.063 0.144 0.408 -0.273 0.195 
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Table B.2 Continued 
                Age FBUse Gender 
Rnk 
Wght Tenure Priv Con Trust 
SocNorm3 0.045 0.053 -0.013 0.286 0.207 -0.195 0.146 
Intent21 0.060 0.128 -0.027 -0.138 -0.113 -0.009 0.124 
Intent19 0.182 0.199 0.017 -0.140 -0.121 -0.004 0.139 
Intent17 0.021 0.174 0.010 -0.159 -0.158 -0.047 0.203 
Intent24 -0.015 0.051 -0.138 -0.131 -0.147 -0.002 0.059 
Intent25 -0.015 0.056 -0.110 -0.147 -0.151 -0.008 0.051 
Intent16 -0.012 0.215 -0.013 -0.149 -0.155 -0.070 0.231 
Intent20 0.061 0.030 0.145 -0.107 -0.039 -0.026 0.088 
Intent7 -0.040 0.455 0.203 0.043 0.165 -0.525 0.546 
Intent1 -0.033 0.451 0.189 0.097 0.165 -0.505 0.486 
Intent3 -0.026 0.449 0.194 0.116 0.215 -0.535 0.546 
Intent2 -0.035 0.474 0.189 0.099 0.200 -0.549 0.547 
Intent4 -0.004 0.495 0.149 0.260 0.298 -0.519 0.520 
Intent6 -0.010 0.507 0.153 0.245 0.286 -0.517 0.531 
Intent8 0.005 0.489 0.074 0.295 0.329 -0.517 0.482 
Intent12 0.012 0.447 0.064 0.284 0.330 -0.472 0.440 
Intent11 0.014 0.437 0.051 0.275 0.321 -0.466 0.435 
 
















Age 0.173 0.017 -0.076 0.183 0.144 0.140 0.103 
FBUse 0.363 0.418 0.255 0.418 0.415 0.103 0.303 
Gender -0.179 -0.005 -0.033 -0.170 -0.008 0.109 0.332 
Rnk-Wght 0.860 0.680 0.377 0.870 0.686 0.178 0.325 
Tenure 0.699 0.405 -0.042 0.702 0.435 0.017 0.278 
Privcon1 -0.137 -0.148 -0.042 -0.158 -0.224 0.009 -0.200 
Privcon2 -0.050 -0.099 -0.029 -0.071 -0.165 0.016 -0.167 
Privcon3 -0.138 -0.161 -0.060 -0.164 -0.240 -0.002 -0.215 
Privcon4 -0.176 -0.181 -0.060 -0.200 -0.262 -0.007 -0.228 
Privcon5 -0.133 -0.072 -0.010 -0.194 -0.204 -0.078 -0.241 
Trust3 0.032 0.191 0.153 0.051 0.186 0.003 0.196 
Trust4 0.145 0.255 0.163 0.166 0.262 0.044 0.227 
Trust5 0.100 0.234 0.150 0.119 0.234 0.019 0.219 
Trust6 0.219 0.328 0.187 0.241 0.328 0.084 0.281 
Trust7 0.040 0.180 0.115 0.047 0.193 0.183 0.296 
Trust8 0.220 0.313 0.188 0.239 0.318 0.039 0.264 
InDegAdv 1.000 0.742 0.415 0.979 0.752 -0.088 0.126 
InDegCom 0.742 1.000 0.820 0.745 0.943 0.062 0.289 
InDegFri 0.415 0.820 1.000 0.406 0.788 -0.013 0.136 
InDegInf 0.979 0.745 0.406 1.000 0.764 -0.031 0.184 
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InDegSup 0.752 0.943 0.788 0.764 1.000 0.148 0.340 
OutDegAdv -0.088 0.062 -0.013 -0.031 0.148 1.000 0.700 
OutDegCom 0.126 0.289 0.136 0.184 0.340 0.700 1.000 
OutDegFri -0.083 0.268 0.357 -0.019 0.291 0.549 0.636 
OutDegInf 0.515 0.360 0.052 0.506 0.439 0.362 0.438 
OutDegSup -0.039 -0.006 0.013 0.014 0.023 0.327 0.548 
Mordis1 -0.156 -0.059 -0.107 -0.138 -0.047 0.141 0.132 
Mordis10 -0.016 0.063 0.013 -0.025 0.039 -0.005 -0.091 
Mordis11 -0.101 -0.114 -0.134 -0.139 -0.082 -0.041 -0.106 
Mordis13 -0.164 -0.160 -0.204 -0.160 -0.153 0.059 -0.088 
Mordis15 -0.182 -0.250 -0.329 -0.238 -0.313 -0.032 -0.158 
Mordis2 -0.241 -0.226 -0.155 -0.277 -0.293 -0.060 -0.112 
Mordis21 -0.209 -0.144 -0.139 -0.216 -0.167 0.120 0.030 
Mordis29 -0.265 -0.270 -0.348 -0.258 -0.286 -0.044 0.041 
Mordis3 -0.175 -0.090 -0.080 -0.169 -0.123 0.086 0.113 
Mordis30 -0.308 -0.355 -0.327 -0.325 -0.389 0.010 -0.173 
Mordis32 -0.288 -0.190 -0.295 -0.314 -0.282 0.053 0.148 
Mordis6 -0.176 -0.131 -0.171 -0.181 -0.153 0.045 -0.122 
Mordis9 -0.138 -0.156 -0.186 -0.120 -0.179 -0.010 -0.151 
SocNorm1 0.278 0.036 -0.174 0.217 -0.019 -0.223 0.226 
SocNorm2 0.291 0.032 -0.283 0.270 0.043 -0.091 0.171 
SocNorm3 0.353 0.214 0.085 0.316 0.186 -0.172 0.325 
Intent21 -0.165 0.082 0.185 -0.195 0.060 0.331 0.244 
Intent19 -0.149 0.099 0.213 -0.183 0.089 0.334 0.240 
Intent17 -0.204 0.073 0.184 -0.230 0.008 0.282 0.217 
Intent24 -0.169 0.069 0.165 -0.177 0.067 0.363 0.176 
Intent25 -0.185 0.055 0.165 -0.192 0.056 0.365 0.191 
Intent16 -0.195 0.101 0.206 -0.210 0.033 0.224 0.167 
Intent20 -0.180 -0.051 0.047 -0.215 -0.051 0.126 0.148 
Intent7 0.094 0.203 0.130 0.124 0.206 -0.020 0.199 
Intent1 0.124 0.235 0.145 0.159 0.230 0.034 0.253 
Intent3 0.149 0.222 0.132 0.178 0.229 0.008 0.241 
Intent2 0.141 0.235 0.140 0.173 0.241 0.002 0.226 
Intent4 0.266 0.306 0.162 0.299 0.310 0.043 0.288 
Intent6 0.247 0.304 0.163 0.281 0.307 0.046 0.282 
Intent8 0.310 0.314 0.151 0.354 0.347 0.056 0.248 
Intent12 0.299 0.293 0.132 0.341 0.316 0.041 0.220 












Sup Mor Dis Soc Nor HIS LSI 
Age -0.071 0.210 0.271 0.131 0.168 0.045 -0.014 
FBUse 0.225 -0.035 0.138 0.186 0.194 0.139 0.489 
Gender 0.089 -0.023 0.045 0.357 0.057 -0.026 0.148 
Rnk-Wght 0.126 0.667 0.100 -0.173 0.227 -0.153 0.198 
Tenure -0.226 0.442 0.110 0.179 0.378 -0.142 0.268 
Privcon1 -0.279 0.012 0.044 -0.154 -0.252 -0.024 -0.503 
Privcon2 -0.271 0.096 0.019 -0.224 -0.244 -0.091 -0.486 
Privcon3 -0.287 0.001 0.049 -0.201 -0.275 -0.044 -0.530 
Privcon4 -0.286 -0.028 0.051 -0.157 -0.273 -0.021 -0.537 
Privcon5 -0.276 0.005 -0.040 -0.105 -0.156 0.063 -0.489 
Trust3 0.279 -0.150 0.021 0.194 0.147 0.179 0.451 
Trust4 0.270 -0.043 -0.023 0.198 0.171 0.129 0.494 
Trust5 0.278 -0.077 -0.033 0.216 0.194 0.162 0.506 
Trust6 0.298 0.060 0.005 0.223 0.223 0.125 0.503 
Trust7 0.198 0.068 0.046 0.228 0.076 0.123 0.339 
Trust8 0.290 0.033 -0.107 0.210 0.227 0.070 0.566 
InDegAdv -0.083 0.515 -0.039 -0.206 0.345 -0.193 0.222 
InDegCom 0.268 0.360 -0.006 -0.144 0.101 0.074 0.277 
InDegFri 0.357 0.052 0.013 -0.190 -0.154 0.189 0.149 
InDegInf -0.019 0.506 0.014 -0.211 0.302 -0.217 0.260 
InDegSup 0.291 0.439 0.023 -0.173 0.077 0.046 0.288 
OutDegAdv 0.549 0.362 0.327 0.047 -0.175 0.324 0.027 
OutDegCom 0.636 0.438 0.548 0.038 0.264 0.219 0.252 
OutDegFri 1.000 0.192 0.384 0.100 0.099 0.310 0.278 
OutDegInf 0.192 1.000 0.095 -0.120 0.305 -0.262 -0.034 
OutDegSup 0.384 0.095 1.000 0.166 0.213 0.206 -0.079 
Moraldis1 0.195 -0.071 0.111 0.909 0.301 0.086 0.227 
Mordis10 -0.035 0.023 0.075 0.885 0.218 0.018 0.106 
Mordis11 -0.003 -0.047 0.020 0.795 0.310 0.056 0.099 
Mordis13 0.099 -0.020 0.091 0.658 0.181 -0.205 -0.043 
Mordis15 -0.116 -0.107 0.154 0.766 0.230 0.107 -0.013 
Mordis2 0.091 -0.178 0.261 0.847 0.331 0.118 -0.049 
Mordis21 0.228 -0.025 0.160 0.879 0.269 0.040 0.108 
Mordis29 -0.071 -0.205 -0.006 0.848 0.335 -0.063 0.240 
Mordis3 0.265 -0.100 0.255 0.922 0.347 0.074 0.155 
Mordis30 -0.126 -0.129 0.143 0.869 0.197 0.086 -0.047 
Mordis32 0.083 -0.118 0.288 0.791 0.356 0.114 0.081 
Moraldis6 -0.068 -0.087 0.092 0.855 0.197 0.063 0.042 
Moraldis9 0.093 -0.158 0.226 0.676 0.271 0.163 0.024 
SocNorm1 0.012 0.222 0.126 0.304 0.882 -0.007 0.211 
SocNorm2 0.006 0.205 0.213 0.472 0.897 0.022 0.283 
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Sup Mor Dis Soc Nor HIS LSI 
SocNorm3 0.264 0.403 0.221 0.138 0.886 -0.086 0.213 
Intent21 0.294 -0.229 0.217 0.095 0.009 0.972 0.090 
Intent19 0.285 -0.222 0.217 0.121 0.021 0.959 0.078 
Intent17 0.339 -0.294 0.214 0.150 0.004 0.940 0.152 
Intent24 0.266 -0.205 0.144 0.042 -0.078 0.938 0.064 
Intent25 0.287 -0.228 0.156 0.054 -0.075 0.935 0.079 
Intent16 0.319 -0.309 0.170 0.122 -0.055 0.878 0.171 
Intent20 0.162 -0.173 0.205 0.125 0.045 0.748 -0.032 
Intent7 0.280 -0.161 -0.078 0.229 0.235 0.151 0.951 
Intent1 0.310 -0.106 -0.033 0.221 0.278 0.132 0.929 
Intent3 0.289 -0.092 -0.074 0.199 0.258 0.127 0.959 
Intent2 0.294 -0.123 -0.079 0.216 0.249 0.125 0.964 
Intent4 0.301 0.025 -0.068 0.165 0.292 0.084 0.974 
Intent6 0.298 0.006 -0.068 0.181 0.278 0.083 0.980 
Intent8 0.229 0.058 -0.109 0.106 0.247 0.072 0.964 
Intent12 0.198 0.059 -0.076 0.105 0.243 0.049 0.942 
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IRB Protocol #: 12-05-681 
 
Protocol Title: Reconceptualizing Privacy with Social Network Thinking: Privacy 
Concern, Trust, Multiplexity, and Density 
 
Review Type:  EXEMPT  EXPEDITED  FULL IRB 
 
Approved Project Period: Start Date: 05/16/2012  Expiration Date:  05/15/2013 
 
Your protocol has been approved by the IRB.  Protocols are approved for a maximum period of 
one year.  If you wish to continue the project past the approved project period (see above), you 
must submit a request, using the form Continuing Review for IRB Approved Projects, prior to the 
expiration date.  This form is available from the IRB Coordinator or on the Research Compliance 
website (http://vpred.uark.edu/210.php).  As a courtesy, you will be sent a reminder two months 
in advance of that date.  However, failure to receive a reminder does not negate your obligation 
to make the request in sufficient time for review and approval.   Federal regulations prohibit 
retroactive approval of continuation. Failure to receive approval to continue the project prior to 
the expiration date will result in Termination of the protocol approval.  The IRB Coordinator can 
give you guidance on submission times. 
This protocol has been approved for 30 participants. If you wish to make any modifications 
in the approved protocol, including enrolling more than this number, you must seek approval 
prior to implementing those changes.   All modifications should be requested in writing (email is 
acceptable) and must provide sufficient detail to assess the impact of the change. 
If you have questions or need any assistance from the IRB, please contact me at 210 
Administration Building, 5-2208, or irb@uark.edu.
 
 
