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Abstract
We show that a best rank one approximation to a real symmetric tensor,
which in principle can be nonsymmetric, can be chosen symmetric. Further-
more, a symmetric best rank one approximation to a symmetric tensor is unique
if the tensor does not lie on a certain real algebraic variety.
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1 Introduction
Denote by Rn1×...×nd := ⊗di=1Rnj the tensor products of Rn1 , . . . ,Rnd for an integer
d ≥ 2. T = [ti1,...,id ] ∈ Rn1×...×nd is called a d-tensor. Let [d] := {1, . . . , d}. For
xj = (x1,j , . . . , xnj ,j)
⊤ ∈ Rnj , j ∈ [d], the decomposable tensor ⊗dj=1xj = x1⊗ . . .xd
is given as [
∏d
j=1 xij ,j] ∈ Rn1×...×nd . A decomposable tensor is a rank one tensor if
and only if xj 6= 0 for each j ∈ [d].
On Rn1×...×nd define the inner product 〈S,T 〉 :=∑ij∈[nj ],j∈[d] si1,...,idti1,...,id and
the Hilbert-Schmidt norm ‖T ‖ :=
√
〈T ,T 〉. For x ∈ Rn let ‖x‖ :=
√
x⊤x be the
ℓ2 norm. Denote by S
n−1 := {x ∈ Rn, ‖x‖ = 1} the n− 1 dimensional unit sphere.
Then a best rank one approximation of T is a decomposable tensor solving the
minimal problem
min
s∈R,xj∈S
nj−1,j∈[d]
‖T − s⊗dj=1 xj‖ = ‖T − a⊗dj=1 uj‖. (1.1)
It is well known
a = max
xj∈S
nj−1,j∈[d]
∑
ij∈[nj ],j∈[d]
ti1,...,idxi1,1 . . . xid,d = 〈T ,⊗dj=1uj〉. (1.2)
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For matrices, i.e. d = 2, a best rank one approximation of A ∈ Rm×n is
given by σ1(A)xy
⊤,xx⊤ = yy⊤ = 1, where σ1(A) is the maximal singular value
of A, and Ay = σ1(A)x, A
⊤x = σ1(A)y. A best rank one approximation is
unique if and only if σ1(A) > σ2(A). Assume that A ∈ Rn×n is symmetric. Let
λ1(A) ≥ . . . ≥ λn(A) be the n-eigenvalues of A, counted with their multiplicities.
Then σ1(A) = max(|λ1(A), |λn(A)|). Furthermore, there always exists a symmetric
best rank approximation. Moreover, there exists a nonsymmetric best rank one
approximation if and only if λn(A) = −λ1(A) < 0.
Assume now that T is a d-mode tensor with d ≥ 3. Let α be a subset of [d]
of cardinality 2 at least. We say that T = [ti1,...,id] ∈ Rn1×...nd is symmetric with
respect to α if np = nq for each pair {p, q} ⊂ α and the value of ti1,...,id does
not change if we interchange any two indices ip, iq for p, q ∈ α and for any choice
ij ∈ [nj ], j ∈ [d]. We agree that any tensor T is symmetric with respect to each
{i}, for i ∈ [d]. T is called symmetric if α = [d]. Denote by Sym(n, d) all d-mode
symmetric tensors in Rn×...×n. These tensors are called also supersymmetric. Let
T ∈ Rn1×...×nd be given. Clearly, there exists a unique decomposition of [d] to a
disjoint union of nonempty sets ∪mj=1αj such that the following conditions hold.
• For each j ∈ [m] the tensor T is symmetric with respect to αj .
• For 1 ≤ j < k ≤ m and two indices p ∈ αj , q ∈ αk the tensor T is not
symmetric with respect to {p, q}.
We call [d] = ∪mj=1αj the symmetric decomposition for T .
The main result of this paper is.
Theorem 1 Let T ∈ Rn1×...nd \ {0} be given. Assume that [d] = ∪mj=1αj is the
symmetric decomposition for T . Then there exist a best rank one approximation A
to T such that A is symmetric with to each αj .
In the special case of symmetric tensors, i.e. m = 1, the above theorem is also
proved in [1, Theorem 4.1].
It is not difficult to show that to prove the above theorem it is enough to show
the above theorem for symmetric tensors. Furthermore, it is enough to show the
above theorem for T ∈ Sym(2, d). Finally we show that there exists an real algebraic
variety Σ1(n, d) ⊂ Sym(n, d) such that for T ∈ Sym(n, d) \Σ1(n, d) a best rank one
symmetric approximation is unique.
We now describe briefly the contents of our paper. In §2 we summarize the well
known results of best rank one approximation for real matrices that are used in this
paper. In §3 we discuss certain basic results on best rank one approximation of real
tensors. In §4 we give a complete characterization of tensors T ∈ Sym(2, 3) which
have nonsymmetric best rank one approximation. In §5 we prove Theorem 1 by
first showing the case where T is a symmetric tensor, (Theorem 9). In §6 we show
that a ”generic” symmetric tensor has a unique best rank one approximation. The
last section uses some facts from algebraic geometry, and probably the most difficult
section of this paper.
2 Best rank one approximation of matrices
We recall briefly the needed results on best rank one approximation of matrices
A = [ai,j ] ∈ Rm×n [7]. Assume that r = rank A. Then A has exactly r positive
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singular values σ1(A) ≥ . . . ≥ σr(A) > 0. σ1(A)2 ≥ . . . ≥ σr(A)2 are the positive
eigenvalues of either AA⊤ or A⊤A.
σ1(A) = max
x∈Sm−1,y∈Sn−1
x⊤Ay. (2.1)
The left and the right singular pair of singular vectors u ∈ Sm−1,v ∈ Sn−1 corre-
sponding to σ1(A) are given by equalities
A⊤u = σ1(A)v, Av = σ1(A)u, u ∈ Sm−1,v ∈ Sn−1. (2.2)
Hence σ1(A) = u
⊤Av. Furthermore any best rank one approximation of A in the
Frobenius norm ‖A‖ =
√
tr(A⊤A) is of the form σ1(A)u
⊤v for some pair of singular
vectors u,v corresponding to σ1(A):
min
s∈R,x∈Sm−1,y∈Sn−1
‖A− sx⊤y‖ = ‖A− σ1(A)u⊤v‖. (2.3)
Recall that Sym(n, 2) ⊂ Rn×n is the space of symmetric matrices. The following
result is well known and we bring its proof for completeness.
Proposition 2 Let A ∈ Sym(n, 2). Then σ1(A) = max(|λ1(A)|, |λn(A)|) and
A has a symmetric best rank one approximation. Suppose furthermore that A 6= 0.
Then
1. Any best rank one approximation to A is symmetric if and only if λ1(A) 6=
−λn(A).
2. Assume that λ1(A) = −λn(A). Then σ1(A) = λ1(A). Furthermore, σ1(A)u⊤v,
where (2.2) holds, is a nonsymmetric best rank one approximation of A if nei-
ther u nor v are eigenvectors of A and u,v are eigenvectors of A2 correspond-
ing to λ1(A)
2.
Proof. Since A⊤A = A2 the singular values of A are |λi(A)|, i ∈ [n]. As all eigen-
values ofA lie in the interval [λn(A), λ1(A)] it follows that σ1(A) = maxi∈[n] |λi(A)| =
max(|λ1(A)|, |λn(A)|). We now show that there exists a symmetric best rank one
approximation of A. Clearly, it is enough to consider A 6= 0. Assume that σ1(A) =
|λj(A)|, j ∈ {1, n}. Let v ∈ Sn−1 be an eigenvector of A corresponding to λj(A).
Hence u =
λj(A)
|λj(A)|
v and σ1(A)u
⊤v = λj(A)v
⊤v, which is a symmetric best rank one
approximation of A.
Assume now that A 6= 0. Note that the assumption that |λ1(A)| 6= |λn(A)| is
equivalent to λ1(A) 6= −λn(A). Assume first that λ1(A) 6= −λn(A). Then there
exists a unique j ∈ {1, n} such that σ1(A) = |λj(A)|. As a right singular vector
v ∈ Sn−1 of A is an eigenvector of A2 corresponding to λj(A)2 it follows that v is an
eigenvector A. Hence the above argument show that σ1(A)u
⊤v is symmetric and 1
holds.
Assume now that λ1(A) = −λn(A). If v is an eigenvector of A corresponding to
λj(A), j ∈ {1, n} then u is also eigenvector of A corresponding to λj(A), and vice
versa. In this case σ1(A)u
⊤v is a symmetric best rank one approximation. Assume
that v is not an eigenvector of A. Since v is a right singular vector corresponding
to σ1(A) it follows that v is an eigenvector of A
2 corresponding to the eigenvalue
λj(A)
2. Similar claim holds for u. Hence (Av)⊤v is a nonsymmetric best rank
approximation and 2 holds. ✷
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Lemma 3
1. A ∈ Rm×n has a unique rank one approximation for m,n ≥ 2, unless A lies
on a subvariety of codimension two.
2. A ∈ Sym(n, 2) has a unique rank one approximation for n ≥ 2, which is
symmetric, unless A lies on a subvariety of codimension one in Sym(n, 2).
Proof. To prove the first part of the Lemma we use the singular value decom-
position. Assume without loss of generality that 2 ≤ m ≤ n. Then each matrix
A ∈ Rm×n is of the form UDV ⊤ where U = [u1, . . .um] ∈ Rm×m is orthogonal,
V = [v1, . . . ,vm] ∈ Rn×m has m-orthogonal columns and D = diag(d1, . . . , dm),,
where d1 ≥ . . . ≥ dm ≥ 0. So σi(A) = di, i ∈ [m], and the columns i of V and U are
right and the left singular vectors respectively corresponding to the singular value di.
Note that if d1 > . . . > dm > 0 then each column of V is determined up to ±, and af-
ter V is fixed, then U is determined uniquely. In this case σ1(A) = d1 > σ2(A) = d2
and A has a unique rank one approximation. A has no unique approximation if and
only if d1 = d2. The generic case for this situation is
d1 = d2 > d3 > . . . > dm > 0. (2.4)
The equality d1 = d2 means that we loose one parameter. The columns 3, . . . ,m of
V are determined uniquely to ±1. The first two columns of V are not determined
uniquely. What is determined uniquely is the two dimensional subspace V ⊂ Rn
which is orthogonal the the columns 3, . . . ,m of V and the null space of A. We can
choose as a first column v1 of V any unit vector in V. The the second column v2
of V is a unit vector in V which is orthogonal to v1. So v2 is determined uniquely
up to a sign. Recall that ui = d
−1
i Avi, i ∈ [n]. Hence the set A = UDV ⊤ of the
above form, where the entries of D satisfy (2.4), is a manifold Φ(m,n) ⊂ Rm×n of
codimension two in Rm×n. It is left to show that there is a nonzero polynomial Q
in the entries of A which satisfies the following conditions. First, Q vanishes on
Φ(m,n). Second, for each A ∈ Φ(m,n) the exists a neighborhood O ⊂ Rm×n of A
such that the zero set of Q on O is equal to O ∩ Φ(m,n). Consider the symmetric
matrix B = AA⊤. Let Dis(B) be the discriminant of the characteristic polynomial
of B. Then Dis(B) vanishes if and only if B has a multiple eigenvalue. In particular
Dis(B) vanishes on Φ(m,n). Fix A ∈ Φ(m,n). Assume that C ∈ Rm×n is very
close to A. Then σ2(C) > . . . > σm(C) > 0. So Q(CC
⊤) = 0 if and only if
σ1(C) = σ2(C). This establishes the first part of the Lemma.
Recall that the set of all A ∈ Sym(n, 2) having at least one multiple eigenvalue
is a variety ∆n of codimension two, e.g. [6]. (This follows from the arguments
of the first part of the Lemma. ∆n is the zero set of the discriminant of the
characteristic polynomial of A.) Assume that A ∈ Sym(n, 2) \ ∆n. (So A 6= 0.)
Proposition 2 yields that A has a unique symmetric rank one approximation if and
only if λ1(A) 6= −λn(A). It is left to show that all matrices A ∈ Sym(n, 2) \ ∆n
satisfying λ1(A) + λn(A) = 0 lie on a variety of codimension one. This follows
from the spectral decomposition A = UDU⊤, where U ia an orthogonal matrix
and D = diag(d1, . . . , dn), d1 > . . . > dn. Note that the columns of U
⊤ are deter-
mined uniquely up to a sign. Hence the set of all A ∈ Sym(n, 2) \ ∆n satisfying
λ1(A) + λn(A) = 0 is a manifold of codimension one. It is left to show that that
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this manifold is a zero set of some polynomial in A. Recall that for A ∈ Sym(n, 2)
the matrix A ⊗ In + In ⊗ A ∈ Sym(n2, 2), where In ∈ Sym(n, 2) is the identity
matrix and A⊗B is the Kronecker tensor product, have eigenvalues λi(A) + λj(A)
for i, j ∈ [n]. Hence the zero set of det(A⊗In+In⊗A) includes the above manifold.
This concludes the proof of the second part of the Lemma. ✷
3 Preliminary results on best rank one approximation
of tensors
Recall that ∞-Schatten norm of T = [ti1,...,id ] ∈ Rn1×...×nd , with respect to the ℓ2
norm on each factor Rni , is given by
‖T ‖∞,2 := max
xi∈Sni−1,i∈[d]
|〈T × ⊗di=1xi〉|.
Since −Sn−1 = Sn−1 it follows that
‖T ‖∞,2 := max
xi=(x1,i,...,xni,i)
⊤∈Sni−1,i∈[d]
n1,...,nd∑
i1=...=id=1
ti1,...,idxi1,1 . . . xid,d. (3.1)
See for example [2] for a modern exposition on tensor norms and [4] for simple
geometrical properties of cross norms. Note that for matrices, i.e. d = 2, ‖A‖∞,2
is the operator norm ‖A‖2 = σ1(A), where A ∈ Rm×n viewed as a linear operator
y 7→ Ay from Rn to Rm.
Let β ⊂ [d] be a nonempty set and assume that xj = (x1,j , . . . , xnj ,j)⊤ ∈ Rnj for
j ∈ β. Denote by T ×⊗j∈βxj the contracted d− |β| tensor
T × ⊗j∈βxj :=
∑
ij∈[nj ],j∈β
ti1,...,id
∏
j∈β
xij ,j ∈ ⊗k∈[d]\βRnk . (3.2)
Note that if β = [d] then T × ⊗j∈[d]xj = 〈T ,⊗j∈[d]xj〉. Let β be a nonempty strict
subset of [d]. By considering the maximum in (3.2) as a maximum on xj first on
j ∈ [d] \ β and then on j ∈ β we deduce
‖T ‖∞,2 = max
xj∈S
nj−1,j∈β
‖T × ⊗j∈βxj‖∞,2. (3.3)
Suppose that β = [d]\{p, q}, where 1 ≤ p < q ≤ d. We view T ×⊗j∈βxj as a matrix
in Rnp×nq . Hence
‖T ‖∞,2 = max
xj∈S
nj−1,j∈[d]\{p,q}
σ1(T × ⊗j∈[d]\{p,q}xj). (3.4)
The following result is well known and we bring its proof for completeness.
Lemma 4 Let T 6= 0 be a given tensor in Rn1×...×nd. Then a ⊗di=1 ui, where
ui ∈ Sni−1, i ∈ [d], is a best rank one approximation of T if and only if the following
conditions hold. First a = ±‖T ‖∞,2. Second the function 〈T ,⊗j∈[d]xj〉 attains its
maximum or minimum on Sn1−1 × . . .× Snd−1 at (u1, . . . ,ud). In particular
T × ⊗j∈[d]\{i}uj = λui, i ∈ [d], (3.5)
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where λ = ±‖T ‖2,∞ and ui ∈ Sni−1 for i ∈ [d]. Suppose furthermore that T
is symmetric with respect to 1 ≤ p < q ≤ d. Then there exist a best rank one
approximation which is symmetric with respect with respect to {p, q}.
Proof. Let xi ∈ Sni−1 for i ∈ [d]. Then ⊗i∈[d]xi is a unit vector in ⊗di=1Rni . Let
U := span(⊗i∈[d]xi) and U⊥ be the orthonormal complement of U in ⊗di=1Rni . The
orthogonal projection of T on U is given by PU(T ) = 〈T ,⊗i∈[d]xi〉 ⊗i∈[d] xi, and
‖PU(T )‖ = |〈T ,⊗i∈[d]xi〉|. It is well known that mins∈R ‖T −s⊗di=1xi‖ = ‖PU⊥(T )‖.
The Pythagoras theorem yields that
‖T ‖ = ‖PU(T )‖2 + ‖PU⊥(T )‖2 = 〈T ,⊗i∈[d]xi〉2 + ‖PU⊥(T )‖2. (3.6)
Hence a minimal solution of the left-hand side of (1.1) gives rise to a maximum or
minimum of 〈T ,⊗j∈[d]xj〉 on Sn1−1 × . . .× Snd−1.
We now give a short proof of a result by Lim [9]. Consider the maximum problem
(1.2). Use Lagrange multipliers for the function 〈T ,⊗j∈[d]xj〉 −
∑
j∈[d] λjx
⊤
j xj to
deduce that a maximum solution satisfies
T × ⊗j∈[d]\{i}uj = λiui, i ∈ [d].
Hence 〈T ,⊗j∈[d]uj〉 = λiu⊤i ui = λi for each i ∈ [d]. Therefore a best rank one
approximation a⊗j∈[d]uj satisfies a = ‖T ‖∞,2 and (3.5), where λ = a and uj ∈ Snj−1
for j ∈ [d]. Similar results hold for the minimum of 〈T ,⊗j∈[d]xj〉 on Sn1−1 × . . . ×
Snd−1.
Assume now that T is symmetric with respect to two indices p < q. So np = nq.
Assume that a⊗di=1 ui is best rank one approximation. Let Ui = span(ui), i ∈ [d].
Note that A := T ×⊗i∈[d]\{p,q}ui is a symmetric matrix. As best rank one approxi-
mation of a A can be chosen symmetric we deduce that we can choose up,uq ∈ Snp−1
such that uq ∈ {up,−up}. Hence there exist a best rank approximation of T which
is symmetric with respect to {p, q}. ✷
Corollary 5 Let T 6= 0 be a given tensor in Rn1×...×nd. Then rank one tensor
A ∈ Rn1×...×nd is best rank one approximation of T if and only if
〈T ,A〉 = ‖T ‖2∞,2 = ‖A‖2. (3.7)
The following lemma is straightforward.
Lemma 6 Let T ∈ Rn1×...×nd and assume that a ⊗j∈[d] uj is a best rank one
approximation of T . Suppose that T is symmetric with respect to α ⊂ [d]. Let
σ : [d] → [d] be a permutation which is identity on [d] \ α. Then a⊗j∈[d] xσ(j) is a
best is rank one approximation of T . In particular, if a⊗j∈[d] uj is unique best rank
one approximation of T then a⊗j∈[d] uj is symmetric with respect to α ⊂ [d].
Lemma 3 suggests the following conjecture.
Conjecture 7 Let d ≥ 3, nj ≥ 2, j ∈ [d] be integers. Then
1. T ∈ Rn1×...×nd has a unique rank one approximation, unless T lies on a
subvariety.
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2. T ∈ Sym(n, d) has a unique rank one approximation, which is symmetric,
unless T lies on a subvariety.
The above conjecture was recently settled in [5]. We remark that T. Kolda
in her lecture [8] stated a stronger version of the second part of Conjecture 7.
Namely:”rank-r symmetric factorization of a symmetric tensor is unique even with-
out the symmetry condition, under very mild conditions”, although she did not
specify the nature of the mild conditions.
Proposition 8 Assume that the second part of Conjecture 2 holds for some
integers n ≥ 2, d ≥ 3. Then each T ∈ Sym(n, d) has a best rank one symmetric
approximation.
Proof. Assume that Ψn ⊂ Sym(n, d) is the variety of all symmetric tensors which
do not have a unique best rank one approximation. So each T ∈ Sym(n, d) \Ψn has
a unique best rank one approximation A(T ) which is symmetric. Assume now that
T ∈ Ψn. As Ψn is a variety, there exists a sequence Tk, k ∈ N which converges to T ,
and Tk 6∈ Ψn for all k ∈ N. Use Corollary 5 to deduce
‖T ‖2∞,2 = lim
k→∞
‖Tk‖22,∞ = lim
k→∞
〈Tk,A(Tk)〉 = lim
k→∞
‖A(Tk)‖2.
So A(Tk) is a bounded sequence in Sym(n, d). Hence there exists a subsequence
A(Tkl) which converges to a rank one symmetric tensor A which satisfies ‖T ‖2∞,2 =
〈T ,A〉 = ‖A‖2. Hence by Corollary 5 A is a symmetric best rank one approximation
of T . ✷
A weaker version of the second part of Conjecture 7 is:
Theorem 9 Every symmetric tensor T ∈ Sym(n, d) has a symmetric best rank
one approximation for integers n ≥ 2, d ≥ 3.
Note that the above theorem is a special case of Theorem 1. We will first prove
Theorem 9, and using it we will prove Theorem 1.
Lemma 10 Let k ≥ 2. Assume that Theorem 9 holds for n = 2 and for all
positive integers d in the interval [2, k]. Then Theorem 9 holds for all integers n ≥ 3
and d ∈ [2, k].
Proof. We prove our Lemma by induction on k. In view of Proposition 2 The-
orem 9 trivially holds for k = 2. Assume that N ≥ 3 and suppose that we proved
the Lemma for k = N − 1. Assume that Theorem 9 holds for Sym(2, N). Let
T = [ti1,...,iN ] ∈ Sym(n,N) and n ≥ 3. Suppose that ‖T ‖2,∞ = |〈T ,⊗j∈[d]vj〉|,
where vj ∈ Sn−1 for j ∈ [N ]. Let S := T × vN ∈ Sym(n,N − 1). So ‖S‖2,∞ =
‖T ‖2,∞. Our induction assumption implies that there exists u ∈ Sn−1 such that
‖S‖2,∞ = |〈S,⊗j∈[N−1]uj〉|, where uj = u for j ∈ [N − 1]. Let uN = vN . Then
‖T ‖∞,2 = |〈T ,⊗j∈[N ]uj〉|. If uN = ±u it follows that that 〈T ,⊗j∈[N ]uj〉 ⊗j∈[N ] uj
a best rank one symmetric approximation of T , and we are done. Suppose that
uN 6= ±u. So span(u,uN ) is two dimensional. By changing an orthonormal basis
in Rn we may assume without loss of generality that span(u,uN ) = span(e1, e2),
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where ej is the j-th column of the identity matrix In. Let T ′ = [ti1,...,iN ]i1,...,iN∈[2] ∈
Sym(2, N). So ‖T ‖∞,2 = ‖T ′‖∞,2. Our assumption implies that there exists
w′ ∈ S1 such that ‖T ′‖∞,2 = |〈T ′,⊗j∈[N ]w′j〉|, where w′j = w′ for j ∈ [N ]. Let
wj = w
′ ⊕ 0N−2 ∈ SN−1. Then 〈T ,⊗j∈[N ]wj〉 ⊗j∈[N ] wj is a symmetric best rank
one approximation of T . ✷
4 Best rank one approximations of T ∈ Sym(2, 3)
Theorem 11 Let T = [ti,j,k] ∈ Sym(2, 3). Then each best rank one approxima-
tion of T is symmetric, unless T is a nonzero tensor proportional to the following
one.
t1,1,1 = cos θ, t1,1,2 = sin θ, t1,2,2 = − cos θ, t2,2,2 = − sin θ, θ ∈ [0, 2π). (4.1)
For the above tensor there is a best rank approximation of the form u⊗v⊗w(u,v)
where u,v ∈ S1 are arbitrary and w(u,v) ∈ S1 is uniquely determined by u,v.
Furthermore, the above tensor has three symmetric best rank one approximations.
Proof. Since T = 0 has a unique best rank one approximation - T , we assume
that T 6= 0. Suppose that T has a best rank approximation cx⊗ y⊗ z,x,y, z ∈ S1
which is not symmetric. (Note that c 6= 0.) By permuting x,y, z we can assume
that y 6= ±z. Let A(x) := T × x ∈ Sym(2, 2). (Because T is symmetric, it is not
important which index we contract.) Hence cyz⊤ is best rank one approximation
of the symmetric matrix A(x). (Note that A(x) 6= 0.) Proposition 2 yields that
λ1(A(x)) + λ2(A(x)) = 0, which is equivalent to tr(A(x)) = 0. Observe next that
A(x)2 is a scalar matrix, i.e. A(x)2 = λ1(A(x))
2I2. Let u ∈ S1 be arbitrary
and v := 1‖A(x)u‖A(x)u(∈ S1). Proposition 2 yields that ‖A(x)u‖uv⊤ is a best
rank approximation of A(x). Choose u so that u,v 6∈ {x,−x}. Then c′xv⊤ is a
nonsymmetric best rank one approximation of A(u). The previous arguments show
that tr(A(u)) = 0. Since x and u are linearly independent, it follows that the two
frontal section Ak := [ti,j,k]
2
i=j=1 ∈ Sym(2, 2) have trace zero. Taking in account the
T ∈ Sym(2, 2) we deduce that T is proportional to the tensor given by (4.1).
Assume that T is of the form (4.1). Let
A1(θ) =
[
cos θ sin θ
sin θ − cos θ
]
, A2(θ) =
[
sin θ − cos θ
− cos θ − sin θ
]
be the two frontal sections of T . Then
A((cos φ, sinφ)⊤) = cosφA1(θ) + sinφA2(θ) = A1(θ − φ). (4.2)
So λ1(A(u)) = −λ2(A(u)) = 1 for every u ∈ S1. Hence any best rank one approxi-
mation of A(u) is of the form vw(u,v)⊤, where v ∈ S1 and w(u,v) := A(u)v. This
shows that any best rank approximation of T is u⊗ v ⊗w(u,v) as claimed.
It is left to show that T has exactly 3 different best rank one symmetric ap-
proximations. In view of (4.2), by changing an orthonormal basis in R2 we may
assume that θ = 0. The condition that T has a symmetric best rank approxima-
tion means that we need to choose x ∈ S1 such that A(x) = ±x. Note that if
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A(x)x = x then A(−x)(−x) = −(−x). Hence we need to find all x ∈ S1 such that
A(x)x = x = (cosφ, sinφ). This condition gives rise to the following three solutions
(1, 0)⊤, (−1
2
,
√
3
2
)⊤, (−1
2
,−
√
3
2
)⊤).
✷
5 Proofs of Theorems 9 and 1
Lemma 12 Let d ≥ 2 be an integer and T = [ti1,...,id ] ∈ Sym(2, d)\{0}. Assume
that T has a nonsymmetric best rank one approximation. Then for each i3, . . . , id ∈
[2] the symmetric matrix [ti,j,i3,...,id ]
2
i=j=1 ∈ Sym(2, 2) has zero trace.
Proof. For d = 2 the lemma follows from Proposition 2. For d = 3 the lemma
follows from Theorem 11. We prove the lemma by induction on d ≥ 3. Suppose
that the lemma holds for d = N ≥ 3. Assume that d = N + 1. Suppose that
A = a⊗dj=1xj ,xj ∈ S1, j ∈ [d], a 6= 0 is a nonsymmetric best rank one approximation
of T . Since T is symmetric it follows that for each permutation σ : [d] → [d]
the decomposable tensor a ⊗dj=1 xσ(j) is best rank one approximation of T which
is nonsymmetric. Hence, without a loss of generality we may assume that xd 6=
±xd−1. Fix the vectors x1, . . . ,xd−3 and consider T (x1, . . . ,xd−3) := T ×⊗d−3j=1xj ∈
Sym(2, 3). Clearly, axd−2⊗xd−1⊗xd is a nonsymmetric best rank one approximation
to T (x1, . . . ,xd−3).
Theorem 11 yields that a best rank one approximation of T (x1, . . . ,xd−3) can
be chosen of the form a⊗w(u,v)⊗u⊗v where u,v are arbitrary vectors in S1 and
w(u,v) ∈ S1. Fix the vector v = (v1, v2)⊤ ∈ S1. Then A := a((⊗d−3j=1xj)⊗w(u,v)⊗
u) is best rank one approximations of T (v) := T × v. Observe that A is not sym-
metric for u 6= ±x1. Hence the induction hypothesis yield that the tensor T (v) =
[ti1,...,id−1,1v1 + ti1,...,id−1,2v2] ∈ Sym(2, d − 1) satisfies that the assumption of the
lemma. I.e., for any i3, . . . , id−1 ∈ [2] the matrix [ti,j,i3,...,id−1,1v1+ ti1,...,id−1,2v2]2i=j=1
has zero trace. Let v = (1, 0)⊤, (0, 1)⊤ to deduce that the lemma holds for T . ✷
Proof of Theorem 9. We first prove the theorem for T = [ti1,...,id ] ∈ Sym(2, d)\
{0}. Suppose first that for some i3, . . . , id ∈ [2] the 2 × 2 symmetric matrix
[ti,j,i3,...,id ]i,j∈[2] does not have trace 0. Then Lemma 12 yields that each best rank
one approximation tensor of T is symmetric.
Assume now that for each i3, . . . , id ∈ [2] the 2×2 symmetric matrix [ti,j,i3,...,id ]i,j∈[2]
has trace 0. Let S = [si1,...,id ] ∈ Sym(2, d) be the following tensor. s1,...,1 = 1 and
all other entries of S are zero. Then for any ε 6= 0 the tensor T + εS is symmetric,
and the trace of the matrix [ti,j,1,...,1 + εsi,j,1,...,1]i,j∈[2] is ε. Lemma 12 yields that
T + εS has best rank one approximation A(ε) ∈ Sym(2, d). Recall that
‖A(ε)‖2 = ‖T + εS‖22,∞ = 〈T + εS,A(ε)〉. (5.1)
(3.6) yields that
‖A(ε)‖ ≤ ‖T + εA‖ ≤ ‖T ‖+ |ε|‖S‖ = ‖T ‖+ |ε|.
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Consider the bounded sequence Am := A( 1m) ∈ Sym(2, d),m ∈ N. There exists
a subsequence Ami , i ∈ N, such that limi→∞Ami = A ∈ Sym(2, d), where A is a
decomposable tensor. (5.1) yields that A is a best rank one approximation of T .
This completes the proof of the theorem for T ∈ Sym(2, d).
Assume that n > 2. Use Lemma 10 to conclude that each T ∈ Sym(n, d) \ {0}
has a symmetric best rank one approximation. ✷
Proof of Theorem 1. Let T ∈ Rn1×...×nd \ {0}. Assume that [d] = ∪kj=1αj
is the symmetric decomposition for T . We prove the theorem by induction on k.
Assume that k = 1, i.e. T ∈ Sym(n, d). Then the theorem follows from Theorem 9.
Suppose that the theorem holds for k ∈ [m], wherem ≥ 1 and assume that k = m+1.
Permute the factors in ⊗dj=1Rni to assume that α1 = {1, . . . , l}, l < d. Suppose that
a ⊗dj=1 xj ,xj ∈ Snj−1, j ∈ [d] is a best rank one approximation of T . Recall that
a⊗dj=l+1 xj is a best rank one approximation of T (x1, . . . ,xl) := T ×⊗lj=1xj. Fur-
thermore (3.3) yields that ‖T ‖2,∞ = ‖T (x1, . . . ,xl)‖2,∞. Observe that T (x1, . . . ,xl)
is symmetric with respect to α2, . . . , αk. Hence the induction hypothesis yields that
there exists a best rank one approximation b ⊗dj=l+1 yj of T (x1, . . . ,xl), where
yj ∈ Snj−1 for j > l, with the following properties. yp = yq for each p, q ∈ αi, i > 1.
Let T (yl+1, . . . ,yk) := T ×⊗dj=l+1yj . Then T (yl+1, . . . ,yk) ∈ Sym(n1, l). Theorem
9 yields that T (yl+1, . . . ,yk) best rank one approximation of the form c ⊗lj=1 yj
where y1 = . . . = yl. Hence the rank one approximation c ⊗dj=1 yj is symmetric
with respect α1, . . . , αk. ✷
6 Uniqueness of symmetric rank one approximation for
generic symmetric tensors
For x = (x1, . . . , xn)
⊤ ∈ Cn denote ‖x‖ = √∑ni=1 |xi|2. By ⊗dCn we denote the
tensor products of d copies of Cn. Then ⊗dx ∈ ⊗dCn is a decomposable tensor
x ⊗ . . . ⊗ x. Denote by Sym(n, d,C) ⊂ ⊗dCn the space of all symmetric tensors
T = [ti1,...,id ]ni1=...=id=1 with complex entries. It is well known that Sym(n, d) is
isomorphic to C(
n+d−1
d ).
Theorem 13 Let d ≥ 3, n ≥ 2 be integers. Then there exists an algebraic
variety Σ(n, d) ⊂ Sym(n, d,C) such that for each T ∈ Sym(d, n,C) \ Σ(n, d) the
symmetric eigensystem
T ×⊗d−1x = x, x 6= 0 (6.1)
have at most (d− 1)n − 1 distinct solutions, which are invariant under the multipli-
cation by d− 2 roots of unity.
Assume furthermore that T ∈ Sym(d, n) \ Σ(n, d). If d ≥ 3 is odd, the number
of real distinct solutions of the above system is at most
(d−1)n−1
d−2 . Furthermore any
solution of
T × ⊗d−1x = −x, x 6= 0 (6.2)
is the negative of the real solution of (6.1).
If d is even then the systems (6.1)–(6.2) all together have at most 2((d−1)
n−1)
d−2
real solutions which are invariant by multiplication by −1.
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Proof. Let T ∈ Sym(n, d,C). Consider the system
T × ⊗d−1x = 0, x ∈ Cn. (6.3)
Let u1, . . . ,un ∈ Cn be linearly independent. Let T0 =
∑n
i=1⊗dui. Then the
above system is equivalent to
∑d
i=1(u
⊤
i x)
d−1ui = 0. Since u1, . . . ,un are linearly
independent it follows that (u⊤i x)
d−1 = 0 for i ∈ [n]. Hence (u⊤i x) = 0 for i ∈ [n].
As u1, . . . ,un independent it follows that x = 0. That is
min
‖x‖=1,x∈Cn
‖T0 ×⊗d−1x‖ > 0.
The above inequality holds for T ∈ Sym(n, d,C) in some neighborhood of T0. Hence
there exists a strict algebraic variety Σ(n, d) ⊂ Sym(n, d,C) such that for each
T ∈ Sym(n, d,C) \ Σ(n, d) the system (6.3) has a unique solution x = 0.
Assume that T ∈ Sym(n, d,C) \ Σ(n, d). Consider the polynomial system
T × ⊗d−1x− x = 0, x ∈ Cn. (6.4)
Its principal part is the homogeneous system (6.3), where each homogeneous poly-
nomial is of degree d− 1. Hence (6.4) has at most (d− 1)n distinct solutions. (This
is the precise version of Bezout’s theorem. See for example [3].) Note that x = 0 is
a solution. Hence (6.1) has at most (d− 1)n − 1 distinct solutions. Clearly, if x 6= 0
is a solution of (6.1) then ζx is also a solution of (6.1) if ζd−2 = 1. As x 6= 0, note
that ζx 6= ηx if ζ, η are two distinct d− 2 roots of 1. That establishes the first part
of the of the theorem.
Assume now that T ∈ Sym(n, d) \ Σ(d, n). We know that (6.1) has at most
(d− 1)n − 1 complex distinct solutions. Assume that x 6= 0 is a real solution. Then
ζx is also a solution for ζd−2 = 1. Suppose that d ≥ 3 is odd. Then ζx is real when
ζd−2 = 1 if and only if ζ = 1. Hence each real solution of (6.1) gives rise to another
d− 3 distinct nonreal solutions of (6.1). Hence the number of real solutions of (6.1)
is at most (d−1)
n−1
d−2 . Note that for any real solution x of (6.1) −x is a real solution
of (6.2) and vice versa. This proves our theorem for d ≥ 3 odd.
Assume now that d ≥ 3 is even. Then for any real solution x of (6.1) or (6.2)
we get another real solution −x, and d − 4 complex solutions of (6.1) or (6.2),
respectively, of the form ζx, where ζd−2 = 1, ζ 6= ±1. Assume now that x is a real
solution (6.2). Then ηx, ηd−2 = −1 gives rise to d − 2 distinct nonreal solutions
of (6.1). Hence the total number of real solutions of the systems (6.1)–(6.2) is
2((d−1)n−1)
d−2 . ✷
Theorem 14 There exists a subvariety Σ1 ⊂ Sym(n, d,C), where Σ1(n, d) ⊇
Σ(n, d), with the following properties. Let T ∈ Sym(n, d) \ Σ1(d, n) and consider
nonzero critical values 〈T ,⊗dx〉 on Sn−1 and the corresponding critical points. Then
1. For an odd d ≥ 3 there are N(T ) ≤ 2((d−1)n−1)
d−2 nonzero distinct critical values,
where each critical value λ has a unique corresponding critical point x ∈ Sn−1.
Furthermore, −λ is also a critical value with the corresponding unique critical
point −x.
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2. For an even d ≥ 3 there are N(T ) ≤ 2((d−1)n−1)
d−2 nonzero distinct critical
values, where each critical value λ has exactly two critical points ±x ∈ Sn−1.
Furthermore, the absolute values of two distinct critical points are distinct.
Proof. Let T ∈ Sym(n, d,C) \ Σ(n, d). We claim that there exists a subvariety
Σ0(d, n) ⊂ Sym(n, d,C) such that for each T 6∈ Σ0(n, d) the following conditions
hold.
1. Assume that d ≥ 3 is odd. Then the system (6.1) has (d − 1)n − 1 solutions,
and for two different solutions x,y the inequality x⊤x 6= y⊤y holds.
2. Assume that d ≥ 3 is even. Then the systems (6.1) and (6.2) each has (d −
1)n − 1 solutions, and for two different solutions x,y of either (6.1) or (6.2),
where y 6= −x, the inequality x⊤x 6= y⊤y holds.
We consider a special tensor T =∑ni=1 t−(d−2)i ⊗dei, where ei = (δ1i, . . . , δni)⊤, ti ∈
C \ {0} for i ∈ [n]. For this tensor we can explicitly calculate all solutions of
(6.1). Namely, it is of the form (x1, . . . , xn)
⊤ where each xi
ti
satisfies the equation
x(xd−2−1) = 0. (We need to exclude from this list the trivial solution x = 0.) This
means that (6.1) has (d − 1)n − 1 solutions. Moreover, the solutions of (6.2) are of
the form θx, where x is a solution of (6.1) and θ is a fixed solution of θd−2 = −1.
To be explicit, let m ≥ 0 be the integer such that d−22m is an odd integer. Then
θ := e
pi
√−1
2m .
Let F = Q[ξ] be a finite extension field of the rational numbers Q, where ξ is
a primitive root of ξd−2 = 1. (Each element of F is a polynomial of degree d − 3
at most with rational coefficients.) Assume that t21, . . . , t
2
n are linearly independent
over Q[ξ].
We first consider the simple case: d ≥ 3 is odd. We claim that if x = (x1, . . . , xn)⊤
and y = (y1, . . . , yn)
⊤ are different nonzero solution of (6.1) then x⊤x 6= y⊤y. In-
deed x = (ζ1t1, . . . , ζntn)
⊤,y = (η1t1, . . . , ηntn)
⊤. The assumption that x and y
satisfy (6.1) imply that each ζi and ηi satisfy the equation s(s
d−2− 1) = 0. Observe
next that
x⊤x− y⊤y =
n∑
i=1
(ζ2i − η2i )t2i . (6.5)
Suppose that x⊤x − y⊤y = 0. As t21, . . . , t2n are linearly independent over F it
follows that ζ2i = η
2
i for i ∈ [d]. So ζi = ±ηi for i ∈ [d]. Clearly ζi = 0 ⇐⇒ ηi = 0.
Assume that ζi 6= 0. So ζd−2i = 1 ⇒ ηd−2i = 1. Hence ζi = ηi for i ∈ [d]. So x = y
contrary to our assumption. Hence, there exists a subvariety Σ0(n, d) ⊂ Sym(n, d,C)
such that for T ∈ Sym(n, d,C) \ (Σ(n, d) ∪ Σ0(n, d)) the condition 1 hold.
Assume now that d ≥ 3 is even. Let x = (ζ1t1, . . . , ζntn)⊤ and y = (η1t1, . . . , ηntn)⊤
satisfy either (6.1) or (6.2). So ζi((φζi)
d−2) = ηi((ψηi)
d−2 − 1) = 0 for i ∈ [d]. Here
φ,ψ ∈ {1, θ}. Assume that x⊤x − yy⊤ = 0. So ζi = ±ηi for i ∈ [d]. Hence φ = θ.
That is either x and y satisfy (6.1) or x and y satisfy (6.2). However, it is possible
that x⊤x − y⊤y = 0 and x 6= ±y. We now find a tensor T ′ ∈ Sym(n, d,C) in a
small neighborhood of T such that for x′,y′, where x′ 6= ±y′, satisfying either the
system (6.1) or (6.2) for T ′, one has the inequality (x′)⊤x′− (y′)⊤y′ 6= 0. Since any
solution x of (6.1) or (6.2) is a simple solution, (as we have the maximal number
of distinct solutions), we can use an implicit function theorem to find the unique
12
solutions x′ of (6.1) or (6.2) in the neighborhood of the solution x respectively.
Since for x⊤x − y⊤y = 0 may hold if only x,y satisfy both either (6.1) or (6.2) it
is enough to show that (x′)⊤x′ − (y′)⊤y′ 6= 0 where x′,y′ satisfy (6.1).
Let T (ε) := T + εS for a fixed S ∈ Sym(n, d,C). Consider the system
T (ε)×⊗d−1x(ε) = x(ε). (6.6)
The implicit function theorem yields that x(ε) can be expanded in power series of
ε. So
x(ε) = x+ εx1 +O(ε
2). (6.7)
Denote by T (x) := T × ⊗d−2x ∈ Sym(n, 2,C). The system (6.1) is equivalent to
T (x)x = x and x⊤T (x) = x⊤. Then the ε term in (6.6) is
(d− 1)T (x)x1 + S × ⊗d−1x = x1. (6.8)
Multiply the above equality by x⊤ to deduce that
x⊤x1 =
〈S,⊗dx〉
2− d . (6.9)
Observe finally that
x(ε)⊤x(ε)− y(ε)⊤y(ε) = x⊤x− y⊤y + 2ε
2− d〈S,⊗
dx−⊗dy〉+O(ε2). (6.10)
Note that ⊗dx − ⊗dy is zero tensor if and only if x = γy where γd = 1.
Hence we can choose S ∈ Sym(n, d,C) lying outside a finite number of subspaces of
codimension one, such that the coefficient of ε is different from zero for each pair
of solutions x,y of (6.1) such that x 6= ±y and x⊤x = y⊤y. Hence, there exists
a subvariety Σ0(n, d) ⊂ Sym(n, d,C) such that for T ∈ Sym(n, d,C) \ (Σ(n, d) ∪
Σ0(n, d)) the condition 2 hold.
Let Σ1(n, d) = Σ(n, d) ∪ Σ0(n, d) and T ∈ Sym(n, d) \ Σ1(n, d). Assume that
λ 6= 0 is a critical value of 〈T ,⊗dz〉 on Sn−1 with a corresponding critical point
y ∈ Sn−1. Hence T × ⊗d−1y = λy.
Assume first that d ≥ 3 is odd. Clearly, −y is a critical point corresponding
to the critical value −λ. Without loss of generality we may assume that λ > 0.
Then x := λ−
1
d−2y is a real solution of (6.1). Vice versa, any real solution of x of
(6.1) gives rise to a critical point y = 1‖x‖x with the critical value ‖x‖−(d−2). Recall
that for T ∈ Sym(n, d) \ Σ1(n, d) (6.1) has exactly (d − 1)n − 1 different complex
solutions, with corresponding (d− 1)n − 1 different values of x⊤x. Hence (6.1) has
at most (d−1)
n−1
d−2 real solutions and the length of all these solutions are distinct.
Therefore, the number of positive nonzero critical points of 〈T ,⊗dy〉 on Sn−1 is
at most (d−1)
n−1
d−2 , and to each critical positive value corresponds a unique critical
point. These arguments prove the theorem for d odd.
Assume now that d is even. The −y is a critical point of the critical value
λ. Let x+ := λ
− 1
d−2y if λ > 0 and x− := (−λ)−
1
d−2y if λ < 0. Then x+ sat-
isfies (6.1) and x− satisfies (6.2). Theorem 13 yields that the number of critical
nonzero values of 〈T ,⊗dz〉 is at most 2((d−1)n−1)
d−2 . It is left to show that the absolute
values of nonzero critical values are distinct. Let x,y be two solutions of either
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(6.1) or (6.2), and assume that x 6= ±y. Then u := 1‖x‖x,v := 1‖y‖y are critical
points of 〈T ,⊗dz〉 on Sn−1, corresponding to critical values λ, µ respectively. Clearly
|λ| = ‖x‖−(d−2), |λ| = ‖y‖−(d−2). Since T 6∈ Σ1(n, d) we deduce that x⊤x 6= y⊤y.
So |λ| 6= |µ|. ✷
Corollary 15 Let d ≥ 3 be an integer and assume that T ∈ Sym(n, d)\Σ1(n, d).
Then T has a unique symmetric best rank one approximation.
Proof. Best rank one approximation corresponds to the critical point y of
〈T ,⊗dz〉, corresponding to the critical value λ where λ2 is maximal. The corre-
sponding best rank one symmetric approximation is A := 〈T ,⊗dy〉 ⊗d y. So −y
gives the same A. For d odd all positive critical values are distinct. Hence A is
unique. For d even, each nonzero critical value has two critical points ±y. The
absolute values of the critical values are distinct. Hence A is unique. ✷
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