Abstract: Inference on fixed effects in mixed models depends on standard errors or test statistics which in turn depend on estimates of variance and covariance components. For unbalanced mixed models, even relatively simple models such as two-way cross-classification models with interaction where one factor is fixed and the other is random, dilemmas arise that have received inadequate attention to date. For example, if one uses SAS PROC MIXED, one can estimate variance components using expected means squares from Type I, II, or III sums of squares, or one can use likelihood-based algorithms such as the default restricted maximum likelihood. If there is a negative variance component estimate, one can set the estimate to zero and proceed with fixed effects inference, or one can allow the variance estimate to remain negative. These decisions affect inference on fixed effects in ways that are not generally well-understood. The purposes of this presentation are to 1) clarify what the main issues are and 2) present some guidelines data analysts can use.
Introduction
In mixed models, standard errors used to construct confidence intervals and statistics used to test hypotheses depend on estimated variance components. The resulting distribution theory upon which confidence interval and hypothesis test procedures are based can be affected by variance estimation. For linear mixed models with balanced data and uncorrelated random effects, distribution theory underlying well-known procedures based on the F and t distributions holds exactly. However, for unbalanced data, as well as models with correlated errors, inference must be based on asymptotic theory. Kacker and Harville (1984) and Kenward and Roger (1997) addressed the impact on fixed effect inference in linear mixed models when estimated variance components are used. They found that for unbalanced data (as well as models with correlated errors), standard errors based on estimated variance components are biased downward and hence test statistics are biased upward. The most recent release of SAS® (Release 8) made Kenward and Roger's bias correction algorithm available as an option in PROC MIXED. However, the impact of negative variance component estimates on fixed effect inference has not received much attention. Furthermore, previous work has tended to focus on the behavior of likelihood-based variance estimation, e.g. restricted maximum likelihood (REML). However, other variance component estimation procedures exist, notably those based on the expected mean squares in analysis of variance. For unbalanced mixed models, there are several types of sums of squares, each leading to a different set of expected mean squares and hence different variance estimates and different test statistics. Swallow and Monahan (1984) compared the precision of various variance component estimation procedures, but their study was restricted to variance component estimation per se and did not address their impact on fixed effect inference.
The purpose of this paper is to present an example of a simple mixed model with unbalanced data where the variance component estimate is negative and to examine the consequences of various strategies to deal with negative estimates. Table 1 describes a multi-location experiment conducted to compare two treatments.
Example
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Specifically, the table gives the number of observations on each treatment at each of the nine locations. The data appear in Output 6.22 in Littell, et al (2002) . A linear mixed model, assuming random locations, is The term QTRT is the quadratic form involving the sum of squared treatment effects. Note that because the data are unbalanced, the variance components have different coefficients for each source of variation. Moreover, the specific values of kj , k2, k3, and QTRT depend on which type of sum of squares one uses. The default analysis using SAS PROC MIXED uses the following SAS statements: proc mixed; class loc trt; model y=trt/ddfm=kr; random loc loc*trt;
The basic output appears in Table 2 . The key results are
• the estimated location variance (az) is negative and has been set to °
• the F-value for treatment is 1.83 with a p-value of 0.2075. The PROC MIXED default that sets the negative variance component to zero is a typical convention in variance component estimation. This makes sense when one reports a variance estimate, per se, or a function of a variance, such as heritability. However, the "set to zero" convention upwardly biases the estimate of the variance component in question, has a ripple effect on estimates of the other variance components, and hence affects standard errors and test statistics in ways that may not always be understood. Is the "set to zero" convention really appropriate for inference on fixed effects and, if not, what are the alternatives? We first examine the alternatives.
In this example, the negative variance component estimate is for "location," i.e., the term immediately before "treatment" in the model and the ANOVA table. Data analysts using PROC MIXED have tended not to worry about this, but they have worried when the variance component for the denominator mean square of the test -in this case a;L --is negative. Despite a lack of systematic published documentation, there is something of an "oral tradition" among PROC MIXED users that the "set to zero" default results in an overly conservative test of treatment effect. Data analysts have been advised either to use the standard ANOV A F-test, i.e. X trt) ' or the NOBOUND option, which leaves the estimated variance component equal to the negative solution from the REML estimating equation rather than resetting the estimate to zero.
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One obtains the NOBOUND option by modifying the first line of the above SAS code as follows:
proc mixed nobound;
The rest of the program remains the same. Table 3 shows the resulting SAS output. The key results are:
• for the location variance, iTi = -16.06
• FTRr-1.64 with a p-value of 0.2610 In this case, the conclusions about treatment effect would probably not be affected, but it is easy to see that with certain data sets, they would.
One can also obtain tests based on the ANOV A Henderson's Method 3 (1953) . This is SAS PROC VARCOMP's METHOD=TYPE1, which is identical to GLM or MIXED using type I SS. Type II and III SS are not as widely used in variance component estimation, but there is no theoretical reason why they cannot be used. How should the data analyst decide which result to report?
Comparison of various approaches
Comparison can be based on the following criteria: 1) for hypothesis tests, power and control of type I error; 2) for confidence intervals, percent coverage. This section first considers some issues related to power that can be evaluated analytically, then addresses more comprehensive power, type I error, and coverage issues via simulation.
For the various types of sums of squares, the power of the test of treatment effect is a 35 function of the non-centrality parameter
is either zero or negligible, the non-centrality parameter is essentially a function of QTR;< .
One can compute the values of QTRT for each type of SS by adding the option Q to the RANDOM statement in the above SAS PROC GLM code, i.e.
random loc trt*loc / q test;
The resulting output appears in Table 5 . Using these values, the non-centrality parameters of the three types of SS are:
• type I, rjJ = 32.9%.15 = 3.61
• type II, rjJ = 32.8 JG.14 = 3.59
• type III, rjJ = 20.9%.66 = 4.50
By this criterion, the test of treatment effect based on the type III SS should have the greatest power. Assuming none of the ANOV A-based tests have inflated type I error rate, the type III is the test of choice for this particular design and pattern of unbalanced data. If one runs the type III test in PROC MIXED, one encounters a final complication. The first simulation set the variance components to 0"2 = 1, o"z = 0.01, and O"~L = 0.25 .
Power was simulated by generating 1000 simulated experiments for treatment mean differences of 0, 0.2, 0.4, 0.6, 0,8, and 1.0, and determining the number of times the null hypothesis of no treatment effect, i.e. Ho: ;=0 for allj, was rejected at a=0.05. For the simulated data with treatment mean difference equal to zero, the rejection rate was also obtained for approximate F tests using maximum likelihood (ML), as opposed to REML, estimators of the variance components. Figure 1 shows the power curves. Because O"Z was close to zero, negative estimates (cri) occurred in roughly 50% of the simulated data sets. Several points emerge:
• The ML variance component estimate yields an inflated F statistic and a type I error rate a little over twice the nominal a=0.05 criterion. This is typical of ML variance component estimates, which are biased downward, and thus produce upwardly biased F statistics even without negative variance component estimates. Setting a negative cri to zero further deflates cr~L thus upwardly biasing F even more. ML variance component estimates should never be used in conjunction with fixed effect inference in mixed models.
• REML-default variance component estimates produced inflated test statistics and hence type I error rates roughly twice the nominal a=0.05 criterion. One can immediately conclude that the REML default is an unacceptable procedure when negative variance component estimates occur.
• All of the other procedures -the REML-nobound and all ANOV A-based methods -have observed rejection rates essentially equal to the nominal a=0.05 criterion. Hence, any of these procedures would be acceptable from the viewpoint of controlling type I error.
• For the ANOV A-based procedures, the results are consistent with the evaluation of noncentrality parameters for the various types of SS discussed earlier. The F test using the MS ratio based on type III SS had a somewhat higher rejection rate, i.e. somewhat greater observed power, for all non-zero treatment mean differences.
• The ANOV A tests that use MS ratios have somewhat greater observed power than the approximate Wald-type Fusing ANOVA-based variance component estimates.
• The observed power of the REML-nobound test was similar to that of the type III MS ratio ANOVA test. However, the REML nobound procedure was prone to convergence failure due to infinite likelihood. Failures to converge varied between 1.2% and 2.9% of the simulated data sets at the various levels of treatment mean difference. Variation in convergence failure rate appeared to be strictly random: there was no apparent relationship between failure rate and size of mean difference.
Figure 1 also shows the theoretical power curve assuming known variance components, computed using a procedure described by Stroup (1999) . The REML-default power curve exceeds the theoretical power, but only because its type I error rate is inflated and it is therefore not a valid procedure. Note that none of the legitimate tests of treatment effect obtain an observed power equal to the theoretical power. Such is the price of additional variability inherent in using estimated rather than known variance components.
The choice of variance component estimator also affects confidence intervals for estimable functions of the fixed effects. Table 7 shows the observed percent coverage for 95% confidence intervals for treatment mean difference computed from the REML default, REML nobound, and ANOV A type III SS procedures. The REML nobound and ANOV A procedures produce observed coverages of 0.9473 and 0.9450, respectively, close to the nominal 95%. On the other hand, because the REML default results in an underestimate of the standard error of the treatment difference, the observed coverage is only 0.9170. Table 8a shows additional detail for the REML default, REML nobound, and ANOV A Type III F tests. The rejection rates for differences of 0 through 0.8 are di vided into those for all simulated data sets and those for which a~ was negative. Rejection rates were consistently lower when a~ was negative. Also, the rejection rates for the REML default were relatively more inflated relative to the other two methods when a~ was negative. This is expected, because setting a~ to 0 tends to deflate aiL and thus inflate F. Note that the rejection rates for the REML default when a7~ was positive were actually lower than ANOV A type III. This suggests that a strategy using ANOVA Type III for negative a~ and REML for positive a~ might actually be somewhat conservative.
A second simulation was done with 0'2 = 1, a~ = 0.5, and aiL = 0.01. This was done to check the "oral tradition" mentioned earlier regarding negative estimates of aiL' The results appear in Table 8b . For the lower treatment mean differences (0, 0.2, and 0.4) the results tend to support conventional wisdom. Rejection rates for REML default do appear to be excessively low. However, the results also contain surprises. For larger treatment mean differences, the situation reverses: if anything, the ANOV A type III F-test appears to be overly conservative! Also, for data sets for which aiL was negative, rejection rates for the REML nobound-based Ftest are much greater than ANOV A type III, yet the overall power characteristics of REML nobound are about right. Unfortunately, REML nobound also showed a 10.6-15.0% failure to converge rate with these simulated data sets.
Discussion and Conclusions
Negative variance component estimates can and do affect fixed effect inference in linear mixed models. This is true for all variance components in the model, not merely the variance component associated with the denominator error term. The simulation results suggest that there is much we still do not know about the behavior of these tests when negative variance estimates are obtained. Nonetheless, despite the limited nature of the simulation and a few surprises, some general guidelines for the data analyst do emerge. These are:
• for negati ve variance estimates of the term preceding the fixed effect of interest (e.g. "location" in the example in this paper), setting the estimate to zero inflates the type I error rate and reduces coverage by confidence intervals • for negative variance estimates of the termfollowing the fixed effect of interest (e.g.
"location x treatment" in the example), setting the estimate to zero deflates the rejection rate, resulting in an excessively conservative test and loss of power When one obtains a negative variance component, one should therefore override "set to zero" defaults such as the one used by SAS PROC MIXED.
The standard ANOV A F tests based on ratios of mean squares yield acceptable control of type I error, as does the REML nobound option. On the other hand, one should never use straight maximum likelihood variance components for inference on fixed effects because it does not control type I error.
Among the procedures that do control type I error and allow variance component estimates to go negative, there are no simple answers. REML nobound appears to have more consistent power characteristics, but there is no guarantee that it will converge. For unbalanced data, the different types of SS produce different results. All of them control type I error acceptably, but their power characteristics differ. Although the example in this paper showed the type III SS maximizing power, different designs and patterns of unbalance may result in a different type of SS having greater power. Therefore, one should compare the non-centrality parameters of each type of SS for a given data set before deciding which to use. The classical ANOV A tests based on ratios of linear functions of mean squares have greater, or at least equal, power than the approximate Fusing ANOVA-based variance component estimates computed by PROC MIXED. Unfortunately, the power characteristics of even the best of the ANOVA-based procedures (Type III in this paper's example) were not entirely consistent, e.g. the excessively conservative results with large treatment differences and small (j~L' This paper has considered only one configuration of unbalanced data from a simple variance-component-only mixed model. However, the implications of negative variance component estimates even in these examples make it obvious that this subject has not received adequate attention. Clearly, there is much to learn even about relatively simple models. For more complex models, several issues remain to be addressed. For example, how do negative variance component estimates affect inference with correlated error models, such as repeated measures or spatial data? How do negative variance component estimates affect degree of freedom or bias adjustment algorithms, e.g. Kenward and Roger's procedure? Finally, how do all of these issues translate to nonlinear mixed models? All of these questions could be expanded to include inference on EBLUP's involving random effects. These are among the questions that need to be addressed in future research. What this presentation makes clear is that negative variance components cannot be ignored and that the defaults that many data analysts have used without comment often result in misleading or outright incorrect inference. • NoBound failed to converge in l.2 -2.9% of simulated data sets 
