An evidence based approach to determining residential occupancy and its role in demand response management  by Chaney, Joel et al.
A
a
J
S
a
A
R
R
A
A
K
D
O
S
C
S
D
H
1
i
c
t
r
o
d
(
w
o
i
a
o
b
d
b
i
h
0Energy and Buildings 125 (2016) 254–266
Contents lists available at ScienceDirect
Energy  and  Buildings
j ourna l ho me  pa g e: www.elsev ier .com/ locate /enbui ld
n  evidence  based  approach  to  determining  residential  occupancy
nd  its  role  in  demand  response  management
oel  Chaney ∗,  Edward  Hugh  Owens,  Andrew  D.  Peacock
chool Energy, Geoscience, Infrastructure and Society, Heriot-Watt University, Edinburgh, Scotland, EH14 4AS, UK
 r  t  i  c  l e  i  n  f  o
rticle history:
eceived 3 December 2015
eceived in revised form 2 March 2016
ccepted 23 April 2016
vailable online 30 April 2016
eywords:
emand response
ccupancy
ensor fusion
ontext-aware
a  b  s  t  r  a  c  t
This article  introduces  a  methodological  approach  for analysing  time  series  data  from  multiple  sensors  in
order to estimate  home  occupancy.  The  approach  combines  the Dempster-Shafer  theory,  which  allows
the  fusion  of ‘evidence’  from  multiple  sensors,  with  the  Hidden  Markov  Model.  The  procedure  addresses
some  of  the  practicalities  of  occupancy  estimation  including  the  blind  estimation  of sensor  distributions
during  unoccupied  and  occupied  states,  and issues  of  occupancy  inference  when  some  sensors  have
missing  data.  The  approach  is applied  to preliminary  data  from  a  residential  family  home  on  the  North
Coast  of  Scotland.  Features  derived  from  sensors  that monitored  electrical  power,  dew  point  temperature
and  indoor  CO2 concentration  were  fused  and  the  Hidden  Markov  Model  applied  to  predict  the  occupancy
proﬁle.  The  approach  shown  is  able  to  predict  daytime  occupancy,  while  effectively  handling  periods  of
missing  sensor  data,  according  to cross-validation  with  available  ground  truth  information.  Knowledgemart meter
empster-Shafer
idden Markov Model
of  occupancy  is then  fused  with  consumption  behaviour  and  a simple  metric  developed  to  allow  the
assessment  of  how  likely  it is  that  a household  can  participate  in demand  response  at different  periods
during  the  day.  The  beneﬁts  of  demand  response  initiatives  are  qualitatively  discussed.  The  approach
could  be used  to  assist  in  the  transition  towards  more  active  energy  citizens,  as envisaged  by  the  smart
grid.
© 2016  The  Authors.  Published  by Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY license.. Introduction
One of the primary motivations of occupancy detection in build-
ngs has been reduction of energy use whilst maintaining occupant
omfort through the control of heating, cooling and ventilation sys-
ems [17]. However, with the increase of intermittent distributed
enewables on the power grid, occupancy sensing provides further
pportunities to assist in the ﬂexible management of consumer
emand to better match supply [43]. Periods of active occupancy
when people are at home and awake) have a high correlation
ith user demand proﬁles [9,1], because it is during times of active
ccupancy that consumers are most likely to be carrying out activ-
ties that require the consumption of energy, such as utilising
ppliances, heating, lighting etc. Torriti [51] considers variation in
ccupancy and suggests that the extent to which peak loads can
e shifted is not only a function of incentive or price, but is largely
ependent upon patterns of occupancy, especially for incentivised-
ased forms of Demand Response (DR). Indeed, for this type of DR,
t is only during occupied periods that people have the capacity
∗ Corresponding author.
E-mail address: joel.chaney@gmail.com (J. Chaney).
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to modify their energy consumption behaviour. Furthermore, even
‘smart’ actuated DR strategies will beneﬁt from knowledge of occu-
pancy patterns for effective appliance scheduling [55]. At the same
time it is also important to take into account user comfort [46,54],
which is of course only important during occupied periods (both
active and non-active), and is closely linked with energy consump-
tion and peak demand [50]. For these reasons the determination
of occupancy proﬁles is important when accessing the potential
opportunities for both incentivised and actuated DR.
One of the main challenges is reliable non-intrusive approaches
to determine when occupants leave and arrive in the home and
to map  the associated patterns of occupancy. Most approaches to
occupancy estimation sensing require ground truth training data
(e.g. [34,25]), but this requirement places a barrier to the rapid
uptake of DR. To take full advantage of the potential beneﬁts of
occupancy sensing there is a need for blind occupancy estimation
strategies through inference [18].
1.1. Occupancy inferenceThere have been various attempts at inferring occupancy using
ubiquitous sensors. One very promising approach is use of elec-
tricity data from smart meters or electricity clamps. Statistical
nder the CC BY license. (http://creativecommons.org/licenses/by/4.0/)
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pproaches classifying this data have been suggested that are able
o provide estimates of occupancy with accuracies of more than
0% [11,31]. Smart meter data could be used to provide this func-
ionality meaning it could be delivered with no extra hardware
xpense.
Occupants generate heat, moisture and water vapour and
herefore environmental sensors provide a potential approach to
nferring occupancy [16]. One of the most common approaches
s to use a CO2 sensor combined with a detection algorithm (e.g.
25,52,34]. Jin et al. investigate the use of indoor CO2 concentration
o infer occupancy, by modelling the dynamics of human generated
O2 concentration in a room, demonstrating a strong link between
he behaviour of CO2 levels in the room and occupancy. However,
hanges in ventilation rates caused by opening doors and windows
ffects the reliability of approaches relying solely on CO2 measure-
ents [42].
Various studies include relative humidity in occupancy estima-
ion (e.g. [30,34,17]. The problem with using relative humidity is
hat it is a function of the air temperature, where a temperature
ecrease in a building due to thermostat setbacks for example, will
esult in an increase in the relative humidity because colder air is
ble to hold less moisture [36]; therefore without considering the
ffect of temperature, the cause of a change in relative humidity
ill not be clear.
Additional sensors that have been used to determine occu-
ancy, often in combination with other sensors include: door
ensors [3], acoustic sensors [8,48,13,24], cameras [7], PIR sen-
ors [15,42,47] and ultrasound [22]. Alternative approaches include
he use IT infrastructure: using GPS information from smartphones
32], although this requires active participation of the occupants,
nd a phone (with sufﬁcient battery), which must be carried at all
imes; and by monitoring MAC  and IP addresses [40].
.2. Processing sensor data
The output from different sensors captures different possible
nteractions between an occupant and the environment in which
hey are in [34]. Therefore, by combining multiple sources of data
rom different sensors, it is possible to exploit information from a
ange of interactions, and thus to increase occupancy state classi-
cation accuracy. For instance, Lam et al. [34] looked at combining
arious sensors, including CO2, relative humidity (RH), PIR and
ound. These capture information on the following interactions,
espectively: exhalation of CO2 as the occupant breaths within the
pace; the occupant respiring and giving off moisture; the occupant
oving in the environment; and the occupant making noise while
n the space.ing is estimated using the Dempster-Shafer method.
One of the key factors in achieving greater accuracy in occu-
pancy prediction is processing the data in an appropriate way to
generate distinguishing features. The following features have been
successfully used in occupancy sensing classiﬁcation problems:
moving average [34,24], range, standard deviation [11], 1st order
difference, 2nd order difference (e.g. see Refs. [17,19]). Different
features will have stronger and weaker correlations with occu-
pancy, for example, in the study of Lam et al. [34], which focused on
an ofﬁce space, CO2 and acoustic parameters were shown to have
the strongest correlation out of all the studied variables. Once the
best features are established, classiﬁcation of the feature set can
then be carried out.
1.3. Classiﬁcation to determine occupancy
How sensor information is processed and combined is critically
important for the success of the method. For instance, the work by
Hailemariam et al. [24] on combining multiple sensor data using
decision trees to predict occupancy, showed that over ﬁtting can
occur when combining a large number of sensors, even reducing
overall accuracy. Careful selection of the classiﬁcation technique
for the occupancy inference problem is vital.
The work by Lam et al. [34] compares three classiﬁcation
methods for multi-sensor data: Support Vector Machine, Neural
Networks and Hidden Markov Model (HMM). The HMM  classi-
ﬁer was found to be the method that produced a proﬁle that
best described occupancy presence. The effectiveness of the HMM
for classifying occupancy proﬁles was conﬁrmed by Kleiminger
et al.’s [31] who compared K-Nearest Neighbour (KNN), Support
Vector Machines (SVM), Thresholding (THR) and Hidden Markov
Model (HMM)  classiﬁers for predicting occupancy from electric-
ity consumption proﬁles. The HMM  showed the best overall and
consistent performance, even without taking into account prior
probabilities. This was  further demonstrated by Chen et al. [12].
The HMM  is a tool for representing probability distributions over
a sequence of observations in time series data and they are well
known for their applications in pattern recognitions systems (e.g.
[20,5,28,14]), such as in handwriting and speech. One of the major
advantages of the HMM  compared with other methods, is that it has
a time dimension, which takes into account the transition proba-
bility between occupied and unoccupied states as a function of the
sequence of observed features.
One of the challenges of using the HMM  with a large feature
vector is the number of training examples required: the number
of parameters needed to describe the model grows exponentially
with the number of observation variables or states [44]. Indeed this
could become an issue with a large distributed network of sen-
sors to predict occupancy. In order to address this shortcoming,
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viles-Arrianga et al. [4] considered the combination of Naïve Bayes
lassiﬁers with HMMs. Different evaluations have shown the Naïve
ayes classiﬁer, though simple, to perform well across a variety of
omains, even compared to more sophisticated probabilistic clas-
iﬁers [35,41]. In this approach, the distribution of observations at
 given time, are combined by ﬁnding, according to the Naïve Bayes
ssumption, the product of the likelihoods, giving a joint probability
istribution of the given observables being detected [4]. In a simi-
ar way to the HMM,  the states classes with the highest probability,
est describing the observations can then be found. Aviles-Arriaga
t al. [4] have shown the approach to have better performance than
he HMM when the number of training examples is small.
A disadvantage of using Naïve Bayes theory for occupancy
lassiﬁcation is that it requires the speciﬁcation of prior class prob-
bilities, which are often unknown. Another disadvantage is its
nability to deal with ignorance, i.e. a lack of knowledge regarding
ensor data. This might occur, for example, when there is missing
ata over a given time period (e.g. due to a malfunctioning sen-
or); the output of this sensor is unknown and therefore there is
gnorance around what state this sensor would infer the system is
n. A simple method which deals with these shortcomings is the
empster-Shafer method, often described as a generalisation of
aïve Bayes theory. It is a robust method and has been shown in
ifferent instances to perform as well as, or better than the Bayes
pproach [10].
This paper is concerned with a study that focuses on the com-
ination of CO2, electricity and internal dew point temperature
ata to infer occupancy, two attributes which have independently
een shown in other studies to have a strong correlation with
ccupancy. Occupancy patterns are considered in conjunction with
onsumption behaviour to provide insights, to enable more effec-
ive participation of households in demand response. In the ﬁrst
art, the estimation of observation probability density distribu-
ions of sensor values during occupied and unoccupied household
tates, while lacking concrete ground truth, is addressed. Classi-
cation of data is then carried out in an iterative process using
MMs  in combination with Dempster-Shafer fusion. Finally, meth-
ds of interpreting data are presented and the interplay between
ccupancy and participation in both behaviour driven and actuated
emand response is discussed.
. Methodology
.1. Case study building
In order to illustrate the approach of determining the occupancy
nd considering the interplay between occupancy and demand
esponse, a case study approach was adopted. A well-insulated ter-
ace house in Northern Scotland was used for collecting preliminary
ata for the study. The property had two storeys, with an overall
oor area of 62 m2. The occupants were a young couple with a child
ged two years old.
.2. Data collection
The building was instrumented with voltage clamps on each
ndividual circuit in the house, which included lighting, sock-
ts, fridge-freezer and a washing machine. A CO2, humidity and
emperature sensor was installed upstairs in the open plan kitchen-
ounge area. A heat meter was installed to record when domestic
ot water was used. Data was recorded at intervals of ﬁve minutes.
he monitoring period was one month starting on the 1st of May
015.ings 125 (2016) 254–266
2.3. Determination of occupancy
Each of the sensors can be thought of as supplying evidence
for and against a space being occupied at any given time interval,
ti. All of the evidence from a chosen cluster of sensors used (in
this instance: CO2, electrical power and dew point temperature) in
the time interval can be combined and to determine a probability
of occupancy. By considering the probability over a sequence of
observations, using an HMM,  the hidden occupancy state (occupied
or unoccupied) is inferred.
2.3.1. Hidden Markov Model
The problem that now needs to be solved is: given a series of
sensor values, over time period T, where ti is a given time inter-
val, determine the most likely series of hidden states (occupied or
unoccupied) that caused these sensor outputs. The solution to this
is one of the key problems addressed by the HMM.  In this work
the observations are the continuous values recorded by the sensors,
and the hidden states, causing the recorded sensor outputs, are the
possible occupancy states of the building (occupied or unoccupied).
Let the state, st , be the occupancy state of the system at time,
ti, with a likelihood of an observation, p (x|st), where x, is a is fea-
ture vector of continuous values derived from the sensors and i is
the number of the time interval. If O = x1x2x3. . .xN , a sequence of
observation vectors, at each time interval, ti, a new state is entered.
The objective is to determine the hidden state sequence (the occu-
pancy pattern) that caused this observed sequence of sensor values
for time intervals over a time period, T , where T = Nıt and ıt is the
time interval between observation outputs. It is assumed that sen-
sor emissions (observations) of the system are independent of one
another, and depend only on the state of the system at time step ti.
Furthermore, it is assumed that the state of the system, st , at time,
ti, is dependant only on the previous state of the system st−ıt , which
is known as the Markov assumption and can be written as:
p (st |s0, s1, s3, . . ..st−1) = p (st |st−ıt)
The intuition behind this assumption is that the state at time
ti captures enough of history of the process in order to reasonably
predict the future output.
The likelihood of a given series of emissions given a series of
system states is then given by:
p (x1:N |s1:N) = p (s1)p (x1|s1)
T∏
t=2
p (st |st−ıt)p (xt |st)
where p (st |st−ıt) is the transition model (between different states
of the system) and p (xt |st) is the observation emission model. The
objective is to determine the hidden states given the data, i.e. to
compute p (st |x1:t). Implicit in this model is the conditional inde-
pendence among the attributes (emissions), given the class (state).
The elements in the transition matrix assume classical statistical
probabilities. However, the emissions model, p (xt |st), is assumed
to be described by a model based on the Dempster-Shafer the-
ory of belief [45]. This is a formal framework for reasoning that
is able to take into account uncertain information [49]. The model
is described in the next Section 2.3.2.
2.3.2. A Dempster-Shafer based emission model
The Dempster-Shafer theory is a mathematical theory [49]
which enables the combination of multiple pieces of evidence to
calculate the belief in support of an event. It offers an alternative
to traditional probabilistic theory for a mathematical representa-
tion of uncertainty. In Bayesian theory any evidence not assigned
to a hypothesis is assigned to its negation. However, this might not
be true in reality. For instance, if a particular sensor value has not
d Build
b
t
a
u
o
c
p
c
t
t
t
f
d
t
b
a
a
i
t
i
k
i
2
d
r
w
t
e
ϑ
M
u
i
i
h
t
a
s
o
t
o
n
t
t
t
u
t
b
p
b
w
m
bJ. Chaney et al. / Energy an
een seen before it does not necessarily mean in a two  state sys-
em (occupied and unoccupied) that one state is totally improbable
nd the other state is 100% probable, but there remains a degree of
ncertainty associated with which class it belongs to (what state
f the system caused it). Another frequently occurring issue in data
ollection is missing data from a particular sensor. In sensor fusion
roblems it is critical that such types of situations are taken into
onsideration. An important aspect of Dempster-Shafer theory is
he combination of evidence from multiple sources and modelling
he conﬂict between them, with a way to represent ignorance. In
he case of missing sensor data, complete ignorance can be assigned
or this sensor during the affected time periods. Sensor fusion pro-
uces two parameters for each hypothesis: the degree of belief in
he hypothesis and the degree of plausibility. The approach has
een applied effectively to sensor fusion (e.g. [53]). One of the major
dvantages of this method is that the truth of the hypothesis is
ssessed based on the evidence from available working sensors,
.e. evidence is based on current knowledge. Each sensor will con-
ribute its observation by assigning its belief that the system is
n a particular state. Furthermore, the approach does not assume
nowledge of prior probabilities, which is the case with occupancy
n this study.
.4. Basic concepts
In the Dempster-Shafer theory, the frame of discernment,
enoted by ϑ, is a set of all possible mutually exhaustive events. This
epresents the set of all choices available to the reasoning scheme,
here sources (in this case sensors) assign evidence (belief) across
he frame of discernment.
Let 2ϑ represent the set of all subsets of ϑ to which a source of
vidence can apply its belief. In this problem ϑ can be deﬁned as:
 =
{
s0, s1
}
Then 2ϑ =
{
, s0, s1,
{
s0, s1
}}
, the set of all subsets of ϑ.
eaning the state can be either occupied (s1), unoccupied (s0) or
nknown (
{
s0, s1
}
).  is the null set.
Each sensor, will contributed its observation by assigning what
s known as a mass function, m,  over ϑ. A probability mass function
s deﬁned, also called Basic Belief Assignment (BBA) and it maps
ow belief is distributed across the frame, 2ϑ . It is deﬁned such
hat it satisﬁes the following conditions:∑
A⊆m(A) = 1 and m () = 0
This means that belief from an evidence source cannot be
ssigned to a null hypothesis, and belief from all of the evidences
ources, including any combinations of hypothesis must sum to
ne. Assigning evidence to
{
s0, s1
}
, which in this case contains all
he possible hypothesis (occupied or unoccupied) is an assignment
f ignorance. The subset A ⊆ ϑ is called a focal set where its mass is
on-zero, where A is a given hypothesis. The mass, m (A), expresses
he proportion of all relevant and available evidence in support of
he proposition that A is true, i.e. it represents the ‘degree of belief’
hat there is in A. From mass assignments, the theory allows the
pper and lower bounds of the probability interval to be deﬁned,
his interval contains the probability in the classical sense (p (A)),
ounded by two non-additive measures called belief, bel (A), and
lausibility, pl (A):
el (A) ≤ p (A) ≤ pl (A)
here the belief, bel (A), for a set A, is deﬁned as the sum of all
asses of the subset of interest:
el (A) =
∑
B⊆A
m (B)ings 125 (2016) 254–266 257
Indeed the nature of this system means that bel
({
s0, s1
})
= 1,
meaning that the system must be in either state s0 or s1 and there-
fore, in this case for occupied and unoccupied states, m (A) = bel (A).
It can take a value ranging from 0 (no evidence) to 1 (certainty).
Plausibility can be understood as the weight of evidence that
doesn’t contradict hypothesis A. It is a measure of the extent to
which the evidence in favour of other states (not A) leaves room for
belief in state A. Belief and plausibility are related such that:
pl (A) = 1 − bel
(
A¯
)
where A¯ is the hypothesis ‘not A’, e.g. if A is the hypothesis that
the home is occupied, A¯  is the hypothesis that it is unoccupied.
bel
(
A¯
)
, is therefore the belief that the home is not occupied. The
plausibility, pl(A), also ranges from 0 to 1.
Dempster’s Rule of Combination is a way  to combine evi-
dence from independent sources. If Bel (A) and Bel (B) are two
belief functions (for two  different sensors) over the same frame of
discernment,ϑ, with probability masses m1 and m2, respectively,
the joint mass is deﬁned as:
m1,2 (C) = m1 ⊕ m2 =
∑
A∩B=C /=  m1 (A)m2 (B)
1 −
∑
A∩B=m1 (A)m2 (B)
The use of Dempster-Shafer theory allows uncertainty to be
incorporated into the ﬁnal decision and allows for missing sen-
sor data, or when the distribution of the feature data is not fully
know. Furthermore, unlike Bayesian inference no a priori knowl-
edge is required to make an inference [27]. It therefore provides a
practical method for the fusion of sensor data.
2.5. Application to fusion of sensor data
The normalised probability density of a feature given the sys-
tem is in a particular state, d
(
sϒ
i
|xi
)
, gives evidence for and against
a particular state (occupied or unoccupied), where xi is the value
of the feature, i indicates the current time step of the system and
ϒ indicates the state of the system is in. d
(
s0
i
|x0
i
)
is the degree
of evidence allocated to state 0 (unoccupied) for a particular fea-
ture x, and d
(
s1
i
|x1
i
)
is the degree of evidence allocated to state
1 (occupied). It has been proposed that representing the uncer-
tainty in the current state of class membership (occupancy level)
can be achieved by estimating the distance between the most plau-
sible class and all others [56]. This function is designed such that
the greater the difference between the evidence supplied by the
two classes, the greater the degree of conﬁdence in the class mem-
bership, and the smaller the difference the greater the degree of
confusion as to which state the system is in. In this analysis there
are only two classes and therefore the degree of uncertainty was
assumed to take the following simple form:
ϕ = 1 − |d
(
s0
i
|x0
i
)
− d
(
s1
i
|x1
i
)
| where 0 < d
(
s
i
|x
i
)
≤ ‘1 (1)
For example, if there was absolute certainty in one of the param-
eters, such that, for example d
(
s0
i
|x0
i
)
= 1 and d
(
s1
i
|x1
i
)
= 0, then
ϕ = 0; in this case the system is deterministic. The masses of evi-
dence were assigned as follows:
mi (si) =
d
(
s
i
|x
i
)
( d
(
s
i
|x
i
)
+ ϕ)
mi () =

( d
(
s
i
|x
i
)
+ ϕ)
∑
so that
ϒ
mϒ
i (si) = 1 (the sum over all possible states) and
m
(

)
is the mass assigned to ignorance. It can be seen that when
there is a high degree of confusion between the two  states, a large
2 d Buildings 125 (2016) 254–266
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Table 1
The distinctiveness of different features between occupied and unoccupied states.
Feature 	
Dew point 0.31
Rolling Standard deviation of dew point (over a 30 min time window) 0.05
First difference of dew point 0.2
Instantaneous power lighting circuit at 5 min intervals [kW] 0.01
Instantaneous power socket circuit at 5 min  intervals [kW] 0.12
CO2 concentration in the home [ppm] 0.27
Standard deviation of CO2 level (over a 30 min time window) 0.39s
Instantaneous mains feed electrical at 5 min  intervals [kW] 0.7458 J. Chaney et al. / Energy an
art of the mass of evidence will be assigned to m
(

)
. This would
e the case, for example, if there was a high, yet similar degree
f evidence for both hypotheses, or if there was little evidence for
ither. The deﬁnition of ϕ in this way means (see Eq. (1)) that the
esulting belief function behaves as a kind of likelihood function
aking into account conﬂict: the more evidence there is for a par-
icular hypothesis (unoccupied or occupied) and the less evidence
here is against, the greater the belief in the hypothesis, that is the
reater the evidential ‘likelihood’ that the given hypothesis is true.
n essence it gives an indication of the lower limit of the statistical
robability that the hypothesis is true.
The combined belief mass is taken to be the lower limit of the
ombined likelihood, describing the emissions likelihoods, p (xt |st),
here x is the feature vector (x1, x2, x3).  Although the combination
s in effect an artiﬁcial probabilistic model, the result is equiv-
lent to the classical approach Bayesian approach of combining
ikelihoods [45]. The HMM  was implemented in Python using the
pproach described in [38]. Fig. 1 illustrates graphically how the
raining process operates: at each time step p (xt |st) is estimated.
he Bauch-Welch algorithm used to update parameters and ﬁnally
he Viterbi algorithm is applied in order to ﬁnd the most likely state
equence that caused the observations. This gives the predicted
ccupancy proﬁle.
.6. Parameter learning
As is usual in HMM  application, full knowledge of p
(
st |st−ıt
)
,
he transition probabilities and p (xt |st), the emission distributions
re not known and need to be determined. In order to maximise
he chance of convergence, initial estimates for the probability
ensity functions of the parameters needs to be made. This can
hen be reﬁned with the Baum-Welch algorithm [44,6], a particular
nstance of the Expectation-Maximum (EM) algorithm.
.7. Initial estimation of observation probability density
istributions
The ﬁrst thing to note is that the form of the probability den-
ity distributions associated with the different sensors is often
nknown and cannot assumed to follow typical distribution forms,
.g. Gaussian. The approach taken here is to estimate the probability
ensity distributions using evidence from events to which we have
s a high degree of conﬁdence that they are indicative of human
nteraction. These are referred to as switch events. A high degree
f conﬁdence can be assigned to the hypothesis that an occupant
s present. Switch events are clearly deﬁned. For example, a switch
vent might be when a light switch is turned on or off, or it might be
hen a hot water tap is turned on or off. If necessary, identiﬁcation
f the best switch events for households could be inferred through
 simple survey. By assuming that for a small period around the
witch event that a person is present, and by considering a large
umber of switch events over a period of several weeks, it is pos-
ible to build up a picture of the distribution of sensor values for
ccupied periods. The distribution of values can then be found for
ll states (occupied and un-occupied periods), by ﬁnding probabil-
ty density distribution over all time (taking into account all the
vailable data), p
(
sall
)
. Finally, using Bayes theorem, it is possible
o estimate the distribution associated with unoccupied periods:
Bayes theorem states that:
(si|D) =
p
(
sϒ
i
)
p
(
D|sϒ
i
)
p
(
sall
) (2)here, in terms of this problem: p
(
sϒ
i
|D
)
is the conditional proba-
ility of the system being in occupancy state, ϒ, given sensor values
. p
(
D|sϒ
i
)
is the conditional probability of observing sensor dataRolling standard deviation of mains feed (over a 30 min time window) 0.35
First difference mains feed 0.18
values, D, given the occupancy state is sϒ
i
. It is also known as the
likelihood function and expresses how probable the observed sen-
sor values (D) are, given the particular state the system is in. This is
what will be determined for a set of time periods when the home is
occupied. p
(
sϒ
i
)
is the prior probability of the system being in the
occupancy state sϒ
i
.
The denominator in Eq. (2) is the normalisation constant, which
ensures the posterior distribution is a valid probability density and
integrates to one. It can be expressed with respect to the prior and
likelihood functions:
p
(
sall
)
=
∫
ϒ
p (si)p
(
D|sϒi
)
dsϒi
For a given observation time window, ti, with observed data
values, D, and when sϒ
i
is discrete it can be simpliﬁed to:
p
(
sall
)
=
∑n
ϒ
p
(
si
)
p
(
D|si
)
where n is the number of states the system can be in, which in
this analysis is two. In other words p (si) is the sum of the prior ×
likelihood for occupied and unoccupied states of the system. If it
is assumed that the prior probability of the system being an given
state is uniform and the probability of the system being in either
state is equal, then the prior probability can be assumed to take
a constant value of 0.5. The probability density distribution of the
system being in either state, p (sall), is for each time window, ti, the
sum of occupied and unoccupied likelihoods, which is known. We
therefore have:
p
(
soi |D
)
=
0.5p
(
D|so
i
)
p
(
sall
)
p
(
s1i |D
)
=
0.5p
(
D|s1
i
)
p
(
sall
) (3)
Because the state of the system is jointly exhaustive:
p
(
soi |D
)
+ p
(
s1i |D
)
= 1
The likelihood of being unoccupied, p
(
D|so
i
)
, can therefore be
estimated from the known likelihood distributions as follows:
p
(
D|soi
)
= 2p
(
sall
)
− p
(
D|s1i
)
(4)
2.8. Application of the method
Switch events used for this preliminary study were: (1) lights
being turned on and off. This was  determined by monitoring the
lighting circuits in the home, but could equally well be determined
using low cost light sensors; (2) the hot water tap being turned
on and off. This was  determined using heat meter data, but could
equally be determined using low cost thermistors on the hot water
J. Chaney et al. / Energy and Build
Fig. 2. A count of switch events occurring for each week in May.
Table 2
Information provided by the occupant on their occupancy patterns in the second
two weeks of May.
Information Known about Occupant Behaviour during May
For the ﬁrst week of May  the House was  sublet
During the second week, the house was empty except someone occasionally
coming in
All of the family were living in the house during the third and forth weeks in
May
The  family consists of a young couple with a toddler
The house was  empty for a period on the afternoon of Tuesday 26th May
The house was  empty for a period on the Morning of Friday 29th May, leaving
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ethe  house just before 9am
The washing machine is rarely put on timer
upply pipes; (3) electrical appliances being turned on and off. This
as determined by monitoring the socket circuits in the home. The
witch events were determined by 1) ﬁnding the rolling mean (with
 15 min  rolling window), ﬁnding the ﬁrst difference and in the case
f sockets, ﬁltering out the differences according to a threshold, in
rder to remove the changes caused by small, non-descript power
oads. The switch events were joined together. Fig. 2 shows the
ount of switch events for each week in the month.
It was assumed that for a window of 10 min  either side of the
witch event the occupant was present in the home. The occu-
ied distribution for given sensors, p
(
D|s1
)
, was found by ﬁnding
he probability density distribution of values occurring across all
hese windows. p
(
sall
)
was then calculated by considering all the
ata, inside and outside of the switch event time windows. Finally,(
D|s0
)
was estimated using Eq. (4).
The distributions during occupied and unoccupied periods were
hen found using the described procedure. A useful measure of the
ow the two distributions differ can be given by:
 =
∫
−∞
∞|Q (t) − Z (t) |dt∫
−∞
∞
(Q (t) +  Z (t))dt
here Q (t) and Z (t) are the two probability density distributions.
hen Q (t) and Z (t) do not overlap and are totally distinct, 	 would
end to one, whereas two identical distributions would result in
n 	 of zero. Fig. 3(a) illustrates how 	 varies with the change in
indow size of the time window for CO2 level, with an expected
ecrease in the distinctiveness between occupied and unoccupied
istributions. The assumption of a window of 10 min  either side of switch event can be seen to be reasonable.
In order to select the most distinctive features, 	 was found.
able 1 summaries a range of features explored. The ﬁve high-
st scoring features were selected and used for classiﬁcation ofings 125 (2016) 254–266 259
occupancy in the study. These were, in order of distinctiveness:
instantaneous mains feed electrical power, rolling window stan-
dard deviation of CO2, rolling window standard deviation of mains
feed, indoor dew point temperature and CO2 concentration.
Fig. 3(b)–(e) shows the methodology applied to four of the dif-
ferent selected features: (b) instantaneous mains feed electrical
power, (c) CO2 concentration in the home; (d) the rolling window
standard deviation of CO2, (e) internal dew point temperature. The
probability density distributions can be used to ﬁnd an estimate
for the likelihood of the system being in either an occupied or an
unoccupied state given an observed sensor feature value. The mains
feed electrical power use data shows a distinctive difference in dis-
tribution between occupied and unoccupied states. However there
is still a degree of overlap, implying that it is possible to have low
power consumption during occupied times. This is due to the fact
that the occupant may  be at home but not using electrical devices.
The CO2 sensor used in this study has not been calibrated, resulting
in CO2 concentrations being recorded that are outside a realistic
range. However, because we are only interested in the relative dif-
ference between occupied and unoccupied periods this will not
affect the algorithm performance. In fact it illustrates one of the
advantages of an approach where distributions are estimated for
the installed sensors in a speciﬁc household, i.e. the estimation of
a realistic and representative probability density distribution for a
given attribute as a function of system state. The probability den-
sity distributions for CO2 clearly shows that higher ppm tends to
occur during occupied periods, as would be expected. However, the
closeness of the curve in parts may  be the result of the lag between
the room CO2 concentration and changes in occupancy, such that
p
(
s1|D
)
will contain within the distribution data, unoccupied peri-
ods, and vice versa.
The estimated distributions were used within the HMM  to ﬁnd
estimates for the combined probability density distributions.
3. Results and discussion
The described methodology was used to determine the occu-
pancy proﬁle for the trial period, with equal weight given to all the
feature vectors in the Dempster-Shafer fusion. The simulation was
run to determine occupancy during intervals between the hours
of 8 a.m. and 11 p.m., when the occupant was likely to be awake
and active. Environmental sensors were not installed in the bed-
room and electricity usage is generally low during the night, making
night-time occupancy difﬁcult to determine. The detection of sleep
patterns could be attempted in further work. Fig. 4 gives an example
of a predicted occupancy proﬁle for a day during week 1, and Fig. 5
gives empirically based proﬁles for two days during the fourth week
in May. These are for days for which we have speciﬁc knowledge
of occupancy that was provided by the household members. This
provided some validation of the method. During the ﬁrst week of
May  the usual occupants of the property were away and the house
was being used by a guest, of which we have little information.
In the second week of May  the house was empty for most of the
week, with someone occasionally coming in for very brief periods.
This can be seen in the data, but because of the lack of occupancy
presence for the majority of the week, it has not been included in
the analysis and discussion. In the third and fourth weeks the fam-
ily returned. The following discussion is focused mainly around the
second half of the month.
3.1. Validation of method3.1.1. Sense checking the occupancy proﬁles
As can be seen from the example proﬁle given in Fig. 4, the pre-
dicted unoccupied period behaves as one would expect, indicated
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Fig. 3. (a) As the size of the time window, 	, increases, the distinctiveness of the resulting distributions decreases. (b–e) The probability density distributions for four different
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y the reduction in CO2 concentration where the mains feed power
se falls to a minimum. Notice also that the dew point temperature
egins to gradually decrease during the unoccupied period. Notice
lso that all of the switch events for all three proﬁles (Figs. 4, 5 (a)
nd (b)), when we have a high degree of conﬁdence that the occu-
ant is in the home, occur within the predicted occupied periods.
n addition in the proﬁle in Fig. 5(a) there is a considerable amount
f missing power data. At this point the calculation of the value of
 (see Eq. (1)) will go to one, indicating total ignorance of the occu-
ancy state since no information is provided by this sensor. At these
imes the prediction is based on the evidence provided by the other
ensors, illustrating the power of the Dempster-Shafer method.
.1.2. Conﬁrmation against known occupancy behaviour
The occupant was asked to recall patterns of occupancy dur-
ng the last two weeks in May  (Table 2). Although only a limited
mount of information has been provided, periods of known unoc-
upancy were identiﬁed during two particular days in the fourth
eek of May. The predicted proﬁles for these two days are given
n Fig. 5. Fig. 5(a) shows that the house was predicted to be empty
uring the late afternoon of the 26th May  and Fig. 5(b) shows the
rediction that it was empty for a period during the morning on
he 29th of May, which is conﬁrmed by the information provided
y the occupants. Encouragingly the time of leaving on the 29th of
ay  is also predicted correctly. This provides some conﬁdence that
he predictions of the model do ﬁt with real patterns of occupancy.
.1.3. Comparison with the harmonised European time of use
urvey dataset
The Harmonised European Time of Use Survey (HETUS, 2013),
rovides 10 minutely data categorised by different activities, loca-
ion and by a large number of other variables. Aerts et al. [2] used
ierarchical clustering of occupancy patterns of the 2005 Belgian
ETUS time survey and identiﬁed seven typical occupancy pat-terns of residential buildings (which can be summarised as: mostly
at home; mostly absent; very short daytime absence; night-time
absence; daytime absence; afternoon absence; and short daytime
absence). Laarhoven [33] explored three examples of the average
occupancy patterns discovered by Aerts and assigned plausible,
indicative demographic conditions. These were: Couple without
children (daytime absence)- occupied and active hours 6 a.m.–8
a.m., 6 p.m.–11 p.m. Retired couple (mostly at home): average
active occupancy 8 a.m.–11 p.m.; couple with Children: High
occupancy at 8 a.m., decreasing to low occupancy at 1 p.m. and
increasing to high occupancy by 10 p.m.
The HETUS dataset was used to ﬁnd the mean proﬁle for a house-
hold which had a young child between the ages of 1–3, as described
by Laarhoven, which is representative of the household that gen-
erated the data used in this analysis. The associated proﬁle is given
in Fig. 6(a). Although this is extracted from Belgium data, the form
and shape of the curve is representative of many other European
Countries for this variable. Fig. 6(b) shows the mean proﬁle calcu-
lated on an hourly basis for the second two weeks of May, when
the family were living in their home. Notice that the form of the
predictive curve does in fact closely follow the shape of the curve
extracted from the HETUS dataset. This gives some conﬁdence that
the predicted occupancy proﬁle is plausible and in line with what
might be expected for this type of household.
3.2. Occupancy and demand response
Demand Response (DR) refers to a deliberate intervention, nor-
mally by the utility company, to cause a change in the magnitude
and shape of user load proﬁles [21]. This might be done through
encouraging users through incentives or through direct actuation
of energy. Occupancy provides a number of different beneﬁts to
the demand response paradigm. Firstly, because occupancy is so
closely tied with household energy consumption, understanding
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ccupancy patterns across a large number of dwellings can poten-
ially be used to improve demand forecasting through identifying
he periods in different households when high demand is possible.
econdly, because it is necessary for an occupant to be present to
ake part in behavioural based DR, knowing the occupancy pat-
erns, informs when it is physically possible for an end-user to shift
heir demand. Thirdly, combining typical occupancy patterns of
ndividual households with their consumption data over a deﬁned
ommunity, allows the identiﬁcation of households that have the
reatest potential to participate in, and make a signiﬁcant contri-
ution to overall community demand response. These households
an then be targeted. Finally, by installing additional technology,
t is also possible to remotely actuate loads and achieve load shift-
ng without the need for the occupant to take action. This actuated
emand response can be enhanced by knowledge of occupancy pat-
erns, which provides constraints on periods when user comfort
ust be maintained. It also allows loads to be actuated to bring
ccupant beneﬁts, e.g. switching selected loads off to avoid wast-
ng energy and increasing end-users bills when the occupant is not
t home. These beneﬁts of occupancy to DR will now be further
xplored.
.2.1. Providing relevant, personalised and timely information to
articipants
The monitoring of occupancy patterns in a home provides use-
ul information on user behaviour and lifestyle. This will directly
nd indirectly affect the possibility and willingness of people tohe dotted line (− − −) gives the predicted occupancy proﬁle.
respond to information that encourages them to move load to a
different time of day. On a basic level occupancy sensing provides
information concerning the household routines of the occupant,
allowing regular patterns of when they are in, leave, out and return
to be identiﬁed. With enough data, patterns could be identiﬁed over
different time scales from individual days of the week, through to
monthly and even seasonal patterns of behaviour. Occupancy pat-
terns could also be linked with other data, such as temperature and
weather, to improve accuracy when using past patterns to antici-
pate future occupancy. Knowing patterns of when people are likely
to be in and out of their home allows only relevant information,
which occupants could conceivably respond to, to be communi-
cated. As a concrete example, if a person normally arrived back
from work at 6 p.m. in the evening on a particular day, a mobile
message could be sent to them a short while before this habit-
ual event informing them of a DR opportunity, in anticipation of
when they return home. On the other hand, if on another day they
normally work away from home so that the house is unoccupied,
it would allow the prevention of irrelevant communications that
could annoy the user. Another way  of seeing this is that, occupancy
sensing could inform not only the time, but the way  opportunities
are communicated. For example, a graphical communication inter-
face, while displaying other data, might highlight and give special
emphasis to DR possibilities that the occupant is most likely be able
to respond to, so that at a quick glance they are brought to their
attention. Furthermore, the instantaneous feedback of whether a
home is occupied or not, despite what the prediction was, is also
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Fig. 5. Occupancy proﬁles for 2 particular days in the third and fourth weeks of May. The dotted line (− − −) gives the predicted occupancy proﬁle.
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ery valuable and can be used to inform occupants of immediate
pportunities that are now available, while they are at home (even
f this is not their typical pattern of occupancy).
Occupancy sensing data can be combined with other rele-
ant information to provide a richer understanding of occupancy
ehaviour and allow the relevant tailoring of information. A simple
xample of this would be combining it with statistics concern-
ng the occupants response to information sent at different times
ver an extended period, which would allow informed targeting of
pportunities they are more likely to be responded to. For instance,
his type of analysis might reveal that an occupant tends to respond
o DR opportunities in the evenings between 6–8 p.m., but very
arely in the mornings. An understanding of behavioural response
atterns is both beneﬁcial to the occupant, who can take advan-
age of offered incentives, as well as to the party looking to reliably
chieve a shift in peak demand at a speciﬁc time of day.Another example is combining occupancy behaviour with con-
umption behaviour at different times of day, in order to make a
rst assessment of how feasible it is for someone to participate
n DR and shift loads, within their existing schedule. For effectivebeginning and end of May  2015.
DR, one important factor that should be considered is the degree
to which both the occupancy and load are elastic with respect to
one another. In other words, how easy it is to change occupancy
in order to shift a load, or how ﬂexible the loads are, such that
when present in the building, the occupant can take advantage of
DR opportunities to the greatest effect. In the following, an example
of an approach combining occupancy with consumption behaviour
to assess this elasticity is suggested, demonstrating the beneﬁt of
fusing occupancy information with other data.
Fig. 7 shows a bubble plot of the relationship between occu-
pancy and power consumption at different times of day: on the
abscissa is the mean occupancy over the speciﬁed time period and
on the ordinate is the mean power consumption averaged over the
same period. The occupancy prediction and power consumption for
the candidate household in this study is averaged over an extended
period, in this case the last two weeks of May. The size of the bubble
indicates the standard deviation in each parameter. In this example
the analysis has been done with a three hour time period; however
this can be altered as required. The graph suggests the time of day
during which a household would most likely be able to respond to
J. Chaney et al. / Energy and Buildings 125 (2016) 254–266 263
F the day in three hour time blocks from 06:00 until midnight. The abscissa in each time
b ing over the last two  weeks in May.
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Table 3
The Possibility of Demand Response, as deﬁned by Eq. (5), for the time periods
deﬁned in the bubble plot (Fig. 8).
Time Period PDR
6:00–9:00 0.02
9:00–12:00 0.06
12:00–15:00 0.03
15:00–18:00 0.01ig. 7. The relationship between occupancy and power consumption throughout 
lock  gives the mean occupancy and associated standard deviation found by averag
 demand response event. In the case of this example, it can be seen
hat in the time period 6–9 a.m., although the likely occupancy is
igh, demand use is fairly low and the spread of demand is small.
his might indicate a regular routine in the morning, perhaps using
imilar appliances on a daily basis. It is unlikely that this time of
ay would provide much opportunity for demand response. Com-
are this with the period 9–12 a.m. The occupancy remains high,
ith little change in the spread, but the mean load is on average
igher with a much more signiﬁcant spread. This indicates that dur-
ng this period of the day there is signiﬁcant variation in the use of
ppliances and their timing. In this instance analysis of the disag-
regated data from the different electrical circuits, indicated that
his particular spread was caused by the occupant regularly doing
he clothes washing over this time period. However, this is not
one on an everyday basis, hence the spread. The high likelihood
f occupancy, combined with a high spread in the load, suggests
hat, if informed in advance, this might be a time during which the
ousehold in this study might be able to contribute to load shifting
ithout signiﬁcantly altering their behaviour. In contrast, the time
eriod 15:00-18:00 shows a low mean and greater spread in the
ccupancy. This means there is much less certainty that the resi-
ents will be in the house at this time, and therefore there is a lower
robability that they will be able to respond to a DR opportunity.
urthermore, it appears that when they are in the house at this
ime their power use is relatively low. This is unlikely to be the best
ime of day to request an occupant to shift a load. It is important to
mphasis that this is not deﬁnitive, a large ﬁnancial incentive might
ndeed cause an occupant to shift load into this time period, but,
hat is being argued is that a greater degree of demand response is
ost likely if it ﬁts in with an occupants existing patterns of energy
se and their daily routines.
Following on from this, the possibility of demand response (PDR)
ould be deﬁned as follows:
DR = ˇ.
′
Pow.
Pow.
′
˝
(1 + 
˝)
(5)
here
′
Pow is the mean power used by the occupant during a pre-
eﬁned period averaged over N days of data. 
Pow is the standard
eviation in the power.
′
˝ is  the mean occupancy during this period,
veraged over a N days. 
˝ is the standard deviation in the occu-
ancy.  ˇ is a social factor that takes a value of between 0–1 and
uantiﬁes the willingness of a person to respond, which in this
tudy is considered to take a value of unity, as we focus primarily
n the possibility of someone participating in demand response.
he intuition behind this deﬁnition is as follows: the greater the
ower use during a given period, the greater the potential shiftable
oad, and therefore the greater potential to gain from responding
o a demand response signal. Furthermore, if an occupant’s every-
ay routine tends to have a large degree of variation in the load
onsumption during a speciﬁed period, this may  be indicative of18:00–21:00 0.05
21:00–24:00 0.02
there being a high degree of load ﬂexibility. On the other hand, if
the same load is used regularly, at the same time, this will result in
only a small standard deviation, implying that it will require a more
dramatic change in occupant behaviour in order to participate. The
mean occupancy gives an indication of whether the person is likely
to be at home and so able to response. Somebody who is almost
always at home during a given period will be more able to respond
than someone who is rarely at home. Finally, the denominator takes
into account that the greater the degree of variation in the occu-
pancy, the greater the uncertainty there is at any given moment
in this time period whether there will be an occupant at home
and able to respond. It can be argued that this reduces the like-
lihood of demand response. PDR has been calculated for each of the
time periods in the bubble plot (Fig. 7) and the results are given in
Table 3; the hypothesis is that the larger the PDR value the greater
the practical possibility of DR. In this example it can be seen that
the highest values occur between 9:00–12:00 in the morning and
18:00–21:00 in the evening. On the other hand between the hours
of 15:00–18:00 is when a response would be least expected. These
results correspond with the previous description of the bubble plot.
Fig. 8 illustrates how this system might work in practice. Power
use is continually monitored and occupancy patterns are deter-
mined in real time. A decision is made as to whether there is
likely to be a DR opportunity (PDR; see Eq. (5)) in the household
based on historical patterns of occupancy and consumption. In
this simpliﬁed ﬂow chart a threshold is suggested as a means to
make this decision, but other methods of classiﬁcation should be
explored. Further work also needs to be done to explore occupancy
over different time domains. The PDR value suggested here also
needs further validation of its usefulness in practice, which could
be gauged by measuring household load response to communica-
tion of DR opportunities given for different time periods throughout
the day over an extended period.
3.2.2. Enhanced actuations
Knowing both typical occupancy patterns and real time infor-mation on occupancy can greatly assist automatically actuated
demand response by: (1) providing boundaries to the extent that
actuations need to maintain users comfort [37], when they are in
the building, while allowing greater ﬂexibility in what can be done
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hen the user is away; (2) providing information to allow demand
esponse to be executed strategically, preventing heat being wasted
eedlessly, which is important to users who are paying the energy
ill; (3) providing windows of opportunities for load shifting in
rder to meet anticipated user demand (e.g. by ensuring that the
ome is warm enough when the occupant is at home, but taking
dvantage of knowledge of the availability of a DR opportunity to
o this, or controlling when thermal storage loads are actuated); (4)
llowing rapid adaption of actuations to ﬁt with current real time
ccupancy (e.g. if user is not in, even if predicted to be, the current
ccupancy situation could be used to inform the decision of what
o actuate and whether to actuate.
An example of how knowledge of occupancy can be used to
nhance actuated DR is in the control of a household’s central
eating. Space heating represents one of the largest loads during
eak demand hours (during cold periods), and electrically heated
omes are therefore prime candidates for participation in demand
esponse [26]. Marie-Andree et al. [39], explored controlling the
emperature in a well-insulated home (without heat storage), using
he thermal envelope and mass of the building to store energy. The
oal was the reduction of peak loads during winter periods by con-
rolling a house with electrical space heating equipment without
he installation of additional heat storage equipment. The study
uggested a ‘pre-heat’ strategy was an effective approach; using
envelope thermal storage during off peak hours and setback dur-
ng peak hours’. Although there is a small increase in overall energy
onsumption using the pre-heat approach, by reducing peak load
nd increasing the use of renewables, an overall reduction in GHG
missions is achievable.
Occupancy sensing is essential for this type of demand response
o that the home is not heated unnecessarily, which could be costly
ver a signiﬁcant period of time, whilst making the most of avail-
ble opportunities, and maintaining occupant comfort. Fig. 9 gives
 suggested strategy of how occupancy sensing could beneﬁt the
eating control of a home of this type and allow it to participate in
emand response.
The application of occupancy proﬁles will greatly enhance the
pplicability of DR initiatives. However, it does not obviate the needift loads and actively engage in demand response.
for detailed consideration of desired thermal comfort in determin-
ing the DR potential of space heating systems complex [54]. Various
studies have developed indices to quantify the level of thermal
comfort (e.g. see Refs. [23,29]), which may  be useful in develop-
ment of DR control strategies. For instance, Yuce et al. [54] have
proposed a dynamic neural-network based method to estimate the
Predicted Mean Vote (PMV) from sensor data in real-time, one of the
most popular thermal comfort indices, while simultaneously pre-
dicting energy demand. Combining knowledge of thermal comfort,
predicted user energy demand (to achieve a given level of thermal
comfort) and occupancy, will facilitate more effective DR control
decisions to be made (e.g. see decision box ‘Optimise cost versus
comfort’ in Fig. 9).
4. Conclusions and further work
Households of different compositions, have different occupancy
proﬁles determined by lifestyle, demographics and occupations
that inﬂuence the energy demand in a building for both heating
and electricity. In this study a methodology was  developed that
enables individual household occupancy patterns to be determined
using ubiquitous household sensors. The method is an evidence
based approach that is able to cope with missing data. The method
makes it simple to add additional evidence from other sensors,
which could provide richer information on occupant interactions
within the home. Importantly, the method required only a min-
imum amount of prior information on the household since it is
self-learning and does not require ground truth data to be collected
for every house. As a result the methodology can be more readily
scaled. The analysis was  applied to preliminary sensor data for a
household comprising a child between of two years old. Features
were derived from sensors that monitored electrical power, dew
point temperature and indoor CO2 concentration and fused using
the Dempster-Shafer method of combining of evidence. A Hidden
Markov method was  then applied to predict time daytime occu-
pancy proﬁle. The predicted occupancy proﬁle is cross-validated:
(1) with ground truth information provided by the household and
(2) using a comparison with a typical occupancy proﬁle derived
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Real time occupancy sensing in the context of DR has been
iscussed and its beneﬁt both to for user-initiated and actuated
oad shifting has been suggested. A simple metric, the possibility
f DR (PDR), was introduced as a means to assess how possible a
ehavioural response from a given household is. This needs to be
pplied across a larger dataset in order to assess its usefulness in
redicting, across a community, which homes are most likely to
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eriod of peak local renewable generation. This could potentially
ead to a simple way through which data from smart meters could
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ensing has been shown to provide contextual information that
otentially enables demand response programs to be more effec-
ive. The approach could be used to assist in the transition towards
ore active energy citizens, as envisaged by the smart grid.
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