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Let G be a connected reductive group over an algebraically closed
ﬁeld of characteristic = 2 and let σ be an automorphism of G
of order 2, whose ﬁxed point group is K . The paper establishes
for certain G-varieties X a decomposition of X in ﬁnitely many
K -stable locally closed pieces. Namely, (a) if X = G/P , where P is
a parabolic subgroup of G and (b) (G adjoint) if X is the wonderful
compactiﬁcation of the symmetric variety G/K .
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0. Introduction
0.1. A connected adjoint semisimple group G has a wonderful compactiﬁcation X , which is a smooth
projective G × G-variety. The group G acts on X via the diagonal embedding in G × G . Lusztig in [L]
and He (see [H1]) described a decomposition of each of the (ﬁnitely many) G × G-orbits in X into
ﬁnitely many G-stable pieces, in fact they did this for a slightly more general class of homogeneous
varieties Z = G×G/. The subgroup  of G×G (described in 1.2) acts on G and to the decomposition
of Z into G-stable pieces there corresponds a decomposition of G into -stable pieces. The -orbit
structure of such a stable piece is related to a twisted conjugacy action of a connected reductive
subgroup H on itself (the action being h.h′ = hh′(σh)−1, where σ is an automorphism of H).
Now the compactiﬁcation X is a particular case of the wonderful compactiﬁcation of a symmetric
variety G/Gσ , where G is an adjoint group and Gσ is the ﬁxed point group of an involutorial auto-
morphism σ of G (we now have to assume that the characteristic of the base ﬁeld k is = 2). The
previous case (the diagonal case) is obtained from the group G × G and the automorphism permuting
the factors.
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T.A. Springer / Journal of Algebra 329 (2011) 260–273 2610.2. It is natural to ask whether the results of Lusztig and He carry over to the case of the compacti-
ﬁcation of an arbitrary symmetric variety G/Gσ . In [H2] this was shown to be the case.
In the present note a positive answer is also given, via an approach different from the one of [H2].
It is inspired by Bédard’s combinatorial set-up used by Lusztig in [L] and uses ideas from [Sp2]. In the
general case we introduce subgroups Θ of G generalizing the groups  mentioned before (see 3.1).
In Theorem 3.10 we establish a decomposition of G/Gσ into Θ-stable pieces.
The Θ-orbit structure of such a piece is related to a group action on a connected reductive sub-
group H ⊂ G , as follows. H × H acts on H in the usual way ((h1,h2).h = h1hh−12 ). We have two
involutions σ and τ of H and the group action on H is the action of Hσ × Hτ on H , as a subgroup
of H × H .
In the case that σ is an involution of the adjoint group G , we obtain from the results on Θ-orbits
a decomposition of the wonderful compactiﬁcation X of G/Gσ into Gσ -stable pieces (see 3.13). To
each piece there is associated a connected reductive subgroup of G provided with two involutions, as
above.
It would be interesting to connect the decomposition of X given here with that of [H2, Th. 3.31].
0.3. So we are led to the study of the Hσ × Hτ -action on H , where H is a connected reductive group
and σ , τ are involutions of H . In the case that σ and τ commute a great deal is known, see [HS].
But the general case has not been dealt with, as far as I know. A basic object of study is the algebra
of invariants k[H]Hσ ×Hτ . One would like to know when this is a polynomial algebra.
In Section 4 we describe a reduction — when H is adjoint — to the case that H is simple.
0.4. In [Sp3] we introduced certain perverse sheaves on G , called -character sheaves and it was
shown how to relate them to Lusztig’s parabolic character sheaves of [L].
There is an extension to the case considered here. In the situation of 3.1 Θ-character sheaves on
G/Gσ can be introduced that generalize the -character sheaves of the diagonal case. In the particular
case of 3.1 that L = G the Θ-character sheaves could be called Gτ -character sheaves on G/Gσ .
Such generalizations of character sheaves were already introduced by Grojnowski in his thesis [G].
The results of [Sp3] for the diagonal case should extend to the general case. In particular, one would
have a notion of character sheaf on the compactiﬁcation G/Gσ . It should be compared with the same
notion, as deﬁned in [H2].
We will not go into these matters in the present note.
1. Preliminaries
1.1. G is a connected, reductive, linear algebraic group over an algebraically closed ﬁeld k of charac-
teristic = 2. We ﬁx some notations.
T is a maximal torus of G with character group X . Fix a Borel group P∅ ⊃ T . The Weyl group
NG(T )/T is denoted by W . Sometimes we view elements of W as T -cosets in NG(T ) and so as
subsets of G .
We denote by w˙ a lift to NG(T ) of w ∈ W (so w = w˙T ). If S is a subset of G which is normalized
by T and w ∈ W we write w S = w˙ S w˙−1.
R is the root system of (G, T ) and R+ ⊂ R the system of positive roots deﬁned by P∅ . Its set
of simple roots is I . We identify it with the set of simple reﬂections. l is the corresponding length
function on W .
For J ⊂ I denote by R J ⊂ R the subsystem with basis J . Denote by W J its Weyl group and by W J
the set of minimal length coset representatives of W /W J . Then
W J = {w ∈ W ∣∣ w. J ⊂ R+}.
The longest element of (W J , J ) is denoted by w J .
For J , K ⊂ I put W J ,K = (W J )−1 ∩ W K .
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P J\G/PK sending w ∈ W J ,K to P J wPK .
The unipotent radical of a parabolic subgroup P is denoted by UP or UGP . All parabolic subgroups
occurring below will contain T .
1.2. Let P and Q be parabolic subgroups. We have the usual decomposition P = L.UP , where L is
the Levi group containing T . The projection P → L is denoted by πP . The Weyl group of (L, T ) is WL .
Similarly, Q = M.UQ , etc.
There exist unique J , K ⊂ S and x ∈ W J , y ∈ W K such that P = x P J and Q = y P K . Then WL =
xW J . Let B = x P∅ , C = y P∅ . These are Borel subgroups of P , respectively, Q and B ∩ L,C ∩ M are
Borel groups of L,M .
Put W P ,Q = W P ,QG = xW I, J y−1. Then w 
→ PwQ deﬁnes a bijection W P ,Q → P\G/Q .
Assume given an isomorphism σ : L → M ﬁxing T . There is a unique z ∈ WM with σ(B ∩ L) =
z−1 (C ∩ M).
Deﬁne
 = G,P ,Q ,σ =
{





This is a subgroup of P × Q , acting on G by (p,q).x = pxq−1.
Notice that if m ∈ M




.G,P ,Q ,σ . (1)
1.3. Proposition. G is the disjoint union of the -stable sets .(Bwz) (w ∈ W B,Q ).
Proof. If σ(B ∩ L) = C ∩ M , i.e. if z = 1, this is [Sp2, Th. 2.6(i)]. Applying it for the isomorphism
Int(z˙) ◦ σ and using (1) we obtain the proposition. 
1.4. Remark. As was remarked in 0.1 groups like  occur in the work of Lusztig and He (see [L]
and [H1]). They also occur in work of Lu and Yakimov, where Poisson geometry is in the background
(see [LY1,LY2]).
2. Introducing an involution
2.1. Assume that σ is an involution of G (an automorphism of order 2). For notions and results about
groups with an involution we refer to [R,RS2,Sp1].
We assume that σ ﬁxes T . Then σ acts on the character group X and also on R and W .
Let B ⊃ T be a Borel group. We take it as our standard Borel group P∅ . With the notations of 1.2
take P = P J ( J ⊂ I), a standard parabolic subgroup, and Q = σ P . We determine the elements x, y, z
and the subset K of I introduced in 1.2. Clearly, x = 1.
2.2. Lemma.
(i) There exist a unique v = vσ ∈ W and an automorphism θ = θσ of X of order 2 stabilizing I , such that
σ acts on X as v−1.θ and vθ(v) = 1.
(ii) θ acts on W and T . We have σw = v−1(θw)v (w ∈ W ) and σ t = v−1.(θt) (t ∈ T ).
(iii) We have K = θ J . Let v−1 = ya (y ∈ W θ J , a ∈ Wθ J ). Then Q = y Pθ J and z = ya−1 y−1 .
(iv) θσ = 1 if and only if σ is an inner automorphism Int(t) (t ∈ T ).
(v) Let σ ′ be another involution ﬁxing T . Then vσ ′ = vσ , θσ ′ = θσ if and only if σ ′ = σ ◦ Int(t) (t ∈ T ).
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g ∈ G with B0 = g B , T0 = g T . The coset gT is uniquely determined and the element g−1σ(g) nor-
malizes T . Let v be its image in W . Then σ B = v−1 B and Int(v˙)◦σ ﬁxes both B and T , hence induces
an automorphism θ of R ﬁxing I , of order  2. Now v and θ are as stated in (i).
(ii) follows from (i). From (ii) we see that
σ P = v−1 Pθ J = y Pθ J . (2)
So K and y are as stated in (iii).
The last point of (iii) follows from
σ(B ∩ L) = v−1(B ∩ LK ), (C ∩ M) = y(B ∩ LK ).
The proofs of (iv) and (v) are left to the reader. 
2.3. Let K = Gσ be the ﬁxed point group of σ .
For g ∈ G let s(g) = g(σ g)−1. The symmetric variety associated to (G, σ ) is S = Im(s). The group G
acts on it by g.x = gx(σ g)−1. S is an aﬃne variety, G-isomorphic to the homogeneous space G/K (see
e.g. [R, 2.4]). There is an obvious correspondence between double cosets P gK and P -orbits in G/K .
We shall use Proposition 1.3 for G,σ P ,σ |L in order to give a description of the double cosets (or
the P -orbits). The description is a little different from other descriptions occurring the literature (see
e.g. [BH]). It generalizes [Sp2, Th. 4.2], which deals with the case that P is a σ -stable Borel group.
With the notations of Lemma 2.2, W B,σ P = W θ J y−1. Put
V = VG,P ,σ =
{
g ∈ G ∣∣ s(g) ∈ W θ J v}.
T × K acts on V by (t,k).g = tgk−1. Denote by ψ : V → W the map with ψ(g) = g(σ g)−1v−1T . It is
constant on T × K -orbits. If a is in its image then by Lemma 2.2(ii) σa = a−1, i.e. Im(ψ) consists of
twisted involutions. It also follows that a ∈ W J ,θ J .
Put V = VG,P ,σ = P\G/K , the set of double cosets. ψ induces φ : V → W J ,θ J .
2.4. Proposition. A double coset P gK meets V in a unique T × K-orbit.
Proof. We ﬁrst show:
(a) a P -orbit in S meets W B,σ P z. Let
G− = {g ∈ G ∣∣ σ g = g−1}.
Then S ⊂ G− and the G-action on S extends to G− .
Now (a) follows from
(b) A P -orbit in G− meets W B,σ P z.
Put  = G,P ,σ P ,σ |L . Let U be the unipotent part of B . It follows from Proposition 1.3 that any P -orbit
in G− contains an element of the form un with u ∈ U and n ∈ W B,σ P z. Using Lemma 2.2(iii) we see
that W B,σ P z = W θ J v .
Moreover σ(u)σ (n) = n−1u−1 which implies that σ(n) = n−1 and τ (u) = u−1 where τ is the
involution Int(n) ◦ σ . It follows that u ∈ U ∩ τU , which is a connected unipotent group. The following
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Then un = an(σa)−1, showing that our P -orbit contains n. This proves (b) and also (a).
Lemma. Let H be a connected unipotent group over an algebraically closed ﬁeld of characteristic = 2, provided
with an involution τ . If h ∈ H, τh = h−1 , there is a ∈ H with h = a(τa)−1 .
(c) By (b) a double coset P gK intersects V . Let g ∈ V and put n = s(g). Then n = av with a ∈ W θ J .
Since σ(n) = n−1 we conclude from Lemma 2.2(ii) that θ(a) = a−1, implying that a ∈ (W J )−1 ∩
W θ J = W J ,θ J .
Let g′ ∈ P gK ∩ V . Then s(g′) = a′v be with a′ ∈ W J ,θ J . It follows from (2) that
P JaPθ J = P Ja′Pθ J .
Since W J ,θ J parametrizes the double cosets P J\G/Pθ J we conclude that a = a′ .
The proposition is proved. 
The following has been established in the course of the proof.
2.5. Corollary. Let g ∈ V . There is a ∈ W J ,θ J with θa = a−1 such that s(g) ∈ av.
Recall that v and θ are as in Lemma 2.2.
Let V = VG,P ,σ be the set of T × K -orbits in V . By Proposition 2.4 we may identify it with P\G/K ,
the set of double cosets. ψ induces φ : V → W J ,θ J .
2.6. Examples. In the examples G is GLn(k) or SLn(k). As usual, B and T are the subgroups of upper
triangular and diagonal matrices. R is the set of vectors {ei − e j | i = j} in Rn and I = {ei − ei+1 | 1
i  n − 1}. We take J = {ei − ei+1 | 1 i  n − 2}.
The Weyl group is the symmetric group Sn , acting on R in the obvious way. Its longest element
wI is the product of 2-cycles (1,n)(2,n − 1) . . . .
(a) G = GLn(k) and σ g = (t g)−1. The element v of Lemma 2.2 is wI and θ is induced by the map
ei 
→ en−i+1 (1 i  n).
Now W J ,θ J consists of the s ∈ Sn with
s(2) < s(3) < · · · < s(n), s−1(1) < · · · < s−1(n − 1).
Then s is either the identity or the cyclic permutation c = (n,n − 1, . . . ,2,1), which is a θ -twisted
involution. It follows from [RS1, 10.2] that φ is surjective and also that V has two elements. This
means that the orthogonal group On(k) has two orbits on Pn−1(k) (which is easily checked directly).
(b) G = SL2n(k) and σ(g) = J (t g)−1 J−1 where J is given by J (ei) = −ei+n , J (ei+n) = ei (1 i  n).
Then Gσ is the symplectic group Sp2n(k).
Now the element v of Lemma 2.2 is 1 and θ is as before. The analysis of [RS1, 10.4] implies that
Im(φ) consists of θ -twisted involutions s ∈ S2n such that swI has no ﬁxed points. It is readily seen
that the only possibility is s = 1, in accordance with the fact that Sp2n(k) acts transitively on P2n−1(k).
(c) G = SLn(k) and σ(g) = zgz−1 where z = diag(−ζ, ζ, . . . , ζ ) with ζn = −1. Now v = 1 and θ is
the identity. For this involution the set B\G/K was dealt with in [RS1, 10.5]. The set P J\G/K can be
handled in a similar way.
W J , J consists of 1 and the 2-cycle (12). The upshot is that φ−1(1) has two elements and
φ−1((12)) is a singleton. So there are 3 orbits (which is easily checked directly).
2.7. A particular case. The notations are as in 2.1 and 2.2. We assume in this section that P is split
relative to σ , i.e. that P and σ P are opposite. First let P be minimal split. Two such groups are
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split parabolic subgroup.
2.8. Lemma.We may choose T and B such that:
(i) P is a standard parabolic subgroup P I0 (I0 ⊂ I) with LI0 ⊂ K .
(ii) I0 is ﬁxed by θ and by the opposition involution ι = −wI .
(iii) v = wI0wI = wIwI0 .
Proof. (i) follows from the results recalled in [CS, 1.5]. That LI0 ⊂ K is a consequence of minimality.
P is a parabolic of type I0 and so is any minimal split parabolic, being conjugate to P . In particular,
the minimal split parabolic σ P is of type I0. But by (2) it is of type θ I0. Hence θ ﬁxes I0. It is well
known that a parabolic opposite to P has type ιI0, from which we see that ι also ﬁxes I0. We have
proved (ii).
(i) and Lemma 2.2(ii) imply that v−1.θ ﬁxes all α ∈ I0. Moreover by [CS, p. 270], v−1.θ makes the
roots of I − I0 negative. This implies that v = wθ I0wI , which equals wI0wI by (ii). Since ι ﬁxes I0
this also equals wIwI0 , proving (iii). 
The notations are as in the preceding lemma.
2.9. Lemma. The split parabolic subgroups are the K ◦-conjugates of the standard parabolic subgroups P J
where J ⊂ I contains I0 and is ιθ -stable.
Proof. A split parabolic subgroup Q contains a minimal one, which is K ◦-conjugate to P I0 . Hence Q
is K ◦-conjugate to a P J with J ⊃ I0.
If P J is split then, as in the proof of the preceding lemma for J = I0, σ P J is both of type θ J
and ι J , so ιθ ﬁxes J .
Conversely, if J ⊃ I0 is ιθ -stable then by (2) and Lemma 2.8 (the minus denoting an opposite
subgroup)
σ P J = wI0wI Pθ J = wI0 P−(ιθ) J = wI0 P−J = P−J ,
showing that P J is split. 
VG,P ,σ is as in (2), with J = I0.
2.10. Lemma. VG,P ,σ = {g ∈ G | s(g) ∈ W I0 }.
Proof. By Lemma 2.8(ii), (iii) we have in the present case θ I0 = ιI0 = I0 and v = wIwI0 . Thus
W θ I0 v = W I0wIwI0 = wIW ιI0wI0 = wIW I0wI0 .
It is well known that κ : w 
→ wIwwI0 deﬁnes a bijection of W I0 . The lemma follows.
φ being as in 2.3, κ ◦ φ deﬁnes a map VG,P ,σ → W I0 . 
2.11. There is a reformulation of Lemma 2.9. It can be extracted from the results of [R], for example.
A split subtorus of G is one on which σ acts as inversion. There is a unique split torus A ⊂ T
whose centralizer is LI0 . The nontrivial restrictions to A of the roots of (G, T ) form a root system R¯
(in the appropriate vector space), the small root system. The set I¯ of the restrictions of the simple roots
in I form a basis of R¯ . Then the K ◦-conjugacy classes of split parabolic subgroups of G are indexed
by the subsets of I¯ .
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3.1. The notations are as in 2.1. Let τ be an involution of L = L J and put
Θ = ΘG,P ,τ = LτUP ,
where Lτ is the ﬁxed point group of τ . In the situation of 1.2 we have
 = G,P ,Q ,σ = ΘG×G,P×Q ,τ ,
where τ is the involution (l,m) 
→ (σ−1m, σ l) of L × M .
3.2. The object of study is the action of Θ on the symmetric space S = G/Gσ . Below we shall con-
struct a decomposition of S into Θ-stable pieces. We use a procedure similar to Bédard’s procedure,
used by Lusztig in [L].




We construct sequences (Gi, Pi, σi)i0, where:
(a) Gi is a connected reductive subgroup of G = G0 containing T ,
(b) Pi ⊃ T is a parabolic subgroup of Gi and Gi+1 is the Levi group of Pi containing T ,
(c) σi is an involution of Gi .
The Weyl group of (Gi, T ) is Wi and the root system is Ri , with system of positive roots R
+
i =
Ri ∩ R+ and corresponding basis Ii . We denote by vi ∈ Wi and θi = θσi the isomorphisms of X of
Lemma 2.2 for σi .
Put Ki = Gσii and Θi = ΘGi ,Pi ,σi+1 .
Assume that we have deﬁned G j, P j, σ j for 0  j  i. Then Gi+1 is known by (b). Assume also
that σi+1 is known. All this is the case for i = 0. We will construct the next ingredients Pi+1, σi+2.
3.3. Consider the action of Θi on Si = Gi/Ki . For g ∈ Vi = VGi ,Pi ,σi put Sg = Pi gGi/Ki . By Proposi-




g running through a set of representatives of the T × Ki-orbits in Vi .
Fix g ∈ Vi and put n = g(σi g)−1. Then
σ ′ = Int(n) ◦ σi
is another involution of Gi .
By Corollary 2.5 n = avi where a is a θi-twisted involution in (Wi) J i ,θi J i .
3.4. Lemma. P˜ = (Pi ∩ σ ′Pi).UGiPi is the standard parabolic subgroup P
Gi
Ii∩aθi .Ii .
Proof. Recall that UGiPi denotes the unipotent radical of Pi . That P˜ is a parabolic subgroup is well
known. By Lemma 2.2(i) and Corollary 2.5, σ ′ acts on X as Int(a) ◦ θi . The lemma follows from [C,
2.7.4, 2.8.4]. 
T.A. Springer / Journal of Algebra 329 (2011) 260–273 2673.5. To simplify notations write Q = Pi , U = UGiPi and N = Gi+1 for the Levi group of Q containing T .
By [C, 2.8.7] we have a decomposition with uniqueness
Q ∩ σ ′Q = (N ∩ σ ′N).(N ∩ σ ′U).(σ ′N ∩ U).(U ∩ σ ′U). (4)
The group N ∩σ ′N is a Levi group of P˜ and the unipotent radical V of Q ∩σ ′Q is the product of the
last three factors of (4). Let π1 be the projection of V onto the second factor of (4).
3.6. Lemma.
(i) U ∩σ ′U is a normal subgroup of V and V /(U ∩σ ′U ) is isomorphic to the direct product of N ∩σ ′U and
σ ′N ∩ U .
(ii) π1 induces a surjective map of the ﬁxed point group V σ
′
onto N ∩ σ ′U .
Proof. The ﬁrst point of (i) is clear. For the second point observe that the commutator of an element
of N ∩ σ ′U and an element of σ ′N ∩ U lies in U ∩ σ ′U .
Let a ∈ N ∩ σ ′U and put b = aσ ′a. Then b−1σ ′b ∈ U ∩ σ ′U . Application of the lemma used in
the proof of Proposition 2.4 will produce an element c in b(U ∩ σ ′U ) ∩ V σ ′ with π1(c) = a. This
proves (ii). 
Deﬁne Pi+1 = (N ∩ σ ′N).(N ∩ σ ′U ), a parabolic subgroup of N with Levi group Gi+2 = N ∩ σ ′N .
The involution σ ′ induces an involution σi+2 of Gi+2. We have Ii+2 = Ii ∩ aθi .Ii and θi+2 = aθi .
Notice that Gi+2 = Gi+1 if and only if Pi+1 = Gi+1. Then σi+2 = σi+1.
In the next lemma we use notions and results from [Sp3, Sect. 1].
If we have two algebraic varieties Xi , acted upon by respective algebraic groups Gi (i = 1,2), a
good bijection of the family F(X1,G1) of G1-stable subsets of X1 onto the similar family F(X2,G2) is
a bijection preserving unions, complements and closures.
3.7. Lemma. There is a good bijection α : F(Sg,Θi) → F(Gi+1/Ki+1,Θi+1).
Proof. We have Sg  Pi/Pi ∩ gKi g−1. Applying [Sp4, Lemma 1.3] we obtain a good bijection
F(Sg,Θi) → F(Θi\Pi, Pi ∩ gKi g−1). The last group is the ﬁxed point set Q σ ′ of σ ′ in Q .
Now Pi/Θi  (Pi/U )/(Θi/U ), whence an isomorphism Pi/Θi → Gi+1/Ki+1. Using Lemma 3.6 we
obtain a good bijection
F(Θi\Pi, Q σ ′
)→ F(Gi+1/Ki+1,Θi+1).
The lemma follows. 
3.8. The map α of Lemma 3.7 has the following description. Let A be a subset of Gi+1 such that
AKi+1 = A and let A1 be its preimage in Pi . Then Θi A1Pσ ′i = A1 and
α−1(A/Ki+1) = A−11 /Θi .
3.9. The constructions produce sequences s= (Gi, Pi, σi)i0, whose ingredients are as in 3.2. Let S be
the set of such sequences, it is ﬁnite. Clearly, if s ∈ S is as above, there is i0 with Gi = Gi+1 for i  i0.
We write Gs for this group, a connected reductive subgroup of G containing T . For i  i0, Gs comes
provided with two involutions σi , σi+1 and σi+2 = σi . Choose an even integer i  i0 and put σs = σi ,
τs = σi+1.
The next theorem gives the decomposition announced in 3.2.
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of G/Gσ into disjoint, locally closed, irreducible Θ-stable subsets.







(Gs × Gs acting on Gs in the usual manner).
Proof. This follows from Lemma 3.7 by iteration. 
3.11. Remark. We shall say that two involutions σ and τ of G are equivalent if there is x ∈ G with
τ = xσ = Int(x) ◦ σ ◦ Int(x)−1. Then Gxσ = x(Gσ ). If, moreover, σ and τ stabilize T we say that they
are T -equivalent if x can be taken in T .
It follows from a theorem of Steinberg (see [St, 7.5]) that an involution is equivalent to one stabi-
lizing B and T .
In the construction of the (Gi, Pi, σi) of 3.2 choices have to be made. Because of this the involu-
tions σi are only determined up to T -equivalence. But the decomposition of 3.10(i) does not depend
on the choices.
3.12. A variant of Theorem 3.10 is also of interest. Notations are as before.
Assume now that G is adjoint. Then the center Z(L) of L is connected and L¯ = L/Z(L) is also
adjoint. Put
Θ¯ = Θ¯G,P ,τ = Lτ .RP ,
where RP is the full radical of P . The statements of the theorem remain true if Θ is replaced by Θ¯ .
The proof carries over.
Let X be the wonderful compactiﬁcation of the symmetric variety G/Gσ (see [CS]). The variant
applies in the study of the action of Gσ on X .
Choose B and T as in Lemma 2.8. The group G acts on X with ﬁnitely many orbits. It follows
from the results of [CS, 3.14] (using 2.11) that these orbits are isomorphic to quotients G/Θ¯G,P J ,σ ,
where P J is a standard σ -split parabolic subgroup, as in Lemma 2.10. We then obtain the following
information about the Gσ -action on X .
3.13. Theorem.
(i) There is a decomposition X =∐ Pi into ﬁnitely many disjoint, locally closed, irreducible Gσ -stable pieces
with the following properties.
(ii) The decomposition of (i) has the following property: for each i there is a connected reductive subgroup Gi
of G, provided with two involutions σi, τi such that we have a good bijection
F(Pi,Gσ
)→ F(Gi,Gσii × Gτis
)
.
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4.1. Theorem 3.13 leads us to consider the following situation: G is, as before, a connected reductive
group with maximal torus T and Borel group B ⊃ T , provided with two involutions σ and τ . Let Gσ
and Gτ be the ﬁxed point groups. One wants to study the action of Gσ × Gτ on G .
By the result of Steinberg cited in 3.11 any involution is equivalent to one ﬁxing B and T .
Observing that the map g 
→ xgy−1 intertwines the actions of Gxσ ×Gyτ and Gσ ×Gτ we see that
in a geometric study of such an action there is no harm in assuming that σ and τ ﬁx T and B .
The case σ = τ was studied by Richardson in [R]. The case that σ and τ commute is dealt with
in [HS].
Recall that the algebra of invariant regular functions k[G]Gσ ×Gτ is important in the study of the
action of the reductive group Gσ × Gτ on G .
4.2. We shall brieﬂy discuss a reduction. For simplicity assume that G is a product of quasisimple
groups, σ and τ permuting the factors (as is the case when G is adjoint).
Considering the action of στ we see that G is a direct product of σ - and τ -stable factors, each
of which is a direct product of isomorphic quasisimple groups, either permuted cyclically by στ
or permuted by στ in two cycles interchanged by σ and τ . We are reduced to dealing with the
irreducible case that there is only one such factor.
The next two lemmas deal with the case of one cycle. Then
G = G1 × · · · × Gr,
where Gi = H , a quasisimple group and we may assume that
στ(x1, . . . , xr−1, xr) = (x2, . . . , xr,αx1) (xi ∈ H),
α being an automorphism of H . Moreover, there is i with σG1 = Gi .
4.3. Lemma. There are automorphisms β,γ of H such that β2 = γ 2 = 1, α = γ β and
σ(x1, . . . , xr) = (βxi, βxi−1, . . . , βx1, γ xr, . . . , γ xi+1),
τ (x1, . . . , xr) = (βxi+1, βxi, . . . , βx1, γ xr, . . . , γ xi+2).
Proof. We have στGh = Gh−1 (h > 1), στG1 = Gr and τσGh = Gh+1 (h < r), τσGr = G1.
For h < r,
σGh+1 = στσGh,
from which we ﬁnd by induction
σGh = Gi+1−h
(
h ∈ [1, i]).
Put σGi+1 = G j . Then similarly
σGh = G j−h+i+1
(
h ∈ [i + 1, r]).
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there exist automorphisms αh (h ∈ [1, r]) of H with
σ(x1, . . . , xr) =
(
αi(xi), . . . ,α1(x1),αr(xr), . . . ,αi+1(xi+1)
)
.
That σ is an involution is expressed by
αhαi+1−h = 1
(
h ∈ [1, i]), αhαr−h+i+1 = 1
(
h ∈ [i + 1, r]). (5)
τ = σστ is given by
τ (x1, . . . , xr) =
(
αi(xi+1), . . . ,α1(x2),αr(αx1),αr−1(xr), . . . ,αi+1(xi+2)
)
.
From τ 2 = 1 we deduce
αhαi−h = 1
(
h ∈ [1, i − 1]), αhαr+i−h = 1
(
h ∈ [i + 1, r − 1]), αiαrα = 1. (6)
From (5) and (6) we see that all αh with h i are equal, to β , say. By (6) this is an involution.
Likewise, the αh with i < h  r are equal to an involution γ and (6) shows that α = γ β . The
lemma follows. 
4.4. Lemma.
(i) There is a good bijection
F(G,Gσ × Gτ )→ F(H, Hβ × Hγ ).
(ii) The algebras of invariant regular functions k[G]Gσ ×Gτ and k[H]Hβ×Hγ are isomorphic.
Proof. We have
Gσ = {(x1, . . . , xr)
∣∣ xh = βxi+1−h and xi+l = γ xr+1−l
}
,
for h ∈ [1, i], l ∈ [1, r − i].
Likewise
Gτ = {(x1, . . . , xr)
∣∣ xh = βxi+2−h and xi+l+1 = γ xr+1−l
}
,
for h ∈ [1, i + 1], l ∈ [1, r − i − 1].




−1x1, . . . , β(x j+1)−1x j, γ (x2s)−1x2 j+1, . . . , γ (x j+s+1)−1x j+s
)
. (7)
π is a quotient map for the left action of Gσ on G . The right action of Gτ on G induces a left action
of Gτ on the quotient Hs . If g = (a1, . . . ,ar) ∈ Gτ , x = (x1, . . . , xr) ∈ G then
π(g.x) = (a2x1a−11 , . . . ,a j+1x ja−1j ,a2 j+2x j+1a−12 j+1, . . . ,a j+s+1xsa−1j+s
)
. (8)
Let Gτ0 ⊂ Gτ be the subgroup deﬁned by x j+1 = x j+s+1 = 1. Then Gτ  Gτ0 × Hβ × Hγ .
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ρ(x1, . . . , xr) = x jx j−1 . . . x1β(x j+1)−1 . . . β(xs)−1
deﬁnes a quotient map Hs → H for the action of Gτ0 on Hs . The action of Gτ on the quotient H
comes from the factors Hβ and Hγ and is just the action of Hβ × Hγ .
The Gσ × Gτ -stable subsets of G correspond to the Gτ -stable subsets of Hr and these correspond
to the Hβ × Hγ -stable subsets of H . Now (i) follows from the results of [Sp2, Sect. 1]. The argument
also proves (ii), in the case that i and r are even.
We have three more cases to deal with, depending on the parity of i and r. The case that i is odd
and r is even is reduced to the case that both are even, by interchanging σ and τ (renumbering the
factors of G = Hr ). Similarly, one sees that it is enough to deal with one of the remaining two cases.
We may then assume that i = 2 j is even and r = 2s + 1 is odd.




−1x1, . . . , β(x j+1)−1x j, γ (x2s+1)−1x2 j+1, . . . , γ (x j+s+1)−1x j+s
)
.




1 , . . . ,a j+1x ja
−1
j ,a2 j+2x j+1a
−1





Deﬁning ρ as before we proceed as in the ﬁrst case. We skip the details. 
4.5. We ﬁnally deal with the case that G is a product of isomorphic groups, permuted by στ in two
cycles (see 4.2). Then G = G1 × G2, where G1 and G2 are isomorphic to Hr , where H a quasisimple
group. στ permuting cyclically the factors of G1 and G2 and σG1 = G2.
If σ is an automorphism of an algebraic group G we denote by F(G,G, σ ) the family of subsets
of G stable under the σ -twisted conjugation action (g, g′) 
→ (σ g)g′g−1 and by k[G]G,σ the algebra
of regular function on G invariant under σ -twisted conjugation.
The automorphism σ is quasi-semisimple if it ﬁxes a maximal torus T and a Borel group B ⊃ T . In
the present situation we may assume that both σ and τ have this property (cf. 4.1).
4.6. Lemma. There exists a quasi-semisimple automorphism α of H such that:
(i) we have a good bijection
F(G,Gσ × Gτ )→ F(H, H,α);
(ii) k[G]Gσ ×Gτ  k[H]H,α .
Proof. There are isomorphisms λ,μ : G1 → G2 with
σ(x, y) = (λ−1(y), λx), τ (x, y) = (μ−1(y),μx) (x ∈ G1, y ∈ G2).
Then στ(x, y) = (λ−1μ(x),μ−1λ(y)).
Gσ and Gτ are the graphs of λ, respectively, μ. Identify G1 and G2 with Hr . Then the map π :
G → Hr with π(x, y) = λ−1(y)−1x is a quotient map for the left action of Gσ on G . The right action
of Gτ induced on the quotient Hr is the Hr-action given by
a.x = (λ−1μ)(a)xa−1.
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λ−1μ(x1, . . . , xr) = (αxr, x1, . . . , xr−1),
where α is an automorphism of H . The assumptions on σ ans τ imply that we may assume α to be
quasi-semisimple.
For a = (a1, . . . ,ar), x = (x1, . . . , xr) ∈ Hr we then have




(x1, . . . , xr) 
→ (x1x2 . . . xr)−1
is a quotient map for the action of H · · · × · · · H × {1} ⊂ Hr and the action of the last factor H on the
quotient is by α-twisted conjugacy. Application of the results of [Sp2, Sect. 1] gives (i) and (ii) also
follows. 
The notations are as in 4.1.
4.7. Proposition. Assume that G is a product of quasisimple groups.
(i) G is a product G1 × · · · × Gs, where each Gi is stable under σ and τ and is isomorphic to a product of
copies of a quasisimple group Hi .
(ii) We have are two possibilities for Gi :
(a) there exist two automorphisms involutions σi, τi of Hi with σ 2i = τ 2i = 1 such that there is a good
bijection F(Gi,Gσi × Gτi ) → F(Hi, Hσii × Hτii ),
(b) there exists a quasi-semisimple automorphism αi of Hi such that there is a good bijection F(Gi,Gσi ×
Gτi ) → F(Hi, Hi,αi).




i or to k[Hi]Hi ,σi , as the case may be.
Proof. This is a consequence of Lemmas 4.4 and 4.5. 
The proposition applies, in particular, in the situation of Theorem 3.13(ii).
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