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Abstract
It was conjectured by Alon and proved by Friedman that a random d-regular graph has
nearly the largest possible spectral gap, or, more precisely, the largest absolute value of the non-
trivial eigenvalues of its adjacency matrix is at most 2
√
d− 1+ o(1) with probability tending to
one as the size of the graph tends to infinity. We give a new proof of this statement. We also
study related questions on random n-lifts of graphs and improve a recent result by Friedman
and Kohler.
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1 Introduction
Consider a finite simple graph G = (V,E) with n = |V | vertices. Its adjacency matrix A = A(G)
is the matrix indexed by V and defined for all u, v ∈ V by Auv = 1I{u,v}∈E where 1I denotes the
indicator function. The matrix A is symmetric, its eigenvalues µi = µi(G) are real and we order
them non-increasingly,
µn ≤ . . . ≤ µ1,
We assume further that, for some integer d ≥ 3, the graph G is d-regular, that is, all vertices
have degree d. We then have that µ1 = d, that all eigenvalues have absolute value at most d,
and µn = −d is equivalent to G having a bipartite connected component. The absolute value of
the largest non-trivial eigenvalues of G is denoted by µ = µ(G) = max{|µi| : |µi| < d}. Classical
statements such as Cheeger’s isoperimetric inequality or Chung’s diameter inequality relate small
values of µ or µ2 with good expanding properties of the graph G, we refer for example to [10, 16].
It turns out that µ cannot be made arbitrarily small. Indeed, a celebrated result of Alon-Boppana
implies that for any d-regular graph with n vertices,
µ2(G) ≥ 2
√
d− 1− εd(n), (1)
∗The author is supported by the research grants ANR-14-CE25-0014 and ANR-16-CE40-0024-01.
1
where, for some constant cd > 0, εd(n) = cd/(log n)
2; see the above references and [29, 13, 27].
Following [23, 21], one may try to construct graphs which achieve the Alon-Boppana bound. A
graph is called Ramanujan if µ ≤ 2√d− 1. Proving the existence of Ramanujan graphs with a
large number of vertices is a difficult task which has been solved for arbitrary d ≥ 3 only recently
[22]. On the other end, it was conjectured by Alon [2] and proved by Friedman [13] that most
d-regular graphs are weakly Ramanujan. More precisely, for integer n ≥ 1, we define Gd(n) as the
set of simple d-regular graphs with vertex set {1, . . . , n}. If nd is even and d ≤ n − 1, this set is
non-empty (for nd odd, a definition of Gd(n) is given in [13]). A uniformly sampled d-regular graph
is then a random graph whose distribution is uniform on Gd(n).
Theorem 1 (Friedman’s second eigenvalue Theorem [13]). Let d ≥ 3 be an integer and nd be even.
If G is uniformly distributed on Gd(n), we have for any ε > 0,
lim
n→∞
P
(
µ2 ∨ |µn| ≥ 2
√
d− 1 + ε
)
= 0,
where a ∨ b = max(a, b) and the limit is along any sequence going to infinity with nd even.
The first aim of this paper is to give a new proof of this result. The argument detailed in
Section 2 simplifies substantially the original proof. A careful reading of the proof actually gives
the following quantitative statement: for any 0 < a < 1, there exists c > 0 (depending on d and a)
such that for all integers n such that Gd(n) is non-empty,
P
(
µ2 ∨ |µn| ≥ 2
√
d− 1 + c
(
log log n
log n
)2)
≤ n−a. (2)
The method is robust and it has been recently applied in [7] to random graphs with structure
(stochastic block model).
The second aim of this paper is to apply this method to study similar questions on the eigenval-
ues of random lifts of graphs. This class of models sheds a new light on Ramanujan-type properties,
and, since the work of Amit and Linial [3, 4] and Friedman [12], it has attracted a substantial at-
tention [18, 1, 20, 30, 14]. To avoid any confusion in notation, we will postpone to Section 3 the
precise definition of random lifts and the statement of the main results. In Section 4 we will give
a simpler proof of a recent result of Friedman and Kohler [14] and establish a weak Ramanujan
property for the non-backtracking eigenvalues of a random lift of an arbitrary graph.
Notation. If n is a positive integer, we set [n] = {1, . . . , n}. If M ∈ Mn(R), M∗ denotes its
conjugate transpose and we denote its operator norm by
‖M‖ = sup
x∈Rn,x 6=0
‖Mx‖2
‖x‖2 .
For positive sequences an, bn, we will use the standard notation an ∼ bn (if limn→∞ an/bn = 1),
an = O(bn) (if lim supn→∞ an/bn < ∞) and an = o(bn) (if limn→∞ an/bn = 0). Finally, we shall
write that an event Ωn holds with high probability, w.h.p. for short, if P(Ω
c
n) = o(1).
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2 Proof of Theorem 1
2.1 Overview of the proof
Let us describe the strategy of proof of Theorem 1 and its main difficulties. Following Fu¨redi and
Komlo´s [15] and Broder and Shamir [8], a natural strategy is to estimate the trace of a high power
of the adjacency matrix. Namely, if we manage to prove that w.h.p.
tr(Ak) ≤ dk + n
(
2
√
d− 1 + o(1)
)k
. (3)
for some even integer k = k(n) such that k ≫ log n then Theorem 1 would follow. Indeed, from
the spectral Theorem, (3) implies that w.h.p.
µk2 + µ
k
n ≤ tr(Ak)− dk ≤ n
(
2
√
d− 1 + o(1)
)k
.
Therefore, w.h.p.
µ2 ∨ |µn| ≤ n1/k
(
2
√
d− 1 + o(1)
)
= 2
√
d− 1 + o(1),
where the last equality comes from n1/k = 1 + o(1). From Serre [31], we note that for any ε > 0,
there is a positive proportion of the eigenvalues of A which are larger than 2
√
d− 1 − ε. This
explains the necessary presence of the factor n on the right-hand side of (3). Observe also that
the entries of the matrix Ak count the number of paths of length k between two vertices. Since
k ≫ log n, we are interested in the asymptotic number of closed paths of length k when k is much
larger than the typical diameter of the graph.
To avoid the presence of dk on the right-hand side of (3), we may project A onto the orthogonal
complement of the eigenspace associated to µ1 = d and then compute the trace. If J is the n × n
matrix with all entries equal to 1, we should then prove that w.h.p. for some even k, k ≫ log n,
tr(Ak)− dk = tr
(
A− d
n
J
)k
≤ n
(
2
√
d− 1 + o(1)
)k
. (4)
The main difficulty hidden behind Friedman’s Theorem 1 is that statements (3)-(4) do not hold
in expectation for k ≫ log n. This is due to the presence of subgraphs in the graph which occur
with polynomially small probability. For example, it follows from McKay [25] that for n large
enough, the graph contains as subgraph the complete graph with d + 1 vertices with probability
at least n−c for some explicit c > 0. On this event, say Ω, the graph is disconnected and µ2 = d.
Hence, for k even,
Etr(Ak)− dk = Etr
(
A− d
n
J
)k
≥ dkP(Ω) ≥ dkn−c.
For k ≫ log n, the right-hand side is much larger than n(2√d− 1 + o(1))k. The event Ω is only an
example among other unlikely events which prevent statement (3)-(4) to hold in expectation, see
[13] for a more detailed treatment of this key issue. In [13], the subgraphs which are responsible for
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the large expectation of the trace are called tangles. In this paper, we will use a simpler definition
of the word tangle (Definition 5).
The proof is organized as follows. First, as in the original Friedman’s argument, we will study
the spectrum of the non-backtracking matrix B of the graph instead of its adjacency matrix A.
Through the Ihara-Bass formula, the eigenvalues of A and B are related by a quadratic equation.
It is easier from a combinatorial viewpoint to count the non-backtracking paths which will appear
naturally when taking powers of the matrix B. This step will be performed in §2.2: will restate
Friedman’s Theorem in terms of the second largest eigenvalue of the non-backtracking matrix of
the random configuration model.
We will not directly apply the high trace method to B. We shall fix some integer ℓ of order
log n. The second largest eigenvalue of B in absolute value, say λ2, satisfies,
|λ2|ℓ ≤ max
〈x,χ〉=0,x 6=0
‖Bℓx‖2
‖x‖2 ,
where χ (all entries equal to 1) will be a common eigenvector of B and B∗, its conjugate transpose,
associated to their largest eigenvalue. We will then use the crucial fact that w.h.p. the graph is free
of tangles (forthcoming Lemma 9). On this event, we will have the matrix identity
Bℓ = B(ℓ),
where B(ℓ) is the matrix obtained from Bℓ by discarding non-backtracking walks that encounter
a tangle. Thanks to elementary linear algebra, we will then project the matrix B(ℓ) onto the
orthogonal complement of the vector χ and give a deterministic upper bound of
max
〈x,χ〉=0,x 6=0
‖B(ℓ)x‖2
‖x‖2
in terms of the operator norms of new matrices which will be expressed as weighted paths of length
at most ℓ. This step is done in §2.3. It is inspired from Massoulie´ [24] and was further developed
in [7].
In the remainder of the proof, we will aim at using the high trace method to upper bound the
operator norms of these new matrices of weighted paths of length at most ℓ: if C is such matrix,
we will write
E‖C‖2m = E‖CC∗‖m ≤ Etr(CC∗)m (5)
for some integer m of order log n/ log log n. By construction, the expression on the right-hand side
is an expected contribution of some weighted paths of lengths k = 2mℓ of order (log n)2/ log log n.
We will thus haved reached paths of length of size k = 2mℓ≫ log n by using an intermediary step
where we modify the matrix Bℓ in order that it vanishes on tangles.
The study of the expected contribution of weighted paths in (5) will have a probabilistic and
a combinatorial part. The necessary probabilistic computations on the configuration model are
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gathered in §2.4. We will notably estimate the expectation of a single weighted path of polynomial
length thanks to an exact representation in terms of a special function. In §2.5, we will use
these computations together with combinatorial bounds on non-backtracking paths to deduce sharp
bounds on our operator norms. The success of this step will essentially rely on the fact that the
contributions of tangles vanish in B(ℓ). Finally, in §2.6, we gather all these ingredients to conclude
our proof of Theorem 1.
2.2 The non-backtracking matrix of the configuration model
In this subsection, we restate Theorem 1 in terms of the spectral gap of the non-backtracking
matrix. For the forthcoming probabilistic analysis, we define in a slightly unusual way this non-
backtracking matrix. It is tuned to the configuration model. This probabilistic model is closely
related to the uniform distribution on Gd(n) and it is simple enough to allow explicit computation;
we refer to [6]. To this end, we define the finite sets
V = [n] and ~E = [n]× [d].
An element of V will be called a vertex and an element of ~E, a half-edge. The subset of ~E
~E(v) = {v} × [d], (6)
is thought as a set of half-edges attached to the vertex v ∈ V . If X is a finite set of even cardinality,
we define M(X) as the set of perfect matchings of X, that is permutations σ of X such that for all
x ∈ X, σ2(x) = x and σ(x) 6= x. If σ ∈M( ~E), we can classically associate a multigraph G = G(σ),
where a multigraph can have multiple edges between the same pair of vertices and loops, edges
that connect a vertex with itself. This multigraph G(σ) is defined through its adjacency matrix
A ∈Mn(R), by the formula for all u, v ∈ V ,
Auv = Avu =
d∑
i=1
d∑
j=1
1I(σ(u, i) = (v, j)) =
d∑
i=1
1I(σ(u, i) ∈ ~E(v)).
Graphically, G(σ) is the multigraph obtained by gluing the half-edges into edges according to the
matching map σ.
Recall that Gd(n) is the set of simple d-regular graphs on the vertex set V . Observe that
G = G(σ) ∈ Gd(n) if and only if for all u 6= v ∈ V , Auu = 0 and Auv ∈ {0, 1}, equivalently
σ( ~E(u)) ∩ ~E(u) = ∅ (no loops) and |σ( ~E(u)) ∩ ~E(v)| ∈ {0, 1} (no multiple edges). It is easy to
check that if σ is uniformly distributed on M( ~E) then the conditional probability measure of G(σ)
given {G(σ) ∈ Gd(n)} is the uniform measure on Gd(n) (that is, for any g ∈ Gd(n), P(G(σ) = g)
does not depend on g). Importantly, from [6, Theorem 2.16], the following holds
lim
n→∞
P(G(σ) ∈ Gd(n)) = e−(d2−1)/4. (7)
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The Hashimoto’s non-backtracking matrix B of G is an endomorphism of R
~E defined in matrix
form, for e = (u, i), f = (v, j) by
Bef = 1I(σ(e) ∈ ~E(v)\{f}).
There is an alternative expression for B. Let M =M(σ) be the permutation matrix associated to
σ, defined for all e, f ∈ ~E by
Mef =Mfe = 1I(σ(e) = f). (8)
Let N be the endomorphism of R
~E defined in matrix form, for e = (u, i), f = (v, j) by
Nef = Nfe = 1I(u = v; i 6= j). (9)
Since (MN)ef =
∑
gMegNgf , we get easily
B =MN. (10)
If m = nd, we denote by λ1 ≥ |λ2| ≥ . . . ≥ |λm| the eigenvalues of B (we index the eigenvalues
of B of equal absolute values in an arbitrary way). Let χ ∈ R ~E be the vector with all entries equal
to 1. Observe that by construction N is symmetric, Nχ = (d − 1)χ and Mχ = M∗χ = χ. We
deduce that
Bχ = (d− 1)χ and B∗χ = (d− 1)χ, (11)
Hence, the Perron eigenvalue of B is
λ1 = d− 1.
The Ihara-Bass formula asserts that if G ∈ Gd(n) and r = | ~E|/2 − |V | = m/2− n,
det(I ~E −Bz) = (1− z2)r det(IV −Az + (d− 1)z2IV ), (12)
for a proof, we refer to [17, 32]. We use this formula as a dictionary between the spectra of A and
B. If σ(A) and σ(B) are the set of eigenvalues of A and B, we get
σ(B) = {±1} ∪ {λ : λ2 − µλ+ (d− 1) = 0, µ ∈ σ(A)}.
Consequently, it is straightforward to check that if µ ∈ σ(A) with |µ| = 2√d− 1(1 + δ) and δ ≥ 0,
then there exists a real λ ∈ σ(B) with |λ| = √d− 1(1 + δ +√δ(2 + δ)) ≥ √d− 1(1 +√δ). Hence,
from (7), Theorem 1 is implied by the following statement.
Theorem 2. Let d ≥ 3 be an integer and nd be even. Let σ be uniformly distributed on M( ~E) and
λ2 be the second largest eigenvalue of B in absolute value. For any ε > 0,
lim
n→∞
P
(
|λ2| ≥
√
d− 1 + ε
)
= 0,
where the limit is along any sequence going to infinity with nd even.
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The remainder of this section is dedicated to the proof of Theorem 2. We remark that in order
to prove (2), we will prove that for any 0 < a < 1, there exists c > 0 (depending on d and a) such
that for all n ≥ 3 with nd even,
P
(
|λ2| ≥
√
d− 1 + c log log n
log n
)
≤ n−a. (13)
2.3 Path decomposition
In this subsection, we fix two positive integers n, d and set ~E = [n]× [d] as above. Let σ ∈ M( ~E)
be a perfect matching of ~E. We consider the multigraph G = G(σ) and its non-backtracking
matrix B = B(σ) defined in (10). Our aim is to derive a deterministic upper bound on the second
eigenvalue of B (in forthcoming Proposition 8).
In the following, we endow Cn with the usual inner product and denote by ⊥ the orthogonal
complement. We start with an elementary algebraic lemma.
Lemma 3. Let R,S ∈ Mn(C) such that im(S) ⊂ ker(R) and im(S∗) ⊂ ker(R) where S∗ is the
conjugate transpose of S. Then, if λ is an eigenvalue of S +R and is not an eigenvalue of S,
|λ| ≤ max
x∈ker(S),x 6=0
‖(S +R)x‖2
‖x‖2 .
Proof. If λ 6= 0 is an eigenvalue of S + R and is not eigenvalue of S then it is an eigenvalue of
R (indeed, we have det(S + R − λ) = det(S − λ) det(I + R(S − λ)−1) and R(S − λ)−1 = −λ−1R
since im(S) ⊂ ker(R)). Consequently, there exists x 6= 0 such that |λ| ≤ ‖Rx‖2/‖x‖2. Now, we
write x = y + z, with y ∈ ker(S) and z ∈ ker(S)⊥. Since ker(S)⊥ = im(S∗) ⊂ ker(R), we get
Rx = Ry = (S +R)y. Finally, ‖y‖2 ≤ ‖x‖2 and we get |λ| ≤ ‖(S +R)y‖2/‖y‖2.
Consider again the non-backtracking matrix B = B(σ). We fix a positive integer ℓ. From (11),
we may apply Lemma 3 to the symmetric matrix S = (d− 1)ℓχχ∗/(nd) and R = Bℓ − S. We find
the inequality,
|λ2| ≤ sup
x:〈x,χ〉=0,‖x‖2=1
‖Bℓx‖1/ℓ2 , (14)
where we recall that λ2 is the second largest eigenvalue of B in absolute value. The right-hand side
of the above expression can be studied by an expansion of paths in the graph. We introduce some
definitions for the sequences γ = (γ1, . . . , γ2ℓ+1) ∈ ~E2ℓ+1 which appear when we express the entries
of Bℓ as a count of non-backtracking paths in the graph, see Figure 1.
Definition 4. For a positive integer k, let γ = (γ1, . . . , γk) ∈ ~Ek, with γt = (vt, it).
- We define the set of visited vertices and of unordered pairs of half-edges of γ to be, respectively,
the sets Vγ = {vt : t ∈ [k]} and Eγ = {{γ2t−1, γ2t} : 1 ≤ t ≤ k/2}. We denote by Gγ the
multigraph with vertex set Vγ and edges given by Eγ: where each element {(u, i), (v, j)} ∈ Eγ is
viewed as an edge in Gγ between u and v.
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- The sequence γ ∈ ~Ek is a non-backtracking path if for all t ≥ 1, v2t+1 = v2t and γ2t+1 6= γ2t
(that is Nγ2tγ2t+1 = 1, where N was defined by (9)). If k = 2ℓ+1, the subset of non-backtracking
paths in ~E2ℓ+1 is denoted by Γℓ. If e, f ∈ ~E, we denote by Γℓef paths in Γℓ such that γ1 = e,
γ2ℓ+1 = f , and similarly for ~E
k
ef .
1 2 3
5 4
12
1 2 1 1
2
1
3
2
21
2
3
γ = (1, 1)(1, 2)(1, 1)(2, 2)(2, 1)(3, 1)(3, 2)(4, 1)(4, 2)(3, 3)(3, 2)(4, 1)(4, 2)(5, 1)(5, 2)(2, 3)(2, 1)(3, 1)
Figure 1: A non-backtracking path γ ∈ ~E18 and its associated graph Gγ . We have Vγ = [5] and Eγ =
{{(1, 1)(1, 2)}, {(1, 1)(2, 2)}, {(2, 1)(3, 1)}, {(3, 2)(4, 1)}, {(4, 2)(3, 3)}, {(4, 2)(5, 1)}, {(5, 2)(2, 3)}}.
We use the convention that a product over an empty set is equal to 1 and the sum over an
empty set is 0. By construction, since B =MN , where N was defined in (9), we find that
(Bℓ)ef =
∑
γ∈ ~E2ℓ+1
ef
ℓ∏
s=1
Mγ2s−1γ2sNγ2sγ2s+1 =
∑
γ∈Γℓ
ef
ℓ∏
s=1
Mγ2s−1γ2s ,
whereM =M(σ) is the permutation matrix associated to σ defined by (8). Note that, in the above
expression for Bℓ, we have pulled apart the configuration and combinatorial parts: the set Γℓ does
not depend on σ, only the summand depends on it. We set
M ef =Mef −
1
dn
. (15)
Observe that M is the orthogonal projection of M onto χ⊥. Also, N is symmetric and χ is an
eigenvector, so it preserves χ⊥. Hence, setting B =MN , we get from (10) that, if x ∈ χ⊥,
Bℓx = Bℓx. (16)
Moreover, using (B)ℓ = (MN)ℓ, we find
(Bℓ)ef =
∑
γ∈Γℓ
ef
ℓ∏
s=1
Mγ2s−1γ2s . (17)
The matrix B will not be used in our analysis. As pointed in §2.1, there are events of polynomially
small probability which have a dominant influence on the expected value of Bℓ or Bℓ. We will first
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reduce the above sum over Γℓef to a sum over a smaller subset. We will only afterward project onto
χ⊥. This will create some extra remainder terms.
In the following definition, a neighborhood of radius ℓ in a multigraph is the subgraph spanned
by vertices at graphical distance at most ℓ from some fixed vertex. Following [13, 9, 28, 7], we
introduce a central definition.
Definition 5. A multigraph H is tangle-free if it contains at most one cycle (loops and multiple
edges count as cycles); H is ℓ-tangle-free if every neighborhood of radius ℓ in H contains at most
one cycle. Otherwise, H is tangled or ℓ-tangled. We say that γ ∈ ~Ek is tangle-free or tangled if Gγ
is. Finally, we use F ℓ and F ℓef to respectively denote the subsets of tangle-free paths in Γ
ℓ and Γℓef .
For example, the path γ in Figure 1 is tangled. The following matrices play a central role in
the following analysis.
Definition 6. For each integer ℓ ≥ 1, we introduce the matrices B(ℓ) and B(ℓ) in R ~E, defined for
all e, f ∈ ~E by
(B(ℓ))ef =
∑
γ∈F ℓ
ef
ℓ∏
s=1
Mγ2s−1γ2s (18)
(B(ℓ))ef =
∑
γ∈F ℓ
ef
ℓ∏
s=1
Mγ2s−1γ2s . (19)
For ℓ = 0, B(ℓ) = B(ℓ) equal to the identity matrix.
Obviously, if G is ℓ-tangle-free then
Bℓ = B(ℓ). (20)
Beware that it is not true that if G is ℓ-tangle-free and ℓ ≥ 3 then Bℓ = B(ℓ) (in (17) and (19)
the summand is the same but the sum in (17) is over a larger set). Nevertheless, as in (16), we will
now express B(ℓ)x in terms of B(ℓ)x for all x ∈ χ⊥ plus some extra terms, culminating in (23). We
start with the following telescopic sum decomposition:
Lemma 7. Let ℓ be a positive integer. For any e, f ∈ ~E, we have
(B(ℓ))ef = (B
(ℓ))ef +
1
dn
ℓ∑
k=1
∑
γ∈F ℓ
ef
pk(γ), (21)
where for all k ∈ [ℓ] and γ ∈ ~E2ℓ+1 we have set
pk(γ) = pk(γ, σ) =
(
k−1∏
s=1
Mγ2s−1γ2s
)(
ℓ∏
s=k+1
Mγ2s−1γ2s
)
.
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Proof. In (18), for all γ in F ℓef , we apply the identity,
ℓ∏
s=1
xs =
ℓ∏
s=1
ys +
ℓ∑
k=1
(
k−1∏
s=1
ys
)
(xk − yk)
(
ℓ∏
s=k+1
xs
)
.
to xs =Mγ2s−1γ2s and ys =Mγ2s−1γ2s . Since xs − ys = 1/(dn), it gives (21).
e fγ2k−1
γ2k+1
e fγ2k−1
γ2k+1
e fγ2k−1
γ2k+1
Figure 2: Tangle-free paths whose union is tangled.
We now rewrite (21) as a sum of matrix products for lower powers of B(k) and B(k) up to
some remainder terms. Fix k ∈ [ℓ], we decompose a path γ = (γ1, . . . , γ2ℓ+1) ∈ Γℓ as a path γ′ =
(γ1, . . . , γ2k−1) ∈ Γk−1, a path γ′′ = (γ2k−1, γ2k, γ2k+1) ∈ Γ1 and a path γ′′′ = (γ2k+1, . . . , γ2ℓ+1) ∈
Γℓ−k. If the path γ is in F ℓ (that is, it is tangle-free), then the three paths are tangle-free, but
the converse is not necessarily true, see Figure 2. This will be the origin of the remainder terms.
For each k ∈ [ℓ], we denote by F ℓk the set of γ ∈ Γℓ such that, with γ′, γ′′, γ′′′ as above, γ′ ∈ F k−1,
γ′′ ∈ F 1 = Γ1 and γ′′′ ∈ F k−ℓ. For e, f ∈ ~E, let F ℓk,ef = F ℓk ∩ ~E2ℓ+1ef . We have the inclusion F ℓ ⊂ F ℓk .
We write in (21) ∑
γ∈F ℓ
ef
pk(γ) =
∑
γ∈F ℓ
k,ef
pk(γ)−
∑
γ∈F ℓ
k,ef
\F ℓ
ef
pk(γ).
We observe that the cardinality of Γ1ef = F
1
ef is d − 1. If χ∗ is the conjugate transpose of χ,
χχ∗ is the matrix on R
~E with all entries equal to 1. The rule of matrix multiplication gives
∑
γ∈F ℓ
k,ef
pk(γ) =
∑
a,b∈ ~E
∑
γ′∈F k−1ea ,γ′′∈F 1ab,γ
′′′∈F ℓ−k
bf
(
k−1∏
s=1
Mγ′
2s−1γ
′
2s
)(
ℓ−k∏
s=1
Mγ′′′
2s−1γ2s
)
= (d− 1)(B(k−1)χχ∗B(ℓ−k))ef .
For each k ∈ [ℓ], we introduce the matrix in R ~E, defined for all e, f ∈ ~E by
(R
(ℓ)
k )ef =
∑
γ∈F ℓ
k,ef
\F ℓ
ef
pk(γ). (22)
We deduce from (21) that
B(ℓ) = B(ℓ) +
d− 1
dn
ℓ∑
k=1
B(k−1)χχ∗B(ℓ−k) − 1
dn
ℓ∑
k=1
R
(ℓ)
k .
Observe that if G is ℓ-tangle free, then it is also k-tangle free for all k ∈ [ℓ]. Hence, from (11)
and (20), we find χ∗B(ℓ−k) = χ∗Bℓ−k = (d − 1)ℓ−kχ∗. Consequently, if G is ℓ-tangle free and
〈x, χ〉 = 0, we find
Bℓx = B(ℓ)x− 1
dn
ℓ∑
k=1
R
(ℓ)
k x. (23)
We use the triangle inequality to estimate ‖Bℓx‖2. From (14), we deduce the main result of this
subsection, which is the following proposition.
Proposition 8. Let ℓ ≥ 1 be an integer and σ ∈ M( ~E) be such that G(σ) is ℓ-tangle free. Then,
if λ2 is the second largest eigenvalue of the non-backtracking operator B = B(σ), we have
|λ2| ≤
(
‖B(ℓ)‖+ 1
dn
ℓ∑
k=1
‖R(ℓ)k ‖
)1/ℓ
.
2.4 Computation on the configuration model
The configuration model allows some explicit probabilistic computation. In the remainder of this
section, σ is uniformly distributed on M( ~E), the set of matchings on ~E = [n]× [d] and G = G(σ) is
the corresponding multigraph. The next lemma states that G is ℓ-tangle free if ℓ is not too large.
It is an already known fact, see [19, Lemma 2.1], it can also be extracted from [26]. We give a proof
for completeness.
Lemma 9. Let d ≥ 3 and ℓ be positive integers. Let σ be uniformly distributed on M( ~E) with
~E = [n]× [d]. Then G = G(σ) is ℓ-tangle free with probability 1−O((d− 1)4ℓ/n).
Proof. We fix v ∈ V and build a process which sequentially reveals the neighborhood of v. In-
formally, this process updates a set Dt of half-edges e ∈ ~E which are in the neighborhood of v
but whose matched half-edge σ(e) has not been revealed yet. We start by the half-edges in ~E(v)
(see (6)) and then the half-edges which share a vertex with an half-edge in σ( ~E(v)) and so on.
Formally, at stage 0, we set D0 = ~E(v). At stage t ≥ 0, if Dt is not empty, take an element et+1
in Dt which has been added at the earliest possible stage (we break ties with lexicographic order).
Let ft+1 = σ(et+1) = (ut+1, jt+1). If ft+1 ∈ Dt, we set Dt+1 = Dt\{et+1, ft+1}, and, otherwise,
Dt+1 =
(
Dt ∪ ~E(ut+1)
)
\{et+1, ft+1}.
At some stage τ ≤ dn, Dτ is empty, and we have explored the connected component of v. Before
stage
T =
ℓ−1∑
k=1
d(d− 1)k−1 = O
(
(d− 1)ℓ
)
,
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we have revealed the subgraph spanned by the vertices at distance at most ℓ from v. Also, if v has
two distinct cycles in its ℓ-neighborhood, then S(v) = Sτ∧T ≥ 2, where, for t ≥ 1,
St =
t∑
s=1
εs and εt = 1I(ft ∈ Dt−1).
At stage t ≥ 0, 2t values of σ have been discovered (namely σ(es) and σ(fs) for 1 ≤ s ≤ t) and
|Dt| = d+
t∑
s=1
(d− 2)(1 − εs)− 2
t∑
s=1
εs = d(t+ 1)− 2t− dSt.
Denote by Ft the σ-algebra generated by (D0, · · · ,Dt) and by PFt the conditional probability
distribution. Then, τ is a stopping time and, if t < τ ∧ T , for some constant c > 0,
PFt(εt+1 = 1) =
|Dt| − 1
nd− 2t− 1 ≤ c
(
T
n
)
= q.
Hence, for any integer k, P(S(v) ≥ k) is at most the probability of [k,∞) for Bin(T, q), the
binomial distribution with parameters (T, q). The probability that Bin(T, q) is at least k is at most
qk
(T
k
) ≤ qkT k . In particular, from the union bound,
P(G is ℓ-tangled) ≤
n∑
v=1
P(S(v) ≥ 2) ≤
n∑
v=1
q2T 2 = O
(
(d− 1)4ℓ
n
)
.
This concludes the proof of Lemma 9.
The next crucial proposition gives a precise estimate on the fact that the variables M ef defined
by (15) are weakly dependent. They are also approximately centered since for e 6= f , EM ef =
1/(dn−1)−1/(dn) = O(1/(dn)2). We first introduce some new definitions which extend Definition
4.
Definition 10. Let k be a positive integer, γ = (γ1, · · · , γ2k) ∈ ~E2k and Eγ = {{γ2t−1, γ2t} : t ∈ [k]}
its visited edge set.
- The multiplicity of an half-edge e ∈ ~E is mγ(e) =
∑2k
t=1 1I(γt = e).
- The multiplicity of an edge {e, f} ∈ Eγ is mγ({e, f}) =
∑k
t=1 1I({γ2t−1, γ2t} = {e, f}).
- An edge {e, f} ∈ Eγ is consistent if mγ(e) = mγ(f) = mγ({e, f}). It is inconsistent otherwise.
Equivalently, an edge {e, f} of γ is consistent if its half-edges are distinct and if they are uniquely
paired together: that is, e 6= f and {t : e ∈ {γ2t−1, γ2t}} = {t : f ∈ {γ2t−1, γ2t}} = {t : {e, f} =
{γ2t−1, γ2t}}. For example, in Figure 1, the edges {(1, 1)(1, 2)}, {(1, 1)(2, 2)}, {(4, 2), (3, 3)}, {(4, 2), (5, 1)}
are inconsistent. We are now ready to state the main result of this subsection.
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Proposition 11. Let ~E = [n]× [d] with nd an even positive integer. Let σ be uniformly distributed
on M( ~E). There exists a universal constant c > 0 such that for any γ ∈ ~E2k with 1 ≤ k ≤ √dn
and any 0 ≤ k0 ≤ k, we have,∣∣∣∣∣∣E
k0∏
t=1
Mγ2t−1γ2t
k∏
t=k0+1
Mγ2t−1γ2t
∣∣∣∣∣∣ ≤ c 2b
(
1
dn
)a( 3k√
dn
)a1
,
where a = |Eγ |, b is the number of t ∈ [k0] such that {γ2t−1, γ2t} is an inconsistent edge of
multiplicity 1 in Eγ, and a1 is the number of t ∈ [k0] such that {γ2t−1, γ2t} is a consistent edge of
multiplicity 1 in Eγ .
The important part in Proposition 11 is the factor (3k/
√
dn)a1 . It reflects that the variables
M ef are nearly centered and weakly dependent when k = o(
√
dn). We will use the Pochhammer
symbol, for non-negative integers n, k,
(n)k =
k−1∏
t=0
(n− t).
Recall the convention that a product over an emptyset is equal to 1. We start with a technical
lemma which bounds an expression which will be closely related to the expectation of product of
distinct M ef in the proof of Proposition 11.
Lemma 12. Let z ≥ 1, k ≥ 1 be an integer, 0 < p, q < 1 and N be a Bin(k, p) variable. If
4(1− p/(q(1 − p)))2 ≤ zqk2 ≤ 1, we have∣∣∣∣∣E
N−1∏
n=0
(
zn− 1
q
)∣∣∣∣∣ ≤ 4
(
3k
√
zq/2
)k
.
Proof. Let f(x) = E
∏N−1
n=0 (zn− 1/x), δ = −zq and ε = 1− p/(q(1− p)). By assumption, we have
|ε| ≤ 1/2. We write
f(q) =
k∑
t=0
(
k
t
)
pt(1− p)k−t
t−1∏
n=0
(
zn− 1
q
)
= (1− p)k
k∑
t=0
(
k
t
)
(−1 + ε)t
t−1∏
n=0
(1 + δn),
(we note that the function f can be expressed in terms of the confluent hypergeometric function
U(a, b, z), for definition, see [11, (13.2.7)], the lemma is then a consequence of a known asymptotic
in [11, Chapter 13]. We will however give a full proof). We write
t−1∏
n=0
(1 + δn) = 1 +
t−1∑
s=1
δs
∑
(s)
s∏
i=1
ni = 1 +
t−1∑
s=1
δsPs(t),
where
∑
(s) is the sum over all (ni)1≤i≤s all distinct and 1 ≤ ni ≤ t− 1. We observe that t 7→ Ps(t)
is a polynomial of degree 2s in t. Moreover, Ps vanishes at integers 0 ≤ t ≤ s and for all integers
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t ≥ s+ 1, we have
0 ≤ Ps(t) ≤
(
t−1∑
n=1
n
)s
≤
(
t2
2
)s
.
Setting P0(t) = 1, we get
|f(q)| ≤
k−1∑
s=0
|δ|s
∣∣∣∣∣
k∑
t=0
(
k
t
)
(−1 + ε)tPs(t)
∣∣∣∣∣. (24)
We will use some cancellations in the above sum. Indeed, consider the derivative of order m
of (1 + x)k =
∑k
t=0
(k
t
)
xt. It vanishes at x = −1 for any 0 ≤ m ≤ k − 1. We get that for any
0 ≤ m ≤ k − 1,
0 =
k∑
t=0
(
k
t
)
(−1)t(t)m.
Since Qm(x) = (x)m is a monic polynomial of degree m, the family (Q0, . . . , Qk−1) is a basis of
Rk−1[x], the real polynomials of degree at most k−1. Hence, by linearity that for any P ∈ Rk−1[x],
0 =
k∑
t=0
(
k
t
)
(−1)tP (t). (25)
Since Ps is a polynomial of degree 2s, (25) can be used to cancel some terms in (24). First,
since |ε| ≤ 1/2, for any s ≥ 0, we have∣∣∣∣∣
k∑
t=0
(
k
t
)
(−1 + ε)tPs(t)
∣∣∣∣∣ ≤
k∑
t=0
(
k
t
)
(3/2)tk2s2−s = (5/2)kk2s2−s
where we have used that
∑k
t=0
(k
t
)
(3/2)t = (5/2)k and |Ps(t)| ≤ (k2/2)s. It follows that
I =
k−1∑
s=⌊k−1
2
⌋+1
|δ|s
∣∣∣∣∣
k∑
t=0
(
k
t
)
(−1 + ε)tPs(t)
∣∣∣∣∣
≤
(
5
2
)k k−1∑
s=⌊k−1
2
⌋+1
( |δ|k2
2
)s
≤ 2
(
5
2
)k( |δ|k2
2
)k/2
,
where we have used that |δ|k2/2 = zqk2/2 ≤ 1/2 and ∑s≥r xk ≤ 2xr if 0 ≤ x ≤ 1/2. We get
I ≤ 2
(
(5/
√
8)k
√
zq
)k
. (26)
For integer 0 ≤ s ≤ (k − 1)/2, we may exploit (25) as follows. We use again the binomial
identity
(1− ε)t =
t∑
r=0
(−ε)r
(
t
r
)
= Tk,s(t) +Rk,s(t),
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where Tk,s(t) =
∑k−1−2s
r=0 (−ε)r
(t
r
)
is a polynomial in t of degree k − 1 − 2s. Using |ε| ≤ 1/2 ≤ 1,
we find
|Rk,s(t)| =
∣∣∣∣∣
t∑
r=k−2s
(−ε)r
(
t
r
)∣∣∣∣∣ ≤ |ε|k−2s
t∑
r=k−2s
(
t
r
)
≤ |ε|k−2s2t.
Moreover, from (25), for all integers 0 ≤ s ≤ (k − 1)/2,
k∑
t=0
(
k
t
)
(−1 + ε)tPs(t) =
k∑
t=0
(
k
t
)
(−1)tRk,s(t)Ps(t).
Hence, since |Ps(t)| ≤ k2s2−s, for all integers 0 ≤ s ≤ (k − 1)/2,∣∣∣∣∣
k∑
t=0
(
k
t
)
(−1 + ε)tPs(t)
∣∣∣∣∣ ≤
k∑
t=0
(
k
t
)
|ε|k−2s2tk2s2−s = 3k|ε|k−2sk2s2−s.
We deduce that
J =
⌊k−1
2
⌋∑
s=0
|δ|s
∣∣∣∣∣
k∑
t=0
(
k
t
)
(−1 + ε)tPs(t)
∣∣∣∣∣
≤ (3|ε|)k
⌊k−1
2
⌋∑
s=0
( |δ|k2
2ε2
)s
≤ 2(3|ε|)k
( |δ|k2
2ε2
) k
2
,
where at the last step, we use the assumption that |δ|k2/(2ε2) ≥ 2 and∑rs=0 xs ≤ 2xr if x ≥ 2. So
finally, J is bounded by 2
(
(3/
√
2)k
√
zq
)k
. From (24), |f(q)| ≤ I + J and from (26), this concludes
the proof of the lemma.
The following simple lemma bounds the expected product of random variables in terms of the
expected product of the random variables conditioned by the other variables.
Lemma 13. Let T , (Xt)t≥1, (xt)t≥1 be random variables defined on a common probability space
with T a non-negative integer variable and Xt, xt real variables. Let Ft = σ(T, (xs)s, (Xs)s 6=t) be
the σ-algebra generated by all variables but Xt. We assume that for all t ≥ 1, E
[|Xt| ∣∣ Ft] ≤ xt.
Then,
E
∣∣∣∣∣
T∏
t=1
Xt
∣∣∣∣∣ ≤ E
T∏
t=1
xt.
Proof. By conditioning on the value of T , we may assume without loss of generality that T is
deterministic. Let Gt = σ((xs)s, (Xs)s<t), since Gt ⊂ Ft, we have
E
(
T∏
t=1
|Xt|
)
= E
(
T−1∏
t=1
|Xt|E
[|XT | ∣∣ GT ]
)
= E
(
T−1∏
t=1
|Xt|E
[
E
[|XT | ∣∣ FT ] ∣∣ GT ]
)
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Applying our assumption, we find, since xT ∈ GT ,
E
(
T∏
t=1
|Xt|
)
≤ E
(
xT
T−1∏
t=1
|Xt|
)
.
We then repeat the above step.
Proof of Proposition 11. We will use that, if k(k ∨ t) ≤ αn, k ∨ t ≤ n/2,
(n)k ≥ e−2αnk and (n− t)k ≥ e−2αnk, (27)
(indeed, (n)k ≥ (n− k)k and (n− t)k = nk exp(k log(1− t/n)) ≥ nk exp(−2kt/n) since log(1−x) ≥
−x/(1− x) for 0 ≤ x < 1).
The proof relies on a conditional expectation argument. We set Eγ = {y1, . . . , ya} and yt =
{et, ft}. We also set m = dn and
~E∗ = ~E\
⋃
1≤t≤a
{et, ft}.
We have | ~E∗| ≥ m− 2a. The multiplicity of yt is equal to pt + qt, where pt is the multiplicity of yt
in (γ1, . . . , γ2k0) and qt its multiplicity in (γ2k0+1, . . . , γ2k). We write
P =
k0∏
t=1
Mγ2t−1γ2t
k∏
t=k0+1
Mγ2t−1γ2t =
a∏
t=1
MptetftM
qt
etft
.
Let T be the set of yt = {et, ft} such that yt is consistent, pt = 1 and qt = 0. By assumption
|T | = a1. Note that if t ∈ T , et 6= ft and for all s 6= t, {et, ft} ∩ {es, fs} = ∅. Let T ∗ ⊂ T
be the random subset of t ∈ T such that σ(et) ∈ ~E∗ ∪ {ft} and σ(ft) ∈ ~E∗ ∪ {et}. In words,
elements in T ∗ are either matched by σ (that is, σ(et) = ft) or their are matched outside γ
(that is, {σ(et), σ(ft)} ⊂ ~E∗). Similarly, let S ⊂ T be the random subset of t ∈ T such that
{σ(et), σ(ft)} ∩ {es, fs} 6= ∅ for some s ∈ T\{t}. In words, elements in S are matched by σ to at
least another element in T .
By construction, if t ∈ S,
MptetftM
qt
etft
=M etft = −
1
m
.
We thus have
P = (−m)−|S|P ∗Q,
where
P ∗ =
∏
t∈T ∗
M etft and Q =
∏
t/∈S∪T ∗
MptetftM
qt
etft
.
Now, we define F to be the σ-algebra generated by the variables T ∗ and σ(et), σ(ft), t /∈ T ∗.
We denote by EF the associated conditional expectation. By construction, the variables S, T
∗ and
Q are F-measurable. We get
|E[P ]| =
∣∣∣E[(−m)−|S|QEF [P ∗]]∣∣∣ ≤ E[m−|S| |Q| |EF [P ∗]|], (28)
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where the last step follows from Jensen’s inequality.
We start by evaluating EF∗[P
∗] in (28). If Nˆ is the number of t ∈ T ∗ such that σ(et) 6= ft, we
have
P ∗ =
(
1− 1
m
)|T ∗|−Nˆ(
− 1
m
)Nˆ
.
We now determine the law of Nˆ given F . Let mˆ = | ~E∗| −∑t/∈T ∗(1Iσ(et)∈ ~E∗ + 1Iσ(ft)∈ ~E∗) be the
cardinality of half-edges in ~E∗ which have not yet been matched when the values of σ(et), σ(ft), t /∈
T ∗ have been revealed. We set, for integers t ≥ 0, k ≥ 2 even,
((k))t =
t−1∏
s=0
(k − 2s) and k!! =
k/2−1∏
s=0
(k − 1− 2s).
Note that k!! is the number of matchings of a set of size k. If t ∈ T ∗ and σ(et) 6= ft then
σ(ef ), σ(ft) ∈ ~E∗. Thus, given F , for 0 ≤ x ≤ |T ∗|, the number of matchings such that Nˆ = x is
equal to
(
|T ∗|
x
)
(mˆ)2x(mˆ− 2x)!! =
(
|T ∗|
x
)
((mˆ))xmˆ!!. We deduce that
PF (Nˆ = x) =
(|T ∗|
x
)
((mˆ))x
Z
with Z =
|T ∗|∑
x=0
(|T ∗|
x
)
((mˆ))x.
First, since mˆ ≥ m− 4a and a ≤ √m, we obtain from (27), for some c > 0,
Z ≥ c
|T ∗|∑
x=0
(|T ∗|
x
)
mx = c(1 +m)|T
∗| ≥ cm|T ∗|.
From what precedes, we get,
EF [P
∗] =
1
Z
|T ∗|∑
x=0
(|T ∗|
x
)
((mˆ))x
(
1− 1
m
)|T ∗|−x(
− 1
m
)x
=
1
Z
|T ∗|∑
x=0
(|T ∗|
x
) x−1∏
y=0
(2y − mˆ)
(
1− 1
m
)|T ∗|−x( 1
m
)x
=
1
Z
E
N−1∏
y=0
(2y − mˆ),
where N has distribution Bin(|T ∗|, 1/m). By Lemma 12, applied to z = 2, k = |T ∗|, p = 1/m and
q = 1/mˆ, we deduce that, for some c > 0,
EF [P
∗] ≤ c
( ε
m
)|T ∗|
, (29)
with ε = 3a/
√
m (since 3|T ∗|√z/2 ≤ 3a).
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We now evaluate |Q| in (28). Let Ft be the σ-algebra generated by σ(es), σ(fs), s 6= t. For any
t ∈ [a],
PFt(Metft = 1) =
1I(et 6= ft)1I(Ωct)
mt
≤ 1
m∗
, (30)
where m∗ = m − 2a + 1, mt = m − |{σ(es), σ(fs) : s 6= t}| − 1 and Ωt ∈ Ft is the event that for
some s 6= t, {σ(es), σ(fs)} ∩ {et, ft} 6= ∅. We get, for p ≥ 2 and q ≥ 0,
EFt |M petftM
q
etft
| ≤ EFt |M etft |2 ≤
(
1− 1
m
)2 1
m∗
+
1
m2
(
1− 1
m∗
)
≤ 1
m∗
. (31)
Similarly, if q ≥ 1,
EFt |M petftM
q
etft
| ≤ EFtMetft ≤
1
m∗
. (32)
We also have the weak bound,
EFt |M etft | ≤
(
1− 1
m
)
1
m∗
+
1
m
(
1− 1
m∗
)
≤ 2
m∗
. (33)
This last bound can be improved for t ∈ T\(S ∪ T ∗) as follows (recall that pt = 1, qt = 0 for
all t ∈ T ). First, observe that the variables S and T ∗ are Ft-measurable for any t. On the
event t ∈ T\{S, T ∗}, by construction, the event Ωt holds and thus Metft = 0. It follows that if
t ∈ T\(S ∪ T ∗),
EFt |M ptetftM
qt
etft
| = EFt |M etft | =
1
m
≤ 1
m∗
. (34)
We may estimate E
[|Q| ∣∣ (S, T ∗)] as follows. If yt is such that pt ≥ 2, we use (31), if qt ≥ 1,
we use (32). If yt is an inconsistent edge such that pt = 1 and qt = 0, we use (33). Finally, if
t ∈ T\(S ∪ T ∗), we use (34). From Lemma 13, we find that
E
[|Q| ∣∣ (S, T ∗)] = E
[ ∏
t/∈S∪T ∗
|MptetftM
qt
etft
| ∣∣ (S, T ∗)
]
≤ 2b
(
1
m∗
)a−|S|−|T ∗|
.
Putting this last bound together with (29), we deduce from (28) and (27) that for some c > 0,
|EP | ≤ c 2b E
(
1
m
)a−|T ∗|( ε
m
)|T ∗|
= c 2b
(
1
m
)a
εa1Eε−|T\T
∗|.
To conclude the proof, it thus remains to show that Eε−|T\T
∗| ≤ c for some constant c > 0. The
event that {|T\T ∗| ≥ x} is contained in the event that there are ⌈x/2⌉ pairs {s, t}, s 6= t, such that
{σ(es), σ(fs) ∩ {et, ft}} 6= ∅ (the latter can be further decomposed in the union of the four events,
σ(es) = et, σ(es) = ft, σ(fs) = et or σ(fs) = ft). From the union bound, we get
P(|T\T ∗| ≥ x) ≤
(
4a2
m∗
)⌈x/2⌉
.
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Indeed, the factor (4a2)⌈x/2⌉ accounts for the choices of the possible half-edges to be matched. The
factor (1/m∗)⌈x/2⌉ is an upper bound on the probability that these half-edges are matched by σ
(from Lemma 13 and (30)). Since 2a ≤ 2k ≤ 2√m and ⌈x/2⌉ ≤ x/2 + 1/2, we get from (27),
P(|T\T ∗| ≥ x) ≤ c
(
2a√
m
)x
.
Recalling ε = 3a/
√
m, we find
Eε−|T\T
∗| ≤
∞∑
x=0
ε−xP(|T\T ∗| ≥ x) ≤ c
∞∑
x=0
(
2
3
)−x
= 3c.
This concludes the proof of Proposition 11.
2.5 Path counting
In this subsection, we give upper bounds on the operator norms of B(ℓ) and Rkℓ defined by (19) and
(22). We will use the high trace method and it will lead us to enumerate some paths.
2.5.1 Operator norm of B(ℓ)
Here, we prove the following proposition.
Proposition 14. Let d ≥ 3 and 1 ≤ ℓ ≤ log n be integers. Let σ be uniformly distributed on M( ~E)
and B(ℓ) = B(ℓ)(σ) be defined as in (19). Then, w.h.p.
‖B(ℓ)‖ ≤ (log n)15(d− 1)ℓ/2.
Let m be a positive integer. With the convention that e2m+1 = e1, we get
‖B(ℓ)‖2m = ‖B(ℓ)B(ℓ)∗‖m ≤ tr
{(
B(ℓ)B(ℓ)
∗
)m}
=
∑
e1,...,e2m
m∏
i=1
(B(ℓ))e2i−1,e2i(B
(ℓ))e2i+1,e2i
=
∑
γ
2m∏
i=1
ℓ∏
t=1
Mγi,2t−1γi,2t , (35)
where the sum is over all γ = (γ1, . . . , γ2m) such that γi = (γi,1, . . . , γi,2ℓ+1) ∈ F ℓ (that is, non-
backtracking tangled-free path) and for all i ∈ [m],
γ2i,1 = γ2i+1,1 and γ2i−1,2ℓ+1 = γ2i,2ℓ+1,
with the convention that γ2m+1 = γ1. We set γi,t = (vi,t, ji,t). Note that the product (35) does
not depend on the value of γ2i−1,2ℓ+1 = γ2i,2ℓ+1, i ∈ [m]. Moreover, if γ2i−1,2ℓ and γ2i,2ℓ are given,
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then γ2i−1,2ℓ+1 = γ2i,2ℓ+1 can either take (d − 1) possible values (if j2i−1,2ℓ = j2i,2ℓ) or (d − 2)
possible values (if j2i−1,2ℓ 6= j2i,2ℓ). On the right-hand side of (35), for all i ∈ [m], we sum over
γ2i−1,2ℓ+1 = γ2i,2ℓ+1, and perform the change of variable, for all (i, t) ∈ [m]× [2ℓ], γ′2i,t = γ2i,2ℓ+1−t.
Since, M is symmetric, we may rewrite the right-hand side of (35) as follows:
‖B(ℓ)‖2m ≤
∑
γ∈Wℓ,m
q(γ)
2m∏
i=1
ℓ∏
t=1
Mγi,2t−1γi,2t , (36)
where Wℓ,m is the set of γ = (γ1, . . . , γ2m) ∈ ~E2ℓ×2m such that γi = (γi,1, . . . , γi,2ℓ) is a non-
backtracking tangle-free path and for all i ∈ [m],
v2i,1 = v2i−1,2ℓ and γ2i+1,1 = γ2i,2ℓ, (37)
with the convention that γ2m+1 = γ1 and γi,t = (vi,t, ji,t), see Figure 3. Finally, in (36), we have
set
q(γ) =
m∏
i=1
(
d− 1− 1Ij2i−1,2ℓ 6=j2i,1
) ≤ (d− 1)m. (38)
v1,2ℓ = v2,1v2i−1,2ℓ = v2i,1
γ1,1 = γ12,2kγ2i,2k = γ2i+1,1
γ1
γ2γ2i−1
γ2i
γ2i+1 γ12
Figure 3: A path γ = (γ1, . . . , γ12) in Wℓ,6, each γi is non-backtracking and tangle-free.
The proof of Proposition 14 relies on an upper bound on the expectation of the right-hand
side of (36). First, for each γ ∈ ~E2ℓ×2m, we define Gγ as in Definition 4: Vγ = ∪iVγi = {vi,t :
(i, t) ∈ [2m] × [2ℓ]} ⊂ [n] and Eγ = ∪iEγi = {{γi,2t−1, γi,2t} : (i, t) ∈ [2m] × [ℓ]} are the sets of
visited vertices and visited pairs of half-edges along the path. For v ∈ Vγ , ~Eγ(v) = {γi,t : vi,t =
v for some (i, t) ∈ [2m]× [2ℓ]} ⊂ ~E(v) is the set of visited half-edges pending at v.
In order to organize the terms on the right-hand side of (36), we partition ~E2ℓ×2m into iso-
morphism classes. For γ, γ′ ∈ ~E2ℓ×2m, we write γ ∼ γ′ if there exist a permutation α ∈ Sn
and permutations (β1, . . . , βn) ∈ Snd such that, with γ′i,t = (v′i,t, j′i,t), for all (i, t) ∈ [2m] × [2ℓ],
v′i,t = α(vi,t) and j
′
i,t = βvi,t(ji,t). We may define a canonical element in each isomorphic class
as follows. We say that a path γ ∈ ~E2ℓ×2m is canonical if Vγ = {1, . . . , |Vγ |}, for all v ∈ Vγ ,
~Eγ(v) = {(v, 1), . . . , (v, | ~Eγ(v)|)} and the vertices in Vγ and the the half-edges in ~Eγ(v) are visited
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in the lexicographic order (x before x + 1 and (x, j) before (x, j + 1)). Note that γ ∈ Wℓ,m and
γ′ ∼ γ implies that γ′ ∈ Wℓ,m. Our first lemma bounds the number of paths in each isomorphism
class.
Lemma 15. Let γ ∈ Wℓ,m with |Vγ | = s and |Eγ | = a. If g = a − s + 1, then γ is isomorphic to
at most ns(d(d− 1))s(d− 1)2g−1 paths in Wℓ,m.
Proof. For v ∈ Vγ , let dv = | ~Eγ(v)| and, for t ∈ [d] integer, recall the Pochhammer symbol,
(d)t = d(d− 1) · · · (d− t+ 1). Observe that, if st =
∑
v∈Vγ
1I(dv = t), we have
∑
t≥1
st = s and
∑
t≥1
tst = 2a.
By construction, γ is isomorphic to
(n)s
s∏
v=1
(d)dv ≤ ns
∏
t≥1
(d)t
st
distinct elements in Wℓ,m. However,∏
t≥1
(d)t
st ≤ d
∑
t st(d− 1)
∑
t≥1(t−1)st = ds(d− 1)2a−s = (d(d− 1))s(d− 1)2g−1.
The conclusion follows.
Our second lemma gives an upper bound on the number of isomorphic classes. This lemma is
a variant of [7, Lemma 17]. It relies crucially on the fact that an element γ ∈Wℓ,m is composed of
2m tangle-free paths.
Lemma 16. Let Wℓ,m(s, a) be the subset of canonical paths with |Vγ | = s and |Eγ | = a. Let
g = a− s+ 1. If g < 0, Wℓ,m(s, a) is empty. If g ≥ 0, we have
|Wℓ,m(s, a)| ≤ (4ℓm)6mg+6m.
Proof. For any γ ∈Wℓ,m, due to the boundary conditions (37), the graph Gγ is connected. Hence
|Vγ | − 1 ≤ |Eγ |. It implies the first claim of the lemma. In order to upper bound |Wℓ,m(s, a)|, we
find an efficient way to encode the canonical paths γ ∈ Wℓ,m(s, a) (that is, find an injective map
from Wℓ,m(s, a) to a larger set whose cardinality is easily upper bounded).
For (i, t) ∈ [2m]×[ℓ], let xi,t = (γi,2t−1, γi,2t) and yi,t = {γi,2t−1, γi,2t} ∈ Eγ be the corresponding
visited edge. We explore the sequence (xi,t) in lexicographic order denoted by  (that is (i, t)  (i+
1, t′) and (i, t)  (i, t+1)). By convention, we set (i, ℓ+1) = (i+1, 1) (if i = 2m, (2m, ℓ+1) = (1, 1)).
We think of the index (i, t) as a time. We say that (i, t) is a first time, if vi,2t has not been seen
before (that is vi,2t 6= vi′,t′ for all (i′, t′)  (i, 2t)). The edge yi,t will then be called a tree edge.
As its name suggests, the graph, spanned by the edges {{vi,2t−1, vi,2t} : (i, t) first time} is a tree,
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it is a spanning tree of Gγ . An edge yi,t which is not a tree edge, is called an excess edge, and we
say that (i, t) is an important time (see Figure 4). Since every vertex in Vγ different from 1 has its
associated tree edge,
|{y ∈ Eγ : y is an excess edge}| = a− s+ 1 = g. (39)
Since γi is non-backtracking in the sense of Definition 4, the path γi can be decomposed by the
successive repetition of (i) a sequence of first times (possibly empty), (ii) an important time and
(iii) a path on the tree defined so far (possibly empty). Note also that, if (i, t) is a first time then
γi,2t = (m+ 1, 1) and γi,2t+1 = (m+ 1, 2) where m is the number of previous first times (including
(i, t)). Indeed, since γ is canonical, γ1,1 = (1, 1) and every time that a new vertex, say v, is visited,
the half-edge (v, 1) will be seen first.
1 2 3
4
51 2,5,8,11 12
3,6,94,7,10
1 2 3
4
5
γ1 = (1, 1)(2, 1)(2, 2)(3, 1)(3, 2)(4, 1)(4, 2)(2, 3)(2, 2)(3, 1)(3, 2)(4, 1)(4, 2)(2, 3)(2, 2)(3, 1)(3, 2)(4, 1)(4, 2)(2, 3)(2, 2)(3, 1)(3, 2)(5, 1)
Figure 4: A canonical path γ1 (non-backtracking and tangle-free) and its associated spanning tree.
The times (1, t) with t ∈ {1, 2, 3, 12} are first times and t = {4, 7, 10} are important times, (1, 4)
is the short cycling time, (1, 7), (1, 10) are superfluous. With the notation below, t1 = 4, σ = 2,
tˆ = 12, τˆ = 13.
We can thus build a first encoding of Wℓ,m(s, a) as follows. If (i, t) is an important time, we
mark the time (i, t) by the vector (γi,2t, γi,2τ−1), where (i, τ) is the next time that yi,τ will not
be a tree edge of the tree constructed so far (by convention, if the path γi remains on the tree,
we set τ = ℓ + 1). From (37), for t = 1, we also add the starting mark γi,2τ−1 where (i, τ) is as
above the next time that yi,τ will not be a tree edge of the tree constructed so far. Since there is
a unique non-backtracking path between two vertices of a tree, we can reconstruct γ ∈ Wℓ,m from
the starting marks and the position of the important times and their marks. This defines our first
encoding.
The main issue with this encoding is that the number of important times could be large (see
Figure 4). This is where the hypothesis that each path γi is tangle-free comes into play. We
partition important times into three categories, short cycling, long cycling and superfluous times.
For each i, we consider the smallest time (i, t1) such that vi,2t1 ∈ {vi,1, . . . , vi,2t1−1}. If such time t1
exists, the last important time (i, t)  (i, t1) will be called the short cycling time. Let 1 ≤ σ ≤ t1
be such that vi,2t1 = vi,2σ−1. By the tangle-free assumption, Ci = (γi,2σ−1, · · · , γi,2t1) will be the
unique cycle visited by γi. We denote by (i, tˆ), tˆ ≥ t1, the smallest time that γi,2tˆ−1 in not in Ci
(by convention tˆ = ℓ + 1 if γi remains in Ci). We modify the mark of the short cycling time as
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(γi,2t, vi,2t1 , tˆ, γi,2τˆ−1), where (i, τˆ ), τˆ ≥ tˆ, is the next time that yi,τˆ will not be a tree edge of the
tree constructed so far. Important times (i, t′) with 1 ≤ t′ < t or τ ≤ t′ ≤ k are called long cycling
times. The other important times are called superfluous. The key observation is that for each
i ∈ [2m], the number of long cycling times on γi is bounded by g − 1 (since there is at most one
cycle, no edge of Eγ can be seen twice outside those of Ci, the −1 coming from the fact the short
cycling time is an excess edge).
We now have our second encoding. We can reconstruct γ from the starting marks, the positions
of the long cycling and the short cycling times and their marks. For each i, there are at most 1
short cycling time and g − 1 long cycling times. There are at most ℓ2mg ways to position them.
The number of distinct half-edges γi,t in γ is at most h = 4ℓm. There are at most h
2 different
possible marks for a long cycling time and sh2ℓ marks for a short cycling time. Finally, there are
h possibilities for a starting mark. We deduce that
|Wℓ,m(s, a)| ≤ ℓ2mg(h2)2m(g−1)(sh2ℓ)2m(h)2m.
Using s ≤ 2ℓm, the last expression is generously bounded by the statement of the lemma.
For γ ∈Wℓ,m, the average contribution of γ in (36) is
µ(γ) = E
2m∏
i=1
ℓ∏
t=1
Mγi,2t−1γi,2t . (40)
Observe that if γ ∼ γ′ then µ(γ) = µ(γ′). Our final lemma uses Proposition 11 to estimate this
average contribution.
Lemma 17. There is a constant c > 0 such that, if 2ℓm ≤ √dn and γ ∈ Wℓ,m with |Vγ | = s,
|Eγ | = a and g = a− s+ 1, we have
|µ(γ)| ≤ cg+m
(
1
dn
)a((6ℓm)2
dn
)(a−2g−(ℓ+2)m)+
.
Proof. Let E′1 be the set of y ∈ Eγ which are visited exactly once in γ, that is which are of
multiplicity one in the sense of Definition 10. We set a′1 = |E′1|. Similarly, let a2 the number of
y ∈ Eγ are visited at least twice. We have
a′1 + a2 = a and a
′
1 + 2a2 ≤ 2ℓm.
Therefore, a′1 ≥ 2(a− ℓm). Let E1 be the subset of y ∈ E′1 which are consistent and let Ei the set
of inconsistent edges (in the sense of Definition 10). Using the terminology of the proof of Lemma
16, a new inconsistent edge can appear at the the start of a non-empty sequence of first times or
at a first visit of an excess edge. Every such step can create at most 2 new inconsistent edges.
From (39), there are g excess edges. Moreover, every non-empty sequence of first times started in
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γi, i ∈ [2m], either is followed by a first visit of an excess edge or ends γi. Hence, if a1 = |E1| and
b = |Ei|, we have b ≤ 4g + 4m and a1 ≥ a′1 − 4g − 4m. So finally, a1 ≥ 2(a − 2g − (ℓ + 2)m). It
remains to apply Proposition 11.
Proof of Proposition 14. For n ≥ 3, we define
m =
⌊
log n
13 log(log n)
⌋
. (41)
The integer m is positive for all n large enough. We claim that it is sufficient to prove that
S =
∑
γ∈Wk,m
|µ(γ)| ≤ n(cℓm)6m(d− 1)ℓ′m, (42)
where ℓ′ = ℓ + 2 and µ(γ) was defined in (40). Indeed, from (36), we get for some new constant
c > 0,
E‖B(ℓ)‖2m ≤ n(cℓm)6m(d− 1)ℓm.
Thus, from Markov inequality, for any x ≥ 1,
P
(
‖B(ℓ)‖ ≥ n1/(2m)(cℓm)3(d− 1)ℓ/2x
)
≤ x−2m. (43)
For our choice of m, n1/(2m) = o(log n)7 and ℓm = o(log n)2. Proposition 14 follows.
We now prove (42). Using Lemma 15, Lemma 16 and Lemma 17, we obtain,
S ≤
∞∑
s=1
∞∑
a=s−1
max
γ∈Wℓ,m(s,a)
|{γ′ ∈Wℓ,m : γ′ ∼ γ}| × |Wℓ,m(s, a)| × max
γ∈Wℓ,m(s,a)
µ(γ)
≤
∞∑
s=1
∞∑
a=s−1
ns(d(d− 1))s(d− 1)2g−1(4ℓm)6mg+6mcg+m
(
1
dn
)a((6ℓm)2
dn
)(a−2g−ℓ′m)+
where g = g(s, a) = a − s + 1. We perform the change of variable a = s + g − 1, we get for some
constant c′ > 0 and all n large enough,
S ≤
∞∑
s=1
∞∑
g=0
(
dn
d− 1
)(
c(4ℓm)6
)m
(d− 1)s
(
c(d− 1)2(4ℓm)6m
dn
)g(
(6ℓm)2
dn
)(s−g−1−ℓ′m)+
≤
∞∑
s=1
∞∑
g=0
n(c′ℓm)6m(d− 1)s
(
(c′ℓm)6m
n
)g(
(6ℓm)2
dn
)(s−g−1−ℓ′m)+
,
= S1 + S2 + S3,
where S1 is the sum over {1 ≤ s ≤ ℓ′m, g ≥ 0}, S2 over {ℓ′m+ 1 ≤ s, 0 ≤ g ≤ s− 1− ℓ′m}, and S3
over {ℓ′m+ 1 ≤ s, g ≥ s− ℓ′m}. We have
S1 = n(c
′ℓm)6m
ℓ′m∑
s=1
(d− 1)s
∞∑
g=0
(
(c′ℓm)6m
n
)g
≤ 2n(c′ℓm)6m(d− 1)ℓ′m
∞∑
g=0
(
(c′ℓm)6m
n
)g
.
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For our choice of m in (41), for n large enough,
(c′ℓm)6m
n
≤ (log n)
12m
n
≤ n−1/13.
In particular, the above geometric series converges . Hence, adjusting the value of c, the right-hand
side of (42) is an upper bound for S1. Similarly, with ε = (6ℓm)
2/dn = o(1), for some constant
c′ > 0, for n large enough,
S2 = n(c
′ℓm)6m
∞∑
s=ℓ′m+1
(d− 1)sεs−1−ℓ′m
s−1−ℓ′m∑
g=0
(
(c′ℓm)6m
εn
)g
≤ 2n(c′ℓ′m)6m
∞∑
s=ℓ′m+1
(d− 1)s
(
(c′ℓm)6m
n
)s−1−ℓ′m
= 2n(c′ℓ′m)6m(d− 1)ℓ′m+1
∞∑
p=0
(d− 1)p
(
(c′ℓm)6m
n
)p
.
Again, the geometric series are convergent and the right-hand side of (42) is an upper bound for
S2. Finally,
S3 = n(c
′ℓm)6m
∞∑
s=ℓ′m+1
(d− 1)s
∞∑
g=s−ℓ′m
(
(c′ℓm)6m
n
)g
≤ 2n(c′ℓm)6m
∞∑
s=ℓ′m+1
(d− 1)s
(
(c′ℓm)6m
n
)s−ℓ′m
= 2n(c′ℓm)6m(d− 1)ℓ′m
∞∑
p=1
(d− 1)p
(
(c′ℓm)6m
n
)p
.
The right-hand side of (42) is an upper bound for S3. This concludes the proof.
Remark 1. Markov inequality (43) applied to x = (log n)b actually implies that for any a > 0,
there exists c > 0 such that the event ‖B(ℓ)‖ ≤ (log n)c(d− 1)ℓ/2 has probability at least 1−n−a for
all n large enough.
2.5.2 Operator norm of R
(ℓ)
k
We now adapt the above subsection to the matrices R
(ℓ)
k .
Proposition 18. Let d ≥ 3, and 1 ≤ ℓ ≤ log n be integers. Let σ be uniformly distributed on M( ~E)
and for k ∈ [ℓ], let R(ℓ)k = R(ℓ)k (σ) be defined as in (22). Then, w.h.p.
ℓ∑
k=1
‖R(ℓ)k ‖ ≤ (log n)30(d− 1)ℓ.
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Let m be a positive integer and k ∈ [ℓ]. Arguing as in (35), we find
‖R(ℓ)k ‖2m ≤
∑
γ
2m∏
i=1
k−1∏
t=1
Mγi,2t−1γi,2t
ℓ∏
t=k+1
Mγi,2t−1γi,2t , (44)
where the sum is over all γ = (γ1, . . . , γ2m) such that γi = (γi,1, . . . , γi,2ℓ+1) ∈ F ℓk\F ℓ, and for all
i ∈ [m],
γ2i,1 = γ2i+1,1 and γ2i−1,2ℓ+1 = γ2i,2ℓ+1,
with the convention that γ2m+1 = γ1. The product (44) does not depend on the value of γ2i−1,2ℓ+1 =
γ2i,2ℓ+1 for all i ∈ [m]. Moreover, given the values of γ2i−1,2ℓ, γ2i,2ℓ, the half-edge γ2i−1,2ℓ+1 =
γ2i−1,2ℓ+1 can take (d−1) or (d−2) possibles values. On the right-hand side of (44), for all i ∈ [m],
we sum over the values of γ2i−1,2ℓ+1 = γ2i−1,2ℓ+1, and we perform the change of variable for all
(i, t) ∈ [m]× [ℓ], γ′2i,t = γ2i,2ℓ+1−t, we find
‖R(ℓ)k ‖2m ≤
∑
γ∈W k
ℓ,m
q(γ)Pk(γ), (45)
where q(γ) was defined in (38) and W kℓ,m, Pk(γ) are defined as follows. We set for i ∈ [2m],
ki =
{
k if i odd
ℓ− k + 1 if i even (46)
The set W kℓ,m is the collection of γ = (γ1, . . . , γ2m) ∈ ~E2ℓ×2m such that for all i ∈ [2m], γi =
(γi,1, . . . , γi,2ℓ) is non-backtracking and tangled but
γ′i = (γi,1, . . . , γi,2ki−2) and γ
′′
i = (γi,2ki+1, . . . , γi,2ℓ)
are tangle-free. We also have the boundary condition (37) with γi,t = (vi,t, ji,t). Finally, in (45),
for γ ∈W kℓ,m, we have set
Pk(γ) =
2m∏
i=1
ki−1∏
t=1
M εiγi,2t−1γi,2t
ℓ∏
t=ki+1
M εiγi,2t−1 ,
where M εi =M if i is odd and M εi =M if i is odd.
As in the previous subsection, for each γ ∈ W kℓ,m ⊂ ~E2ℓ×2m, we associate the multigraph
Gγ introduced in Definition 4. We also partition W
k
ℓ,m into isomorphism classes exactly as in
the previous subsection. We define a canonical element in each isomorphic class thanks to the
lexicographic order.
We note however that for all γ ∈ W kℓ,m, the scalar Pk(γ) does not depend on the value of
(γi,2ki−1, γi,2ki). We thus need to introduce a new multigraph for elements inW
k
ℓ,m. This multigraph
is Gkγ = ∪i(Gγ′i ∪Gγ′′i ) where Gγ′i , Gγ′′i are as in Definition 4. More precisely, the vertex set Gkγ of
V kγ = ∪i(Vγ′i ∪ Vγ′′i ) = {vi,t : (i, t) ∈ [2m] × [2ℓ] : t /∈ {2ki − 1, 2ki})} and the set of visited pairs of
half-edges is Ekγ = ∪i(Eγ′i ∪ Eγ′′i ) = {{γi,2t−1, γi,2t} : (i, t) ∈ [2m]× [ℓ], t 6= ki}.
26
Lemma 19. Let γ ∈ W kℓ,m with |V kγ | = s and |Ekγ | = a. If g = a− s + 1, then γ is isomorphic to
at most ns(d− 1)4m(d(d− 1))s(d− 1)2g−1 paths in W kℓ,m.
Proof. The proof of lemma 15 implies that γ is isomorphic to at most ns
′
(d− 1)2m(d(d− 1))s(d−
1)2g
′−1 where s′ = |Vγ |, a′ = |Eγ | and g′ = a′ − s′ + 1. Since vi,2t+1 = vi,2t, we have Vγ = V kγ and
thus s′ = s. Also, a′ ≤ a+ 2m. Hence, g′ ≤ g + 2m. The claim follows.
We have the following upper bound on the number of isomorphism classes. This lemma is a
variant of [7, Lemma 18].
Lemma 20. Let Wkℓ,m(s, a) be the subset of canonical paths with |V kγ | = s, |Ekγ | = a. Let g =
a− s+ 1. If g ≤ 0, Wkℓ,m(s, a) is empty. If g ≥ 1, we have
|Wkℓ,m(s, a)| ≤ (4ℓm)12mg+16m.
Proof. Let γ ∈ W kℓ,m. By assumption, for each i ∈ [2m], γi is tangled and non-backtracking. It
follows that either Gγ′i ∪Gγ′′i is a connected graph with a cycle or both Gγ′i and Gγ′′i contain a cycle
(see Figure 2). Notably, any connected component of Gkγ has a cycle, it follows that |V kγ | ≤ |Ekγ |.
It gives the first claim.
For the second claim, we adapt the proof of Lemma 16 and use the same terminology. For
i ∈ [2m], we define for t ∈ [ℓ]\{ki}, xi,t = (γi,2t−1, γi,2t). We then explore the sequence (xi,t),
(i, t) ∈ T = {(i, t) ∈ [2m] × [ℓ] : t 6= ki} in lexicographic order. We denote by (i, t)− the preceding
element in T for the lexicographic order (with the convention (1, 1)− = (1, 0)). For (i, t) ∈ T , we
set yi,t = {γi,2t−1, γi,2t}. For each (i, t) ∈ T , we build a growing spanning forest Fi,t of the graph
visited so far as follows. The forest F1,0 has a single vertex γ1,1 = (1, 1). By induction, for (i, t) ∈ T ,
if the addition of yi,t to F(i,t)− creates a cycle, we set Fi,t = F(i,t)− , and we say that yi,t is an excess
edge. Otherwise, we say that (i, t) is a first time, that yi,t is a tree edge, and we define Fi,t as the
union of F(i,t)− and yi,t.
Let p the number of connected components of Gkγ . Since F2m,ℓ is a spanning forest of G
k
γ , there
are a− s+ p = g+ p− 1 excess edges. Let gi be the number of excess edges in the i-th component.
We have
∑
i gi = g+ p− 1. Besides, each connected component of Gγ has a cycle, and thus gi ≥ 1.
It follows that there are at most g excess edges in each connected component of Gγ .
We may now repeat the proof of Lemma 16. The only difference is that, for each i, we use that
γ′i and γ
′′
i are tangled free, it gives short cycling times and long cycling times for both γ
′
i and γ
′′
i .
We also need a starting mark for γ′′i equal to (γi,2ki−1, γi,2ki , γi,2τ−1) where (i, τ) is the next time
that yi,τ will not be a tree edge of the forest F(i,ki+1)− constructed so far. Then, for each i, there
are at most 2 short cycling times and 2(g− 1) long cycling times (since each connected component
has most g excess edges). There are at most ℓ4mg ways to position these times. The number of
distinct half-edges γi,t in γ is at most h = 4ℓm. Arguing as in the proof of Lemma 16, we get that
|Wkℓ,m(s, a)| ≤ ℓ4mg(sh2ℓ)4m(h2)4m(g−1)(2a)2m(h3)2m,
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where the factor (h3)2m accounts for the extra starting marks of γ′′i . Using s ≤ 2ℓm, we obtain the
claimed statement.
For γ ∈W kℓ,m, the average contribution of γ in (36) is
µk(γ) = EPk(γ) = E
2m∏
i=1
ki−1∏
t=1
M εiγi,2t−1γi,2t
ℓ∏
t=ki+1
M εiγi,2t−1 .
Note that if γ ∼ γ′ then µk(γ) = µk(γ′).
Lemma 21. There is a universal constant c > 0 such that, if 6ℓm ≤ √dn and γ ∈ W kℓ,m with
|V kγ | = s, |Ekγ | = a and g = a− s+ 1, we have
|µk(γ)| ≤ cg+m
(
1
dn
)a
.
Proof. We adapt the proof of Lemma 17. Let Ei be the set of inconsistent edges of ∪i(γ′i, γ′′i ). Using
the terminology of Lemma 20, a new inconsistent edge can appear at the the start of a non-empty
sequence of first times or at a first visit of an excess edge. Every such step can create at most 2 new
inconsistent edges. Moreover, every non-empty sequence of first times started in γ′i or γ
′′
i , i ∈ [2m],
either is followed by a first visit of an excess edge or ends γ′i or γ
′′
i . There are at g + p − 1 excess
edges where p is number of connected components of Gkγ . By construction p ≤ 2m. Hence, we find
|Ei| ≤ 8(g + p− 1) + 8m ≤ 4g + 24m. It remains to apply Proposition 11.
Proof of Proposition 18. We repeat the proof of Proposition 14. For n ≥ 3, we define
m =
⌊
log n
25 log(log n)
⌋
. (47)
Since ℓ ≤ log n, for this choice of m, ℓm = o(log n)2. We will prove that for some constant c > 0,
for all k ∈ [ℓ],
Sk =
∑
γ∈W k
ℓ,m
|µk(γ)| ≤ (cℓm)28m(d− 1)2ℓm, (48)
Then, from (45), it implies
E
ℓ∑
k=1
‖R(ℓ)k ‖2m ≤ ℓ(d− 1)m(cℓm)28m(d− 1)2ℓm.
It remains to use Markov inequality to conclude.
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We now check that (48) holds. Using Lemma 19, Lemma 20 and Lemma 21, we obtain, with
g = g(a, s) = a− s+ 1,
Sk ≤
2ℓm∑
s=1
∞∑
a=s
max
γ∈Wk
ℓ,m
(s,a)
|{γ′ ∈W kℓ,m : γ′ ∼ γ}| × |Wkℓ,m(s, a)| × max
γ∈Wk
ℓ,m
(s,a)
µk(γ)
≤
2ℓm∑
s=1
∞∑
a=s
ns(d(d − 1))s(d− 1)4m(d− 1)2g−1(4ℓm)12mg+16mcg+m
(
1
dn
)a
=
2ℓm∑
s=1
∞∑
h=0
(d− 1)s(d− 1)4m(d− 1)2h+1(4ℓm)12mh+28mch+1+m
(
1
dn
)h
,
where at the last tine, we have performed the change of variable h = a− s = g − 1. We find that
for some new constant c′ > 0, for all n large enough,
Sk ≤ (c′ℓm)28m
2ℓm∑
s=1
(d− 1)s
∞∑
h=0
(
c(d− 1)2(4ℓm)12m
dn
)h
For our choice of m in (47), we have, for n large enough, (4ℓm)12m/n ≤ n−1/25. Hence, the above
geometric series converges and the right-hand side of (48) is an upper bound for Sk.
Remark 2. Markov inequality and (48) imply that for any a > 0, there exists c > 0 such that the
event
∑
k ‖R(ℓ)k ‖ ≤ (log n)c(d− 1)ℓ has probability at least 1− n−a for all n large enough.
Remark 3. A careful treatment in Lemma 21 of edges visited once allows to prove that w.h.p. ‖R(ℓ)k ‖ ≤
(log n)c(d− 1)ℓ−k/2. This refinement seems useless.
2.6 Proof of Theorem 2
All ingredients are finally gathered. We fix some 0 < κ < 1/4 and consider an integer sequence
ℓ = ℓ(n) such that ℓ ∼ κ logd−1 n. By Lemma 9 and Proposition 8, if Ω is the event that G(σ) is
ℓ-tangle free,
P
(
|λ2| ≥
√
d− 1 + ε
)
= P
(
|λ2| ≥
√
d− 1 + ε ; Ω
)
+ o(1)
≤ P
(
J1/ℓ ≥ √d− 1 + ε
)
+ o(1),
where J = ‖B(ℓ)‖+ 1dn
∑ℓ
k=1 ‖R(ℓ)k ‖. On the other end, by Propositions 14-18, w.h.p.
J ≤ (log n)15(d− 1)ℓ/2 + (log n)
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dn
(d− 1)ℓ
≤ (log n)15(d− 1)ℓ/2 + o(1),
since (d−1)ℓ = nκ+o(1). Finally, since ℓ ≤ log n, (log n)15/ℓ = 1+O(log log n/ log n). This concludes
the proof.
Remark 4. For the proof of (13), we take 0 < κ < a/4, and use Remarks 1-2. We then choose
ε = c log n/(log log n) with c large enough in the above argument.
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3 New eigenvalues of random lifts
We now introduce the model of random lifts and present an analog of Theorem 1 in this new
context. Notation is independent of the previous section, but they are kept similar to help the
reader.
Let us first introduce an abstract terminology for graphs. Let V and ~E be countable sets.
Elements of V are called vertices and elements of ~E are half-edges or directed edges. We assume
that ~E is a set of even cardinality and that ~E comes with a matching ι : ~E → ~E (ι2(e) = e and
ι(e) 6= e for all e ∈ ~E). This defines an equivalence classes on ~E, e ∼ f iif e = ι(f) with two
elements in each equivalence class. An equivalence class is called an edge, the edge set is denoted
by E. Finally, there is map o : ~E → V . We interpret o(e) as the origin vertex of the directed edge
e and t(e) = o(ι(e)) as the end vertex of e. The quadruple G = (V, ~E, ι, o) will be called a graph.
In words, G is the multigraph with vertex set V and edge set E, where an edge connects the origin
vertices o(e) with e one of the two directed edges in the equivalence class of the edge, see Figure 5.
This definition allows loops, which would correspond to directed edges e ∈ ~E such that o(e) = t(e),
and multiple edges, corresponding to e 6= f ∈ ~E such that (o(e), t(e)) = (o(f), t(f)).
1
2
a
b
dc
11
21
12
22
13
23
Figure 5: Left: the graph G = (V,E, ι, o) with V = [2], ~E = {a, b, c, d}, ι(a) = b, ι(c) = d, o(a) = 1,
o(b) = o(c) = o(d) = 2. Right: a 3-lift of G with σa = (1 2 3), σc = (1)(2 3) (permutations written
in cycle decomposition).
The adjacency matrix A of G is the symmetric matrix indexed on V defined for all u, v ∈ V by
Auv =
∑
e∈ ~E
1I((o(e), t(e)) = (u, v)).
The non-backtracking matrix B of G is the matrix indexed on ~E defined for all e, f ∈ ~E by
Bef = 1I(t(e) = o(f))1I(f 6= ι(e)).
We have the matrix identity
B = SN, (49)
where Sef = 1If=ι(e) and Nef = 1Io(e)=o(f),e 6=f .
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We set r = | ~E| and let
ρ1 ≥ · · · ≥ |ρr|
be the eigenvalues of B with multiplicities. We shall assume that G is connected and | ~E|/2 = |E| >
|V |. Then, the matrix B is irreducible and its Perron eigenvalue ρ1 is larger than 1, see [14].
We now define n-lifts and random n-lifts of a base graph G (also known as n-coverings), for an
example, see Figure 5.
Definition 22. Let G = (V, ~E, ι, o) be a graph. For integer n ≥ 1, let SGn be the family of
permutations σ = (σe)e∈ ~E such that σι(e) = σ
−1
e for all e ∈ ~E. A n-lift of G is a graph Gn =
(Vn, ~En, ιn, on) such that
Vn = V × [n] and ~En = ~E × [n],
and, for some σ ∈ SGn , for all (e, i) ∈ ~En
ιn(e, i) = (ι(e), σe(i)) and on(e, i) = (o(e), i).
We write Gn = Gn(σ) for the n-lift associated to σ ∈ SGn . We say that Gn is a random n-lift if
σ = (σe)e∈ ~E is uniformly distributed on S
G
n (that is, the permutations σe, e ∈ ~E, are uniform on
Sn and independent for all e 6= ι(e)).
For some positive integer n, let σ ∈ SGn and Gn = Gn(σ) be the n-lift as above. Let Bn = Bn(σ)
be the non-backtracking matrix of Gn. From (49), we have
Bn = SnNn, (50)
where for all e = (e, i),f = (f, j) ∈ ~En,
(Sn)ef = 1Ie=ι(f)1Iσe(i)=j and (Nn)ef = 1Io(e)=o(f),e 6=f1Ii=j = (N ⊗ In)ef ,
with ⊗ being the usual tensor product, N as in (49) and In being the identity matrix.
We consider the vector subspace H of R
~En ,
H = span(χe : e ∈ ~E), (51)
where for e ∈ ~E, χe ∈ R ~En is given by χe(f, i) = 1Ie=f . In words, H is the vector space of vectors
x ∈ R ~En which are constant on each edge of G: x(e, i) = x(e, j) for all i, j ∈ [n] and e ∈ ~E. The
dimension of H is r = | ~E|.
From (50), it is straightforward to check that BnH ⊂ H, B∗nH ⊂ H and the restriction of Bn
to H is B. It follows that the spectrum of Bn contains the spectrum of B (with multiplicities). We
will denote the nr − r new eigenvalues of Bn by λi with
|λ1| ≥ · · · ≥ |λnr−r|. (52)
They are the eigenvalues of the restriction of Bn to H
⊥ (they depend implicitly on σ ∈ σGn ). The
main result of this section is the following.
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Theorem 23. Let G = (V, ~E, ι, o) be a finite connected graph with | ~E|/2 = |E| > |V |. Let n be a
positive integer and Gn a random n-lift of G. Let B and Bn be the non-backtracking matrices of G
and Gn. If the new eigenvalues of Bn are denoted as in (52) and ρ1 is the Perron eigenvalue of B,
then, for any ε > 0,
lim
n→∞
P(|λ1| ≥ √ρ1 + ε) = 0.
Under an extra assumption on the graph G, Theorem 23 is contained in [14, Theorem 0.2.6].
Arguing as above, if An is the adjacency matrix of Gn, then the spectrum of An contains the
spectrum of A. We may similarly define the new eigenvalues of An as the remaining eigenvalues.
If G is a d-regular multigraph, then the Ihara-Bass formula (12) remains valid. As a by-product of
Theorem 23, we deduce the following corollary,
Corollary 24 (Friedman and Kohler [14]). Let G = (V, ~E, ι, o) be a finite d-regular graph with
d ≥ 3. Let An be the adjacency matrix of Gn, a random n-lift of G. If µ1 is the largest new
eigenvalues of An in absolute value, then, for any ε > 0,
lim
n→∞
P
(
|µ1| ≥ 2
√
d− 1 + ε
)
= 0.
If d is even and G is a bouquet of d/2-loops then by standard contiguity results, Corollary 24
implies Friedman’s Theorem 1. Also, coming back to Theorem 23, Angel, Friedman and Hoory [5]
proved that
√
ρ1 is the spectral radius of the non-backtracking operator of T , the universal covering
tree of G. In [12], Friedman conjectures similarly that, for a random n-lift, the new eigenvalues
of the adjacency matrix have absolute value bounded by ρ+ o(1) where ρ is the spectral radius of
the adjacency operator of T . In the case of d-regular multigraphs, T is an infinite d-regular tree
and ρ = 2
√
d− 1. It follows that Corollary 24 is consistent with the conjecture. For the general
case, the best known result is due to Puder [30] who proves the upper bound
√
3ρ + o(1) for the
new eigenvalues. For a large class of local operators, one may expect that the new eigenvalues of a
random n-lift will be bounded by ρ+o(1) where ρ is the spectral radius of this operator on T . This
phenomenon can be thought as the analog of the weak Ramanujan property for arbitrary graphs.
Theorem 23 proves this phenomenon for the specific case of the non-backtracking operator.
4 Proof of Theorem 23
Theorem 23 is proved exactly as Theorem 2. The main noticeable difference will appear in the path
counting argument. Notation are as close as possible to Section 2.
4.1 Path decomposition
In this subsection, we fix σ ∈ SGn and consider its associated n-lift, Gn = Gn(σ) = (Vn, ~En, ιn, on).
Let Bn be its non-backtracking matrix. From now on, elements in ~En will be called half-edges.
32
Let H be as in (51) and P be the orthogonal projection onto H. Since BnH ⊂ H and B∗nH ⊂ H,
we have the decomposition Bn = PBnP +(I −P )Bn(I −P ). Let ℓ be a positive integer. We apply
Lemma 3 to S = PBℓnP and R = B
ℓ
n − S = (I − P )Bℓn(I − P ). We find that for the largest new
eigenvalue of Bn,
|λ1|ℓ ≤ sup
x∈H⊥,‖x‖2=1
‖Bℓnx‖2. (53)
We now adapt Definitions 4-5 to our new setting.
Definition 25. For a positive integer k, let γ = (γ1, . . . , γk) with γt = (et, it) ∈ ~En.
- The set of visited vertices, edges and pairs of half-edges are denoted by Vγ = {on(γt) : t ∈ [k]}
and Eγ = {{γ2t−1, γ2t} : 1 ≤ t ≤ k/2}. The multigraph associated to γ is Gγ, its vertex set is Vγ
and to each element {e,f} ∈ Eγ , we associate an edge in Gγ between on(e) and on(f) (this can
be formalized in the abstract graph terminology).
- If for all t ≥ 1, e2t = ι(e2t−1), on(γ2t+1) = on(γ2t) and γ2t+1 6= γ2t, the sequence γ will be called
a non-backtracking path (that is, Se2te2t−1 = (Nn)γ2tγ2t+1 = 1 with S,Nn as in (49)-(50)). If
k = 2ℓ + 1, the set of non-backtracking paths of length ℓ is Γℓ. If e,f ∈ ~En, we denote by Γℓef
paths in Γℓ such that γ1 = e, γk = f . The sets F
ℓ and F ℓef will denote the subsets of tangle-free
paths in Γℓ and Γℓef (see Definition 5).
Importantly, the definitions of non-backtracking path and tangled paths do not depend on
σ ∈ SGn . Note also, in Definition 25, that if γ ∈ Γℓ, then (e1, . . . , e2ℓ+1) ∈ ~E2ℓ+1 is a proper
non-backtracking path on the graph G:
ℓ∏
t=1
Se2t−1e2tNe2te2t+1 = 1.
where S,N are defined in (49).
For e ∈ ~E, let Me be the permutation matrix associated to σe, defined for all i, j ∈ [n], by
(Me)ij = 1I(σe(i) = j). (54)
Since σι(e) = σ
−1
e , we have Mι(e) =M
∗
e =M
−1
e . If e = (e, i), f = (ι(e), j), we also set
Mef =Mfe = (Me)ij .
Let ℓ be a positive integer. From (50), for all positive integers ℓ and e,f ∈ ~En,
(Bℓn)ef =
∑
γ∈Γℓ
ef
ℓ∏
s=1
Mγ2s−1γ2s ,
Moreover, if Gn is ℓ-tangle-free, we have
Bℓn = B
(ℓ)
n , (55)
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where we have set for e,f ∈ ~En,
(B(ℓ)n )ef =
∑
γ∈F ℓ
ef
ℓ∏
s=1
Mγ2s−1γ2s .
Let χ ∈ Rn be the vector with all coordinates equal to 1 and χ∗ its conjugate transpose of χ.
We introduce for e ∈ ~E, e = (e, i), f = (ι(e), j) in ~En,
M e =Me −
χχ∗
n
and Mef =Mfe = (M e)ij ,
(M e is the orthogonal projection of Me onto χ
⊥). We define the matrix on R
~En , defined for all
e,f ∈ ~En by
(B(ℓ)n )ef =
∑
γ∈F ℓ
ef
ℓ∏
s=1
Mγ2s−1γ2s . (56)
We use the same telescopic sum decomposition than in (21), we find
(B(ℓ)n )ef = (B
(ℓ)
n )ef +
1
n
∑
γ∈F ℓ
ef
pk(γ), (57)
where, for all γ ∈ F ℓ,
pk(γ) =
ℓ∑
k=1
k−1∏
s=1
Mγ2s−1γ2s
ℓ∏
k+1
Mγ2s−1γ2s
We rewrite (57) as a sum of matrix products of B
(k)
n and B
(k)
n up to some remainder terms.
Fix k ∈ [ℓ], we decompose a path γ = (γ1, . . . , γ2ℓ+1) ∈ Γℓ as a path γ′ = (γ1, . . . , γ2k−1) ∈ Γk−1, a
path γ′′ = (γ2k−1, γ2k, γ2k+1) ∈ Γ1 and a path γ′′′ = (γ2k+1, . . . , γ2ℓ+1) ∈ Γℓ−k. For each k ∈ [ℓ], we
denote by F ℓk the set of γ ∈ Γℓ such that, with γ′, γ′′, γ′′′ as above, γ′ ∈ F k−1, γ′′ ∈ F 1 = Γ1 and
γ′′′ ∈ F k−ℓ. For e,f ∈ ~En, we set F ℓk,ef ∩ Γℓef . We have the inclusion F ℓ ⊂ F ℓk . We define
(R
(ℓ)
k )ef =
∑
γ∈F ℓ
k,ef
\F ℓ
ef
pk(γ). (58)
For e,f ∈ ~En, with e = (e, i), f = (f, j), we observe that the cardinality of Γ1ef = F 1ef is
Bef = (B ⊗ χχ∗)ef . The rule of matrix multiplication gives∑
γ∈F ℓ
k,ef
pk(γ) = (B
(k−1)
n (B ⊗ χχ∗)B(ℓ−k)n )ef .
From (57), we find that
B(ℓ)n = B
(ℓ)
n +
1
n
ℓ∑
k=1
B(k−1)n (B ⊗ χχ∗)B(ℓ−k)n −
1
n
ℓ∑
k=1
R
(ℓ)
k .
34
Observe that if x ∈ H⊥,
(B ⊗ χχ∗)x = 0 and BnH⊥ ⊂ H⊥.
Hence, if Gn is ℓ-tangle free and x ∈ H⊥, then, from (55), we find
B(ℓ)n x = B
(ℓ)
n x−
1
n
ℓ∑
k=1
R
(ℓ)
k x.
Putting this last inequality in (53), we arrive at the following statement.
Proposition 26. Let ℓ ≥ 1 be an integer and σ ∈ SGn be such that Gn = Gn(σ) is ℓ-tangle free.
Then, if λ1 is the largest new eigenvalue of Bn = Bn(σ), we have
|λ1| ≤
(
‖B(ℓ)n ‖+
1
n
ℓ∑
k=1
‖R(ℓ)k ‖
)1/ℓ
.
4.2 Computation on random lifts
In the remainder of this section, Gn = Gn(σ) where σ is uniform on S
G
n . Our first lemma checks
that w.h.p. Gn is ℓ-tangle free if ℓ is not too large. The maximal degree in the base graph G is
defined as
d = max
v∈V
∣∣∣{e ∈ ~E : o(e) = v}∣∣∣. (59)
Lemma 27. Assume that d ≥ 3. Let n and ℓ be positive integers. Let σ be uniformly distributed
on SGn . Then Gn = Gn(σ) is ℓ-tangle free with probability 1−O((d− 1)4ℓ/n).
Proof. For v = (v, i) ∈ Vn, we set ~En(v) = {e ∈ ~En : on(e) = v} = {(e, i) : o(e) = v}. Note that
| ~En(v)| ≤ d. The proof is a simple adaptation of Lemma 9. We fix v ∈ Vn, and we explore its
neighborhood sequentially. We start with D0 = ~En(v). At stage t ≥ 0, if Dt is not empty, take an
element et+1 = (et+1, it+1) in Dt with on(et+1) at minimal graph distance from v (we break ties
with lexicographic order). We set ft+1 = ιn(et+1) = (ι(et+1), σet+1(it+1)) . If ft+1 ∈ Dt, we set
Dt+1 = Dt\{et+1,ft+1}, and, otherwise,
Dt+1 =
(
Dt ∪ ~En(on(ft+1))
)
\{et+1,ft+1}.
At stage τ ≤ nr, Dτ is empty, and we have explored the connected component of v. Before stage
T =
ℓ−1∑
s=1
d(d− 1)s−1 = O
(
(d− 1)ℓ
)
,
we have revealed the subgraph spanned by the vertices at distance at most ℓ from v. Also, if v has
two distinct cycles in its ℓ-neighborhood, then S(v) = Sτ∧T ≥ 2. where, for t ≥ 1,
St =
t∑
s=1
εs and εt = 1I(ft ∈ Dt−1).
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At stage t ≥ 0, for any e ∈ ~E, at most t values of σe have been discovered and |Dt| ≤ d+(d−1)(t−1).
Let Ft be the σ-algebra generated by (D0, · · · ,Dt) and PFt be its conditional probability dis-
tribution. Then, τ is a stopping time. Also, if t < τ ∧ T , let At = {(ι(et+1), i) ∈ Dt : i ∈ [n]} and
nt ≤ t be the number of s ≤ t such that fs or es is of the form (ι(et+1), i), i ∈ [n]. We find
PFt(εt+1 = 1) =
|At|
n− nt ≤ c
(
T
n
)
= q.
Hence, arguing as in Lemma 9, from the union bound,
P(G is ℓ-tangled) ≤
∑
v∈Vn
P(S(v) ≥ 2) ≤
∑
v∈Vn
q2T 2 = O
(
(d− 1)4ℓ
n
)
.
This concludes the proof of Lemma 27.
As in Definition 10, for γ = (γ1, · · · , γk) ∈ ~Ekn, with γt = (et, it), we say that an edge {e,f} ∈ Eγ
is consistent, if {t : e ∈ {γ2t−1, γ2t}} = {t : f ∈ {γ2t−1, γ2t}} = {t : {e,f} = {γ2t−1, γ2t}}. It is
inconsistent otherwise. The multiplicity of y = {e,f} ∈ Eγ is
∑
t 1I({γ2t−1, γ2t} = y). We have the
following analog of Proposition 11.
Proposition 28. Let n be a positive integer and let σ be uniformly distributed on SGn . Let 1 ≤
k0 ≤ k ≤
√
n be integers and γ ∈ ~E2kn such that for all t ∈ [k], e2t = ι(e2t−1), where γt = (et, it).
For some universal constant c > 0, we have,∣∣∣∣∣∣E
k0∏
t=1
Mγ2t−1γ2t
k∏
t=k0+1
Mγ2t−1γ2t
∣∣∣∣∣∣ ≤ c 2b
(
1
n
)a( 3k√
n
)a1
,
where a = |Eγ |, b is the number of t ∈ [k0] such that {γ2t−1, γ2t} is an inconsistent edge of
multiplicity 1 in Eγ, and a1 is the number of t ∈ [k0] such that {γ2t−1, γ2t} is a consistent edge of
multiplicity 1 in Eγ .
Setting m = dn in Proposition 11, the two propositions are similar. This is no surprise, the
set of matchings is a subset of the set of permutations. The two proofs are nearly identical . Note
however the slight difference between the definitions of consistency (for matchings, for an edge
{e, f} to be consistent there is the extra condition e 6= f).
Proof. Step 1: reduction to a single edge of the base graph. Let E be the set of edges of ~E (recall that
an edge is an equivalence class of two half-edges). For each edge e ∈ E, we choose a distinguished
half-edge. Let ~E+ be the set of distinguished half-edges. Then, since e2t = ι(e2t−1), up to reversing
γ2t−1 and γ2t, we may assume without loss of generality that for all t, e2t−1 ∈ ~E+. Since the random
permutations (σe)e∈ ~E+ are independent, we have
E
k0∏
t=1
Mγ2t−1γ2t
k∏
t=k0+1
Mγ2t−1γ2t =
∏
e∈ ~E+
E
∏
1≤t≤k0 : e2t−1=e
Mγ2t−1γ2t
∏
k0+1≤t≤k : e2t−1=e
Mγ2t−1γ2t
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It thus suffices to prove the statement for γ ∈ ~E2kn such that for all t ≥ 1, e2t−1 = e. We make this
assumption in the remainder of the proof.
Step 2: case of a single edge of the base graph. We may now repeat the proof of Proposition 28.
For ease of notation, we set γ2t−1 = (e, it), γ2t = (ι(e), jt), σ = σe, M = Me and M = M e. We
have Eγ = {y1, . . . , ya} with yt = {et,ft}, et = (e, it), ft = (ι(e), jt). We set
I = {it : t ∈ [a]} and J = {jt : t ∈ [a]},
and Ic = [n]\I, Jc = [n]\J . We have |I| ∨ |J | ≤ a. The multiplicity of yt is equal to pt + qt, where
pt is the multiplicity of yt in (γ1, . . . , γ2k0) and qt its multiplicity in (γ2k0+1, . . . , γ2k). We write
P =
k0∏
t=1
Mγ2t−1γ2t
k∏
t=k0+1
Mγ2t−1γ2t =
a∏
t=1
MptitjtM
qt
itjt
.
Let T be the set of yt = {et, ft} such that yt is consistent, pt = 1 and qt = 0. By assumption
|T | = a1. Note that for any t ∈ T , it 6= is and jt 6= js for all s 6= t. Let T ∗ ⊂ T be the random
subset of t ∈ T such that σ(it) ∈ Jc ∪ {jt} and σ−1(jt) ∈ Ic ∪ {it}. Similarly, let S ⊂ T be the
random subset of t ∈ T such that σ(it) = js or σ(is) = jt for some s ∈ T\{t}.
By construction, if t ∈ S,
MptitjtM
qt
itjt
=M itjt = −
1
n
.
We thus have
P = (−n)−|S|P ∗Q,
where
P ∗ =
∏
t∈T ∗
M itjt and Q =
∏
t/∈S∪T ∗
MptitjtM
qt
itjt
.
Let F be the σ-algebra generated by the variables T ∗ and σ(it), σ−1(jt), t /∈ T ∗. We denote
by EF its conditional expectation. By construction, the variables S, T
∗ and Q are F-measurable.
From Jensen’s inequality, we get
|E[P ]| =
∣∣∣E[(−n)−|S|QEF [P ∗]]∣∣∣ ≤ E[n−|S| |Q| |EF [P ∗]|]. (60)
We start by evaluating EF∗ [P
∗] in (60). If Nˆ is the number of t ∈ T ∗ such that σ(it) 6= jt, we
have
P ∗ =
(
1− 1
n
)|T ∗|−Nˆ(
− 1
n
)Nˆ
.
We now determine the law of Nˆ given F . Let nˆ = |Jc| −∑t/∈T ∗ 1Iσ(it)∈Jc be the cardinality of
elements in Jc whose pre-image has been revealed when the values of σ(it), σ
−1(jt), t /∈ T ∗ have been
revealed. By counting all possibilities for the values of σ(it), t ∈ T ∗, we find for all 0 ≤ x ≤ |T ∗|,
PF(Nˆ = x) =
(|T ∗|
x
)
(nˆ)x
Z
with Z =
|T ∗|∑
x=0
(|T ∗|
x
)
(nˆ)x,
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where we have used the Pochhamer symbol, (nˆ)x = nˆ(nˆ− 1) · · · (nˆ−x+1). First, since nˆ ≥ n− 2a
and a ≤ √n, we obtain from (27), for some c > 0,
Z ≥ c
|T ∗|∑
x=0
(|T ∗|
x
)
nx = c(1 + n)|T
∗| ≥ cn|T ∗|.
From what precedes, we get,
EF [P
∗] =
1
Z
|T ∗|∑
x=0
(|T ∗|
x
)
(n)x
(
1− 1
n
)|T ∗|−x(
− 1
n
)x
=
1
Z
|T ∗|∑
x=0
(|T ∗|
x
) x−1∏
y=0
(y − nˆ)
(
1− 1
n
)|T ∗|−x( 1
n
)x
=
1
Z
E
N−1∏
y=0
(y − nˆ),
where N has distribution Bin(|T ∗|, 1/n). By Lemma 12, applied to z = 1, k = |T ∗|, p = 1/n and
q = 1/nˆ, we deduce that, for some c > 0,
EF [P
∗] ≤ c
( ε
n
)|T ∗|
, (61)
with ε = 3a/
√
n (since 3|T ∗|√z/2 ≤ 3a).
We now evaluate |Q| in (28). Let Ft be the σ-algebra generated by σ(is), σ−1(js), s 6= t. For
any t ∈ [a],
PFt(Mitjt = 1) =
1I(Ωct)
nt
≤ 1
n∗
, (62)
where n∗ = n − a + 1, nt = n − |{σ(is) : s 6= t}| and Ωt ∈ Ft is the event that for some s 6= t,
σ(is) = jt or σ
−1(js) = it. We get, for p ≥ 2 and q ≥ 0,
EFt |MpitjtM
q
itjt
| ≤ EFt |M etft |2 ≤
(
1− 1
n
)2 1
n∗
+
1
n2
(
1− 1
n∗
)
≤ 1
n∗
. (63)
Similarly, if q ≥ 1,
EFt |MpitjtM
q
etft
| ≤ EFtMetft ≤
1
n∗
. (64)
We also have the weak bound,
EFt |M itjt | ≤
(
1− 1
n
)
1
n∗
+
1
n
(
1− 1
n∗
)
≤ 2
n∗
. (65)
Finally, observe that the variables S and T ∗ are Ft-measurable for any t. On the event t ∈
T\{S, T ∗}, we have Mitjt = 0. It follows that if t ∈ T\(S ∪ T ∗),
EFt |MptitjtM
qt
itjt
| = EFt |M itjt | =
1
n
≤ 1
n∗
. (66)
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We then estimate E
[|Q| ∣∣ (S, T ∗)] as follows. If yt is such that pt ≥ 2, we use (63), if qt ≥ 1,
we use (64). If yt is an inconsistent edge such that pt = 1 and qt = 0, we use (65). Finally, if
t ∈ T\(S ∪ T ∗), we use (66). From Lemma 13, we find that
E
[|Q| ∣∣ (S, T ∗)] = E
[ ∏
t/∈S∪T ∗
|MptitjtM
qt
itjt
| ∣∣ (S, T ∗)
]
≤ 2b
(
1
n∗
)a−|S|−|T ∗|
.
Putting this last bound together with (61), we deduce from (60) and (27) that for some c > 0,
|EP | ≤ c 2b E
(
1
m
)a−|T ∗|( ε
m
)|T ∗|
= c 2b
(
1
m
)a
εa1Eε−|T\T
∗|.
To conclude the proof, we prove that Eε−|T\T
∗| ≤ c for some constant c > 0. The event that
{|T\T ∗| ≥ x} is contained in the event that there are ⌈x/2⌉ ordered pairs (s, t), s 6= t, such that
σ(is) = jt. From the union bound, we get
P(|T\T ∗| ≥ x) ≤
(
a2
n∗
)⌈x/2⌉
.
Indeed, the factor (a2)⌈x/2⌉ accounts for the choices of pair (s, t). The factor (1/n∗)⌈x/2⌉ is an
upper bound on the probability that σ(is) = jt (from Lemma 13 and (62)). Since a ≤ k ≤
√
n and
⌈x/2⌉ ≤ x/2 + 1/2, we get from (27),
P(|T\T ∗| ≥ x) ≤ c
(
a√
n
)x
.
Recalling ε = 3a/
√
m, we find
Eε−|T\T
∗| ≤
∞∑
x=0
ε−xP(|T\T ∗| ≥ x) ≤ c
∞∑
x=0
(
1
3
)−x
=
3c
2
.
This concludes the proof of Proposition 28.
4.3 Path counting
In this subsection, we give upper bounds on the operator norms of B
(ℓ)
n and R
(ℓ)
k defined by (56)
and (58). As in Subsection 2.5, we use the high trace method.
4.3.1 Operator norm of B
(ℓ)
n
We denote by ‖ ·‖1 the ℓ1-norm in R ~E and, for e ∈ ~E, we define the unit vector δe(f) = 1Ie=f . From
Gelfand’s Formula,
lim
k→∞
‖Bkδe‖1/ℓ1 = lim
k→∞
‖(B∗)kδe‖1/ℓ1 = ρ1,
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where ρ1 > 1 is the Perron eigenvalue of B. In this paragraph, we consider a scalar ρ > ρ1. Then,
there exists a constant cρ ≥ 1 such that for all integers k ≥ 1 and all e ∈ ~E,
‖(B∗)kδe‖1 ≤ cρρk. (67)
We will prove the following proposition.
Proposition 29. Let ρ > ρ1 and 1 ≤ ℓ ≤ log n be an integer. Let σ be uniformly distributed on
SGn and let B
ℓ
n = B
ℓ
n(σ) be defined as in (56). Then, w.h.p.
‖B(ℓ)n ‖ ≤ (log n)20ρℓ/2.
To be precise, in Proposition 29, ℓ = ℓ(n) may depend on n but ρ is constant. Beware that what
is hidden behind w.h.p. depends on ρ and G. For the main part, we repeat the proof of Proposition
14. Let m be a positive integer. Arguing as in (35),
‖B(ℓ)n ‖2m ≤ tr
{(
B(ℓ)n B
(ℓ)
n
∗
)m}
=
∑
γ
2m∏
i=1
ℓ∏
t=1
Mγi,2t−1γi,2t , (68)
where the sum is over all γ = (γ1, . . . , γ2m) such that γi = (γi,1, . . . , γi,2ℓ+1) ∈ F ℓ (that is, non-
backtracking tangle-free path) and for all i ∈ [m],
γ2i,1 = γ2i+1,1 and γ2i−1,2ℓ+1 = γ2i,2ℓ+1,
with the convention that γ2m+1 = γ1. The product (68) does not depend on the value of γ2i−1,2ℓ+1 =
γ2i,2ℓ, i ∈ [m]. Moreover, if γ2i−1,2ℓ and γ2i,2ℓ are given and di,ℓ is the degree of on(γ2i−1,2ℓ) =
on(γ2i,2ℓ), then γ2i−1,2ℓ+1 = γ2i,2ℓ+1 can take (di,ℓ − 1 − 1Iγ2i−1,2ℓ 6=γ2i,2ℓ) possibles values. Hence, by
setting γ′2i,t = γ2i,2ℓ+1−t on the right-hand side of (68), we get
‖B(ℓ)n ‖2m ≤
∑
γ∈Wℓ,m
q(γ)
2m∏
i=1
ℓ∏
t=1
Mγi,2t−1γi,2t , (69)
where Wℓ,m is the set of γ = (γ1, . . . , γ2m) ∈ ~E2ℓ×2mn such that for all i ∈ [2m], γi = (γi,1, . . . , γi,2ℓ)
is non-backtracking and tangle-free, and for all i ∈ [m],
on(γ2i,1) = on(γ2i−1,2ℓ) and γ2i+1,1 = γ2i,2ℓ, (70)
with the convention that γ2m+1 = γ1. Finally,
q(γ) =
m∏
i=1
(di,ℓ − 1− 1Iγ2i−1,2ℓ 6=γ2i,2ℓ) ≤ (d− 1)m. (71)
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For γ ∈ ~E2ℓ×2mn , we define Vγ , Eγ , Gγ as in Definition 25. For γ, γ′ ∈ ~E2ℓ×2mn , we consider the
isomorphism class γ ∼ γ′, if there exists permutations (αv)v∈V ∈ SVn such that, with γi,t = (ei,t, ji,t),
γ′i,t = (e
′
i,t, j
′
i,t), for all (i, t) ∈ [2m] × [2ℓ], e′i,t = ei,t and j′i,t = αo(ei,t)(ji,t). We may define
a canonical element in each isomorphic class as follows. For v ∈ V , we define Vγ(v) = {ji,t :
o(ei,t) = v, (i, t) ∈ [2m] × [2ℓ]}. We say that a path γ ∈ ~E2ℓ×2mn is canonical if for all v ∈ V ,
Vγ(v) = {(v, 1), . . . , (v, |Vγ(v)|)} and the elements of Vγ(v) are visited in the lexicographic order.
Note that γ ∈Wℓ,m and γ′ ∼ γ implies that γ′ ∈Wℓ,m. The number of elements in each isomorphic
class is easily upper bounded.
Lemma 30. Let γ ∈ ~E2ℓ×2mn with |Vγ | = s. Then γ is isomorphic to at most ns elements in
~E2ℓ×2mn .
Proof. For v ∈ V , let sv = |Vγ(v)|. By construction,
∑
v sv = s and γ is isomorphic to
∏
v n!/(n−
sv)! ≤
∏
v n
sv = ns elements.
We now upper bound the number of isomorphic classes in Wℓ,m. The next lemma contains the
main noticeable difference with Subsection 2.5.
Lemma 31. Let Wℓ,m(s, a) be the subset of canonical paths in Wℓ,m with |Vγ | = s and |Eγ | = a.
Let g = a− s+1. If g < 0 then Wℓ,m(s, a) is empty. Otherwise, there exists a constant c depending
on ρ and G such that,
|Wℓ,m(s, a)| ≤ ρs(cℓm)8mg+10m.
Proof. Let γ ∈ Wℓ,m with |Vγ | = s, |Eγ | = a We set γi,t = (ei,t, ji,t) and vi,t = o(ei,t). From (70),
Gγ is connected and the first statement follows. For the bound on Wℓ,m(s, a), we start by recalling
some definitions used in the proof of Lemma 16. For (i, t) ∈ [2m] × [ℓ], let xi,t = (γi,2t−1, γi,2t)
and yi,t = {γi,2t−1, γi,2t} ∈ Eγ . We explore the sequence (xi,t) in lexicographic order denoted by
. We say that (i, t) is a first time, if vi,2t has not been seen before (that is vi,2t 6= vi′,t′ for all
(i′, t′)  (i, 2t)). The edge yi,t will then be called a tree edge. By construction, the graph with edge
set {{vi,2t−1, vi,2t} : (i, t) first time} is a tree. An edge yi,t which is not a tree edge, is called an
excess edge, and we then say that (i, t) is an important time. We denote the sequence of important
times by (i, tiq), with q ∈ [qi] and set ti0 = 0, tiqi+1 = ℓ + 1. We observe that between (i, tiq−1) and
(i, tiq), there is a t
i
q−1 < τ
i
q−1 ≤ tiq such that yi,t is a tree edge for all tiq−1 < t < τ iq−1 and then (i, t)
is a first time for all τ iq−1 ≤ t < tiq. We set siq−1 = tiq − τ iq−1. Since every vertex in Vγ different from
v1,1 has its associated tree edge,
|{y ∈ Eγ : y is an excess edge}| = a− s+ 1 = g,
and
2m∑
i=1
qi∑
q=0
siq = s− 1. (72)
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We mark the important times (i, tiq), q ∈ [qi] by the vector (γi,2tqi , γi,2τ iq−1, εi,q) where, by con-
vention, for q = qi, γi,2ℓ+1 = γi+1,1 and εi,q = (ei,2τ iq , . . . , ei,2tiq+1−1
) is the projection of the path
(γi,2τ iq , · · · , γi,2tiq+1−1) on G. Similarly, for q = 0, we add a starting mark (γi,2τ i0−1, εi,0) with
εi,0 = (ei,2τ i
0
, · · · , ei,2ti
1
−1). We observe two facts (i) there is a unique non-backtracking path
between two vertices of a tree, and (ii) if (i, t) is a first time then γi,2t = (ei,2t,m + 1) and
γi,2t+1 = (ei,2t+1,m+1), wherem is the number of first times (i
′, t′)  (i, t), such that vi′,2t′−1 = vi,2t
(since γ is canonical). It follows that we can reconstruct γ ∈ Wℓ,m(s, a) from the starting marks,
the position of the important times and their marks. It gives a first encoding.
This encoding may have large number of important times. To improve it, we partition important
times into three categories, short cycling, long cycling and superfluous times. For each i, consider
the first time (i, t1) such that vi,2t1 ∈ {vi,1, . . . , vi,2t1−1}. If such time exists, the short cycling time
(i, t) is the last important time (i, t)  (i, t1). We have t = tiq for some 1 ≤ q ≤ qi. Let 1 ≤ σ ≤ t1 be
such that vi,2t1 = vi,2σ−1. By assumption, Ci = (γi,2σ−1, · · · , γi,2t1) will be the unique cycle visited
by γi. We denote by (i, tˆ)  (i, t) the first time that γi,2tˆ−1 in not in Ci (by convention tˆ = ℓ+ 1 if
γi remains on Ci). We modify the mark of the short cycling time (i, t) = (i, t
i
q) and redefine it as
(γi,2tqi , γi,2t1 , tˆ, γi,2tˆ−1, γi,2τˆ iq−1, εˆi,q), where (i, τˆ
i
q), τˆ
i
q ≥ tˆ, is the first time that yi,τˆ iq is not on the tree
constructed so far and εˆi,q = (ei,2τˆ iq , · · · , ei,2tiq+1−1). We also redefine s
i
q as t
i
q+1 − τˆ iq. Important
times (i, t) with 1 ≤ t < σ or τ ≤ t ≤ ℓ are called long cycling times. The other important times
are called superfluous. Then, for each i ∈ [2m], the number of long cycling times (i, t) is bounded
by g − 1 (since there is at most one cycle, no edge of Eγ can be seen twice outside those of Ci, the
−1 coming from the fact the short cycling time is an excess edge). We note also that, if (i, q) is a
short cycling time and (i, q′) is the next long cycling time then τˆ iq and εˆi,q are equal to τ
i
q′−1 and
εi,q′−1. Moreover, s
i
p = 0 for all q ≤ p < q′ − 1.
It gives our second encoding. We can reconstruct γ from the starting marks, the positions of
the long cycling and the short cycling times and their marks. For each i, there are at most 1 short
cycling time and g − 1 long cycling times. There are at most ℓ2mg ways to position them. There
are at most ℓ2m(g+1) possibilities for the τ qi ’s (of the starting marks, long and short cycling times).
There are r possible choices of e1,1. The number of distinct γi,t in γ is at most h = 4ℓm. Also for
any integer s ≥ 1 and e ∈ ~E, ‖(B∗)sδe‖1 is equal to the number proper of non-backtracking walks
(e1, . . . , e2s+1) in G with e1 = e. Thus, there are at most h
2‖(B∗)siqδe
i,2τiq−1
‖1 different possible
marks for the long cycling time tiq and h
4ℓ‖(B∗)siqδe
i,2τˆ iq−1
‖1 possible marks for the short cycling
time tiq. Similarly, there are at most h‖(B∗)s
0
qδe
i,2τˆ i
0
−1
‖1 possibilities for the i-th starting mark.
Finally, from (67) and (72),
2m∏
i=1
qi∏
q=0
‖(B∗)siqδe
i,2τiq−1
‖1 ≤ c2m(g+1)ρ ρs−1.
We deduce that |Wℓ,m(s, a)| is at most
rℓ2mgℓ2m(g+1)
(
h2
)2m(g−1)(
h4ℓ
)2m
h2mc2m(g+1)ρ ρ
s−1.
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This concludes the proof by setting c large enough.
For γ ∈Wℓ,m, the average contribution of γ in (69) is
µ(γ) = E
2m∏
i=1
ℓ∏
t=1
Mγi,2t−1γi,2t . (73)
Note that if γ ∼ γ′ then µ(γ) = µ(γ′). The proof of Lemma 17 gives immediately the following.
Lemma 32. There is a constant c > 0 such that, if 2ℓm ≤ √n and γ ∈ Wℓ,m with |Vγ | = s,
|Eγ | = a and g = a− s+ 1, we have
|µ(γ)| ≤ cg+m
(
1
n
)a((6ℓm)2
n
)(a−2g−(ℓ+2)m)+
.
Proof of Proposition 29. For n ≥ 3, we define
m =
⌊
log n
17 log(log n)
⌋
. (74)
For n large enough, m is positive, n1/(2m) = o(log n)9 and ℓm = o(log n)2. Hence, arguing as in the
proof of Proposition 14, from (69) and Markov inequality, it suffices to prove that
S =
∑
γ∈Wℓ,m
|µ(γ)| ≤ n(cℓm)10mρℓ′m, (75)
where ℓ′ = ℓ + 2 and µ(γ) was defined in (73). Using Lemma 30, Lemma 31 and Lemma 32, we
find, with g = g(a, s) = a− s+ 1, for some new constant c′ > 0, all n large enough,
S ≤
∞∑
s=1
∞∑
a=s−1
nsρs(cℓm)8mg+10mcg+m
(
1
n
)a((6ℓm)2
n
)(a−2g−ℓ′m)+
≤
∞∑
s=1
∞∑
g=0
n(c′ℓm)10mρs
(
(c′ℓm)8m
n
)g(
(6ℓm)2
n
)(s−g−1−ℓ′m)+
,
≤ S1 + S2 + S3
where S1 is the sum over {1 ≤ s ≤ ℓ′m, g ≥ 0}, S2 over {ℓ′m+ 1 ≤ s, 0 ≤ g ≤ s− 1− ℓ′m}, and S3
over {ℓ′m+ 1 ≤ s, g ≥ s− ℓ′m}. Since ρ > 1, we have
S ≤ (c′ℓm)10m
ℓ′m∑
s=1
ρs
∞∑
g=0
(
(c′ℓm)8m
n
)g
≤
(
ρ
1− ρ
)
n(c′ℓm)10mρℓ
′m
∞∑
g=0
(
(c′ℓm)8m
n
)g
.
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For our choice of m in (41), for n large enough,
(cℓm)8m
n
≤ (log n)
16m
n
≤ n−1/17.
In particular, the above geometric series converges and, adjusting the value of c, the right-hand side
of (75) is an upper bound for S1. The treatment of S2 and S3 is exactly parallel to the treatment
of S2 and S3 in the proof of Proposition 14 with ρ replacing d− 1. This concludes the proof.
4.3.2 Operator norm of R
(ℓ)
k
We now repeat the argument for R
(ℓ)
k . This a routine extension of the previous paragraph and
Subsection 2.5.2.
Proposition 33. Let ρ > ρ1 and 1 ≤ ℓ ≤ log n be an integer. Let σ be uniformly distributed on
SGn and for k ∈ [ℓ], let R(ℓ)k = R(ℓ)k (σ) be defined as in (58). Then, w.h.p.
ℓ∑
k=1
‖R(ℓ)k ‖ ≤ (log n)40ρℓ.
Let m be a positive integer and k ∈ [ℓ]. Arguing as in (45)-(69), we find
‖R(ℓ)k ‖2m ≤
∑
γ∈W k
ℓ,m
q(γ)Pk(γ), (76)
where q(γ) was defined in (71) and W kℓ,m, Pk(γ) are defined as follows. Let ki ∈ {k, ℓ − k + 1} be
as in (46). The set W kℓ,m is the collection of γ = (γ1, . . . , γ2m) ∈ ~E2ℓ×2mn such that for all i ∈ [2m],
γi = (γi,1, . . . , γi,2ℓ) is non-backtracking and tangled but,
γ′i = (γi,1, . . . , γi,2ki−2) and γ
′′
i = (γi,2ki+1, . . . , γi,2ℓ)
are tangle-free. We also have the boundary condition (70). Finally, in (76), for γ ∈W kℓ,m, we have
set
Pk(γ) =
2m∏
i=1
ki−1∏
t=1
M εiγi,2t−1γi,2t
ℓ∏
t=ki+1
M εiγi,2t−1 ,
where M εi =M if i is odd and M εi =M if i is odd.
As in the previous subsection, for each γ ∈W kℓ,m ⊂ ~E2ℓ×2mn , we associate a multigraph Gγ as in
Definition 25. We also partitionW kℓ,m into isomorphism classes exactly as in the previous subsection.
We define a canonical element in each isomorphic class thanks to the lexicographic order. We also
introduce the multigraph Gkγ = ∪i(Gγ′i∪Gγ′′i ) whereGγ′i , Gγ′′i are as in Definition 25. More precisely,
the vertex set Gkγ of V
k
γ = ∪i(Vγ′i ∪Vγ′′i ) = {on(γi,t) : (i, t) ∈ [2m]× [2ℓ] : t /∈ {2ki−1, 2ki})} and the
set of visited pairs of half-edges is Ekγ = ∪i(Eγ′i ∪Eγ′′i ) = {{γi,2t−1, γi,2t} : (i, t) ∈ [2m]× [ℓ], t 6= ki}.
Since on(γi,2t) = on(γi,2t+1), we have V
k
γ = Vγ . Thus, Lemma 30 implies the following lemma.
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Lemma 34. Let γ ∈W kℓ,m with |V kγ | = s. Then γ is isomorphic to at most ns elements in W kℓ,m.
We need an upper bound on the number of isomorphism classes in W kℓ,m.
Lemma 35. Let Wkℓ,m(s, a) be the subset of canonical paths in W kℓ,m with |Vγ | = s, |Eγ | = a. Let
g = a− s + 1. If g ≤ 0, Wkℓ,m(s, a) is empty. Otherwise, there exists a constant c depending on ρ
and G such that,
|Wkℓ,m(s, a)| ≤ ρs(cℓm)16mg+22m.
Proof. The first claim is proved as in Lemma 20: for all γ ∈ W kℓ,m, each connected component of
Gkγ has a cycle.
For the second claim, We adapt the proof of Lemma 31, using the extra input of the proof of
Lemma 20. For i ∈ [2m], we define for t ∈ [ℓ]\{ki}, xi,t = (γi,2t−1, γi,2t). We then explore the
sequence (xi,t), (i, t) ∈ T = {(i, t) ∈ [2m]× [ℓ] : t 6= ki} in lexicographic order. We denote by (i, t)−
the preceding element in T for the lexicographic order (with the convention (1, 1)− = (1, 0)). For
(i, t) ∈ T , we set yi,t = {γi,2t−1, γi,2t}. For each (i, t) ∈ T , we build a growing spanning forest Fi,t of
the graph visited so far as follows. The forest F1,0 has a single vertex γ1,1 = (1, 1). By induction,
for (i, t) ∈ T , if the addition of yi,t to F(i,t)− creates a cycle, we set Fi,t = F(i,t)− , and we say that
yi,t is an excess edge. Otherwise, we say that (i, t) is a first time, that yi,t is a tree edge, and we
define Fi,t as the union of F(i,t)− and yi,t.
Arguing exactly as in the proof of Lemma 20, we find that there are at most g excess edges in
each connected component of Gkγ .
We may now repeat the proof of Lemma 31. The only difference is that, for each i, we use that
γ′i and γ
′′
i are tangled free, it gives short cycling times and long cycling times for both γ
′
i and γ
′′
i . We
also need a starting mark for γ′′i equal to (γi,2ki−1, γi,2ki , γi,2τ−1, ε
′′
i,0) where (i, τ) is the next time that
yi,τ will not be a tree edge of the forest F(i,ki+1)− constructed so far and ε
′′
i,0 = (ei,2τ , . . . , ei,2t′′−1) is
the projection of (γi,2τ , . . . , γi,2t′′−1) on G and (i, t
′′) is the next important time. If p is the number
of connected components in Gkγ . The analog of (72) is
2m∑
i=1

 q′i∑
q=0
(s′)iq +
q′′i∑
q=0
(s′′)iq

 = s− p ≤ s− 1,
where q′i and q
′′
i is the number of important times in γ
′
i and γ
′′
i , and (s
′)iq and (s
′′)iq are the number
of new vertices between two successive important times in γ′i and γ
′′
i .
Then, for each i, there are at most 2 short cycling times and 2(g − 1) long cycling times (since
each connected component has most g excess edges). There are at most ℓ4mg ways to position these
times. The number of distinct half-edges γi,t in γ is at most h = 4ℓm. Arguing as in Lemma 31,
we get that |Wkℓ,m(s, a)| is upper bounded by
rℓ4mgℓ4m(g+1)
(
h2
)4m(g−1)(
h4ℓ
)4m
h2mc4m(g+1)ρ ρ
s−1(r2h2)2m,
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where the factor (r2h2)2m accounts for the extra starting marks of γ′′i , i ∈ [2m] (there are at most
r possibilities for γi,2ki−1 since on(γi,2ki−1) = on(γi,2ki), rh possibilities for γi,2ki and h possibilities
for γi,2τ−1). Taking c large enough, we obtain the claimed statement.
For γ ∈W kℓ,m, the average contribution of γ in (69) is
µk(γ) = EPk(γ) = E
2m∏
i=1
ki−1∏
t=1
M εiγi,2t−1γi,2t
ℓ∏
t=ki+1
M εiγi,2t−1 .
If γ ∼ γ′ then µk(γ) = µk(γ′). A straightforward extension of Lemma 21 gives the following.
Lemma 36. There is a universal constant c > 0 such that, if 6ℓm ≤ √n and γ ∈ W kℓ,m with
|V kγ | = s, |Ekγ | = a and g = a− s+ 1, we have
|µk(γ)| ≤ cg+m
(
1
n
)a
.
Proof of Proposition 33. For n ≥ 3, we define
m =
⌊
log n
33 log(log n)
⌋
. (77)
Since ℓ ≤ log n, for n large enough, m is positive and ℓm = o(log n)2. It suffices to prove that for
some constant c > 0 and all k ∈ [ℓ], for all n large enough
Sk =
∑
γ∈W k
ℓ,m
|µk(γ)| ≤ (cℓm)38mρ2ℓm, (78)
Indeed, from (76), this implies that
E
ℓ∑
k=1
‖R(ℓ)k ‖2m ≤ ℓ(d− 1)m(cℓm)38mρ2ℓm.
It then remains to use Markov inequality.
We now prove (78). Using Lemma 34, Lemma 35 and Lemma 36, we obtain, with g = a− s+1,
Sk ≤
2ℓm∑
s=1
∞∑
a=s
nsρs(cℓm)16mg+22mcg+m
(
1
n
)a
=
2ℓm∑
s=1
∞∑
h=0
ρs(cℓm)16mh+38mch+m+1
(
1
n
)h
where, at the last line, we have done the change of variable a = h+ s. Since ρ > 1, we get for some
c′ > 0, for all n large enough,
Sk ≤ (c′ℓm)38m
2ℓm∑
s=1
ρs
∞∑
h=0
(
c(cℓm)16m
n
)h
≤
(
ρ
ρ− 1
)
(c′ℓm)38mρ2ℓm
∞∑
h=0
(
c(cℓm)16m
n
)h
.
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For our choice of m in (77), we have, for n large enough, (cℓm)16m/n ≤ n−1/33. Hence, the above
geometric series converges. Adjusting the value of the constant c, the right-hand side of (78) is an
upper bound for Sk.
4.4 Proof of Theorem 23
All ingredients are finally gathered. Recall that d ≥ 3 defined in (59) is the largest degree of G.
Let 1 < ρ1 ≤ d−1 be the Perron eigenvalue of B. We fix ε > 0 and some 0 < κ < 1/4. We consider
a sequence ℓ = ℓ(n) with ℓ ∼ κ logd−1 n. We may take ρ ≤ d− 1 in (67) such that √ρ ≤ √ρ1 + ε.
By Lemma 27 and Proposition 26, if Ω is the event that Gn is ℓ-tangle free,
P(|λ1| ≥ √ρ1 + 2ε) ≤ P(|λ1| ≥ √ρ+ ε; Ω) + o(1)
≤ P
(
J1/ℓ ≥ √ρ+ ε
)
+ o(1),
where J = ‖B(ℓ)n ‖+ 1n
∑ℓ
k=1 ‖R(ℓ)k ‖. However, by Propositions 29-33, w.h.p.
J ≤ (log n)15ρℓ/2 + (log n)
40
n
ρℓ ≤ (log n)15ρℓ/2 + o(1),
since ρℓ ≤ nκ+o(1). Finally, for our choice of ℓ, (log n)15/ℓ = 1 +O(log log n/ log n).
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