INTRODUCTION
We discuss recent results concerning the average case complexity of integration and function approximation defined on the classes of functions of d variables. Our interest in such problems can be motivated as follows.
Multivariate problems, especially multivariate integration, arise in a large number of applications including chemistry, engineering, finance, physics, and statistics. In some applications, the number d of variables is modest, whereas in others d is very large, including d ϭ ϩȍ in path integration. The complexity of such problems is understood as the minimal cost of computing an approximate solution, and it has been extensively studied, see e.g., [16, 31, 32] for hundreds of references. Up until recently, the complexity has been mainly addressed from the worst case point of view. In the worst case setting both the cost and the error of an algorithm are defined by the worst performance with respect to the given class F of functions f. Not surprisingly, multivariate integration and function approximation are intractable (or even unsolvable) for a number of classes F. For instance, if F consists of functions with uniformly bounded derivatives of order up to r then the complexity of computing an approximation to within the error of is proportional to 1/ d/r , see e.g. [2, 16] . Hence, it is exponentially large in d and is infinite if functions are only continuous (r ϭ 0). This exponential effect of the dimension d on the complexity is often referred to as ''the curse of dimension. '' To cope with the curse, one might use randomized (Monte Carlo type) algorithms. Under very mild assumptions on the class F, randomization reduces the worst case complexity of integration to O(1/ 2 ), see e.g., [15, 16, 32] . However, in the randomized case setting, the error/cost assurances are satisfied only in a statistical sense. Furthermore, there are practical difficulties in implementation of randomized algorithms due to the lack of the existence of random number generators. For some problems randomization does not help. For instance, the randomized case complexity of function approximation typically remains as large as in the deterministic worst case setting, see e.g. [36] .
In this overview, we concentrate on another approach to break the curse of dimension of the worst case complexity. It is provided by the average case setting. In this setting the class F of functions is equipped with a probability measure Ȑ, and then the error and the cost of an algorithm are measured by their expectations with respect to Ȑ. The average case complexity is defined by the minimal expected cost among algorithms whose expected errors do not exceed .
The majority of results obtained so far in the average case setting are for scalar functions (d ϭ 1), see e.g. [5-8, 12-14, 21, 22, 26, 27, 29, 30, 32-34, 38] ; [22] provides, in addition to a number of new results, the most recent and very detailed survey of average case setting results. The first result dealing with the average case for multivariate problems is due to Ylvisaker [44] who has analyzed the expected errors of specific quadratures for functions of two variables (d ϭ 2); there are, however, no optimality results therein. Optimality results for a bivariate (d ϭ 2) function approximation problem was considered in [10] and the extension to an arbitrary number d of variables and different regularities was considered in [19] . Folded Wiener sheet measures has been considered in these three papers. The latter two assumed that arbitrary linear functionals could be used as information functionals.
From a practical point of view, function sampling seems to be the most interesting type of information, and the problem of optimal sampling points is very essential. This type of information has not been analyzed in the papers cited above. In the rest of the paper we will concentrate on results that explicitly address the question of optimal sampling.
In addition to specific results, we will discuss the dependence of the complexity on the choice of particular probability measure. In particular, we will stress the difference between tensor product and isotropic probability measures.
The reduction of the worst case complexity is not the only reason for studying the average case setting. There are deep relations between the worst case and average case settings. These relations and recent average case results provide answers to some important worst case setting questions including explicit bounds on the L 2 -discrepancy. 
By the integration problem we mean the approximation of the integral Int d ( f ) to within a specified error demand . Similarly, in the (function) approximation problem, we want to recover the function f so that the corresponding approximation error, measured in the L 2 -norm, does not exceed . In both cases, the approximations are provided by (arbitrary) algorithms that use a finite (possibly small) number of function values. More specifically, we assume that the functions f are unknown; instead we can compute information N( f ) that consists of a finite number of values of f taken at some points from
where : N(F ) Ǟ G is an arbitrary mapping; is called an algorithm that uses N. (See Remark 2.) A primary example is provided by a linear algorithm that is of the following form:
In the average case setting we assume that the space F d is endowed with a (Borel) probability measure Ȑ d . In this paper we will consider only zero mean Gaussian measures Ȑ d . Then the average case error and cost are defined respectively by
The nth minimal average case error is defined as the minimal error among all algorithms that use at most n function evaluations,
The (information) complexity is then defined by the minimal cost among all algorithms whose errors do not exceed a preassigned accuracy . That is,
Obviously, the nth minimal error is an inverse of the complexity function. Remark 1. Later on, we will compare the average case and worst case settings. Recall that in the latter setting, the cost, the nth minimal error r wϪc (n, S d , F d ), and the complexity comp wϪc (, S d , F d ) are defined analogously with the only difference being that now the worst case error of the algorithm is given by
Remark 2. In general, the points x i and the number n of them (called the cardinality of N ) can be selected adaptively and/or randomly. That is, for adaptive N, x i 's depend on previously computed values f(x 1 ), . . . , f(x iϪ1 ), and the cardinality n ϭ n( f ) varies with f based on computed values. For randomized N, the points x i and the cardinality n( f ) may also depend on an outcome of a random process t. That is, x i is selected randomly with an arbitrary distribution that may depend on previously computed values of f; the distribution of n( f ) may also depend on observed values. In such a case we write N( f ) ϭ N t ( f ). Also, the value of the algorithm can depend on the random parameter t. Then the error and cost are defined respectively by
By E Ȑ and E t we denote the expectations w.r.t. Ȑ and t, respectively.
In this paper we consider only deterministic algorithms that use nonadaptive information of fixed cardinality n. This is without any loss of generality since, as follows from [35] , randomized algorithms using randomized adaptive information of varying cardinality do not help significantly.
Remark 3. We measure the cost of computing the approximation U( f ) ϭ (N( f )) only by the total number n of function values f(x i ). That is, we neglect the cost of constructing the points x i and the cost of evaluating (y), given y ϭ N( f ). Moreover, we assume that the cost of a function evaluation does not depend on f. This is done without essential loss of generality. Indeed, due to Remark 2 and the fact that linear algorithms are optimal for Gaussian measures Ȑ, the same results hold true provided that precomputation is allowed and that the cost of a single arithmetic operation is no more expensive than the cost of one function evaluation; see, e.g., [32] for a more detailed explanation. Formally, this means that our model of computation is the real number model with oracles; see [3, 17, 18] for more information.
We conclude this section with the following two results. The first result relates the average case complexities of the integration and function approximation problems.The second one relates the average case complexity of the integration problem to the worst case complexity of the integration problem for a special space F d of functions.
The first result, see [37] , states that
Hence, in the average case setting, the integration problem has lower complexity than the corresponding function approximation problem. We stress that in the worst case setting this often does not hold.
). Unfortunately, the proof of (1) is not constructive. That is, it does not yield good sampling points for the integration problem even if the optimal sampling points are known for the approximation problem.
The second result is well known and has been successfully exploited for various integration problems, see, e.g., [5, 6, 26, 27, [32] [33] [34] 42] 
and let H Ȑ d be the reproducing Hilbert space whose reproducing kernel equals K d . For more information and results on reproducing kernel Hilbert spaces we refer the reader to [1] . Here we recall that it is the Hilbert space spanned by the family
The second result states that
This means that the average case complexity of integration coincides with the worst case complexity of integration taken with respect to the H Ȑ d space of functions.
For linear algorithms, we have similar equality between their average case and worst case errors. Algorithms and sampling points that are optimal in one of the settings are also optimal in the other setting. Hence, in particular, by studying the average case complexity of an integration problem we can answer important questions concerning the integration problem in the corresponding worst case setting; see Remark 5 for an illustration.
FROM WIENER SHEET TO TENSOR PRODUCT MEASURES
Probably the first result on the average case complexity of Int d is due to Woźniakowski [41] who studied the class F d ϭ C ([0, 1] d ) equipped with the Wiener sheet measure; see below for a definition. The proof in [41] utilizes a previously unknown equality between the nth minimal average case errors and the L 2 -discrepancy. The latter is a number theoretic concept, see, e.g., [15] . This result has been later generalized in [20] by assuming r-folded Wiener sheet measures Ȑ d . The average case complexity with respect to the r-folded Wiener sheet measures of the approximation problem (with function evaluations as information) was established in [42] . We summarize these results in the following theorem.
Let r be a nonnegative integer. Recall that for d ϭ 1, the r-folded Wiener measure Ͷ r is the zero mean Gaussian measure concentrated on F ϭ C r ([0, 1]) with the covariance kernel equal to
For r ϭ 0, Ͷ 0 is the classical Wiener measure that corresponds to Brownian motion. For the multivariate case d Ն 2, the r-folded Wiener sheet measure 
Remark 4. The papers cited above consider a slightly more general case by allowing different regularities r i for different variables, i.e.,
for nonnegative integers r i . Then both (4) and (5) The result of [19] and (5) imply that, for the approximation problem, information consisting of function values is as powerful as information consisting of arbitrary linear functionals.
As we have already mentioned, for the folded Wiener sheet measures, the covariance kernel K Ȑ d of Ȑ d is a tensor product of scalar covariance kernels. So is the space
and the solution operator S d ϭ S 1 и и и S 1 . This is why such problems are said to be tensor product problems.
The complexities in Theorem 1 depend on the dimension parameter d only through ln (dϪ1)/(2ϩ2r) Ϫ1 or ln (dϪ1)(rϩ1)/(rϩ1/2) Ϫ1 terms 1 . Hence, for a fixed d, these complexities enjoy a weak asymptotic dependence on . To see if this is a property of Wiener sheet measures only or rather a property of general tensor product measures, other classes of measures have been analyzed.
In [24] , more general classes of probability measures, including folded Wiener sheet measures, were considered. In particular, let Ȑ d be a zero mean Gaussian measure with the covariance kernel K Ȑ d being a tensor product of a regular scalar kernels. That is, 
for some Ͱ ʦ [0, 1) and any x, x ϩ h ʦ [0, 1].
THEOREM 2 ([24]). Let the covariance kernel of K Ȑ d satisfy (6) and (7). Then
For the r-folded Wiener sheet measure we have Ͱ ϭ . Hence the upper bounds from Theorem 2 coincide (modulo the logarithmic term for Int d ) with the values provided by Theorem 1.
We stress that Theorem 2 provides only upper bounds on the complexities. It has to be so since the degree of regularity alone is too weak an assumption for obtaining sharp complexity bounds. Indeed, as shown in [24] , there are very irregular kernels for which the complexities of the integration and function approximation problems equal 1 for every . Hence, in order to have sharp complexity bounds, one needs to use a specific structure of the kernel in addition to its regularity degree r (and Ͱ).
This has been undertaken in [25] , where the following tensor product measures Ȑ d are considered. The covariance kernel K Ȑ d is a tensor product as in (6) with the scalar kernels K 1 satisfying the Sacks-Ylvisaker conditions of order r. Due to the technical nature of these conditions, we refer the reader to [25] for a formal statement. Here, we only mention that a number of probability measures studied in the literature, including the r-folded Wiener sheet measures, satisfy these conditions with order r. Moreover, these conditions imply that L(x, y) :ϭ (Ѩ 2r /(Ѩx r Ѩy r ))K 1 (x, y) is regular except at the diagonal (x ϭ y) of [0, 1] ϫ [0, 1] and, on the diagonal, L has a special type of discontinuity. THEOREM 3 [25] . Let the covariance kernel of K Ȑ d be of the form (6) with K 1 satisfying the Sacks-Ylvisaker conditions of order r. Then
We have equality (i.e., O is replaced by ⌰) in (10) if additionally K 1 satisfies the following boundary conditions: 1] and ᭙j ϭ 0, 1, . . . , r.
In [39] , the general class of tensor product Gaussian measures was considered. That is, instead of imposing some restrictions on the covariance kernel K 1 ϭ K Ȑ 1 of the scalar (d ϭ 1) measure Ȑ 1 , upper bounds on comp(, S d , Ȑ d ) and algorithms with cost equal to those bounds were derived based on the complexity of the problem for the scalar case. More specifically, let ͕ n ͖ n be a sequence of algorithms, each using information N n with n function values, such that the errors
for some positive p. Of course, this is equivalent to
THEOREM 4 [39] . If the scalar (d ϭ 1) problem satisfies (12) then for arbitrary d and Ͼ 0
for constants C, Ͱ 0 , Ͱ 1 , Ͱ 2 , and Ͱ 3 that are fully determined by the scalar case.
The proof of the theorem is constructive. That is, we know algorithms and information whose cost is bounded by the right-hand side of (13). This construction is based on Smolyak's algorithm, see [28] , and the resulting algorithm is a linear combination of tensor products of scalar algorithms n . The corresponding information uses sampling points that form the socalled hyperbolic cross points, used so far for algorithms in the worst case setting; see, e.g., [31] .
Unlike previous results, see Footnote 1, (13) provides complexity upper bounds that fully exhibit dependence on the dimension parameter d. The constants C and Ͱ i are known for specific problems. To illustrate this, let us consider the following example.
This corresponds to regularity r ϭ 0. Then the bounds from Theorem 4 take the following form:
We compare these bounds with the complexities of both Int d and App d problems given in Theorem 1. In both cases, the corresponding exponents of 1/ coincide. The corresponding exponents of ln 1/ agree only for the approximation problem. Let us repeat however that the bounds (14) and (15) explicitly exhibit the dependence on d and are fully constructive.
In addition to Theorem 4, [39] characterizes the tensor product problems that are strongly tractable. We say, see [43] , that a sequence
where K and q are positive constants.
THEOREM 5 [39] . Let B ϭ B( S 1 , Ȑ 1 ) be defined by
for some positive p, then the sequence of multivariate tensor product problems
The condition (16) is also necessary for strong tractability if
The proof is again constructive; i.e., for strongly tractable problems, the algorithms developed in [39] 
Both exponents 2.454 and 5.672 seem to be too high. However, no smaller exponent has been found yet for the approximation problem, and 2.454 is the smallest constructive exponent known so far. It has been recently shown, see [40] , that
for some positive constant C. The proof is, however, not constructive.
We end this section with the following remarks. 2 dt. Hence, the reported results also apply to the worst case complexity for the integration problem with F d ϭ H Ȑ d , see (2) .
For r ϭ 0, as shown in [41] , the latter is related to the L 2 -discrepancy. Hence the right-hand sides of (14), (17) , and of (19) yield nontrivial and fully explicit upper bounds on the L 2 -discrepancy.
Remark 6. The results of [39] hold for arbitrary linear solution operators S d that are of a tensor product form. The results of [20, 24, 25, 41, 42] has been recently extended in [22] to the weighted integration and weighted function approximation problems.
ISOTROPIC MEASURES
For some problems, tensor product measures need not satisfy an adequate model assumptions. This is why other measures, in particular isotropic Gaussian measures, should be investigated. Although in the worst case setting the number of results with isotropic spaces F d dominates the number of results devoted to tensor product spaces, a different situation is in the average case setting. Indeed, due to their difficult structure, only very few specific isotropic measures have been considered so far, see [22, 23, 37] .
The [23] and the corresponding average case complexities of integration and function approximation have been found. These results have been later extended in [22] to include fractional Wiener measures. In both [23] and [37] , nearly optimal sampling and algorithms are constructed for the approximation problem; for integration, only nearly optimal randomized samplings are provided. This practical drawback has been removed in [22] , where, among many other results, optimal deterministic algorithms are derived. We now provide a more specific description of those results.
Although . That is, we assume from now on that
We say that a probability measure Ȑ is isotropic if its covariance kernel K Ȑ is isotropic, i.e.,
for every x, y ʦ D d and every orthogonal mapping Q of ‫ޒ‬
The (classical) isotropic Wiener measure is the zero mean Gaussian measure Ȑ d,0 with the covariance kernel
It corresponds to Brownian motion in Lé vy's sense, see, e.g., [9] . Like the (0-folded) Wiener sheet measure, Ȑ d,0 is an extension of the classical Wiener measure for d ϭ 1. Indeed, K Ȑ 1,0 (x, y) ϭ min͕x, y͖ which is the covariance kernel of Ͷ 0 .
For r Ն 1, the corresponding smooth isotropic Wiener measure Ȑ d,r is defined by
with some boundary conditions (see [23] 
Unlike for the Wiener sheet measures, characterization of the reproducing kernel Hilbert spaces corresponding to the isotropic Wiener measures is not complete; see [4, 11, 22, 23] for partial results. Therefore, the proof does not use the relation (2) between the average case and the worst case complexities. Instead, it uses (1). More specifically, it provides algorithms n using N n consisting of n function samplings for which Moreover, the constructed n and N n are nearly optimal for App d . For the integration problem, almost optimal sampling points and algorithms were recently derived in [22] . Sample points are given by points from a regular grid.
Both (20) and (21) are in sharp contrast to results discussed in Section 3. Indeed, for isotropic measures the approximation problem is intractable, and the curse of dimension is present even in the average case setting. The integration problem is tractable; however, for large d, its average complexity is close to Ϫ2 which is the cost of the classical Monte Carlo method in the randomized worst case setting. Moreover, ⌰( Ϫ2 ) is the highest possible average case complexity among all probability measures with finite expectation of ʈ f ʈ 2 L 2 . Thus, for large d, the average complexity of the integration problem with isotropic Wiener measures behaves almost as the worst possible average case complexity.
