Quantum computing is an important field of research that applies concepts of quantum physics to building more efficient computers. Although only rudimentary quantum computers have been built so far, many researchers believe that quantum computing has great potential and the quantum computers can efficiently perform some tasks which are otherwise not feasible on a classical computer. The Hamiltonian cycle problem is to determine whether a given graph has a Hamiltonian cycle or not. This problem belongs to the class of NP-complete problems, widely believed to intractable or hard on classical computers. Design of faster-than-classical quantum algorithms for important algorithmic problems has been an interesting intellectual adventure and achievement all along and their existence keeps being one of the key stimuli to those trying to overcome enormous technology problems to build (powerful) quantum computers. In this paper, we have used undirected graphs with varied number of vertices and we have shown how to determine the existence of a Hamiltonian cycle in a given graph. We have also illustrated how quantum search can be applied to obtain the solution of the Hamiltonian cycle problem much faster than the classical approach.
INTRODUCTION
The current drive towards increasing speed and miniaturization of computers leads modern technology towards the subatomic domainquantum computing -where strange quantum behavior takes over from familiar classical notions.
Quantum computation touches upon the foundations of computer science, since quantum computers appear to violate the modern Church-Turing thesis [7] . Quantum computers can perform certain hard tasks, much faster than classical computers.
Quantum Computation
Quantum computing is a new, more powerful model of computing based on quantum mechanics. The basic variable used in quantum computing is a qubit, represented as a vector in a two dimensional complex Hilbert space where │0> and │1> form a basis in the space. The difference between qubits and bits is that a qubit can be in a state other than │0> or │1> whereas a bit has only one state, either 0 or 1. It is also possible to form linear combination of states, often called superposition.
The state of a qubit can be described by │Ψ> = α│0> + β│1> where, the numbers α and β are complex numbers. The special states │0> and │1> are known as computational basis states. We can examine a bit to determine whether it is in the state 0 or 1 but we cannot directly examine a qubit to determine its quantum state, that is values of α and β. When we measure a qubit we get either the result 0, with probability │α│ 2 or the result 1, with probability │β│ 2 , where │α│ 2 + │β│ 2 = 1, since the probabilities must sum to one.
Consider the case of two qubits. In two classical bits there would be four possible states, 00, 01, 10 and 11. Correspondingly, a two qubit system has four computational basis states denoted │00>, │01>, │10> and │11>. A pair of qubits can also exist in a superposition of these four states, so the quantum state of two qubits involves associating a complex coefficient, sometimes called amplitude, with each computational basis state, which is given as │Ψ> = α 00 │00> + α 01 │01> + α 10 │10> + α 11 │11>
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The logic that can be implemented with qubits is quite distinct from Boolean logic, and this is what has made quantum computing exciting by opening new possibilities [8] .
Quantum Algorithms
Quantum Algorithms introduce a new paradigm of computation such as quantum superposition, quantum entanglement and promises to provide results that cannot be achieved by classical computers. Shor's factoring algorithm and Grover's search algorithm are examples of new algorithms that provide tremendous speedups over their classical counterparts [1] [2] [6] .
In this paper, we would like to use Grover's search algorithm that can provide quadratic speedup, which is considerable when N is large over their classical counterparts.
Suppose we are given a map containing many cities, and wish to determine the shortest route passing through all the cities on the map. A simple algorithm to find this route is to search all possible routes through the cities, keeping a running record of which route has the shortest length. On a classical computer, if there are N possible routes, it takes O(N) operations to determine the shortest route using this method. But quantum search algorithm enables this search method to be sped up substantially, requiring only O(√(N)) operations [9] [10]. The quantum search algorithm in general can be applied far beyond the route finding example just described to speed up many (though not all) classical algorithms that use search heuristics. Thus given a search space of size N, and no prior knowledge about the structure of information in it, if we want to find an element of search space satisfying a known property, then this problem requires approximately N operations, but the quantum search algorithm allows it to be solved using approximately
NP -Complete Problems
In complexity theory, the NP-complete problems are the most difficult problems in NP ("non-deterministic polynomial time") in the sense that they are the ones most likely not to be in P. Formally, a decision problem C is NP-complete if it is complete, it is in NP and it is NP-hard, i.e. every other problem in NP is reducible to it [8] .
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Some well-known problems that are NP-complete when expressed as decision problems are Hamiltonian Cycle problem, Traveling salesman problem, Subgraph isomorphism problem, Graph coloring problem, Boolean satisfiability problem(SAT) etc.
HAMILTONIAN CYCLE PROBLEM
In graph theory, the Hamiltonian cycle problem is a problem of determining whether a Hamiltonian cycle exists in a given graph. The graph may be directed or undirected. The problem of searching for Hamiltonian cycles, or circuits in a given graph is known to be NP-complete, that is, nondeterminant in a classical computer, and always polynomial in a massively parallel processor. Ability to solve such problems might benefit many areas, including the layout of integrated circuits. The Hamiltonian cycle problem is a special case of the traveling salesman problem, the exact solution to this problem may be found as a Hamiltonian circuit with minimum total weight [3] . Once all Hamiltonian circuits are identified, it is easy to calculate weight using an ordinary computer to choose the minimum.
Problem Definition
Let G = (V, A) be a graph in which V = {v1, v2 …vn} is the set of n vertices, and A is the set of m arcs (vi, vj). A Hamiltonian cycle (or circuit) in G is a permutation (si) of the vertices such that (vs, vs+1) belongs to A for i = 1, 2, …, n-1. Also (vsn, vs1) must belong to A to close the circuit. 
Classical Approach
A typical algorithm to solve Hamiltonian circuit classically is to perform a search through all possible orderings of the vertices:
1. Generate each possible orderings ( v1, v2, …., vn) of vertices 2. For each ordering, check to see whether it is a Hamiltonian cycle for the graph.
If not, continue checking the orderings.
Since there are n n = 2 nlogn possible orderings of the vertices which must be searched, this algorithm requires O(p(n)2 n[ logn] ) operations to check for the existence of a Hamiltonian cycle. The polynomial factor p(n) which is predominant due to the implementation of the oracle. This algorithm is deterministic and succeeds with probability [2] . This approach works well for smaller numbers of vertices, but grows exponentially with n, the number of vertices [4] .
Quantum Approach
Nielsen and Chuang began the process of finding Hamiltonian circuits using a quantum computer. On a quantum computer it is possible to estimate the number of solutions much more quickly than is possible on a classical computer by combining the Grover iteration with the phase estimation technique based on quantum Fourier transform [2] . And this is referred to as quantum counting. This allows us to decide whether or not a solution exists, depending on whether the number of solutions is zero, or non-zero.
Let m ≡ [log n], the search space for the algorithm be represented by a string mn qubits, with each block of m qubits being used to store the index to a single vertex with n bits. Therefore, we can write the computational basis state as │v1, v2,..,vn> , where each │vi> is represented by the approximate string of m qubits, for a total of nm qubits.
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The oracle is a unitary operator, O, defined by its action on the computational basis:
│x >│q> O │x> │q XOR f (x) > where │x> is the index register, the oracle qubit │q> is a single qubit which is flipped if f(x) = 1 and it is unchanged otherwise, XOR denotes modulo addition 2.
The oracle for the search algorithm must apply the transformation: 
Performance Comparison
The Table 1 given below compares the linear search with quantum search techniques. The comparisons are based on the number of operations required to search the list of N items and the number of operations required to determine the existence of a Hamiltonian in the given circuit. Table 2 , gives the performance of classical and quantum search algorithms with respect to the number of vertices & utilization of computational resources. 
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The figure shown below is the graphical representation of the performance analysis of the classical and quantum algorithms in terms of the number of vertices and the amount of computational resources required. It can be seen that the resources required for computing the existence of Hamiltonian remains almost same for both classical and quantum algorithms when the number of vertices happen to be very small. However, as the number of vertices increase tremendously, quantum search takes over the classical in terms of speed. 
CONCLUSION
In this paper, we studied and analyzed undirected graphs and we were able to apply classical search techniques to find out the existence of Hamiltonian cycle in it. Later we applied Grover's quantum search algorithm to find the solution to the problem of Hamiltonian cycle, using the smallest possible number of applications of oracle. Hamiltonian cycle problem is a NP-complete problem, and by performing exhaustive searches over the set of possible solutions, it would result in a considerable speedup over classical solutions. 
