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by Jack K; Hale 
'1': ' Tntro3uction. O f  bas ic  importance i n  t h e  theory of a - 
dynamical system on a Banach space -@ i s  t h e  concept of a l i m i t  s e t  
w(y) of an o r b i t  y through a point cp i n  @. One can be assured 
t h a t  w(y) i s  nonempty and invariant  i f  r belongs t o  a compact scb- 
s e t  of 9. In  appl icat ions it i s  much eas i e r  t o  show t h a t  an o r b i t  
belongs t o  a bounded s e t  than it i s  t o  show it belongs to a compact s e t .  
ever, if t h e  dynamical system a r i s e s  from an ordinary d i f f e r e n t i a l  equa- 
HOW- 
t i o n  and 9 
9 Insures t h a t  a bound.ed o r b i t  belongs t o  a compact s e t  of 9,. 
i s  therefore  f i n i t e  dimensional, t he  l o c a l  compactness of 
If 
t h e  dynarnical systen a r i s e s  from a func t iona l  d i f f e r e n t i a l  equation of retarded 
type, then .@ 
ever, for  a ce r t a in  c l a s s  of such equations, it i s  e a s i l y  shobm t h a t  
bounded o r b i t s  d o  belong to compact subsets. The bas ic  reason f o r  t h i s  
nit? property i n  retarded funct ional  d i f f e r e n t i a l  equations i s  t h a t  t h e  
i s  i n f i n i t e  dimensional and not foca l ly  compact. Hm- 
t r a j ec to ry  becomes "smoo-ther" w i t h  t h e  evolution of t h e  system. 
I f  t h e  dyiiarxical system a-rises from a system of functior,al 
dh f fe ren t i a l  equations oP neu t ra l  type or  from hyperbolic p a r t i a l  d i f -  
f e r e n t i a l  equations, then t r a j  e c t m i e s  do not i.n general become smoather 
a s  time evolves. The basic  space 9 i n  such situat. ions i s  usual ly  a 
Sobolev space and the  wel l  known Sobolev imbedding theorems implies i n  
general  t h e  existence of a Eariach space such that, t he  u n i t  b a l l  i n  
belongs to a compact s e t  i n  % 
namlca?. system on .@ would have a nonerfipt.g lim-L-L s e t  3.n $e The l i m i t  
set. i n  % 
Therefore, any bofinded o rb i t  of t he  dy- 
should then e11j oy a,n inva rknee  property'. 
2 
It i s  t h e  purpDse gf  t h i s  paper t o  exploi t  these  remarks i n  
s3me d e t a i l .  
of t h a t  paper a r e  unsa t i s f ac twy  f x  the  a p p l i c a t i m s .  
t h i s  paj?er we discuss  the  d i f f e ren t  types a f  t3p3lsgies  t h a t  may be in t r3-  
duced 3n t h e  s t a t e  space f x  d i f fe ren t ia l .  equations (zwdinary, funct ional  
and p a r t i a l )  i n  3rder t3  sb ta in  dynamical systems. 
t o  a d i s c u s s i m  3f l i m i t  s e t s  and s t a b i l i t y  t o  be applied t o  the  l i m i t  
dynamical systems intr3duced i n  s e c t i m  k .  
plied t 3  spec i f i c  dynamical systems and section 6 i s  devcited t3 a d i s -  
e u s s i m  of the  re la t ionship  af l i m i t  dynamical systems t 3  the  extended 
The bas ic  ideas were ann3unced i n  f 13, but ce r t a in  aspects  
I n  s e c t b n  2 3f 
S e c t i m  3 i s  d e n t e d  
I n  sect ion 5 t he  theory i s  ap- 
system intwduced i n  [ 13. 
The author wishes t o  ack;liawl.edge the  ass i s tance  of E. F.  Infante  
i n  t h e  p repa ra t im  of Section 4 and Example 5.3. 
n 
2. Examples of dynamical systems. Let R denote an n-di- 
I___ 
mensional vector space with norm 1 * I ,  R+ denote the  i n t e r v a l  [O,w) and 
if' d i s  a Banach space l e t  llcpll be t h e  norm of an element Cp i n  d. d 
Defini t ion 1. A dynamical systern 02 a Banach space i s  a function 
y_ -IIIIY-.--Blllip- ___I_ 
+ 
u(t,u(T,Cp)) I"or a l l  t , .c  2 0 and cc, i n  9, An __.r_ orb i t (pos i t i ve  orbit,) y = 
times convenient 'so have t h e  concept of a dynmica l  system on a, s:.lbseZ; 
S of a Banach space 58 and t h i s  will s ign i fy  a function u: R x S --i S 
which s a t i s f i e s  t h e  proper t ies  I-is-ted above, 
-Y__- - - _DP 
+ 
I 
This de f in i t i on  coincides w i t h  t h e  term generalized dynamj - 
c a l  system used by Zuhov [ 2 1. Zubov introduced the  adjective " generalizcd" 
3 
. .  . . 
4 
Y 
t o  dis t inguish between h i s  de f in i t i on  and t h a t  of a dynamical system de- 
fined on (-m,m) x -@ ra ther  than R+ X -@. One could a l s o  discuss  dynami- 
c a l  systems on metric spaces but  except fo r  one example t h i s  w i l l  not be  
needed here. 
Let us give some examples of dynamical systems. 
n n Example 1. Ordinary d i f fe ren t ia l .  equations. Suppose f: R + R  i s  con- 
t i n w u s  and for  any 5 i n  Rn t h e  solut ion u(t ,S),  ~ ( 0 , s )  = 5 ,  of t h e  
equation 
- 
, ex i s t s  for a l l  t 5 0, i s  unique and depends continuously upm t , S .  mi.-. 
queness of t h e  s o h t i o n  implies u(ti-T,k) = u(t ,u(-c,e))  f o r  a i i  t , T  2 0 .  
Therefore, u is a dynamical system on R . n 
Example 2. 
Let 
[ - r , O ’ J  i n t o  Rn with t h e  topology of uniform convergence. For any con- 
Functional d i f f e r e n t i a l  eqmt ions  with f i n i t e  re tardat ion.  
I 
n C = C ( [ - r , O ’ J , R  ), r 2 0, be the  space of continu-ous f.wnctions mapping 
tinuous function x defined on [ - r , A ) ,  A >. !), and. any t i n  [(),A), . 
l e t  xt i n  C be defined by xt(6) = x ( t t 6 ) ,  -r 5 8 5 0. Suppose P: L” -+ 
Rn i s  continuous and ma.ps bounded s e t s  i n t o  bounded se ts .  A functior! 
x = x(q) defined and continuous cn 
t i o n  of t he  functional d i f f e r e n t i a l  
( 2 )  %(t) = 
with ini t ia l . .  value cp a t  0 i f  x 
[ - r , A ) ,  A > 0, i s  s a i d  t o  be a 3 0 1 ~ -  
equation 
’ . .  - .  
4 
e x i s t s  on [-r,a), i s  unique and x(cp)(t) i s  j o i n t l y  continuous i n  t,cp. 
With u(t,cp) = xt(cp) one e a s i l y  sees t h a t  u i s  a dynamical system 
oa C. Local existence, uniqueness and continuous dependence i s  e a s i l y  
proved i f  f i s  assumed t o  be continuous and loca l ly  l ipschi tz ian .  
4- 
If r = U x (9) i s  a bounded o r b i t  of (2),  then r’ t 2 O  t 
belongs t o  a compact subset of C. I n  f a c t ,  i f  t he re  i s  a constant M 
such t h a t  IIxt(cp)II M, t 2 0, then there  i s  constant N such that, 
I ?(t){ = I f (xt) l  5 N 
C -  
f o r  a l l  t I 0. T h i s  c l e a r l y  shows t h a t  $ be- 
longs t o  a compact subset of C. 
. .- 
Example 3. 
Consider t h e  complete loca l ly  conirex l inear  topological  space -k consis- 
Functional d i f f e r e n t i a l  equations with i n f i n i t e  re tardat ions.  --- -- 
t i n g  of a l l  bounded continuous fun&ions mapping (-w,O] into K1’ w i t h  
t he  topology OF uniform convergence on compact subsets of 
f i n e  the  metric p i n  -,& by 
(-w,O]. De- 
A s e t  U i - a  -A? i s  bounded i f  there  e x i s t s  an M such t h a t  sup &( -m,o ]  IcPWi < 
M f o r  a l l  cp i n  U. Suppose f:A - > R ~  i s  coiiiifiuous and rmps bounded 
s e t s  i n t o  bounded s e t s  and l e t  
x ( t - 1 8 ) ~  8 i n  (-w,O), f o r  any function x defined on [-m,A) ,  A > O .  
For any cp i n  A, suppose f h z t  -the solution x(cp) of (2)  e x i s t s  on 
(-w,m), i s  unique and x(cp)(t) i s  j o i n t l y  continuous i n  t,cp. The func- 
t i o n  u(t,cp) = xt(q3) is thus  a dynarnical system on Using t h e  trl- 
angularization proc2dure toge ther  with arguments sinilar to -those in 
t i n  [O,A) ,  be defined by x (8) =: t xt, 
5 
Example 2 ( see  [ 3 1) 
longs t o  a compact subset of &. 
one shows t h a t  any bonded o r b i t  of (2) i n  be- 
Local existence and uniqueness theorems 
may be found i n  [ 4 3.  
A spec i f ica t ion  of a d i f f e ren i  metric space of functions 
on (-m,O] 
t ions .  
[ 51- A spec ia l  case of t h e i r  r e s u l t s  concerns t h e  Banach space V of’ 
functions mapping (-m,O] i n t o  Rn w i t h  
leads t o  a d i f f e ren t  class of funct ional  d i f f e r e n t i a l  equa- 
A very in t e re s t ing  class has been d’iscussed by Coleman and Mizel 
n where k(0)  > 0, ~ ~ l ( Q ) 3 6  < 30. Suppose f :  Y -> R i s  ::oi?tinuous and 
takes  bounded s e t s  i n t o  bowded s e t s  and fo r  any Q i n  V t h e  solution 
- 
x(y) of (2) e x i s t s  on ( - C O , ~ ) ~  i s  unique and x(cp)(t) i s  joirr t ly  con- 
tinuous i n  t ,q .  Then u( t ,q~)  % xt(cp) i s  a dynmica l  system on V and 
Coleman and Mizel [ 51 show t h a t  any bounded o r b i t  of (2)  i n  V belongs 
t o  a compact subset of V . 
The above norm 3f Coleman artd Mizel i s  qui te  na tura l  for  t h e  
problem they were discussing, but ,  i n  other iqpl icxt ions,  such a nom i s  
msatAsfactory since t h e  r i g h t  hand s ides  of even simple d i f f e r e n t i a l  
difi’erence equations will not be c:>ntinmus i n  t h i s  noi-xl, It i s  there- 
fore  necessary t o  discuss  a more general  c l a s s  of Banach spaces and t h e  
associated functional d i f f e r e n t i a l  equations. For some problems i t  i s  es- 
s e n t i a l  t o  have t h e  property t h a t  every bounded o r b i t  belongs t o  a compact 
.. - . --. . .  .- - 
subset. We now specify a c l a s s  of Banach spaces w i t h  t h i s  property. 
6 
. 
n Let @ = g ( ( - m , O ] , R  ) be a Banach space of functions map- 
with norm ll=[b. For any rp i n  @I and any $ 
t o  t h e  i n t e r v a l  (-m,-p]. 
n 
ping (-m,O] i n t o  E 
i n  
T h i s  i s  a function mapping (-=,-.@] i n t o  R . Denote t h e  space of such 
functions by 
[O,m),  l e t  cp’ be t h e  r e s t r i c t i o n  of rp 
n 
and f o r  any 7 i n  BPI def ine  B 
The space .@ i s  then a Banach space with norm II-II , 
gB B 
If x i s  any function defined on (-&,A), A > 0, then for  
each t i n  [O,A) define t h e  function xt by t h e  r e l a t i o n  xt(t3) = 
x( t+e) ,  -m < 9 5 0. 
n Let FA =F((-m,A),R ), A > 0, be t h e  class of functions 
tak ing  (-m,A) 
func%ion on [O,A) and x belongs t o  g, We make t h e  following hy- 
pctheses concerning t h e  space g c  
i n t o  Rn such t h a t  each x i n  3 i s  a continuous 
0 
hl) If x i s  i n  Fm, then x i s  i n  for  a l l  % i n  t 
[O,m) and xt is a continuous func-Lion of t. 
he) All bounded continuous functions mappj-ng (-m,O] i n t o  
R~ a r e  i n  B. 
h ) For a r y  6 2 G ,  f3 2 0, and cp i n  9, t he re  is a con- 3 
tirluous fimction a( 6,B,Cp) nondecreasing i n  6, a( G,P,Cp) -+ 0 as f3 -+ m, 
a(O,f3,0) = 0, such t h a t  
7 
fo r  a l l  t 2 0, f3 2 0, provided t h a t  xo = (p and 1 x ( t ) l  I 6, t 2. 0. 
h4) There a r e  continuous, nondecreasing func- 
t i o n s  b( r), c( r), r 1 0, b(0) = c ( 0 )  = 0, such t h a t  f o r  any cp i n  9, 
Ir 
f o r  any f3 I 0 .  
h ) 5 
d( y), r I 0, such t h a t  
There i s  a nmdecreasing pos i t i ve  d e f i n i t e  function 
Some Banach spaces -@ t h a t  w i l l  s a t i s f y  t h e  above proper t ies  
a r e  those cons is t ing  of a l l  functions mapping (-03~01 i n t o  Rn for 
which 
where a 2 0 and p i s  a function of bounded var ia t ion .  For a = 0, 
these  a re  Hi lber t  spaces. 
defined ol? ( - r , O ]  and a = r, p = 0, then t h i s  i s  C([  -r,0j9R ) .  
If this nor2 i s  applied to continuous fanctlons 
n 
Leixna 1. For aiiy 6 1 0 and any (I, i n  9, t he re  i s  a col?_tinuous fuiic- 




Proof: Hypotheses h and h4) imply t h a t  3 __I 
Since a( 6,t,(p) -+ 0 a s  t -+ 00 and i s  continuous i n  t, it has a maximum 
p( 6,rp). The desired r e s u l t  i s  obtained by l e t t i n g  e( 6,q) E Kb( 6) + c(p( 6,cp)). 
Suppose f: -@ -+ Rn i s  continuous and maps bounded s e t s  i n t o  
bounded se ts .  
ence and continuation theorem f o r  solut ions of (2'). For each cp i n  9, 
These hypotheses a re  su f f i c i en t  t o  gaarantee a l o c a l  ex is t -  
. _  
assume t h a t  a solution x(cp) of (2)  e x i s t s  for t 2 0, i s  unique and x(cp>(t) 
i s  j o i n t l y  cont5nuous i n  t , ~ .  , Then u(t,cp) = x,(cp) i s  a djmamical system 
on Bo 
Lemma 2. 
dynamical system on 9. 
compact i n  Q. 
Supp3se -@ i s  the  space sa t i s fy ing  hl)-h ) and (2 )  def ines  a 
Then every bounded o rb i t  of .@ 
5 
i s  r e l a t i v e l y  
Proof: Suppose x = x(cp) i s  a bounded orbit. i n  -5%. Hypothesis h ) 
impiies t he re  i s  a constant M such t h a t  1 x ( t ) l  5 M f o r  a l l  t 2 0. 
v 5 
Since f maps bounded s e t s  i n t o  bounded se t s ,  it follows t h a t  there  i s  
a constznt ?I such t h a t  1 b(rp) ( t I 1  5 I!?> t 2 0. Compactness i n  -@I i s  
equivalent to sequential.. compactness. Take any sequence (x 1 and the  
cont inui ty  o:f xt i n  t guaranteed by hl) implies t h a t  we may a.s 
tk 
wel l  assume t h a t  t 4 0 0  as  k - - P W  monotonically. For any a i n  [O,W) 




t h a t  x ( e )  = x(tk+8), 8 i n  [-a,Ol i s  continuous and bounded together  
with i t s  f i rs t  der iva t ive  f o r  a l l  
of functions i s  uniformly bounded and equicontinuous on and one 
can choose a subsequenc? which canverges uniformly on [-a,O]* Choosing 
a = 1,2,, . and using t h e  fami l ia r  t r iangular iza t ion  procedure, one can 
get a convergent subsequence t h a t  w i l l  be uniformly convergent on a l l  
compact subsets of (-m,O] to a function 9. The l i m i t  function 9 i s  
continuous and bounded and by h2) belongs to 9. For any E > 0,  choose 
p so tha.t a(M,$,cp) < ~ / 4  where a i s  t h e  function given i n  h ) . If 
b i s  the  function given i n  h4), chome 6 = 6( E )  so t h a t  E;b( 8) < ~ / 2  
and choose n = n(E) so la rge  tha t  
tk 
k 1 k(a) .  Therefore, t h i s  sequence 
[-a,O] 
3 
f o r  k , j  2 n( E ) .  From h ) and h4) it follows t h a t  3 
i f  k , j  2 n(c) .  Therefore, 
t h e  l e m a  is proved. 
It may be mow 
t h e  sequence Ext ] i s  a Cauchy sequence and 
k 
convenient i n  some appl icat ions to show t h a t  
10 
a solut ion x(cp) of (2) s a t i s f i e s  1 x(cp) (t)l 6 6, t 2 0, for some 
constant 6. Lemma 1 then implies t h a t  t h e  o rb i t  through cp i s  bounded 
and one can a s se r t  from Lema 2 t h a t  t h i s  o r b i t  belongs t o  a compact s e t  
of 9. 
Example 4. Functional d i f f e r e n t i a l  equations of n e u t r a l  type. Consider 
t h e  spec ia l  equation 
( 3 )  
where r 2 0 i s  a constant and 13 i s  a constant n X n matrix. 
Equation ( 3 )  i s  a spec ia l  case of a system considered by 
Driver T 6 1 i n  which the  i n i t i a l  valiie 
c l a s s  AC of absolutel-y conti.nuous functions wl th  llcpll defined by 
'9 was asslmed t o  belong t o  t he  
If f i s  l i p sch i t z  continu.ous i n  arid i f  $0 belongs t o  AC, then 
Driver has shown t h a t  a soiut ion x(9) of  ( 3 )  with i n i t . i a l  value cp 
at zero e x i s t s  over some t-inteerval and the  function u(t,cp) = xt(cp) 
i s  continuous i n  t,cp over i t s  doniain of def in i t ion .  Therefore, i f  
solut ions a re  assumed t o  ex is t  f o r  a l l  t 2 0, then u(t,cp) def ines  a 
dynsmical system on AC, 




then t h e  equation can be cansidered as a dynamical system on another 
space. I n  fac t ,  Hale and Meyer [ 73 haTre shown t h a t  i f  f i s  continuous 
and loca l ly  l i p sch i t z i an  on Cy then a solut ion x(q) of (4)  with i n i t i a l  
value cp i n  C at t = 0 e x i s t s  o-zer some t - i n t e r v a l  and u( t ,q)  = xt(cp) 
i s  j o i n t l y  continuous i n  t , q  on i t s  domain of def in i t ion .  Therefore, 
i f  solut ions a re  assumed t o  e x i s t  for  a l l  t 2 0, then u(t,cp) def ines  a 
dynamical system 03 C. 
Equations ( 3 )  and (4) have t h e  mdes i rab le  property t h a t  t he  
solut ion x(cp)(t), t h 0, i s  i n  general  no "smoother" than the  i n i t i a l  
value 9. Therefore, one cannot expect a bounded o rb i t  necessar i ly  t o  
possess a l i m i t  s e t .  
smoothing property was prec ise ly  what made a bounded o r b i t  have a l i m i t  
I n  retarded funct ional  d i f f e r e n t i a l  equations, t h i s  
s e t .  
c a l  systems which w i l l  enable one to conclude more abouS a bounded o rb i t  
of'(3) or (4)  than j u s t  t he  f a c t  t h a t  it i s  bounded? One possible approach 
i s  to t r y  to prove t h a t  (4) i s  a l s o  a dynamical system on a spzce 9 which 
Is  it possible i n  some way to obtain a reasonable theory of dynami- 
has the  property t h a t  it can be imbedded i n  C 
un5.t b a l l  i n  -@ embedded i n  C (or AC) i s  r e l a t ive ly  compact. Any 
(or AC> and such t h a t  t h e  
bounded o r b i t  i n  w i l l  then necessar i ly  have a l i r r A t  s e t  i n  C ( o r  AC) 
and one should be able t o  use th i s  f a c t  t o  great  advantage. This i s  t h e  
bas ic  idea used so of ten i n  t h e  modern theory of p a r t i a l  d i f f e r e n t i a l  equa- 
t ions .  
12 
4 
Let L2[-r,0] designate the  square integrable  functions on 
( - r , O ] .  
Sobolev space Wi consis t ing of a l l  functions on (-r,0] which together 
We now show t h a t  ( 3 )  and thus (4)  i s  a dynamical system on t h e  
with t h e i r  generalized f i r s t  der iva t ives  are i n  
is equivalent t o  t h e  usual  one on t h i s  space i s  
%[-r ,O].  A norm which 
1 Each element of Wk i s  continuous and the  uni% b a l l  i n  W2 belongs t o  
a compact subset of C. 
A function x = x(cp) defined on an i n t e r v a l  [ - r ,A] ,  A > 0,  
i s  s a i d  t o  be a generalized solut ion of ( 3 )  fo r  an i n i t i a l  function 
x ( t )  = c p ( t ) ,  -r 5 t 5 0, and 
i n  
i f  W2 
f o r  a l l  conti-nlaously d i f f e ren t i ab le  functions u which have compact su.p-- 
port  i n  [O,A].  
Sappose f :  C -+ C is csntfnilous and loca l ly  l ipschi tz ian .  
1 Since rp i n  W2 implies cp i n  C we know from [ 71 t h a t  there  Is  an 
A > 0 which we suppose < r such thah a so lu t icn  x(cp) of (1;) e x i s t s  
on [ - r ,A] ,  i s  unique and u-(t,(p) = xt(rpf as a function i n  C , is continu- 
1 
ous i n  t,cp f o r  t i n  [o,T]  and cp i n  some open s e t  i n  w2, U(Q,Y) = 
(p, u(t-i-'€,cp) = u(t,ii(T,q)). We wish t o  show t h a t  u(t,cp) ac tua l ly  be- 
longs t o  W2 and considered as an elemml; of this space W2 i s  conkinuous 1 l 
i n  t,cp. Since x = x(rp) satisfies (4) it obviously s a t i s f i e s  ( 3 ) .  Since 
A < r, it follows t h a t  
0 = , / ,u(t)[x(t) A, - B;P(t-r) - ,/:f(x )ds]dt  
S 
= IAf i ( t )x ( t )d t  + J,u(t)[B$(t-r) A -b f (x t ) ]d t  0 
and thus  x ( t )  has a generalized f i rs t  der iva t ive  on [O,A] given by 
. _  
For -r 6 t 5 0, we a l s o  k n o v t h a t  x ( t )  has a generalized der iva t ive  
given by @(t). The function @(t-r) + f (x t )  i s  obviously square in-  
tegrable  and thus  ?(%) i s  square integrable .  This proves t h a t  a(t,cp) = 
xt(cp) belongs t o  f o r  O 5 t S A. 
It remains only t o  show t h a t  the function 8(cp)(t+Q) =
du(t,cp)(0)/d$, -r 5 0 5 0, as an element of 
t,cp. From (6), we have 
L2[-r,0] i s  continuous in 
Since f i s  l o c a l l y  l ipschi lz ian ,  t he re  i s  a constant 1; such t h a t  
I f ( X t ( ( p ) ) - r ( X t ( q ) ) l  6 L\ xt(q)-xt(~l) l  c, o 5 t s A and thus r e l a t i o n  (7) 
obviously implies t he re  i s  a constant K such t h a t  
' . .  . .  
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I n  [ 73, it has  been shown the re  i s  an L > O  1 
LdlCp-*llc, 0 5 t 5 T, and, therefore,  ?,(cp) 
cp uniformly with respect t o  t i n  [O,A]. To show t h e  cont inui ty  with 
respect t o  t observe t h a t  it i s  su f f i c i en t  t o  show t h i s  for t = 0 since 
u(t+T,Cp) = u(t,u(a,cp)) and u(t,cp) i s  continuous i n  cp.  L e t  z ( t t 9 )  = 
5( t+0)  - %(e),  -r 6 0 5 0 .  
such t h a t  l l ~ ~ ( p ) - x ~ ( * ) I ( ~  5 
i s  a continuous function of 
From ( 6 ) ,  
It i s  c l ea r  t h a t  11 2 I/ approaches zero as t -+ 0 and t h i s  proves coli- 
t i n u i t y  w i t h  respect t o  t. Since t h e  cont inui ty  i n  Q i s  uniform with 
respect t o  t, it follows t h a t  %,(cp) i s  j o i n t l y  continuous i n  t,cp and, 
L2 
thus, u( t ,q)  i s  
The 
i f  we assume 
One 
j o i n t l y  continuous i n  t,cpp, 
above remarks show t h a t  u( t ,q )  i s  a dynamic81 system on 
global  existence of t h e  solut icns ,  
can obviously generalize t h i s  example t o  t h e  system 
%(t) = B k(t-T ) + f(xt;) ];=I- k k 
where 0 < T~ S r. 
' . .  
t .  
Example' 3. ' Quasi'lin'ear' hyperbo1id'equation.s. Consider the  equation 
v - v = f(v,vt,vx), 
V(0,X) = d x ) ,  v t (0 9 x> = qr(x), 0 s x 5 1, 
v(t,O) = 0, v t ( t , l )  = 0, t 2 0, 
tt xx 
9 
where f(v v v ) i s  an ana ly t ic  function of v v v i n  the  whole 
space. Let W20 be the  space of functions mapping [O,l] i n t o  R 
which have generalized der iva t ives  of order 5 k i n  L2[0,1] and these 
der iva t ives  vanish a t  x = 0 .  and x = 1. 
1' 2' 3 19 2' 3 
k 
If cp i s  i n  go, the  norm 
llcpll k i s  defined by 
w20 
where cp ( 3  i s  t h e  jth der iva t ive  of cp. 
For any cp i n  W20 k k- 1 and a n y -  + i n  W20 , k 2 1, it f o l -  
lows f rom the  work of Sobolev [ 8 ] t h a t  (8) has a unique generalized solu- 
t i o n  v(t,x,cp,q) ex is t ing  0x1 an  i n t e r v a l  0 5 t < 7 and the  p a i r  
k- 1 and i s  a continuous func- k [+(t, ','P3*),vt(t, *#0,*) 3 belongs t o  WZ0 x w20 
t i o n  of t,cp,$. Therefore, i f  we a s sme  t h a t  solut ions ex i s t  f o r  a l l  
t 2 0, then the  function 
dynamical system on the  Banach sgace a = W20 X 8-l for any k 2 1. 
u( t ,@)  = r v ( ~ ~ e , ~ ) 3 v ~ ( t , o y 4 , ) ~ ,  4, = (((?,$), is a 
k k  
20 
The famous Sobolev embedding theorem a s s e r t s  t h a t  the  un i t  
W20 belongs t o  a compact subset of b a l l  i n  WZ0 a f o r  k > a. Therefore, 
any o rb i t  r+(@) 
k 
of (8) which i s  bounded when considered as a subset of 
16 
I gk w i l l  belong to a compact 'subset of d !  a i f  k > ,8 and, therefore,  
it i s  meaningful t o  speak of t h e  l i m i t  of t h i s  o r b i t  i n  9 -. - a* . .- ._ 
3 .  Limit s e t s ,  Lyapunm f u n c t i m s  and s t a b i l i t y .  
Definition 2. Let u be a dynamical system on 9. For any (p i n  g, - 
t h e  w - l i m i t  s e t  .u ) (cp )  of t h e  oybit through cp i s  t h e  s e t  or" $ i n  9 
such t h a t  there  i s  a nondecreasing sequence It,], tn > 0, t -+co as n +co 
such t h a t  IIu( tn,qI)-$lig -+ 0 a s ,  n -+ co, T h i s  de f in i t i on  i s  eqLiivalent t o  
n 
Defini t ion 3. Let u be a dynamical- system on -G?. A s e t  M i n  9 i s  
an' invariant'  s;et  'of the' 'djma"'cal''sys't'em i f  f o r  each cp i n  M there  i s  
a function U(t,cp) defined and i n  M f o r  t i n  (-co,co) such t h a t  
U(O,(p) = cp and f o r  any d i n  (-w,ca), 
for a l l  t i n  R+. 
It should be noted L a t  sets are invar ian t  accord-ng t o  t h e  
above de f in i t i on  r e l a t i v e  t o  t h e  i n t e r v a l  
[ 0,~). 
( - ~ , ~ )  and not r e l a t i v e  t o  
We now prove t h e  simple but very bas ic  
Lemna 3. Let u be a dynanical system on g? and suppose the  o rb i t  
y'(cp) through cp belongs t o  a compact subset of g. Then t h e  w - l i m i t  
s e t  u(cp) of yf(cp) i s  a nonempty, compact, connected invar ian t  se t .  
Proof: Since y+(cp) belongs t o  a compact subset of gz it i s  c l ea r  t h a t  
u(cp) i s  nonempty and compact since it belongs t o  a compact subset and i s  
closed. Suppose @ i s  i n  -@ and t h e  nondecreasing, unbounded, nonnega- 
t i v e  sequence It,} s a t i s f i e s  IIu( tn,cp)-*ll d 0 as n -+ OJ ( t h e  subscript  
on t h e  norm i s  dropped i n  t h i s  proof).  For a given T i n  [O, .o) ,  t he re  
 
i s  a n  n0(T) such t h a t  t -T 2 0 f o r  n 2 n (T) and it i s  therefore  . 




t i n  [-T,a]. By hypothesis, there  i s  an M such t h a t  I1u(t,c?)l] 5 Ivl 
+ 
f o r  a l l  t i n  R . Therefore, t h e  sequence u ( t , rp) ,  n 2 no(.), t i n  n 
1 . .  . .  
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r -71 =I  , i s  uniformly bounded. Since un(t+s,cp) = u(Syun(t,Cs)) and 
y+(cp) 
e >O, t h e r e  i s  a 6 > O  such t h a t  
i s  assumed t o  belong t o  a compact se t ,  it follows t h a t  f o r  any 
Y 
for 0 S s S 6, n 2 n ( a ) ,  t i n  [ -ay7];  t h a t  is ,  t h e  sequence un(t,q) 
i s  equicontinuous. 
0 
Since t h i s  sequence by hypothesis belongs t o  a com- 
pact subset of g, the  Ascoli-Arzela theorem implies t h e  existence of a 
subsequence which we again l a b e l  as tn such t h a t  it converges uniformly 
on [-7,a]; t h a t  is, there  e x i s t s  a, function U ( t , $ ) ,  -7 S t 5 a, continuous 
i n  t and such t h a t  limn, ~lu,(t,cp)-U(t,cp)~~ = 0 uniformly on [ -a,'c]. 
Obviously, U(O,$) = -4. Lett ing now 7 = 1,2, .. . successively and using 
t h e  familiar t r iangular iza t ion  procedure, we determine a subsequence which 
i s  again labeled by t and a function U ( t , $ )  defined and continuous on 
-00 < t € a such t h a t  limn-,b!un(t,T) - U(t,$)ll  = 0 uniformly on com- 
pact subsets of (-M,W). It i s  c l ea r  t h a t  U( t ,$ )  i s  i n  ~ ( 9 ) .  
n 
Let cr be an a r b i t r a r y  r e a l  nxmber i n  (-m,w).  For t h i s  cr 
and any t 2 0, we have 
Since the  r igh t  hand s ide  of t h i s  expression approaxhes zero as n +oo, 
it follows bhat u(t,U(a,$>) = U(t+d,$)  or co((p) i s  invar ian t .  It i s  
c l e a r  t h a t  w(q)  i s  connected. The fact t h a t  dist(u(t,q),U$q)) + O  
as t + 00 i s obvious and t h e  lemma i s  proved. 
- If u i s  a dynmica l  system on g and V i s  a continuous 
scalar function defined on 58,- define t h e  func t i sn  $(rp) = fl" ( c p )  b y  
- 1 
?(rp) = l i m  t + o *  [ v b ( t , d ) - m w  
Following LaSalle [ lo], we say 2. function V: 8 -+ X i s  a Lyapunov u function 
- 
if V i s  continuous on G, t h e  c b s u r e  of  G, 
20 
and ? ( c p )  6 0 f x  cp i n  G. Let S be t h e  s e t  defined by 
and l e t  M be t h e  l a rges t  invariant  s e t  i n  S of  t h e  dynamical sys- 
t em, 
Thexem 1. Supp3se u i s  a dpamica l  system on d?. If V i s  a 
Lyapunm f u n c t i m  3n G and an x b i t  y ( c p )  be lmgs  t 3  G and i s  i n  
a czapact s e t  3f 8, then u(t,cp) 3 M a s  t + w. 
+ 
I n  the  app l i ca t ims  5f Theorem 1, one can be assured t h a t  an 
o r b i t  y+(cp) remains i n  G i f  cp be lmgs  t? G provided t h a t  t he  c m -  
d i t i m s  3f t he  the3rem a re  sa t i s f i ed  for G a compment of t h e  s e t  U = 
P 
Icp i n  6 : V(T) < P I  
Theorem 2. Supp3se u i s  a dynamica1 system on 8. Let u(t,O) = 0 
f o r  a l l  
t o  t h e  closure of  some open s e t  U and N i s  an open neighborhood of zero. 
t ( i . e .  cp tr 0 i s  an equilibrium point)  and suppose zero belongs 
Assume t h a t  
i) v i s  a Lyapunov function on G = M n U, 
ii) M n G i s  e i t h e r  t he  empty set. o r  zeroj 
iii) V(cp) < q on G when fp f. 0, 
iv)  V ( 0 )  = 7 and V(cp) = ?I when (r, i s  i n  t h a t  pa r t  of t he  
boundary of G i n  N. 
* .  . . .  
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If N3 i s  a bmnded neighborhmd D f  zero properly cmtained i n  N, then 
cp # 0 i n  G fl No implies e i t h e r  t he re  e x i s t s  a T > O  such t h a t  u(r,cp) 
b e l m g s  t.o t h e  boundary 
not b e l m g  t o  a compact 
The p r m f s  cJf 
e s sen t i a l ly  the  same as 
t i ons .  
of No or  u(t,cp) remains i n  G n No but does 
s e t  of  G Cl N3, 
Theorems 1 and 2 a r e  not given s ince they a r e  
the  ones i n  [ 101 f o r  ordinary d i f f e r e n t i a l  equa- 
4. 
s u l t  fo r  determining t h e  l imi t ing  behavior of an o r b i t  of a dynamical 
L i m i t  dynarnical systems. I n  t h e  previous section, we s ta ted  a re -  
system prmided the  o r b i t  remains i n  a compact subset of the  space. The 
problem remaining i s  t 3  give a p rxedure  €3r determining when such a 
s i t u a t i o n  prevai ls .  I n  Section 2, we have given i l l u s t r a t i m s  3f dy- 
namical systems (examples- 1-3) such t h a t  a.ny bounded o r b i t  necessar i ly  
belongs t 3  a compact subset of  the  space. It i s  i n  general  much eas ie r  
t o  sh3w t h a t  an z r b i t  i s  b3unded. I n  fac t ,  t h i s  i s  usual ly  t h e  immedizte 
consequence 3f t h e  existence of a Lyapunm f u n c t i m .  
5 o f  S e c t i m  2,  t he re  i.s n3 inherent smxhhing e f f ec t  i n  the  dynanical 
I n  examples 4 and ' 
system and thus bmnded Drbits may n3t l i e  i n  compact s e t s .  On the  
other  hand, t h e  equations i n  examples 4 and 3 define dynamical sys tem 
3n dif€crer?t Banach spaces gjg such t h a t ,  when i e  csnsideyed as 
imbedded i n  g> t he  unit, b a l l  i n  belongs t o  a compact subset ~f %?. 
Therefwe, i n  a l l .  of t h e  examples it i s  possible  t o  a s s e r t  t h a t  a. bounded 
o r b i t  d3es have a nonempty l i m i t  s e t  i f  t h e  cmvergence i s  interpreted 
i n  the  appropriate space. These ideas  w i l l  now be formalized and exploited 
i n  more d e t a i l .  
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Let 9 and % be Banach spaces. If there  i s  a continuous 
l i n e a r  i n j ec t ion  
thus  a constant K > 0 such t h a t  I I i ( c p ) I I  5 dlcp11 f o r  a l l  cp i n  9. 
When it i s  c l ea r  from t h e  context we s h a l l  th ink  of as contained i n  
g, consider cp i n  % as wel l  as i n  and therefore  omit t h e  connota- 
i:g +g w e  s h a l l  say -@ C%. If 9 Cg, t he re  i s  
52f 53 
t i o n  i (cp) .  
Defini t ion 4. Suppose 9 C %  and u i s  a dynamical system on 9 and 
g. Let Qj* C g  be the  s e t  consis t ing of t h e  union of 9 and any cp i n  
__. 
for  which there  i s  a + i n  9 suck! t h a t  cp belongs t o  @ $) , t h e  
& l i m i t  s e t  i n  % of t h e  o r b i t  $($) i n  g; t h a t  is, 
Then u: R' M-X- -+gx- i s  a dynamical system and we r e f e r  t o  t h i s  dynamical. 
system as  t h e  l i m i t  dynaaical system of i n  g. -
Roughly speaking, t h e  l i m i t  dynamical system of i n  
i s  an extension of t h e  dynamieal system on 9 to a l a rge r  s e t  Qj* 
where 9% i s  obtained by takigg o r b i t s  i n  Qj, considering them as em- 
bedded i n  % and adding t h e i r  l i m i t  points  i n  g. The l i n l i t  s e t $  of a dy- 
i n  $? 
namical system divide t h e  space i n t o  equivalence c lasses  i n  which two points  
belong t o  t he  same c l a s s  i f  t h e i r  l i m i t  sets have common points.  By tzkifig 
the  l i m i t  of an o r b i t  even i n  a la rger  space, one can still obtain these 
quivalence c i a s ses .  
' ,  . .  
If -@ i s  a Hi lber t  space, then t h e  Banach-Saks theorem 
[ g  3 implies t h a t  9 - x -  =Be I n  s p i t e  of t h i s  fac t ,  t h e r e  i s  an advantage 
t o  looking a t  t h e  dynamical system u i n  t h e  above manner. 
=. . 
Lemma 4. Suppose C g  and u 
If Cp i n  g i s  such t h a t  ~ ' ( c p )  
a compact s e t  of -%', then t h e  0-1 
i s  a nonempty, compact, connected 
i s  a dynamical system on @ and g, 
belongs t o  a bounded s e t  of 9 and 
mit s e t  w(cp) of t h e  o r b i t  through (p 
set i n  g*, an invar ian t  s e t  of t h e  
l i m i t  dynamical system and d i s t  (u(t,cp) , ~ o ( c p ) )  -+ 0 as t + ob. 5z 
This lemma does not requi re  proof since, using Definit ion 4, 
it i s  a restatement of Lemma 3 with g replaced by 9". 
The fDllowing r e s u l t  i s  very usefu l  f a r  t h e  a p p l i c a t i m s .  
Theorem 3. Suppose 9 C . g ,  u is a dyiimical system an @ End g 
and each bounded x b i t  3f -@ belongs t o  a compact s e t  of k?. Also 
suppose t h e  f u n c t i m  
V~ (cp) < 71 , vg 
VB i s  a Lyapunw function on G r: (cp i n  33: -@ 
i n  %: v ( c p )  < 71, 2? = ccp Gg i s  a Lyapunov function on 
and N i s  t h e  l a rges t  i n v a r i m t  s e t  rin R g f  t h e  l i ! n T t  dynainickl 
system. If GB i s  bounded and cp i s  i n  G then u.(t,cp) 4 N  i n  
g as t + m .  
g 9  
’ . .  . .  
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it f D l l 3 w s  t h a t  GB Prjof:  Since V i s  a Lypunm functim on 9 
u(t,cp) remains i n  f o r  a l l  t 2 0. The hypotheses imply t h a t  it G5B 
belongs t o  a compact s e t  of G ‘ Theca-em 1 
A t  f irst  glance, t h e  hypotheses i n  
.Y 
c i a 1  but i n  some respects  a r e  very natural .  
completes t h e  proof. 
Theorem 3 may look a r t i f i -  
I n  f a c t ,  t o  show t h a t  a d i f -  
f e r e n t i a l  equa t im defines  a dynamical system, one often p r x e e d s  a s  
follows. From t h e  general  theory, m e  obtains l o c a l  ( i n  t) existence, 
uniqueness and cmtinuous dependence on t h e  i n i t i a l  data.  
global existence, one c3nstructs  a Lyapunov function and i.nv3,kes t h e  c m -  
TZJ obtain 
t i n u a t i m  thex-em t g  obtain a dynamical system o f  a subset 9f t h e  space. 
Therefore, t he  Lyapunm functions have been cmst ruc ted  i n  the  process 
of sh3wing the  exist,ence D f  a dynarnical system. 
5. Examples. 
-_j_n- 
5.1.’ . A funct ional  d i f f e r e n t i a l  equation with i n f i n t e  lag.  
II 
I n  t h i s  section, we consider arl equation which generalizes i n  some re- 
spects an equation considered by Levin and Nohel [ l l l ’ f o r  a f i n i t e  lag,  
Suppose a.3 R +R i s  a continuous function w i t h  2,‘;t continuous aild + 
a ( t )  > O ,  &(t) < 0, 3(t)  2 0 ,  t 2 0 
t 2 &(t) -+o a s  t + w .  
( 9) 
/wt2a( t) z t  < w, 
For. any integrable  function k(6) > 0,  -CO .< 8 5 0 3 . ~~ fok < w) l e t  
t h e  Banach space consis t ing of a l l  fucct ions cp: ( - w f O ]  -+ R n 
be . 
fo r  which 
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i s  a continuously d i f f e ren t i ab le  function n rJ i s  f i n i t e .  Suppose g: R ->R 
such Ynat 
For any cp i n  f o r  which it i s  meaningful, consider t h e  
f wnct ion 
The domain of f i n  general  i s  not t h e  whole space & but t he  hypotheses 
on a ce r t a in ly  imply t h a t  all bounded functions 
of f .  If g(x) C’ x and B(8) I a(-@), then t h e  domain of f is &?. 
cp belong t o  t h e  domain 
Let be t h e  subset of &? consis t ing of a l l  functions i n  
such t h a t  supgl(P(E)I < b. Cne can show t h a t  t h e  bas ic  l o z a l  exis- 
tence, uniqueness and continuous dependence theorem f o r  ( 12) holds i n  4 e 
More spec i f ica l ly  there  i s  an A = A ( b )  > 0 and an r = r (b )  I b such 
t h a t  t he  fmc’iI.on x,(~p) defined by the  S O ~ X L ~ O J ~  of (12) through fp i n  
& belongs t o  dr f o r  t i n  [O,A’] and i s  continuous i n  t , cp .  Filrther- 
more, if x 
t h a t  
i s  a solut ion of (12), then a few simple ca lcu la t ions  sho-d 
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s 
Lema 'j. Suppose g(x) has a f i n i t e  number of zeros. Then every solu- 
n t i o n  of (12) wi th  rp i n  4 approaches a zero of g j  t h a t  is, an equi- 
l ibrium point of ( 2 ) .  
'Proof: For any b and any cp i n  &, l e t  V(cp) be defined by -
The hypothesis (9) on 2 implies V i s  defined on 8b and i s  continu- 
ous. A few simple ca lcu la t ions  yield T?(cp) along t h e  solut,i.ms of' (12) 
as 
and t h i s  implies V(xt(cp)) 5 V(cp), t 1 0 ,  I n  par t icu lar ,  there  i s  a 
constant M = M(b) such tha% f o r  any cp i n  @b5 I x(cp)(t)l S 'VI, t 2 0 Y 
cp i n  $. Since our norm rin 8 s a t i s f i e s  hyp t l i e s i s  h )-h ) of Example 
3 of Section 2, t h i s  implies t he re  i s  an N = N ( b )  
N ( b ) ,  t Z 0, cp i n  Since the  o r b i t  through cp in hb i s  bomded, 
Lemma 2 iniplies t he  o r b i t  i s  r e l a t i v e l y  compzct. 
1 d i rec t ly  t o  t h i s  system tak ing  the  two Banach spaces i n  t h a t  theorem t o  
be the  same, namely the  c losu re  of t he  s.c;bset i n  o w  Banach space 8 con- 
s i s t i n g  of a l l  o r b i t s  of (12) which have i n i t i a l  value i n  &, 
b. 
1 3  
such ' tha t  lix,(cp)I 
One can now apply Theorem 
for a given 
T h i s  theorem implies from (15) and (13) t h a t  t h e  ubliniit s e t  of any 
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solut ion of (12) with cp i n  e x i s t s  and i s  t h e  union of o r b i t s  of 
( 16) 
which s a t i s f y  
Since a ( t )  > 0, &(t) < 0, t 2 0 ,  t h e r e  i s  an so i n  (O,.o) such t h a t  
Z( so) > 0. Also, cont inui ty  of 'si implies there  i s  an E > 0 such t h a t  
'si( s )  > 0 for s i n  [so-E,  s 0 +E]. Since (17) must be satisfied, t h i s  i m -  
p l i e s  t he  u & l . i m i t  s e t  of any solut ion of (12) w i t h  cp i n  &E must be 
generated! by a solut ion of (16) satisfg-ing $( t) = $( t-s), -m < t < .oy s 
i n  [ s o - E ,  s +E]. This impl-ies 9 = constant. But t h i s  c l e a r l y  implies 
g(y) = 0 .  Therefore, t h e  l e m a  i s  proved. 
0 
5*2' A s t a b i l i t y  theorem for  neu t r a l  equa.tions, -- Consider t h e  equation 
where 0 < T1 < T2 <. ..< 7 r are  r a t i o n a l  and f i s  c o n t i n u ~ u s  and loca l ly  i i p -  N - 




Theorem 4. If a: R -+R,  b: R +R, c: R -+R a r e  pos i t ive  d e f i n i t e  
s ca l a r  func t ims  and there  i s  a sca la r  f u n c t i m  
'1 V: FJ2 +R such t h a t  
and $ 
sDlut im x = 0 (18) i s  s tab le .  
t i m  (19) has m3dulus equal t g  me,  then every s o l u t i m  
i n i t i a l  value cp i n  
(9) 5 -c(cp(O)) fgr a l l  cp i n  U9 = [(p: V(cp) < q],  then t h e  
If ,  i n  a d d i t h n ,  n3 rmt or" t h e  equa- 
( 1-8) 
x 3f (18) w i t h  
and ess  sup1 @( 6) I bounded s a t i s f i e s  
*9 
< o implies v(xt(cp)) 5 V(W) < 7 f x  '(1.8) = Prmf: If cp i s  i n  
a l l  t 2 0 
t h e  solution x = 0 Df (18) is s tab le .  
-1 
and (20) implies ' \ lx t (~) l l  1 5 a (V(Cp)), t 2 0. Therefore, 
'rJ2 
If no m o t  of equation (19) has 
modulus equal t o  one, t he re  i s  an e s sen t i a l ly  bounded solution Fsx- on 
[ - r , w )  of the  equa t im 
i f  g ( t )  i s  bounded on [O,m) and t h e  i n i t i a l  f m c t i o n  fo r  w i s  
e s sen t i a l ly  bour,ded, Furthermore, any other s3lution approaches w* ex- 
ponent ia l ly  a s  t -+a or becomes exponentially unFomded as t -+ co. I n  
addition, ess ~up,,~lw('r)/  -+0 as t -+a i f  g ( t )  -+O as t +a, 
* .  . .  
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Let x(~) be a s 3 l u t i m  D f  (18) w i t h  i n i t i a l  value cp i n  
and ess sup(4(8)1 bmnded. Then t h e  first part' 3f t he  thexem im-  
?*(cp)(s)ds a r e  bounded on [O,w). Since t P l i e s  f(xt(cp)) and !t-r 
?(cp)(t) must correspmd t o  a so lu t ion  w of (21) for g(t) = f (x t (0) ) ,  
it f o l b w s  t h a t  ? (cp ) ( t )  i s  e s s e n t i a l l y  bounded i f  ()(e) i s  e s s e n t i a l l y  
bound ed . 
Since t(cp) S -c(Icp(O)I) 5 0 and V(xt(cp)) i s  bounded behw, 
V(xt(cp)) + a  c m s t a n t  as t - + m  and, thus, ]>(x(cp)(t))dt ex i s t s .  
Suppse  x(cp)(t) dges not approach zer3 i n  C a s  t -+ 03 and l e t  
p f 0 be any n-vector such t h a t  t he re  i s  a sequence tn -+a a s  n + a  
with x(cp)(tn) + p  as n -+m. Such a p e x i s t s  s ince Ix(cp)(t)l i s  
3xnded f3r t 2 -r. There i s  an E 3 0 s u c h  that; c (y)  > 6 f3r y 
i n  sE(p)  = cy: I y-pi < €1. If x(cp) (t) rerriaini in se(p)  fcx 81-1 
t 2 t 2 0, then jmc(x(q?)(t))dt = 4-m which i s  a c m t r a d i e t i m .  The 
other  p 3 s s i b i l i t y  i s  t h a t  x(cp)( t) leaves SE( p) an i n f i n i t e  number 3f 
t imes.  Since I ?(cp )  (t) 1 i s  e s s e n t i a l l y  bmnded, each time x(cp) (t)  
1 -  0 
re turns  t 3  RE it mast remain a p3s i t ive  t i n e  5. Again, t h i s  implies 
I:c(x(cp)(t))dt = w and a c m t r a d i c t i m .  Therefore Ilxt(cp)ll + O  a s  . 
t -+a and, cmsequently; f(xt(cp)) +O as t; ->a. FrDm the  p rev ims  
remarks, m e  f i n a l l y  obtains  e s s  sxp I j Z ( c p ) (  .)I + 0 as t -+ co t o  
wmplete t h e  prmf of the  thwrem. 
T Z t ,  
A s  a pa r t i cu la r  application, consider t h e  equation 
( 22) k ( t )  + ax( t )  + b f ( t - r )  = 0 
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2 2 
where a > 0, b < 1. The condition b < 1 impli-es t h e  hypothesis of 
t h e  theorem on t h e  corresponding equation (19) i s  sa t i s f i ed .  If 
then V1/*'cp) can be used a s  a nxm i n  W2 and 
The canditions of' t he  theoremare s8 t i s f i ed  and one can thus  a s s e r t  thaA 
any solution ~ ( q >  of' (22) w i t h  ess  ~ u p ~ l $ ( a ) l  bounded s a t i s f i e s  
supg\ x(y) ( t ) l  + ess  s-upgl k(cp)(t)l -+ o as t 4 m. 
Thexem 4 above does nat use the  cmcept  =tf l i m i t  dynamical sys-  
tem although imbedding i n  another space i s  used i n  the  prsof.  One could 
e a s i l y  s t a t e  a r e s u l t  based upm Theorem 3 i f  we had proved i n  Section 2 
2 
W2 
t h a , t  t h e  neu t r a l  equation (18) d e f i n e s  a dynamical system 3n for 
f (y)  
look a t  equa t im (22) again l e t t i n g  9 = W2$ = W2f Vg (y)  be the  
f u n c t i m  used be-bre  and V 
s m m t h  enmgh. Rather than dwell 3n C h i s  pcxint a t  length, we only 
2 1 
= Vg (Q)  + Vg(@). One e a s i l y  sees  t h a t  
2% 
' . .  . .  
and thus, t h e  conditions of Thecw m 3 a r e  s a L s f i e d  fm  any q .  Cctn- 
sequently any sDlu t im of (22) w i t h  i n i t i a l  value i n  W2  i s  bmnded i n  
1 2 W2 and appmaches zer3 i n  W2 a s  t -+m. * 
c 
5.3. A spec ia l  hyperbolic p a r t i a l  d i f f e r e n t i a l  equztion. Consider t h e  
equation 
The s t a t e  var iab les  for t h i s  equation a re  (u(O,t),u.t(O,t)) with u(0, t )  = 
u( l , t )  = 0. Consider t h e  space 9 of a l l  functions (rp,q), cp(0) = rp(1) = 0, 
$ ( O )  = $(1) = 0, cp E W2, 1 9 E L 2 . The I I * l l g  i s  given by l l ( rpy$) l /$=  
1 2 2 2  1 2  2 .fo('px+(p +$ )ax. Since f rp dx 2 cp if ~ ( 0 )  = cp(1) = 0 it Po l lom t h a t  
an equ-ivalent norm can be defined from the  function 
o x  
The function. V,(u,ut) along t h e  solut ions of the  equation i s  simgly t h e  
energy of t h e  f r e e  system ( E  = 0 ) .  A few cnrriputations gives 
1 2  2 ( U  u ) = - 2 E  f u (1-5 )dx 
1 ' t  0 %  
t1(q,$) .- - 2 ~  j1$2(l-cp 2 )dx 
0 
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2 If u 5 1, then f ( u  u ) 6 0 
V1(cp,$) < 1 then G1(u,ut) 5 0 
t and IOcpxdx > c p  (XI, 0 I x S 1 implies u (*,t) I 1-6 for  a l l  t. 
Therefore, i f  we assume t h e  i n i t i a l  values s a t i s f y  V1((p,+) < 1, then the  
solut ion of (23) always s tays  i n  t h i s  s e t  and 
dynamical system on t h i s  s e t  and the  solut ion 
which implies V,(u,ut) i s  bounded. If 
V 1 ( u  ' t  u ) S 1-6, 6 > 0, for  a l l  
1 , t  
implles 
1 2  2 2 
c, 5 0 .  
( 0 , O )  
This gives us a 
i s  s tab le  r e l a t i v e  
t o  t h e  norm i n  .%e One c e r t a i n l y  suspects t h a t  these  observations imply 
t h a t  solut ions should a l s o  approach zero as t + m .  
it i s  not obvious j u s t  Prom t h e  f a c t  t h a t  t h e  energy i s  bounded. 
On the  other  hand, 
We proceed now t o  show more ; namely, we construe% E dy- 
namical system on a smaller space 
Consider t he  space 8 of functions Q>$ with q(0) = q( 1) '1: 0, Q E: W2, 
8 and apply t h e  preceding theory. 
2 
given by t h e  function 
V2 
( E  = 0 ) .  
i s  somewhat like another energy function f o r  t h e  f r e e  l i nea r  equat-ion 
Some more computations show t h a t  
Combining the  above resu-Its, we obtain 
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2 If u < 1, then $(.,ut) 5 0 and V(u,ut) 
’ t  
2 
i s  bounded. 
If i n i t i a l  values s a t i s f y  V(cp,q) < 1, then V(u u ) I 1-6, 6 > 0 ,  for 
a l l  t and t h e  solut ion u of (23) satisfies u (x, t )  < 1-6 f o r  a l l *  t. 
We therefore  have a dynamical system on 8 ((cp,q): V(cp,q) < 1). A ~ S O ,  
V(rp,q) < 1 
t h e  na tu ra l  mapping which imbeds -@ i n t o  kf i s  a c3mpact map. There- 
implies.  Vl(cp,’$) < 1. We can now apply t h e  above theory s ince 
Tare, every bounded x b i t  i n  -@ 
t i o n s  of Theorem 3 are  s a t i s f i e d .  The s e t  R i s  given by 
i s  i n  a cmpact  s e t  i n  %. The condi- 
, . -  
The l a rges t  invariant  s e t  N i n  R of t h e  l i m i t  dyrlamical system 
ce r t a in ly  belongs t o  t h e  s e t  of generalized solutiono of t h e  equation 
which a re  defined on ( - ~ , ~ )  and belong -Lo 9 n {cp; V(cp,$) < 1-1 n E. 
This implies t h e  generalized solut ion must have u = C ;  t h a t  is, t h e  
solution i s  a function of x a.l.one. But t h i s  implies t h e  solution a l so  
i s  a generalized solut ion of u = 0 .  Therefore u( t ,x)  = axcb and 




have t h a t  every solut ion i n  8 approaches 0 
as t -+a, 
i n  g; tha.t is ,  u x’ u 9 12 t 4 0  
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6. Extended dynamical sysl'ems. 
out t h e  re la t ionship  between t h e  concept of l i m i t  dynamical system in t ro-  
duced i n  sect ion 3 and t h e  concept of extended dynamical system discussed 
by Hale and Infante  i n  [ 11. Throughoat t h i s  section, it w i l l  be assumed 
i@ and g a r e  Banach spaces and 8 Cg. 
The purpose of t h i s  sect ion i s  t o  point - 
Definit ion 5.  Let u be a dynamical system on &. Let 87 3 e  t h e  s e t  
of cp i n  .k? which are  i n  t h e  closure of i n  by bounded sequences 
such t h a t  t o  every cp i n  there  
for  t i n  R' with t h e  property 
uniformly on compact subsets of R+ 
i s  associated a function u*(t,cp) i n  
t h a t  11 u( t,cpn) -u*( t , V )  \Ig -+ 0 as  n -+ a 
f o r  every bounded sequence {cp,) i n  
+ r e fe r  t o  the  function u*: K X & ? l  --a@ 
as the  extension of t he  dTJnamical system u t o  or simply a s  t he  - ex-
tended dynamical system. 
- 
I_u___u 
If t h e  extended dynamical sys te3  exis ts ,  then it i s  an ex- 
tension of u i n  the  usual sense; t h a t  i s ,  u*(t,cp) = u(t,cp) i f  rp i s  i n  
8. u*(Oj(p) =cp, uJ((.L+T,,(P) E u*(t,u*-(T,cp)), 
t,r 2 0 and u*(t,cp) i s  continuous i n  t. It i s  not known whether u*(t,cp) 
is .cont inuous i n  q j  and, therefore,  it i s  not kno?%m whether u* I s  a dy- 
- 
Also, it i s  easy t o  prove t h a t  
nanical  systerr! on 
If u i s  a dynamical system on 8 and z, then t h e  ex- 
tended dynamical system u* exis ts-and u* = u, Suppose &* i s  defined 
i n  Definit ion 4 r e l a t i v e  t o  the l imi t  dynamical system and cp i n  @* 
i.s such t h a t  cp belongs t o  ( q ) ,  t h e  & l i m i t  s e t  of t h e  o r b i t  r+(q) 
i n  g. If y+($) i s  bounded i n  8, then cp c l e a r l y  belongs t o  die 
% 
Therefore, i f  t h e  l imi t  dynamical system had been defined r e l a t i v e  t o  the  
& l i m i t  s e t s  of o r b i t s  which a r e  bounded i n  6, then d?-g 
81. 
i s  a. subset of 
Even with t h i s  de f in i t i on  @* could be a proper subset of @E. 
The question of t h e  existence of an extension 070 a dynamical 
system seems t o  be r a the r  d i f f i c u l t .  
i s  not even knom: Is  the re  a dynamical system u on 8 which hr;s an 
extension t o  &If and yet  i s  not a dynamicax system on &? 
The answer t o  the  following question 
The above concept of extension of a dynamical system was in t ro -  
duced by Hale and Infante  [ 11 but t he  de f in i t i on  of dynmica l  system i n  
[ 11 i s  stronger than the  one used here. More precisely,  a dynamical sys- 
. tem on 8 i n  [: 11 i s  a function u: R+ X 8 +=@ with the  propert ies  l i s t e d  
i n  Definit ion 5 and i r _  addi t ion u(t,cp) i s  uniformly continuous i n  t,cp 
for t , g )  i n  bounded se t s .  If u(t,cp) i s  l i nea r  i n  9 ,  then t h i s  l a s t  
hypothesis implies t h a t  u ( t ,  * )  i s  a uniformly esntinuous sedgroup  of 
transformations. Therefore, a c l a s s i c a l  r e s u l t  i n  [12] implies tha'i, t he  
in f in i t e s ima l  generator of t h i s  semigroup must be a bounded lin.ear opera- 
t o r .  T h i s  i s  much too  r e s t r i c t i v e  f o r  t he  appl icat ions of t he  theory and 
the  above de f in i t i on  seens t o  be a more appropriate concept of extension, 
The author i s  indebted t o  V. Mizel f o r  pointing out t h i s  shortcoming of 
the de f in i t i on  i n  [: 11. 
The r e s u l t s  i n  [ 1-1 e a s i l y  car ry  over t o  the  s i t ua t ion  d i s -  
cussed here i f  one always adds the hypothesis t h a t  II i s  a dynamical sys- 
tem on k? and g. The uniformity condj.tion menticned above seems t o  be -
necessary i f  one does not make t h i s  l a t t e r  assumption. 
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