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I have been associated with the fields of botany, biology, and 
agriculture for some years. During that time, the nature of scientific 
publication and the resources available has changed profoundly. The 
following observations pertain specifically to the demesne for which I 
have reasonable first-hand knowledge. I suspect that similar trends 
may apply to much of scholarly production in other disciplines. 
In the 1940s there were, as now, journals sponsored by learned 
societies, e.g. the American Journal of Botany (Botanical Society of 
America), Agronomy Journal (American Society of Agronomy) , etc. 
Most states and some cities had their Academy of Science, which 
published "proceedings" of meetings that included reports of research. 
In addition, many universities and colleges supported institutional 
journals in either the sciences or humanities, e.g., Field and Lab-
oratory; contributions for the science departments (Southern Meth-
odist University, Dallas); University of Washington Publications in 
Biology( Universitiy of Washington, Seattle). And there were yet a few 
privately sponsored journals. The Agricultural Experiment Stations in 
the land-grant institutions in the United States almost all supported 
technical bulletin series in which results of pertinent research 
immediately could be published; these are now almost extinct. 
An important North American journal of the last century was the 
Proceedings of the American Academy of Arts and Sciences . . Such 
chronicles, including both the humanities and sciences, have almost 
entirely disappeared. One conspicuous exception is the Iowa State 
Journal of Research. 
I do not imply that journals are fewer than in the past. Rather it 
seems that they are now predominantly organs of disciplinary 
societies. Indeed, new ones constantly come into existence, reflecting 
continuing subject matter segmentation and specialization. An increas-
ingly important publication outlet for some scientists is in the fo:rm of 
contributions to symposia, many of which ultimately appear in book 
form. However, contrary to the trend of specialization, a few important 
journals of all of science yet flourish, e.g. Science in the United States 
and Nature in England. Contributions to these, however, are limited 
to relatively succinct reports. 
The short of it is that most publication is no longer "at home" or 
in general purpose journals; thus authors must necessarily turn to 
narrowly disciplinary journals. 
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Publication was considerably more informal, and less rigorously 
stylized, 50 years ago. Journals more often had distinct personalities, 
and, in some, authors were allowed prolix vagaries that are unheard 
of presently. For example, Rhodora, for many years, was the leading 
journal for descriptive botany in the eastern United States. In it, in 
the 40s, one finds fascinating travelogues-accounts of botanical 
exploration in Virginia. Sample sentences: "Our driver, like the 
proverbial sailor had or formerly had gir l-friends at many points 
about the southeast counties and he introd uced us to new areas and 
homes in the country." Or: "Are we going way through to the Beach 
without a stop? I'm dying for a smoke." And so on for pages. By 
contrast, current Rhodora is stiffly, even icily, formal. Then, the editor 
was not only the primary but often sole umpire of quality. The nature 
of production matched his acuity and his devotion (or lack of it) to 
editorial responsibility, as well as his level of tolerance and eccen-
tricities. 
Allowable levity of style, as seen from the above samples, often 
contrasts with the currently predominant dull gray monotone of the 
1980s. For now, the buzz words are "rigorous peer review," and, 
indeed, this procedure facilitates separation of the chaff from full 
grains. But woe betide writers oblivious to the current swell of the 
times! The author commonly must be further subdued by the 
"marking" of the manuscript to comply with the diction of the journal. 
The Iowa State Journal of Research has modestly followed these 
trends of the times. There was seemingly little organized review in its 
early years, and author individuality was evident. During the last ten 
years, the Journal has been fully reviewed and style rendered 
reasonably uniform with the qualification that, of papers deriving 
from widely disjunct worlds-for example, agronomy and history-
due allowance has been made for conventional disciplinary style and 
method of literature citation. 
Business managers of journals have faced escalating publication 
costs that have increased by an order of magnitude in the last 50 
years. It has been necessary to pass much of this to the author. In the 
1940s publication credentials were membership in the sponsoring 
society or subscription to the journal, and there were no author page 
charges. Papers and books in the humanities that the authors paid for 
were called vanity publications. Now, author costs in most journals in 
biology or agriculture range between $25 and $70 a page. All , by prior 
definition, is now vanity! Those individuals who are well grant-funded 
can live with these costs, but it is a major barrier for others working 
in disciplines in which granting resources are sparse and for those 
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whose contributions are of descriptive nature, which cannot be 
summarized to a few pages. The Iowa State Journal of Research, 
through partial fiscal support from the university, has maintained 
minimal charges of $10 per page. 
It is true that institutionally supported journals, evidently an 
endangered species, usually do not publish major discoveries, these 
being usually reserved for Science or the journal in the appropriate 
discipline. And the papers are commonly less than earth-shaking or 
are of a parochial nature. These, even though of supreme quality, have 
but low priority in the page allocation of major disciplinary journals. 
But the sum total of "little" papers contributes in a major way to the 
heritage of knowledge. And when is a paper an idle or insignificant 
production? Sometimes it is one that exceeds the confines of its times. 
Based on Nageli's "peer review," we may judge that Mendel's seminal 
work on genetics would never have been published in any of the major 
journals of his time. It was preserved only by rescue in the local 
Brunn Society for the Study of Natural Science (translation). 
The usual reason for extinction of institutionally supported 
journals has been budgetary. Because the level of fiscal oxygen 
required to maintain such journals is so minimal, within the body of 
university obligations and extravagances, their demise must be 
regarded with regret. 
D.I. 
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IOWA STATE JOURNAL OF RESEARCH (1926-1988) 
Duane Isely1 
ABSTRACT. The Iowa State College Journal of Science, a quarterly journal, was 
founded in 1926 by Robert E. Buchanan and colleagues as a medium for prompt 
publication of research and as a resource for papers difficult to publish in 
disciplinary journals because of length. Four of eight editors have served for 
sufficient time to have had impact upon the direction and quality of the Journal , 
these being Robert E. Buchanan, Joseph C. Gilman, Ellis Hicks, and Duane Isely. 
For the 62 years of its existence, the Journal has published both papers by Iowa 
State University authors and those deriving from various symposia, lecture series, 
etc., held at the University. Earlier volumes included abstracts of doctoral 
dissertations and lists of faculty publications. Although submission to the Journal 
has included nearly all academic disciplines, Biology and Agriculture dominate. In 
1972, the Journal was broadened to include the Humanities, and the name was 
changed to the Iowa State Journal of Research. Humanities contributions have 
been primarily of symposia presentations. In recent years the Journal has served 
as a fu lly refereed, economical (page charges $10/ page) publication resource for 
faculty and graduate students. It is the Library's most valuable exchange item. 
Index descriptors: Iowa, Iowa State College Journal of Science, Iowa State 
Journal of Research, journals. 
INTRODUCTION 
The Iowa State Journal of Research terminates publication at the 
end of this volume, May 1988. This is the final local author issue-the 
two following being devoted to a symposium and a lecture series. The 
presentation of a brief biography of the Journal and some of its 
accomplishments through 62 volumes is appropriate at this time. 
This summary is derived from a 77-page "An Informal Account" 
of the Journal prepared for institutional distribution (Isely, 1986c), 
which is available in the Iowa State University Library. The recounting 
here primarily describes publication accomplishments and editorial 
policy. It does not include fiscal and administrative background pre-
sented in the original document. Much tabular data are also included 
in the original. It is summarily listed in Appendix I. 
Because it is the editors, more than any other individuals, who 
have formulated the structure of the Journal and the degree of 
control of its publication, I have followed its history by editorial era, 
and brief biographies of the eight editors are included in Appendix II. 
1Professor of Botany and Distinguished Professor, Sciences and Humanities, 
Editor, Iowa State Journal of Research, 1979-1987, Iowa State University, Ames, 
IA 50011. 
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Major papers (those 100 pages or more in length and a few others) 
and symposia cited in the text are listed in the Literature Cited. 
Since the time of the Journal's founding ( 1926), the world of 
science and academia has undergone a succession of evolutionary 
and revolutionary changes. Publication has become more formalized 
and the methodology of its production changed at a level almost akin 
to those instituted by Gutenberg 500 years ago. Though the Journal's 
response to the vagaries of the cultural climate has sometimes been 
dilatory, it likewise has changed over this period of more than half a 
century. It has published some 246 issues in an unbroken sequence 
that has included 1359 local author papers and 318 manuscripts 
from symposia, lecture-series and the like, these mostly from off-
campus authors. The Journal is presently distributed in libraries in 
some 65 countries as a contribution to the Library's exchange 
programs. 
SOURCES OF DATA 
Sources of information for this report are presented in the 
manuscript on which it is based (Isely, 1986c). In summary they are: 
( 1) Library archives. There is no archival set for the Journal in 
the Iowa State University Library, but some information is available in 
files of certain of the editors. 
(2) A study of the Journal itself, 1926-present. 
(3) Personal knowledge. I have been a member of the Iowa State 
faculty for two-thirds of the Journal's history. All of the editors, save 
two, have been acquaintances of mine. The exceptions are P. E. Brown 
and J. W. Woodrow, who briefly served the Journal from 1937-1940. 
IN THE BEGINNING 
The Iowa State Journal of Science, a quarterly journal, was 
founded under the auspices of the Iowa State College Osborn 
Research Club and recommendations of a committee acting for the 
Iowa State College Chapter of the Society of Sigma Xi. Its objectives 
included in part: "To furnish a medium for the prompt publication of 
the results of research ... (2) To afford space for the publication of 
articles of greater length than usually accepted by special journals, 
and (3) To provide for the prompt publication of certain doctoral 
dissertations." Among the founding group were two of the major 
research figures of the campus, R. E. Buchanan (Bacteriology) and 
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Henry Gilman (Chemistry) . Buchanan accepted the responsibility of 
the initial editor. 
The Journal came into existence with a grey cover which was main-
tained in various shades for many years. The pages displayed attrac-
tive letterpress linotype printing that persisted for nearly 25 years. 
There were no author page charges-indeed, these, at $10 a page, 
were not instituted until 1972. Annual subscription was $3.00, single 
copies , $1.00. In essence, the Journal was, then, a multidisciplinary 
science journal available to members of the faculty and graduate 
students of the College. It was an alternate resource for papers not 
consentant (e.g. , as to length ) with disciplinary journals available to 
authors, and / or the commonly somnolent publication time frame of 
such journals. 
Beyond independent submissions, the publication of abstracts of 
doctoral dissertations began in 1931. 
R. E. BUCHANAN (1926-1937)-THE FIRST ERA 
Publication initially was derived primarily from major scientists 
of the College and their graduate students, e.g., numerous contri-
butions from the famed Henry Gilman of Chemistry and his junior 
affiliates. The physical and biological sciences predominated, perhaps 
most closely followed by Horne Economics and Mathematics. The 
largest undertaking was that of three botanical symposia, "Six 
decades of the modern era in botanical science" (Buchanan, 1935),2 
which occupied two full issues of the Journal. Major individual author 
papers were from Botany (J. Gilman and Archer, 1929) and Entomol-
ogy (Hendrickson, 1930). A paper by Snedecor and Irwin ( 1933) on 
the Chi-square test may have been a pioneering contribution. 
The substance of Buchanan's role as editor is speculative. It is 
likely he individually approved papers that he felt d eserved publica-
tion. Those of dubious quality (at least some of them) were submitted 
to members of his ample committees for confirmation of his 
view. The individuality of published papers suggests that detailed 
editing was limited; i.e. , if the research was thought to merit 
publication, the editor probably sent it to the printer as it was. 
This possibly light touch to the editorial role must be viewed in 
terms of Buchanan's personality and especially in that the insistent 
voice of "peer review" was yet to be heard. Publication in general was 
more casual or even informal as compared to the present. Decisions 
2Symposia including numerous authors are c ited by name of the editor. 
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were conventionally made by the editor, perhaps including his 
cronies, to the extent that convenience encouraged solicitation of 
secondary views. Also one recalls that Buchanan had contem-
poraneous responsibilities as a university administrator and was 
active in research and writing. 
P. E. BROWN (1937) AND J. W. WOODROW (1938-1940)-
SHIPS THAT PASSED IN THE NIGHT 
Brown was a soils specialist. His tenure was cut short by his 
untimely death. J. W. Woodrow, Head of the Physics Department, 
followed for two years. The Buchanan style and format essentially 
were continued. 
J. C. GILMAN (1940-1948)-QUIET SCHOLARSHIP 
Joe Gilman of Botany, not to be confused with Henry Gilman of 
Chemistry, assumed the editorship at a time when the founding old 
guard was fading. The pages of the Journal were now dominated by 
Botany, Zoology, and Bacteriology. Chemistry persisted, and the 
Journal issues included contributions from miscellaneous other 
departments. 
Gilman's personality suggests that he looked keenly at the sub-
stantive value of papers because of his intolerant abhorrence of 
shoddy scholarship. The internal style of the Journal indicates a 
greater level of cosmetic editing than by Buchanan. 
Major contributions and symposium-type issues during the 
Gilman years included: Botany (Hayden, 1941; Anderson, 1943 and 
seq.; Gilly, 1946); Chemistry (J. Gilman, 1945. Winfred Forrest Coover. 
Dedicatory issue); Entomology (Tuthill, 1943); Forestry (J. Gilman, 
1948. Gilmour Byers MacDonald. Dedicatory issue.); and Soil Science 
(J. Gilman, 1941. Percy Edgar Brown. Dedicatory issue). The Anderson 
series cited above was a flora of Alaska published in some eight parts, 
1943-1952. It will be seen that the Journal then, and for years 
thereafter, served as a major repository for important publications in 
systematic biology that included descriptive components not suscep-
tible to abbreviation. For these there commonly were no other 
existing publication outlets except in this and other institutionally 
sponsored journals of the era. The famed botanist and administrator, 
Liberty Hyde Bailey, once stated, "If one makes a book, one must keep 
within certain limits, otherwise the publisher is offended and the 
author is open to charges of lack of discrimination or the capacity to 
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condense. Yet it is difficult to compress a genus of plants" (Dorf, 
1956). 
Gilman expressed several views about the Journal in a radio 
interview. Of an editor he stated, "Thus he [the editor] is known for 
the make-up and style of the Journal and for what he allows to be 
printed. But his excellence is measured chiefly by what he keeps out 
of the Journal rather than what he prints." 
Miscellaneous management changes during the period included a 
slight recognition of inflation, the price for singles being raised to 
$1.25 and the annual subscription to $4.00. 
Gilman's editorial career can be summarized by asserting that he 
produced, for the time, a journal of relatively high quality. The 
reasons for his resignation were probably that he felt he had 
discharged his obligation and a bit more. Budgeting and other 
business considerations undoubtedly annoyed him. Gilman was an 
editor's editor; the administrative and fiscal worlds were neither 
within his interest or talents. 
W. H. BRAGONIER AND G. F. STEWART (1948-51)-
lWO BRIEF INCUMBENCIES 
The beginning of the Bragonier year as editor witnessed the 
abandonment of the traditional letterpress printing of the Journal, 
presumably because of its increased expense. For it were substituted 
various typewritten kinds of composition plus, sometimes, handdrawn 
symbols, particularly for mathematical papers. The composition 
format of the Journal subsequently was of irregular nature for some 
years until word processing procedures became both sufficiently 
developed and economical for use. Bragonier's tenure through four 
issues was probably primarily that of cosmetic attention. He resigned 
concomitant with assuming headship of the Department of Botany 
and Plant Pathology. 
G. F. Stewart, Director of the Experiment Station and a poultry 
specialist, also was but briefly with the Journal because he left Iowa 
State in 1951. In addition to abstracts of dissertations now were 
added compendious total listings of College faculty research publica-
tions. There was also a major increase in "fish" papers of/ or sponsored 
by Professor Carlander of the "Wildlife Group" of the Zoology Depart-
ment. 
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R. E. BUCHANAN {1951-1972)-THE SECOND ERA 
AND LUCILLE MYERS 
ISELY 
The distinguished bacteriologist and administrator, founder and 
initial Editor of the Iowa State College Journal of Science, reached 
statutory senility in 1948. Relieved of administrative duties, he was 
now theoretically able to devote full time to his lifetime interest in 
bacterial classification and nomenclature, and the revision of Bergey's 
manual for these organisms. But contrariwise he again accepted the 
role of Journal editor gratis to the institution. The reason seemed to 
be that the Administrative Board for the Journal was hard pressed to 
find someone considered qualified who would assume the respon-
sibility. Various suggestions were bypassed, and the institution again 
solicited Buchanan. Perhaps it was the fact that it was originally "his 
baby" that induced him to accept the responsibility. Sadly, it placed 
the great man in the position of having to fight for the fiscal survival 
of the Journal , consequently reducing the time available for the work 
he loved and for which he was famous. Something of the business 
problems for the first three years (1951-1953) of this term of office is 
known from correspondence in the Buchanan archives. These, sum-
marized in Isely ( l 986b ) , consisted primarily of interchanges with the 
Chairman of the Journal Administrative Board (the Dean of the 
Graduate College, the sponsoring office for the Journal) and the 
Business Manager of the Iowa State Press. In essence, the Editor was 
supposed to furnish the College a silk purse from a sow's ear budget. 
Buchanan ostensibly solved the fiscal issue, at least at a subsistence 
level, by obtaining an independent Experiment Station appointment 
for a Journal secretary, Lucille Myers. 
Content of the Journal , though dominated by Biology, fluctuated 
during the long period of Buchanan's incumbency. In the 1950s there 
was a minor upsurge of chemistry papers and an increase in 
agricultural publication. By the 1960s Biology and Agriculture com-
peted in submissions. There were numerous fisheries papers from 
Carlander and students, and a brief series from Veterinary Anatomy. 
Major papers (predominantly systematic revisions) and symposia 
for the period were from: Animal Science (Buchanan, 1952. Con-
ference on female reproduction in farm animals) ; Bacteriology 
(Sneath, 1960); Biochemistry and Microbiology (Buchanan, 1963. 
Milton Silverman. Dedicatory issue) ; Botany (Mobberley, 1956; Welsh, 
1960; Isely, 1951 , 1955, 1959, 1962: A series on north-central states 
legumes; Mickel, 1962; Leppik, 1964; Pohl, 1966; Wemple, 1970); 
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Entomology (Froeschner, 1954; Laffoon, 1957; Hicks, 1962, 1971); and 
Forestry (Buchanan, 1960. George Berhardt Hartman. Dedicatory 
issue). 
In 1959 the Journal became the Iowa State Journal of Science, 
the deletion of the word College being dictated by the change of the 
name of the institution from College to University. But prior to 1959, 
there was a much more substantive change; namely that Buchanan, 
though retaining the title, gradually relinquished management and 
editorship. We have already seen that he was active in a struggle for 
fiscal oxygen in the early fifties , and there is evidence that he 
performed, in at least a cursory way, as editor. But, having provided 
the Journal with reasonable survival insurance through the appoint-
ment of Mrs. Myers independent of the Journal budget, he essentially 
turned the editorship over to this perhaps less-than-sophisticated, 
but dedicated and gifted individual. This is corroborated by several of 
us (now elderly) who published in the Journal at that time. For 
example, I recall , ca. 1955, taking a manuscript to Buchanan's office. 
He fumbled through it, asked a few pungent questions; we talked 
about some matters of mutual interest, and then he said, "Well, take it 
to Mrs. Myers." Later, in the sixties, one went directly to Mrs. Myers. 
In essence, Mrs. Myers had become the Journal editor. She was a 
subspheroid lady of middle or advancing years with multiple ailments, 
but one who had a keen hand on t he composing equipment (IBM 
typewriter and miscellaneous others) and an individual who was a 
formidable and critical redactor. Furthermore, she gradually brought 
about some consistency in Journal format , manuscript structure, and 
writing detail, independent of any instructions or guide for the 
authors. She went over manuscripts both before and during composi-
tion. She would call one on the phone. "Will you come over, please? I 
can't figure this out" or "Wouldn't it be better if you did so and so?" or 
"You 've missed a couple of citations." I credit her both with a 
reasonable effort to achieve a logical and consistent format and a 
discerning eye for author carelessness. The Journal, at least for a ten 
year period, settled to reasonably stable production. 
But this was not enough. These 25 years were a period of 
explosive change and development in science and publication; the 
traditional letterpress was gone, word processing was advancing by 
successive saltations, the costs of publication escalated, and page 
charges in most disciplines became a way of publication life; and 
perhaps especially the words "peer review," "refereed," and "rigorous" 
became holy writ for acceptable publication. Most broader scope 
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journals shriveled and fell away; the proliferating new ones cut the 
disciplinary pie ever narrower and were more expensive both for 
subscription and publication. Mrs. Myers knew nothing of this, and Dr. 
Buchanan, of the old school, was presumably indifferent to it. 
The Journal drifted behind. Its prestige and utilization by a major 
segment of the university faculty declined. The Buchanan epoch 
ended only shortly before his death in 1973 at the age of 89. Mrs. 
Myers retired about the same time. 
ELLIS HICKS (1972-1979)-AN ALL UNIVERSITY JOURNAL 
The rationale for continuing the Journal was reviewed by the 
Office of the Vice President for Research and the Administrative 
Board of the Journal. On affirmative decision, its scope was expanded 
to include the humanities, and the name was changed to the Iowa 
State Journal of Research. To put it mildly, this expansion of scope 
was contrary to the prevailing wind of ever narrower specialization. 
An editorial faculty board was established with the expectation of 
providing reasonable review resources for a journal that published on 
anything and everything. Dr. Ellis Hicks (Zoology) accepted the role of 
editor. Dr. Martin Ulmer, Associate Vice President for Research, be-
came Chairman of the Administrative Board. The first issue under Hicks' 
management included a tribute to Dr. Buchanan (Brooks, 1972). 
Editor Hicks rapidly made some changes. The cover design was 
changed, and the traditional gray abandoned for a perhaps-too-lurid 
orange-yellow. A helpful "Information for Authors" was printed for 
the first time in an attempt to achieve standardization of structure 
and citation format in papers. The problem of producing uniform 
copy from diverse typewriter equipment used by thesis typists, 
however, remained unchanged. 
Acceptable local author contributions to the Journal continued 
to derive primarily from the biological sciences and agriculture. The 
Humanities made themselves heard primarily in symposia and, 
indeed, the major publications during t hese years were symposia: 
Forestry (Hicks, l 975a. Conference on intensive use of forest crops; 
Hicks, l 976a. Conference on intensive culture of short-rotation forests 
crops); Interdisciplinary Humanities (Hicks, 1974. Humanities sym-
posium on rural life; Hicks, l 975c. Symposium on technology, moderniza 
tion and cultural impact; Folsom, 1976. Myths and minds; games people 
think); Interdisciplinary Biology (Hicks, l 975b. Interdisciplinary re-
search to develop integrated pest management systems; Shakespeare. 
Galyon and Madison, 1979. Aspects in Shakespearean Scholarship). 
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A masthead editorial review board appears to have been fre-
quently consulted during Hicks' first years in office, and some papers 
were submitted for outside review ( informal reports to this author). 
Reference of manuscripts to the Editorial Board, however, declined in 
the latter years. Hicks, an excellent redactor, went over every paper 
carefully himself and marked it prior to composition. 
Although achievement of "rigorous" review perhaps was a hope 
expressed rather than a goal achieved, one must not be critical of 
Editor Hicks. He simply had too many responsibilities for one 
individual. A master teacher (for which he received a college award) 
and student adviser with a clientele upwards of 100, he was also a 
formal and informal college errand boy, particularly on matters 
relating to curricula. He was acting department chairman during a 
portion of his editorial incumbency. Dr. Hicks meticulously did what 
he could with the resources and personal time available. His t erm 
with the Journal ended with his university retirement. 
DUANE ISELY (1979-1987)-AND SOME CHANGES 
The achievement of peer review in the present sense may be 
regarded almost a frivolous goal for a Journal programmed to publish 
the results of research from any realm of academic attainment. lsely 
made the attempt. He successfully recruited Associat e Editors for 
most of the disciplines from which manuscripts were commonly 
received. While the Associate Editors included both on- and off-
campus individuals, reviews of papers written by local authors were 
entirely derived from off-campus sources. Manuscript submissions 
from off campus (primarily contributors to symposia publications) 
were susceptible to review by either on- or off-campus specialists. 
"Editorial Consultants" supplied names of potential reviewers for 
areas from which relatively few manuscripts were received. 
For reasons of brevity, this recounting has eschewed the listing of 
masthead members of editorial committees (often but meagerly 
functional ) and others. But certain individuals of the last eight years 
have contributed so much to Journal welfare and quality that their 
naming is mandatory. From Iowa State University, Norman L. Jacobson, 
Associate Vice President for Research and Chairman of the Admin-
istrative Board; Associate Editors Kenneth G. Madison (History) , Paul 
Hinz (Statistics), Bruce Menzel (Animal Ecology); from off campus, 
Associate Editors Paul Unger (Agronomy, USDA, Bushland, TX) and 
G. J . Musick (Entomology, University of Arkansas). A modern cover 
was designed by William Schmitt, Manager of University Publications. 
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Isely was determined to standardize the typography of the 
Journal. A Journal office was established, and a sequence of 
composition equipment was purchased. These were an IBM Selectric 
Composer, an updated IBM Composer with Mag Card memory, and 
finally an AM Varityper Comp/ Edit 5810 system plus software. A 
capable Compositor/ Assistant Editor, Ms. Christine McDaniel, was 
employed with the responsibilities implicit in her title plus those of 
Journal secretary and fiscal accountant. 
Insofar as possible, in the context of a multidisciplinary situation, 
it was desirable to standardize publication format. Adherence to the 
specifications of a detailed "Information for Authors" resulted in more 
structural unifotmity of product than in the past. The reservation 
must be noted that conventional styles necessarily differ materially 
between the sciences and some of the humanities. A "From the 
Editors" column and a "Book Review" section featuring titles from the 
Iowa State University Press were initiated. 
The more distinguished productions of the Journal during this 
period probably have been two annually recurrent lecture series: the 
Galyon- and Madison-edited symposia of "Shakespeare and his contem-
poraries" (Galyon and Madison, 1979, 1980, 1981 , 1982, 1984, 1985, 
1986, and 1987) and the Frey-sponsored "Plant Science Lecture 
Series" (Isely, 1982, 1983b, 1984b, 1985b, 1986a, 1987). 
Isely retired from the Journal staff June 30, 1987, coincident with 
publication of Volume 61 of the Journal. Associate Editor Bruce 
Menzel (Animal Ecology) has acted as pro tempore editor of the 
Journal for Volume 62 so that the Journal could honor obligations to 
authors of papers accepted and in review. 
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APPENDIX I. FURTHER INFORMATION. 
The following is a list of appendix tabulations in the prior report 
(Isely, 1986c) from which this is derived. 
Appendix 1. Number of Published Papers by Disciplines. 
(1) A tabulation of numbers of local author publications, 1926-
1985, by colleges and their constituent departments. Total: 1359 
papers published. 1986-87 includes about 25 more. 
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(2) A tabulation, similarly structured, that includes symposia, 
lecture series, etc., in which most of the authors are off campus. Total: 
303. 1986-87 includes an additional 15. 
(3) A summary of the publication of Abstracts of Dissertations, 
etc. 
Appendix 2. Iowa State faculty associated with the Journal, 1926-
1985, as to cumulative masthead listings. 
Appendix 3. Literature Cited. This is included here in conventional 
format following text. 
Appendix 4. A memorandum describing the services of the Journal 
to the Iowa State faculty and the library. 
Appendix 5. An editorial flow chart descriptive of review process. 
Appendix 6. Information for Authors. Descriptive of Journal 
format. 
Appendix 7. Map displaying the U. S. d istribution of off-campus 
authors. These persons, 272 in all, include also authors from Belgium, 
Brazil, Canada, Great Britain, Netherlands, Peru, Philippines, and the 
U.S.S.R. 
Appendix 8. Biographical sketches of Editors of the Iowa State 
College Journal of Science and the Iowa State Journal of Research. 
These are included here, in abridged form, as Appendix II, together 
with photographs. 
APPENDIX II. BIOGRAPHICAL SKETCHES OF EDITORS. 
Wendell Hughell BRAGONIER (1910- ) 
Editor, Iowa State Journal of Research 1948-1949 
Born in Tama County, Iowa. B.A., Iowa State Teacher's College, 
1933; M.S., 1941; Ph.D. (Plant Pathology), 1947, both from Iowa State 
College. Married, 1934. Three children. 
High school teacher 1933-1939. Research Associate and assistant 
to the Dean of Industrial Science, Iowa State College, 1942-1947; 
Associate Professor-Professor, Department of Botany and Plant 
Pathology, 1947-1962, and head of Department, 1950-1962. 
A vigorous, affable person, Dr. Bragonier left Iowa State in 1962 
to become Dean of the Graduate College at Colorado State University. 
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Percy Edgar BROWN (1885-1937) 
Editor, Iowa State Journal of Science 1937 
Born in Woodbridge, New Jersey. B.S., 1906; M.A., 1909; Ph.D. (Soil 
Chemistry), 1912, all Rutgers University. Married. 
Assistant Professor-Professor (Farm Crops and Soils), Iowa 
State College, 1910-1937; head of Department, 1932-37. President of 
the Agronomy Society, 1931. 
Dr. Brown's fields were soil chemistry and bacteriology, and soils 
surveys and management. He was Associate Editor and Business 
Manager of the Iowa State Journal of Science at the time of its 
founding and was active in the support of the Journal through his 
brief tenure as editor, which was terminated by his untimely death. 
The July 1941 issue of the Journal was dedicated to him. 
Robert Earl BUCHANAN (1883- 1973) 
Editor, Iowa State Journal of Science, 1926-1937; 1951-1972 
Born in Cedar Rapids, Iowa. B.S., 1904; M.S., 1906; both Iowa 
State College; Ph.D. (Bacteriology), University of Chicago, 1908. Mar-
ried, 1910. One child. 
Assistant Professor-Professor (Bacteriology), Iowa State College, 
1906-1910; Head of Bacteriology Department, 1910-1948. Dean of the 
Division of Industrial Science, 1914-1919. Dean of the Graduate 
College, 1919-1948; simultaneously Director of the Agricultural Exper-
iment Station, 1933-1948. Founder of the Iowa State Journal of 
Science. 
Honorary Doctor of Science degree, Rutgers University, 1954. 
Publications on bacteriological taxonomy, physiology and nomen-
clature in excess of 100 including five books, of which Index 
Bergeyana, a standard reference for all bacteriologists, was Buch-
anan's terminal endeavor. 
Examples of activities beyond Iowa State and bacteriology: 
Presidency, Bacterfological Section, International Botanical Congress, 
1930; Chairmanship of the Committee for Experiment Station Organ-
ization and Policy, 1940-46; member of the Executive Committee, 
Land Grant College Association, 1945-46; member of President Tru-
man's Committee on Foreign Aid (Marshall Plan) 1947; member of the 
U.S. delegation to first meeting of the Food and Agriculture Organ-
ization in 1945; member, Agricultural Mission of the U.S. Departments 
of State and of Agriculture to Lebanon, Syria, Arabia, Iraq, 1946; 
Guest Professor (Rockefeller Foundation) at Goethe University, 
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Frankfurt am Main, Germany, 1949-1950; and editor or associate 
editor of various disciplinary journals in the bacteriological field. 
Dean Buchanan was of true international stature, both within his 
field of specialization and beyond. One of the world's renowned 
bacteriologists, he maintained both his research and writing simulta-
neously with his several administrative responsibilities and foreign 
assignments. 
Dr. Buchanan was a short, stocky man, blunt and incisive in 
speech. He had a gift, seemingly in being interested in what everyone 
was doing and in asking pungent, often barbed questions. Buchanan 
Hall, graduate and foreign student dormitory at Iowa State University, 
is named for Dr. Buchanan. 
Joseph Charles GILMAN (1890-1965) 
Editor, Iowa State Journal of Science 1940-1948 
Born in Hastings, Nebraska. B.A., 1912; and M.S., 1914, both from 
the University of Wisconsin; Ph.D., (Plant Pathology), Washington 
University, St. Louis, 1915. Married, 1919. Three children. 
Ripon College, Wisconsin , 1915-1918. Iowa State College, Assistant 
Professor-Professor (mycology and plant pathology), Dept. of Botany 
and Plant Pathology, 1915-1960. 
Numerous papers in mycology. One major book, A Manual of Soil 
Fungi, 1945. President of the Mycological Society of America, 1951-52, 
and of the Iowa Academy of Science, 1945-46. Fellow of the American 
Association for the Advancement of Science; Associate Editor of 
Phytopathology for three years. Acting head of Botany and Plant 
Pathology 1946-4 7. 
Dr. Gilman was a small man, almost invariably seen with an 
ancient pipe. He would often gesticulate with his head when talking. 
His broad erudition earned him status as the elder scholar of the 
Botany and Plant Pathology Department for many years. He had 
strong views about the ridiculousness of much of human life and 
some of the ways of academia, which he would express in mild but 
satirical tones . Dr. Gilman refused to learn to drive a car and always 
walked to work 
Ellis Arden HICKS (1915-) 
Editor, Iowa State Journal of Research 1972-1978 
Born in Lamoni, Iowa. B.S., 1938; M.S., 1940; Ph.D., 1947, all from 
Iowa State College. Married, 1946. One child. 
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Extension Associate-Professor (Zoology) 1938-1979, Iowa State 
University. Principal research interests in arthropods inhabiting birds 
nests, and author of a book on the subject, followed by two 
supplements published in the Iowa State Journal of Science. Editor-
ship of the Journal was only one of the ways in which he served the 
University; he also participated in committee chairmanships, student 
advising, and as liaison to the administration. He was formally 
recognized as Outstanding Teacher in 1972. 
Dr. Hicks was brisk, direct in speech, and in detail meticulous. He 
and his wife shared an interest in antiques and collectibles. In 
retirement Dr. Hicks merely changed profession; the Hickses presently 
operate a small but flourishing antique business. 
Duane ISELY (1918-) 
Editor, Iowa State Journal of Research 1979-1987 
Born in Bentonville, Arkansas. B.A., 1938; M.S., 1939, both from 
University of Arkansas; Ph.D. (Economic Botany) Cornell University, 
1942. Married, 1940. Two children. 
Instructor, Cornell University, 1942-43. Biologist, summers , 
Tennessee Valley Authority, 1943-46. Iowa State University, Extension 
Associate-Professor, Departments of Botany, and of Plant Pathology, 
Seed and Weed Science, 1944-present; Distinguished Professor of 
Sciences and Humanities, 1981. 
Publications, ca. 120, including three books and others of book 
length. Research and teaching in Seed Science, Weed Science, 
Economic Botany, History of Biology and Plant Taxonomy, especially 
of Legume plant family. President of Association of Official Seed 
Analysts, 1954. Editorial experience with three disciplinary journals 
prior to assignment with Iowa State Journal of Research. 
Amateur pianist. 
George Franklin STEW ART ( 1908-1982) 
Editor , Iowa State Journal of Science 1950-1951 
Born in Mesa, Arizona. B.S., University of Chicago, 1930; Ph.D. 
(Chemistry) Cornell University, 1933. Married. Three children. 
Industrial employment, 1933-38. Associate Professor-Professor, 
Department of Poultry Science, Iowa State University, 1938-1948; 
Associate Director of Agriculture Experiment Station 1948-1951. 
Various food research and development consultant activities with 
Quartermaster Corps during World War II. Public service activities as 
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R. E. Buchanan ( 1926-1937; 1951-1972) P. E. Brown ( 1937) 
J. W. Woodrow (1938-1940) J.C. Gilman (1940-1948) 
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W. H. Bragonier (1948- 1949) G. F. Steward (1950-1951) 
E. A. Hicks ( 1972-1978) D. Isely (1979-1987) 
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chairman of the Research Council, Poultry and Egg National Board. 
Author of about 40 publications. 
Dr. Stewart, a tall, slow-spoken man, left Iowa State in 1951 to 
assume chairmanship of the Department of Poultry Science at the 
University of California, Davis. 
Jay Walter WOODROW (1884-1951) 
Editor, Iowa State Journal of Science 1938-40 
Born in Rock County, Minnesota. B.A., Drake University, 1907; 
Rhodes Scholar, Oxford University, B.A., 1910; Ph.D., Yale (Physics), 
1913, Also LL.D. , Drake, 1931. Married, 1915. One child. 
Western Electric Company, 1913-14. University of Colorado, 1914-
1921. Iowa State College, Professor (Physics) 1921-1951; head of the 
Physics Department 1930-1947. Guggenheim Fellow 1927-28. Col-
laborator, Atomic Energy Commission at Iowa State. 
Dr. Woodrow, a former Drake athlete, was a member of the 
Athletic Council at Iowa State. He served on editorial committees of 
the Iowa State Journal of Science from the time of its inception 
through his passage as editor. His hobby was raising dahlias, and his 
garden was said to be one of the show places of Ames. 
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HETEROTROPHIC GROWfH OF NINE STRAINS 
OF FILAMENTOUS CYANOBACTERIA1 
Susan Ruttenberg Barnum and Steven M. Gendel2 
ABSTRACT. The primary mode of growth in cyanobacteria (blue-green algae) is 
photoautrophy, although some strains are able to grow photoheterotrophically or 
chemoheterotrophically. The ability to define optimal growth conditions for 
heterotrophic growth is an important prerequisite to the isolation of photo-
synthesis-minus mutants for genetic analysis. We have screened nine strains of 
cyanobacteria from the University of Texas Culture Collection (four strains of 
Plectonema, three strains of Nostoc, Fremyella diplosiphon, and Phormidium 
luridium) for the ability to grow on agar solidified medium in the dark on several 
organic substrates and in the light on these compounds in the presence of the 
photosynthetic inhibitors, DCMU and Terbutryn (a triazine herbicide). Each strain 
had a unique pattern of response to the supplements tested in both the light and 
the dark, although the best overall growth was obtained on fructose . Better 
photoheterotrophic growth was obtained with Terbutryn than with DCMU, 
especially for the Nostoc strains. 
Index descriptors: heterotrophic growth, photoheterotrophic, cyanobacteria, 
blue-green algae, DCMU, Terbutryn. 
INTRODUCTION 
The primary mode of growth in cyanobacteria is photoautrophy, 
although it has been demonstrated that some strains are able to grow 
photeheterotrophically or chemoheterotrophically on exogenous 
organic substrates (Fay, 1965; Watanabe and Yamamoto, 1967; Hoare 
et al. , 1971; White and Shilo, 1975; Wolk and Shaffer, 1976). Photo-
heterotrophy, or growth on organic compounds in the absence of net 
carbon fixation , can occur when an organic substrate supplies the 
carbon source and light supplies energy. These conditions can be 
obtained either by excluding carbon dioxide from the environment 
(Ingram et al., 1973) or by blocking carbon dioxide assimilation 
indirectly with herbicides such as DCMU (3'-(3,4-dichlorophenyl) I', 
I'-dimethylurea) (Rippka, 1972), which inhibit photosystern II, prevent-
ing noncyclic electron flow and the production of NADPH (Van 
Rensen, 1982). Chemoheterotrophic growth can occur in total darkness, 
1Journal Paper No. J-12542 of the Iowa Agriculture and Home Economics 
Experiment Station, Ames, IA 50011. Project No. 2649. 
2Department of Botany, Miami University, Oxford, OH 45056; and Department of 
Genetics, Iowa State University, Ames, IA 50011 , respectively. 
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with the organic substrate providing both the carbon and energy 
source. Few studies comparing both photoheterotrophic and chemo-
heterotrophic growth capabilities of cyanobacteria have been under-
taken (White and Shilo, 1975; Rippa, 1972; Rippka et al., 1979; Hoare 
et al. , 1971; Pan, 1972; White and Shilo, 1975; Raboy et al., 1976), and 
little information exists on growth differences between strains of the 
same species. In addition, there is no information on the effect of 
herbicides other than DCMU on photoheterotrophic growth. 
The ability to define optimal conditions for heterotrophic growth 
is important for studies of the physiology and genetics of photo-
sythesis in cyanobacteria, particularly in the isolation of photo-
synthesis-minus mutants. Considerable progress has been made in 
recent years in the development of unicellular cyanobacterial systems 
for the study of the genetics of photosynthesis (Guilkema and 
Sherman, 1980; Astier et al. , 1984; Golden and Sherman, 1984). The 
recent description of a conjugation system for filamentous species 
(Wolk et al., 1984) will make it possible to utilize these strains in 
similar studies. The generally larger genome size and greater physio-
logical complexity of the filamentous cyanobacteria compared with 
the unicellular species suggests that different regulatory processes 
may be found in these species. In addition, growth in the absence of 
oxygen-evolving photosystem II activity is useful in maintaining 
anaerobic conditions for studies involving t he synthesis and function-
ing of nitrogenase, especially in the nonheterocystous filamentous 
species. 
We have examined nine strains of filamentous cyanobacteria for 
their ability to grow both photoheterotrophically and chemohetero-
trophically on three different saccharides (glucose, sucrose, and 
fructose) on agar solidified medium in the presence of either DCMU 
or the triazine herbicide Terbutryn. The nine strains represent both 
heterocystous and nonheterocystous species. 
MATERIALS AND METHODS 
Biological Material and Growth Conditions 
The nine axenic strains of cyanobacteria used for this study, 
which were obtained from the University of Texas Culture Collection 
(UTEX) (Starr, 1978), include four strains of Plectonema boryanum, 
two strains of Nostoc muscorum, and one each of Nostoc commune 
Fremyella diplosiphon, and Phormidium luridum. All strains are 
identified by their UTEX strain numbers as listed in Table 1. 
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Table 1. Cyanobacterial strains tested. 
Utex Taxonomic 
Species Number Heterocysts Groupa 
Plectonema boryanum 485 III 
581 III 
594 III 
1542 III 
Nostoc muscorum 387 + IV 
389 + IV 
Nostoc commune 584 + IV 
Phormidium luridum 426 III 
Fremyella diplosiphon 481 + IV 
aTaxonornic group as defined by Rippka et al. , 1979. 
Stock cultures were maintained on medium BG-11 (Allen, 1968), 
with the exception of the Fremyella which was grown on medium C 
(Kratz and Myers, 1955), solidified with 1% agar. Agar and mineral 
medium were autoclaved together. Stock cultures of each strain were 
incubated in continuous fluorescent light (cool-white, 93 uE / m 2/ sec) 
at 30°C, and transfers to fresh medium were made bimonthly. 
Stocks were checked periodically for contamination by streaking 
cells onto Luria-Bertani medium (Maniatis et al., 1982) plates and 
incubating at 30°C and 37°C in the dark and in the light. Cultures 
from experimental conditions were also checked. 
Agar solidified medium was used for two reasons. First, most 
previous research on heterotrophic growth of cyanobacteria has been 
done with liquid cultures. Cyanobacteria, in general, are well adapted 
to growth in (or under) liquid, and it is not known whether growth on 
plates results in any significant physiological differences from growth 
in liquid culture. Since most genetic selection procedures require that 
selection be done on agar surfaces, it is important to test growth 
under these conditions. Secondly, the use of agar solidified media 
allowed a large number of strains to be tested over a relatively long 
period of time in a limited amount of space. 
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Supplements 
Growth in the presence of supplements was tested by using 
glucose, sucrose, or fructose at a concentration of either 0.5 or 1 % in 
the medium. In addition, growth was also tested on medium with 1 % 
saccharide supplemented with 0.5% casamino acids. Herbicides, Ter-
butryn (2-(tert-butylamino )-4-( ethelamino) -6-(methylthio )-s-triazine) 
and DCMU (3-(3,4 dichlorophenyl)-1,1 dimethyl urea), were made up 
in methanol as 500x stocks and added to final concentrations of 2.5 
and 10 ug/ ml, respectively. The addition of methanol at this con-
centration did not affect growth of any of the strains tested. All 
aqueous additions to sterile medium were filter-sterilized. 
Photoheterotrophic growth 
Cyanobacteria were streaked onto herbicide plates containing 
supplements at both low and high concentrations of saccharides, and 
high saccharides plus casamino acids. Plates were incubated in plastic 
boxes in continuous fluorescent light at 30°C and subcultured three 
times at 14-day intervals. Growth was assessed by inspection of the 
plates after each 14-day interval. Experimental plates from the final 
subculture were retained for an additional 14 days (total of 28ys 
growth) to determine if there was any further growth. Cells from the 
final passage were also subcultured onto medium without supple-
ments and grown in the light to check viability. Each experiment was 
done in triplicate. 
Chemoheterotrophic growth 
Dark growth experiments were conducted by using the same 
supplements and concentrations as for light growth experiments. 
Plates were wrapped in two layers of heavy-duty aluminum foil and 
incubated at 30°C for 14-day intervals. Subculturing and growth 
recovery experiments were carried out as described above. 
Characterization of growth 
Growth was characterized on plates qualitatively after 14 days. 
Cells were spread uniformly on replicate plates so that the innoculum 
was barely perceptible, and the apparent density after incubation was 
used to determine relative growth. Apparent density was assessed in 
terms of both area coverage and opacity of the cultures as compared 
to controls. All results are reported as an average of triplicate 
determinantions of final growth after three subcultures. Although 
differences among strains and growth conditions were observed, the 
GROWTH OF CYANOBACTERIA 151 
relative growth under each experimental condition was consistent 
among replicates in an experiment and between experiments. 
RESULTS 
All the strains tested were able to grow either photohetero-
trophically or chemoheterotrophically, or both, in at least some of the 
conditions tested. None of the strains grew either chemohetero-
trophically or photoheterotrophically on casamino acids alone at any 
concentration. Preliminary experiments showed that the concentra-
tion of herbicide used did not affect the ability of any of the strains to 
grow photoheterotrophically. The concentrations used were 2.5 times 
the minimum necessary to prevent photoautrophic growth. The 
methanol used as a solvent for the herbicides did not affect the 
growth of any strain at the concentrations used. 
Photoheterotrophic growth 
The relative growth of each strain tested on the various supple-
ments is presented in Table 2 for growth in the presence of DCMU and 
in Table 3 for growth in the presence of Terbutryn. Relative growth 
was also determined for cells on saccharide plus casamino acids to 
determine whether the cells were nitrogen limited as well as carbon 
limited when growing heterotrophically. 
Growth of all the Nostoc strains was generally better in the 
presence of Terbutryn than of DCMU. The pattern of response to the 
different saccharides differed among the strains. N. commune 584 
grew best on glucose, whereas both N. muscorum strains (387 and 
389) grew best on fructose. The effect of adding casamino acids also 
varied among the strains. Casamino acids increased growth on some 
substrates, but were either ineffective or inhibitory on the preferred 
substrate for each strain. 
The four Plectonema strains grew equally well on both herbicides. 
They also showed less between-strain variation in response to the 
various supplement combinations. The greatest growth was obtained 
on fructose without amino acids. The addition of amino acids was 
inhibitory in most cases; Plectonema strains 581 and 594 were 
particularly sensitive to the addition of casamino acids and became 
yellow during subculturing. 
Phormidium luridum ( 426) grew best in the presence of Ter-
butryn and grew well on fructose with either herbicide. Fremyella 
displosiphon ( 481) grew equally in the presence of either herbicide 
and showed a marked preference for glucose as a substrate. Under 
-01 
~ 
Table 2. Growth on DCMU (10 ug/ ml) in the Lighe 
SUPPLEMENTS 
Glucose Glucose Sucrose Sucrose Fructose Fructose 
+ + + 
Strainsb Low High Amino Acids Low High Amino Acids Low High Amino Acids 
PB 594 G F N E F N E E N 
PB485 G G M E E M E E M 
PB 581 G M N F F N E E M 
PB 1542 M N N E M N E M N 
NC 584 G G M M F M F M M 
NM387 M N F N N N E N E 
NM389 F F N N N N E G N 
PL426 M M N M F N E E N ttl 
> 
FD 481 E G N N N N N N F ::0 a 
3 Growth is defined as E, excellent; G, good; F, fair; M, marginal; N, none. ~ 
~ 
bPB, Plectonema boryanum; NC, Nostoc commune; NM, Nostoc muscorum; PL, Phormidium luridum; FD, Fremyella ::s 0. 
diplosiphon. Q 
tr:l 
z 
t:l 
tr:l 
l' 
0 
::0 
0 
~ 
Table 3. Growth on Terbutryn (2.5 ug/ ml) in the Lighe ::r: 0 
'Tj 
SUPPLEMENTS () ;; 
Glucose Glucose Sucrose Sucrose Fructose Fructose z 0 
+ + + to > Strainsh Low High Amino Acids Low High Amino Acids Low High Amino Acids () >-3 
M 
PB 594 G N N E N N E E N ::0 >'. 
PB 485 G F M E E G E E M 
PB 581 N M M G G M E E M 
PB 1542 F N N E E N E G M 
NC 584 E E E E E F E G M 
NM387 N F E N N N E G E 
NM 389 N E G N M N E E N 
PL426 F F N E E N E E N 
FD 481 E F B N N N G N N 
a,bSarne growth notations as in Table 2. 
...... 
CJl 
VJ 
01 
.j::.. 
Table 4. kDark (Heterotrophic) Growtha 
SUPPLEMENTS 
Glucose Glucose Sucrose Sucrose Fructose Fructose 
+ + + 
Strainsb Low High Amino Acids Low High Amino Acids Low High Amino Acids 
PB 594 G F F E M N E G G 
PB485 F M N F F N E G M 
PB 581 F F N F F N E E N 
PB 1542 M M M M M N M M N 
NC 584 N N N M F M M M M 
NM387 N M N N N N M N N 
NM389 F M F N N N E E E 
t:d 
PL426 E G N E G N E E G > ~ 
z 
FD 481 N M N N N N N M M c ~ 
~ 
a.bSarne growth notation s as in Table 2. ::s 0.. 
0 
tr:l 
z 
Cl 
tr:l 
t""' 
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these conditions the addition of casamino acids inhibited growth of 
Frernyella. 
Chemoheterotrophic Growth 
All the strains tested were able to grow chemoheterotrophically 
to some extent, although in most cases, the amount of growth was 
reduced in comparison with that in photoheterotrophic conditions 
(Table 4). Three of the Plectonerna strains (594, 485, and 581), 
Phormidium, and Nostoc 389 grew well on fructose, with somewhat 
more growth on the higher concentration. In these five strains, 
addition of casamino acids either had no effect or slightly inhibited 
growth in the dark. Frernyella again grew best on glucose although 
only marginal growth was observed. The presence of either Terbutryn 
or DCMU did not affect chemoheterotrophic growth of any ,strain 
(data not shown). 
Recovery and Viability Test 
Although all the strains tested were able to grow in at least some 
of the photoheterotrophic and chemoheterotrophic conditions tested, 
there were a number of combinations in which no appreciable growth 
was observed. In many of these, it seemed that at least some viable 
cells from the original inocullum could be detected on plates, even 
after the third subculture. The viability of these cells was tested by 
replating onto unsupplemented medium, followed by incubation in 
the light under normal growth conditions. Viable cells were ob~ained 
in all cases from saccharide-treated lines, even if little or no 
chemoheterotrophic or photoheterotrophic growth was observed. No 
viable cells were obtained after treatment with just casamino ac;_ids in 
the dark or treatment with herbicide in the light (either with or 
without casamino acids). It seems that cells maintained on sac-
charide remain viable in conditions that do not support growth. 
One unexpected result of these experiments was the indication 
that some strains are very sensitive to the amount of saccharide 
present. Many of the strains were inhibited at the higher conc;.entra-
tion. The most extreme example of this was PB 594 growing on 
sucrose in the presence of Terbutryn, which was unable to grow at the 
higher supplement level, but grew well at the lower level. These data 
demonstrate that even closely related strains of cyanobacteria can 
differ significantly in their response to various heterotrophic growth 
conditions. 
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DISCUSSION 
We have examined the ability of nine strains of filamentous 
cyanobacteria to grow both chemoheterotrophically and photo 
heterotrophically in the presence of two d ifferent herbicides. Each 
strain showed a variable pattern of response to the different sac-
carides tested. The Plectonema strains were, as a group, more uniform 
in their growth characteristics than were the Nostoc strains. 
The three Nostoc strains showed a preference for growth in the 
presence of Terbutryn over DCMU, as did the Phormidium. In all 
cases, the level of herbicide used was well above the minimal 
inhibitory level for photoautotrophic growth, suggesting that DCMU 
may be affecting the cells of these strains at sites other than 
photosystem II. One possible explanation is t hat, at higher concentra-
tions, DCMU is able to bind to some secondary acceptor. Although 
there is little evidence for secondary sites of action of DCMU in 
bacteria, there is good evidence in higher plants that DCMU can 
inhibit mitochondrial electron transport (Lotlikar et al. , 1968). Tri-
acine herbicides, on the other hand, do not appear to affect 
mitochondrial electron transport (Ashton et al., 1977). 
The inability of cyanobacteria to grow rapidly in the dark on 
organic substrates was initially attributed to restricted permeability 
(Kratz and Myers, 1955). These organisms were considered to be 
obligate photoautotrophs when C02 was used as the sole carbon 
source. Later, many cyanobacteria, both filamentous and unicellular, 
were shown to assimilate a variety of organic compounds such as 
amino acids, carbohydrates, nucleotides, and carboxylic acids, as well 
as to incorporate them into cell components (e.g., Van Baalen et al. , 
1971; Hoare et al. , 1967, 1969). Since then , the heterotrophic 
capabilities of individual cyanobacterial strains grown in liquid 
culture on a number of substrates have been determined (Fay, 1965; 
Watanabe and Yamamoto, 1967; Hoare et al. , 1971; White and Shilo, 
1975; Raboy et al. , 1976; Wolk and Shaffer, 1976). 
The ability to grow heterotrophically has not been consistent 
among the taxonomic groups examined (Rippka et al., 1979). These 
studies have also indicated that glucose would support growth of 
more strains than any other tested substrate (Rippka et al. , 1979; 
More et al., 1979). Our results show that there may also be consider-
able variability in the optimal conditions for heterotrophic growth on 
plates between closely related strains and that a number of strains 
prefer substrates other than glucose in these conditions. 
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Enhanced growth of cyanobacteria in the presence of casamino 
acids also ha·s been demonstrated for Plectonema 594 grown on ribose 
(White and Shilo, 1975), for a symbiotic Nostoc grown on glucose 
(Hoare et al., 1971), and for Fremyella on glucose (Diakoff and 
Scheibe, 1975). We also have demonstrated that casamino acids 
enhance growth of some cyanobacterial strains under certain condi-
tions. Generally, cells growing in optimal conditions did not require 
amino acids, whereas, for some strains, growth in less favorable 
conditions was enhanced by addition of casamino acids. 
There are several possible explanations for the unexpected 
sensitivity to higher saccharide levels observed in these experiments. 
These include water stress and problems in osmotic regulation, or 
feedback inhibition of carbohydrate metabolism. It would not be 
surprising if the inability of some cyanobacteria to grow on carbo-
hydrate supplements in either liquid or plate culture was the result of 
metabolic inhibition, but this would not explain why the concentra-
tion sensitivity seen here has not been reported for cells in liquid 
culture. It is more likely that high saccharide levels stimulate a 
morphological change in cell filaments , such as increased production 
of mucilaginous sheath material, which affects the ability of the cells 
to take up nutrients from the agar solidified medium. This change 
would not affect growth in liquid medium since this mat erial is water 
soluble. 
To clearly demonstrate the heterotrophic capabilities of a cyano-
bacterial strain, it is necessary to put the organism through several 
transfers (Van Baalen, 1962; Baker and Bold, 1970). We were able to 
determine which growth conditions were able to actually support 
heterotrophic growth by subculturing the strains three times and 
allowing the final subculture to grow for 28 days. A number of 
conditions supported marginal growth (cells that survived but did not 
grow). 
This qualitative study has enabled us to define heterotrophic 
growth conditions for plate cultures of various cyanobacterial strains 
of interest and to compare strain growth differences by using a 
specific set of growth conditions. The optimal condition for ·each 
strain is defined by both the preferred substrate and the herbicide. In 
at least some groups of cyanobacteria, there are significant differ-
ences between closely related strains. In addition, some strains show 
significant sensitivity to either high levels of saccharide or the 
presence of casamino acids. 
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DAUGHTERS OF THE MIDDLE BORDER, 
IOWA WOMEN IN SPORT AND PHYSICAL ACTIVITY 
1850-1910 
Jan ice A. Beran 1 
ABSTRACT. Iowa colleges and the normal school at Cedar Falls included 
physical education for women by 1900. The provision of physical education in 
Iowa was not, in itself, remarkable. What does stand out is that in contrast to 
other public schools and colleges located in the east and west, women in the Iowa 
schools were offered sports and outdoor games as part of classwork or were 
directed in such activities by the physical education teachers. Classwork also 
included the customary gymnastics introduced by various immigrant groups and 
those devised by American physical culturists. 
Education was important to Iowans, and in 1856 the University of Iowa 
became the first state university in the nation to enroll women. Iowans felt women 
were physically and mentally capable to undergo the rigors of academic life. The 
female students came from backgrounds that included vigorous physical work 
activities, and it is not surprising that they clamored for physical exercise, sports, 
and games in their academic life. Many of the immigrant groups in Iowa, the 
Germans, Czechs, British , and Scottish , brought with them a strong tradition of 
physical activity. Women as well as men participated in the ethnic gymnastics and 
sports. These factors, as well as the independence in thought and action of Iowa 
women , influen ced educators to be among the first to provide opportunities for 
women in sport as well as gymnastics and dance as a means of improving the 
health and welfare of women circa 1900. 
Index descriptors: women's physical education in Iowa, women's sport and 
physical activity, sport and gymnastics for women . 
INTRODUCTION 
"Take at least one hour of vigorous exercise daily" was the 
admonition to young women students at Iowa State Normal School in 
1878. Eight years later, in 1885, that same school became the first 
institution of higher learning in Iowa to initiate a program of physical 
culture/ education for women. Like those established before it in other 
states, the State Normal School curriculum included "instruction in 
gymnastics, dumbbells, wands, Indian-clubs, ebonites, etc .... " and 
"organized classes each term to give instruction in physical exercises 
. as are appropriate to public schools" (Iowa State Normal School 
Catalogue, 1878-79). Other schools in Iowa followed soon after with 
1Professor of Physical Education , Iowa State University, Ames, IA 50011. 
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physical education programs. Cornell College initiated elocution and 
physical culture in 1891. Two years later, Carrie Rand was appointed 
to teach sociology and physical culture at Grinnel College and in 1893 
instituted the state's first collegiate Department of Physical Education 
for Women. This remarkable woman provided her own facility by 
presenting to Grinnell College in 1897 a well-outfitted gymnasium for 
women as a memorial to her father and brother. Other private and 
public colleges, including Drake ( 1888) , Iowa Wesleyan ( 1899), 
Western Union College (1887), the University of Iowa (1900), and 
Iowa Agricultural College ( 1901) had all organized courses in physical 
culture for women, and Coe College offered credit for physical 
education for women from its inauguration in 1900 (Western Union 
Annual College Catalogue, 1903; Iowa Agricultural College Catalogue, 
1901; Dahl, 1978). 
The inclusion of physical culture/ educat ion in these institutions, 
while interesting, is not particularly remarkable. As in other pro-
grams, Iowa women taught the German, Swedish, and Emerson 
systems of physical culture, marching, hygiene and health, light, 
remedial, and selected heavy gymnastics, and had Delsarte lectures 
on posture. What does stand out is that in contrast to public school 
and college programs in other areas of the United States, women in 
several of the above-mentioned schools were offered sports and 
outdoor games as classwork or were directed in such activities by the 
physical education teachers (Lee, 1974). The early inclusion of sports 
and games in the instructional program of physical education was 
met by approval and acceptance by women students and school 
administrators. As the Western Union College Catalogue declared, 
"experience has taught that a legitimate proportion of athletic sport 
and physical culture produce more favorable conditions for the 
students, both in body and mind and relates to a healthy college 
spirit" (1907). This contrasted with then current philosophy and 
practices at long established eastern schools wherein sport was 
considered inappropriate in physical education. 
An examination of Iowa society during the period between the 
1850s and 1900 affords insight regarding the willingness of school 
administrators and, particularly the first physical education teachers, 
to include sport in their physical education curricula. Factors 
affecting this departure from the standard practices of the period 
include the pioneering heritage, value placed on education for females 
as well as males, the contributions of ethnic immigrant groups, and 
the independence of thought and action exercised by Iowa women in 
the 1800s. 
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THE PIONEERING HERITAGE 
The female students in Iowa high schools, colleges, and univer-
sities were part of pioneering traditions. Their grandmothers and / or 
mothers had to have been strong and somewhat independent to 
disrupt their households and move their families west. The women in 
Iowa in the middle and late 1800s were accustomed to physical 
activity. 
These homesteading women had physically demanding tasks 
associated with their daily lives, such as breaking sod, carrying water, 
chopping firewood , planting and harvesting, tending animals, cooking, 
cleaning, etc. (Bennett, 1980). The monotony of the back~breaking 
work was occasionally broken by barn raisings, housewarmings, and 
corn husking bees. Frequently these and holiday celebrations included 
square dances and older dances such as the minuet and Virginia Reel. 
By 1880, the frontiers had disappeared, the population was 
relatively stable, there was more leisure time, and there was an 
increasing number of sports and games. Girls and boys played games 
such as ante-over, blind man's bluff, halleo, one o'cat, jump rope, 
marbles, and sheep run , etc. They incorporated a great deal of natural 
gymnastics as they climbed trees, walked rail fences , and ran races. 
They swam and played sports such as shinny and baseball, rode 
horses, drove the horse and buggy, walked on stilts, and, in wint er-
time, skated and rode on sleds (Putnam and Love, 1976; Hamilton, 
1974). 
However, not all time was spent playing. Even the young girls still 
carried a heavy workload in rural areas. The females were partners in 
homest eading and farming endeavors and, many times, teachers as 
well ( Riley, 1981) . They belied the philosophy that strenuous 
exercise/ work resulted in irreparable loss of childbearing functions. 
These women, in a way drop-outs from the ideals of the Victorian 
period, were, perhaps, repaid for their defection in that they were 
recognized as shapers and movers of culture rather than symbolic 
arbit rators. As a daughter of a homesteader wrote, " . . . their 
ambit ion was to be on their own; to be self-supporting . .. " (Turner, 
1942) . Many of those daughters had the opportunity for schooling 
and became self-supporting. Parents scrimped and saved to offer this 
privilege to their children. 
Parents, particularly mothers, were the leaders and supporters in 
effort s for education for both females and males (Jeffrey, 1979). 
Because of their active life style, they did not consider it strange that 
their daughters wanted physical activity, sport, and dance included in 
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their education. They gave little credence to the warnings that sport 
and exercise of a strenuous nature would have disastrous effects on 
childbearing functions and daily work responsibilities. 
EARLY EDUCATIONAL OPPORTUNITIES 
Iowa settlers valued education and practiced educational equality 
for all. Both girls and boys studied in the first cabin schools and later 
in the public schools. Private academies and colleges organized 
between 1840-1890 enrolled females and males. 
The University of Iowa was the first state university in the nation 
to enroll women when, in 1856, the first entering class included forty-
three women among its 124 students (Belding, 1982a). Likewise, the 
two other state universities enrolled women in their first classes when 
they opened. Admitting women as co-equal to men in the mid-1850s 
was considered reckless by many, but Iowans prized education and 
felt it should be available to women as well as to men. By 1880, five 
percent of Iowa women were engaged in a variety of professions as 
physicians, dentists, pharmacists, bank presidents, lawyers, busi-
nesswomen, and teachers. Indeed, according to the 1880 and 1900 
national censuses, Iowa had the highest literacy rate (in 1856 it was 
said to be 99%) and was second in the nation in percentage of 
children in school (Historical Census of the United States, 1970). 
Iowans paid scant attention to the traditional thinking and prevailing 
philosophy that considered women to be too frail to survive the 
mental rigors of college life. Proving themselves equal to the task, 
many of those early women students went on to become teachers. In 
this young state, there were few traditions to be honored in education, 
and changes accommodating young women came relatively quickly. 
Leaders did not have to contend with longstanding traditions and 
private endowments from alumni that might have been inhibiting 
(Belding, 1982a). 
Catherine Beecher recognized this desire for education when she 
founded one of her female seminaries in the Mississippi River town of 
Dubuque and introduced to Iowa girls the benefits of systematic 
exercise (Belding, l 982b ). Jessie Bancroft was popular on the lecture 
circuit as she addressed Iowans on the value of physical education 
opportunities. Other women in Iowa, led by Mary Newbury Adams in 
the east and Amelia Bloomer in the western part of the state, 
campaigned for educational opportunities and the right to vote in the 
middle 1800s, and years later supported another Iowan, Carrie, 
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Chapman Catt, as she successfully led the suffrage movement (Noun, 
1985). 
ETHNIC TRADITIONS IN GYMNASTICS AND SPORTS 
The first settlers who had migrated from the eastern states to 
Iowa were joined by immigrants from Europe. The new immigrants 
initially lived in their own ethnic enclaves and preserved their 
traditional ethnic heritage, including their unique physical activity. 
The Germans, Czechs, English, Scots, and Dutch children attended the 
public schools; however, some of the groups had their own education 
programs of which physical activity comprised a major portion. 
Slowly public schools and cultural activities served to break down 
ethnicity and separation. 
Prominent among those settlers in the 1950s were Germans who 
almost immediately set about organizing Turnvereins (German gym-
nastic associations, hereafter called Turner societies) and built 
Turnerhalles (buildings used by the society, hereafter called Turn-
halls) in a dozen Mississippi river towns, including Dubuque, Daven-
port, and Keokuk between 1851 and 1873 (Reppman, 1984). By the 
turn of the century, there were at least 30 Turner societies spread 
throughout the state. While founded principally as a society for males 
to practice German gynmastics and preserve German culture, the 
activities soon expanded. A German day school for both female and 
male children in Davenport featured German gymnastics in an after-
school program. The program there, as in many towns, included work 
on heavy gymnastic apparatus, marching, drills, and later, athletic 
events, and preparation of "numbers" for mass gymnastic demonstra-
tions (Beran, in press). 
The girls and young women, particularly, engaged in gymnastics, 
dumbbell routines, Indian club swinging, wand exercises, and German 
folk dance. The societies gradually modified their programs, and by 
1900 the young women in a few of the groups were playing basketball 
and baseball. The National Turner Society, of which the Iowa Turners 
were members, was successful in introducing physical education in 
the schools of the Midwest (Johnson, 1946). The Davenport schools 
accepted the offer of the Turners to implement physical education in 
the Davenport schools in 1866 (Turners Centennial Souvenir Book, 
1971 ). This · rather early recognition of the importance of physical 
education in education and the participation of so many females in 
German gymnastics were significant factors in the eventual acceptance 
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of sports and physical education statewide (Holstein Centennial 
Souvenir Book1 1882-1982, 1982). 
The immigrants from Czechoslovakia who settled in Cedar Rapids 
initiated a Sokol (Czech gymnastic society). Established in the late 
1800s, the Sokol was to the Czechs what the Turner society was for 
the Germans: a gathering place for persons of the same ethnic 
background. Structured around a gymnastics program such as that 
practiced in the "old country," instruction was given in the Czech 
language, and as late as 1918 the gymnastics teachers came from 
Czechoslovakia (Smith, 1985). The males and females had separate 
programs. The girls were grouped by ability for apparatus work. They 
used the beam, vaulting box, low beam, parallel bars, still rings, flying 
rings, and rybstal or wall bars. They met twice a week-girls in the 
afternoon and women in the early evenings for their gymnastic work. 
Both groups had calisthenics preceding the apparatus work. The 
Sokol program included self-testing physical activities, relays, and 
later volleyball. 
The females in the Turner and Sokol groups must have made an 
impressive sight as they did their calisthenics and apparatus work in 
their very full navy blue or black bloomers, long black stockings, and 
short-sleeved white blouses piped in red around the collar with a bow 
at the neck. No corsets for them! The female Turners and Sokol 
members participated in regional and national festivals. The Sokol 
members regularly participated in the quadrennial Slets (Czech 
gymnastic festivals) in Chicago and the Turners in the Turnfests 
(German gymnastic festivals) in various locations, such as St. Louis, 
Denver, and Dubuque (Dubuque Daily Times , June 3, 1873). These 
events included competitions between individuals and societies, along 
with mass demonstrations that included dance, calisthenics, and 
exercise with light gymnastic apparatus. The Sokol group in Cedar 
Rapids also sent competitors to the Czechoslovakia Slets in Prague, 
the last one being held in 1948. 
Immigrants from the British Isles settled in many areas of Iowa, 
and they constituted at least one-third of the foreign-born Iowans 
(Sage, 1974). In the 1880s, a colony of 500 Englishmen settled in 
northwest Iowa. They had been educated in the British public schools 
(Niewenhuis, 1983) . They were wealthy, self-reliant, and accustomed 
to comfort. Among the founders of the colony was William C. Close 
who had captained the Cambridge rowing team and, at age twenty-
three, was captain of the British crew that rowed in the Centennial 
Regatta at Philadelphia in 1876. Following the regatta, he traveled 
around the United States and decided to purchase land and settle, 
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at least for a while, in Iowa. He, along with others, sought to maintain 
the British tradition of a sporting life and organized track events, 
cricket, polo, rugby, lacrosse, rowing competition, and regattas in the 
town and vicinity of LeMars (Harnack, 1985). Both the ladies and 
gentlemen regularly participated in tea dances and grand balls that 
were associated with the sports scene. 
The men played lawn tennis as early as 1882 and soon had 
matches with St. Paul, Minnesota, and other large cities. The ladies, 
likewise,' frequently played tennis (Van Der Zee, 1927). Golf was 
probably first played in a LeMars pasture in the mid-eighties and may 
have been the first to be played in the United States. The women 
played golf, but tennis was more popular. 
Females did not engage in as many activities as men, but they 
joined them in tobogganing, and they also did coaching or tally-ho 
riding from the elegant confines of a four-in-hand. Margaret Humble, 
the wife of one of the original founders of the British Community in 
LeMars, was an expert equestrienne but lost out to a local American 
girl in a competition determining the best lady on sidesaddle. 
Other women were regarded as excellent riders as they often 
rode with the men. It is likely that the women also played billiards at 
some of the private homes which included a billiard room as well as a 
lawn tennis court and a ballroom. While some of the English women 
affected the pseudo-sickly demeanor of proper Victorian ladies, others 
flourished in the relative freedom of the colony and relished the 
opportunity for physical activity. 
Close of LeMars referred to croquet as the courting game which 
was played by women and men of all classes. He wrote to family in 
England, ". . . coming down from the hill toward Denison in the 
evening after tending cattle ... noticed dozens of lights moving about . 
. . nothing more than croquet players carrying their lights ... it looked 
as if a lot of fireflies were buzzing about ... I have been dragged in the 
hateful horrid game several times" (Harnack, 1985). He preferred the 
exuberant manly sports of polo and rugby to the more passive 
croquet which often presented an opportunity for flirtation among 
the young couples. 
Croquet was popular with the Dutch settlers as well. The Dutch 
communities were quite conservative in terms of physical sports for 
women, but one historian noted that by 1870 every lawn in the Dutch 
town of Pella had a croquet court for grandfathers to play the game 
with the grandchildren (Cole, 1936} Young girls played croquet with 
the menfolk in their families. 
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In other parts of the state, females of Scottish heritage were also 
physically active. Lou Henry Hoover, later to be first lady of the United 
States, recalled that as early as the age of six in 1880, she and her 
Scottish-born father fished , trapped rabbits, and camped out over-
night near Waterloo, Iowa (Pryor, 1964). She, like many girls growing 
up in rural Iowa, rod e ponies bareback. Her father patiently 
instructed her in the art of riding sidesaddle, and she exhibited that 
skill when she was ten years old. Mabel Lee, a highly regarded physical 
educator during the period 1910-1985, was also of Scottish heritage. 
Her parents encouraged their daughters and their friends to engage 
in all kinds of physical exercise (Lee, 1974). Mabel's father , with the 
encouragement of the family physician, provided gymnastic equip-
ment for his three daughters and their neighborhood friends . She 
captained the seventh and eighth grade military drill group as they 
competed against the boys, and the girls performed with Indian clubs 
and dumbbells at the 1894 commencement. Following the 1896 
Olympics, her father, as others in the coal mining town of Centerville, 
Iowa, instructed their children in track and field activities. The 
superintendent of schools roamed all over town instructing the 
fathers. All of this culminated in an all-schools track fest which also 
included a military drill contest. 
SPORT AND DANCE AMONG IOWA FEMALES PRIOR TO 1900 
While the impetus for physical activity, as well as women's 
equality, can be credited to the aforementioned women, Beecher, 
Bancroft, and Catt, there were other leaders. An 1898 Tri-County 
Education Conference in Centerville included a lecture, "How Can 
Physical Development Be Encouraged?" and soon after, in 1899, a 
Keokuk teacher, Mrs. Marian Becker, gave a two-week teachers' 
course in Centerville on physical culture including readings with 
instruction on gymnastics (Lee, 1974) . There were many other 
females who participated in various organized physical activities. 
Personal diaries, oral histories, biographical sketches, newspaper 
accounts of the late 1800s, and memoirs of ordinary women vividly 
illustrate that sport was an important feature of leisure time. These 
activities were varied and vital, strenuous and strengthening. Some 
were done in companionship with men, others separated from males. 
In many Iowa comm unities, women regularly rode horses. A 
Swiss woman, upon visiting in Iowa, wrote "all the women know how 
to ride horseback . .. sideways .. . they spur the horses and go as fast 
as possible" (Schweider, 1985). Women regularly drove horse and 
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buggies and rode horseback; some competed in match horse races. In 
1881 , two equestriennes, Mrs. Nellie Burke and Miss Minnie Pineo, 
competed at the Council Bluffs Driving Park. At a later race in Sioux 
City, the same Mrs. Burke and Lizzie Pinneo competed in a ten-mile 
race, changing horses every mile. Mrs. Burke won and took home a 
purse of $5,000 (Smith, 1984). By 1900 women competitors at the 
Iowa State Fair no longer rode side saddle. 
Other organized sports not limited to ethnic groups included 
bicycling, foot racing, basketball, and roller skating. A ladies bicycling 
club was organized at Iowa Agricultural College (hereafter IAC) in 
1893 (X-Ray, 1899). For many years it continued to be a viable, 
organized way for women students to exercise in a social situation. 
Women enjoyed the freedom of bloomers as they rode solo or on 
bicycles built-for-two with their suitors. Bicycle races were held in 
Council Bluffs in 1881-undoubtedly for men-but it seems entirely 
possible that suffragette Amelia Bloomer of that city and her co-
workers would have seen nothing untoward if women had partic-
ipated. In fact, in the next decade, in 1895, women riders did take 
part. They were admonished that they would suffer "an enormous loss 
of gracefulness which every women should religously consider" and, if 
they wore skirts, they should "wear high gaiters so the rider would 
seem to herself and to her spectators to be sufficiently covered" (Cole, 
1936). The women were not the only ones cautioned about their 
dress, however, as a dress code was in effect for men at a Fourth of 
July bike race in Jefferson, Iowa. They were required to wear shirts 
that did not have bare shoulders and trousers that would cover their 
legs. 
Fourth of July celebrations provided opportunities for women to 
participate in competition. Women's races and girls' races were a 
common event at rural schools and in small towns. Women pedes-
trians drew crowds in the late 1880s. Citizens of Council Bluffs had 
opportunity to watch a Madame Dupree in several foot races. In 1880 
she bested a gentlemen in a "fifty hour contest by competing 185 miles 
and 22 laps to Stewart's 168 miles and 12 laps" (Smith, 1984). Such 
physical activities influenced the first directors of educational efforts 
in Iowa. The women educators, principals, superintendents, as well as 
teachers in the latter quarter of the century, were living testimonies 
to the value of exercise. 
170 
STUDENT INITIATED PHYSICAL ACTIVITY, 
SPORT, AND DANCE ON CAMPUS 
BERAN 
Before colleges and universities introduced physical education 
into their curricula, the students had already taken it upon them-
selves to organize physical, sport, and dance activities. Croquet was 
probably the first sport played by college women. At IAC it was one of 
the few ways to socialize with the male students and was much in 
vogue until 1878 when it lost popularity due to the introduction of 
football for the men (Student, May 6, 1893). 
Military drill was another early physical activity in which college 
women participated. In 1878, Carrie Chapman Catt, then a student at 
IAC, convinced General Geddes, commandant of the men's military 
drill, to form a ladies' drill group. He concurred with her argument, 
and soon thirty women students "drilled daily at 7:00 a.m. They wore 
long blue dresses that almost swept the ground and carried spears 
instead of guns" (Des Moines Register, 1910). Due to increasing 
popularity, a second company was formed in 1884, and both com-
panies frequently performed on special occasions, including at least 
once in Des Moines at the State Fair. Always well chaperoned, the 
companies nevertheless provided wonderful socialization opportu-
nities, as the General would never consent to take the boy cadets 
anywhere unless the girls could also go. 
The lady cadets were all "a flutter" when they received an 
invitation to perform at the 1893 Chicago World's Fair. School 
administrators, after a lengthy deliberation regarding the wisdom of 
allowing the trip, finally agreed to outfit completely both the men's 
and women's battalions and then sent them off on a gaily decorated 
train with a week's vacation . . Having drilled at 5:00 a.m. every day 
except Sunday for several weeks, the lady cadets were well prepared 
and created quite a stir with their uniforms and spears. The following 
conversation was reported as having been overheard after the 
companies' performances in Chicago: 
" ... but the girls capped the climax, don't they?" 
"You bet, it's the finest thing I ever saw." 
"It must be a pretty good school. They're a well-
behaved set of young folks." (Student, October 7, 1893) 
They returned home to great acclaim, tired and dusty, but really sure 
they enjoyed the best the world can show. 
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IAC students were not the only ones enjoying military drill. At 
Iowa State Normal School, the classes for women included marching 
drills as part of gymnastics as early as 1886 under the direction of 
Delia Knight (Ninth Annual Catalogue of Iowa State Normal School, 
1888-1889). 
In the 1880s, women started to compete in foot races. In the first 
Fall Field Day at IAC, women students competed in a one-third mile 
race with the winner doing the distance in 3.32 minutes. They also 
competed in nail-driving contests, ladies' egg races, and needle and 
thread races (Student, May 6, 1893). Despite the progressive activit ies, 
there was still the hint of domesticity in the scheduled programs. 
Sports available to college students prior to 1900 included tennis. 
In 1890, "lawn tennis was all the rage" at IAC, eight years after it was 
played in LeMars, arid tennis was rated as being the most refined out-
of-doors game (see Figure 1). By 1893, a singles competition was held 
at IAC, an interclass tourney in 1894 and, in May of 1895, the first 
interschool athletic competition for women was held with a triangular 
tennis match in which Grinnel, Simpson, and IAC competed The IAC 
Student (May 20, 1895) carried the following analysis: 
Tennis as a sport is fast giving way to tennis as a science. 
They who hope to excel in this department now hope to 
gain their longed for proficiency as a result of long, hard 
training. Tennis is no longer merely a pastime, indulged in 
during pleasant recreational hours .... Tennis demands of 
its votaries as much abnegation as do any other depart-
ments of athletics. (Bomb, 1985) 
Basketball, first played in the east in the winter of 1891-92 was 
introduced by the YMCA at IAC in 1893 and at Grinnell College in 
1894 (Beran, 1985). A couple of years later, Des Moines College 
women organized a team and challenged other teams. They competed 
at least once against a faculty men's team to raise money. Western 
Union College in LeMars was another school that had a women's team 
( Western Union Annual College Catalogue, 1903). By 1898, Dubuque 
and other border town YMCAs had female basketball teams. Rules 
were flexible , numbers of team members varied, court sizes differed, 
but basketball caught on like wild fire (Beran, 1985). Before 1900, 
female students in colleges and high schools played among them-
selves, against other schools, and, occasionally, against male students 
(see Figure 2). 
Figure 1. The first intercollegiate coed triangular athletic meet between Simpson, Grinnell, and Iowa 
Agricultural College took place in 1895. Wearing the clothes shown above, they played on grass 
with wooden rackets strung with sheep gut. The speed, strokes, and strategy differed greatly 
from contemporary tennis. 
• 
Figure· 2. Boone High School and Iowa Agricultural College competed in basketball in 1903. The official in 
white blouse and long skirt and hat regulated the play as the bloomer-clad players dashed back 
and forth on the grassy outdoor court. 
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Other ball games included shinny and baseball. A baseball club 
for ladies organized at IAC in 1895 was popular with students. The 
college women played in full-length skirts, and, at least on one 
occasion, played it with tennis rackets. The group developed a 
constitution that included the stipulation that the diamond should 
not be within the radius of two miles from the college, that no lady 
player should bring a male friend, and that the game should last from 
its commencement until dark (Student, March 4, 1895). The last two 
provisos were violated the first game, but that did not prevent the 
girls from playing more baseball. 
College women at Drake University were first introduced to a 
type of gymnastics when they studied elocution in the 1880s (Dahl, 
1978). This course in expression and oratory included gesticulation. 
With its emphasis upon proper respiratory control and free and 
expressive movement of the upper torso, head, arms, and hands to 
complement the words, it was a prelude to gymnastics (see Figure 3). 
The first gymnastics were done in a stationary position using long 
sticks or wands as well as Indian clubs and dumbbells. Female 
students at Iowa State Normal School practiced gymnastics ten years 
earlier than at IAC. While the impetus for gymnastics came from 
educational administrators at ISNC, at IAC it came from students 
(see Figure 4). 
A Masquerade Club was founded at IAC in 1894. This secret 
organization, limited to female members, took as its motto "On with 
the dance" (Student, March 10. 1894). It stipulated that members 
should appear in costume at meetings ready to participate in dance. 
Under the direction of terpsichorean instructor Florence Baker, they 
were encouraged to move with "the freedom from all restraint and 
self-consciousness, enabling members to enjoy themselves to the 
utmost (Student, March 10, 1894). This group, upon hearing the 
lecture on gymnastics by a Mr. Bert German, regularly began to 
practice gymnastics. In 1898 they engaged a Helen Freeman of Des 
Moines to teach two lessons a week This gradually evolved into the 
IAC Ladies' Gymnasium Club (see Figure 5). 
The records show few teachers attended the national profes-
sional meetings wherein the relative merits of gymnastics and sports 
were discussed. In 1892, there were two women, one from Des Moines 
and the other from Independence, who attended the American 
Physical Education Association national meeting, and the next year 
Carrie Rand of Grinnell College attended. However, it was not until 
1899 that there was again representation from Iowa. In those 
intervening years, there were no members of the American Physical 
Figure 3. Drake University students in an elocution class in the 1880s. This type of public speaking with 
formalized gesticulation was a forerunner of physical education for women. The wands (sticks) 
were used extensively in gymnasium classes from 1860-1910. 
Figure 4. Iowa Agricultural College (IAC) Ladies Gymnasium Club on steps of Old Botany in 1895. The 
students formed the club, employed an instructor from Des Moines, and used dumb bells and 
Indian clubs. 
0 
Figure 5. Through the use of dumbbells and Indian clubs, the students at IAC aimed to improve posture, 
strengthen arms and upper body, and enjoy physical activity. 
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Education Association from Iowa (American Physical Education 
Association Record, 1885-1895). The lack of contact with recognized 
professional groups meant that Iowa women were less likely to keep 
abreast of current thinking, and that they did not become embroiled 
in any controversy concerning women's sports. They developed their 
local curricula based upon their own experiences, the capabilities of 
their students, and their own observed values of participation in 
sport. They were products of a social milieu wherein women had 
exercised independence in thought and action. That very independ-
ence exercised by settlers and immigrants contributed to willingness 
of physical educators to test new ideas and programs. 
The first programs of physical education were built upon proven 
programs of physical activity carried on by the various ethnic 
immigrant groups. Those, coupled with physical demands of the 
vigorous life of the pioneers, demonstrated to physical educators that 
women enjoyed and benefitted from strenuous activities. 
CONCLUSION 
From the foregoing discussion it can be seen that games and 
sport, gymnastics, and, to a more limited extent, dance were part of 
college life by the 1890s. The first women physical education teachers 
incorporated these activities into their programs. Some of the first 
teachers were self taught or "graduates" of elocution classes. Others 
had studied with or had heard lectures on physical culture or 
gymnastics by the first physical educators-Beecher, Bancroft, or 
Becker-who were at one time in the state. A few of the first teachers 
were graduates of schools which offered reputable courses in physical 
education: the New Haven Normal School of Physical Education, 
Sargent School of Physical Education, and Wellesley College. These 
women, while educated in the east in the "teach gymnastics" mode, 
had grown up playing sports and recognized the value of these sport 
activities as well as gymnastics for the enhancement of physical and 
mental well-being. 
It can be said that voices calling for opportunities in education 
and physical activity for women were strong in the late 1800s. 
Educators heeded what they were hearing. The editor of the Student 
at IAC "noted with pleasure the rise in sports" and lauded the 
increasing freedom in dress. Commenting that "the secret is out that 
the trunk of a young woman's body does not extend to the feet or at 
least the knee," the journalist noted that it was no longer a crime to 
be comfortable (Student, March 19, 1894). She continued, "The time 
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has at last arrived when a well-developed, healthy woman is an honor 
to her country and a glory to her is a man of the same type." Later 
that year the same paper carried an article that bravely stated, "girls 
here attained a position that places them on equality with their 
brothers in everything-except the right to vote" (Student, March 19, 
1894.) This came from a campus, but obviously the sentiments were 
shared in other places in Iowa. In Buxton, two women members of 
the night school debated two men, took the negative position of the 
resolution: "Be it resolved that women should not be educated with 
men," and won the debate (Gradwohl and Osborn, 1984). 
Educational decision makers, who knew personally of the women's 
power and place in education, were cognizant of the women's desire 
for physical activity and lent their support, albeit at times in a very 
meager way. They chose to provide opportunities for women in sport, 
gymnastics, and dance as a means of improving the health and 
welfare of the women under their tutelage. They evidently concurred 
with the 1894 student who wrote that there is no reason why a 
woman can't play ball, tennis , do gymnasium work, and other things 
as well as a man. 
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MUTANT WEEDS OF IOWA: S-TRIAZINE-RESISTANT 
PLASTIDS IN KOCH/A SCOPARIA 1 
J. Dekker2, R. Burmester2, K. C. Chi2, and L. Jensen3 
ABSTRACT. Putative s-triazine resistance in Kochia (Kochia scoparia L. 
Schrader) has been reported previously. Confirmation of chloroplast binding site 
alternations associated with this resistance in K. scoparia with intrinsic assays 
has not been reported previously. A study was conducted using an intrinsic 
chlorophyll a fluorescence assay to confirm the presence of resistance in 
K. scoparia populations and to determine if these resistant populations are 
present in Iowa. Variable chlorophyll a fluorescence assays confirmed that 
mutations conferring resistance exist in Iowa K. scoparia populations: relatively 
greater fluorescence yields in untreated resistant tissue compared with untreated 
susceptible plants, relatively greater fluorescence yield in treated compared with 
untreated susceptible disks, and similar yields of treated and untreated resistant 
tissue. 
Index descriptors: chlorophyll fluorescence, atrazine, chloroplasts, herbicide 
resistance. 
INTRODUCTION 
S-triazine resistance in higher plants was first discovered in 1968 
in groundsel (Senecio vulgaris) (Ryan, 1970). Subsequent research 
revealed that this resistance was not a function of differential 
herbicide uptake, translocation, accumulation, metabolism, or mem-
brane permeability (Radosevich, 1970). Photo-affinity label studies 
showed that atrazine had reduced binding to the 32kD chloroplast 
protein, Qs protein, in the resistant (R) biotype (Pfister et al., 1981; 
Steinback et al. , 1981). This polypeptide is encoded on the psb A gene 
in the chloroplast genome (Hirschberg and Mcintosh, 1983). The R 
biotype has a single nucleotide base pair mutation of guanine for 
adenine. This mutation results in substitution of a serine codon (AGT) 
for a glycine codon (GGT) at position 264 in the polypeptide product. 
This single base pair mutation results in profound changes in the 
ability of s-triazines to bind to the protein and induce toxic responses. 
S-triazine resistance has been reported previously in Kochia 
(Kochia scoparia L. Schrader) (Burnside et al., 1979; Johnson and 
1Journal Paper No. J-12872 of the Iowa Agricultural and Home Economics 
Experiment Station, Ames, IA 50011. Project No. 2833. 
2Department of Agronomy, Iowa State University, Ames, IA 50011. 
3Jensen Spray Services, RR 2, Lorenz, IA 50554. 
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Wood, 1976; Salhoff and Martin, 1985; Salhoff et al., 1981; Truelove 
and Hensley, 1982). In these reports, evidence of resistance was based 
on direct applications of s-triazines or on floating-disk assays. 
Although these assays provide necessary information, they both have 
inherent weaknesses (Truelove and Hensley, 1982). At this time, no 
evidence has been published utilizing the intrinsic physiological assay 
for triazine resistance, variable chlorophyll a fluorescence (Ali and 
Souza Machado, 1981; Ahrens et al. , 1981 ). Additionally, no reports 
have been published confirming that triazine-resistant weeds are 
present in Iowa. The objectives of this report are to confirm that 
K. scoparia populations possess the plast id mutation conferring 
s-triazine resistance and to determine if resistant populations of this 
species are present in Iowa. 
METHODS AND MATERIALS 
The putative triazine-resistant K. scoparia used in this study was 
discovered by one of the authors in the Union Pacific railroad yard in 
Council Bluffs, Iowa. The yard had a history of high-rate applications 
of atrazine ( 2-chloro-4- ( ethylamino ) -6-( isopropylamino )-s-triazine) 
and simazine ( 2-chloro-4 ,6-bis ( eth y lamino)-s-triazine). 
Applications of non-s-triazine herbicides such as diuron (3-(3,4-
dichlorophenyl)-l , 1-dimenthylurea) did control these plants. Suscep-
tible K. scoparia seed from the same region was used to make these 
comparisons. Seeds from the putative resistant and susceptible plants 
were established in a glasshouse at Iowa State University, and leaf 
disks for analysis were taken from both biotypes at the early 
reproductive stage of growth. No evidence of leaf senescence was 
observable at that time. Leaf disks were evaluated by chlorophyll a 
leaf disk fluorescence methodologies (Ali and Souza Machado, 1981; 
Ahrens et al. , 1981), and tests were conducted as reported previously 
(Dekker and Westfall, 1987a, 1987b). Leaves were removed from the 
plants 3 hours before treatment with 1 x 10-4M technical grade 
atrazine in phophate buffer. Several 8-mm disks were taken from the 
leaves of one plant of each type (R,S) . Fluorescence evaluations were 
made 3 h , 2 h , and 10 min before treatment. Leaf disks were again 
evaluated after having been treated for approximately 
1 and 3 h . Data presented are from one representative leaf disk of 
each type (R,S) sampled repeatedly during the experiment. 
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Figure 1. Variable chlorophyll fluorescence over a 50-sec illumination period 
taken from dark-adapted leaf disks of t riazine-resistant Kochia 
scoparia at several time intervals; upper figure (Atrazine): data taken 
from treated leaf disks before (-) and after ( +) immersion in an 
atrazine-buffered solution; lower figure (untreated): data taken from 
untreated (buffer solution only) leaf disks at intervals comparable to 
those in the atrazine treatments. 
RESULTS AND DISCUSSION 
Several changes in variable chlorophyll fluorescence (VCF) occur-
red in the 6 h after disk removal from leaves. Many of these changes 
were of relatively low magnitude and were associated with the 
stresses to chloroplast electron transport components resulting from 
disk removal (Krause and Weis, 1984). Other VCF changes observed 
were of greater magnitude and were associated with responses 
resulting from different QB binding proteins in the plastids of K. 
scoparia wild type and putative R leaf disks. 
Two observations from this study provided confirming, definitive 
evidence that the plants labeled resistant (R) were, in fact, triazine-
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Figure 2. Variable chlorophyll fluorescence over a 50-sec illumination period 
taken from dark-adapted leaf disks of triazine-susceptible Kochia 
scoparia at several time intervals; upper figure (Atrazine): data taken 
from treated leaf disks before (-) and after ( +) immersion in an 
atrazine-buffered solution; lower figure (untreated): data taken from 
untreated (buffer solution only) leaf disks at intervals comparable to 
those in the atrazine treatments. 
resistant biotypes of K. scoparia. The peak VCF (Fp) (Krause and 
Weis, 1984) associated with untreated R leaf disks (Figure 1) was 
relatively greater than that associated with the untreated susceptible 
(S) disks (Figure 2). This differential response was consistent with 
previous observations of a less efficient electron transport apparatus 
in R (Arntzen et al., 1979; Burke et al., 1982; Dekker and Westfall, 
1987a, 1987b) compared with S. The Fp decreased with time after 
leaf-disk removal in tissue from untreated S and R and treated R. 
Terminal VCF (Ft) was less than untreated F P in treated R and 
untreated S and R tissue. After treatment (+ 1 h 15 min, + 3 h), a 
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dramatic rise in maximum VCF (Fmax) occurred in S. The increase 
from the constant fluorescence level (F0 ) to Fp in untreated S was half 
the VCF yield observed from F0 to Fmax in treated S tissue. This change 
in S VCF yield in response to atrazine is consistent with blocked 
electron transport in the chloroplast and is definitive evidence of 
triazine susceptibility. The differential response of Rand S to atrazine 
treatment is evidence of an altered herbicide binding site associated 
with R (Pfister et al., 1981; Steinback et al. , 1981). 
This is the first evidence of triazine-resistant weeds in Iowa. It is 
the second (Dekker and Dekker, 1987) in a series of reports on 
mutant weeds in the flora of Iowa. Although this herbicide-resistant 
weed was found in a railroad yard, it represents a potential threat to 
Iowa's agricultural productivity (Bandeen et al. , 1982). 
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ENDOCUTICULAR GROWfH RINGS AS AN 
INDICATOR OF AGE STRUCTURE IN 
BELOSTOMA FLUMINEUM SAY 
(HEMIPTERA: BELOSTOMATIDAE) 1 
Jeffrey W. Flosi and E. R. Hart2 
189-198 
ABSTRACT. Laboratory studies of Belostomaflumineum Say show that age, to a 
miximum limit of eight days, can be determined accurately by counting endo-
cuticular growth layers. Applications of the method were examined exper-
imentally with field-collected B. flumineum. An examination of individuals from a 
field population indicates that the age structure of a population may be 
determined using this method. For sample pairs taken with a short time interval 
between sampling d~.tes, age recruitment in the population cannot, however, be 
defined reliably. 
Index descriptors: Belostomatidae, Belostoma flumineum , age structure, 
cuticle. 
INTRODUCTION 
The age structure of a population within a habitat or geo-
graphical area of interest is a major variable in any ecological model. 
A precise method for determining the individual age of insects within 
the population is, therefore, of considerable theoretical and applied 
significance inasmuch as it can be used to establish the population 
age composition. This, in turn, makes it possible to estimate the 
recruitment and mortality between instars. 
Although several qualitative methods have been applied to 
estimating various stages of growth and maturation in insects (e.g., 
size of nymphs, color groups of adults, and state of ovariole develop-
ment), Neville's (1963) method of age determination in locusts, using 
daily cuticular growth layers, constituted the first experimentally 
verified example of a direct age index. The endocuticle of many 
insects grows by daily increments, with a single or a double layer 
marking each day's progress until cuticle growth ceases (Neville, 
1Journal Paper No. J-10811 of the Iowa Agriculture and Home Economics 
Experiment Station, Ames, IA 50011. Projects Nos. 2073 and 2442. 
2Department of Natural Sciences, University of Houston-Downtown, One Main 
Street, Houston, TX 77002; and Department of Entomology, Iowa State University, 
Ames, IA 50011, respectively. 
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1963, 1965a, 1965b, 1967a, 1967b; Dingle et al. , 1969). The zonation is 
due to the differences in diurnal and nocturnal deposits, one pair of 
concentric rings being deposited every 24 hr, and is the result of 
permanent changes in orientation of chitin microfibrils occurring at 
the time of deposition. In sections examined with the polarizing light 
microscope, nocturnal layers appear to be composed of several 
lamellae, whereas diurnal layers are not lamellated. 
In the giant water bug, Belostoma flumineum Say, preliminary 
examinations in our laboratory showed that paired daily growth 
layers also are present and consist of lamellate and nonlamellate 
layers (Flosi, 1980). To date, there has been no published study of the 
population dynamics of B. flumineum. This is due in part to the usual 
inaccessibility of their habitats, the difficulties of sampling inshore 
areas, the low numbers present, and the very patchy distribution of B. 
flumineum in most habitats. The major objectives for the work 
presented here were to determine if endocuticular layers could be 
used to define the age of field-collected B. flumineum and, if so, 
whether this technique could be used to determine the age structure 
and trends of a field poulation of B. flumineum. 
MATERIALS AND METHODS 
Preliminary observations indicated that all the exocuticle was 
deposited before emergence, whereas most of the endocuticle was 
deposited after emergence. Thus, determining the age of the adult 
water bug is equivalent to counting the number of pairs of light and 
dark layers in the endocuticle. For both laboratory-reared and field-
collected specimens, most observations of cuticular architecture were 
made on the middle region of the tibia of the metathoracic leg, 
although some sections also were taken from the femora and tibiae of 
other legs. 
Materials were frozen-sectioned either fresh or after fixation at 
4°C for 48 hr in neutral buffered 4 % formaldehyde and then examined 
in water. The growth rings were observed with a polarizing micro-
scope with crossed polaroids set for maximum brightness of 
birefringence, after the method of Neville (1963, l 965a, l 965b ). Layers 
deposited each night were composed of several lamellae, whereas 
those grown during the day were not lamellate. A consecutive pair of 
cuticular layers (appearing as one dark plus one light band between 
crossed polaroids) represented 24 hr of growth. 
The age of adults was measured in terms of days after emergence. 
Adult age in days was calculated as A= T-n / 2, where T =total number 
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Table 1. Composition of the field samples of Belostomajlumineum. 
Sample Fifth instar Adults 
nymphs 
I (20-21June1978) 8 17 
II (26 June 1978) 0 25 
III (28 August 1978) 5 20 
IV (30 August 1978) 0 25 
v ( 1 7 September 1978) 18 32 
VI (22 September 1978) 0 25 
VII (10 October 1978) 0 25 
VIII (12 October 1978) 0 25 
of dark plus light bands visible between crossed polaroids and 
n = number of rings in the newly molted adult (i.e., deposited during 
"nymphal life"). 
Samples of B. flumineum were taken by randomly sweeping 
submerged vegetation with an aquatic net in Lost Lake at Ledges 
State Park, Boone Co., Iowa. Two samples were taken per month in 
June, August, September, and October, 1978, with intervals of two or 
five days separating each sampling date. The samples were composed 
of fifth-instar nymphs and adults and generally were taken during 
periods of adult emergence (Table 1). 
RESULTS AND DISCUSSION 
Although laboratory studies indicated that it was possible to use 
cuticle structure to determine the age of B. jlumineum, it proved to 
be more difficult than for several previously examined grasshopper 
and cockroach species (Flosi, 1980). Because B. jlumineum is a 
smaller insect with a much thinner cuticle, the rings seem generally to 
be somewhat less defined than for the larger insects. 
Our observations clearly point to the prevalence of circadian 
maturation of the cuticle. As in other exopterygotes, there are many 
lamellae per night layer in the early nymphal stage, with the 
proportion of lamellae generally decreasing at the expense of pre-
ferred layers of the endocuticles until the adult stage is reached. In 
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laboratory-reared insects the endocuticle stopped growing at about 
eight days, resulting in the deposition of a total of eight pairs of 
distinguishable daily growth rings in individuals eight days of age and 
older. This seems to be the pattern in both nymphs and adults. Also, 
under these conditions, the pharate adult stage lasted one day (Flosi, 
1980). 
The results of the age analysis of the samples of B. jlumineum 
are expressed as paired frequency histograms in Figures 1-4. The age 
composition of the population shown in the first sample of each pair 
exhibits a shift by the time that the second sample was taken. The 
relative frequency of discernible age groups was quite irregular later 
in the season. Water bug nymphs were present throughout the active 
season. In Iowa the active period of B. jlumineum is from April until 
November after which only adults in a diapausing state can persist 
until the following April. 
The degree of distinctiveness of the age groups as a function of 
age recruitment probably depends upon several factors. The shorter 
the oviposition and incubation period in relation to the life span of 
the insect, the more sharply defined will be the age group. Conversely, 
without a synchronizing phenomenon such as obligate diapause, if 
there _ were no definite periods of oviposition and incubation, there 
would be no well-defined age groups. If such factors as growth or 
other changes correlated with age are rapid, the discontinuity 
between age groups will be correspondingly greater; and if they are 
slow, the discontinuity will become obscure or disappear. In addition, 
certain individuals that grow much more rapidly than others may 
well overtake more slowly developing members of the next age group, 
and hence, the groups soon will seem to merge. For B. jlumineum, the 
age groups will be clearly defined only if the whole sample is taken 
over a period of time that is short relative to the life span of the insect 
or, more strictly, relative to the time between the pharate adult stage 
and the end of the teneral adult stage. 
For each pair of samples, chi-square tests were used to determine 
whether the age distribution of the second sample was a simple (two-
or five-day) shift of the age distribution of the first sample. In three of 
the four months, this did not seem to be the case (p < 0.001 for June; 
p = 0.81, 0.03, and 0.13 for August, September, and October, respec-
tively; since Type II error is more important than Type I error in this 
situation, we consider any p-value less than 0.15 to indicate departure 
from the simple shift hypothesis). It also seems that the greater the 
time interval between sample pairs (five days vs. two days) , the less 
correlation between the samples. Thus, a quantified description of 
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Figure 1. Age frequency histograms of two samples (taken June 1978, five days 
apart) of a field population of Belostoma jlum ineum . n = last instar 
nymphs; p = pharate adultsi a= adults. 
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Sample 3 (28 Aug. 1978) 
60 
N =25 
50 
40 
30 
20 
10 
5 6 7 8 9 1 2 3 4 5 6 7 8 9 10 
>- n I lpl a (.) 
z 
w 
::::) Sample 4 (30 Aug. 1978) 
a 60 w . 
a: 
LL N =25 ~ 0 50 
40 
30 
20 
10 
5 6 7 8 9 1 2 3 4 5 6 7 8 9 10 
n I lpl a 
AGE (Days) 
Figure 2. Age frequency histograms of two samples (taken August 1978, two 
days apart) of a field population of Belostoma jlumineum. n = last 
instar nymphs; p = pharate adults; a= adults. 
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Sample 5 (17 Sept. 1978) 
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Figure 3. Age frequency histograms of two samples (taken September 1978, five 
days _apart) of a field population of Belostoma flumineum. n = last 
instar nymphs; p = pharate adults; a= adults. 
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Sample 7 (1 O Oct. 1978) 
60 
N =25 
50 
40 
30 
20 
10 
5 6 7 8 9 1 2 3 4 5 6 7 8 9 10 
>- n I !Pl a (.) 
z 
w 
:::> Sample 8 (12 Oct. 1978) 
0 
w 60 
a: 
LL N =25 ~ 0 50 
40 
30 
20 
10 
5 6 7 8 9 1 2 3 4 5 6 7 8 9 10 
n I !Pl a 
AGE (Days) 
Figure 4. Age frequency histograms of two samples (taken October 1978, two 
days apart) of a field population of Belostoma flumineum. n = last 
instar nymphs; p = pharate adults; a= adults. 
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population age recruitment using the endocuticular ring technique 
would seem not to be strictly reliable. The major discrepancy seems to 
be in the recovery of significantly fewer older adults in the second 
sample of each pair than would be predicted from a simple aging of 
individuals of the first sample. This may be caused by one or more of 
the following factors in the adult segment of the population: absence 
of growth ring deposition, higher mortality, lower detectability, or 
emigration. We found no evidence in our laboratory studies to 
indicate that growth ring deposition would not take place under the 
temperature and photoperiod regimes present in the field population. 
Because of the size and predatory nature of this species, we also 
consider it unlikely that a higher mortality would occur in the older 
adults than in the nymphs or younger adults. It is possible that older 
adults, being stronger swimmers than nymphs or teneral adults, 
might be more difficult to capture with the methods used for 
sampling. The most plausible explanation, however, is that the older 
adults, prior to entering the reproductive phase, are emigrating, a 
phenomenon commonly observed in the Belostomatidae. There are no 
other similar bodies of water in the area from which appreciable 
immigration might be expected to balance such an effect. 
In summary, B. flumineum nymphs and adults both deposit a 
maximum of eight daily pairs of endocuticular growth rings. If food 
material is sufficient, nymphs will molt to the next stage after these 
eight pairs are deposited. Under these circumstances, age structure of 
the nymphal population may be determined quite accurately. Adults 
possessing less than eight pairs of growth rings also may be aged 
accurately. For adults possessing eight pairs or more, however, 
physiological aging features such as flight muscle degeneration or 
reproductive maturation also must be used to describe the population 
age structure. Prediction of the adult age structure based upon 
samples of both nymphs and adults does not seem to be reliable in an 
open system such as the small lake in this study. 
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NEAREST-NEIGHBOR ANALYSIS IN PRACTICE 1 
Paul N. Hinz2 
ABSTRACT. The practical application of nearest-neighbor analysis is demon-
strated by using the technique to analyze four different data sets. One of the data 
sets is constructed to have a strong spatial component of variation but no 
treatment effects or stochastic variation. The other three sets are data from field 
experiments. It was observed that the nearest-neighbor methodology can be 
effective in reducing the variance of estimates of the treatment effects. However, 
the standard methodology of removing row and column variation as classification 
variables is equally effective and sometimes superior to the nearest-neighbor 
analysis. 
Index descriptors: Papadakis, nearest-neighbor, spatial statistics, statistical 
methods. 
INTRODUCTION 
Methods of controlling or accounting for environmental variability 
in field research are of great interest to plant scientists. Experimental 
designs such as the randomized complete-block design can be very 
successful in controlling this variability when it is strongly systematic 
in the form of moisture or fertility trends. Their success depends, 
however, in arranging the blocks so that the experimental units 
within them are relatively homogeneous. Th us, if the blocks are poorly 
chosen or if the block size is large and heterogeneous, the design is 
not effective in controlling the variability. Papadakis (1937) intro-
duced a method of analysis that attempts to account for spatial 
variability even if blocks are poorly chosen or too large. The method 
was neglected after its discovery, and only recently has there been a 
renewal of interest. Most plant scientists, seemingly, have never heard 
of the method, and those who are aware of it are unfamiliar with its 
properties. Nevertheless, the promise of another method of account-
ing for spatial variability has aroused curiosity. Also, the research 
workers are hopeful that the method will be a powerful new way of 
accounting for spatial variability so that they can salvage unfortunate 
experiments or reduce the number of replications. 
1Journal Paper No. J-12409 of the Iowa Agriculture and Horne Economics 
Experiment Station, Ames, IA 50011. Project No. 0101. 
2Departrnent of Statistics, Iowa State University, Ames, IA 50011. 
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The purpose of this paper is to describe the properties of the 
Papadakis method of data analysis and to give several examples of its 
use. The emphasis will be on the practical aspects of the method, and 
no theory will be presented. The term nearest-neighbor (NN) analysis 
is often used to describe the Papadakis method and its many 
variations. A partial list of references , representative of both 
theoretical and applied papers, follows. The gap between 1938 and 
1969 is indicative of the lack of interest in the Papadakis proposal. 
They are listed in chronological order: Papadakis ( 1937); Bartlett 
(1938); Atkinson (1969); Besag (1974); Pearce and Moore (1976); 
Pearce (1978); Bartlett (1978); Pearce (1980); Kempton and Howes 
(1981); Wilkinson et al. (1983); Besag and Kempton (1986). 
PROPERTIES OF THE PAPADAKIS ANALYSIS 
Properties of the Papadakis analysis will be demonstrated by 
presuming that an experiment is to be conducted in which five 
treatments are to be compared on an area that is divided into 25 
plots, which are arranged in five rows and five columns. The response 
from the i-th and j-th column is denoted by Yii· Spatial variability is 
introduced by assuming that 
yij = 1 + i + 2j . 
Thus, if the responses represented plant height, the tallest plants 
would be located in the lower right portion of the area and, the 
shortest, in the upper left section (Table 1 ). Although many different 
types of experimental designs could be used in this situation, it will be 
assumed that treatments are assigned completely at random. A 
randomization of treatments to the experimental units is shown in 
Table 1. These data and this randomization will be used for a 
Papadakis analysis. The special features of the data are that the 
spatial variability involves no stochastic elements and that no treat-
ment effects are present. As regards the analysis, the best we could 
hope for would be that treatment means should all be equal when 
adjusted for the spatial variability. 
A basic analysis of the example data would include an estimate of 
experimental error from the analysis of variance table and calculation 
of the treatment means. The results are typical of what one might 
expect from such an experiment; namely, that the F-test for treatment 
differences is not significant at the .05 level of significance and that 
the treatment means are not equal to the true values of the treatments. 
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Source Degrees of Mean 
Freedom ( d.f.) Square (M.S.) 
Treatments 4 14.0 
Error 20 9.7 
Treatment Mean 
A 7.8 
B 11.2 
c 11.0 
D 11.4 
E 8.6 
Average 10.0 
If these data had come from an actual experiment, we might 
have noticed symptoms of the spatial ·variability even before the 
measurements were made because differences in the height, color, or 
general health of the plants might haye been obvious. This would 
suggest that estimated residuals Yii - Yii should be calculated and 
displayed in such a way as to highlight possible spatial effects. The 
estimated residuals and true residuals for this example are shown in 
Table 2. The spatial effects are evident because the residuals in the 
lower right portion of the table are positive while those in the upper 
left are negative. We also notice that, on the average, the absolute 
values of the estimated residuals are smaller than those of the t rue 
residuals. 
The goal of the Papadakis analysis is to use the estimated 
residuals to predict the true residuals. We would like to form one or 
more functions of the estimated residuals that are highly correlated 
with the true residuals. These would be used as covariates in the 
analysis of the data. Thus, a two-step procedure is used wherein the 
residuals are obtained from the initial analysis and then the analysis 
is repeated using the estimates as covariates. When substantial spatial 
effects are present, as in this example, the randomization of treat-
ments to experimental units can create considerable variation in the 
estimates of the treatment effects and, hence, in the estimated 
residuals. This makes it difficult to estimate the true residuals. 
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Table 1. Field plan and true responses of a completely randomized 
experiment for comparison of 5 treatments where no 
treatment effects are present. 
Column 
Row 1 2 3 4 5 
1 A4 E 6 c 8 E 10 B 12 
2 A 5 E 7 B 9 B 11 D 13 
3 A6 D 8 c 10 E 12 A 14 
4 c 7 B 9 D 11 D 13 B 15 
5 E 8 A 10 D 12 c 14 c 16 
Table 2. Estimated residuals (above) and true residuals (below) 
from the completely randomized experiment in Table 1. 
Column 
Row 1 2 3 4 5 
1 -3.8 -2.66 -3.0 1.4 0.8 
-6 -4 -2 0 2 
2 -2.8 -1.6 -2.2 -0.2 1.6 
-5 -3 -1 1 3 
3 -1.8 -3.4 -1.0 3.4 6.2 
-4 -2 0 2 4 
4 -4.0 -2.2 -.04 1.6 3.8 
-3 -1 1 3 5 
5 -0.6 2.2 0.6 3.0 5.0 
-2 0 2 4 6 
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Several different covariates have been suggested in the literature. 
The original suggestion by Papadakis ( 1937) was to use the average of 
residuals from the four contiguous plots in the same row and column. 
Kempton and Howes (1981) suggest using two covariates, one being 
the average of the two residuals from contiguous plots in the same 
row and, the other, from the contiguous plots in the same column. 
This is done in the belief that spatial variation in the row direction 
could be very different from that in the column direction. Plots 
located on the edge of the area have fewer contiguous plots than 
those in the interior. In that case, the covariate is formed by averaging 
the available contiguous residuals. Thus, for example, the row 
covariate for a plot on the left edge of the area would have only one 
contiguous plot in the same row (on the right), and hence, the 
covariate would be the average of only one residual. Though it is 
obvious that other ways of constructing covariates and dealing with 
border plots are possible, the analysis following will make -use of row 
and column covariates as described in this paragraph. 
The analysis of the example data, which makes use of the row 
and column covariates, results in the following analysis of variance 
table. 
Source d.f. M.S. 
Row and Column 3 76.17 
Papadakis covariates 
Treatments 4 2.42 
Residual 17 1.12 
Note that 3 d.f. are used to account for the two covariates. This was 
suggested by Pearce and Moore ( 1976) and represents a general-
ization of Bartlett (1938) , who recommended using 2 d.f. to account 
for a single Papadakis covariate. When comparing this result with the 
residual mean square from the randomized block analysis, we see t hat 
the reduction due to the Papadakis analysis has been dramatic 
(1.1 versus 9.7). If the residual mean square is a measure of exper-
imental error, then the adjusted treatment means should be much 
closer to their true values than the unadjusted means. It is evident 
that this is the case because the adjusted means in the following 
display are all much closer to 10. 
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Mean 
Treatment Unadjusted Adjusted 
A 7.8 9.4 
B 11.2 10.1 
c 11.0 10.3 
D 11.4 10.3 
E 8.6 9.9 
Average 10.0 10.0 
The values of the regression coefficients for the covariates are 
also of interest. These are b = .72 for the row covariate and b = .69 for 
the column covariate. This could be viewed as disappointing because 
the spatial variation in the column direction is twice as large as that 
in the row direction, but the two coefficients are approximately the 
same size. 
Although this example is not a realistic representation of what 
we might expect from field data, it does provide insight into how a 
Papadakis analysis would perform. We have learned that use of 
Papadakis covariates can be an effective way of reducing the residual 
mean square and variances of the estimates of the treatment means. 
The example also shows that it would be risky to attempt an 
interpretation of the regression coefficients for the covariates based 
on their relative magnitudes. 
Standard methods of accounting for spatial variability, however, 
would be even more effective than the Papadakis analysis for this 
example. One such alternative would be to use the model 
where Yii<k> is the response from the i-th row, j-th column, and k-th 
treatment and where Ri, Cj, and Tk represent classification effects for 
rows, columns, and treatments. Also, µ and Eij(kl represent the overall 
mean response and true residual, respectively. Least squares can be 
used to fit this model and would result in treatment means identically 
equal to 10 and residual mean square equal to zero. A variation of this 
model would be to account for the row and column effects by use of 
polynomials. The advantage of this approach over the use of classifica-
tion variables is that fewer d.f. are devoted to parameter estimation, 
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and hence, the residual mean square will have more d.f. In t his 
example, a linear effect of rows and columns would lead to exactly 
the same treatment estimates and residual mean square as use of the 
classification model. In practice, one might want to use quadratic 
functions of the rows and columns and perhaps even an interaction 
in the form of row times column. A comparison of this approach with 
several types of Papadakis analyses was made by Pearce (1980). 
SOME CASE STUDIES 
The example of the preceding section was constructed to illus-
trate the properties of a Papadakis analysis. However, data from 
experiments do not necessarily have the same characteristics as the 
example. Thus, it would be useful to determine if the technique 
performs similarily on data collected from field experiments. This 
section will present results of a Papadakis analysis con.ducted on 
three different sets of data. The data were obtained from the 
statistical literature, and each set has different characteristics. 
Case 1 
These data are taken from Cochran and Cox (1957, p. 46). The 
experiment compared the effects of eight soil fumigant treatments 
plus an untreated control on counts of eelworm cysts found in the 
soil. Four blocks of a randomized block design were used where the 
control was replicated four times and, the fumigant treatments once, 
in each block. The fumigants were applied in either one or two doses, 
and the eight treatments were a factorial combination of four 
chemicals (denoted by CK, CM, CN, and CS) and the two dose levels. 
Counts of eelworm cysts were made before any treatments were 
applied and are called "first count." A "second count" was made after 
an oat crop was harvested from the treated plots. Cochran and Cox 
make use of the first-count information as a covariate in the analysis 
of the second counts. 
The measurement of interest in this experiment is the second 
count, and we would like to determine if the randomized block 
analysis of this variable could be improved by adding Papadakis 
variables as covariates. We have seen that the Papadakis analysis can 
be highly successful when the spatial variability of the experimental 
units is large and very regular. Some insight iri.to the nature of the 
spatial variability for this experiment can be gained from study of the 
first counts. We can infer that the first counts are well correlated with 
the second counts because the analysis of covariance of the second 
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counts using first counts as the covariate reduced the residual mean 
square by a factor of two. Thus, some insight into the nature of the 
spatial variability of the second counts can be gained by displaying 
the first counts in the same row and column arrangement as in the 
field. Table 3 gives the values of the first counts in this arrangement. If 
one were to visualize drawing level curves of equal numbers of cysts, 
most of block 1 would be occupied by the 200+ contours. Also, much 
of block 4 would have contours of 50 or less. In general, the spatial 
variability appears to be highly regular, and this fact offers the hope 
that a Papadakis analysis of the second counts would be effective in 
reducing the error of the treatment estimates. In this case, we will be 
able to compare the Papadakis analysis with the analysis of covar-
iance. The second-count data and treatment assignments are given in 
Table 4. 
The following is a summary of some of the most interesting 
features of three different analyses of the second counts. 
Estimates of mean number of cysts and residual 
mean square for second counts based on analysis 
using: 
Number Randomized First Counts Papadakis 
of Doses Block Design as Covariate Covariates 
0 336 374 379 
1 270 285 264 
2 282 259 275 
Residual M.S. 15,130 7,131 16,434 
We focus attention on the estimates of the effects of the number 
of doses of the fumigants. One would expect that the number of cysts 
would remain the same or decrease as the number of doses increased. 
When the usual randomized block analysis is used, differences among 
dose levels is not significant at the .05 level, and the treatment means 
for second counts increases from 270 to 282 for one and two doses, 
respectively. This reversal of expected results is evidently due to 
experimental error. On the other hand, the estimates of the treatment 
means from the analysis of covariance, where first-count variation 
has been adjusted out, show a steady decline as the number of doses 
increases. Also, the residual mean square from the analysis of 
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Table 3. First count of eelworm cysts in field plots. Experiment 
arranged in 4 randomized blocks. Data collected before 
treatments applied (Cochran and Cox, 1957, p. 46). 
Row Block 1 Block 2 
1 269 283 252 212 95 127 80 134 
2 138 100 197 263 107 89 41 74 
3 282 230 216 145 88 25 42 62 
4 124 211 194 222 193 209 109 153 
5 102 193 128 42 29 9 17 19 
6 162 191 107 67 23 19 44 48 
Block 3 Block 4 
covariance is half as large as the estimate of error from the 
randomized block analysis. Taken together, these two facts suggest 
that the adjusted means are more precise estimates of the treatment 
effects than the unadjusted means. Comparing the Papadakis analysis 
with the others, we see that the Papadakis analysis is no improvement 
over the randomized block analysis and is substantially inferior to the 
analysis of covariance. This judgment is made by comparing residual 
mean squares and by noting that the adjusted means from the 
Papadakis analysis increase when going from one dose to two doses. 
We have evidence that the first counts provided a good indication 
of substantial spatial variability because the analysis of covariance 
was highly successful in reducing the residual mean square. However, 
the performance of the Papadakis analysis is disappointing because it 
shows no improvement over the randomized block analysis even 
though the analysis of covariance demonstrated the presence of a 
strong spatial component in the experimental error. The analysis of 
second-count measurements where rows and columns are accounted 
for as classification variables results in a residual mean square and 
adjusted treatment means that are not greatly different from those 
obtained in the randomized block analysis and the Papadakis analysis. 
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Table 4. Field plan of 9 soil fumigant treatments (above) applied 
before an oat crop was planted. Treatments arranged in 4 
randomized blocks. Second count (below) of eelworm cysts 
made after oat harvest (Cochran and Cox, I957, p. 46). 
Row Block I Block 2 
0 2CK ICK ICM 2CM 2CS 2CK 0 
I 466 280 398 386 I99 I66 I42 590 
ICS 0 0 2CM ICK ICN ICM 0 
2 I94 2I9 42I 379 236 332 I76 I37 
2CS ICK 0 2CN 0 0 2CN ICS 
3 372 256 708 304 356 2I2 308 22I 
ICK 0 ICS 2CK 2CK 0 ICK ICM 
4 268 505 433 408 292 352 I32 454 
0 2CN 2CS ICN 0 2CN 2CS 0 
5 363 56I 311 222 254 92 28 106 
2CM 0 ICM 0 ICS ICN 0 2CM 
6 365 563 4I5 338 80 114 268 298 
Block 3 Block 4 
Case 2 
The data following appeared in a paper by Federer and Schlott-
feldt (1954) and are given in Table 5. The experiment was a 
randomized block design with eight blocks and seven treatments. The 
treatments involved exposing tobacco seed to seven different doses of 
radiation. The response variable was the total height of 20 plants 
measured on July I3. 
The purpose of the article was to demonstrate how spatial 
variability could be accounted for by use of polynomial regression. As 
regards the major source of spatial variability, the authors say, 
"Shortly after the plants were transplanted to the field it became 
apparent that an environmental gradient existed from the center of 
the replicate outward." This variability can be seen in the row means 
z 
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Table 5. Field plan of 7 treatments in 8 randomized blocks. Treatments represent radiation dosesa ::I:: t:C 
applied to tobacco seeds. The response is the total height ( cm.-600) of 20 plants (Federer 0 ~ 
and Schlottfeldt, 1954). > z 
> Block r-' >-<! 
Row 1 2 3 4 5 6 7 8 Mean r:n en 
1 F699 B 769 A 570 F 619 F 520 G 432 B476 D 500 573 
2 G 276 E 244 E 376 A 372 G 227 B 246 A318 E 347 301 
3 D 361 F369 c 273 G 8 D 72 D 68 E 28 B 187 171 
4 C404 G 376 G 198 D 400 c 372 c 254 F 176 A 298 310 
5 A 573 c 722 B 470 B 743 A484 A487 c 360 c 575 552 
6 B432 A573 F493 E 399 B 547 E 390 G 252 F403 436 
7 E 821 D 819 D 570 c 581 E 394 F 422 D406 G 348 545 
Mean 509 553 421 446 374 328 288 380 
aTreatrnent doses in roentgens are A = 0, B = 250, C = 500, D = 1000, E = 1500, F = 2500, G = 5000. 
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shown in Table 5. These means are generally smallest in the middle 
rows and largest in the first and last rows. Keep in mind that the true 
nature of the environmental trend is obscured by the lack of balance 
of treatments in the row direction and by experimental error. 
Unfortunately, the blocks were arranged in the same direction as this 
environmental gradient, and hence, we should not expect them to be 
effective in reducing this component of error. Another smaller 
component of error is recognized by the authors, " ... soil fertility 
decreases from replicate one through eight." This trend can be seen by 
noting that the column means tend to decrease from blocks one to 
eight. 
Three different ways of analyzing the data were used; namely, the 
randomized block, Papadakis, and removal of rows and columns as 
classification variables. We might expect that the latter two methods 
would be a considerable improvement over the randomized block 
analysis because both would be able to account for some of the large 
spatial variability within blocks. A summary of the results follows and 
gives the d.f. and mean square for the residual in each type of 
analysis. 
Residual Residual 
Method of Analysis d.f. M.S. 
Randomized Block 42 30,219 
Row and Column 46 12,650 
Papadakis Covariates 
Rows and Columns as 36 7,346 
Classification Variables 
Compared with the randomized block analysis we see that the 
residual mean square for the Papadakis analysis is less than half as 
large. Also, removing rows and columns reduced the residual mean 
square by more than one-fourth. A qualitative impression of the 
effectiveness of these methods can be gained by comparing plots of 
the treatment estimates. Figures 1, 2, and 3 show treatment estimates 
plotted against the treatment dose for the randomized block, 
Papadakis, and row and column analyses, respectively. We would 
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Figure 1. Height of tobacco plants versus radiation dosage applied to seeds. 
Mean height estimated from unadjusted means. 
expect to see a smooth relationship between height and dose, and the 
magnitude of the deviations around the relationship would be an 
indication of the size of the experimental error. A decrease in plant 
height with increasing doses is evident in all three figures . It is also 
evident that the size of the experimental error differs considerably 
between methods of analysis. The smallest deviations correspond to 
treatment effects adjusted for row and column classification variables 
(Figure 3). Also, a comparison of Figures 1 and 2 shows that the 
treatment means adjusted for the Papadakis covariates are more 
precise than those from the randomized block analysis. 
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Figure 2. Height of tobacco plants versus radiation dosage applied to seeds. 
Mean height estimated by adjusting for row and column Papadakis 
covariates. 
This case gives us the opportunity to see how the Papadakis 
analysis performs in the presence of strong spatial trends and when 
blocks are poorly arranged. In this case, the Papadakis analysis is a 
marked improvement over the randomized block analysis. Other 
methodologies, however, can match or exceed the effectiveness of the 
Papadakis analysis. Accounting for rows and columns as classification 
variables, as discussed above, performed much better than the 
Papadakis analysis. The analysis reported by Federer and Schlottfeldt 
( 1954) removed quadratic variation in the rows and is less general 
than using rows as classification variables; their analysis resulted in a 
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Figure 3. Height of tobacco plants versus radiation dosage applied to seeds. 
Mean height estimated by adjusting for row and column classification 
effects. 
residual mean square of 17,195, which is much larger than the 
residual mean squares from use of Papadakis covariates or row and 
column classification variables. 
Case 3 
A randomized block design with two replications was used to 
compare the effects of 16 soil treatments on the yield of pyrethrum. 
The treatments were a factorial combination of four factors each at 
two levels. The data are taken from Bliss (1970) and are given in 
Table 6. This case is similar to Case 2 in that a large amount of spatial 
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Table 6. Field plan of a 24 factorial experiment conducted in 2 
randomized blocks. The presence of a letter in the treat-
ment code (above) indicates the presence of that factor in 
the treatment.a The response is the average yield (g.-10) of 
pyrethrum from the 3rd and 4th years of the experiment 
(Bliss, 1970, p. 486). 
Row Block 1 Block 2 Mean 
1 acd ab b ad cd ad c (1) 
6.1 2.7 2.2 2.2 0.5 5.8 2.3 1.7 2.9 
2 abd c cd be bd ac acd abed 
6.6 5.9 4.4 10.2 7.9 8.2 14.4 8.4 8.3 
3 abc bd abed ac abd a ab be 
11.5 13.2 14.5 12.7 7.1 8.9 10.0 8.9 10.9 
4 d a (1) bed bed abc d b 
2.4 5.4 5.2 5.5 4.1 5.5 7.2 3.1 4.8 
aFactors A, B, and C represent the presence or absence of lime, fish manure, and 
artificial fertilizer, respectively. Factor D denotes if the fertilizer treatments were 
used in the first year only or used annually. 
variability exists in the blocks. The spatial variability can be recog-
nized by noting that the responses in the 2nd and 3rd rows of the 
field are much larger than those in the 1st and 4th rows. 
A summary of the results of three methods of analysis follows 
and gives the d.f. and mean square for the residual. 
Residual Residual 
Method of Analysis d.f. M.S. 
Randomized Block 15 11.14 
Row and Column 13 10.07 
Papadakis Covariates 
Rows and Columns as 6 1.95 
Classification Variables 
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A comparison of the methods shows that the randomized block 
analysis has the largest residual mean square and, adjustment for 
rows and columns, the smallest. In this regard, the results are the 
same as for Case 2. However, unlike Case 2, the advantage of the 
Papadakis over the randomized block analysis is very small, whereas 
adjustment for rows and columns gives a dramatic reduction in the 
residual mean square. 
DISCUSSION 
The case studies considered in this paper were all randomized 
block experiments, and all exhibited strong trends of spatial vari-
ability. In Cases 2 and 3, the blocks were poorly chosen and contained 
a major portion of the spatial variability. The usual randomized blocks 
analysis would not be effective in controlling the spatial component of 
the experimental error in these cases, but we might expect the 
Papadakis analysis to do well. However, a substantial reduction was 
realized only in Case 2. For Case 1, most of the spatial variability was 
associated with the blocks, and the Papadakis analysis was not able to 
improve on the randomized block analysis. 'A more familiar and 
standard method of accounting for spatial variability is to remove row 
and column variation by use of classification variables. This method of 
analysis proved to be as good and sometimes much better than the 
Papadakis analysis in all cases. Thus, it can be concluded that the 
Papadakis analysis is sometimes effective in providing improved 
treatment estimates but has no advantage over standard methods. 
Pearce (1980) and Kempton and Howes (1981) came to a similar 
conclusion. 
The computations involved in a Papadakis analysis could be 
troublesome to the first-time user of the methodology. In principle, 
there is nothing difficult about calculating residuals, forming the 
Papadakis covariates, and then doing the analysis of covariance. In 
practice, software must be obtained or written. Kempton and Howes 
(1981) claim that the computations are easy to program in GENSTAT. 
Nevertheless, computation problems could be overcome eventually if 
the methodology has sufficient statistical merit. As regards the 
competing methodology, if, for example, a randomized block analysis 
needs to be strengthened by removing both row and column variation, 
this leads to nonorthogonal least squares and difficult computations. 
However, the ready availability of linear regression software eases this 
burden. Indeed, the computations are very easy in SAS (Statistical 
Analysis System) , including the calculation of adjusted means. 
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Limitations are that the computing may not be possible for very large 
problems and that too many d.f. may be sacrificed for small problems. 
Also, some treatment contrasts could be non-estimable depending on 
the particular randomization used. However, this problem is expected 
to occur only rarely. Alternatives like fitting a parabolic surface, as 
suggested by Pearce (1980), can be helpful in limiting the size of a 
problem and in increasing residual d.f. 
The literature suggests that iterating solutions in the Papadakis 
analysis is useful. That is, after doing the Papadakis analysis, the 
adjusted treatment means should be an improvement on the unad-
justed, and hence, more reliable residuals could be calculated by using 
the adjusted means. These new residuals could be used to provide a 
second iteration of the Papadakis analysis and calculation of improved 
adjusted means. This process could be continued until convergence is 
reached. Some authors claim convergence is reached quickly while 
others say it is a problem. For the examples considered in this paper, 
many iterations were required. If the experiment is highly replicated, 
then the treatment means will be well estimated, and there will be 
little change between iterations. But in this case, the precision is 
already present in the experiment, and the Papadakis analysis may 
not be needed. 
The Papadakis analysis has been used as an ad hoc procedure in 
this paper. The evidence from the simulated example and Case 2 is 
that, when the Papadakis analysis reduces the residual mean square, 
then the precision of the treatment estimates is improved. In practice, 
one would also want to estimate standard errors for treatment 
estimates and contrasts. One problem with the Papadakis analysis is 
that the literature is not clear on how standard errors should be 
estimated. Another problem is that the influence of randomization on 
the standard errors of the treatment estimates has not been deter-
mined. In any case, the Papadakis analysis should not be viewed as a 
way to compensate for poor experimental design. Indeed, the need to 
plan experiments carefully is still important because the Papadakis 
analysis is most effective when the treatment effects are estimated 
with high precision. 
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THE APPLICATION OF A MANAGERIAL SYSTEM 
TO MONEY MANAGEMENT PRACTICES 
Tahira K. Hira and Mary Janet Mueller1 
ABSTRACT. The primary objective of this study was to apply a systems 
framework for home management developed by Deacon and Firebaugh (1981) to 
money management in households. A secondary objective was to ascertain factors 
influencing households' solvency status. Interviews were conducted with the 
mon ey managers in 201 randomly selected households in a small midwestern 
town. The typical money manager in the study was a woman with a high school 
education working full-time as a clerical, sales, or service worker. She was 41 years 
of age, had been married 16 years, and resided in a two-person household. The 
households had an average income of $18,000, a net worth of $52,000, and 
consumer debt of $308. Regression analysis was used to identify factors irtfluenc-
ing selected money management practices and household solvency status. It was 
found that money managers who were willing to owe larger amounts of money on 
credit cards had a higher debt-to-income ratio (lower solvency status). The 
findings of this research supported application of Deacon and Firebaugh's Model 
to money management in the household by providing evidence of a relationship 
between planning throughput and used resource output. It was also found that a 
larger number of credit cards used by a household was related to a higher debt-to-
income ratio, thus demonstrating a relationship between implementing as through-
put and used resource as output. 
Index descriptors: family financial management, money managemen\ practices, 
household solvency, and family financial status. 
INTRODUCTION 
The primacy objective of this paper is to apply a systems 
framework for home management developed by Deacon and Fire-
baugh (1981) to analyze money management in a household. Deacon 
and Firebaugh's model identified three major components of a system 
as input, throughput, and output. Their managerial model is based on 
the theory that demand and resource inputs affect throughput 
(planning and implementation) and that the combined effect of input 
and throughput affect the output of the system (met dern.ands and 
resources used). 
'Associate Professor, Department of Family Environment, College of Home 
Economics , Iowa State University, Ames, IA 50011 ; and Extension Home 
Economist, Johnson County Extension Office, 3149 Hwy. 218 So., Iowa City, IA 
52240, respectively. Journal Paper No. 330 of the Home Economics Research 
Institute, College of Home Economics, Iowa State University, Ames, IA 50011. 
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Guadagno (1981) used t his framework to identify and operation-
alize basic family financial managerial processes and to evaluate the 
satisfaction of families with their financial management process. The 
literature, however, does not provide empirical evidence relating 
financial management to a family's financial status. Studies instead 
provide descriptive statistics relating sociodemographic character-
istics to money management practices and satisfaction with manage-
ment results (Sahlberg, 1977; Newton, 1979; Guadagno, 1982). Fur-
ther, the research has often been specific to a population subgroup 
such as young married couples (Guadagno, 1981), urban families 
(Williams, Hall, and Deck, 1976), retired couples (Pulley, 1973), 
couples with teenage wives (Romino, 1970) , urban couples receiving 
old age assistance (Golden, 1966), employed and nonemployed wives 
(Caudle, 1962), and young families (Wells, 1959). 
This study selected its sample from the population at large and 
included all individuals and families without screening them for a 
particular characteristic. Furthermore, an effort is made to relate 
money management practices to an objective measure of outcome 
(debt-to-income ratio) as opposed to a subjective measure (satis-
faction level) reported by respondents. 
THE FRAMEWORK 
The Deacon and Firebaugh (1981) framework is illustrated in 
Figure 1. The authors define the components as follows: inputs are 
matter, energy, or information entering a system to affect throughput 
(p. 228). Specific forms of inputs entering the family system are 
classified as resources and demands. Throughput is a matter, energy, 
or information changed by a system from input to output (p. 230). 
Outputs are the various forms of matter, energy, or information 
produced by a system in response to inputs and throughput processes 
(p. 229). Outputs are met demands and used resources which result 
from transportation in the managerial system in response to demands 
and resource inputs. 
Relating the definitions of the systems framework to money 
management, Deacon and Firebaugh indicate that inputs of the 
system provide the basis for answering such questions as why, what, 
and whether financial resources will be allocated (p. 29). Within the 
managerial system, throughput is the activity that pursues answers to 
questions of how, how much, how good, when, and where the 
allocation of financial resources will be directed (p. 32). The model 
includes planning and implementing as parts of the throughput 
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Facilitating Conditions 
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Input or Output 
OUTPUT 
Met Demands 
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Figure 1. Managerial systems model adapted from Deacon and Firebaugh (1981). 
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subsystem. Planning focuses upon the functions of setting standards 
and the sequencing of actions. Output in financial management 
includes met demands or the satisfaction following managerial activ-
ities and used resources which represent a shift in the stock of funds 
available for meeting demands. 
In this study, the input component of the system was equated 
with sociodemographic characteristics of the money manager because 
these characteristics (age, education, family size) have direct effect on 
the household's resources (income, abilities, time) as well as demand 
on those resources (expenditure, need for borrowing). Throughput 
was equated with money management practices such as financial 
goals, use of credit cards, review and evaluation of spending. These 
practices indicate organizational patterns that .become facilitators in 
financial management. Output was equated with solvency status. 
Researchers recognize that other measures such as net worth and 
satisfaction level could have been used as dependent variables. For 
purposes of analysis, the independent variables were the input and 
throughput components of the model, and the dependent variable 
was the output component (Fig. 2). 
METHODS 
The data for this study were collected during the winter of 1982 
through personal interviews administered by trained interviewers. 
The area sample of housing units designed to represent all housing 
units in Marshalltown, Iowa, provided a sample of 255 households; 
201 interviews were completed, and deletion of three interview 
schedules due to incomplete information reduced the sample to 198. 
Interviewers were instructed to ascertain which person in the 
household was the money manager by asking, "Who manages the 
money in this household?" and to conduct the interview with that 
individual. If the respondents were married and indicated money 
management responsibilities were shared, then both were inter-
viewed. The person answering the majority of the questions in the 
schedule was considered to be the money manager. A geographic bias 
is recognized as a limitation to the study. 
The typical money manager was a female with 12 years of 
education, working full-time as a clerical, sales, or service worker. The 
majority of money managers owned their own homes. The money 
manager on an average was 41 years old, married with average length 
of marriage being 16 years, and living in a household of two persons. 
The mean household income was $21 ,303 (median $18,250). At the 
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end of 1982, on an average, these households had saved $2, 111 of 
their earned income. Total consumer debt excluding mortgage debt 
averaged $2,516, and average monthly debt payments were $262. 
Variables to be included in the questionnaire were based on review of 
existing literature and Deacon and Firebaugh's framework (1981). 
The independent variables were grouped into sociodemographic 
characteristics of the money manager and money management 
practices. Sociodemographic characteristics were defined as: house-
hold size, marital status, years married, sex, age, education, employ-
ment status, and occupation (Fig. 2). The decision was made not to 
use "income" as an independent variable, because income was part of 
the dependent variable (debt-to-income ratio), and there was a strong 
association between education of money manager and total house-
hold income. Marital status was divided into six categories in the 
interview schedule: never married, divorced, widowed, separated, 
married, and living together. To reflect similarities of demand on the 
household, these six categories were regrouped and coded in the 
following manner: (2) currently married and living together , 
( 1) previously married, and (0) never married. Selected money 
management practice included: division of responsibility for decision 
making, frequency of reviewing and evaluating spending habits, 
completion of a total financial review, clarification of goals, number of 
credit cards used, frequency of incurring a credit finance charge, and 
level of comfort with such indebtedness (Table 1). 
There were three response categories for the variable "division of 
responsibility for financial decision making." These included money 
managers only, money manager and the spouse, and someone else 
such as child, sibling, friend , and/ or professional · advisor. Before 
executing regression analysis, these categories were adjusted to 
reflect the number of persons involved in the decision making. One 
person responsible for decision making was coded (0) (including 
categoreis of self, spouse, or other). The category of "both manager 
and spouse" was interpreted to reflect that two persons were 
responsible for decision making and was coded ( 1 ). 
Two questions asked to assess the independent variable "control-
ling practices" in household's financial management process included: 
"frequency of reviewing and evaluating spending habits," and "comple-
tion of a total financial review." Money managers were asked "How 
often do you, or someone in your household , review and evaluate 
spending patterns?" Responses to this question were grouped in four 
categories: never, yearly, monthly, and more frequently than once a 
month. All money managers were asked to indicate by responding 
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Table 1. Description of sociodemographic and money management 
practice variables. 
INPUTS 
Standard 
Mean Deviation 
Sociodemographics 
Household size (persons) 2.60 1.39 
Marital Status 1.42 .68 
(2) currently married and liv-
ing together;( 1) divorced, 
separated, or widowed; 
(O)never married 
Age of money manager (yrs) 45.41 17.91 
Education of money manager (yrs) 12.82 2.56 
THROUGHPUTS 
Money Management Practices 
Division of responsibility for deci-
sion making .59 .49 
(0) self or spouse, or other; 
(1) manager and spouse 
Frequency of reviewing and eval-
uating spending habits 2.82 2.32 
(0) never; (1) yearly; (2) 
monthly or more frequently 
Completed a total financial re-
view .42 .49 
(0) no; (1 ) yes 
Had financial goals .59 .49 
Number of credit cards used by 
the household 2.10 2.58 
Frequency of incurring a credit 
card finance charge 1.74 1.43 
(0) never or seldom; (1) 
sometimes; (2) usually or 
always 
Amount of money the money 
manager was comfortable 
owing on all credit cards ($) 348.87 619.62 
OUTPUT 
Solvency Status 
Debt-to-income ratio .11 .20 
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''yes" and "no" whether a total financial review had been completed for 
their household. The total financial review included review of the 
household's income and net worth statements, insurance coverages, 
and estate planning measures taken by the household (Table 1). 
Three variables used to reflect credit card management practices 
were: number of credit cards used, frequency of incurring credit card 
finance charges on purchases made with the credit cards during the 
year, and the dollar amounts they felt comfortable owing on all credit 
cards at one point in time. Even though credit cards can be 
categorized as inputs (indicating a resource for the household) , the 
decision was made to use credit cards as throughputs, because the 
manner in which credit cards are used reflects management practices. 
The original response choices for questions on the "frequency of 
incurring finance charges" included never, seldom, sometimes, usually, 
and always. For the purposes of analysis these categories were 
recoded to: (0) never or seldom, ( 1) sometimes, and (2) usually or 
always (Table 1 ). 
The dependent variable, "household solvency status," represented 
the financial status of the household. Potential measures of solvency 
status could include: net worth , amount of debt payment per month, 
and debt-to-income ratio. Net worth is an appropriate measure of the 
impact of money management practices on household solvency status 
in a time series study, because net worth is a cumulative result of 
several factors over time. The amount of debt payment per month 
does not relate to debt amount to households' debt payment capacity; 
hence, it does not reflect the solvency status of the household. 
Because debt-to-income ratio measures the total debt outstanding in 
relation to the annual income available to meet the debt obligation, it 
was considered to be a more appropriate measure of solvency status 
for this study. Personal finance literature advises that obligation of 
over 20% of disposable income to installment payments and other 
interest-bearing debt payments (excluding home mortgage) is exces-
sive. Having too much debt in relation to income may result in a poor 
solvency status, whereas, having little debt with adequate income may 
reflect a high solvency status (Bailard, Biehl, and Kaiser, 1983). 
Household solvency status was defined as the ability of the 
household to pay all legal debts and was operationalized using a debt-
to-income ratio for the household. The household debt-to-income 
ratio was calculated by dividing the total debt by the total take-home 
pay for the year 1982. To ascertain the debt obligation of the 
household, the money manager was asked to indicate, in dollars, the 
amount of money owed on the following items at the time of 
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interview: home furnishing, automobile or other vehicle, consolidation 
loans, personal or non-business loans, hospital and medical bills, and 
amount owed on all credit or charge cards (home mortgage loans 
were not included). Income included wages, salaries, business or farm 
income, interest or rent, social security, retirement payments, child 
support payments, and income received from any other sources by a 
member of the household in 1982. The researchers were aware that 
this measure has its weaknesses. Levels of expenses and borrowing 
are, in part, dependent upon the time of life. Both long- and short-
term adjustments are made by households during various stages of 
their life style. 
STRUCTURE OF ANALYSIS 
Frequency, cross-tabulation, chi-square, and Pearson product 
moment correlation analyses were used in the preliminary stages of 
the study to develop a descriptive profile of the money manager, 
check the validity of the data, ascertain statistical significance of 
relationships among variables , and to test for multicolinearity, 
strength, and direction of relationships. As a result of these pre-
liminary analyses, 12 variables were retained for regression analysis 
(Table 1 ). These variables included four sociodemographic character-
istics (inputs), seven money-management practices (throughputs) , 
and the household solvency status measured by debt-to-income ratio 
(output); however, the selection of these variables as inputs, through-
puts, and outputs were based on review of literature and study of 
management model. 
The regression analysis of this study was structured to apply the 
Deacon and Firebaugh (1981 ) managerial systems model to the 
financial management practices in the household. The sociodemo-
graphic, money management practices, and solvency status variables 
used in the regression analysis were adapted from the Deacon and 
Firebaugh model (Fig. 2). Education of the money manager was 
identified as an input and resource for the household, assuming it 
affects income and management practices. Household size, marital 
status, and age of the money manager were listed under demands. 
These variables influence the nature of demand on the resources that 
are available to the household. Management is planning and imple-
menting the use of resources to meet demands (Deacon and Fire-
baugh, 1981). Throughputs were divided into two parts, planning and 
implementing. Variables included in the planning section were having 
financial goals, level of credit card indebtedness to be tolerated, and 
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divisions of responsibility for decision making. Implementing referred 
to actual practices that resulted from the planning practices and 
included: number of credit cards used, frequency of incurring credit 
charges, frequency of reviewing and evaluating spending habits, and 
completing a total financial review. The General Linear Model (GLM) 
analysis procesure from the Statistical Analysis System (SAS) was 
used for the multiple regression computation. The regression analysis 
for the study involved the following regression equation: 
.4 7 Sociodemographic 
Debt-to-income ratio=b0 + L biX1 + L biXi Characteristics and 
i=l j=l Money management practices 
where: 
bi Sociodemographic characteristics included: 
b1 Household size 
bz Marital status of the money manager 
b3 Age of the money manager 
b4 Education of the money manager 
bi Money management practices included: 
b1 Division of responsibilities for decision making 
bz Frequency of reviewing and evaluating spending habits 
b3 Completed a total financial review 
b4 Had a financial goal 
bs Number of credit cards used by the money manager's 
household 
b6 Frequency of incurring a credit card finance charge 
b7 Amount of money the money manager was comfortable owing 
on all credit cards 
RESULTS 
Table 2 presents results of correlation between sociodemographic 
characteristics and money management variables. Three money manage-
ment practices had a significant and positive correlation with house-
hold size. Money managers who were married, and thus had the 
option to share responsibilities with another person, were most likely 
to make joint decisions. In larger households, it was more likely that 
the total financial review would have been completed, and there was 
a greater frequency of incurring credit card financial charges (Table 2). 
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Figure 2. Operationalized managerial systems model tested using regression 
analysis. 
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Table 2. Pearson product moment correlations of sociodemo-
graphic variables with money management practices. 
Money Management Sociodemographic Characteristics 
Practices 
Household Marital 
Size Age Education Status 
1. Division of 
responsibility for 
financial deci-
sions .401 * * * -.070 .058 .693*** 
2. Frequency of re-
viewing & evalu-
ating spending 
habits .102 -.433*** .067 -.033 
3. Completion of a 
total financial 
review .181 * -.242* * .282*** .084 
4. Had financial 
goals .135 -.462*** .348* * * .040 
5. Number of credit 
cards used .097 -.020 .269* * * .142* 
6. Frequency of 
incurring credit 
card finance 
charges .201 * -.303** -.032 .003 
7. Amount of 
money felt com-
fortable owing 
on all credit 
cards at one 
time .083 -.105 .142* .130 
P:S .05 
p:::; .01 
p:::; .001 
230 HIRA and MUELLER 
The money manager's age was significantly and negatively cor-
related to four practices. A larger proportion of younger money 
managers more frequently "reviewed and evaluated their spending 
habits," "completed a total financial review," "had goals," and "incurred 
credit card finance charges" as compared to the older money 
managers. Level of education was significantly related to four money 
management practices. The larger proportion of money managers 
with more years of education "completed a total financial review" and 
"had financial goals" as compared to those who had fewer years of 
schooling. These managers also used larger numbers of credit cards 
and felt more comfortable charging larger amounts on their credit 
cards. 
Marital status was correlated with division of responsibility and 
number of credit cards used. Money managers with spouses were 
more likely to make joint decisions and use a larger number of credit 
cards (Table 2). 
Regression analysis of both selected sociodemographic character-
istics and money management practices yielded an overall F value of 
5.90, which was significant at the .001 level. The R2 of .28 indicates 
that 28% of the variation in solvency status was explained by 
sociodemographic characteristics and money management practices 
(Table 2). Household size and age were two of the sociodemographic 
variables that were significant in explaining differences in households' 
solvency. Larger households had higher debt-to-income ratio (low 
solvency), and, similarly, younger money managers were less solvent 
and had higher debt-to-income ratio. Two money management prac-
tices, number of credit cards used and amount of money the manager 
was comfortable owing on all credit cards, were significant in this 
regression model. The greater number of credit cards used and the 
larger amount a manager was willing to charge against the credit 
cards resulted in lower solvency status. 
These results are consistent with the managerial systems model 
as we have defined it. This evidence is discussed in reference to the 
placement of research variables into the components of the adapted 
Deacon and Firebaugh model (Fig. 2) . Findings of our study support 
the theory that demand and resource inputs affect planning and 
implementing throughput. The observation that demand input was 
related to planning throughput is evident from the finding that 
younger managers were more likely to report having financial goals. A 
connection between resources, inputs, and planning throughputs was 
exemplified by the finding that money managers with a higher level of 
education were more likely to incur credit card finance charges; and 
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Table 3. Regression analysis of solvency status on selected socio-
demographic characteristics and selected money manage-
ment practices. 
Estimate T 
bi (Ho:bi=O) PR>T 
Constant .051 .50 .6212 
Sociodemographics 
Household size .020 1.72 .0869* 
Marital status of money 
manager .004 .14 .8914 
Age of money manager -.002 -1 .77 .0792* 
Education of money 
manager .001 .18 .8546 
Money Management 
Practices 
Division of responsibility for 
decision making -.028 -0.71 .4773 
Frequency of reviewing and 
evaluating spending 
habits .001 .09 .9269 
Completed a total financial 
review -.013 -0.44 .6641 
Had financial goals .004 .11 .9098 
Number of credit cards 
used by household .027 4.78 .0001 ** 
Frequency of incurring 
credit card finance 
charges .017 1.42 .1589 
Amount of money the 
money manager was com-
fortable owing on all 
credit cards .799 x 10-4 3.54 .0005** 
df = 11 and 164 
R2 
F = 5.79 
PR>F = .0001 
* p :::::; .10 
** p:::::; .001 
(See Table 1 for explanation of variables.) 
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money managers with higher levels of education completed the total 
financial review. 
The regression analysis in this study provided evidence to 
support the theory that both planning and implementing phases of 
throughput are related to used resource output. Money managers 
who were willing to owe larger amounts of money on all credit cards 
had a higher debt-to-income ratio, thus implying a lower level of 
solvency. This finding provided evidence of a relationship between 
planning throughput and used resource output. The analysis also 
revealed that a larger number of credit cards used by the household 
was related to a higher debt-to-income ratio, thus demonstrating a 
relationship between implementing throughput and used resource 
output. 
CONCLUSION 
We made an effort to apply Deacon and Firebaugh's (1981) 
managerial model to money management in the household. The 
sociodemographic money management practice and solvency status 
variables were organized to test the application of this model. The 
results provide evidence to support the theory that demand and 
resource inputs affect throughputs, and that throughputs affect the 
output of the system. The results further provide evidence that this 
managerial model has potential for successful application to the 
financial management in the household. The results provide evidence 
that improved money management practices will influence the sol-
vency of households. Specifically, those related to credit card use were 
strong predictors of household solvency. However, caution should be 
exercised in generalizing these results due to geographic bias and the 
size of the sample used in this study. Future researchers may want to 
consider the use of "net worth" as the dependent variable. Net worth 
provides a measure for the overall financial status of a household. In 
addition, household income should be included among the group 
"input variables." Two other ponderable variables are "credit cards 
used" and "amount one felt comfortable owing on all credit cards." 
Should they be classified as "inputs" or "throughputs?" It can be 
argued the first one is a more appropriate measure of household's 
resource input, and the second is a measure of an attitude that might 
influence the practices but is not a practice in itself. 
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A GROUND COVER INVENTORY ON LAND-
CAPABILITY CLASSES V-VIII1 
Steven E. Jungst and Kyu-Sung Lee2 
235-245 
ABSTRACT. A vegetative cover inventory on Land-Capability Classes V-VIII was 
conducted in Marion Cou nty, Iowa. This study attempted to develop a rapid and 
accurate technique for determining acreage of each vegetative cover type and to 
detect cover type changes on the land between 1970 and 1984. Using soil survey 
maps, which were drawn on 1970 aerial photornosaics, and 35rnrn aerial color 
slides taken in 1984, sample areas were measured by electronic digitizer. Results of 
this study show that a large amount of land is being misused according to USDA 
Soil Conservation Service standards. The most detrimental change has been 
conversion from forest, which is a desirable cover type for maintaining soil 
stability, to row crops because cultivation can cause severe erosion problems on 
the marginally productive lands studied here. 
Index descriptors: vegetative cover, land-capability class, land use change, 
forest land, sampling, 35rnrn aerial photos. 
INTRODUCTION 
Conversion of forest land to other uses is occurring throughout 
the nation. Forest lands located near urban areas are changed to 
residential or recreational land, and timberlands in rural areas are 
cleared for pasture or crops. Although agricultural or other land uses 
may give immediate cash return to land owners, the removal of forest 
cover often causes serious damage to soil wildlife, and water 
resources. 
The extent of forest loss can be inventoried by combining data for 
cover type with data indicating land-capability class boundaries. The 
two types of information are usually available in the form of soil maps 
and aerial photographs or land-use maps. 
The U.S. Department of Agriculture's current soil survey system 
classifies every soil type into one of eight land-capability categories 
based on suitability for cultivation (Russell and Lockridge, 1980). 
'Journal Paper No. J -12545 of the Iowa Agriculture and Horne Economics 
Experiment Station, Ames, Iowa. Project 2610. 
2 Professor and Chairman, Department of Forestry, Iowa State University, Ames, IA 
50011; and Ph .D. student, Department of Forestry and Natural Resources , Pl)rdue 
University, West Lafayette, IN 4 7907, respectively. 
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According to their definitions, Class I through IV lands are suited for 
cultivation. Class V through VIII lands are generally not suitable for 
intensive agricultural purposes and are, therefore, considered to be 
less productive lands. Lands in land-capability classes V-VIII may: (1) 
have shallow soils, (2 ) suffer from frequent flooding, or (3) be easily 
eroded, and should be in forest cover to maintain the stability of soil 
and water quality. 
The primary purpose of this study was to develop a technique for 
rapid and accurate determination of the number of acres of forest, 
pasture, row crops, and other ground cover in each of the less 
productive land classes. Such a technique, also, will allow for 
determination of change in vegetative cover between the time of the 
original soil classification mapping and the present. 
A few studies combining data for both soil survey information 
and land cover have been conducted. Hitchcock et al. (1975) con-
ducted a land analysis by using soil survey data and land cover 
information from Landsat data. Similar studies were performed by 
Byrnes et al. ( 1975) and Cox (1977). In addition to Landsat data, high 
altitude color photography was interpreted and digitized to obtain 
land use information. Resulting interpretations of soil and land use 
data were integrated, and maps were plotted at several scales to 
study land use and soil relationships. These ideas have been applied 
in many geographic information systems that manipulate several 
types of spatial data, such as land use, soil, land ownerships, and 
topography. As Driscoll et al. (1978) mentioned, however, land and 
resource management agencies find photographic data sources more 
useful than their electronic counterparts because of the high cost and 
difficult accessibility to the latter. While this is less a problem now 
than in the past, the technique described here is still. considerably less 
expensive than is the use of electronic systems. 
The typical land use inventories used in forestry are conducted 
on aerial photographs by point sampling using a dot grid. Dot 
counting is a reliable data collection technique when properly 
designed (Nunnally and Witmer, 1970). However, the method is time-
consuming when two sources of information must be combined. To 
classify ground cover types on land-capability classes, it is necessary 
to integrate soil survey data with aerial photography. This combin-
ation of two sources of data, covering relatively large areas, makes the 
dot count method difficult and time consuming. 
One alternative is to use a sampling technique, rather than total 
land area measurement for cover classifications and area deter-
mination. The present study developed an aerial photography based 
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sampling technique, which, combined with land-capability class data, 
provides a quick and inexpensive land classification. The technique 
also allows for determination of change in cover types through time. 
STUDY AREA 
Marion County, located in south-central Iowa, was selected for 
this study. Vegetative cover and farming practices in Marion County 
are typical of most of southern Iowa. The county encompasses a total 
area of 554 square miles, or about 354,570 acres. Class V through VIII 
lands account for 56,303 acres (Russell and Lockridge, 1980) . Accord-
ing to past land use data, the county has shown a significant decrease 
in forest cover. At the time of settlement in the mid 1800s, about 37 
percent of the county was forested (Thomson, 1980) . Only 26, 700 
acres (7.5 percent) remained in forest at the time of the last U.S. 
Forest Service survey in 1974 (Ostrom, 1976). 
METHODS 
Sampling Procedure 
Since land-capability class boundaries are delineated on 1970 
aerial photomosaic sheets for Marion County (Russell and Lockridge, 
1980), those sheets were used to assess acreages of forest on Class V 
through VIII lands at that time. For detection of change in ground 
cover types since 1970, 35mm aerial slides obtained in 1984 were 
used. 
The soil survey of Marion County provides acreages of all soil 
types in the county. From a total of 105 soil mapping units in the 
county, 15 are included in Class V through VIII land. The county is 
divided into 70 separate soil survey aerial photomosaic sheets having 
a scale of 1:15,840. Each photomosaic sheet was treated as a sampling 
unit for determination of the ratio of the number of acres of fo rest, 
cropland, pasture, and other ground cover to the area of each 
capability class. 
The 70 sheets of the population were divide d into four different 
strata depending on the amount of Class V through VIII land in each 
mosaic sheet. The amount of Class V through VIH land on each sheet 
was originally determined by using a four dots-per-square-inch dot 
grid, a density that allowed for rapid area determinations without 
undue loss of accuracy (Lee, 1986). After an estimate of the variance 
among mosaic sheets of Class V through VIII acreage in each statum 
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is obtained, the required sample size can be calculated by using 
equation 1 (Husch et al., 1982): 
t2 ( 2:W$i)2 
n= (1) 
E2+t2 2:W$i 
N 
where n= required sample size, 
N= total number of mosaic sheets in the population, 
t= Student's t value, 
E= allowable standard error, 
Wi= the relative size of stratum i, and 
Si= the standard deviation of stratum i. 
Equation 1 yields a sample size of 26 mosaic sheets based on 95% 
confidence level and 5% allowable standard error. The number of 
mosaic sheets to be measured in each stratum was determined by 
optimum allocation. Mosaic sheets to be measured were selected 
randomly within each stratum. 
Determining Ground Cover in 1970 
Because the main objective of this study was to obtain acreage 
figures for the conversion of forest land to more intensive uses, only 
three primary ground cover types were used: forest land, cropland, 
and pasture. Because of the difficulty in distinguishing between 
pasture, hay fields , and idle land without trees, all three were 
included under the pasture cover type. Forest land was defined as: 
Land at least 16.7 percent stocked by forest trees of any 
size, or formerly having such tree use. Includes afforested 
areas. The minim um forest area classified was 1 acre. 
Roadside, streamside, and shelterbelt strips of timber must 
have a crown width of at least 120 feet to qualify as forest 
land. Unimproved roads and trails, streams, and clearings 
in forest areas were classed as forest if less than 120 feet 
wide (Ostrom, 1976). 
However, because the USDA also mapped wetlands and strip 
mined lands within Class V and Class VIII lands in Marion County, 
those two cover types were also included in this study. Much Class V 
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land in Marion County is located on wide flood plain terraces near the 
Des Moines River and is flooded for a considerable period each year. 
Although the Class V land contains some well-forested areas, the 
forest was classified as wetland when it was located on the flood 
plain . Soil survey maps indicate the approximate boundaries of the 
flooded area, and the 1984 color imagery, taken at the time of 
flooding, provides clear boundaries of the flood plain. A unique 
characteristic of the Class VIII land in Marion County, some 5,000 
acres, is that all of it is a strip-mining area. 
Each ground cover class was delineated directly on the 26 
selected soil survey photomosaic sheets. Each land-capability class in 
Marion County is composed of several soil mapping units. Acreages 
for each soil mapping unit in each land-capability class have been 
determined by the U.S.D.A. for Marion County (Russell and Lockridge, 
1980). Ground cover was measured within each soil mapping unit by 
using an electronic digitizer. The measured data were then recorded 
for each of the 26 photomosaic sheets and summed by each soil 
mapping unit and ground cover category. 
Population total acreages for each ground cover type were 
calculated by ratio estimation. The ratio estimator is shown in 
equation 2. 
LYiik 
Tyii =_k _ (Txi) (2) 
LLYiik 
j k 
where Tyii = estimate of total ground over j in soil mapping unit i, 
Yiik= measured area of ground cover j in soil mapping unit i for 
mosaic sheet k, and 
Txi= known population total area of soil mapping unit i. 
Estimating Ground Cover Change 
Another important part of this study was to detect changes in 
each cover type since the 1970 soil survey. To do so, we used 35mm 
color slides taken during the summer of 1984 and superimposed the 
1984 imagery on that of 1970. A compliance stand similar to that 
used by county Agriculture Stabilization and Conservation Service 
offices was used to project 35mm imagery vertically onto the 
photomosaic sheets. By adjusting the height of the compliance stand, 
the scale of the 35mm imagery could be matched to that of the 
photomosaic sheets. 
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Change in cover type could be detected by comparing the images. 
Cleared forest land was easily identifiable by a distinct color and 
brightness. Forest land on the black and white photo was dark or 
black; that on the 1984 color slide image was dark green. Thus, 
unchanged forest land had a dark color on the combined images. On 
the other hand, the combined image for cleared forest land showed 
lighter color and more brightness. Changes in cropland and pasture 
were detected easily by comparing the two images. The smallest area 
of change considered was one acre. 
RESULTS AND DISCUSSION 
Ground Cover Status in 1970 
Based on U.S.D.A. recommendations for suitable groundcover 
(Russell and Lockridge, 1980), the overall ground cover status on 
Class V-VIII lands in Marion County, Iowa, in 1970 revealed that 
20,290 acres were not suited for their current use. Misused ground 
was found in most classes except for Class VIII. The largest acreage of 
unsuitable ground cover was found in Class VII lands, which should 
have been forested. 
Ninety acres of cropland in the Class V could be regarded as 
unsuitable ground cover (Table 1 ). The recommended uses for Class 
VI land are pasture, woodland, or wildlife habitat. Uses are almost 
identical to Class V land except for limitations that make Class VI 
land generally unsuited for cultivation. Therefore, in 1970, about 3,770 
acres of cropland in Class VI were being managed in a manner 
inconsistent with U.S.D.A. recommendations (Russell and Lockridge, 
1980). Physical conditions of soils in Class VII make it inadvisable to 
maintain any cover type other than forest on that land. In Marion 
County, six soil types are included in Class VII. If this soil is cultivated, 
there is a severe hazard of erosion (Russell and Lockridge, 1980). 
However, ground cover in 1970 showed that half of the Class VII lands 
were either cultivated or pastured. The 16,430 acres of cultivated land 
could provide more immediate economic returns than woodland, but 
intensive cropping could induce more severe erosion problems. 
All Class VIII land in the county is located in strip-mining areas 
which precludes row-crop production. 
Ground Cover Status in 1984 
Estimates of 1984 ground cover indicated increased misuse of the 
land since 1970. Cropland in Class V through VII and pasture in 
Class VII are unsuitable uses according to U.S.D.A. land-capability 
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Table 1. Estimated acreages for five ground cover types in land-
capability classes V-VIII in Marion County, Iowa, 1970. 
Ground Cover Class Class Class Class Total 
Type v VI VII VIII 
Cropland 90 3,770 3,900 0 7,760 
Pasture 80 6,160 12,530 0 18,770 
Forest 750 4,900 16,490 1,860 24,000 
Wetland 2,650 0 0 0 2,650 
Stripmined 0 0 0 3,140 3,140 
Total 3,750 14,830 32,920 5,000 56,320 
classification criteria. The overall portion of unsuitable land use is 
40.6 percent compared with 36.0 percent in the 1970 inventory. There 
was approximately a 2,585-acre increase in land misuse from 1970 to 
1984. The most evident cause of increased misuse in 1984 was the 
increase of cropland acreage in every capability class (Table 2). There 
was no significant net change in pasture acreage. The overall 
differences in ground cover between 1970 and 1984 are shown in 
Figure 1. 
Table 2. Estimated acreages for five ground cover types in land-
capability classes V-VIII in Marion County, Iowa, 1984. 
Ground Cover Class Class Class Class Total 
Type v VI VII VIII 
Cropland 100 5,050 5,910 0 11 ,060 
Pasture 200 5,565 11 ,815 0 17,580 
Forest 620 4,215 15,1 95 1,840 21,870 
Wetland 2,650 0 0 0 2,650 
Strip mined 0 0 0 3,160 3,160 
Total 3,570 14,830 32,920 5,000 56,320 
1970: 7760 
Acres 
1984: 11,060 
Acres 
Forest 
1970: 24,000 Acres 
1984: 21,870Acres 
2325 Acres 
250 Acres 
Figure 1. Change in cover type between 1970 and 1984, Marion County, Iowa. 
---1970 
--- 1984 
Pasture 
1970: 18770 Acres •) 
1984: 17580 Acres 
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Cover Change 
Ground cover changes between two different times usually have 
been expressed by direct comparisons of acreages of each ground 
cover class. One disadvantage of this method is the lack of informa-
tion about how actual changes occurred. Equal acres of a cover class 
at two distinct times have not been considered to be change. For 
example, total acreage of forest will remain unchanged between two 
times if there are equal amounts of loss and gain during that period. 
To overcome such a problem, changed areas were recorded based on 
their original ground cover types. Such changes in cover type between 
1970 and 1984 are shown in Figure 1. 
Significant changes between 1970 and 1984 were observed in 
cropland and forest. Cropland increased from 7,760 acres to 11 ,060 
acres. The increased acreage resulted from conversion of 1,265 acres 
of forest and 2,325 acres of pasture. Two-hundred-fifty acres of 
cropland were converted to pasture, and 40 acres of cropland were 
converted to forest. Forest land lost 1,265 acres to cropland and 1,880 
acres to pasture while gaining 995 acres from pasture and 40 acres 
from cropland. The conversion of 995 acres of pasture to forest might 
be due t o our definition of pasture. Pasture could include juvenile 
stages of forest or land having very sparse tree cover that seemed to 
be pasture on 1970 photographs. Therefore, the 995 acres of new 
forest land could be explained by the growth of those young trees that 
had not been interpreted as forest on the 1970 imagery. 
Little net change occurred in pasture acreage between the two 
sample dates. Pasture decreased from 18, 770 acres to 17,580 acres. 
However, there were significant gross changes in pasture acreage 
(Figure 1). While 3,320 acres of pasture were converted to cropland 
or forest , 1,880 acres of forest were cleared for pasture, and 250 acres 
of cropland were also converted to pasture. 
Another characteristic in the changes was that they occurred on 
relatively small parcels of land, usually less than 10 acres in size. The 
removal of forest occurred primarily on small portions of forest edge 
rather t han the forest interior. Consequently, it is difficult to detect 
quickly whether such small changes occurred year after year on large 
areas . Forest land located near cropland or pasture is more likely to 
be converted even if the forest land is unsuitable for crop cultivation 
or pasture. 
Accuracy of the Inventory 
Sixty-four ground validation sites were selected randomly through-
out the sample area. The 64 ground validation sites were distributed 
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Table 3. Classification accuracy based on field verification of 64 
sites. 
Number 
Photo Classified of Points Percent Field Verified Ground Cover 
Ground Cover Checked Correct Forest Cropland Pasture 
Forest 11 100.0 11 0 0 
Cropland 36 83.3 0 30 6 
Pasture 17 76.5 0 4 13 
Total 64 84.4 11 34 19 
as follows: 11 sites in forest land, 36 sites in cropland, and 1 7 sites in 
pasture. Each site was visited and verified on the ground, and then 
recorded with respect to cover type to which it belonged. The results 
are shown in Table 3. The values on the diagonal indicate the number 
of sites interpreted correctly on the photos. The sum of these values 
was then divided by the total number of sites verified. Even though 
84.4 percent overall accuracy can be considered relatively high, 
interpretation of forest land, which was the main objective of this 
study, was 100 percent accurate. Misinterpretations occurred only on 
cropland and pasture. Six sites of pasture were misclassified as 
cropland, and four sites of cropland were misinterpreted as pasture. 
SUMMARY AND CONCLUSIONS 
This study suggests that 40.6 percent of Class V through VIII land 
in Marion County is being misused in a way that could cause serious 
damage to soil and water resources. Furthermore, the analysis of 
ground cover changes indicated that the unsuitable ground cover has 
increased since 1970. The most serious change was the conversion of 
forest land, generally regarded as the optimum ground cover type to 
maintain the land capability, to cropland, the most intensive land use 
type. If this trend continues, serious erosion and reduction in 
streamwater quality is certain on these less-productive lands. 
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ABSTRACT. This study investigated the student attrition factors of teacher 
education. It was found that the discriminant function equations based on 
dropout factors significantly identified the dropout patterns. Changing career goal 
and job opportunities for teachers were the most important reasons for with-
drawal as cited by the dropout students. 
Index descriptors: teacher education, dropout, attrition , withdrawal, factors. 
INTRODUCTION 
A number of comprehensive reviews of the research on college 
student attrition are available in the literature (Pantages and 
Creedon, 1978; Tinto, 1975; Cope and Hannah, 1975; Astin, 1975; 
Spady, 1970; Summerskill, 1962). What is clearly evident from these 
studies is that student persistence or withdrawal decisions are the 
result of a longitudinal process which must take into account the 
aspirations, aptitudes, and characteristics the student brings to 
college, as well as his or her experience in college once enrolled. These 
reviews reveal that at least seven factors , including academic, mot iva-
tion, personality, college environment, finance , and health, are the 
most likely dominant elements in student persistence or withdrawal 
decisions. Tinto (1975) suggested that individual decisions related to 
persistence in college may be affected by a person's integration into 
the social system of the college. To a college student, social integration 
occurs mainly through informal peer group associations, extra-
curricular activities, and interaction with faculty and administrative 
personnel within the college. Several studies (Bucklin and Bucklin, 
1970; Spaeth, 1970; Summerskill, 1962) indicated dropouts' prime 
factor in their decision to dropout is motivation. Motivational factors 
may consist of commitment to the goal of college completion, 
educational plans, educational expectations, and career expectations. 
Heilbrum (1965) suggested that personality may include personal 
maturity, freedom from rebellion and authority, capacity to live with 
others with friction , responsibility, values, and dependability. Pantages 
'Department of Industrial Studies, Moorhead State University, Moorhead, MN 
56560; College of Education, Iowa State University, Ames, IA 50011, respectively. 
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and Creedon ( 1978) revealed that college environment plays a major 
role in determining the persistence or withdrawal of enrolling stu-
dents. Elements such as college type, size, housing, extracurricular 
activities , and student-faculty relationships are often included in 
investigations of effects of college environment on dropout studies. 
Considerably less research has examined the factors related specif-
ically to dropouts in teacher education. Nutter (1983) indicated that 
most of the dropouts from teacher education have little or no 
experience with the teacher education curriculum and students who 
take more than one course in the curriculum tend to finish the 
program rather than voluntarily transfer to another major. Her study 
revealed that the most prominent factors causing student dropout 
from teacher education are job opportunities for teachers, teachers' 
salaries, job security, status of teaching, and discipline problems in 
schools. However, Nutter's study was limited to investigating the 
effects of the teaching career factor and neglected other attrition 
factors. What are the factors influencing attrition in teacher educa-
tion programs? How can teacher education programs more effectively 
serve students and retain more of them until degree completion? 
These questions are worth further investigation. 
METHOD 
Sample 
A questionnaire was sent to 465 former undergraduates who had 
attended the teacher education program at Iowa State University 
(ISU) during the period of 1975-80 but left the program before 
completing a degree. One hundred and twenty-two withdrawals (26% 
of mailing sample) returned questionnaires, and 102 (22% of mailing 
sample) instruments were completed and usable. 
To facilitate understanding of attrition behaviors, the sample was 
grouped according to two classifications criteria. First, those who 
withdrew were classified into an academic failure dropout group or a 
voluntary withdrawal group based on their college academic perform-
ance (GPA). Then, the sample was further subdivided as follows: 
1. Within institution transfer group-Students who transferred 
from the College of Education to other colleges at ISU. 
2. Transfer to other institutions group-Students who left ISU but 
transferred to other two-year or four-year institutions. 
3. Temporary droput group-Students who left the College of 
Education for various reasons but re-enrolled in it later. 
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4. Permanent dropout group-Students who withdrew from the 
College of Education and did not attend school later during the 
5-year period. 
The number and percentage of withdrawals in each of the 
subgroups were as follows: academic failure , 17 (16.7%); volunt ary 
withdrawal, 85 (83.3%), within-institution transfer, 71 (69.6%); trans-
fer to other institutions, 12 (11.8%); temporary dropout, 5 ( 4.9%); and 
permanent dropout, 14 (13.7%). 
Procedure 
The questionnaire contained two sections. The first sect ion 
included questions designed to identify the types of dropout groups. 
These included: academic failure dropout or voluntary dropout; 
permanent dropout, temporary dropout, within institution transfer, 
or transfer to other institutions. The second section listed possible 
reasons for students' dropout and requested respondents to answer 
items on a five-point scale of agreement. A judge rating technique was 
used to classify these responses into several clusters of reasons 
representing primary factors associated with dropout. The following 
eight factors were derived: (1 ) academic, (2) motivational, (3) per-
sonality, ( 4) college environment, (5) financial, (6) health, (7) teach-
ing career, and (8) social. The overall internal reliability of the 
instrument was 0.92 computed by the KR-20 formula and 0.82 by the 
split-half method. The individual internal reliabilities were greater 
than 0. 70 except for the motivation and health factors . 
Statistical Analysis 
Discriminant function analysis was the major statistical pro-
cedure employed in the study. The predictor variables were the eight 
dropout factors. The dependent variable included membership in one 
of two groups: (1 ) academic failure , and (2) voluntary withdrawal; or 
one of four groups: (1 ) within institution transfer, (2) transfer to 
other institutions, (3) temporary dropout, and ( 4) permanent drop-
out. 
Wilk's lambda and univariate F-ratio statistics were used to 
examine the discriminating power of the dropout factors. Plots of 
canonical discriminant function evaluated at group centroids were 
also computed. 
Table 1. Means, standard deviations, Wilk's lambda, and multivariate F ratios for all independent 
variables in the two-group classification. 
Academic Voluntary Wilk's Univariate 
Factor failure (N=l 7) withdrawal (N=85) lambda F ratio 
M SD M SD 
Academic 2.24 0.67 1.56 0.59 0.85 17.99 ** 
Motivation 2.83 0.64 2.61 0.77 0.99 1.16 
Personality 2.37 0.73 1.60 0.63 0.83 20.45 * * 
Environment 2.48 0.93 1.80 0.72 0.90 11.53 ** 
Finance 1.88 0.98 1.49 0.66 0.96 4.19 * 
Health 1.74 0.97 1.31 0.67 0.95 4.97 * 
Teaching 2.26 0.80 2.44 0.85 0.99 0.66 
career 
Social 1.74 0.67 1.47 0.60 0.97 2.82 
*p .05. 
* *p .01. 
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Table 2. Results of two-group stepwise discriminant analysis. 
Standardized 
Step Wilk's discriminant 
number Variable lambda weights 
1 Personality 0.84 ** 0.648 
2 Academic 0.80** 0.973 
3 Social 0.74 ** -0.354 
4 Teaching career 0.72** -0.700 
**p .01. 
RESULTS 
Two-Group Discriminant Analyses 
Table 1 shows the means, standard deviations, Wilk's lambda, and 
univariate F ratios for all predictor variables. Wilk's lambda is an 
inverse measure of the discriminating power in the original variables 
which has not yet been removed by the discriminant functions. The 
larger the lambda is, the less information remains. An examination of 
lambda values and significance of F ratio indicated that academic, 
personality, environment, finance, and health factors had significantly 
high discriminating power in classification of academic failure drop-
out group and voluntary withdrawal group. 
A stepwise discriminant analysis was used to eliminate the less 
useful factors before performing the final analysis. Results of the 
preliminary analysis (Table 2) indicated only four of the original 'eight 
factors to be significant. The four factors (personality, academic, 
social, and teaching career) produced a considerable degree of 
separation as indicated by the final Wilk's lambda (0.72) and a 
canonical correlation of 0.53 for the derived discriminant function. 
A comparison of the group centroids on the discriminant func-
tion reveals the position of the groups along that particular dimen-
sion. The group centroid for the academic failure group was 1.38, and 
that for the voluntary withdrawal group was -0.28. A classification 
analysis carried out by the derived discriminant function revealed 
that 9 of 17 (52.9%) of academic failure students were correctly 
classified into academic failure group, and 82 of 85 (96.5%) of those 
who voluntarily left were correctly categorized in the voluntary 
Table 3. Means, standard deviations, Wilk's lambda, and univeriate F ratios for all independent 
variables in the four-group classification. 
Within Transfer to 
institution other Temporary Permanent Wilk's Univariate 
Factor transfer institutions dropout dropout lambda F value 
M SD M SD M SD M SD 
Academic 1.61 0.59 1.92 0.63 1.10 0.15 1.99 0.85 0.91 3.42* 
Motivation 2.71 0.70 2.44 0.86 1.87 0.56 2.76 0.87 0.93 .44 
Personality 1.63 0.66 2.18 0.77 1.18 0.40 2.04 0.73 0.88 4.41 * * 
Environment 1.79 0.69 2.53 0.84 1.37 0.73 2.19 0.97 0.87 4.80* * 
Finance 1.43 0.67 2.06 0.81 1.11 0.26 1.92 0.82 0.87 4.83** 
Health 1.30 0.70 1.42 0.60 1.80 1.10 1.61 0.88 0.96 1.31 
Teaching 2.56 0.77 2.17 1.03 1.83 0.90 2.05 0.80 0.92 2.98* 
career 
Social 1.42 0.54 2.05 0.78 1.10 0.14 1.71 0.64 0.85 5.59** 
*p .05. 
**p .01. 
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withdrawal group. The overall correct discriminating rate of the 
discriminant function for the two-group classification was 89.2%. 
Four-Group Discriminant Analyses 
Table 3 shows the means, standard deviations, Wilk's lambda, and 
univariate F ratio for all predictor variables in the four-group 
classification. The Wilk's lambda values and significance of F ratio 
showed that academic, personality, environment, finance, teaching, 
and social factors had considerable discriminating power in classifica-
tion of the four dropout groups. 
The results of the stepwise procedure indicated that only six of 
the original eight factors were statistically significant. These were: 
motivation, environment, finance, health, teaching career, and social 
factors. There were three discriminant functions derived from the 
analysis, but the third function did not significantly add to the ability 
to discriminate between the groups. 
Indicated in Table 4 by the relative magnitude of the stand-
ardized discriminant weights, the first function was defined largely by 
finance, teaching career, environment, motivation factors. Function 2 
was defined primarily by finance, social, and motivation factors. 
A useful device in the interpretation of discriminant functions is 
to form pairwise plots of group centroids on all significant discrim-
inant scores for each group on each dimension. Figure 1 illustrates 
the two-dimensional discriminant function plot for the four dropout 
groups. The plot emphasizes the utility of both dimensions in 
discriminating among the four groups. On the first discriminant 
function, the temporary dropout group is clearly distinguished from 
the transfer to other institutions group and the permanent dropout 
group; however, the closest relationship on function 1 is between the 
temporary dropout group and the within-institution transfer group. It 
is the second function that highlights differences between the tem-
porary dropout group and the remaining three groups. On the basis of 
both discriminant functions, the differences between the permai)ent 
group and the within-institution transfer group or the permanent 
dropout group and the transfer to other institutions group are not 
clear. 
Table 5 summarizes the results of the classification analyses 
among the four voluntary withdrawal groups. As the table indicates, 
77.5% of the total sample was correctly classified. Specifically, the 
correct classification rate is 97.2% for the within-institution transfer 
group, 40.0% for the temporary dropout group, 66.7% for transfer to 
other institutions group, but-none of the 14 in the permanent dropout 
Table 4. Results of four-group stepwise discriminant analysis. 
Step 
number 
1 
2 
3 
4 
5 
6 
**p .01. 
Variable 
Social 
Teaching career 
Health 
Finance 
Motivation 
Environment 
Wilk's 
lambda 
0.85 ** 
0.76* * 
0.69* * 
0.61 * * 
0.57* * 
0.62* * 
Standardized Discriminant Weights 
Function 1 Function 2 
-0.363 0.602 
0.684 -0.382 
0.433 0.420 
-0.707 -0.775 
-0.622 0.525 
0.671 0.347 
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255 
+3 
group was correctly classified by the discriminating function. This 
suggests reasonable discriminating power and stability of the function 
across independent subgroups of the sample. The reader is reminded 
that the analyses are based on a relatively limited number of cases 
with in the original sample. 
Most Important Reasons for Withdrawal 
The last portion of the survey instrument asked the dropout 
students to select three reasons which most influenced their decision 
to leave the teacher education program. The reasons most often 
mentioned by the dropout students are summarized in Table 6. 
Changing educational/vocational goals (36. 1 %) was the single most 
Table 5. Classification results of the four voluntary withdrawal groups. 
Predicted Group Membership 
Within Transfer 
Actual Number institutions Temporary to other Permanent 
Group of cases transfer dropout institutions dropout 
Within 71 69 1 1 0 
institution (97.2%) (1.4%) (1.4%) (0.0%) 
transfer 
Temporary 5 3 2 0 0 
dropout (60.0%) ( 40.0%) (0.0%) (0.0%) 
Transfer 12 3 0 8 1 
to other (25.0%) (0.0%) (66.7%) (8.3%) 
institution 
Permanent 14 10 0 4 0 
dropout (71.4%) (0.0%) (28.6%) (0.0%) 
Percent of "grouped" clases correctly classified: 77.5%. 
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Table 6. The most important reasons for dropout students to leave 
the teacher education field. 
Reasons for students First most Second most Third most 
to leave the important important important 
College of Education reasons(%) reasons(%) reasons (%) 
I changed my educa- 36.1 16.1 7.7 
tional/vocational 
goals 
I worried about job 7.2 17.2 14.1 
opportunities for 
teachers 
I felt a lack of challenge 5.2 4.3 7.7 
or excitement in 
teaching 
I felt a lack of interest 4.1 2.2 1.3 
in working with 
children or t eenagers 
I had health complica- 4.1 0.0 7.7 
tions (illness, injury, 
ment al disturbance) 
I worried about 3.1 10.8 19.2 
teachers' salaries 
I was not ready for col- 3.1 2.2 2.6 
lege; I needed time to 
grow up 
I did not have enough 3.1 1.1 0.0 
money to go to school 
I was not satisfied with 2.1 5.4 3.8 
the variety of courses 
offered in my major 
I worried about job 2.1 4.3 3.8 
security for teachers 
I was dropped/ about to 2.1 0.0 0.0 
be dropped from enroll-
ment by the academic 
standards committee 
I was not satisfied with 1.0 5.4 11.5 
the status of teaching 
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important reason for withdrawal cited followed by job opportunities 
for teachers (7.2%), lack of challenge or excitement in teaching (5.1 %), 
lack of interest in working with children or teenagers (4.1 %), and 
health complication ( 4.1 %). If the second and third most important 
reasons were considered, job opportunities for teachers, concern for 
teachers' salary, and status of teaching were the primary causes for 
withdrawal. In addition to mentioning just the primary reason, it may 
be helpful to consider the secondary and tertiary reasons as well. For 
example, although concern for salaries was tied for sixth place in the 
most important reasons, it was relatively more prominent in the 
second and third categories of importance. 
SUMMARY AND CONCLUSIONS 
The main purpose of this study was to determine if dropout 
factors were useful in understanding subsequent withdrawal patterns 
in a teacher education program. The discriminant function equation 
based on four dropout factors (academic, personality, teaching 
career, and social) significantly discriminated the academic failure 
group_ from the voluntary withdrawal group and correctly identified 
89.2% of group membership. Among the four withdrawal groups, the 
derived discriminant functions yielded a remarkable correct classifica-
tion rate of 77.5%; however, they failed to classify the permanent 
dropout group from the within-institution transfer group and the 
transfer to other institutions group. The failure of classification for 
the permanent dropout group was probably due to the small sample 
size or that the permanent dropout group involves many diversified 
attributes which were not adequately represented in the question-
naire. 
The analysis of the patterns of discrimination and correct 
classification among the dropout groups, however, suggests quite 
clearly that derived dropout factors were useful in distinguishing 
dropout groups. The finding also indicated that academic and 
personality factors are important in discriminating the academic 
failure dropout from the voluntary withdrawal. Compared to vol-
untary withdrawals, academic failures had experienced significantly 
more academic difficulty, personality conflict, and adaptation prob-
lems to university environments than did the voluntary withdrawals. 
It is wor it to note that motivation and teaching career factors equally 
concerned both the academic failure group and the voluntary 
withdrawal group. 
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In contrast, it was found that college environment, finance, 
teaching career, and social factors distinguish the four dropout 
groups. The results also indicated that the temporary dropout group 
and the within-institution transfer group confronted significantly 
fewer academic problems, personality conflicts, adaptation problems 
to the university environment, financial difficulties, and social inad-
equacies at ISU than the permanent dropout group and the transfer 
to other institutions group. Regarding the teaching career aspects, 
those who transferred to other colleges at ISU worried significantly 
more about the prospect of a teaching career than those who 
withdrew temporarily or permanently. 
The authors recognize that a small to moderate percentage of 
students will drop out prior to completion of the degree program due 
to self-determination, career choice clarification, increasing academic 
pressures, rising professional standards, and other factors. As teacher 
supply becomes more critical to meet current demands and with 
limited resources available, increased institutional attention to 
research results such as these could conceivably enable more individ-
uals to succeed and be available to meet the growing teacher 
demands. 
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REPRODUCTIVE BEHAVIOR IN ZELUS RENARD/I 
KOLENATI 1857 (HEMIPTERA: REDUVIIDAE) 
Keith J. Mbata1, Elwood R. Hart2 , and Robert E. Lewis2 
ABSTRACT. The reproductive behavior, oviposition, development, and longevity 
of the assassin bug, Zelus renardii Kolenati, were observed in the laboratory. 
Mean copulation frequency was 1.8 times per mating pair per day, with mean 
copulation sessions lasting 54.3 min. A reproductive female deposited a mean total 
of 2.5 egg masses, with a mean of 35.3 eggs / mass. A mean incubation period of 
21.9 days was recorded. Hatching of all eggs in each egg mass occurred within the 
same hour. A mean total of 17.3 first instar nymphs hatched per female from all 
the eggs oviposited during her reproductive life, of which only 2.6 successfully 
matured to adult form. A mean longevity of 55.8 days was recorded for both sexes, 
females (mean longevity= 75.0 days) outliving males (mean longevity= 36.7 days). 
Index descriptors: assassin bug, copulation, copulation frequency, develop-
ment, .. Hemiptera, longevity, mating behavior, oviposition, Reduviidae , Zelus 
renardii, Harpactorinae, reproductive behavior. 
INTRODUCTION 
The geographic distribution of the leafhopper assassin bug, Zelus 
renardii Kolenati, ranges from the tropical regions of Central 
America, where it is sympatric with a close relative Z. cervicalis Stal, 
northward to the warm temperate regions of Texas and California 
(Hart, 1986). Although native to the Americas, Z. renardii is often 
cited as a potentially important biological control agent. Zimmerman 
(1948) reported it as an introduced general predator of many insect 
pests in sugar cane plantations in Hawaii. The reproductive behavior, 
oviposition, development, and longevity of Z. renardii, reared under 
uncontrolled laboratory conditions, are presented. 
MATERIALS AND METHODS 
Egg masses, nymphs, and adult Z. renardii, collected by J. C. 
Schaffner in Texas, were utilized to establish a colony in the 
laboratory at Iowa State University. The rearing apparatus, patterned 
1School of Natural Sciences, Biology Department, The University of Zambia, P.O. 
Box 32379, Lusaka, Zambia. 
2Department of Entomology, Iowa State University, Ames, IA 50011-3222, respec-
tively. 
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after that of Yonke and Medler (1965) , consisted of 0.47 i paper ice 
cream cartons placed on a plywood holding tray measuring 76 x 137 
cm. Water was supplied to each carton from a dental wick held in a 
water-filled 1 cc vial that had been inserted through a hole in the 
bottom center of the carton. Vinegar flies, Drosophila melanogaster 
(L.) were supplied as food. The established colony was maintained at 
room temperature (ca. 21°C), under natural light conditions. 
The following parameters were recorded: ( 1) mating behavior, (2) 
copulation frequency and duration, (3) total number of egg masses 
and eggs deposited by each female , ( 4) incubation period of the eggs, 
(5) number of first instars produced by each female, (6) number of 
nymphs successfully progressing through all developmental stages 
and emerging as adults, and (7) the longevity of individuals when 
reared under these conditions. Observations on reproductive behavior 
were made exclusively during daylight hours. 
RESULTS 
A courting male approached a receptive female from either the 
front or rear. When approached from the front , the female exhibited 
the defensive reaction of striking at the male with her raised forelegs 
as he attempted to mount. A very short precopulatory struggle 
occurred during which both sexes stridulated. However, when 
approached from behind, the female offered little resistance to the 
male, and only the female engaged in rostral stridulation. Successful 
mounting of the female occurred when the male placed his rostrum in 
the cervical region of the female , dorsally. In either case, if all 
attempts to mount the female failed , the male moved away and took 
some time before another attempt was made. 
The male attempted to copulate immediately upon successfully 
mounting the female. Once the reproductive organs were engaged, the 
male moved to either side of the female. Of the observations made 
(n = 24 mating pairs), a majority of the males (22) moved to the 
female's right pleurosternal aspect, gripping her by the thorax and 
abdomen with the meso- and metathoracic legs. Throughout copula-
tion the male's forelegs gripped the female by the head while his 
rostrum extended at an acute angle in relation to his longitudinal 
body axis. All legs of the female were placed firmly on the substratum 
and rarely was the female observed to move about while still in 
copula. A copulating pair did not feed even when fresh food was 
admitted to the rearing carton. 
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The copulation frequency per mating pair ranged from 1 t o 3 
times per daylight period (X = 1.8, n = 12). The duration of each 
copulation session ranged from 35-73 min (X = 54.3 min) . After 
copulating, the male disengaged his aedeagus, repositioned himself on 
top of the female , and remained there for 1 to 2 min. During this short 
post-copulatory phase, the male's body vibrated rhythmically. After 
the male dismounted, both sexes fed actively. It was not noted how 
many days the female remained receptive. 
An ovipositing female glued masses of small, kidney-shaped, light 
brown eggs to the walls of the rearing carton. The integrity of the egg 
masses was maintained by a solidifying gelatinous secretion laid over 
them during oviposition. A mean total of 2.5 egg masses was produced 
by each female (n = 10) during her reproductive phase. The number 
of eggs per egg mass ranged from 20 to 4 7 (X = 35.3). 
The incubation period ranged from 16.0 to 33.3 days (X = 21.9 
days, n = 7) . Hatching of all viable eggs of an egg mass occurred on the 
same day and within the same hour. An average of 17.3 nymphs 
hatched from the egg masses . The first instar nymphs began to feed 
within the second hour after hatching if food was available in the 
rearing container. There was very high mortality among the terminal 
(fifth ) nymphal instars, resulting in a mean of only 2.6 adults 
successfully emerging for each parent female. Excluding time spent in 
the egg stage, the longevity of Z. renardii reared under such 
conditions ranged from 30 to 97 days (X = 55.8 days). The females 
(mean longevity = 75.0 days) outlived the males (mean longevity = 
36.7 days) by about a month. 
DISCUSSION 
Z. renardii closely resembles Sinea complex a Caudell, in its 
mat ing behavior, copulation, and oviposition (Swadener and Yonke, 
1973a ). In both species, a male ready to copulate approaches a 
receptive female from either the front or rear. Also in both sp ecies, 
members of a copulating pair stridulate by rubbing their rostra 
against their prosternal grooves. Males of both species initiate contact 
by placing their rostra on the female's neck In contrast to Z. 
renardii, mating pairs of S. complex a exhibit a precopulatory phase 
lasting for several hours, and in some cases up to 3 days during 
which, although mounted on the female's back, the male makes no 
attempt to copulate. The duration of this precopulatory phase has 
been observed to vary considerably in other species of the Reduviidae 
as well. 
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The postcopulatory phase observed in Z. renardii, during which 
the male's body vibrated, is not unique to this species. A similar but 
much longer phase has been reported for a closely related species, Z. 
socius Uhler (Swadener and Yonke, 1973b). The males of this species 
have been observed occasionally to ride directly on the back of the 
females long after copulation. However, differing from Z. renardii, the 
females have been observed to move about while in copula. 
During copulation, the males of many reduviids move to either 
side of the female. S. complex a males have been reported to have no 
particular side of preference on the female's back during copulation. 
The side to which they move depends on how the male's aedeagus is 
engaged within the female. Z. renardii males move to the female's 
right pleurosternal side while those of Z. socius have been observed to 
prefer the female's left side. 
Copulation has been observed to last 30 min or less in S. 
complexa, 0.5-1.5 hr in Z. socius, 0.5-4.0 hr in P. cinctus, and 1.0-7.5 hr 
in P. barberi (Swadener and Yonke, 1973a, 1973b, 1975). The 
duration of copulation in Z. renardii thus falls within the observed 
ranges of other reduviids. 
The observed incubation period of 21.9 days for the eggs of Z. 
renardii is above those for other reduviids previously reported 
(Swadener and Yonke, 1973a, 1973b, 1975) . Several factors could 
have been responsible for this. First, Z. renardii was reared under 
uncontrolled laboratory conditions, while the bugs studied by 
Swadener and Yonke were reared in containers in which the photo-
period, light intensity, temperature, and relative humidity were 
carefully controlled. An attempt to control the photoperiod and 
relative humidity (14L:10D, 80% RH) for some Z. renardii not 
included in this study resulted in very high mortality, especially 
among the fifth nymphal instars. 
Diet could have contributed to the high nymphal mortality in the 
uncontrolled environment. The bugs were fed on a single diet 
consisting of vinegar flies. It is possible that this diet resulted in a 
degree of malnutrition, thus affecting development, as other workers 
who fed their bugs on an assortment of insect larvae observed much 
lower mortality. 
The computation of the mean incubation period was based on 
few observations (n = 10). Similar calculations by Decoursey (1973) 
( n = 7) on the eggs of Fitchia aptera Stal., also reared under 
uncontrolled laboratory conditions, gave a mean five days less than 
when the same insect was reared under controlled conditions 
(Swadener and Yonke, 1973a). Under controlled laboratory conditions, 
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the latter workers found the incubation period to range from 11 to 18 
days (X = 15.5 days) for Fitchia aptera, 11 to 15 days (X = 13.6 days) 
for Sinea spinipes (Herrich-Schaefer) , 8 to 10 days (X = 9.0 days) for 
Z. socius, 8 to 19 days (X = 13.9 days) for Pselliopus cinctus (F.) , and 
8 to 21 days (X = 11.3 days) for P. barberi Davis (Swadener and 
Yonke, 1973a, 1973b, 1975). 
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YIELD EQUATIONS AND EMPIRICAL YIELD TABLES 
FOR THE OAK-HICKORY TYPE IN IOWA1 
Carl W. Mize and Jerome B. Paulissen2 
ABSTRACT. Board foot , cubic foot , and green weight yield equations were 
developed for the oak-hickory type in Iowa. Empirical yield tables also were 
developed. The equations and tables were developed by using data from 348 
permanent plots established by the USDA Forest Service in Iowa. 
Index descriptors: yield equation , empirical yield table, oak-hickory type. 
INTRODUCTION 
Growth and yield information is of vital importance in the 
efficient management of forests. Unfortunately, there is relatively little 
information available on the growth and yield of Iowa forests, 
particularly on the oak-hickory type--the most important forest type 
in the state. 
Schnur's normal yield tables (1937) have been used to estimate 
the volume and growth of the oak-hickory type in Iowa. Although 
these tables were developed for use in the Central States, they were 
prepared without data from Iowa, and they represent stands that are 
much denser and more even-aged than typical Iowa oak-hickory 
forests. 
The objective of this study was to develop yield equations and 
empirical yield tables that estimate gross board foot volume, cubic 
foot volume, and green weight per acre for the oak-hickory type in 
Iowa. For this study, "oak-hickory" includes the white oak-red oak-
hickory, the white oak, and the bur oak forest types, as defin~d by 
Spencer and Jakes (1980). The three forest types occupy about 
515,000, 150,000, and 149,000 acres, respectively, which is about 56% 
of the commercial forest land in Iowa. 
1Journal Paper J-12406 of the Iowa Agriculture and Home Economics Experiment 
Station, Ames. Project 2667. The authors thank Mark Hansen, USDA Forest 
Service, North Central Forest Experiment Station, for assistance in obtaining and 
explaining the inventory data. 
2Department of Forestry, Iowa State University, Ames, IA 50011; and The Upjohn 
Company, Kalamazoo, MI 49001 , respectively. 
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Table 1. Characteristicsa of plots used to develop yield equations 
and yield tables. 
Age 
Site index 
Basal area/ acre 
of trees with 
DBH >= 1.5 in. 
Board feet / acre 
Cubic feet/ acre 
Green tons/ acre 
Average 
69 
58 
67 
2100 
llOO 
53 
Range 
15 - 145 
29 - 92 
4 - 139 
0 - ll,000 
0 - 3,100 
2.0 - 127 
asee second paragraph, METHODS, for desc ription of each characteristic. 
METHODS 
In 197 4, the USDA Forest Service conducted an inventory to 
assess the acreage, timber volume, condition, and other character-
istics of the commercial forest land of Iowa (Spencer and Jakes, 
1980). Photo-interpreters classified almost 400,000 one-acre points on 
the basis of aerial photos systematically distributed across Iowa as 
(a) forest land, (b) questionable, or (c) nonforest land. About 12,500 
of the points were examined on the ground, and permanent plots 
were established on 531 of them. Permanent plots consisted of a 
cluster of ten prism plots (37.5 basal area factor) systematically 
spaced on one acre. On each prism plot, intensive measurements were 
made on all sample trees (Doman et al. , 1981). 
From data on 348 of the permanent plots (as described above) 
that were classified as oak-hickory, the following characteristics were 
estimated for each: (1) gross and net board foot volume (Scribner) 
per acre for all merchantable trees with diameters at breast height 
(DBH) of ll.l in. and larger by using Table 1 in Gevorkiantz and Olsen 
(1955); (2) gross and net cubic foot volume per acre for all 
merchantable trees 5.1 in. DBH and larger by using Table 6 in 
Gevorkiantz and Olsen (1955) and assuming 79 cu. ft. of wood per 
cord; (3) green weight of all trees (stem and crown) with DBHs 1.5 in. 
and larger by using equations in Raile and Jakes (1982); (4) basal 
area per acre for all trees 1.5 in. DBH and larger; and (5) basal area 
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Equation 1. Yield equation to predict green weight of all trees with 
DBHs of 1.5 in. and larger. Values in parentheses are 
asymptotic standard errors. 
WT o.58296 * BA0.95782 * AGEo.14031 * exp·5.999s1sr 
(0.04937) (0.01758) (0.01677) (2.3133) 
n = 348 PVE 1 = 0.93 
where WT = green weight in tons per acre in the boles above one-
foot stumps, tree tops, and limbs of all trees with 
DBH > = 1.5 in., 
BA 
AGE 
SI 
basal area per acre of all trees with DBH > = 1.5 in., 
average age of predominant size class, and 
site index for oak (base age = 50). 
1PVE, proportion of variation explained, equals 
l(y - y)2 - l(y - y)2 
l(y - y)2 
where y is the dependent variable, y is the mean of the dependent variable, and 
y is the value predicted by the equation above. 
per acre for all merchantable trees with DBHs of 5.1 in. and larger 
and with DBHs of 11.1 in. and larger. Also, the site index3, age of the 
predominant size class, forest type, and general location4 of the plot 
within the state were noted. Characteristics of the plots are listed in 
Table 1. 
ANALYSIS AND RESULTS 
A slightly modified exponential form of the Schumacher (1939) 
yield equation, volume= a basal areab age c exp<d site index>, was fitted to 
the total green weight per acre of all trees with DBHs of 1.5 in. and 
3The data file that contained the inventory data did not identify the species used 
to estimate the site index of the plots_ An examination of the plot sheets of 58 
plots in the central and eastern portion of the state showed that oaks were used 
to estimate site index on 51 of the plots and that Schnur's (1937) upland oak site 
index curves were used to estimate site index. Therefore, it is assumed that the 
site index for each plot is for oak as estimated by Schnur's curves. 
4Three general locations were used, northeastern , southeastern and central, and 
western Iowa, which correspond to the three units that Spencer and Jakes (1980) 
used to divide the state_ 
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Equation 2. Equations used to develop empirical yield table for 
weight per acre of all trees with DBHs of 1.5 in. and 
larger. Values in parentheses are asymptotic standard 
errors. 
BA 76.0511 (1 + exp<L4604 - 0.073332 * AGE>), 
(2.152) 
n = 348 
(0.4303) (0.016202) 
PVE = 0.20 
where BA basal area per acre of trees with DBH > 1.5 in. and 
AGE average age of predominant size class. 
WT i.3265 * BAo.72461 * Ageo.21666 * exp-1s.0111s1 
(1.2821) (0.30276) (0.099724) (6.058) 
n = 348 PVE = 0.27 
where WT = green weight in tons per acre in the boles above one-
foot stumps, tree tops , and limbs of all trees with 
DBH > = 1.5 in. , 
BA = predicted basal area from equation just given, 
AGE average age of predominant size class, and 
SI site index for oak (base age = 50). 
larger (Equation 1).5 Basal area per acre of all trees with DBHs of 1.5 
in. and greater (BAl.5) as well as stand age and site index were used 
as independent variables. As the variation in weight increased with 
increasing basal area, the inverse of BAl.5 squared was used as a 
weighting factor. The average residual from the regression did not 
differ among the three forest types (P = 0.34) or three locations 
within the state (P = 0.55) , and graphs showed no relation between 
the residuals and the age, site index, or BAl.5 of the stands. 
The yield equation in Equation 1 cannot be used to develop an 
empirical yield table because site index and age are the only 
independent variables used in an empirical yield table. If the model 
were fit without BAl.5 as an independent variable, it would give poor 
5Diameter limits vary considerably among yield equations and tables. The limits 
used in this study were chosen after discuss ion with practicing foresters in Iowa. 
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Table 2. Green weighe in tons per acre of all trees with DBHs of 1.5 
in. and larger for average stands in the oak-hickory type in 
Iowa. 
Site Index 
Ageb 40 50 60 70 80 
20 24.4 26.3 27.7 28.7 29.4 
30 33.1 35.7 37.5 38.9 39.9 
40 40.3 43.4 45.6 47.3 48.6 
50 45.5 49.0 51.6 53.4 54.9 
60 49.2 53.0 55.7 57.8 59.3 
70 51.8 55.9 58.7 60.9 62.5 
80 53.9 58.1 61.0 63.3 65.0 
asee Equation 2 for prediction equations. Weight includes the boles above one-
foot st umps, tree tops, and limbs of all trees . 
bAverage age of predominant size class in years. 
results because BAl.5 is by far the most important in terms of 
explained variation) of the variables. Therefore, two-stage least 
squares was used. First, a model was developed to predict BAl.5. Of 
the models that were examined, a logistic model fit the data best 
(Equation 2). Age and site index were both considered as independ-
ent variables, but only the coefficient for age was significant (P < 
0.01 ) . Then, the basal area prediction model was used to estimate 
BAl.5 for each plot. Finally, the Schumacher yield equation was fitted 
to the data by using the predicted BAI .5, stand age, and site index as 
independent variables (Equation 2) . The equation in Equat ion 2 was 
then used to develop the empirical yield table (Table 2). 
A yield equation to predict the gross cubic foot volume per acre 
of all merchantable trees with DBHs of 5.1 in . and larger was 
developed in the same manner as the weight yield equation, except 
that the basal area of all merchantable trees with DBHs greater than 
or equal to 5.1 in. (BA5.1) , instead of 1.5 in ., was used (Equation 3). 
Because variation in volume was not uniform, the regression was 
weighted by the inverse of BA5.1 squared. The 346 plots with 
merchantable trees 5.1 in. and larger were used to estimate the model 
272 MIZE and PAULISSEN 
Equation 3. Yield equation to predict gross cubic foot volume of all 
merchantable trees with DBHs of 5.1 in. and larger. 
Values in parentheses are asymptotic standard errors. 
CF l 1.338 * BAi.0654 * AGEo.12093 * exp·9.92011s1 
(1.030) (0.0182) (0.01986) (2.6071) 
n = 345 PVE = 0.93 
where CF = gross cubic foot volume per acre of stems, including 
stumps, to a small-end diameter of not less than 4 in. for 
all merchantable trees with DBH > = 5.1 in., 
BA = basal area per acre of all trees with DBH > = 5.1 in. , 
AGE average age of predominant size class, and 
SI site index of oak (base age = 50) 
parameters. Graphs showed no relation between the residuals and 
the age, site index, or basal area of the stand. The average residual 
from the regression did not vary among forest types (P = 0.08), but it 
did vary among locations within the state (P = 0.03), although the 
differences among locations were relatively small. The average ratio of 
observed to predicted volume was 1.04 in the northeastern, 0.97 in 
the southeastern, and 1.00 in the western parts of the state. 
Therefore, the original equation was accepted for use. 
Equations to develop an empirical yield table for cubic foot 
volume were developed in the same manner as the equations used for 
the weight yield table, except that the predicted basal area of all trees 
with DBHs of 5.1 in. and larger was used (Equation 4). The yield table 
is presented in Table 3. 
The modified Schumacher yield equation was fitted to the data 
from 319 plots with merchantable trees with DBHs of 11.1 in. and 
larger, and a number of combinations of independent variables were 
examined. The residuals from all of the models varied substantially 
among the forest types (P < 0.01 ) and locations within the state 
(P < 0.01) . In an attempt to reduce the variation among forest types 
and locations, the basal area for each plot was divided into two 
components, (1) bur oak and white oak and (2) all other trees. Bur 
oak and white oak have relatively short merchantable heights for a 
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Equation 4. Equations used to develop empirical yield table for gross 
cubic volume per acre of all merchantable trees with 
DBHs of 5.1 in. and larger. Values in parentheses are 
asymptotic standard errors. 
BA = 62_630 I ( 1 + exp<2.0795 - 0.075791 * AGE>), 
(1.976) (0.4662) (0.014990) 
n = 348 PVE = 0.25 
where BA basal area per acre of all merchantable trees with 
DBH > = 5.1 in. and 
AGE = average age of predominant size class 
CF 20.617 * BAo.87131 * AGEo.24082 * exp·27.8n1s1 
(18.073) (0.31684) (0.12961) (7.715) 
n = 348 PVE = 0.30 
where CF gross cubic feet per acre of stems, including stump, to a 
small-end diameter of not less than 4 in. for all merchant-
able trees with DBH > = 5.1 in., 
BA predicted basal area from equation just given, 
AGE average age of predominant size class, and 
SI site index for oak (base age = 50). 
given diameter compared with the other species commonly found in 
the oak-hickory type. Various forms of the basal areas were incor-
porated into the Schumacher equation, and although the variation in 
residuals was reduced somewhat, the residuals still varied sub-
stantially among forest types (P = 0.02) and the locations within the 
state (P < 0.01 ). Dummy variables were used to determine if any of 
the forest types could be combined or if each type should be treated 
separately. The oak-hickory and white oak forest types seemed to be 
similar enough to combine, whereas the bur oak type definitely 
needed to be treated separately. 
An equation to predict the board foot volume of all merchantable 
trees with DBHs of 11.1 in. and larger was developed for the oak-hickory 
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Table 3. Gross cubic foot volurnea per acre of all merchantable trees 
with DBHs of 5.1 in. and larger for average stands in the 
oak-hickory type in Iowa. 
Site Index 
Ageb 40 50 60 70 80 
20 320 370 410 430 460 
30 510 580 640 680 720 
40 690 790 870 930 980 
50 840 960 1060 1130 1190 
60 940 1080 1190 1270 1340 
70 1020 1070 1280 1370 1440 
80 1070 1230 1350 1440 1510 
aSee Equation 5 for prediction equations. Volume includes stumps and sterns to a 
small-end diameter of not less than 4 in. 
bAverage age of predominant size class in years. 
Equation 5. Yield equation to predict gross board foot volume 
(Scribner) per acre of all merchantable trees with DBHs 
of 11.1 in. and larger in the white oak and oak-hickory 
forest types. Values in parentheses are asymptotic 
standard errors. 
BF 50.975 * BAu289 
(3.291) (0.0193) 
n = 253 PVE 0.93 
where BF gross board foot volume (Scribner) per acre including 
sterns above a one-foot stump to a 8.0 in. inside bark 
diameter or a point where merchantability is limited by 
branches, defects, or deformity and 
BA basal area per acre of all trees with DBHs > 11.1 in. 
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Equation 6. Equations used to develop empirical yield tables for 
gross board foot volume (Scribner) per acre for all 
merchantable trees with DBHs of I l. I in. and larger in 
the white oak and oak-hickory forest types. Values in 
parentheses are asymptotic standard errors. 
BA = 53.6I3/ (1 + exp(5.9301 - 0.052924 * AGE - o.o3so10 * sIJ), 
(4.50I) (1.0202) (0.008890) (O.OI1197) 
n = 279 PVE = 0.47 
where BA = basal area per acre of all trees with DBHs > 
AGE average age of predominant size class, and 
SI site index for oak (base age = 50). 
BF 36.979 * BAi.2252 
(18.472) (0.I347) 
n = 279 PVE = 0.43 
Il.I in., 
where BF gross board foot volume (Scribner) per acre including 
sterns above a one-foot stump to a 8.0 in. inside bark 
diameter or a point where merchantability is limited by 
branches, defects, or deformity and 
BA predicted basal area from equation just given. 
and white oak forest types (Equation 5). Age, site index, and the basal 
area of all merchantable trees with DBHs of I l.I in. and larger 
(BAI l.I) were used as independent variables, and because variation 
on volume increased with increasing basal area, the inverse of BAI l.I 
squared was used as a weighting factor. The coefficients for age and 
site index were not different from 0 (P > 0.05). Residuals did not 
vary among locations (P > 0.05) or forest type (P = 0.38) and 
graphs showed no relation between the residuals and the age, site 
index, or BAll.I of the stands. The board foot yield table for the two 
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Table 4. Gross board foot volume (Scribner Y per acre of all 
merchantable trees with DBHs of 11.l in. and larger for 
average stands in the oak-hickory and white oak forest 
types in Iowa. 
Site Index 
Agea 40 50 60 70 80 
20 80 120 190 290 430 
30 140 220 340 500 730 
40 260 390 580 850 1180 
50 460 680 970 1340 1780 
60 780 1110 1500 1960 2450 
70 1250 1680 2150 2640 3100 
80 1860 2340 2820 3270 3660 
asee Equation 6 for prediction equations. Volume includes all stems above one-
foot stumps to a 8.0 in. inside bark diameter or a point where merchantability is 
limited by branches, defects, or deformity. 
bAverage age of predominant size class in years. 
forest types was developed in the same manner as the previously 
described yield tables (Equation 6 and Table 4). 
The modified Schumacher equation with a number of combina-
tions of independent variables was fitted to the plots in the bur oak 
forest type, but all combinations resulted in large differences in the 
residuals among the three locations (P < 0.01). Because the data 
would not produce a yield function that gave good results across the 
state and the data set was small (65 plots), no yield function or yield 
table was developed for this type. 
DISCUSSION 
The yield tables and equations presented in this article were 
developed because the traditionally used tables of Schnur (1937) did 
not include data from Iowa. Questions might be raised concerning the 
appropriateness of using the volume tables of Gevorkiantz and Olson 
(1955) and biomass equations of Raile and Jakes (1982), which were 
developed in the Lake States also with no data from Iowa. 
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In defense of using the equations, three points can be made. First: 
No appropriate volume or biomass equations have been constructed 
with data from Iowa. Second: The board foot volume tables of 
Gevorkiantz and Olson, although developed in the Lake States, are 
accepted and used by the Iowa Department of Natural Resources. 
Similarly, Raile and Jakes used the biomass equations to estimate the 
tree biomass of 11 North Central States. Third: In our opinion the use 
of volume and biomass equations for states close to Iowa contributes 
considerably less error in practice than the use of yield equat ions 
developed from data from more eastern states. 
A comparison of the board foot and cubic foot yield tables 
(Tables 2 and 3) with those of Schnur (1937) for normal stands 
reveals an unanticipated result. Schnur's tables were developed for 
normal stands, which, for a given site index and age, should have a 
higher basal area per acre than an average stand and, thus, a h igher 
cubic foot volume per acre and probably a higher board foot volume 
per acre. For a given age and site index, Tables 2 and 3 estimate 
board foot and cubic foot volumes per acre that are, as expected, less 
than Schnur's tables for older stands, but, surprisingly, more than 
Schnur's tables for young stands. 
The volume estimates for young stands in Tables 2 and 3 probably 
are larger than those of Schnur because of the mixed-age structure of 
many Iowa forests and, therefore, many of the permanent plots and 
the way that age was estimated for the plots. Many Iowa forests are 
mostly even-aged with a few scattered older trees. An even-aged 20-
year-old oak-hickory forest that Schnur would have used to develop 
the normal yield tables would have no trees with a DBH greater than 
11.1 in. ; i.e., there would not be any trees large enough to meet the 
minimum size requirement for the board foot yield table. An Iowa 
stand with most trees about 20 years old, however, will likely have 
some 50-year-old or older trees that have DBHs greater than 11.1 in. 
and will, therefore, have some board foot volume. But, because the 
predominant age class is 20 years, plot age would be recorded as 20. 
Therefore , Iowa forests with a young predominant age class will have, 
on t he average, a higher board foot and cubic foot volume than 
Schn ur's tables estimate. 
An unexpected result is that the coefficients for age and site 
index were not significant in the board foot yield equation (Equation 5). 
The mixed-age structure of Iowa forests is the probable cause fo r age 
not being significant. Further, inasmuch as site index generally is less 
important than age in estimating volume, with the effect of age being 
muddled, the effect of site index probably is masked. Also, with 
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hardwoods, in particular the oak-hickory type, the volume of trees in 
a stand that is merchantable for sawtimber depends upon such 
factors as tree form and species composition that are not strongly 
related to age or site index. 
The yield equations can be used to estimate gross yield per acre 
of a relatively even-aged oak-hickory forest if the age, site index, and 
appropriate basal area are known. To estimate the future volume of a 
forest requires an estimate of its future basal area. At present there is 
no equation to estimate net basal area growth for the oak-hickory 
type in Iowa. But, if from experience or increment cores net basal 
area growth for a period of, say, 10 years can be estimated, stand 
volume in, say, 10 years can be estimated by using the future age and 
estimated future basal area. The yield tables can be used to estimate 
volume or biomass for stands where only the age and site index are 
known, although a more precise estimate can be obtained if basal 
area is known by using the yield equations. 
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CORN GROWTH RESPONSE TO LARVALARMYWORM 
(LEPIDOPTERA:NOCTUIDAE) DEFOLIATION1 
Phillip G. Mulder and William B. Showers2 
ABSTRACT. Effects of armyworm (AW), Pseudaletia unipuncta (Haworth), 
feeding on conventionally tilled field corn, Zea mays L., were determined on corn 
plants in the 6 to 8 leaf stages. Field plots were arranged as a split plot design and 
were manually infested with AW larvae of varying ages (instars 4, 5, and 6) and 
densities (1, 2, and 3 larvae/ plant). A subjective percentage of defoliation was 
compared with objective plant measurements on later corn growth stages (7- to 
14-leaf stages). 
Defoliation by AW larval populations on conventionally tilled field corn in 
Iowa was significantly greater during 1982 than in 1983 (ranges of 10 to 28% vs. 
2.5 to 6%). During 1983, mean leaf area of 10-leaf stage corn infested with 5th-
instar AW was significantly smaller (1403.6 cm2) than uninfested 10-leaf stage 
corn (1754.0 cm2). But, by 12-leaf stage, infested and uninfested corn had similar 
average leaf size. Therefore, early defoliation had little effect on subsequent plant 
growth. Plant growth response to insect damage probably is a tolerance reaction 
to defoliation. Additionally, results from field-collected plants during AW larval 
feeding indicate that a simple subjective percentage of defoliation is equal to a 
quantification of defoliation by objective plant measurements. This percentage 
provides an adequate appraisal of AW larval feeding behavior. 
Index words: corn, insect damage, tolerance, conventionally tilled, feeding 
behavior. 
INTRODUCTION 
Changes in regrowth potentials and yield for insect or simulated 
defoliation of various grains and grasses have been reported (Dyer 
and Bokhari, 1976; Capinera and Roltsch, 1980; Rice et al. , 1982). Hail 
simulation studies provide further evidence of increased regrowth 
potentials for damaged plants (Eldredge, 1935; Baldridge, 1976; 
1Joint contribution, USDA-ARS, and Journal Paper No. J-11932 of the Iowa 
Agriculture and Home Economics Experiment Station, Ames, IA 50011. Projects 
Nos. 2531 and 2665. Part of a dissertation submitted by the senior author in 
partial fulfillment of requirements for the Ph.D. degree. This reports the results of 
research only. Mention of a proprietary product does not constitute an endorse-
ment or a recommendation for its use by USDA or Iowa State University. 
20klahoma State University Extension Center, Duncan, OK 73533; and USDA-ARS, 
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Crookston and Hicks, 1978). Additionally, the plant developmental 
stage will influence regrowth and plant compensation levels (Kiessel-
bach and Lyness, 1945; Crookston and Hicks, 1978; Rice et al., 1982). 
Early plant defoliation seemingly is less harmful because undeveloped 
leaves continue to grow. The influence of armyworm (AW), Pseudaletia 
unipuncta (Haworth), larval feeding on conventionally planted corn, 
Zea mays L. , is believed to depend on plant developmental stage and 
larval population characteristics (density, instar, parasitoid pres-
sure). Therefore, the importance of measuring how a plant reacts to 
herbivory over time is crucial. 
The majority of crop studies of insect pressure have relied on 
yield components alone to quantify plant response. When plant 
sampling is limited to these few discrete values, hidden differences or 
effects are unknown at harvest, and the false assumption that crop 
development was not significantly altered may be made (Evans, 
1972). Until recently, however, growth analysis techniques (Blackman 
and Wilson, 1951) have received little emphasis when attempting 
quantification of specific levels of a particular biological stress on 
crop growth and development (Oliver, 1979; Higgins et al., 1984). 
Objectives of our study were to elucidate the feeding injury of 
larval AW populations in conventionally tilled corn and to determine 
how this injury influences plant growth. 
MATERIALS AND METHODS 
Collection and rearing of insects, field preparation, climatological 
data monitoring, and manual infestation for this experiment were 
described by Mulder (1984). After corn emergence, two-row plots 
consisting of 22 plants per row were established. The experiment was 
designed as a split plot, with age of AW (4th, 5th, and 6th instars) as 
main plots and infestation densities of 1, 2, and 3 larvae per plant as 
sub-plots. AW age was determined by measuring head capsules 
(Breeland, 1958). Incubation of eggs at temperatures ranging from 
15.5°C to 26.6°C allowed for accumulation of AW larvae at the various 
stadia. Also, the experiment included one and two uninfested check 
plots of 44 corn plants each per replication in 1982 and 1983, 
respectively. Therefore, 10 treatments including the check were used 
and replicated three times. Plants in the 6- to 8-leaf stage (ls) were 
manually infested with larvae. Beginning 2 days after infestation, two 
plants were removed from each sub-plot and thereafter on alternate 
days for about 2 weeks. At the end of this period larval feeding had 
ceased. Sacrificed plants were carefully selected within each treatment 
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Table 1. Plant parameters measured on uninfested corn and corn 
infested with armyworms of various ages and densities. 
1) Total leaf area (TLA) 
2) Total dry weight (DWT) 
3) Leaf weight ratio (LWR) 
4) Support weight ratio (SWR) 
5) Mean leaf area (MLA) 
Leaf1 area + leaf2 ... + leafn area 
expressed in: cm2 
Leaf dry weight + support dry 
weight expressed in: g 
Leaf dry weight/ total dry 
weight x 100 expressed in: % 
Stalk dry weight/ total dry 
weight x 100 expressed in: % 
Leaf area plant1 + leaf area 
plant2 ... + leaf area plant n + n 
expressed as: cm2 
to avoid corn without neighboring competition. This procedure helped 
ensure that compensatory growth had not occurred. All plants 
removed were in the 7 to 12 ls and 9 to 14 ls (Hanway, 1971) in 1982 
and 1983, respectively. Sacrificed plants were taken to the laboratory 
where each leaf was excised from the stalk (at the collar) and 
flattened with a modified pizza roller. Leaves were pressed with a hot 
iron and numbered (with a felt-tip marker) according to position on 
the plant. Rolling and ironing corn leaves allowed accurate measure-
ment of leaf area and simplified transport. Each leaf of a sacrificed 
plant was placed in a leaf press and transported to Iowa State 
University, where leaf area measurements were recorded on a 
portable, automatically integrating planimeter (Li-Cor®, Model 
LI-3000). 
Cornstalks were dried in a Hotpack® drying oven (Model 212061). 
Drying temperature was maintained at approximately l00°C. After 
leaf area estimates were obtained, each set of plant leaves was folded 
inside paper bags and also placed in the drying oven. Dry-matter 
measurements were taken on leaf, stalk, and total dry weight (DWT) 
by using a Mettler® PC2200 delta range top-loading balance. 
To assess the effect of AW larval populations on corn plants 
during larval and corn development, certain plant parameters were 
analyzed (Table 1). Total above-ground DWT of corn was partitioned 
into leaf DWT (LDWT) and support (stalk) DWT (SDWT). The position 
of each damaged leaf on field-collected plants also was recorded to 
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Table 2. Subjective percentage defoliation used for each plant leaf 
on AW infested corn. 
Defoliation rating 
Category % defoliation 
1 0 
2 10 
3 20 
4 35 
5 50 
6 75 
7 100 
% defoliation of all leaves 
overall % plant defoliation 
Total number of leaves present 
ascertain if larval AW populations preferred young (upper half) or 
older (lower half) plant tissue. Additionally, each leaf was assigned 
a defoliation percentage (Table 2). This percentage was used to 
estimate total plant defoliation. 
After sacrificed plant information was sorted according to 
developmental leaf stage, statistical analyses were conducted on AW 
infested corn showing defoliation and on uninfested plants. Unde-
foliated plants infested with AW larvae were excluded from these 
analyses. These sorting procedures generated unbalanced data (e.g., n 
= 4, 18, and 6, for 9 ls corn infested with 4th, 5th, and 6th instar AW, 
respectively) in all remaining infested treatments. Therefore, standard 
split-plot analyses were inappropriate. All pertinent growth para-
meters from AW infested and uninfested corn plants were plotted, 
allowing visual assessment of interaction effects. Main effect variances 
were tested for equality, then subjected to two-sample t-tests. 
Similar analyses were conducted on undamaged young leaves of 
plants showing previous damage (older leaves) to determine if earlier 
defoliation by AW larvae significantly increased subsequent leaf size of 
infested plants over corn leaf size of uninfested plants. Affirmation of 
a significant increase would suggest plant compensation following 
injury. 
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RESULTS 
General observations 
On field-collected plants, more upper leaves showed damage than 
lower leaves (854 vs. 2I3 in I982, and 594 vs. I22 in I983). During 
early morning (0800 to 0900 hrs. CDT) sampling, some larvae were 
observed feeding on lower leaves of corn plants; when temperatures 
increased, these insects sought seclusion on the ground. Larvae 
feeding on upper leaves, however, either crawled into the plant whorl 
or between overlapping leaves on the upper portions of plants. 
Preference for young leaf tissue by AW larvae placed on the upper 
plant portions characterizes the typical feeding behavior of early 
summer AW larval populations on 7- to 10-leaf stage (ls) corn in Iowa. 
Defoliation results 
Mean percentage defoliation for I 982 and I 983 by AW instars 
during the dominant leaf stages sampled are presented in Fig. I 
A & B, respectively. All plant stages infested with AW larvae exhibited 
significantly more defoliation compared with uninfested corn. Mean 
percentage defoliation for both years by the varying infestation 
densities are presented in Table 3. 
In I 982, a visual assessment showed an age by density interaction 
for 7- and 8-ls corn. The interaction was created by significant 
differences in defoliation of corn by AW larvae in various stadia and 
infestation densities (Fig. IA and Table 3). During 7- and 8-ls corn, 
significant differences in defoliation occurred between plants infested 
with 6th and 4th instars (Fig. IA). Additionally, there were significant 
differences in defoliation of 8-ls plants between each larval stage. 
In I982, more feeding by 6th instar AW during 7- and 8-ls corn 
development, coupled with increased defoliation by AW 4th instars on 
9- and IO-ls plants, accounted for the interaction in percentage 
defoliation. This reduction in defoliation of older corn leaf stages by 
6th instars and an increase in feeding on older corn leaf stages 
originally infested with 4th instar AW indicates a cessation of feeding 
by 6th instar AW about to pupate and an increase in feeding by larvae 
developing from the 4th stadium into the 5th and 6th stadia. 
In contrast to defoliation by AW instars in I 982, plant defoliation 
differences for the three infestation densities increased as corn 
matured (Table 3). During 9- and I 0-ls, significant differences were 
found between corn infested with one and three learvae per plant 
(Table 3). In addition, 9-ls corn exhibited significantly more defoliation 
u.c. 
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Figure 1. 
11 
CORN LEAF STAGE 
Mean percentage defoliation, of several corn leaf stages, by armyworms of 
different ages, (A) 1982, (B) 1983. Means followed by the same letter within 
each leaf stage are not significantly (P=0.05) different; two-sample T-test. 
UC = uninfested check, 4th = fourth instar-infested corn, 5th = fifth instar-
infested corn, 6th =sixth instar- infested corn. 
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Table 3. Mean percentage defoliation a of various corn growth stages 
by armyworms at different infestation densities; 1982 and 
1983. 
Infestation 
density 
1 
2 
3 
1 
2 
3 
7-ls 
12.0a 
20.3a 
18.5a 
9-ls 
3.5a 
4.2a 
4.6a 
Corn Growth Stage 
8-ls 
13.0a 
13.5a 
14.9a 
10-ls 
3.2a 
3.3a 
3.6a 
1982 
9-ls 
8.8a 
15.5b 
19.5b 
1983 
11-ls 
4.3a 
3.5a 
4.7a 
10-ls 
10.9a 
14.lab 
17.3b 
12-ls 
3.7ab 
3.la 
6.2b 
13-ls 
4.4a 
4.6a 
4.6a 
aMeans within the same year and corn growth stage followed by the same letter 
are not significantly different at the 0.05 level of probability; two-sample t-test. 
when infested with two and three larvae than when sustaining only 
one larva per plant (Table 3). The reversal in defoliation from young 
to older plants with AW age and infestation densities (main effects) , 
respectively, further confirm the significant interaction. 
In 1983, defoliation of older corn leaf stages was similar for 
plants injured by 4th and 6th instars (Fig. lB). Significant differences 
in defoliation of 9-ls corn were found between plants infested with 5th 
instar AW and corn supporting 4th or 6th instars. Although the 
sample size of 9-ls was small (four and six plants with 4th and 6th 
instars, respectively) , this trend remained through the 13-ls of corn 
development (Fig. lB). In 1983, only 12-ls corn exhibited significantly 
different defoliation levels between the three infestation densities 
(Table 3). This difference was attributable to more feeding by 6th 
than by 5th instar AW (Table 3). The reduction in defoliation in 1983 
vs. 1982 (Fig. lA-B) is attributable to higher temperatures during the 
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Table 4. Environmental data collected during the first week of 
infestation, 1982 and 1983. 
Temperature (°C) Precipitation 
Year Dayi Maximum Minimum Daily (x) (cm) 
1982 1 27.2 12.8 20.0 0.25 
2 27.2 12.8 20.0 0 
3 26.7 18.3 22.5 0 
4 21.7 18.3 20.0 5.5 
5 24.4 12.8 18.6 0 
6 24.4 16.1 20.2 0 
7 22.8 16.7 19.7 0 
Cx) 24.9 15.4 20.1 
1983 1 29.0 21.1 25.0 0 
2 31.7 23.3 27.5 0 
3 32.2 23.3 27.7 0 
4 34.4 23.3 28.8 0 
5 32.7 23.9 28.3 0 
6 32.2 24.4 28.3 0 
7 30.5 22.8 26.6 0 
Cx) 31.8 23.1 27.5 
alnfestation dates-1982: June 12-13; 1983: June 20-21. 
initial 7 days after infestation (Table 4). Temperatures in 1982 during 
this similar period, however, were favorable for AW feeding (McLaugh-
lin, 1962; Guppy, 1969). 
Leaf area results 
The area of corn leaf tissue remaining after AW defoliation for the 
leaf stages sampled in 1983 is presented in Fig. 2. Leaf areas of 10-ls 
corn infested with 5th instar AW were significantly smaller than those 
of uninfested 10-ls corn (Fig. 2). Additionally, plants infested with 4th 
and 6th instars had significantly greater leaf areas than plants 
infested with 5th instars (Fig. 2). By the 11-ls, leaf areas of all infested 
plants were similar; however, plants infested with 5th instars had 
significantly less leaf area than did uninfested plants (Fig. 2). Each of 
these instar differences and trends at the various corn growth stages 
(Fig. 2) confirm results of the subjective rating system (Fig. lB). 
-4000MEAN LEAF AREA (cm 2/PLANn 
0 9 10 11 12 13 
CORN LEAF STAGE 
Figure 2. Mean leaf areas ( cm2) of several corn leaf stages infested with armyworms of 
different ages, 1983. Means followed by the same letter, within each leaf stage, 
are not significantly (P=0.05) different; Two-sample T-test. UC = uninfested 
check, 4th = fourth -instar-infested corn , 5th = fifth-instar-infested corn, 6th = 
sixth-instar-infested corn. 
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Table 5. Mean leaf areas ( cm2) of 10-ls corn plants infested with 
armyworms of various ages. 
Mean leaf area within yearsa 
In star 1982 1983 Mean difference 
uninfested 1263.3 a 1794.0 a 527.7b 
4 1198.8 a 1788.5 a 589.7b 
5 1261.2 a 1403.6 b 142.4 ns 
6 1204.8 a 1748.9 a 544.1 b 
aMeans within the same year followed by the same letter are not significantly 
different at the 0.05 level of probability; two-sample t-test. 
blndicates difference between years is significant at the 0.01 level; t-test. 
Mean leaf areas of 10-ls corn infested with AW larvae and the 
mean leaf areas of uninfested plants for both years are presented in 
Table 5. In 1983, except for plants infested with 5th instars, all plant 
leaf areas were significantly greater than the corn leaf areas during 
1982. This significant difference in leaf areas between years is 
probably attributable to lower temperatures during leaf expansion in 
1982. 
Lehenbauer (1916) reported that significant corn growth began 
at temperatures around l0°C (50°F) and that optimum growth rates 
occurred near 30°C (86°F). Newman (1971) reported that during the 
day, optimum corn growth occurs between 25°C (77°F) and 32.8°C 
(91°F), while at night, temperatures between 16.7°C (62°F) and 23.3°C 
(74°F) are more favorable for corn development. In 1983, during the 
initial 7 days after infestation, daytime and nighttime temperatures 
often were within the range for optimum corn growth (Table 4). 
Although temperatures during the same period in 1982 were optimal 
for AW larval feeding (McLaughlin, 1962; Guppy, 1969), they were 
quite poor for corn growth; daytime temperatures during the initial 7 
days after infestation did not reach the optimum (30°C) for corn 
growth, and nighttime temperatures were consistently below the 
optimum range (Table 4). Mitchell (1970) reported that "leaves 
differentiated at low temperatures are not as large as those differ-
entiated at high temperatures, even though they both grow at the 
same medium to high temperatures after differentiation." 
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Table 6. Mean growth parameters for older corn leaf stages 
sampled during armyworm infestation. 
Leaf growth Growth Plant conditiona 
Year stage parameter Defoliated Un defoliated 
1982 11 MLA (cm2) 1811.5 a 1876.6 a 
LWR 64.0 a 62.5 b 
SWR 36.0 a 57.5 b 
12 MLA (cm2) 2417.1 a 3114.0 b 
LWR 62.0 a 59.0 b 
SWR 38.0 a 41.0 b 
1983 13 MLA (cm2) 3595.9 a 3623.2 a 
LWR 58.1 a 57.0 a 
SWR 41.9 a 43.0 a 
14 MLA (cm2) 4272.4 a 4230.8 a 
LWR 56.0 a 55.0 a 
SWR 44.0 a 45.0 a 
alndividual growth parameter means in the same year followed by the same 
letter are not significantly different at the 0.05 level; two-sample t-test. 
Nonsignificance between years with regard to mean leaf areas for 
10-ls corn infested with 5th instars is attributable to significantly 
greater defoliation by this larval stage during 1983 (Fig. lB) and a 
plateauing of feeding by AW larvae in 1982. Exposure to the high 
temperatures experienced in 1983 allowed quick molting of 5th 
instars to the 6th larval stadium. Six instars were recovered from 5th 
instar-infested plants 6 and 2 days after manual infestation in 1982 
and 1983, respectively. Eighty percent of the total foliage eaten during 
larval development is consumed during the 6th stadium (Davis and 
Satterthwait, 1916). Therefore, the greater defoliation figures obtained 
from corn infested with 5th instars are attributable to quick molting 
and subsequent feeding as 6th instars. 
In 1983, older corn produced similar leaf areas whether plants 
were uninfested or infested with AW larvae (Fig. 2). Additionally, 
older corn infested with AW larvae often exhibited larger mean leaf 
areas than uninfested plants (Fig. 2). Table 6 presents some of the 
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pertinent growth parameters of older corn leaf stages in 1982 and 
1983. In 1982, mean leaf areas (MLA) were generally smaller for 
plants defoliated by AW larvae compared with undefoliated plants. 
Significantly smaller leaf areas were revealed at the 12-ls for plants 
supporting AW larvae (Table 6). Although mean plant dry weights 
(DWT) were similar in 1982, leaf weight ratios (LWR) for both older 
leaf stages were significantly greater for plants defoliated by AW 
larvae than LWR for undefoliated plants (Table 6). Additionally, in 
1982, support weight ratios (SWR) were significantly greater for 
undefoliated plants (Table 6). This redistribution of plant DWT 
provides circumstantial evidence of a possible shift in carbohydrate 
supply favoring shoot (leaf) growth. 
In 1983, similarities between LWR and SWR were revealed for 
both undefoliated plants and corn defoliated by AW larvae (Table 6). 
Trends for greater LWR and smaller SWR for defoliated plants, 
however, were similar to those of 1982. Lack of significant differences 
in LWR and SWR is attributable to lower defoliation levels in 1983 vs. 
1982 levels (Fig. lA-B). 
DISCUSSION 
In both years, statistical analyses of undamaged younger leaves 
on older plants showed similarities in mean leaf area between plants 
defoliated by AW larvae and undefoliated corn. Additionally, non-
significant increases in crop growth rate (CGR) were obtained 
between infested and uninfested plants during the sample period. In a 
similar experiment, Mulder and Showers (1986) also showed non-
significant yield differences of conventionally tilled field corn under 
similar AW defoliation pressure. 
Similarities among younger leaves, lack of an increase in growth 
response over time, and zero yield differences (Mulder and Showers, 
1986) between AW infested and uninfested corn may refute the 
possibility of compensation. Lack of plant growth response to insect 
damage probably is a tolerance response to plant defoliation. Bardner 
and Fletcher (1974) discuss this response in greater detail. Addi-
tionally, Mitchell ( 1970) provides a partial explanation for a plant's 
tolerant response to defoliation. Conventionally planted corn develops 
rapidly early in the growing season and reaches the linear phase 
(Mitchell, 1970) of the growth curve before substantial feeding by 
early summer AW larval populations occur. Corn grown in reduced 
tillage systems, however, may remain in the lag phase of the growth 
curve (Mitchell, 1970) longer, thereby exhibiting less leaf area and a 
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more spindly growth form. During this phase of plant growth, corn is 
undergoing several internal changes (leaf and ear shoot different-
iation) that are preparatory to growth (Mitchell, 1970). Each of these 
corn growth characteristics in reduced tillage systems may increase 
corn susceptibility to AW larval feeding. Results of the present 
experiment suggest that 6- to 8-ls corn in conventionally tilled fields is 
large enough to sustain moderate (::=:; 25%, Fig. 1 A-B) defoliation and 
continue normal leaf expansion after injury. 
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INITIAL ANALYSIS OF A VALID FOOD ANIMAL 
DISEASE DATABASE FOR IOWA 
William J. Owen, DVM, MPVM 1 
ABSTRACT. Material for this paper is derived from a disease surveillance 
program initiated by the National Animal Health Monitoring System (NAHMS), the 
Iowa High Technology Council, and the Veterinary College of Iowa State University. 
A food animal disease and management surveillance system is described. 
Preliminary analysis of surveillance data from 55 Iowa Farms is presented. 
Producer interview information, disease control records, and results of serologic 
tests from 27 swine herds , 13 beef herds , 12 feedlots, and 3 dairy herds, provide 
the data base. 
The serological data indicate that certain diseases are present on all farms in 
the study. The interview data indicate the farms which spent the most on 
treatment and prevention measures also had the greatest total expense which 
included death loss. These findings suggest other factors may be as significant in 
disease control as treatment and prevention . 
This data base and recording system provides an opportunity for correlating 
expenses to facilities , management practices, and veterinary involvement. It has 
the potential to help producers analyze their expenses and improve their disease 
management. 
Index descriptors: epidemiology, disease database, disease surveillance. 
INTRODUCTION 
The livestock industry is important in every state and in the 
national economy. For example, Iowa's cattle, hog, and sheep pro-
ducers received $4.4 billion from marketing of livestock in 1984, while 
nationally $40.8 billion worth of livestock was marketed during the 
same period (Iowa Crop and Livestock Reporting Service, 1985). 
There is a need for a method of systematically gathering and 
analyzing data relevant to disease management in this important 
segment of the economy. Information concerning disease prevalence, 
the most cost effective means of preventing or controlling disease, the 
effect of management practices (biological and physical) on disease, 
and the economic effect of such variables, need to be monitored and 
analyzed accurately. Little precise information of this type has been 
collected about the livestock industry, and the data which are 
available exist in many different formats and are distributed across 
1Department of Clinical Sciences, College of Veterinary Medicine, Iowa State 
University, Ames, IA 50011. 
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many different sectors of the livestock industry (McCallon and Beal, 
1982). Despite improvements in information processing and analysis 
technology, disease reporting verification and tabulation procedures 
are inadequate. This system has been developed to help recognize the 
more efficient management systems, disease prevention programs and 
health care delivery methods for livestock. 
This paper presents preliminary summations. Statistical analyses 
with inferences about the economic impact of disease and disease 
management of the food animal population are being explored. The 
data are being expanded with serologic analyses and retrospective 
studies. 
METHODS 
Sixty farm cooperators initially were selected by the random walk 
system (Beal, 1986). Cooperators involving 27 swine farms, 13 beef 
herds, 12 feedlots, and 3 dairy herds completed the 15-month study. 
The farm selections were based on the species of animal and the size 
of animal population so that each segment of the livestock in~ustry 
studied was represented. This is illustrated in Table 1, which was 
prepared by the United States Department of Agriculture (USDA) for 
the National Animal Disease Surveillance (NADS) pilot project. The 
data were derived from the National Agricultural Statistical Service 
(NASS) for the selection of herds in each category. Total inventory 
was based on a five year average. Table 1 indicates that the total 
population was represented almost equally by sampled herds for each 
population stratum. Table 2 tabulates the average number of animals 
on hand on participating farms per month during the study. 
Each producer was paid $25 per month to maintain accurate, 
daily records. The records included an evaluation of facilities, live-
stock inventory with aspects of disease prevention, and disease 
occurrence and expenses, including death losses. 
Federal and State Veterinary Medical Officers (VMOs) were given 
intensive instructions for interviewing the cooperators. Many of the 
VMOs were former food animal practitioners and livestock producers 
which made them an informed, acceptable group of interviewers. It 
was stressed that material be submitted on time and attention be 
given to specific details. Actual cost figures were recorded for drugs 
and vaccines. An area of variation would be in the value assigned to 
dead livestock. This value was determined by the VMO and the 
cooperator using current market prices. 
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Table 1. Data used from National Agricultural Statistical Sources 
for selection of swine herds, beef herds, and feedlots by size 
and percent of total population for Iowa Study, 1984-85. 
Herds 
Herd Size Herds Inventory Percentage Sampled 
Swine 
100 - 299 15,382 2,698,725 23.05 7 
300 - 499 6,687 2,476,717 21.15 6 
500 - 999 5,407 3,555,997 30.33 9 
1,000 + 1,923 2,981,870 25.47 8 
Total 29,399 11,709,309 100.00 30 
Beef Herds 
10 - 49 16,708 459,024 19.91 3 
50 - 99 8,646 596,654 25.88 3 
100 - 199 4,824 640,863 27.80 4 
200 + 1,786 606,556 26.40 3 
Total 31,964 2,305,097 99.99 13 
Feedlots 
10 - 199 17,042 911 ,540 21.80 3 
200 - 499 2,590 779,511 18.65 2 
500 - 999 1,175 779,996 18.66 3 
1000+ 782 1,709,670 40.89 5 
Total 21,589 4,108,717 100.00 13 
The VMOs interviewed each producer once each month to review, 
record, and consolidate the data. The producer's opinion as to why a 
vaccine or drug was used for a specific cause was recorded as to 
whether it was for disease, growth promotant, or nutritional defi-
ciency. The interviews began in August, 1984, and were concluded in 
October, 1985. The data collected by Federal and State VMOs were 
296 OWEN 
Table 2. Average number of animals per month on participating 
farms, 1August1984 to 31October1985. 
Farms Mean Minimum Maximum 
Swine 
Sows a 25 80 11 212 
Total Inventorl 27 665 39 2285 
Beef Herd 
Cows 13 76 12 217 
Total Inventory 13 158 36 571 
Feedlot 
Total Inventory 12 561 68 1755 
aTwo farms bought feeder pigs and had no sows. 
blncludes all animals of that species on the farm. 
Table 3. Individual making disease diagnosis of each reported case 
1 August 1984 to 31 October 1985. 
Swine Beef Herd Feedlot 
Diagnosis Frequency Frequency Frequency 
Owner 1354 (90%) 80 (58%) 125 (67%) 
Veterinarian 119 ( 8%) 56 (40%) 60 (32%) 
Laboratory confirmed 29 ( 2%) 2 ( 1%) 1 ( 1z%) 
Total 1592 138 186 
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entered and sorted into a workable format by developing dBase III 
programs for data entry (Ashton-Tate, 1984.). 
After analyzing the first 7 months of data, it was evident that 
there was a lack of laboratory confirmed disease diagnosis (Table 3). 
Because of this, it was decided to collect serum samples from each 
swine, beef and dairy herd, and to provide free diagnostic laboratory 
service to the cooperators. Confidentiality of serologic and laboratory 
results was maintained. All serologic work was conducted at the Iowa 
State University Diagnostic Laboratory (ISUDL) and National Vet-
erninary Services Laboratories at Ames, Iowa, except for swine 
dysentery which was conducted in the laboratory of Dr. L. A. Joens, 
University of Arizona, Tucson, Arizona. 
Serum samples were tested from swine herds at the beginning 
and at the end of the study period. The swine sera were obtained at 
slaughter from ~W herds. Seven farms had sera collected from sows at 
the farm. This on-the-farm collection of swine sera was necessary 
because the marketing practices of the producers made slaughter 
collection of sera impossible or impractical. Cattle sera were obtained 
by practicing veterinarians from ten apparently normal cows from 
each of the beef and dairy farms. One beef herd was sold before sera 
collection. The three dairy herds were incorporated into the cattle 
serologic study as they were maintained similarly to the beef herds. 
Swine sera were tested for antibodies to eight swine disease 
agents and 12 serovars of leptospirosis. Cattle sera were tested for 
antibodies to nine cattle disease agents and 12 serovars of lepto-
spirosis. The farms were categorized positive or negative for a disease 
by using the reporting laboratory's designation of positive or negative 
for the individual test. If individual serologic titers were reported, the 
animal was classified positive or negative by using criteria established 
by the ISUDL for specific minimum titer dilutions for each disease for 
a positive classification. If more than one animal per farm was 
classified positive for a specific disease, the farm was classified as 
positive. 
RESULTS AND DISCUSSION 
The total cost per disease category for swine herds, feedlots, and 
beef herds was determined for the 15-month period from the 
cooperators' data (Tables 4, 5, 6). The ten most costly diseases are 
included in each table. 
A projection of the cost per month in Iowa of each swine disease 
category was made. This projection represents a preliminary and incomplete 
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Table 4. Total expenses of all farms for clinical losses and preven-
tion costs of the ten most costly diseases reported by 27 
swine herd cooperators, 1 August 1984 to 31 October 1985. 
Disease 
Pneumonia 
Swine Dysentery 
Trampled 
Stillborn 
Diarrhea 
Unknown 
Starvation 
Transmissible 
Gastroenteritis 
Colibacillosis 
Atrophic Rhinitis 
Treatment and 
Death loss 
Costs 
$20,000 
6,100 
34,400 
28,100 
6,800 
16,700 
15,000 
8,400 
6,400 
100 
Cost of 
Prevention 
$31,900 
28,900 
14,900 
4,400 
4,400 
9,400 
Total Cost 
$51,900 
35,000 
34,400 
28,100 
21,700 
16,700 
15,000 
12,800 
10,800 
9,500 
Table 5. Total expenses, clinical losses and prevention costs of ten 
most costly diseases of feedlot cattled reported by 12 
feedlot cooperators, 1 August 1984 to 31 October 1985. 
Treatment and 
Death loss Cost of 
Disease Costs Prevention Total Cost 
Shipping Fever $55,500 $ 8,000 $63,500 
Internal Parasites 18,000 18,000 
Pneumonia 11,300 4,000 15,300 
IBR, PI, BVDa 7,000 7,000 
Unknown 6,400 6,400 
Coccidiosis 3,500 2,000 5,500 
Clostridium 600 4,000 4,600 
External Parasites 4,000 4,000 
Hemophilus 500 3,000 3,500 
Bovine Respiratory 1,300 2,000 3,300 
Syncytial Virus 
alnfectious Bovine Rhinotracheitis, Para-influenza, Bovine Virus Diarrhea. 
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Table 6. Total expenses of all farms for clinical losses and preven-
tion costs of the ten most costly diseases reported by 13 
beef herds cooperators, 1 August 1984 to 31October1985. 
Treatment and 
Death loss Cost of 
Disease Costs Prevention Total Cost 
Female Infertility $7,200 $ 400 $7,600 
Clostridium 4,100 1,400 5,500 
Internal Parasites 3,900 3,900 
Dystocia 3,300 3,300 
Bloat 2,900 2,900 
Unknown 1,900 1,900 
Pneumonia 1,400 500 1,900 
Injury 1,900 1,900 
IBR, PI3, BVDa 1,600 1,600 
External Parasites 100 1,400 1,500 
ainfectious Bovine Hhinotracheitis, Para-influenza 3, Bovine Virus Diarrhea. 
analysis. The variances and confidence limits will vary, depending on 
the number of producers reporting specific health conditions in their 
herds. It is appropriate to make general observations at this time and 
report occurrence and confidence limits with expanded data. 
This estimate was accomplished by projecting the results of the 
cooperators' data to the swine population of Iowa. The average cost of 
each disease category was calculated as to the cost by farm, by sow, 
and by head (total inventory). Once these three figures were estab-
lished, the cost per farm per disease was multiplied by 38,000, which 
represents the number of swine farms in Iowa. The average cost per 
sow was multiplied by 2,000,000, which represents the number of 
sows in Iowa. The average cost per head of swine was multiplied by 
14,000,000, which represents the total number of swine in iowa. 
Figures for Iowa swine numbers were obtained from Iowa Crop and 
Livestock Reporting Service (ICLRS, 1985). The average of the above 
three figures for 1each disease category was then determined to be an 
estimate of the cost per month of the 10 most costly swine diseases in 
Iowa (Table 7). This averaging method was used because the NASS 
estimates of Iowa swine population were based on a five year average 
and the ICLRS numbers were a one-year tabulation and were closer 
to the actual number of swine in the state at the time of this study. 
This method is included to illustrate how important extrapolations 
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Table 7. Projected monthly expenses, clinical losses and prevention 
costs for the ten most costly swine diseases in Iowa, 
1 August 1984 to 31 October 1985. 
Treatment and 
Death loss Cost of 
Disease Costs Prevention Total Cost 
Pneumonia $1,381,000 $2,206,000 $3,587,000 
Swine Dysentery 419,000 2,000,000 2,419,000 
Trampled 2,382,000 2,382-000 
Stillborn 1,944,000 1,944,000 
Diarrhea 467,000 1,033,000 1,500,000 
Unknown 1,155,000 1,555,000 
Starvation 1,037,000 1,037,000 
Transmissible 581 ,000 304,000 885,000 
Gastroenteritis 
Colibacillosis 443,000 303,000 745,000 
Atrophic Rhinitis 6,000 652,000 658,000 
are in a population-based study. As the sample size and database 
increases, it is expected that extrapolations such as these will be 
more useful and reliable. 
Case fatality rates were calculated by disease and by type of 
enterprise (swine, feedlot, beef herd). Except for overloads in feedlots 
and bloats and dystocias in beef herds, the diseases included in the 
case fatality study were infectious diseases. In the majority of cases, 
diseases were diagnosed or classified based on producer perceptions. 
Fatalities for each age group were determined, with an overall case 
fatality rate for the 15-month period for each group as shown in 
Tables 8, 9, and 10. 
This initial effort of establishing a reliable data base with the 
capability of yielding information to improve decision making indi-
cates potential for a great variety of in-depth studies. 
The data reflect perceptions of the cooperating producers in this 
initial study and give dollar amounts for the total disease expense. 
The disease category is given as listed on the interview forms by the 
cooperating producer. No attempt was made to improve the categoriza-
tion by grouping or nomenclature of the disease. This was to maintain 
area idiosyncrasies which may be important in future retrospective 
Table 8. Case fatality rates for 15 infectious diseases of swine as reported by all 27 cooperators ~ S2 
during 1August1984 to 31October1985. > t""' 
Pigs Growers Sows Boars 0 w 
M 
Fatality > if] 
Disease died died died died rate M cases cases cases cases Cl 
> 
Streptococcus 46 46 1.00 ~ 
Erysipelas 70 70 9 4 .94 IJ:l > 
Clostridium 913 325 8 8 .36 if] M 
En terotoxemia 
Coccidiosis 751 211 32 11 .28 
Hemophillis 172 38 .22 
Salmonella 214 114 645 53 .19 
Diarrhea 1622 294 433 95 2 1 .19 
Transmissible 1006 377 2199 159 29 .17 
Gastroenteritis 
Colibacillosis 2498 319 149 23 11 .13 
Rota virus 168 20 .12 
Proliferative 111 11 .10 
Ileitis 
Pneumonia 880 114 7672 260 2 2 4 1 .04 
Swine influenza 36 1 496 21 33 1 .04 
Pasteurella 85 3 .04 
Swine Dysentery 124 4 1757 27 1 1 .02 
w 
0 
..... 
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Table 9. Case fatality rates for 8 feedlot diseases as reported by all 
12 cooperators during 1August1984 to 31 October 1985. 
Fatality 
Disease Cases Died Cases Died rate 
Overload 1 1 1 1 1.00 
Bovine Respiratory 3 2 .67 
Syncytial Virus 
Hemophillus 5 1 1 .17 
Shipping Fever 180 5 655 111 .14 
Pneumonia 67 9 148 13 .10 
Pasteurella 20 2 .10 
Infectious Bovine 51 4 .08 
Rhinotracheitis 
Coccidiosis 41 4 353 1 .01 
studies. The important consideration and additional benefit of surveil-
lance activities is that the producers' perception of disease and their 
response to these problems are recorded and defined. Such informa-
tion is important to future evaluation of intervention strategies. 
Dollar amounts attributed to each disease must be considered 
with regard to case definition and at which level (owner, veterinarian 
or laboratory) each case is diagnosed. Dystocias, prolapses, stillborn, 
and trampled, have a high degree of accuracy in diagnosis at the level 
of owner diagnosis. However, colibacillosis, coccidiosis, and Pasteurel-
losis have a questionable diagnosis without laboratory confirmation. A 
diagnosis of pneumonia or diarrhea may involve one or several 
disease entities which are not individually indentified. Yet the inci-
dence and costs of such generic disease categories are worthwhile 
because there are no other statistics this complete for use in decision 
making. 
The lack of a definitive diagnosis creates a problem in the 
evaluation of the cost of a specific livestock disease. Even though the 
owner was able to make a reasonable diagnosis for some disease 
conditions, based on personal experience, most of the disease prob-
lems were categorized in general terms, such as pneumonia, diarrhea, 
stillborn, and trampled. Free diagnostic laboratory services and serum 
sampling of the herds were introduced midway through the surveillance 
Table 10. Case fatality rates for beef herd diseases as reported by all 12 cooperators during 1 August 
1984 to 31 October 1985. 
Calves Stockers Cows Bulls Fatality 
Disease Cases Died Cases Died Cases Died Cases Died rate 
Clostridiurn 1 1 1 1 1.00 
Bloat 3 3 3 2 3 3 .89 
Colibacillosis 6 5 .83 
Dystocia 16 15 1 5 2 .77 
Encephalornalacia 1 1 1 .50 
Pneumonia 20 4 75 1 1 .05 
Diarrhea 29 1 .03 
Coccidiosis 63 1 .00 
Shipping Fever 98 .00 
w 
0 
w 
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Table 11. Veterinary diagnoses of animal diseases, 1 August 1984 to 
31 October 1985. 
Swine Beef Herd Feedlot 
Total cases veterinarian 119 56 60 
diagnosed 
Number of different 38 25 24 
diseases reported 
Cases with no veterinary 34 (29%) 10 (18%) 3 ( 5%) 
trip charge 
Number of dystocias and 19 (16%) 13 (23%) 9 (15%) 
prolapsesa 
8 Rectal prolapses in swine and vaginal or uterine prolapses in cattle. 
period in an attempt to be more specific. Producers willingly coop-
erated in serum collection, but the use of the free diagnostic 
laboratory services did not increase laboratory submissions. Table 3 
indicates laboratory confirmation accounted for diagnosis in 2% or 
less of the cases in all categories of livestock diseases. Diagnosis 
rendered by a veterinarian accounted for 8% of the diagnoses in swine 
herds, with the highest incidence being 40% in beef herds. Owners' 
diagnoses ranged from a low of 58% in beef herds to 90% in swine 
herds. 
The data indicate that the private veterinarian did not neces-
sarily make a farm visit to make a diagnosis. The most common 
disease problems addressed by the veterinarian farm visits were 
dystocias and prolapses ( rectal prolapses in swine, vaginal and 
uterine prolapses in cattle) . Veterinarians may have been involved 
with other disease conditions through consultation and drug dispens-
ing, but there was little indication of on-farm participation. Table 11 
records the number of cases diagnosed by the veterinarian, and the 
number of diagnoses made with no call trip charge. 
The costs of disease prevention, disease treatment, and death loss 
varied widely between farms (Table 12). This range of disease cost 
does not appear justified from a biological view as farms in the low 
end of the cost range show serologic evidence of exposure to the same 
diseases as farms on the high end of the cost range. Tables 13 and 
Table 12. Total of all animal health expenditures and death losses, 1 August 1984 to 31 October 1985. 
Mean Mimimum Maximum Total 
Swine 
All Farms - Total Cost $12,034.00 $406.00 $54,358.00 $324,929.00 
Sow Cost (head/ month) 10.80 1.50 41.80 
Prevention 4.30 
Treatment and death losses 6.60 
Total Inventory Cost (head/ month) 1.20 .20 4.70 
Beef Herd 
All Farmsa - Total Cost $ 3,791.00 $126.00 $20,513.00 $ 49,285.00 
Cow Cost (head/ month) 3.60 .40 8.30 
Prevention 1.00 
Treatment and death losses 2.60 
Total Inventory Cost (head/ month) 1.70 .20 4.20 
Feedlot 
All Feedlots - Total Cost $13,312.00 $710.00 $68,778.00 $159,744.00 
Animal Cost (head/ month) 1.60 .70 3.10 
Prevention .60 
Treatment and death losses 1.00 
alncludes death losses and culling losses. 
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Table 13. Serology results in swine herds studied, 1 August 1984 to 
31October1985. 
By Herda 
#Positive 
#Suspect 
% Positive 
By Animalb 
# Positive titers 
% Positive titers 
Transmissible 
Gastro-
enteritis 
14 
0 
52 
105 
24 
Mycoplasma 
Hyo-
pneumoniae 
19 
4 
70 
192 
43 
aTotal Farms = 27, except porcine parvovirus; which was 26. 
Haemophilus 
Pleuro-
pneumoniae 
24 
0 
89 
210 
47 
bTotal animals tested = 446, except porcine parvovirus, which was 434, and 
swine dysentery, which was 437. 
Table 14. Serology results in beef herds (12) and dairy herds (3) 
studied, 1August1984 to 31 October 1985. 
Bovine 
Respiratory Bovine 
Anaplas- Syncytial Blue Viral 
mo sis Virus Tongue Leucosis 
By Herda 
#Positive 0 9 2 3 
#Suspect 4 2 1 0 
% Positive 0 60 13 20 
By Animalb 
# Positive titers 4 61 7 16 
% Positive titers 3 42 5 11 
aTotal Herds = 15. 
bTotal animals tested= 145. 
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Table 13. (Continued from preceding page.) 
Pseudo-
rabies 
4 
2 
15 
33 
7 
Porcine 
Parvo-
virus 
24 
0 
92 
296 
68 
Swine 
Influenza 
19 
0 
70 
191 
43 
Eperythro-
zoonosis 
5 
1 
19 
13 
3 
aTotal Farms = 27, except porcine parvovirus, which was 26. 
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Swine 
Dysentery 
23 
1 
85 
119 
27 
bTotal animals tested = 446, except porcine parvovirus, which was 434, and 
swine dysentery, which was 437. 
Table 14. (Continued from preceding page.) 
Bovine 
Virus 
Diarrhea 
13 
1 
87 
113 
78 
Infectious 
Bovine 
Rhino-
tracheitis 
14 
0 
93 
121 
83 
aTotal Herds = 15. 
bTotal animals tested = 145. 
Para-
influenza 3 
Virus 
15 
0 
100 
145 
100 
Hemophillus 
Somnus 
2 
5 
13 
11 
8 
Vesicular 
Stoma-
tit us 
0 
0 
0 
0 
0 
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Table 15. Disease prevention costs (drugs and vaccines), 1 August 
1984 to 31 October 1985. 
Farms Mean Minim um Maximum Total 
Swine 
Total 27 $4,750 $ 70 $28,720 $128,040 
Veterinary use 12 930 10 4,850 11,120 ( 9%) 
Owner use 27 4,330 70 28,720 116,920 (91 %) 
Beef Herd 
Total 13 $1,030 0 $ 4,160 $ 13,350 
Veterinary use 9 300 40 1,130 2,690 (20%) 
Owner use 13 1,190 60 3,030 10,660 (80%) 
Feedlot 
Total 12 $5,400 $ 0 $17,490 $ 64,760 
Veterinary use 7 370 10 1,040 2,590 ( 4%) 
Owner use 12 5,650 160 12,860 62,170 (96%) 
14 indicate the prevalence of positive titers to diseases which could be 
tested serologically. The high percentage of positive titers, which 
indicate exposure to a disease, does not seem to correlate with the 
producers' expense in treating or preventing that disease condition. 
This suggests that a farm classified as positive for a disease may not 
have any disease episodes or death loss attributed to that disease 
during this period. The reverse could also be true; a producer could 
attribute high expenses to a disease even if his herd did not show 
serological evidence of expense to that disease. 
Table 15 indicates veterinary involvement in the disease preven-
tion process at the farm level is quite low as indicated by the 
percentage of total costs attributed to veterinary expense. In swine 
herds the veterinary expense is 9% of the total costs, and in feedlots it 
is 4%. Only one swine farm cooperator of 27 used a veterinarian on a 
herd health problem. Fifteen swine farms of the 27 studied did not 
employ a veterinarian during the 15-month study period for on-the-
farm disease prevention measures. One feedlot reported a death loss 
expense of over $46,000, but did not use the services of a veterinarian 
or diagnostic laboratory to define or resolve this problem. The 
> z 
a: 
> 
Table 16. Disease loss and treatment costs, 1August1984 to 31 October 1985. l' 
t:' 
Farms Mean Minimum Maximum Total w M 
> 
Swine w M 
$7,290 $150 $25,640 $196,800 t:' Total 27 > 
>-3 
Veterinary treatment 22 180 0 1,450 4,060 ( 2%) ~ 
Owner treatment 27 430 0 4,390 11,470 ( 6%) > w 
Animal death loss 27 6,680 150 19,800 181,270 (92%) M 
Beef Herd 
Total 13 $2,760 $100 $16,350 $ 35,930 
Veterinary treatment 11 130 10 410 1,410 ( 4%) 
Owner treatment 13 170 0 500 1,350 ( 4%) 
Animal death loss 13 1,910 100 8,400 24,840 (69%) 
Culling loss 2 830 0 7,950 8,330 (23%) 
Feedlot 
Total 12 $7,910 $660 $50,530 $ 94,980 
Veterinary treatment 12 400 10 1,640 4,790 ( 5%) 
Owner treatment 12 680 0 4,260 $ 8,160 ( 9%) 
Animal death loss 12 6,840 650 46,250 82,030 (85%) 
VJ 
0 
co 
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information gathered does not include the source of the drugs used 
by the cooperator. 
Table 16 indicates the expense of disease treatment and death 
loss. Death loss was the largest expense incurred during clinical 
disease outbreaks. Culling due to infertility was included only in the 
beef herd losses. Morbidity losses and labor are not included in total 
cost figures. Once we learn to accurately assess these costs, indicated 
total disease expenses will undoubtedly be significantly increased. 
The serologic evidence of disease exposure on the farms in the 
study (Tables 13, 14) may be underestimated as sampling of individ-
ual animals was not randomized, and, although 30 samples of sera 
per farm were the goal from each swine farm, it was not obtained 
from all of them. The range of number of sera samples collected per 
farm was 10 to 30 with an average of 16 samples per farm. 
SUMMARY 
Diseases can be complex, involving multiple interactions and 
factors. It is difficult to separate specific disease entities and credit 
them with all the expenses of an outbreak. Predisposing factors and 
concurrent infections are often necessary for the emergence of 
clinically recognizable diseases. Management procedures which con-
trol ventilation, manure handling, population density, water quality 
and nutrition may be playing a larger role in disease losses than 
biological agsnts. The effects of different management procedures are 
difficult to measure, but can be assessed through epidemiological 
analysis. The losses which should be attributed to one or more of 
these predisposing variables may be incorrectly attributed to opportun-
istic, identifiable, biological agents. A more detailed statistical analysis 
of expanded data is in progress to assess the effectiveness of specific 
disease prevention and treatment procedures. 
The cost of food animal disease prevention and disease costs 
from animal deaths and treatment are significant even without 
morbidity values, which may exceed clinical losses. This study, which 
is ongoing, begins building a factual database to quantify disease costs 
which previously have been poorly substantiated. 
The disease expense of the 55 farms studied were over one-half 
million ($534,000) dollars for a period of 15 months. This figure does 
not include morbidity losses, labor costs, and other incidental disease 
related expenses. Many producers are experiencing seemingly exces-
sive losses with what appears to be above normal disease prevention 
expenses. The use of qualified veterinary service with diagnostic 
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laboratory support does not appear to be used effectively by the 
livestock industry. The need for development of more effective use of 
this support and appropriate delivery systems is indicated by these 
initial summaries. 
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RELATIONSHIPS AMONG TRAITS IN 
Fg-DERIVED LINES OF OATS1 
K. Takeda, K. J. Frey, and T. B. Bailey2 
313-327 
ABSTRACT. Linear and nonlinear relationships between grain yield and its 
components and agronomic traits were studied by utilizing data collected on 1,200 
Fg-derived oat lines tested over two years. Grain yield was linearly and positively 
associated with grain number, but it was independent of seed weight when this 
trait exceeded 2.3 g/ 100 seed. Grain yield was positively associated with heading 
date over the range of 70-77 days, but about 77, the traits were independent. Even 
though grain yield and plant height were positively associated over the whole 
range of plant heights, grain yield was constant over that portion of the range 
between 87-102 cm. Grain yield was closely associated with vegetative growth rate, 
which suggests that this latter trait is important in controlling the yielding 
potential. The relationship between grain yield and harvest index was curvilinear, 
with maximum grain yield occurring when harvest index was ca. 45%. 
Index descriptors: oats, grain yield, yield components, harvest index, growth 
rate, Avena sativa L. 
INTRODUCTION 
When developing cereal varieties, a plant breeder selects geno-
types that provide an optimum combination of several traits, e.g., 
grain yield, lodging and disease resistance, maturity, quality, and 
adaptability. Some of these primary traits are composed of com-
ponent traits. For example, grain yield is a complex trait composed of 
components that are quantitatively inherited and interrelated. 
Component analysis of a complex trait and correlation analyses 
among the components can be useful to plant breeders in three ways: 
(a) they can elucidate a route for indirectly improving the complex 
trait by selecting for one or more of its components (Takeda and Frey, 
1985); (b) they indicate which matings should maximize the range of 
segregates for the primary traits (Takeda et al., l 979a, l 979b ); and 
1Journal Paper No. J-12217 of the Iowa Agriculture and Home Economics 
Experiment Station, Ames, IA 50011. Project 244 7. This work was supported in 
part by the World Food Institute at Iowa State University in the form of a 
fellowship to the senior author. 
21nstitute of Agricultural and Biological Sciences, Okayama University, Kurashiki, 
Japan; Department of Agronomy, Iowa State University, Ames, IA 50011; and 
Department of Statistics, Iowa State University, Ames, IA 50011 , respectively. 
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( c) they result in a better understanding of the inheritance and 
physiology of the complex trait. 
Our primary objective was to understand associations between 
grain yield, grain yield components, and agronomic traits of oats 
(Avena sativa L.). A secondary objective was to determine whether 
yield components and agronomic traits have optima for maximizing 
grain yield. 
MATERIALS AND METHODS 
Materials 
Materials for this study were 1,200 F9-derived lines chosen 
randomly from a bulk oat population initiated by compositing F2 
seeds from 75 matings (10 g/ mating) among Avena sativa L. cultivars 
and experimental lines. The composite was bulk-propagated with 
90,000 plants per generation through F8. Various mechanical methods 
of mass selection were applied to the growing plants and/ or seed lots 
throughout the propagation generations to eliminate extremely short 
or tall, early or late, and rust-susceptible genotypes. 
Subsequently, a large number of F9 seeds were space sown, the 
1,200 resulting plants were harvested, and the bulked progeny of each 
was used to form an F9-derived line. 
Methods 
The 1,200 oat lines were evaluated in randomized-block exper-
iments in 1967 and 1968, each with two replicates, at the Agronomy 
Field Research Center near Ames, Iowa. The soil at this site is a silty 
loam that belongs to the Clarion-Webster association, and the mean 
annual rainfall is 820 mm. A plot was a hill sown with 32 seeds, and 
hills were spaced 30.5 cm apart in perpendicular directions. Each 
experiment was surrounded by two rows of hills to provide competi-
tion for peripheral plots. The previous crop each year was soybeans 
(Glycine max L.), and the plot areas were fertilized with 18-27-27 kg 
ha-1 of N, P, and K. The experiments were hand-weeded, and the oat 
plants were sprayed with a fungicide at weekly intervals from 
anthesis to maturity to control foliar diseases. No lodging occurred in 
the experiment. 
Nine traits were measured or computed on a plot basis. Days to 
heading (HD) was recorded when 50% of the panicles were completely 
emerged, and plant height (PH) was the distance (cm) from the 
ground surface to the panicle tips. When mature, the culms were 
harvested at ground level, dried, and weighted to give biomass yield 
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Table l. Intervals used to divide the population of oat lines into 
classes for nine traits. 
Trait+ 
HD 
PH 
BWT 
GYD 
SYD 
HI 
GRM 
SWT 
GN 
·see text for definition of trait symbols. 
Interval 
1 day 
5cm 
10 g 
5g 
5g 
2.5% 
0.1 g/ day/ plot 
0.2 g 
100 grain/ plot 
(BWT). Next, the bundle of culms was threshed, and grain yield (GYD) 
was recorded. Straw yield (SYD) was computed as BWT-GYD, and 
harvest index (HI) was the ratio GYD/ BWT expressed as a per-
centage. Vegetative growth rate (GRM) was computed as SYD/ HD, 
and seed weight (SWT) was measured as the weight of 100 random 
seeds. Grain number per plot (GN) was computed as (GYD x 100)/ SWT. 
All data were subjected to analyses of covariance. Genotypic 
variances and covariances were estimated by equating expected and 
actual mean squares. Genotypic correlations were computed between 
certain pairs of traits by using the formula: 
where Sg .. is the genotypic covariance between two traits and Sg.2 and 
Sg.2 are t~e genotypic variances for the two traits. 1 
i To provide data summaries to graphically show the relationships 
between certain pairs of traits, A and B, we subdivided the 1,200 lines 
into class intervals for trait A and calculated the means for trait B 
within the trait A classes. The class intervals used for the various 
traits are given in Table 1. 
RESULTS 
Significant variation existed among lines for all traits within ·each 
year and across years. Note that the means and ranges were similar in 
the two years for all traits except PH (Table 2), which was ca. 10 cm 
shorter in 1968 than in 1967. 
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Table 2. Means and ranges for nine traits measured on 1,200 
Fg-derived oat lines evaluated in 1967 and 1968 (from 
Takeda et al. , 1980). 
Unit of Mean Range 
Trait+ measure 1967 1968 1967 1968 
HD da 79.6 77.4 72-84 72-84 
PH cm 98.5 88.0 81-116 75-102 
BWT g 85.1 88.0 46-143 56-124 
GYD g 32.9 34.6 14-56 20-51 
SYD g 52.3 53.2 26-90 32-81 
HI % 38.7 39.3 23-50 30-53 
GRM g/ da/ plot 0.66 0.69 0.34-1.13 0.41-1.03 
SWT g 2.43 2.57 1.59-3.42 1.84-3.23 
GN number x 100 13.6 13.6 6.4-23.7 7.5-21.0 
+See text for definition of trait symbols. 
Table 3. Genotypic correlations (rg) for GYD with other traits 
(Takeda et al. , 1980). 
GYD 
correlated Year 
with+ 1967 1968 
HD 0.43 0.49 
PH 0.55 0.59 
BWf 0.92 0.83 
SYD 0.81 0.58 
HI 0.22 0.45 
GRM 0.81 0.52 
swr 0.01 0.20 
GN 0.84 0.70 
+See text for definition of trait symbols. 
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Figure 1. Trends of means for grain and straw yields, grain number, and seed 
weight for classes of F9-derived oat lines with different heading dates. 
Genotypic correlations involving GYD were similar in both years 
(Table 3). BWT, SYD, GRM, and GN were highly and positively 
correlated with GYD, whereas SWT was uncorrelated with it. HD, PH, 
and HI showed moderate positive associations with GYD. 
Genotypic correlations between pairs of traits quantify linear 
relationships, but some relationships of GYD with other traits and 
relationships among certain other trait pairs were not linear. In fact, 
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Figure 2. Trend of means for grain number and seed weight for classes of 
Fg-derived oat lines wit h different heading dates (in parentheses) at 
one-day intervals. 
some traits have optima in midrange when related to maximum GYD. 
A number of the trait-pair relationships that are critical to multiple-
trait selection are presented in Figures 1-9. 
HD is an important trait in oat cultivars, with each region of 
production having a critical range of HDs and , consequently, 
maturities. SYD showed a linear increase over the HD range of 70 to 
80 days. In contrast, GYD and GN seemed to show linear increases 
and SWT a linear decrease only over the HD interval of 70 to 77 days. 
For HDs of 77 to 80 days, these latter three traits appeared to plateau 
(Fig. 1). Thus, yield of vegetative tissue increased throughout the 
range of HD represented in our population of oat lines, but GYD and 
its components changed little if any after HD = 77 days. There was a 
linear and negative association between GN and SWT with r=-0.96 ** 
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Figure 3. Trends of means for grain yield for classes of Fg-derived oat lines with 
different plant heights. 
between class means for HD (Fig. 2). Also, as HD for oats advance 
over the range from 70 to 77, GN increases and SWf regresses. 
However, classes with HD = 77 to 80 seem to form a cluster for GN 
and swr. 
GYD showed a three-stage relationship with PH over the range of 
77-112 cm (Fig. 3). It increased over the PH interval of 77-87 cm, was 
constant over the interval of 87-102 cm, and increased again over the 
interval 102-112 cm. Although the genotypic correlation over years for 
these two traits was 0.57 (Table 3), the relationship varied in different 
parts of the PH range. Because PH is positively associated with lodging 
percentage (i.e. , tall lines have greater lodging), oat breeders select 
among lines for shortness (Murphy et al. , 1958; Norden and Frey, 
1959). Figure 3 shows that, even though very tall lines (i.e. , 107-112 
cm) produce the highest GYD, there is a rather broad range of 87 to 
102 cm over which GYD is constant. It is more than fortuitous that 
early and midseason oat cultivars released in the central Corn Belt 
over the past two decades have PH ca. 90 cm. 
HI showed an optimum level of ca. 45% for maximum GYD (Fig. 4). 
On either side of HI = 45%, GYD regressed. BWT was constant at ca. 
86 g plot-1 until an HI of ca. 45, after which it regressed precipitously, 
whereas SYD decreased linearly over the whole range of His. Figure 5 
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Figure 4. Trends of means for grain and straw yields and bundle weight for 
classes of F9-derived lines with different harvest indexes. 
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classes of Fg-derived oat lines with different straw yields. 
aids in understanding the interrelationships among HI, GYD, and SYD. 
For His up to 46%, GYD increased and SYD decreased; over the HI 
range 26 to 46%, the correlation between class means of GYD and SYD 
was -0.97* *.In other words, when HI is low, GYD can be increased by 
improving the efficiency of translocation of photosynthate to the 
grain. On the contrary, for His over 46%, the correlation between the 
class means of GYD and SYD was 0.99 * *, which means that exces-
sively high HI is associated witih both reduced GYD and reduced SYD. 
GYD showed a steady increase and HI a linear decrease over the 
GRM range of 0.35 to 0.95 g plot-1 (Fig. 6). Above GRM = 0.95 g/ plot, 
GYD seemed to plateau, but HI dropped sharply. The cause(s) for 
changes in the relationships between GRM with GYD and HI when 
GRM was greater than 0.95 g/ plot are not understood, but fu rther 
study of these oat lines for trait association might suggest physio-
logical traits that should be studied in depth. 
As reported by Adams (1967) , Grafius and Thomas (1971), and 
Grafius et al. (1976), GN and SWT were negatively and linearly related 
over the ranges of these two traits (Fig. 7) . However, t he relationship 
of GYD to SWT, although positive over the whole range of SWT = 1. 7 to 
3.3 g, has two distinct phases. GYD increased sharply over the SWT 
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Figure 6. Trends of means for grain yield and harvest index for classes of 
Fr derived lines wit h different growth rate indexes and harvest index. 
range of 1. 7 to 2.3 g, but for the range 2.3 to 3.3 g, it increased more 
modestly. In fact , there was only an increment of 2.0 g/ plot in GYD for 
the 1.0-g increase of SWf from 2.3 to 3.3 g. Frey and Huang (1969) 
found a curvilinear relationship between GYD and SWf, with max-
imum GYD for oat lines with SWf = 2.75 - 3.10 g. Our results are 
somewhat different in that GYD did not decrease for SWf greater 
than 3.1 g. 
GYD increased at a steady linear pace throughout the whole 
range of GN = 700 to 2300 per plot (Fig. 8), which substantiates the 
correlation of 0.77 between these traits (Table 3) . 
The interactions of the GYD and its components, GN and SWf, 
with SYD are illustrated in Fig. 9. GN increased linearly over the range 
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Figure 7. Trends of means for grain yield and grain number for classes of 
Fg-derived oat lines with different seed weights. 
of SYD = 32 to 77 g plot" 1, which is a simple manifestation that the 
vegetative tissue or "photosynthetic factory'' has a direct influence on 
the number of florets that develop per panicle. On the other hand, 
over the same broad range of SYDs, SWT is nearly constant. Contrary 
to this conclusion, Helsel and Frey ( 1978) found that the "stay-green" 
character, introgressed from Avena sterilis into cultivated oats, 
resulted in 12% larger seeds. 
DISCUSSION 
Plant breeders have been very successful in improving the genetic 
potential of cereals for GYD by selecting for GYD per se (Frey, 1971; 
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Fehr, 1984). In few instances can a good case be made for practicing 
indirect selection for GYD via one of its components unless selection 
for the component is very economical relative to selection for GYD per 
se. Thus, one might ask if studies such as ours have utility in plant 
breeding. They have significant impact in two ways: (a) They provide 
a basis for selecting and mating parents that provide genetic comple-
mentarity and maximum likelihood of producing transgressive segre-
gates for GYD, and (b) they provide a knowledge base for constructing 
ideotypes that optimize agronomic traits and yield components so as 
to maximize GYD in a satisfactory cultivar. 
To illustrate point (a), we will use the component analysis of GYD 
that Takeda and Frey (1976) developed. They described GYD accord-
ing to the formula: 
GYD = GRM x Growth duration x HI. 
At first glace, it would seem that a breeder could increase GYD by 
increasing any or all of these components indefinitely. After all, the rgs 
of GYD, with GRM, growth duration (using HD), and HI are all pos-
itive (Table 3). And Gifford et al. (1984) has shown that as plant 
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breeders have improved the genetic potential of cereals for GYD, they 
have accomplished the improvement by increasing HI from 30% to 
50% with little or no increase in BWf. Takeda and Frey (1985) and we 
Fig. 3) have shown that HI of oats has been optimized at about 45% 
and t hat further manipulation of this trait can only lead to decreased 
GYD. Thus, Takeda and Frey (1976) concluded that GYD potential 
could be most easily improved by utilizing parents that would give 
transgressive segregates for GRM inasmuch as GYD and GRM are 
related linearly and positively (see Fig. 6) . Studies by Takeda et al. 
(1979a) showed that little genetic diversity existed in the cultivated 
gene pool for GRM and, hence, that matings among A. sativa 
genotypes provided little likelihood of transgressive segregates for 
GRM. Takeda and Frey (1976) found, however , that some segregates 
from the BC2, BCs, and BC4 of A. sativa x A. sterilis matings had 
unusually high GRMs, and, indeed, the high GRMs of these oat lines 
are translated into GYD improvement of 20-29% over the recurrent 
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parent (Frey et al., 1984). In summary, this example illustrates how 
component analyses and study of trait relationships have been 
instrumental in selecting the proper parents to obtain quantum 
improvements in GYD. 
To illustrate point (b ) , we will use the relationships of HI and PH 
to GYD found in this study. The rgs of PH with GYD were 0.55 and 0.59 
in 1967 and 1968, respectively, which suggests that an increment of 
increase in PH will give a proportional increase in GYD. However, the 
true relationship between these traits is the mirror image of an S-
shaped curve (Fig. 3). Indeed, the tallest lines give the highest GYD, 
but over the broad range of HI = 87 to 102 cm, GYD is constant. Thus, 
a breeder can take advantage of the lodging resistance afforded by 
PH = 87 cm and also have the same GYD as if PH = 102 cm. In the 
other instance, the rgs of HI with GYD were 0.22 and 0.45 in 1967 and 
1968, respectively, which suggest that selection for high HI will result 
in improved GYD over the entire HI range. As shown in Fig. 4, 
however, the HI that maximizes GYD is 45%, a value well below the 
maximum class with HI = 53%. Selection for increased HI up to 45% 
results in improved GYD, but selection about 45% results in decreased 
GYD. That is, maximum GYD does not occur at maximum HI but, 
rather, at optimal HI. 
These examples illustrate how knowledge of the linear and 
nonlinear relationships among traits can aid in constructing optimal 
ideotypes. 
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ABSTRACT. The personal characteristics and qualifications of the 21 women 
who sat in the 1986 Spring session of the Iowa Legislature are described. These 
women are compared with other female politicians across the country and with 
the women who sat in the Iowa Legislature in 1972. The study is based on public 
information and original data derived from interviews and questionnaires com-
pleted by the 1986 legislative women. Although the women of the two legislative 
periods were generally similar in demographic and personal characteristics, the 
contemporary women politicians had longer political careers and achieved more 
and higher leadership positions. Also the number of female legislators in 1986 was 
twice that in 1972. Long-standing social barriers to the involvement of women in 
state elective office appear to be diminishing. Modern legislative women express 
considerable satisfaction with their present political roles and are ambitious 
toward seeking higher office. Greater involvement and influence of women in Iowa 
elective offices may be anticipated. 
Index descriptors: Iowa politics, Iowa history, female politicians. 
INTRODUCTION AND METHODS 
From the early 1970s to the mid 1980s, the number of women 
elected to U.S. public office has significantly increased. This increase is 
most apparent in state legislatures, where the average percentage of 
seats held by women has risen from 4% inl969 to 15% in 1986 
(National Women's Political Caucus, 1986). Clearly, more and more 
women are looking at participation in their state legislatures as viable 
career options. It is of interest, therefore, to inquire about factors 
which may be contributing to this trend. For Iowa, an historical 
perspective is provided by King's ( 1977) analysis of women state 
legislators in 1972. The purpose of the present research was to 
compare Iowa's female legislators in that year with their contem-
poraries with respect to personal characteristics, motivation for a 
political career, and political effectiveness. Results of this study may 
be representative of the situation in other states as well insofar as the 
Iowa legislature is about average in size and in proportion of female 
legislators (National Women's Political Caucus, 1986), and is fairly 
equally represented by the two major political parties. 
1Department of Political Science, Iowa State niversity, Ames, IA 50011. 
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King ( 1977) described characteristics of the ten women who won 
seats in the 65th Iowa General Assembly in 1972. The present 
research concerns 21 women elected in 1984 and still seated during 
the Spring 1986 session of the 71st General Assembly. Interviews and 
questionnaire surveys were conducted in 1985 and 1986 to supple-
ment public information. The questionnaires included topics treated 
by previous researchers in order to make direct comparisons with 
earlier information. 
CHARACTERISTICS OF WOMEN LEGISLATORS, 1972 and 1986 
In 1972, the 10 women in the Iowa Legislature represented nearly 
one-third of all women who had ever been elected to that body. Two 
Republican and two Democratic women were in the Senate, and four 
Republican and two Democratic women were in the House (King, 
1977). Fourteen years later, the women legislators included one 
Democratic and two Republican senators, and 13 Democratic and five 
Republican representatives. 
In both sessions, the women legislators seemingly had greater 
formal education than their male counterparts. In the 65th General 
Assembly, 51% of the male senators and 4 7% of the male represent-
atives had college degrees, compared with 75% of the female senators 
and 67% of the female representatives. Similarly, 53% of the male 
senators and 57% of the male representatives of the 6lst General 
Assembly held college degrees, compared to 66% and 77% of the 
women in the Senate and House, respectively. Overall, the attained 
educational levels of the 1972 and 1986 women legislators were about 
equal (Table 1). 
The women serving in 1986 were 46.6 years old, on the average, 
when first elected to the legislature. This statistic is virtually the same 
as that reported by King (1977). However, the average age of the 1986 
sitting female legislators was 53.9 years, or over 5 years older than 
their 1972 predecessors (Table 1), a situation which implies that the 
contemporary women, as a group, were holding office for a longer 
period. 
In other demographic characteristics, e.g. , race, religion, marital 
status, motherhood, and place of birth, the two groups of female 
politicians were remarkably similar. Strong occupational similarities 
existed as well. Virtually all of the women identified themselves as 
housewives, and about 40% had worked in educational fields. Minor 
occupational areas included farming, legal practice, and nursing. One 
contrast between the 1972 and 1986 women legislators was that 
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Table 1. A comparison of female legislators in the Iowa General 
Assemblies of 1972 and 1986. 
Education 
Age 
Race 
Religion 
Birth 
Occupation 
Recruitment 
71 % had college degrees 72% had college degrees 
Average age= 48.8 Average= 53.9 
Caucasian Caucasian 
90% Protestant 88% Protestant 
70% born in Iowa 60% born in Iowa 
90% housewife 
40% educator 
10% lawyer (1) 
Party and/ or friends 
100% had lived over 
10 years in Iowa 
100% housewife 
38% educator 
5% lawyer (1) 
23% business person 
Party and/ or friends 
Self motivated = 33%. 
Outside Party, Church, Party, Church, 
Organizational 18% League of Women 
Voters 
Involvements Community Boards 
48% League of Women 
Voters 
Iowa Women's Political 
Caucus 
National Organization 
for Women, 
Community Boards 
8 The 1972 statistics come from combining King's 1977 findings with data from 
the 1972 Red Book. King used a similar type of table in her 1977 article. 
bThe 1986 statistics came from the 1984 Red Book and from personal resp6nses 
of female legislators. 
nearly one-fourth of the latter claimed business experience (Table 1). 
Thus, to some extent, the 1986 women were occupationally clos~r to 
their male colleagues than their 1972 counterparts. The main occupa-
tions for men in both the 65th and 7lst General Assemblies were law, 
business, and farming (Red Book, 1972, 1984; King, 1977). 
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Besides their occupational endeavors, most women in both 
sessions were also actively involved in community and political 
organizations. About half had been active in local political party units, 
and religious activities were particularly important to the 1986 
legislators. The most prominent time-trend, however, was for greater 
participation in female political action groups. For example, membership 
in the League of Women Voters increased from 18% in 1972 to 48% in 
1986. Also by 1986, 48% belonged to the Iowa Women's Political 
Caucus, and 28% were members of the National Organization of 
Women (Table 1). 
The trend for movement away from traditional women's societal 
roles among these legislators may also be reflected in the ways these 
women were recruited into political office. Whereas in 1972, all 10 
legislative women stated that others had urged them to seek office 
(King, 1977), in 1986, one-third indicated that their political aspira-
tions were self-motivated. 
COMPARISONS WITH FEMALE LEGISLATORS ELSEWHERE 
Various studies have identified family life as an important 
influence on the political careers of women. Most women in office 
across the country are married, and research has indicated that the 
support of their husbands is a major determinant in their decision to 
seek political careers (Johnson, 1980) . Sapiro and Farah (1982) found 
that most women choose in favor of their families when resolving 
conflicts between family life and political life. The 1986 Iowa women 
legislators seem to be typical of these patterns. Eighty-nine percent of 
those who were married at the time of their election stated that their 
husband's support was ''very important" in their career choice, and 
the remainder felt that it was "somewhat important." Of those with 
school-age children at home, most considered their children's approval 
of their political aspirations to be at least "somewhat important" as 
well. 
Some studies have emphasized the importance of parental 
influence and role models in shaping future political women. Kelly 
and Boutilier (1977) showed that a socially aware mother who is 
active in her community is likely to have a daughter who is politically 
active and, conversely, that the mother who is more attached to the 
home and family is less likely to have a daughter who thinks of 
politics as a career. This conclusion is consistent with findings here 
that 85% of Iowa's 1986 female legislators had mothers who were 
active in community affairs. Additionally, 43% considered their 
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father's support and training to have been an important influence 
fostering their political career. 
Thus it seems that Iowa political women in 1986 were satis-
factorily combining their traditional family role of wife and mother 
with that of politician. Their general background of positive parental 
examples and family support may be contributing factors in their 
ability to overcome the "family barrier" which has traditionally kept 
women from achieving political careers (Stoper, 1977; Sapiro and 
Farah, 1980). 
Women office-holders continue to face gender-associated obsta-
cles in their political careers. One problem is their need to determine 
the type of behavior they should exhibit. The behaviors they adopt 
may suggest both their role concepts and perceptions of constraints. 
Davidson (1969) identified five purposive roles or behaviors for U.S. 
Congressmen. These are Tribune, Inventor, Ritualist, Broker, and 
Opportunist. The first two were described as : Tribune-a discoverer, 
reflector, or advocate of popular needs and wants; Inventor-one who 
formulates and initiates legislation that is in the public interest. 
On the basis of interviews, Thompson (1980) described all the 
1976 U.S. Congresswomen primarily in terms of these two behavioral 
models. The Inventor, she further noted, visualizes new policy rat her 
than leadership of parliamentary maneuvering. Similarly, responses to 
my questionnaire suggest that most of Iowa's legislative women play 
these two behavioral roles as well. A common response was that they 
liked being able to enact and influence legislation that met their 
constituents' needs or had a positive impact on Iowans. The Iowa 
women also indicated that they liked studying and researching bills, 
perfecting legislation and interacting with their colleagues and _con-
stituents. Many stated that they enjoyed watching ideas take form 
and become laws. Each of these responses are appropriate to 
Inventor and Tribune roles. 
About 60% of the women in the Iowa legislature in 1986 felt some 
problems of being accepted or taken seriously by the male legislators. 
They also expressed concern that the men perceived them to be 
overly attached to women's issues. Some stated that the men saw 
them as women first and legislators second, and expected them to 
emphasize women's issues above all else. Such perceptions on the part 
of the men, regardless of validity, can be a psychological factor that 
tends to weaken women's positions relative to their ability to 
manipulate opinions and master legislative procedures, and, ulti-
mately, may compromise their futures as political leaders. 
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Johnson (1980) encountered similar reactions in her study of U.S. 
Congresswomen. Like the Iowans, these women asserted that they 
were ". . . not taken serious.ly; stereotyped in their characteristics; 
regarded as sex objects; excluded from the 'old boys' networks; not 
consulted on pending issues; discriminated against in committee 
assignments; and expected to prove their competence while that of 
men is taken for granted .. . ," etc. (Johnson, 1980). Johnson further 
determined that ". . .in the minds of women officeholders, dis-
crimination-especially discrimination from colleagues and party 
leaders-looms far larger as a difficulty of officeholding than conflict 
with family responsibilities or deficiencies of background and train-
ing." Iowa's female legislators listed similar concerns. Some felt "left 
out of the male network," and one complained a}:)out "being mistaken 
for a secretary and not being accepted by male legislators as their 
equal." 
PROGRESS TOWARD POLITICAL EQUALITY 
Despite their concerns about their status, all of Iowa's 1986 
legislative women expressed considerable job satisfaction. Those who 
indicated strongest frustration about their acceptance by male 
colleagues tended to have more negative perceptions of job satis-· 
faction. Overall, one-third felt they were ''very" successful in their 
legislative work, and virtually all believed that they exerted legislative 
influence and that their legislative peers would evaluate them as 
being at least "somewhat successful" in their performance. Most 
planned to stand for re-elect ion, and two subsequently sought higher 
political office. 
In terms of leadership, the Iowa female legislators made signifi-
cant progress over 14 years. In 1972, only one of the ten women was 
in a leadership role: Minette Doderer served as President Pro Tempore 
of the Senate. In 1986, over half of the women legislators held a 
leadership position. Rep. Florence Buhr was an assistant majority 
floor leader, Rep. Dorothy Carpenter was an assistant minority floor 
leader, Sen. Beverly Hannon was chair of the Senate Natural Resources 
Committee, Rep. Elaine Baxter was chair of the House Sub-committee 
on State Government Appropriations, Rep. Janet Carl was chair of the 
House Sub-committee on Human Services Appropriations, Rep. Minette 
Doderer was the chair of the important House Ways and Means 
Committee, Rep. Jean Lloyd-Jones was Chair of the House Committee 
on State Government which considered reorganization of the entire 
state government system, and Rep. Joyce Lonergan was chair of the 
WOMEN IN THE IOWA LEGISLATURE 335 
House Sub-committee on Health and Human Rights. Reps. Kay 
Chapman, Johnie Hammond, Doris Peick, and JoAnn Zimmerman 
were also vice-chairs of the committees. Therefore, not only are the 
numbers of women in the legislature increasing but so are their 
positions of power improving vis-a-vis their male colleagues. Un-
doubtedly, the influence of women politicians was greater in the 
Spring 1986 legislative session than at any previous time in the state's 
history. 
SUMMARY AND CONCLUSIONS 
Many barriers to the involvement of women in elective political 
office still remain in Iowa and throughout the country. Perhaps the 
most important of these is the conflicting role of wife and mother 
with that of politician. Iowa's female legislators usually seek state-
house after their children are at least of school age. This tends to 
delay inception of their first term of office, ultimately limiting their 
legislative experience and ascension to top leadership positions. Once 
in the legislature, they face problems of acceptance by their male 
colleagues. Nevertheless, between 1972 and 1986, more women seem 
to have successfully confronted these barriers than at any time in the 
past. 
In her concluding remarks about the future of female politicians, 
King ( 1977) lamented over a lack of ambition to enter political 
carriers on the part of Iowa women. There is recent evidence that this 
barrier is crumbling as well. Just as Carroll (1985) reported that 
modern political women are as ambitious in holding public office as 
are men, so did I find Iowa's women legislators to be ambitious in 
their political careers. Two of those who served in the 7 lst General 
Assembly won higher office in the fall of 1986, and six others were 
planning similar moves. Additionally, greater numbers of women 
competed for statehouse positions in fall 1986 than ever before, and, 
ultimately, 22 women held seats in the 72nd General Assembly. These 
trends imply that Iowa's legislative future will be even more strongly 
influenced by women lawmakers. 
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DUN, A NEW PLUMAGE-COLOR MUTANT AT THE 
I-LOCUS IN THE FOWL (GALLUSGALLUS) 1 
Melvin A. Ziehl and W. F. Hollander2 
ABSTRACT. A plumage-color mutant derived from a Pit-Gamecock affects only 
eumelanin and is an incomplete dominant. The heterozygous effect is dun, and the 
homozygote whitish. Despite the inheritance analogy with the blue (Bl) factor, no 
relationship was found. The mutant also seems to be independent of the E-locus, 
M, P, pk, R , and w. However, no recombination was found with I ("dominant 
white") in 184 testcross progeny. The dun mutant is therefore an allele of I, and 
the symbol I° is proposed. It is being introduced into certain fancy breeds. 
Index descriptors: Gallus gallus; plumage-color mutant. 
INTRODUCTION 
In 1981 the senior author produced a uniformly dun-colored 
(brownish) pullet from a mating of an unusually light "blue-red" (blue 
and red) Pit-Gamecock with a Black Sumatra hen. The pullet's 
coloration seemed "new" in that no such is listed in the recognized 
breed standards or in the numerous reviews of color Genetics in the 
fowl (Jull, 1932; Hutt, 1949; Jeffrey, 1977). The phenotype resembled 
that of the "pink eye" dilution mutant (pk) except that the retina of 
the eyes was not pink We thought the new coloration might be 
analogous to dun in pigeons, which is dilute black, the dilution factor 
being a sex-linked recessive (Levi, 1965), and undertook genetic tests. 
These have revealed autosomal and non-recessive inheritance, with 
allelism to the well-known I factor ("dominant white"). 
The brownish tone of our initial pullet is not to be confused with 
that of the "Brown" Leghorn. The term "brown" has long been abused 
in plumage-color nomenclature of chicken breeds, in which it gen-
erally is synonymous with "black-breasted red." This is the coloration 
of the wild Gallus gallus ("Red" Jungle Fowl), and the only pigments 
there are black eumelanin and "red" and yellow pheomelanin in 
various arrangements. The so-called Brown-red coloration (as in 
1Journal Paper J-12415 of the Iowa Agriculture and Home Economics Experiment 
Station, Ames, IA, Project 0164. 
2 11151 W. 173rd St., Lakeville, MN 55044 (temporary address: Box 2834, APO, NY 
09132); and Emeritus Professor, Department of Genetics, Iowa State University, 
Ames, IA 50011 (home address: Route 4, Box 168, Ames, IA 50010), respectively. 
Reprint requests should be made to Dr. Hollander. 
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Game Breeds) is not brown but has more black than the wild type. 
Other names suggesting brownish coloration also exist in the liter-
ature. "Dun-blue" and "blue-dun" now are more generally replaced by 
"self'- or "Andalusian"-blue. Weir (see Johnson and Brown, 1905) 
casually used the terms "chocolate" (p. 4 70) and "chestnut" (p. 501), 
but these probably referred to what fanciers now call red or 
mahogany-red, rather than to a dun shade. In any case, a distinct dun 
or brown or chocolate pigment-type seems never to have been 
established in chickens, in contrast to such common sex-linked 
mutants in pigeons (Levi, 1965) and ducks (Hollander, 1970). 
BREEDING TESTS 
The original mating of light "blue-red" Pit-Gamecock X Black 
Sumatra hen that produced the dun F1 pullet also produced blacks 
and two shades of self "blues" (light and typical slaty). The Sumatra is 
a true-breeding black CE-factor, see Brumbaugh and Hollander, 1965) 
and was not further tested. The Gamecock sire was next mated to a 
wild-color hen and produced a few chicks, which were of three 
classes: wild-type, "blue-red" (blue and red), and "dun-red" (dun and 
red). He was also mated with an ordinary blue-red sister and 
produced four classes of progeny: wild-type, blue-red, "dun-red," and 
"red pyle" (homozygous blue-red; see Jeffrey, p. 200). The actual 
numbers from these matings were not tabulated. In any case, they 
were inadequate for significant ratios but suggestive of an independ-
ent gene for the dun effect. It was decided not to proceed with the 
Game stock but to test the dun crossbred pullet. 
The original dun pullet was mated in 1982 with a cock homo-
zygous for the wheaten ( eY) allele of E (Brumbaugh and Hollander, 
1965). He was also heterozygous for the pink-eyed-dilute (pk) mutant 
and the rose-comb (R) gene. Four color classes of progeny were 
obtained: wild-type, black, dun, and "dun-red" (8, 7, 2, and 5, 
respectively). The dun classes were not pink-eyed, and both sexes 
were represented in each class. The dun classes resembled blue 
(Bl//+) in the chick down, but the bluish tint was largely lost in the 
definitive plumage when there was no question of mistaking these 
birds for blues. 
Because of death of the original dun female, further breeding 
tests had to depend on her 1982 dun progeny. Therefore in 1983 
several pen matings were made with these birds, both inter se and in 
further outcrosses to testers having various other mutants, including 
blue (Bl). Many progeny resulted, often impossible to classify with 
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certainty, especially where there was early mortality. It had become evi-
dent that the dun effect was limited to eumelanin; pheomelanic areas 
(yellow to red) were quite unaffected. Wheaten chicks and others 
lacking eumelanic areas could not be classified in the down. Wheatens 
could be classified later as typical or as dun-wheaten in the definitive 
plumage. 
One of the 1983 matings was a dun-red 1982 cock X 3 dun-red 
hens (siblings of the cock), all heterozygous for wheaten (+ I I eY). They 
produced in addition to wild-type, wheaten, and dun-red chicks 
several red-pyles, "near-whites," and pink-eyed-dilutes. 
The 1983 outcrosses also produced a number of pink-eyed-dilute 
chicks. Several of these were extremely light-colored; most died within 
a week. It seems likely that they were the combination of pk/ / pk with 
the new mutant, but the survivors have not been tested. 
To test the 1983 red-pyle and "near-white," these were mated in 
1984 to wild type and to typical dun. The former mating produced 
seven progeny, all dun-reds. The latter mating produced 27 progeny, 
of which 13 were dun-reds, and 14 were red-pyle. 
These results and later tests agree that the dun effect is due to a 
partial dominant factor, analogous to blue (Bl), the homozygote being 
red-pyle or near-white. 
Referring to the breeding results from the sire of the original 
mutant pullet, we could now interpret that he was heterozygous for 
both the dun factor and blue, and the fact that he sired some wild-
type-color progeny would indicate that these genes are not alleles, 
despite analogy in inheritance. As a double-check on this inference, 
three very light blue 1983 birds from crossing dun X blue were mated 
with black testers having neither blue or dun factors. All these very 
light blues produced four classes of young (Table l); the inequality of 
the classes is possibly attributable to the large number of progeny 
which were not classifiable. In any case, it is clear that dun and blue 
are neither allelic nor linked. 
The next question was whether the dun factor is also independ-
ent of the I factor, so-called dominant white. Therefore, in 1985 a 
dun-red cock was mated with a white hen, which was II/+ E// ey and 
had no other color mutants. From among the progeny, two whites 
were selected that showed no black flecking, a cockerel and a pullet. 
These were next mated with blacks, and in 1986 have produced a 
total of 184 chicks in only two classes-85 duns : : 99 whites. The 
conclusion is clear that dun is an allele at the /-locus. 
Although the discovery of allelism between the dun mutant and I ob-
viates need for further linkage testing, we can add that independent 
Table 1. Matings of very light blues (out of dun X blue) with blacks. 
Sex of very 
light blue 
Cock 
Hen 
Total 
Black or 
Black-red 
27 
5 
32 
Progeny 
Blue or Dun or 
Blue-red Dun-red 
12 12 
3 3 
15 15 
Very light Unclassifiable 
blue or dead early 
23 38 
2 2 
25 40 
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recombination has been indicated by limited data with the following 
genes (cf. Somes, 1980): M (multiple spurs), R (rose comb), P (pea 
comb); and w (yellow skin). 
DISCUSSION 
A somewhat similar mutant was reported by Brumbaugh and 
Hollander (1966) from buff crosses and given the name "dilute" with 
symbol Di. Tests, however, were incomplete. Although the present 
dun mutant can be considered a type of "dilution," descriptions of the 
heterozygotes indicate that Di was different because of an effect on 
chick pattern. 
We propose the name dun for the present color mutant and the 
symbol ID. Although it probably has little or no value for commercial 
poultry, it is of scientific interest and may have a future in some 
breeds of fancy chickens into which the gene is being introduced. 
The so-called dominant white factor (I) is also responsible for a 
red-pyle phenotype in the absence of E. In other words, the I mutant 
inhibits black pigmentation but not pheomelanin. Hamilton (1940) 
showed that "dominant white" chickens do not lack melanocytes in 
the feathers, but the eumelanocytes are seemingly weak and die 
without significant synthetic activity. Brumbaugh (1971) examined 
the ultrastructure of heterozygous (II I+) melanocytes and deter-
mined that their eumelanosomes are scarce and disorganized. He 
doubted Hamilton's conclusion that there is inviability of these 
pigment cells. 
The phenomenon of black "flecking" is prominent in I I I+ chickens 
(Hollander, 1944) and indicates instability. By contrast, most of our 
dun chickens have rarely shown any flecks. The heterozygotes I I I ID 
have shown a relatively small number of flecks, and these are dun in 
color. 
Our tests agree with the conclusion of Smith (1969) that blue 
(Bl ) and the /-locus ("dominant white") are independent. 
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