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Abstract
We study Cardy states in the (2,2,2,2) Gepner model from both the
algebraic and geometric vantage points. We present the full list of pri-
maries of this model together with their characters. The effects of fixed
point resolution are analyzed. Annulus partition functions between vari-
ous Cardy states are calculated. Using the equivalent description in terms
of the T 4/Z4 orbifold, the corresponding geometric realization is partially
found.
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1 Introduction and summary
The latest developments in String Theory demonstrated the importance of un-
derstanding properties of D-branes in curved backgrounds. Despite widespread
effort our knowledge of D-branes properties is still limited to the simplest back-
grounds, like tori or toroidal orbifolds, group manifolds etc. It turned out that
in most applications of D-branes to string theory detailed understanding of the
D-branes on more complicated backgrounds, first of all Calabi-Yau manifolds, is
necessary. Unfortunately for general Calabi-Yau manifolds not much is known
on special Lagrangian submanifolds or holomorphic cycles wrapped by A- and
B-type branes respectively.
However it is known that at certain points in their moduli spaces, Calabi-Yau
compactifications can be described by rational conformal field theories, known
as Gepner models [1]. By now a sophisticated technique for constructing bound-
ary states on rational conformal field theories exists [2–11]. Starting from the
pioneering papers [12,13], a number of papers [14–28] were devoted to boundary
states in Gepner models. Much of the work was devoted to figure out geomet-
rical properties of branes given by specific boundary states. These papers also
brought to light that in the presence of minimal models with even levels some
of the boundary states defined in [13] should be modified or, better, resolved in
order to dispose of fixed point ambiguities [23], [24]. General formulae for bound-
ary states in conformal field theories with simple current modular invariants have
been given in [29, 30].
As usual before tackling complicated cases some simple models were ana-
lyzed. In [14] the (1, 1, 1) ∼ (1, 4) and (2, 2) models, which are equivalent to
T 2 compactifications at the SU(3)1 and SO(4)1 enhancement points respectively,
were discussed. In [28] B-branes in the (2, 2, 2, 2) model, which admits orbifold
description as T 4/Z4 [31], [32], were discussed.
In this paper we study in depth the Cardy states corresponding to D0 branes
in the (2, 2, 2, 2) model .
The paper is organized as follows.
In section 2 we review necessary background material on the simple current
extensions.
In section 3 we review Gepner models via simple current extension formalism.
In section 4 we write down all the necessary information on the (2, 2, 2, 2)
model: orbit representatives, characters, conformal weights. Using the resolved
1
characters we compute the torus partition function and show that it coincides
with the one computed in the appendix C as an orbifold partition function at the
SU(2)4 point. Using the general formulae of section 2 we also derive the annulus
partition functions between different Cardy states, paying special attention to
the peculiarities caused by the presence of the fixed points.
In section 5 we study D0 branes on the orbifold T 4/Z4 . We compute all
the annulus partition functions between D0 branes located at points in T 4/Z4
orbifold that are fully or partially fixed under the orbifold group action. Using
previously derived formulae for the annulus partition functions between Cardy
states of the (2,2,2,2) model we establish a partial dictionary between Cardy
states and D0 branes. This is the main result of this paper.
The necessary formulae on theta functions are reviewed in appendices A and
B.
2 Simple current extension: brief review
Let us briefly remind the meaning of the simple current extension by simple
currents of integral conformal weight [33–37], [24]. A primary J is called a simple
current if, fused with any other primary λ, it yields just a single field Jλ. Simple
current extension means the combination of two operations:
• Projection. We keep only fields which obey QJ(λ) = 0 where
QJ(λ) = ∆λ +∆J −∆Jλ (mod Z) (1)
• Extension. We extend the chiral algebra by including the simple current J .
This means that we organize the fields surviving the projection into orbits
derived as a result of fusion with the simple current J .
Before writing the torus partition function we should discuss the important
issue of fixed point resolution. If all the primaries form orbits of the same length,
equal to the order |G| of the full group G generated by the simple currents, or
in other words have the same number of images under the repeated fusion with
the simple current, the characters could be labelled by the primaries chosen, one
from each orbit, called orbit representatives, and have the form:
χ˜λˆ =
∑
J∈G
χJλ (2)
2
The unitary matrix representing modular transformations on the extended
theory is:
S˜aˆ,bˆ = |G|Sab (3)
where with hatted variables we denoted the orbit representatives. However it
may happen that some of the primaries have a non-trivial stabilizer Sλ, i.e. be
fixed under the action of currents of a subgroup Sλ ∈ G. In this case the freely
acting group is the factor Ga = G/Sa and the orbit length is given by
|Ga| =
|G|
|Sa|
(4)
and therefore varies from orbit to orbit. The simple formula (3) for the modular
transformation matrix does not work anymore. It turns out that in order to
construct a unitary matrix representation of the modular transformation in this
case one needs to resolve the primaries with non-trivial stabilizer, i.e. one should
consider together with the orbit aˆ additional |Sa| orbits1. Labelling the additional
orbits by i we find the characters:
χ˜λˆ,i = mλˆ,i
∑
J∈G/Sλ
χJλ =
mλˆ,i
|Sλ|
∑
J∈G
χJλ (5)
where mi,a are usually equal to 1, but we keep them explicitly so as to keep track
of the different resolved orbits.
The diagonal modular invariant torus partition function of the extended the-
ory reads
Zext =
∑
λˆ,i
|χ˜λ,i|
2 =
∑
orbitsQ(λ)=0
|Sλ| · |
∑
J∈G/Sλ
χJλ|
2 (6)
where we used that
|Sa| =
∑
i
(ma,i)
2 (7)
The unitary matrix representation of the modular transformation S on the char-
acters (5), was constructed in [33], [35]. The following ansatz was suggested
S˜(a,i),(b,j) = ma,imb,j
|Ga||Gb|
|G|
Sa,b + Γ(a,i),(b,j) (8)
1Actually each primary should be resolved by the order of the subgroup Ua of the stabilizer,
called untwisted stabilizer [35], on which a certain alternating U(1)-valued bihomomorphism,
or discrete torsion, on the stabilizer Sa vanishes. It is well-known that discrete torsions are
classified by the second U(1)-valued cohomology group H2(Sa, U(1)) [38], and since in Gepner
models with diagonal (or charge conjugation) torus partition function – the situation of our
interest below – the stabilizers are all isomorphic to the Z2 group, for which H
2(Z2, U(1)) = 0
, one finds that the untwisted stabilizer coincides with stabilizer.
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where Γ(a,i),(b,j) satisfies the equation∑
j
Γ(a,i),(b,j)mb,j = 0 (9)
and it is therefore different from zero only between fixed points. It was found
in [33] that unitarity requires Γ(a,i),(b,j) to satisfy the condition:∑
orbitsQ(b)=0,j
Γ(a,i),(b,j)Γ
∗
(c,k),(b,j) = δac(δik −
ma,ima,k
|Sa|
) . (10)
The derivation of equation (10) is reviewed in appendix D.
Using the matrix (8) one can compute the fusion rule coefficients using Ver-
linde formula and the annulus partition functions for the Cardy states. After
some algebra, reviewed in appendix D, we arrive at the expression:
A(a,i),(d,e) =
∑
orbitsQ(c)=0
∑
J∈G
ma,imd,eN dJa,c
|Sa||Sd|
∑
K∈Gc
χKc
+
∑
orbitsQ(c)=0
∑
(orbitsQ(b)=0,j)
Γ(a,i),(b,j)Sc,bΓ
∗
(b,j),(d,e)
S0,b
∑
K∈Gc
χKc (11)
Given that the resolving matrix Γ(a,i),(b,j) are different from zero only between
fixed points we observe that formula (11) simplifies if one of the states is not
fixed. When a is not fixed and d fixed (11) simplifies to
A(a),(d,e) =
∑
orbitsQ(c)=0
∑
J∈G
md,eN dJa,c
|Sd|
∑
K∈Gc
χKc (12)
When neither a nor d are fixed (11) further simplifies to
Aad =
∑
orbitsQ(c)=0
∑
J∈G
N dJa,c
∑
K∈Gc
χKc (13)
For later application to Gepner models let us discuss the matrix Γ(a,i),(b,j) and
the second term in (11) in the case when all the fixed points have a stabilizer
isomorphic to Z2. In this case equations (9) and (10) can be satisfied by taking
Γ(a,i),(b,j) in the form:
Γ(a,ψ),(b,ψ′) =
|Ga||Gb|
|G|
Sˆabψψ
′δafδbf (14)
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where ψ is the resolving index which takes two values ±, and Sˆab is a unitary
matrix. Plugging (14) in (11) for the the second term one can write:
1
|Sa||Sd|
ψψ′′
∑
Orbits Q(c)=0
∑
b
∑
J∈G
SˆJa,bSc,bSˆ
∗
b,d
S0,b
(∑
K∈Gc
χKc
)
δafδbfδdf (15)
We also show in appendix D that formulae (13) and (11) are actually equiv-
alent to the formulae for the A-type annulus partition functions derived in [13]
and [23].
3 Gepner models: generalities
Let us remind the basic facts about Gepner models [1]. The starting point of a
Gepner model is the tensor product theory
Cs−tk1,···,kn = C
s−t ⊗ Ck1 ⊗ · · · ⊗ Ckn , (16)
where Cs−t is the D dimensional flat space-time part, and Ck is one of the N = 2
minimal models, whose central charges ck =
3k
k+2
satisfy the relation
n∑
i=1
cki +
3
2
(D − 2) = 12 (17)
N = 2 minimal models can be described as cosets SU(2)k × U(1)4/U(1)2k+4.
Accordingly the primaries of Ck are labelled by three integers (l, m, s) with ranges
l ∈ (0, · · ·k) , m ∈ (−k − 1, · · · , k + 2), s ∈ (−1, 0, 1, 2), subject to the selection
rule l+m+ s ∈ 2Z and the field identification (l, m, s) ≡ (k− l, m+k+2, s+2).
Primaries with even values of s belong to the NS sector, while primaries with
odd values of s belong to the R sector. The conformal dimension and charge of
the primary (l, m, s) are given by:
hlm,s =
l(l + 2)−m2
4(k + 2)
+
s2
8
(mod 1) (18)
qlm,s =
m
k + 2
−
s
2
(mod 2) (19)
The exact dimensions and charges can be read off (18) and (19) using field iden-
tifications to bring (l, m, s) into the standard range
l ∈ (0, · · · k), |m− s| ≤ l, s ∈ (−1, 0, 1, 2) (20)
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The characters are given by
χl (k)m, s(z, τ) =
k−1∑
j=0
c
l (k)
m+4j−s(τ)Θ2m+(4j−s)(k+2),2k(k+2)(z, τ) (21)
where
ΘM,N(z, τ) = θ
[ M
2N
0
]
(z, 2Nτ) =
∑
n∈Z
e2πiτN(n+
M
2N )
2
e2iπz(n+
M
2N ) (22)
that obviously satisfy the identity
ΘM+2N,N = ΘM,N (23)
and c
l (k)
m are the characters of the parafermionic field theory at level k, satis-
fying identities:
cl (k)m = c
l (k)
−m = c
l (k)
m+2k = c
k−l (k)
k±m (24)
The fusion coefficients are
NN=2 l1l2l3m1m2m3s1s2s3 = (25)
N SU(2) l3l1l2 δm1+m2−m3δs1+s2−s3 +N
SU(2) k−l3
l1l2
δm1+m2−(m3+k+2)δs1+s2−(s3+2)
The space-time part can be described in terms of the SO(D − 2)1 algebra.
SO(2n)1 algebras have four primaries λ = (o, v, s, c), with conformal dimensions
ho = 0, hv =
1
2
, hs = hc =
n
8
(26)
charges
qo = 0, qv = 1, qs =
n
2
, qc =
n
2
− 1 (27)
and characters:
χ
SO(2n)
O =
1
2ηn
(θn3 + θ
n
4 ) (28)
χ
SO(2n)
V =
1
2ηn
(θn3 − θ
n
4 )
χSO(2n)s =
1
2ηn
(θn2 + i
−nθn1 )
χSO(2n)c =
1
2ηn
(θn2 − i
−nθn1 )
O and V primaries belong to the NS sector, while S and C belong to the R sector.
For future use, let us write down also the fusion rules of the SO(2n)1 algebras.
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n odd o v s c
o o v s c
v v o c s
s s c v o
c c s o v
(29)
n even o v s c
o o v s c
v v o c s
s s c o v
c c s v o
(30)
The primaries of the product theory (16) can be labelled by the following
collection of indices
(λ,~l, ~m,~s)) = (λ, l1, m1, s1, · · · , ln, mn, sn) (31)
The Gepner model is the simple current extension of the product Cs−tk1,···,kn, with
the following simple currents:
• supersymmetry current: Stot = (s, (0, 1, 1), · · · (0, 1, 1))
• alignment currents: Vi = (v, · · · (0, 0, 2) · · ·), with (0, 0, 2) at the ith position.
Let us summarize the results of applying the formalism reviewed in the previ-
ous section to Gepner models [34], [23], [24]. In Gepner models the simple current
projection or, in the original Gepner’s language, β-projection with respect to the
supersymmetry current Stot reads
Q(ω,~l,~m,~s)) = qω +
n∑
i=1
qlimi,si = 1 (mod 2Z) (32)
and is nothing else than the famous GSO projection yielding space-time super-
symmetry2. The projection with respect to the alignment current selects only
2Actually direct application of the formula (1) brings to shift 1 with respect to (32), but as
explained in [23] and [24] the shift is absorbed by the superghost part, or alternatively by the
bosonic string map.
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primaries were all constituent primaries belong to the same sector, either NS
either R and guarantees world-sheet supersymmetry.
To analyze the length of the orbits we should consider two cases:
1. all the levels ki are odd
In this case no fixed point occurs, all the primaries have trivial stabilizer,
and the length of the Stot current is K = lcm{4, 2ki + 4}. All Vi currents
always act freely and have length 2. But when all the ki levels are odd, it
turns out that the Stot current has an overlap with the Vi currents, and to
cover all orbit it is enough to sum over only n− 1 of the n Vi currents. As
a result, the orbit length in this case is 2n−1K.
2. one has r 6= 0 even levels ki
Let us place the even levels in the first r positions. In this case for a generic
primary the orbit length of the supersymmetry current is again K = lcm{4, 2ki+
4}. But for the primaries with all li at the first r positions equal
ki
2
:
li =
ki
2
i = 1, . . . , r (33)
due to the previously discussed field identification, which for them reads :
(
k1
2
, m1, s1, · · · ,
kr
2
, mr, sr, lr+1, mr+1, sr+1 · · · , ln, mn, sn) ≡ (34)
(
k1
2
, m1 + k1 + 2, s1 + 2, · · · ,
kr
2
, mr + kr + 2, sr + 2, lr+1, mr+1, sr+1 · · · , ln, mn, sn)
there is a non-trivial stabilizer:
S
k1
2
,···kr
2
,lr+1,···,ln
~m,~s = Z2. (35)
We see that the stabilizer depends only on the values of li’s i = 1, . . . , r and one
can write:
|S l1,···lr | = 1 + δ
l1
k1
2
· · · δlr kr2
(36)
Therefore here we have two kinds of orbits, long orbits with length 2nK for generic
primary, and short orbits with length 2n−1K for primaries of type (33). As we
explained the short orbits should be resolved and acquire an additional label ψ
taking two values, which we choose to be a sign ψ = ±.
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4 The (2,2,2,2) Gepner model
From now on we will specialize to the case of the (2, 2, 2, 2) Gepner model, that
corresponds to a compactification down to six dimensions. The flat part is de-
scribed by an SO(4)1 algebra. In order to write down the characters of the model,
first of all we note that using the fusion rules (30) one can check that the sub-
group generated by the currents S2tot and ViVj has trivial action on the space-time
part. The length of the S2tot current is
K
2
= 4. Using (32) we find it convenient to
choose the primaries in the form {v, (l1, m1, s) · · · , (ln, mn, sn)}, with prescribed
space-time part v, and neutral internal part, i.e.
4∑
i=1
qlimi,si = 0 (mod 2Z) (37)
Now one can express the Gepner extension characters χG
~l
(~m,~s) in the form
χG
~l
(~m,~s) =
1
|S
~l
~m,~s|
(Xv − Xc + Xo − Xs) (38)
where
Xv =
χ
SO(4)
v
η4
A(m1, s1, m2, s2, m3, s3, m4, s4) (39)
Xc =
χ
SO(4)
c
η4
A(m1 + 1, s1 + 1, m2 + 1, s2 + 1, m3 + 1, s3 + 1, m4 + 1, s4 + 1)
Xo =
χ
SO(4)
o
η4
A(m1, s1 + 2, m2, s2, m3, s3, m4, s4)
Xs =
χ
SO(4)
s
η4
A(m1 + 1, s1 + 3, m2 + 1, s2 + 1, m3 + 1, s3 + 1, m4 + 1, s4 + 1)
with
A(mi, si) =
3∑
ν0=0
∑
ν1=0,2
∑
ν2=0,2
∑
ν3=0,2
χ
l1(2)
m1+2ν0, s1+ν1+ν2+ν3+2ν0
(z1) · (40)
χ
l2(2)
m2+2ν0, s2+ν1+2ν0(z2) · χ
l3(2)
m3+2ν0, s3+ν2+2ν0(z3) · χ
l4(2)
m4+2ν0, s4+ν3+2ν0(z4)
and, as explained above,
|S
~l
~m,~s| = 1 + δl11δl21δl31δl41 (41)
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Using (21), (24) and (97) for the characters of the k = 2 minimal model one
obtains the following simple expression
χl(2)m, s(z) = c
l(2)
m−s(τ)Θ4q,4(
z
2
, τ) (42)
where q = m
4
− s
2
, and c
l (2)
m are related to the Ising characters:
c
0(2)
0 =
1
2η
(√
θ3
η
+
√
θ4
η
)
(43)
c
2(2)
0 = c
0(2)
2 =
1
2η
(√
θ3
η
−
√
θ4
η
)
(44)
c
1(2)
1 =
1
η
√
θ2
2η
(45)
Now let us compute A(mi, si). Repeatedly using theta functions product
formulae from appendix A, we have
A(mi, si) = Θqtot,1
(ztot
8
, τ
)
B(mi, si) (46)
where
ztot = z1 + z2 + z3 + z4 (47)
qtot = q1 + q2 + q3 + q4 = even (48)
and
B(mi, si) = (49)∑
ν1,ν2,ν3=0,2
c
l1(2)
m1−(s1+ν1+ν2+ν3)c
l2(2)
m2−(s2+ν1)c
l3(2)
m3−(s3+ν2)c
l4(2)
m4−(s4+ν3) ·∑
a=0,2
Θ(q1−q2+q3−q4)−ν2+a,2(y1, 2τ) ·
Θ(q1−q2−q3+q4)−ν3+a,2(y2, 2τ) ·Θ(q1+q2−q3−q4)−ν1+a,2(y3, 2τ)
where
y1 =
z1 − z2 + z3 − z4
4
, y2 =
z1 − z2 − z3 + z4
4
, y3 =
z1 + z2 − z3 − z4
4
(50)
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Note that B(mi, si) = B(mi+1, si+1). Using (46), (28), (100), (102), this allows
us to write for (38):
χG
~l
(~m,~s) = (51)
1
η6|S
~l
~m,~s|
[ (
θ22(2τ)θ3
(ztot
8
, 2τ
)
− θ2(2τ)θ3(2τ)θ2
(ztot
8
, 2τ
))
B(mi, si)
+
(
θ23(2τ)θ2
(ztot
8
, 2τ
)
− θ2(2τ)θ3(2τ)θ3
(ztot
8
, 2τ
))
B(mi, s1 + 2, si))
]
We see that whenever
z1 + z2 + z3 + z4 = 0 (52)
the Gepner extension characters are supersymmetric. This plays a role in the
study of coisotropic/magnetized D-branes and in the computations of threshold
connections [39], [40].
From now on we put all zi = 0. For this case the character (51) can be
equivalently written as
χG
~l
(~m,~s) =
J
2|S
~l
~m,~s|η
6
(
B(mi, si)
θ3(0, 2τ)
+
B(mi, s1 + 2, si)
θ2(0, 2τ)
)
(53)
where J = 1
2
(θ43(0, τ) − θ
4
4(0, τ) − θ
4
2(0, τ)) is zero thanks to Jacobi aequatio
identica satis abstrusa. Using (49) and taking into account that
Θν,2(z, τ) = ηχ
SO(2)
ν (
z
2
, τ) (54)
as well as (43), (44), (45), we are now in a position to compute the characters for
the various orbits.
To this end, we are going to present all the primaries of the model, or in
other words to list all the orbit representatives. Surely one can pick up orbit
representatives in many different ways. To be sure that we have not taken two
primaries, belonging to the same orbit, one can resort to some kind of “gauge
fixing”. The gauge fixing chosen here, is the following.
1. We take the space-time part to be always v, as mentioned above.
2. we take s2 = s3 = s4 = 0
3. we limit m1 to the values 0 and 1.
4. to avoid taking primaries equivalent due to field identification, we always
limit the values of the li to be 0 or 1.
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The final picture is the following.
In this model we can divide primaries in 4 big groups.
The first group has l1 = l2 = l3 = l4 = 0, s1 = s2 = s3 = s4 = 0 and
contains 16 primaries. We can divide them into three groups: K1, K2 and K3.
All primaries in the same group have the same conformal weights and characters.
The results are presented in the tables below. It is understood that all the entries
should be multiplied by J
η12
.
K1 hK1 =
1
2
K1 = (v)(0, 0, 0)(0, 0, 0)(0, 0, 0)(0, 0, 0) χ
G
K1
=
θ4
3
(0,τ)+θ4
4
(0,τ)
16
+ 3
θ2
3
(0,τ)θ2
4
(0,τ)
8
(55)
K2 hK2 = 1
K2a = (v)(0, 0, 0)(0, 0, 0)(0,−2, 0)(0, 2, 0)
K2b = (v)(0, 0, 0)(0,−2, 0)(0, 0, 0)(0, 2, 0)
K2c = (v)(0, 0, 0)(0, 2, 0)(0,−2, 0)(0, 0, 0)
K2d = (v)(0, 0, 0)(0, 0, 0)(0, 2, 0)(0,−2, 0)
K2e = (v)(0, 0, 0)(0,−2, 0)(0, 2, 0)(0, 0, 0)
K2f = (v)(0, 0, 0)(0, 2, 0)(0, 0, 0)(0,−2, 0) χ
G
K2
=
θ4
3
(0,τ)−θ4
4
(0,τ)
16
K2g = (v)(0, 0, 0)(0, 4, 0)(0, 2, 0)(0, 2, 0)
K2h = (v)(0, 0, 0)(0, 2, 0)(0, 4, 0)(0, 2, 0)
K2k = (v)(0, 0, 0)(0, 2, 0)(0, 2, 0)(0, 4, 0)
K2l = (v)(0, 0, 0)(0, 4, 0)(0,−2, 0)(0,−2, 0)
K2m = (v)(0, 0, 0)(0,−2, 0)(0, 4, 0)(0,−2, 0)
K2n = (v)(0, 0, 0)(0,−2, 0)(0,−2, 0)(0, 4, 0)
(56)
K3 hK3 =
3
2
K3a = (v)(0, 0, 0)(0, 0, 0)(0, 4, 0)(0, 4, 0)
K3b = (v)(0, 0, 0)(0, 4, 0)(0, 0, 0)(0, 4, 0) χ
G
K3
=
θ4
3
(0,τ)+θ4
4
(0,τ)
16
−
θ2
3
(0,τ)θ2
4
(0,τ)
8
K3c = (v)(0, 0, 0)(0, 4, 0)(0, 4, 0)(0, 0, 0)
(57)
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The second group has l1 = l2 = l3 = l4 = 0, s1 = 2, s2 = s3 = s4 = 0 and
also contains 16 primaries, which again can be divided into 3 subgroups, in such
a way that all primaries inside each group have the same characters.
L1 hL1 = 1
L1a = (v)(0, 0, 2)(0, 4, 0)(0, 4, 0)(0, 4, 0)
L1b = (v)(0, 0, 2)(0, 0, 0)(0, 0, 0)(0, 4, 0)
L1c = (v)(0, 0, 2)(0, 0, 0)(0, 4, 0)(0, 0, 0) χ
G
L1
=
θ4
3
(0,τ)−θ4
4
(0,τ)
16
L1d = (v)(0, 0, 2)(0, 4, 0)(0, 0, 0)(0, 0, 0)
(58)
L2 hL2 =
1
2
L2a = (v)(0, 0, 2)(0, 4, 0)(0, 2, 0)(0,−2, 0)
L2b = (v)(0, 0, 2)(0,−2, 0)(0, 2, 0)(0, 4, 0)
L2c = (v)(0, 0, 2)(0,−2, 0)(0, 4, 0)(0, 2, 0) χGL2 =
θ4
3
(0,τ)+θ4
4
(0,τ)
16
+
θ2
3
(0,τ)θ2
4
(0,τ)
8
L2d = (v)(0, 0, 2)(0, 4, 0)(0,−2, 0)(0, 2, 0)
L2e = (v)(0, 0, 2)(0, 2, 0)(0,−2, 0)(0, 4, 0)
L2f = (v)(0, 0, 2)(0, 2, 0)(0, 4, 0)(0,−2, 0)
(59)
L3 hL3 =
3
2
L3a = (v)(0, 0, 2)(0, 0, 0)(0, 2, 0)(0, 2, 0)
L3b = (v)(0, 0, 2)(0, 2, 0)(0, 0, 0)(0, 2, 0)
L3c = (v)(0, 0, 2)(0, 2, 0)(0, 2, 0)(0, 0, 0) χ
G
L3
=
θ4
3
(0,τ)+θ4
4
(0,τ)
16
−
θ2
3
(0,τ)θ2
4
(0,τ)
8
L3d = (v)(0, 0, 2)(0, 0, 0)(0,−2, 0)(0,−2, 0)
L3e = (v)(0, 0, 2)(0,−2, 0)(0,−2, 0)(0, 0, 0)
L3f = (v)(0, 0, 2)(0,−2, 0)(0, 0, 0)(0,−2, 0)
(60)
The third group containing 48 primaries with any two of li equal to 1, and
other two of them to 0. This group consists of 6 subgroups:
l1 = l2 = 1 l3 = l4 = 0 (61)
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l1 = l3 = 1 l2 = l4 = 0
l1 = l4 = 1 l2 = l3 = 0
l2 = l3 = 1 l1 = l4 = 0
l2 = l4 = 1 l1 = l3 = 0
l3 = l4 = 1 l1 = l2 = 0
Each such a subgroup consists of 8 primaries and can be derived from, let’s say,
the first of them by permutations, so we will write down only one of them, the
one with l1 = l2 = 1 and l3 = l4 = 0. We schematically denote the primaries in
this group as Φ1,1,·,·1a , indicating explicitly in the superscript which li are equal to
1.
Φ1 hΦ1 =
3
4
Φ1,1,·,·1a = (v)(1, 1, 0)(1, 3, 0)(0, 2, 0)(0, 2, 0)
Φ1,1,·,·1b = (v)(1, 1, 0)(1,−1, 0)(0, 0, 0)(0, 0, 0) χ
G
Φ1
=
θ22(0,τ)(θ
2
3(0,τ)+θ
2
4(0,τ))
8
(62)
Φ2 hΦ2 =
5
4
Φ1,1,·,·2a = (v)(1, 1, 0)(1, 3, 0)(0, 0, 0)(0, 4, 0)
Φ1,1,·,·2b = (v)(1, 1, 0)(1,−1, 0)(0,−2, 0)(0, 2, 0) χ
G
Φ2
=
θ2
2
(0,τ)(θ2
3
(0,τ)−θ2
4
(0,τ))
8
(63)
Φ3 hΦ3 = 1
Φ1,1,·,·3a = (v)(1, 1, 0)(1,−3, 0)(0, 2, 0)(0, 0, 0)
Φ1,1,·,·3b = (v)(1, 1, 0)(1,−3, 0)(0, 0, 0)(0, 2, 0) χ
G
Φ3
=
θ4
3
(0,τ)−θ4
4
(0,τ)
8
(64)
Φ4 hΦ4 =
1
2
Φ1,1,·,·4a = (v)(1, 1, 0)(1, 1, 0)(0,−2, 0)(0, 0, 0)
Φ1,1,·,·4a = (v)(1, 1, 0)(1, 1, 0)(0, 0, 0)(0,−2, 0) χ
G
Φ4
=
θ4
3
(0,τ)+θ4
4
(0,τ)
8
(65)
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Finally we have a small group containing only 4 elements with l1 = l2 = l3 =
l4 = 1, s1 = s2 = s3 = s4 = 0. All primaries in this group, as we explained in
section 3, have a short orbit and should be resolved. After resolution we end up
with 8 primaries. The ± in the notations refers to the resolution process.
R1 hR1 = 1
R1a± = (v)(1, 1, 0)(1,−1, 0)(1, 1, 0)(1,−1, 0)±
R1b± = (v)(1, 1, 0)(1,−1, 0)(1,−1, 0)(1, 1, 0)± χGR1 =
θ4
2
(0,τ)
8
R1c± = (v)(1, 1, 0)(1, 1, 0)(1,−1, 0)(1,−1, 0)±
(66)
R2 hR2 =
1
2
R2± = (v)(1, 1, 0)(1, 1, 0)(1,−3, 0)(1, 1, 0)± χGR2 =
θ4
3
(0,τ)+θ4
4
(0,τ)
8
(67)
We see that before fixed points resolution we had 84 orbits: 31 orbits with
conformal dimension 1, 12 orbits with conformal dimension 3
4
, 12 orbits with
conformal dimension 5
4
, 20 orbits with conformal dimension 1
2
, 9 orbits with
conformal dimension 3
2
. After the fixed points resolution we have 88 primaries:
34 orbits with conformal dimension 1, 12 orbits with conformal dimension 3
4
, 12
orbits with conformal dimension 5
4
, 21 orbits with conformal dimension 1
2
, 9 orbits
with conformal dimension 3
2
[41].
Collecting all the above results, we can write down the torus amplitude:
Z =
∣∣∣∣ Jη12
∣∣∣∣
2
[∣∣∣∣
(
θ43(0, τ) + θ
4
4(0, τ)
16
+ 3
θ23(0, τ)θ
2
4(0, τ)
8
)∣∣∣∣
2
(68)
16
∣∣∣∣θ43(0, τ)− θ44(0, τ)16
∣∣∣∣
2
+ 9
∣∣∣∣θ43(0, τ) + θ44(0, τ)16 − θ
2
3(0, τ)θ
2
4(0, τ)
8
∣∣∣∣
2
+6
∣∣∣∣θ43(0, τ) + θ44(0, τ)16 + θ
2
3(0, τ)θ
2
4(0, τ)
8
∣∣∣∣
2
+ 18
∣∣∣∣θ43(0, τ)− θ44(0, τ)8
∣∣∣∣
2
+14
∣∣∣∣θ43(0, τ) + θ44(0, τ)8
∣∣∣∣
2
+ 12
∣∣∣∣θ22(0, τ)(θ23(0, τ) + θ24(0, τ))8
∣∣∣∣
2
+
12
∣∣∣∣θ22(0, τ)(θ23(0, τ)− θ24(0, τ))8
∣∣∣∣
2
]
=
∣∣∣∣ Jη12
∣∣∣∣
2 [
1
16
(
|θ3(0, τ)|
4 + |θ4(0, τ)|
4 + |θ2(0, τ)|
4
)2
15
+
1
4
(
|θ2(0, τ)θ3(0, τ)|
4 + |θ2(0, τ)θ4(0, τ)|
4 + |θ3(0, τ)(θ4(0, τ)|
4
)
+
1
2
(
|θ3(0, τ)|
8 + |θ4(0, τ)|
8
)]
The partition function (68), as first noted in [31], coincides with the partition
function of the T 4/Z4 orbifold at the SU(2)
4 point, which we review in appendix
C.
Now we elaborate on the expression (11) for the annulus partition function
for the (2, 2, 2, 2, ) Gepner model.
Let us denote the first Cardy state I:
I = (S0, L1,M1, S1, · · · , L4,M4, S4) (69)
and the second J :
J = (S˜0, L˜1, M˜1, S˜1, · · · , L˜4, M˜4, S˜4) (70)
Consider first the case when neither the first boundary state nor the second are
fixed.
Now using (13) and the fusion coefficients (25) we can easily derive:
ZIJ =
∑
s0
∑
li
|S l1···l4 |N SO(4) s0
v(S0)S˜0
4∏
i=1
N SU(2) li
LiL˜i
χG lˆ1···lˆ4ˆM1−M˜1··· ˆM4−M˜4,sˆ0, ˆS1−S˜1··· ˆS4−S˜4
(71)
Actually the sum over J in (13)
∑
J∈GN
d
Ja,c is running over the orbit of the
primary
(s0, l1,M1 − M˜1, S1 − S˜1 · · · l4,M4 − M˜4, S4 − S˜4) (72)
while the sum over orbits in (13) runs over the specific representatives, for ex-
amples listed in the tables above. It means that generically in this sum only one
term will survive, the specific representative of the orbit of the primary (72). If
this primary has non-trivial stabilizer, due to field identification the sum over J
will produce the representative twice. The fusion v(S0) in N
SO(4)
v(S0)S˜0
is due to the
bosonic string map [24]. Collecting all pieces we get (71). In practice in order to
use formula (71) one needs to compute the primary (72) and then use the action
of the simple current to find in the orbit which of the representatives listed in
tables above it belongs to, and substitute its character.
Consider next the case when I is not fixed but J is. In this case elaborating
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on (12) we obtain:
ZIJ =
1
|SJ |
∑
s0
∑
li
|S l1···l4|N SO(4) s0
v(S0)S˜0
4∏
i=1
N SU(2) li
LiL˜i
χG lˆ1···lˆ4ˆM1−M˜1··· ˆM4−M˜4,sˆ0, ˆS1−S˜1··· ˆS4−S˜4
(73)
The last case is when both and I and J are fixed points. To elaborate on this
case we need the matrices Sc,b and Sˆab in formula (15).
The matrix Sab for Gepner models is the product of all the elementary S’s
and reads:
24S
SO(4)
s0s′0
4∏
i=1
S
SU(2)ki
lil′i
S
U(1)4
sis′i
S
U(1)k+2
mim′i
(74)
The matrix Sˆab was found in [24]. For the (2,2,2,2) model it has the form
− 24SSO(4)s0s′0
4∏
i=1
S
U(1)4
sis′i
S
U(1)k+2
mim′i
(75)
The numerical factors come from the field identification.
Plugging (74) and (75) in (15) one obtains:
ZIψJψ′ =
1
|SI ||SJ |
∑
s0
∑
li
N SO(4) s0
v(S0)S˜0
· (76)
(
4∏
i=1
N SU(2) li
LiL˜i
+ ψψ′
4∏
i=1
sin π
li + 1
2
)
χG lˆ1···lˆ4ˆM1−M˜1··· ˆM4−M˜4,sˆ0, ˆS1−S˜1··· ˆS4−S˜4
5 D0-branes on the T 4/Z4 orbifold.
5.1 Fixed points
Defining complex coordinates z1 = x1+ ix2 and z2 = x3+ ix4 the Z4 group action
can be described as
z1 → e
2ipik
4 z1 z2 → e
− 2ipik
4 z2 (77)
We can consider it as generated by the Z2 subgroup acting as z1 → −z1 and
z2 → −z2 and a Z ′2 subgroup rotating by
π
2
and −π
2
the (x1, x2) and (x3, x4)
planes: z1 → iz1 and z2 → −iz2.
The Z2 group has 16 fixed points (πRe1, πRe2, πRe3, πRe4), where ei = 0, 1,
out of which only 4 are also fixed under Z ′2 : D01f = (0, 0, 0, 0), D02f =
(πR, πR, πR, πR), D03f = (πR, πR, 0, 0), D04f = (0, 0, πR, πR).
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To begin with, let us calculate the annulus partition function for open strings
having both ends at the same fixed point.
The partition function is given by
ZD0fD0f = (78)
1
8
3∑
k=0
Tr(1 + (−)F )gke−2πτL0 =
1
4
J
η12
Zwindings +
1
8
3∑
k=1
(4 sin2
πk
4
)Z0,k
where
Zwindings = (79)∑
n1,n2,n3,n4
qn
2
1+n
2
2+n
2
3+n
2
4 = θ43(0, 2τ) =
θ43(0, τ) + θ
4
4(0, τ)
4
+
θ23(0, τ)θ
2
4(0, τ)
2
and Z0,k can be found in (114), (115), (116) of appendix C. Collecting all the
pieces, we obtain:
ZD0fD0f =
J
η12
(
θ43(0, τ) + θ
4
4(0, τ)
16
+
3θ23(0, τ)θ
2
4(0, τ)
8
)
(80)
We see that (80) coincides with (55):
ZD0fD0f = χK1 (81)
In order to compute the partition function for strings with ends at different
fixed point, we need to recall the partition function for a scalar X compactified at
the self-dual radius R = 1√
2
with Dirichlet boundary conditions placed at 2πRξ1
and 2πRξ2, so that
X = 2πRξ1 + (2R(ξ2 − ξ1) + 2nR)σ + oscillators (82)
The partition function is easily calculated to be
Zx1x2 =
1
η
q(ξ2−ξ1)
2
θ3(2τ(ξ2 − ξ1), 2τ) (83)
Using (83) we can then compute the annulus partition functions between
different fixed points:
ZD01fD02f =
J
η12
(
θ43(0, τ) + θ
4
4(0, τ)
16
+
θ23(0, τ)θ
2
4(0, τ)
8
)
= χL2 (84)
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ZD01fD03f =
J
η12
(
θ43(0, τ)− θ
4
4(0, τ)
16
+
θ23(0, τ)θ
2
4(0, τ)
4
)
(85)
It seems that (85) does not fall in the list of characters computed in section
4. We think it means that the D0f3 cannot be described by a Cardy state, and
do not consider it any further here.
5.2 Partially fixed points
Now we consider the case when the D0 branes lie at a point fixed only under Z2.
We have the following list of such branes:
D01 = A1 + A
′
1 : (0, πR, 0, 0) + (πR, 0, 0, 0) (86)
D02 = A2 + A
′
2 : (πR, 0, 0, πR) + (0, πR, πR, 0)
D03 = A3 + A
′
3 : (πR, πR, 0, πR) + (πR, πR, πR, 0)
D04 = A4 + A
′
4 : (πR, 0, πR, πR) + (0, πR, πR, πR)
D05 = A5 + A
′
5 : (0, 0, 0, πR) + (0, 0, πR, 0)
D06 = A6 + A
′
6 : (πR, 0, πR, 0) + (0, πR, 0, πR)
The partition functions between branes (86) and fixed point branes are given
by equation:
ZD0iD0f = TrAiD0f
(1 + (−)F )
2
(1 + g2)
2
e−2πτL0 (87)
which taking into account (115) simplifies to
ZD0iD0f = TrAiD0f
(1 + (−)F )
4
e−2πτL0 (88)
Using (83) we can easily compute all annulus partition functions of this type.
The result is presented in the following table:
Branes D01f D02f
D01f
θ43+θ
4
4
16
+
3θ23θ
2
4
8
θ43+θ
4
4
16
+
θ23θ
2
4
8
D02f
θ4
3
+θ4
4
16
+
θ2
3
θ2
4
8
θ4
3
+θ4
4
16
+
3θ2
3
θ2
4
8
D01
θ2
2
(θ2
3
+θ2
4
)
8
θ2
2
(θ2
3
−θ2
4
)
8
D02
θ43−θ44
8
θ43−θ44
8
D03
θ2
2
(θ2
3
−θ2
4
)
8
θ2
2
(θ2
3
+θ2
4
)
8
D04
θ2
2
(θ2
3
−θ2
4
)
8
θ2
2
(θ2
3
+θ2
4
)
8
D05
θ22(θ
2
3+θ
2
4)
8
θ22(θ
2
3−θ24)
8
D06
θ43−θ44
8
θ43−θ44
8
(89)
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where it is understood that all entries should be multiplied by J
η12
= 1
2η12
(θ43−
θ44 − θ
4
2).
Using the characters in section 4 one can present table (89) in the form
Branes D01f D02f
D01f χK1 χL2
D02f χL2 χK1
D01 χΦ1 χΦ2
D02 χR1 χR1
D03 χΦ2 χΦ1
D04 χΦ2 χΦ1
D05 χΦ1 χΦ2
D06 χR1 χR1
(90)
Table (90) already gives a hint for the candidate Cardy states, describing D0
branes located at fixed and partially fixed points.
To make things more precise we should compute also the partition functions
between the different partially fixed branes (86). They have the form:
ZD0iD0j = TrAiAj
(1 + (−)F )
2
(1 + g2)
2
e−2πτL0 + TrAiA′j
(1 + (−)F )
2
(1 + g2)
2
e−2πτL0
(91)
which using (115) simplifies to
ZD0iD0j = TrAiAj
(1 + (−)F )
4
e−2πτL0 + TrAiA′j
(1 + (−)F )
4
e−2πτL0 (92)
Again using (83) we can present the result in the following table:
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Branes D01 D02 D03 D04 D05 D06
D01
θ4
3
4
+
θ2
3
θ2
4
4
θ2
2
θ2
3
4
θ4
3
−θ4
4
4
θ4
3
4
−
θ2
3
θ2
4
4
θ4
3
−θ4
4
4
θ2
2
θ2
3
4
D02
θ22θ
2
3
4
θ43+θ
4
4
4
θ22θ
2
3
4
θ22θ
2
3
4
θ22θ
2
3
4
θ43−θ44
4
D03
θ43−θ44
4
θ22θ
2
3
4
θ43
4
+
θ23θ
2
4
4
θ43−θ44
4
θ43
4
− θ
3
3θ
2
4
4
θ22θ
2
3
4
D04
θ4
3
4
−
θ2
3
θ2
4
4
θ2
2
θ2
3
4
θ4
3
−θ4
4
4
θ4
3
4
+
θ2
3
θ2
4
4
θ4
3
−θ4
4
4
θ2
2
θ2
3
4
D05
θ4
3
−θ4
4
4
θ2
2
θ2
3
4
θ4
3
4
− θ
3
3
θ2
4
4
θ4
3
−θ4
4
4
θ4
3
4
+
θ2
3
θ2
4
4
θ2
2
θ2
3
4
D06
θ22θ
2
3
4
θ43−θ44
4
θ22θ
2
3
4
θ22θ
2
3
4
θ22θ
2
3
4
θ43+θ
4
4
4
(93)
where, as before, it is understood that all entries should be multiplied by
J
η12
= 1
2η12
(θ43 − θ
4
4 − θ
4
2).
After some trial and error we can solve these conditions with the following
Cardy states:
D01f = |K1〉
Cardy (94)
D02f = |L2a〉
Cardy
D01 = |Φ
1,1,·,·
1a 〉
Cardy
D02 = |R1a+〉
Cardy
D03 = |Φ
·,·,1,1
2b 〉
Cardy
D04 = |Φ
1,1,·,·
2b 〉
Cardy
D05 = |Φ
·,·,1,1
1a 〉
Cardy
D06 = |R1a−〉
Cardy
Using the formulae (71),(73),(76) we obtain for the annulus partition functions
between the states (94) the following table :
Branes D01 D02 D03 D04 D05
D01 Z11 χΦ2 + χΦ1 2χR1 2(χK3 + χL1) 2χR1
D02 χΦ2 + χΦ1 χK1 + 3χK3 χΦ2 + χΦ1 χΦ1 + χΦ2 χΦ1 + χΦ2
D03 2χR1 χΦ2 + χΦ1 Z11 2χR1 2(χK3 + χL1)
D04 2(χK3 + χL1) χΦ1 + χΦ2 2χR1 Z11 2χR1
D05 2χR1 χΦ1 + χΦ2 2(χK3 + χL1) 2χR1 Z11
D06 χΦ2 + χΦ1 4χL1 χΦ2 + χΦ1 χΦ1 + χΦ2 χΦ1 + χΦ2
21
where Z11 = χK1 + χK3 + 2χL1, which coincides with table (93).
Acknowledgements:
I thank Massimo Bianchi and Yassen Stanev for numerous illuminating dis-
cussions.
I thank the High Energy Section of the Abdus Salam ICTP, Trieste, where
part of this work was done.
I thank Jurgen Fuchs, Christoph Schweigert, Johannes Walcher, and Ilka
Brunner for useful e-mail correspondence, clarifying their works.
This work was supported in part by INFN, by the MIUR-COFIN contract
2003-023852, by the EU contracts MRTN-CT-2004-503369 and MRTN-CT-2004-
512194, by the INTAS contract 03-516346 and by the NATO grant PST.CLG.978785.
22
A Theta functions identities
We start by reviewing some useful identities satisfied by Theta functions [42].
θ
[ a
n1
0
]
(x1, n1τ)θ
[ b
n2
0
]
(x2, n2τ) = (95)
n1+n2−1∑
µ=0
θ
[ n1µ+a+b
n1+n2
0
]
(x1 + x2, (n1 + n2)τ) ·
θ
[ n1n2µ+n2a−n1b
n1n2(n1+n2)
0
]
(n2x1 − n1x2, n1n2(n1 + n2)τ)
where
θ
[
a
b
]
(x, τ) =
∑
n∈Z
exp(iπ(n + a)2τ + 2iπ(n+ a)(x+ b)) (96)
Using the identity
n−1∑
µ=0
θ
[ µ+a
n
0
]
(nx, n2τ) = θ
[
a
0
]
(x, τ) (97)
we can exploit (95) for the case relevant to our analysis i.e. n1 = r1n and
n2 = r2n
θ
[ a
r1n
0
]
(x1, r1nτ)θ
[ b
r2n
0
]
(x2, r2nτ) = (98)
r1+r2−1∑
µ=0
θ
[ r1µ
r1+r2
+ a+b
(r1+r2)n
0
]
(x1 + x2, (r1 + r2)nτ) ·
θ
[ µ
r1+r2
+ r2a−r1b
r1r2(r1+r2)n
0
]
(r2x1 − r1x2, r1r2(r1 + r2)nτ)
Let us explicitly write this formula for the most relevant for us case: n1 =
n2 = n, r1 = r2 = 1
θ
[ a
n
0
]
(x1, nτ)θ
[ b
n
0
]
(x2, nτ) = (99)
1∑
µ=0
θ
[ µ
2
+ a+b
2n
0
]
(x1 + x2, 2nτ)θ
[ µ
2
+ a−b
2n
0
]
(x1 − x2, 2nτ)
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B Other relevant identities
Recall the identities:
θ23(τ)− θ
2
4(τ) = 2θ
2
2(2τ) (100)
θ23(τ) + θ
2
4(τ) = 2θ
2
3(2τ)
θ3(τ)θ4(τ) = θ
2
4(2τ)
θ22(τ) = 2θ2(2τ)θ3(2τ)
From (100) we can derive another couple of useful identities:
θ3(2τ)θ
2
2(τ) = θ2(2τ)(θ
2
3(τ) + θ
2
4(τ)) (101)
θ2(2τ)θ
2
2(τ) = θ3(2τ)(θ
2
3(τ)− θ
2
4(τ))
Θ0,1(z, τ) = θ3(z, 2τ) (102)
Θ1,1(z, τ) = θ2(z, 2τ)
Let us also mention the following formulae.
θ1
(
1
2
, τ
)
= θ2(0, τ) (103)
θ2
(
1
2
, τ
)
= 0 (104)
θ3
(
1
2
, τ
)
= θ4(0, τ) (105)
θ4
(
1
2
, τ
)
= θ3(0, τ) (106)
θ1
(
1
4
, τ
)
= θ2
(
1
4
, τ
)
= θ1
(
3
4
, τ
)
= −θ2
(
3
4
, τ
)
(107)
θ3
(
1
4
, τ
)
= θ4
(
1
4
, τ
)
= θ3
(
3
4
, τ
)
= θ4
(
3
4
, τ
)
(108)
θ23(
1
4
, τ)
θ21(
1
4
, τ)
=
θ3(0, 2τ)
θ2(0, 2τ)
=
θ22(0, τ)
θ23(0, τ)− θ
2
4(0, τ)
(109)
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C Partition function of the T 4/Z4 orbifold
Z =
1
4
Zlattice
∣∣∣∣ Jη12
∣∣∣∣
2
+
′∑
r,s
nr,s|Zr,s|
2 (110)
where
Zlattice = (|χ
SU(2)
1 |
2+ |χSU(2)2 |
2)4 =
1
4
(
|θ3(0, τ)|
4 + |θ4(0, τ)|
4 + |θ2(0, τ)|
4
)2
(111)
and
Zr,s =
∑
α,β
cα,β
θ2
[
α
β
]
(0, τ)
η6
θ
[
α+ r
4
β + s
4
]
(0, τ)θ
[
α− r
4
β − s
4
]
(0, τ)
θ
[ 1
2
+ r
4
1
2
+ s
4
]
(0, τ)θ
[ 1
2
− r
4
1
2
− s
4
]
(0, τ)
(112)
Consider the Ramond part.
ZRr,s =
θ22(0, τ)
η6
θ
[ 1
2
+ r
4
0 + s
4
]
(0, τ)θ
[ 1
2
− r
4
0− s
4
]
(0, τ)
θ
[ 1
2
+ r
4
1
2
+ s
4
]
(0, τ)θ
[ 1
2
− r
4
1
2
− s
4
]
(0, τ)
(113)
ZR0,1 = −θ
4
2(0, τ)
θ23(0, τ)θ
2
4(0, τ)
4η12
(114)
ZR0,2 = 0 (115)
ZR0,3 = −θ
4
2(0, τ)
θ23(0, τ)θ
2
4(0, τ)
4η12
(116)
ZR2,0 = θ
4
2(0, τ)
θ43(0, τ)
4η12
(117)
ZR2,1 = θ
4
2(0, τ)
θ23(0, τ)θ
2
4(0, τ)
4η12
(118)
ZR2,2 = θ
4
2(0, τ)
θ44(0, τ)
4η12
(119)
ZR2,3 = θ
4
2(0, τ)
θ23(0, τ)θ
2
4(0, τ)
4η12
(120)
ZR1,0 = θ
4
2(0, τ)
θ43(0, τ) + θ
2
2(0, τ)θ
2
3(0, τ)
4η12
(121)
ZR1,2 = −θ
4
2(0, τ)
θ43(0, τ)− θ
2
2(0, τ)θ
2
3(0, τ)
4η12
(122)
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ZR3,0 = θ
4
2(0, τ)
θ43(0, τ) + θ
2
2(0, τ)θ
2
3(0, τ)
4η12
(123)
ZR3,2 = −θ
4
2(0, τ)
θ43(0, τ)− θ
2
2(0, τ)θ
2
3(0, τ)
4η12
(124)
ZR1,1 = θ
4
2(0, τ)
θ44(0, τ) + iθ
2
2(0, τ)θ
2
4(0, τ)
4η12
(125)
ZR1,3 = θ
4
2(0, τ)
θ44(0, τ)− iθ
2
2(0, τ)θ
2
4(0, τ)
4η12
(126)
ZR3,1 = θ
4
2(0, τ)
θ44(0, τ)− iθ
2
2(0, τ)θ
2
4(0, τ)
4η12
(127)
ZR3,3 = θ
4
2(0, τ)
θ44(0, τ) + iθ
2
2(0, τ)θ
2
4(0, τ)
4η12
(128)
The numbers nr,s are given by the following formulae: n0,s = 4 sin
4 πs
4
, nr,s =
nr,s+r, nr,s = ns,4−r.
Plugging all in (110) we get (68).
D Annulus partition functions for simple cur-
rent extensions
In this section we mainly follow [35].
Let us start with the partition function:
Z =
∑
orbitsQ(a)=0
|Sa| · |
∑
J∈G/Sa
χJa|
2 (129)
where G is a group of simple currents and Sa is the stabilizer of a. Denote by
Ga = G/Sa the factor group acting non-trivially on a. The order |Ga| of Ga is
|Ga| = |G|/|Sa|. Let us write |Sa| as a sum of squares:
|Sa| =
∑
i
(ma,i)
2 (130)
where i labels the different primaries into which a gets resolved (usually ma,i has
to be independent of i, but to keep track of the different sums we will keep the
index i.) Corresponding to this definition we have
χ˜a,i = ma,i
∑
J∈Ga
χJa (131)
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so that
∑
i |χ˜a,i|
2 = |Sa| · |
∑
J∈G/Sa χJa|
2. The ansatz for the resolved modular S
matrix suggested in [33] is
S˜(a,i),(b,j) = ma,imb,j
|Ga||Gb|
|G|
Sa,b + Γ(a,i),(b,j) (132)
where Γ(a,i),(b,j) satisfies ∑
j
Γ(a,i),(b,j)mb,j = 0. (133)
Now we derive the unitarity condition on S˜(a,i),(b,j). Recall that Sa,b satisfies
SJa,b = e
2πiQ(b)Sa,b (134)
Computing S˜S˜† we produce four terms
PS,S =
∑
orbitsQ(b)=0,j
ma,im
2
b,jmc,kSa,bS
∗
c,b|Ga||Gb|
2|Gc|/|G|
2 (135)
PS,Γ =
∑
orbitsQ(b)=0,j
ma,imb,j
|Ga||Gb|
|G|
Sa,bΓ
∗
(c,k),(b,j) (136)
PΓ,S =
∑
orbitsQ(b)=0,j
Γ⋆(a,i),(b,j)mb,jmc,k
|Gb||Gc|
|G|
S∗c,b (137)
PΓ,Γ =
∑
orbitsQ(b)=0,j
Γ(a,i),(b,j)Γ
∗
(c,k),(b,j). (138)
We see that, due to (133), (136) and (137) are 0. Now we evaluate (135). The
sum over j can be carried out using (130):
PS,S =
∑
orbitsQ(b)=0
ma,imc,kSa,bS
∗
c,b|Ga||Gb||Gc|/|G|. (139)
The sum over b here runs over representatives of neutral orbits. Using (134) we
can extend it to sum over all values of b. Using that a, b and c are neutral we get
that Sa,b and Sc,b are independent of the specific orbit representative Sa,b = SJa,Kb
and Sc,b = Sc,Kb. Using this observation we can write
PS,S =
∑
orbitsQ(b)=0
∑
J∈Ga,K∈Gb
ma,imc,kSJa,KbS
∗
c,Kb|Gc|/|G| (140)
Again using (134) we deduce that the sum over a allows us to extend the sum
over b from neutral orbits to all orbits. The sum over a projects out the charged
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one. Now when we sum over all values of b we can use unitarity of S and finally
write
PS,S =
δacma,ima,k
|Sa|
. (141)
We get that unitarity imposes the following constraint on Γ∑
orbitsQ(b)=0,j
Γ(a,i),(b,j)Γ
∗
(c,k),(b,j) = δac(δik −
ma,ima,k
|Sa|
) (142)
derived in [33]. Using the same tricks we turn to the computation of the fusion
coefficients.
N˜ (d,e)(a,i),(c,k) =
∑
(b,j)
S˜(a,i),(b,j)S˜(c,k),(b,j)S˜
∗
(b,j),(d,e)
S˜(0),(b,j)
(143)
We know that the vacuum state has trivial stabilizer. Therefore
S˜(0),(b,j) = mb,j |Gb|S0,b (144)
Inserting (132) and (144) in (143) we obtain the following eight terms:
PSSS =
∑
(orbitsQ(b)=0,j)
ma,im
2
b,jmc,kmd,e|Ga||Gb|
2|Gc||Gd|Sa,bSc,bS
∗
b,d
|G|3S0,b
(145)
PSΓS =
∑
(orbitsQ(b)=0,j)
ma,imb,jmd,e|Ga||Gb||Gd|Sa,bΓ(c,k),(b,j)S∗b,d
|G|2S0,b
(146)
PΓSS =
∑
(orbitsQ(b)=0,j)
mc,kmb,jmd,e|Gc||Gb||Gd|Γ(a,i),(b,j)Sc,bS∗b,d
|G|2S0,b
(147)
PΓΓS =
∑
(orbitsQ(b)=0,j)
md,e|Gd|Γ(a,i),(b,j)Γ(c,k),(b,j)S∗b,d
|G|S0,b
(148)
PSSΓ =
∑
(orbitsQ(b)=0,j)
ma,imb,jmc,k|Ga||Gb||Gc|Sa,bSc,bΓ
∗
(b,j),(d,e)
|G|2S0,b
(149)
PSΓΓ =
∑
(orbitsQ(b)=0,j)
ma,i|Ga|Sa,bΓ(c,k),(b,j)Γ∗(b,j),(d,e)
|G|S0,b
(150)
PΓSΓ =
∑
(orbitsQ(b)=0,j)
mc,k|Gc|Γ(a,i),(b,j)Sc,bΓ
∗
(b,j),(d,e)
|G|S0,b
(151)
PΓΓΓ =
∑
(orbitsQ(b)=0,j)
Γ(a,i),(b,j)Γ(c,k),(b,j)Γ
∗
(b,j),(d,e)
mb,j|Gb|S0,b
(152)
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We see that thanks to (133) the three terms containing two S and one Γ, namely
PSΓS,PΓSS,PSSΓ given by (146), (147) and (149) correspondingly are zero. Further
simplifications occur when we consider the annulus amplitude:
A(a,i),(d,e) =
∑
orbitsQ(c)=0,k
N˜ (d,e)(a,i),(c,k)χ˜c,k =
∑
orbitsQ(c)=0,k
N˜ (d,e)(a,i),(c,k)mc,k
∑
J∈Gc
χJc (153)
Now again due to (133) also (148), (150) and (152) have vanishing contribution.
We see that for the evaluation of the annulus amplitude it is enough to consider
only the term (145) and (151). Using the same tricks as in the check of unitarity
we can easily compute (145). First using (130) we perform the sum over j and
obtain
PSSS =
∑
orbitsQ(b)=0
ma,imc,kmd,e|Ga||Gb||Gc||Gd|Sa,bSc,bS∗b,d
|G|2S0,b
(154)
Again using neutrality of a, c and d we can extend the sum over b from the repre-
sentatives of the neutral orbits to the whole orbit, absorbing |Gb|, and afterwards
using neutrality of b absorbing Ga in the sum of a over orbit:
PSSS =
∑
orbitsQ(b)=0
∑
J∈Ga,K∈Gb
ma,imc,kmd,e|Gc||Gd|SJa,KbSc,KbS∗Kb,d
|G|2S0,Kb
(155)
As before the sum over a allows us to extend the sum from the neutral orbits
to all orbits. So we get that the sum over b runs over all values. Using Verlinde
formula for the modular S-matrix we obtain:
PSSS =
∑
J∈Ga
ma,imc,kmd,e|Gc||Gd|N
d
Ja,c
|G|2
(156)
Inserting now (151) and (156) in (153) and again using (130) finally we obtain:
A(a,i),(d,e) =
∑
orbitsQ(c)=0
∑
J∈Ga
ma,imd,e|Gd|N dJa,c
|G|
∑
K∈Gc
χKc
+
∑
orbitsQ(c)=0
∑
(orbitsQ(b)=0,j)
Γ(a,i),(b,j)Sc,bΓ
∗
(b,j),(d,e)
S0,b
∑
K∈Gc
χKc (157)
It is easy to check that
∑
J∈Ga N
d
Ja,c is independent on the orbit representative
of c: ∑
J∈Ga
N dJa,Kc =
∑
J∈Ga
N dJa,c (158)
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Also it is easy to see that if Q(a) = 0, and Q(d) = 0, N da,c 6= 0 only if also
Q(c) = 0. So without changing the result we can sum over all c in (153) and omit
the sum over K:∑
orbitsQ(c)=0
∑
J∈Ga
ma,imd,e|Gd|N dJa,c
|G|
∑
K∈Gc
χKc =
∑
c
∑
J∈Ga
ma,imd,eN dJa,c
|Sd|
χc (159)
Let us momentarily consider the case when we have no fixed points. In this
case the annulus amplitude is
Aa,d =
∑
c
∑
J∈G
N dJa,cχc (160)
This result can be easily interpreted. It means that in the simple current orbifold
theory the Cardy boundary states are given by
|a〉orbifold =
1√
|G|
∑
J∈G
|Ja〉 (161)
This is the expected result. This was the starting point of the Recknagel-
Schomerus boundary states construction in [13].
Γ(a,i),(b,j) also satisfies the condition (134):
ΓJ(a,i),(b,j) = e
2iπQ(b)Γ(a,i),(b,j) (162)
In (157) sums over (b, j) and c run over neutral representatives, but to evaluate
this sum in practice, we can use (162) and the same tricks as before to extend
this sum over all values of b and c. So for the second part in (157) we have:
∑
orbitsQ(c)=0
∑
(orbitsQ(b)=0,j)
Γ(a,i),(b,j)Sc,bΓ
∗
(b,j),(d,e)
S0,b
∑
K∈Gc
χKc
=
∑
c
∑
b,j
∑
J∈Ga
ΓJ(a,i),(b,j)Sc,bΓ
∗
(b,j),(d,e)
S0,b|Gb||Ga|
χc (163)
Finally let us take into account that in the case of Gepner models, all the
stabilizer equal Z2 and the unitarity condition can be satisfied taking Γ(a,ψ),(b,ψ′)
in the form
Γ(a,ψ),(b,ψ′) =
|Ga||Gb|
|G|
Sˆabψψ
′δafδbf (164)
where the resolving index ψ takes two values ± and Sˆab is some unitary matrix.
Putting this in (163) for this part of the annulus amplitude we get:
1
|Sd|
ψψ′′
∑
c
∑
b
∑
J∈Ga
SˆJa,bSc,bSˆ
∗
b,d
S0,b
χcδafδbfδdf (165)
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This is the correction required when fixed points are present. Putting all pieces
together we have:
A(a,i),(d,e) =
∑
c
∑
J∈G
ma,imd,eN dJa,c
|Sa||Sd|
χc + (166)
1
|Sa||Sd|
ψψ′′
∑
c
∑
b
∑
J∈G
SˆJa,bSc,bSˆ
∗
b,d
S0,b
χcδafδbfδdf
This formula was found by Brunner and Schomerus in [23].
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