We study the existence of sign changing solutions to the following problem
Introduction
Let D be a smooth bounded domain in R n , with n ≥ 3, and let p = Solvability for Problem (1.1) is not a trivial issue, since it strongly depends on the geometry of D. Let us briefly summarize some classical results. A direct consequence of Pohozaev's indentity [23] is that Problem (1.1) has no positive solutions when the domain D is strictly star-shaped. On the other hand, if D is an annulus, then Kazdan and Warner [15] showed that solvability for problem (1.1) is restored: a solution is found as critical point of the energy functional associated to the problem, and the required compactness for the functional is obtained thanks to radially symmetry. A surprising result by Coron showed later on that symmetry is not really needed to have solvability: in his classical work [6] he proves the existence of a positive solution to (1.1) in the case in which D has a small (not necessarily symmetric) hole. In literature, the name Coron's problem is referred to problem (1.1), when the domain D has a hole. The result by Coron was then generalized by Bahri and Coron in [2] , where the authors showed that, under the assumption that some homology group of D with coefficients in Z 2 is not trivial then problem (1.1) has at least one positive solution. Multiplicity result for positive solutions to (1.1) is obtained in [24] , where the situation of a domain D with several holes is treated. On the other hand, existence and multiplicity of positive solutions has been established also in contractible domains, we refer to the works of Dancer [7] , Ding [10] , and Passaseo [21] - [22] , among others.
The study of solutions for elliptic problems with critical nonlinearity which change sign has received the interest of several authors in the last years, see for instance [3, 4] , [13, 14] , and references therein. Here we focus our interest in existence and qualitative properties of signchanging solutions to (1.1) for domains D which have a hole, that is in the Coron's setting. The first result available in literature is the one contained in [17] , where a large number of sign changing solutions to (1.1) in the presence of a single small hole has been proved. To be more precise, the authors assume that the domain D has the form D = Ω\B(0, ε), where Ω is a smooth bounded domain containing the origin, and it is symmetric with respect to the origin, while the hole is given by B(0, ε), a round ball with size ε. In this situation, they prove that, for any given integer k there exist ε k > 0 so that, for any ε ∈ (0, ε k ) a sign-changing solution to (1.1) exists, and it has the shape of a superposition of exactly k bubbles, centered at 0. A bubble is the function It is well known that all positive solutions to (1.3) are given by the function (1.2) and any translation, and proper dilation of it, that is by (1.4) U (x − ξ), for ξ ∈ R n , and λ
see [1, 20, 25] . The solutions found in [17] are bubble-tower, with k bubbles of alternating sign, which at main order look like
, as ε → 0 + . The energy of these solutions has the asymptotic expansion e(u ε ) = kS n + O ε n−2 2
, as ε → 0 + , where S n = 1 2
We recall the explicit definition of the energy e, given by (1.5) e(u) = 1 2ˆD
Substantial improvement of this result was obtained in [12] where the assumption of symmetry was removed. See also [16] . A different construction of sign-changing solutions for (1.1) on a domain with a small hole has been obtained in [5] : in this case, solutions look like the sum of a positive bubble centered inside the shrinking hole, and a number of sign-changing bubbles centered inside the domain, far from the hole. A common feature of the constructions in [5, 12, 16, 17] above described is that the building blocks that constitute the core of the shape of the solutions are given by the positive solutions to (1.3), which are completely classified by the functions given by (1.2) and (1.5).
The aim of this work is to produce a new, different construction of sign-changing solutions to problem (1.1), which are build upon a limit profile given by an explicit sign-changing solution to (1.6) ∆u + |u| p−1 u = 0, in R n .
In [8] it is proven the existence of a sequence of finite-energy, sign-changing solutions Q k to (1.6), with a crown-like shape and energy of size (k + 1)S n (1 + o(1)), as k → ∞. For any k large, Q k is given by
whereφ is smaller than U * , in some sense that we precise later. The function U is given by (1.2) and U j are defined as
k (x − ξ j )). For any integer k large, the k points ξ j , j = 1, . . . , k are vertices of a regular polygon of k edges, contained in the (x 1 , x 2 )-plane, given by ξ j = 1 − µ 2 k (cos θ j , sin θ j , 0) ∈ R 2 × R n−2 , θ j = 2π(j − 1) k and the parameter µ k is defined as (1.8)
Observe that the previous definition gives
In other words, Q k is a crown-like function, with a central positive bubble, centered at the origin in R n , and a large number of negative copies of bubbles, centered at the vertices of a regular k-polygon sit in the (x 1 , x 2 , 0, . . . , 0)-plane, each one with a very sharp profile, as k → ∞. A property of these solutions that is central for our construction to work is that they are nondegenerate, as proved in [18] . In the class of bounded functions, the linearized operator around
has a kernel of finite dimension, equals to 3n. Section 2 is devoted to give a precise description of the main properties of these solutions, including their non-degeneracy. In this paper, we construct sign changing solutions to problem (1.1) using the function Q k as main building block, thus generating a new type of sign-changing solutions, different from the ones already known in literature [5, 12, 16, 17] .
Let Ω be a smooth bounded domain in R n , ε > 0 and Ω ε = Ω\B(0, ε). We consider the following problem
Our result states the following Theorem 1.1. There exists an integer k 0 such that for any integer k ≥ k 0 , there exists ε k , such that for any ε ∈ (0, ε k ), Problem (1.10) has a sign changing solution u ε , satisfying
where o(1) → 0 uniformly as ε → 0, and
This paper is organized as follows. In Section 2 we recall the main properties of the functions Q k , that are used in the rest of the paper. In Section 3, we define a first approximation to problem (1.10). We give the expansion of the energy functional at the first approximation in Section 4. The proof of Theorem 1.1 is contained in Section 5. Section 6 is devoted to solve a linear problem, and Section 7 is devoted to solve a nonlinear problem. Further properties on the functions Q k , which are new, are reported in the Appendix A.
2. Building blocks: Sign-Changing solutions Q k in R n
The solutions predicted by Theorem 1.1 are constructed as small perturbation of an initial approximation. This initial approximation is build using the entire, finite energy, sign changing solution Q k for the problem (1.6), which are mentioned in the Introduction. The existence of such solutions is proven in [8, 9] : this is a sequence of solutions, defined for any integer k sufficiently large. If we define the energy by
we have
where S n is a positive constant, depending on n. The solution Q = Q k decays at infinity like the fundamental solution, namely
where β n is a positive number and
Furthermore, the solution Q = Q k has a positive global non degenerate maximum at y = 0. To be more precisely we have
Another property for the solution Q = Q k is that it is invariant under rotation of angle 2π k in the y 1 , y 2 plane, namely
It is even in the y j -coordinates, for any j = 2, . . . , n (2.5) Q(y 1 , . . . , y j , . . . , y n ) = Q(y 1 , . . . , −y j , . . . , y n ), j = 2, . . . , n.
It respects invariance under Kelvin's transform:
The functionφ in (1.7) can be further decomposed. Let us introduce some cut-off functions ζ j to be defined as follows. Let ζ(s) be a smooth function such that ζ(s) = 1 for s < 1 and ζ(s) = 0 for s > 2. We also let ζ − (s) = ζ(2s). Then we set
in such a way that that ζ j (y) = ζ j (y/|y| 2 ).
The functionφ has the form
In the decomposition (2.7) the functionsφ j , for j > 1, are defined in terms ofφ 1
We have that
where q > n 2 , and (2.10)
On the other hand, if we rescale and translate the functionφ 1 (2.11) φ 1 (y) = µ n−2 2φ 1 (ξ 1 + µy) we have the validity of the following estimate for φ 1 (2.12)
The description of the solution Q in (1.7) is thus quite accurate. For later purpose, we observe that the region where Q changes sign is well understood: there exists 0 < R 1 < 1 < R 2 , positive, so that
In [18] , is was proved that these solutions are non degenerate. That is, fix one solution Q = Q k of problem (1.6) and define the linearized equation around Q as follows (2.14)
The invariances (2.4), (2.5), (2.6), together with the natural invariance of any solution to (1.6) under translation (if u solves (1.6) then also u(y + ζ) solves (1.6) for any ζ ∈ R n ) and under dilation (if u solves (1.6) then λ − n−2 2 u(λ −1 y) solves (1.6) for any λ > 0) produce some natural functions ϕ in the kernel of L, namely
These are the 3n linearly independent functions we introduce next:
and, for l = 3, . . . , n
To show (2.20) , let us introduce the following operator: for any set of parameters A = (λ, ξ, a, θ) ∈ R + × R n × R 2 × R 2n−3 and for any function f : R n → R, we define the following function
When f = Q = Q k is the non-degenerate solution to problem (1.6), for simplicity we define
In [11] it is proven that for any choice of A, the function Θ A is still a solution of (1.6), namely
Observe now that
Identities (2.23) and (2.24) say that z 0 is related to the invariance of Problem (1.6) with respect to dilation λ
. . , n, are related to the invariance of Problem (1.6) with respect to translation Q(y + ζ), z n+2 and z n+3 defined in (2.18) are related to the invariance of Problem (1.6) under Kelvin transformation (2.6). We shall see next that the function z n+1 defined in (2.17) is related to the invariance of Q under rotation in the (y 1 , y 2 ) plane, while the functions defined in (2.19) are related to the invariance under rotation in the (y 1 , y l ) plane and in the (y 2 , y l ) plane respectively.
Let us be more precise. Denote by O(n) the orthogonal group of n × n matrices P with real coefficients, so that P T P = I, and by SO(n) ⊂ O(n) the special orthogonal group of all matrices in O(n) with detP = 1. SO(n) is the group of all rotations in R n , it is a compact group, which can be identified with a compact set in R n(n−1) 2
. Consider the sub groupŜ of SO(n) generated by rotations in the (x 1 , x 2 )-plane, in the (x j , x α )-plane, for any j = 1, 2 and α = 3, . . . , n. We have thatŜ is compact and can be identified with a compact manifold of dimension 2n − 3, with no boundary. In other words, there exists a smooth injective map χ :Ŝ → R
is a compact manifold of dimension 2n − 3 with no boundary and χ −1 : χ(Ŝ) →Ŝ is a smooth parametrization ofŜ in a neighborhood of the Identity. Thus we write
where O is a compact manifold of dimension 2n − 3 with no boundary and R θ denotes a rotation inŜ. Let θ = (θ 12 , θ 13 , . . . , θ 1n , θ 23 , . . . , θ 2n ), and we write
where P ij (θ) is the rotation in the (i, j)−plane of an angle θ,
We have
and, for any l = 3, . . . , n,
Thus we have the validity of (2.20) as direct consequence of (2.23), (2.24), (2.25), (2.26).
In [18] it is proven that there exists a sequence of solutions Q = Q k of the form (1.7) which are non degenerate in the sense that (2.27) Kernel(L) = Span{z α : α = 0, 1, 2, . . . , 3n − 1}, or equivalently, any bounded (or any solution in D 1,2 ) of L(ϕ) = 0 is a linear combination of the functions z α , α = 0, . . . , 3n − 1. The non-degeneracy of Q is a crucial property for our construction.
The first approximation solution
Let η > 0 be a fixed and small number and let us introduce a set of parameters A = (λ, ξ, a, θ) ∈ R + × R n × R 2 × R 2n−3 with the properties that
where O is a compact manifold of dimension 2n−3 with no boundary which was introduced in the previous section. The elements in O represents the invariants of any solution to (1.6) generated by rotations in the (x 1 , x 2 )-plane, in the (x j , x α )-plane, for any j = 1, 2 and α = 3, . . . , n. Here, with abuse of notation, we identify a = (a 1 , a 2 ) ∈ R 2 , with a = (a 1 , a 2 , 0) ∈ R n .
For any set of parameters A = (λ, ξ, a, θ) ∈ R + × R n × R 2 × R 2n−3 , we now introduce the function,
θ (x − ξ)), where Θ A is defined in (2.22). More explicitly,
Observe that Q A solves the equation in (1.10), but it is far from satisfying the boundary conditions. For this reason, we correct Q A , introducing its projection onto H 1 0 (Ω ε ). Let us define P ε Q A to be
We next give the description of the asymptotic behavior of the projection P ε Q A for x ∈ Ω ε , as ε → 0. To do so, we need to introduce Green's function G(x, y) of the domain, namely G satisfies
where δ(x) denotes the Dirac mass at the origin, and its regular part H(x, y) := Γ(x−y)−G(x, y), where Γ denotes the fundamental solution of the Laplacian,
It is direct to see that
Furthermore, we introduce the function
This is a smooth function in the set of parameters τ , a and θ satisfying (3.2), (3.3), (3.4) . We have the validity of the following Lemma 3.1. Let η > 0 be fixed and assume that A = (λ, ξ, a, θ) ∈ R + × R n × R 2 × R 2n−3 satisfies (3.1)- (3.4) , with the additional assumption that ξ = λτ , and τ = 0. Let
where F is defined in (3.10) . Then there exists a positive constant c such that for any x ∈ Ω \ B(0, ε)
Proof. Let us introduce the scaled functionR(y) = λ
For any y ∈ ∂B(0, 1) we have that
If ξ = λτ , and τ = 0, then z = −τ + ε λ y, and a direct Taylor expansion gives that
uniformly for points y ∈ ∂B(0, 1). If τ = 0, then
Thus we get the estimates
) uniformly for y ∈ ∂B(0, 1).
Let us now take y ∈ ∂ Ω ε , and we havê
A comparison argument for harmonic functions implies that
This fact gives (3.11). Let us now denote by R λ (x) = ∂ λ R(x) and defineR µ (y) = λ
and
This fact gives (3.12).
We get the following estimates
, and
This fact gives (3.13). In a similar way, one gets estimates (3.14) and (3.15).
The expansion of the energy
In this Section, we give the expansion of the energy function J ε (P ε Q A ) which defined by
We have the following result.
Proposition 4.1. Let η > 0 be fixed, and
as ε → 0, where Π denote a smooth function of its variables, which is uniformly bounded as ε → 0 for (λ, ξ, a, θ) satisfying (3.1)- (3.4) . Here F is the function introduced in (3.10), and c 1 and c 2 are the constants
Proof. We compute the energy
Moreover, by a Taylor expansion, for some t ∈ (0, 1),
From (4.3), (4.4) and (4.5), we get
We will estimate each term in the following, and then the result in Proposition is a consequence of the following Lemmas.
Lemma 4.2. Let η > 0 be fixed, and
where Π is a smooth function of its variables, which is uniformly bounded as ε → 0 for (λ, ξ, a, θ) satisfying (3.1)- (3.4) .
Proof. We decompose it aŝ
for some δ > 0 fixed and small. In the region ε < |x| < δ we introduce the change of variables
, and using the change of variables z = y |y| 2 , we then havê
where B 2,ε := B(
Thus, the above estimate holds true for a generic function O(1) of the parameters (d, τ, a, θ), which is uniformly bounded as ε → 0. On the other hand, in the set |x| > δ we have that
This concludes the proof of the Lemma.
Lemma 4.3. Let η > 0 be fixed, and
where Π is a smooth function of its variables, which is uniformly bounded as ε → 0 for (λ, ξ, a, θ) satisfying (3.1)- (3.4) . Here F is the function introduced in (3.10).
Proof. By Lemma 3.1, we havê
To estimate I 1 , we writê
for some positive, small and fixed δ. In the first region, the function H is smooth, and in particular it has bounded derivatives. Thus, by Taylor expansions, we get
Taking the change of variables y = x−ξ λ , using the invariance of Q under Kelvin transform, and using the change of variables z = y |y| 2 , we get
Thus we get
On the other hand, using again the change of variables y = x−ξ λ one finds directly that
On the other hand, we observe that, in the region where |x| > δ, one has
where the constant C is independent of ε. Indeed, to prove (4.11), we start with the observation that, in the region under consideration, one has
for some constant c, independent of ε. Now, if we set y = x λ , we have, in the region under consideration
Thus the validity of (4.11) follows. A direct consequence of (4.11) iŝ
Then, we find
Let us now estimate I 2 . We split the integral as followŝ
Using again (4.11), we see that´Ω
2 ). Using the invariance of Q under Kelvin transform, and using the changes of variables, first y = x−ξ λ and then z = y |y| 2 , we get
We conclude with the estimate for I 3 . We use the result in Lemma 3.1, and in particular estimate (3.11) , to get
for some positive constant c. This concludes the proof of Lemma.
Lemma 4.4. Under the same assumptions as in Proposition 4.1, it holdŝ
Proof. Using (4.6), we have
Then (4.16) follows from (4.17) to (4.19).
We conclude this section with the proof of (4.2). More precisely, we prove
as ε → 0, where Π is a smooth function of the variables (d, τ, a, θ), which is uniformly bounded as ε → 0 for (λ, ξ, a, θ) satisfying (3.1)-(3.4). The estimates for the other derivatives can be obtain in a similar way.
Proof of (4.20):
Since the function P ε Q A satisfies (3.6), we find
By a Taylor expansion, for some t ∈ (0, 1),
From Lemma 4.3, we have that
Moreover, for the second term in (4.21), by Lemma 3.1, we havê
where I 1 and I 2 are defined in (4.9), with
and from Lemma 3.1, we have |∂ λ R(x)| ≤ cλ −1 |R(x)|, then by (4.15), we get
Lastly, using Lemma 3.1, as a computation in Lemma 4.3, we have
as ε → 0, where Π is a smooth function of the variables (d, τ, a, θ), which is uniformly bounded as ε → 0 for (λ, ξ, a, θ) satisfying (3.1)-(3.4).
Therefore, by (4.21), (4.22), (4.23) and (4.24), we obtain
That is, (4.20) holds.
Scheme of the proof
By the change of variable,
In expanded variable, the solution that we are looking for looks like
where P ε Q A is defined in (3.6). We observe that the function V is nothing but the projection onto
We also observe that, if A = (λ, ξ, a, θ), then
since λ = d √ ε and ξ = λτ , where Q A is given in (3.5).
Rewriting the result contained in Lemma 3.1, we see that as ε → 0,
uniformly on compact sets of D ε . Here ΞÃ(y) is a smooth function, which is uniformly bounded for y ∈ D ε , as ε → 0, and for sets of parametersÃ satisfying (3.1)-(3.4).
In terms of φ, problem (5.2) becomes
Consider the following functions, for any j = 0, 1, 2, . . . , 3n − 1,
where Θ A is the operator defined in (2.21). Observe that
In order to solve problem (5.5), we first consider the linear problem. Let η > 0 be fixed as in (3.1), and assume that the set of parameters A = (λ, ξ, a, θ) ∈ R + × R n × R 2 × R 2n−3 satisfies (3.1)-(3.4). Given a function h, we consider the problem of finding a function φ and real numbers c j , j = 0, 1, 2, . .
Dε V p−1 Z j φdy = 0, for all j = 0, 1, 2, . . . , 3n − 1.
(5.10)
In order to perform an invertibility theory for L subject to the above orthogonality conditions, we introduce some proper weighted L ∞ -norms. We start with for
where (5.12)
This L ∞ weighted norm, which allows singularity at 0, is suitable to estimate the right hand side h in (5.10). The estimate of E * * , where E is the function defined in (5.7), is crucial for our argument, as it will become clear later on. We claim that there exists a positive constant C, independent of ε, so that
Let us now consider the region y ∈ D ε , and |y| < 1. In this region, the function E can be estimated as follows
since in the region we are considering one has |y| > √ ε. With this, (5.13) is proven. We now introduce an appropriate norm to estimate a solutions to (5.10). This norms depends on the dimension of the space. For a function ψ defined on D ε , we define
for some σ > 0, and
Equation (5.10) is solved in the following proposition, whose proof is postponed to Section 6.
Proposition 5.1. Let η > 0 be fixed as in (3.1) , and assume that the set of parameters A = (λ, ξ, a, θ) ∈ R + × R n × R 2 × R 2n−3 satisfies (3.1)- (3.4) . Then there are numbers ε 0 > 0, C > 0, such that for all 0 < ε < ε 0 and all h ∈ C α (D ε ), problem (5.10) admits a unique solution φ := T ε (h). Moreover, 
The solvability of problem (5.19) is established in next Proposition, whose proof is postponed to Section 7. 
We now introduce the finite dimensional restriction
with V defined by (5.3) and φ is the unique solution to problem (5.19) given by Proposition 5.2, and I ε is the energy functional associated to problem (5.2), given by
Proof. We claim that if (d, τ, a, θ) if a critical point for F ε , then We first differentiate F ε with respect to d, then we have
Let us assume the validity of these equalities. From (5.19), we have
where
and, for l = 3, . . . , n,
Using (2.23), (2.24), (2.25), (2.26), a direct computation giveŝ
where the functions z j are the ones defined in (2.15), (2.16), (2.17), (2.18), (2.19) . Therefore, the condition ∇ (d,τ,a,θ) F ε (d, τ, a, θ) = 0 give the 3n conditions
that give necessarily that c j = 0 for all j = 0, . . . , 3n − 1. This concludes the proof of the Lemma. We shall now prove (5.26). Since the arguments are similar, we prove the first formula in (5.26). Observe that
From Lemma 3.1 and (5.8),
where ΘÃ(y) is uniformly bounded as ε → 0. Now, observe that
Taking into account that ∂ ∂d φ * = o(1), as ε → 0, we get that
Lemma 5.4. Assume the conditions of Proposition 5.1 are satisfied. Then we have the following expansion
2 )Θ, where Θ is C 1 uniformly bounded, independent of ε.
Proof. By a Taylor expansion and the fact that
DI ε (V + φ)[φ] = 0, we have F ε (d, τ, a, θ) − I ε (V ) = I ε (V + φ) − I ε (V ) =ˆ1 0 D 2 I (V + tφ) [φ, φ]t dt =ˆ1 0ˆDε |∇φ| 2 − p(V + tφ) p−1 φ 2 t dt.
From (5.19), we have
2 ) Θ, (5.28) uniformly with respect to (d, τ, a, θ) in the considered region, where Θ is uniformly bounded, independent of ε. Here we used the facts E * ≤ Cε n−2 2 and φ * ≤ Cε n−2 2 . By a similarly way, using the facts ∇ (d,τ,a,θ) E * ≤ Cε n−2 2
and ∂ (d,τ,a,θ) φ * ≤ Cε n−2 2 , we can obtain
2 )Θ. This ends the proof of Lemma.
Proof of Theorem 1.1. By Lemma 5.3, we know that u( √ εy) = ε .2) we find
where Ψ is defined as
with F given in (3.10) and Θ is a smooth function of its variables, which is uniformly bounded, together with its first derivatives, as ε → 0 for (λ, ξ, a, θ) satisfying (3.1)-(3.4). Thus our result is proven provided we find a critical point, stable under C 1 perturbation, of the function Ψ.
Firstly, we observe that The rest of the paper is devoted to prove in details all the facts stated until now. 
for certain constants c j , depending on ε, with h ε * * → 0 while φ ε * remains bounded away from 0 as ε → 0. We first establish the slightly weaker assertion that
with ρ > 0 a small fixed number, where
if n ≥ 4, and
To do this, we assume the opposite, so that with no loss of generality we may take φ ε ρ = 1.
We claim that
Testing equation (6.4) against Z i , integrating by parts twice we get that
Thus, we conclude that
from which (6.2) readily follows.
Proof of (6.4). From (5.8) and (5.9), we observe that 
The last equality follows from Lemma 8.1 in the Appendix. This concludes the proof of (6.4).
Proof of (6.5). We start from the first estimate. Let (2.19) gives that, for some constant C,
From Lemma 3.1, we see that
Thus we have the following estimate
To estimate´D ε g i φ, we estimate separately´I
Consider first the case p ≥ 2. In dimensions 5 and 6, one has
In analogous way, one has
as ε → 0, in dimensions 4 and 3. Similar estimates hold also in dimensions 4 and 3. Thus the first estimate in (6.5) holds true in dimensions 3 to 6. Let us consider now n ≥ 7, that is p < 2. Define R ε = {y ∈ D ε : |QÃ(y)| ≤ ε}. We have
Thus, we get ˆI
for some a > 0 small. Thus we get the validity of the first estimate in (6.5). Let us discuss now the second estimate in (6.5). We writê
We observe that
and ˆ∂
The second estimate in (6.5) is thus proven.
Proof of (6.6). We directly see that
φε ρ+ hε * * |x| σ if n = 4;
φε ρ+ hε * * 1+|x|
if n = 3, for |x| > 1.
And similarly,
φε ρ+ hε * * |x| σ+1
if n = 4;
for |x| < 1 and (6.13)
for |x| > 1.
Assume for the moment the validity of these estimates. Since ρ is arbitrarily small and φ ε ρ = 1, the estimates above imply that that φ ε L ∞ (B(0,R 1 )\B(0,R 2 )) > γ for certain R 1 > R 2 > 0 and γ > 0 independent of ε. Then local elliptic estimates and the bounds above yield that, up to a subsequence, φ ε converges uniformly over compacts of R n to a nontrivial solutionφ of ∆φ + p|Q| p−1φ = 0, (6.14)
which besides satisfies
In dimension n = 3 this means |φ(x)| ≤ C|x| 2−n . In higher dimension, a bootstrap argument of φ solution of (6.14), using estimate (6.15), gives |φ(x)| ≤ C|x| 2−n . Thanks to non degenerate result in [18] , this implies thatφ is a linear combination of the functions z j , defined in (2.15), (2.16), (2.17), (2.18) and (2.19) . On the other hand, dominated convergence Theorem gives that the orthogonality conditions´D ε φ ε V p−1 Z j = 0 pass to the limit, thus gettinĝ
Hence the only possibility is thatφ ≡ 0, which is a contradiction which yields the proof of φ ε ρ → 0. Moreover, we observe that
We shall show the validity of (6.10) and (6.11). To get (6.12) and (6.13), one proceeds in a similar way, using the fact the function φ ε is of class C 1 and
Using the definitions of the norm in (5.11), we get that, for |x| ≤ 1,
as consequence of (8.12), in Lemma 8.3. Consider now |x| > 1. In this region we have
as consequence of (8.13), in Lemma 8.3. Arguing similarly, and using (6.7), we see that, for |x| < 1,
if n ≥ 4;
and, for |x| > 1,
In order to estimate g 1 , we consider first n ≥ 5. For |x| ≤ 1, we use (8.13) to get (6.20)
and (8.12) to get, for |x| > 1
In a similar way, we have, for |x| > 1,
and (6.23)
Collecting together estimates (6.16)-(6.23), we obtain the validity of (6.10) and (6.11).
Step 2: The existence of solution to (5.10). To do this, let us consider the space
endowed with the usual inner product [φ, ψ] =´D ε ∇φ∇ψ. Problem (5.10) expressed in weak form is equivalent to that of finding a φ ∈ H such that
With the aid of Riesz's representation theorem, this equation gets rewritten in H in the operational form
with certainh ∈ H which depends linearly in h and where L ε is a compact operator in H. Fredholm's alternative guarantees unique solvability of this problem for any h provided that the homogeneous equation φ = T ε (φ) has only the zero solution in H. Assume it has a nontrivial solution φ = φ ε , which with no loss of generality may be taken so that φ ε * = 1. But for what we proved before, necessarily φ ε * → 0. This is certainly a contradiction that proves that this equation only has the trivial solution in H. We conclude then that for each h, problem (5.10) admits a unique solution. Standard arguments give then the validity of (5.17).
We next analysis the dependence of the solution φ to (5.10) on the parameters A ′ = (d, τ, a, θ). Let us define A ′ = (A 1 , A 2 , . . . , A 3n ) the components of the vector A ′ . Let us differential φ with respect to A s , for some s = 1, . . . , 3n. We set formally Z = ∂ ∂As φ. Then Z satisfies the following equation
Here e j = ∂ As c j . Besides, from differentiating the orthogonality condition´D
Let us consider constants b i such that
These relations amount to
Since this system is diagonal dominant with uniformly bounded coefficients, we use it is uniquely solvable and that
On the other hand, we have that (6.27) where e j = ∂ ∂As c j and
Thus we have that η = T ε (f ). Moreover, we easily see that
On the other hand
since we have that c i = O( h * * ). We conclude that
Reciprocally, if we define
with b j given by relations (6.25) and f by (6.28), we check that indeed Z = ∂ As φ. In fact Z depends continuously on the parameters A ′ and h for the norm * , and Z * ≤ C h * * for parameters in the considered region.
In other words, we proved that (d, τ, a, θ) → T ε is of class C 1 in L(L ∞ * * , L ∞ * ) and, for instance,
where f is given by (6.28) and b j by (6.25) . This concludes the proof. 
where N (φ) and E are defined respectively by (5.6) and (5.7). We already showed in (5.13) that E * * ≤ Cε n−2 2 . To estimate N (φ), it is convenient, and sufficient for our purposes, to assume φ * < 1. Note that, if n ≤ 6, then p ≥ 2 and we can estimate
and hence
for |x| < 1, and
and thus
ε p φ * 1+|x| 4 if |x| > 1 Let us consider now the case |φ| ≤ 1 2 V . In this case, we have that |N (φ)| ≤ C|V | p−1 |φ|, for some constant C. Thus, for |x| < 1, we get
while for |x| > 1,
Combining these relations we get
Now, we are in position to prove that problem (5.19) has a unique solution φ = φ + ψ, with
with the required properties. Here T ε denotes the linear operator defined by Proposition 5.1, namely φ = T ε (h) solves (5.10). We see that problem (5.19) is equivalent to solving a fixed point problem. Indeed φ =φ +ψ is a solution of (5.19) if and only if
We proceed to prove that the operator A ε defined above is a contraction inside a properly chosen region. Since E * ≤ Cε .3) we conclude that, for ε sufficiently small and any η ∈ F we have
If we choose R big enough in the definition of F , we get then that A ε maps F in itself. Now we will show that the map A ε is a contraction, for any ε small enough. That will imply that A ε has a unique fixed point in F and hence problem (5.19) has a unique solution. For any η 1 , η 2 in F we have
hence we just need to check that N is a contraction in its corresponding norms. By definition of N DηN ε (η) = p[(V +η)
Arguing as before, we get c ∈ (0, 1) such that
This concludes the proof of existence of φ solution to (5.19) , and the first estimate in (5.20) . The regularity of the map (d, τ, a, θ) → φ can be proved by standard arguments involving the implicit function, and then we get the estimate (5.21), which can be seen in [18] .
Appendix
Let us recall that the existence of Q was obtained in [8, 9] , and also we will use some facts and computations in [18] . We have
and the functionφ is described in (2.7). Let us now define the following functions π α (y) = ∂ ∂y αφ (y), for α = 1, 2, · · · , n; π 0 (y) = n − 2 2φ (y) + ∇φ(y) · y.
Observe that the function π 0 is even in each of its variables, namely
while π α , for α = 1, 2, · · · , n is odd in the y α variable, while it is even in all the other variables. Furthermore, all functions π α are invariant under rotation of 2π k in the first two coordinates, namely they satisfy (2.4). Now let us define the functions
We note that, by symmetry and (8.5) in [18] , we havê
We have the following results. (1.9) . It holds that,
for i = 0, 1, 2, · · · , 3n − 1, where n 2 < q < n andc is as in (8.2) . Moreover, there exists C > 0 such that
Proof. We will give the proof for the case i = 0 in (8.3), and the others can be obtained in the same way. Moreover, (8.4) follows directly from the definition of z i and the results of Proposition 2.1 in [18] . We havê
Next we estimate each term as follows.
Estimate of A 1 : We have
and by (2.7)-(2.12), we have
Thus
Herec is as in (8.2).
Estimate of A 2 : We have
Moreover,
Therefore, we obtain
Estimate of A 3 : We have
Estimate of A 4 : We have where q ∈ ( n 2 , n) andc is a positive constant, which is defined in (8.2) .
Proof. We will only consider the case i = 1, j = n + 2, and the case i = 2, j = n + 3 can be proved in a similar way. Moreover, we omit the proof for the other cases, which can be obtained easily by using the definition of z i and the symmetry. We havê 
