We use modified traces to renormalize Lyubashenko's closed 3manifold invariants coming from twist non-degenerate finite unimodular ribbon categories. Our construction produces new topological invariants which we upgrade to 2+1-TQFTs under the additional assumption of factorizability. The resulting functors provide monoidal extensions of Lyubashenko's mapping class group representations, to be discussed in a separate paper. This general framework encompasses important examples of non-semisimple modular categories coming from the representation theory of quasi-Hopf algebras, which were left out of previous non-semisimple TQFT constructions.
Introduction
In this paper we show how to construct a topological invariant of closed 3dimensional manifolds out of any finite unimodular ribbon category C satisfying a weak non-degeneracy condition, and how to extend it to a 2+1-dimensional Topological Quantum Field Theory (TQFT for short) in case C is also factorizable. Our results generalize several previous constructions, from , which we recover when C is semisimple, to Lyubashenko's mapping class group representations [L94] , as we will show in a separate work, to the family of non-semisimple TQFTs constructed in [DGP17] using finite-dimensional factorizable ribbon Hopf algebras. The advantage of our new approach is that some important categories, such as those coming from the representation theory of quantum sl 2 at even roots of unity [CGR17] , did not fit in the previous framework, and were therefore not eligible for a TQFT construction up to now.
Let us state our main result. First, recall that, paraphrasing Atiyah [A88], a 2 + 1-TQFT can be defined as a symmetric monoidal functor from a category of cobordisms of dimension 2 + 1 to a category of vector spaces over a field k. The use of indefinite articles in this definition is motivated by the fact that both cobordisms and vector spaces are usually allowed to carry additional structures, which can vary according to the specific construction, and it is customary to refer to all such functors as TQFTs. In this paper, the relevant structure in the definition of our source category depends on the choice of a finite ribbon category C. Very roughly speaking, it consists in decorations given by special sets of oriented vertices labeled with objects of C embedded into surfaces, and by special oriented graphs labeled with objects and morphisms of C embedded into cobordisms. The crucial property of these decorations is a certain admissibility condition whose goal is to ensure every connected component of every closed cobordism in our source category contains at least one projective object of C among the labels of its embedded graph. This results in the definition of the admissible cobordism categoryČob C of Section 4.3. One important difference betweenČob C and usual cobordism categories is thatČob C is not rigid, unless C is semisimple. It is actually this property that, under suitable hypotheses for C, allows us to useČob C as the domain of our TQFT. More precisely, we employ the term modular category in the non-semisimple sense to denote a finite factorizable ribbon category. Then, let us use the notation C(V, W ) for the vector space of morphisms from V ∈ C to W ∈ C, and let us write L = X∈C X * ⊗ X ∈ C for the coend in C, see Section 2.4. We show in Theorem 4.12 and Proposition 4.17:
Theorem 1.1. If C is a modular category over an algebraically closed field k, then there exists a 2 + 1-TQFT V C :Čob C → Vect k mapping every closed surface of genus g decorated with n positive vertices labeled by V 1 , . . . , V n ∈ C to a vector space isomorphic to the linear dual of C(L ⊗g ⊗ V 1 ⊗ . . . ⊗ V n , ).
1.1. Previous results. In order to put our work into perspective, let us recall a brief history of non-semisimple quantum topology. At the beginning of the '90s, Hennings constructed the first family of so-called non-semisimple quantum invariants of closed 3-manifolds [H96] . The main algebraic tool used in the process is a finite-dimensional ribbon Hopf algebra H. The construction requires certain algebraic conditions of H, namely unimodularity and twist non-degeneracy, but it does not require semisimplicity, hence the name. When H is semisimple, his results recover the Reshetikhin-Turaev invariant of [T94] associated with the category of finite-dimensional representations H-mod. In 1994 Lyubashenko generalized Hennings' construction, and simultaneously obtained representations of mapping class groups of surfaces [L94] . In his approach, the Hopf algebra H and its category of representations H-mod are replaced with a general finite ribbon category C. This time, in order to obtain mapping class group representations, the requirement is that C should be factorizable. This means that the natural Hopf pairing defined on the coend L ∈ C has to be non-degenerate, or equivalently that the only transparent objects of C have to be direct sums of the tensor unit [S16] .
When the category C is of the form H-mod for some finite-dimensional factorizable ribbon Hopf algebra H, then Lyubashenko's invariant recovers Hennings' one. In 2001 Kerler and Lyubashenko constructed 2-functorial extensions of these mapping class group representations, but only for 3-dimensional cobordisms with corners between connected surfaces with boundary [KL01] . Indeed, they found deep obstructions when trying to translate the monoidal structure induced by disjoint union of surfaces and cobordisms into the one induced by tensor product of vector spaces and linear maps. More precisely, if C is non-semisimple, then its corresponding Lyubashenko invariant vanishes against all closed 3-manifolds whose first Betti number is strictly positive [O95, K96b] . This means a TQFT extending Lyubashenko's invariant would have to assign 0-dimensional vector spaces to every closed surface, which is contradictory. These difficulties were recently overcome through the use of so-called modified traces, whose theory was developed in [GPT07, GKP10, GKP11, GPV11, BBG18, GKP18]. These techniques were first used in a different, not necessarily finite setting for the construction of certain non-semisimple quantum invariants of closed 3-dimensional manifolds known as CGP invariants [CGP12] . These invariants have later been upgraded to 2 + 1-dimensional TQFTs, at first only for the socalled unrolled version of the quantum group of sl 2 at roots of unity [BCGP14] , and then in general, and even for higher categorical analogues called 1 + 1 + 1dimensional Extended TQFTs (ETQFTs for short) [D17] . The main algebraic ingredient for these constructions is provided by relative modular categories, which are (not necessarily semisimple) ribbon categories featuring a possibly infinite number of isomorphism classes of simple objects. The resulting quantum invariants and (E)TQFTs are defined for manifolds and cobordisms decorated with 1-dimensional cohomology classes, and symmetric monoidality holds in a graded sense. This theory generalizes the standard approach of Reshetikhin-Turaev in a different direction with respect to the one of Kerler-Lyubasheko, as the intersection between relative modular categories and finite factorizable ribbon categories is limited to semisimple modular categories.
More recently, modified traces were also used to renormalize Hennings' construction, at first only for the restricted quantum group of sl 2 at roots of unity [BBG17] , and then for general twist non-degenerate finite-dimensional unimodular ribbon Hopf algebras H [DGP17] . The resulting quantum invariants of closed 3-manifolds contain some classical ones, such as Kashaev's invariants of knots [K96] and their generalized versions [M13] . Renormalized Hennings invariants are profoundly different from the original ones, as they extend to fully monoidal TQFTs whenever H is factorizable. They have been shown to coincide with CGP invariants associated with the trivial cohomology class in the case of quantum groups at roots of unity of odd order [DGP18] . However, all these constructions were performed in the special framework of Hopf algebras, and it is natural to wonder whether this restriction is necessary. This work provides the first step towards a categorical formulation of the constructions above.
1.2. Summary of the construction. In this paper, we use modified traces for arbitrary finite ribbon categories in order to renormalize Lyubashenko's 3manifold invariants, and to extend them to 2+1-TQFTs. The construction is divided into three main parts:
(i ) In Section 2, we recall the algebraic setup we need for our topological constructions. This includes definitions of modified traces and coends, together with their structure and properties, as well as some important consequences of unimodularity and factorizability. (ii ) In Section 3, we build closed 3-manifold invariants in the context of twist non-degenerate finite unimodular ribbon categories by suitably combining Lyubashenko's work with the theory of modified traces. Our construction is parameterized by tensor ideals, meaning every non-zero modified trace on a tensor ideal determines a topological invariant. (iii ) In Section 4, we extend these 3-manifold invariants to 2+1-TQFTs in the setting of finite factorizable ribbon categories. This is done by applying the universal construction of [BHMV95] .
Let us quickly outline the construction. First of all, we start by considering a twist non-degenerate finite unimodular ribbon category C, as defined in Sections 2.2 and 2.6, which provides the basic ingredient for Lyubashenko's 3-manifold invariant L C . The construction crucially exploits the universal property of the coend L ∈ C, which has the following topological significance: every isotopy class of so-called complete bottom tangle presentations of an -component link determines uniquely a morphism in C from L ⊗ to .
In the same spirit as in [BBG17, DGP17] , the idea is to add modified traces to our toolbox for the construction. In order to do this, we need to work with a mild generalization of ribbon graphs called bichrome graphs, which have edges of two kinds: red and blue. While blue edges are labeled as usual with objects of C, red edges are unlabeled, and they play a different role in the construction. Indeed, they should be treated as portions of surgery presentations of closed 3-manifolds. This means they should be evaluated using a special morphism Λ ∈ C( , L) called the integral of the coend L ∈ C. All this is made precise by the construction of the Lyubashenko-Reshetikhin-Turaev functor F Λ , to which we devote Section 3.1. The advantage is that the blue part of closed bichrome graphs can now be used to incorporate modified traces in the construction. If a tensor ideal I in a pivotal category admits a non-zero modified trace t, which in general is not unique, we have means of evaluating endomorphisms in I non-trivially, even when the standard categorical trace vanishes. For instance, in our setting I = Proj(C) is always a possible choice, in which case t always exists, and is unique up to scalar. However, if we want to use t as a tool for extracting topological information out of a bichrome graph T , we need to assume there exists a blue edge of T labeled by an object of I. This leads to the definition of admissible bichrome graphs, which can be fed to a renormalized invariant F Λ,t obtained by combining the functor F Λ with the modified trace t. Up to rescaling F Λ,t using so-called stabilization coefficients, an operation which requires twist non-degeneracy of C, we obtain a topological invariant of closed 3-manifolds decorated with admissible bichrome graphs. More precisely, let M be a closed 3-manifold, let T be an admissible bichrome graph embedded into M , and let L be a surgery presentation of M , which we interpret as a red framed link in S 3 with components and signature σ(L). We define the renormalized Lyubashenko invariant as
where the coefficients D and δ are related to stabilization coefficients as explained in Section 3.2. We show in Theorem 3.8 that this is indeed an invariant of the pair (M, T ). When C is semisimple its only non-zero ideal is I = C, its only non-zero trace, up to scalar, is t = tr C , and L C,I recovers the standard Reshetikhin-Turaev invariant. When C is the representation category of a twist non-degenerate finite-dimensional unimodular ribbon Hopf algebra, then L C,I generalizes the renormalized Hennings invariant of [DGP17] , whose construction was performed in the special case I = Proj(C).
The second construction of this paper requires a framework which is slightly more rigid. Indeed, in order to extend the renormalized Lyubashenko invariant to a TQFT V C :Čob C → Vect k , we need to assume C is also factorizable, and we also need to pick the ideal I = Proj(C) as a domain for our modified trace t. Then, the universal construction of [BHMV95] provides a general procedure for the definition of a functorial extension of L C := L C,Proj(C) . Just like in [DGP17] , we work with a categoryČob C of admissible cobordisms. Decorations for objects are essentially provided by embedded sets of blue marked points carrying framings, orientations, and labels, which is what we get when we intersect transversely a surface with a bichrome graph inside a closed 3-manifold, if we avoid all red edges. Consequently, decorations for morphisms are essentially provided by bichrome graphs properly embedded into cobordisms, although not by arbitrary ones. Indeed, we require the presence of a blue edge labeled by a projective object of C, but only for connected components which are disjoint from the incoming boundary. This means for example that coevaluation morphisms for surfaces without points labeled by projective objects of C are not allowed in our construction, while evaluation morphisms are. With this definition in place, we can consider for every decorated surface ∈Čob C vector spaces V( ) and V ( ) freely generated by cobordisms of the form M : ∅ → and of the form M :
→ ∅, respectively. The state space V C ( ) of is then defined as the quotient of V( ) with respect to the radical of the bilinear form
This automatically induces a functor V C :Čob C → Vect k . The remaining step is to establish monoidality on objects, the hardest part of the construction, which is done in Theorem 4.12. Finally, in Section 4.7 we prove that state spaces obtained from the above quotient construction agree with morphism spaces in C as stated in Theorem 1.1. We will show in a forthcoming paper that the mapping class group representations induced by V C on these spaces are isomorphic to the ones introduced by Lyubashenko in [L94] . When C = H-mod for a finite-dimensional factorizable ribbon Hopf algebra H, our construction is equivalent to the one of [DGP17] , in that it produces essentially same functor, although there are some slight differences: our notion of bichrome graph is simpler, and certain proofs are more straightforward due to the universal property of the coend. Another advantage is that our construction allows now H to be a quasi-Hopf algebra, as long as it is still finite-dimensional, ribbon, and factorizable. It would be particularly interesting to study the case of quasi-quantum groups at roots of unity of even order [GR15, FGR17b, CGR17, GLO18, N18], since the corresponding quantum groups are not quasi-triangular.
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Conventions and notations. Throughout this paper, we fix an algebraically closed field k. The terms linear, vector space, and algebra will always be used as shorthand for k-linear, k-vector space, and k-algebra respectively. We denote by Vect k the linear category of vector spaces, and, if A is an algebra, we denote with A-mod the linear category of finite-dimensional left A-modules.
Unimodular, twist non-degenerate, and modular categories
In this section we collect definitions and results related to ribbon categories that we will need for our construction. In order to keep notation light, we appeal to a few coherence results. Indeed, thanks to Theorem XI.3.1 of [M71] , every monoidal category is equivalent, as a monoidal category, to a strict one. Furthermore, thanks to Theorem 2.2 of [NS05] , every pivotal category is equivalent, as a pivotal category, to a strict one. Therefore, throughout the whole section, we make the following assumption:
C is a finite ribbon category whose underlying pivotal category is strict 1 .
Finite ribbon categories. Following [EGNO15], a linear category is finite
if it is equivalent, as a linear category, to A-mod for some finite-dimensional algebra A. In particular, a finite linear category is abelian. By a finite ribbon category we mean a finite linear category which is in addition a ribbon category such that the tensor product ⊗ is bilinear and the tensor unit is simple. Equivalently, 1 When C is not a strict pivotal or even a strict monoidal category, it is easy to insert coherence isomorphisms in all equations appearing throughout this section.
in the language of [EGNO15] , C is a finite tensor category which is in addition ribbon. Thanks to Proposition 4.2.1 of [EGNO15] , the tensor product ⊗ is exact.
Our conventions for structure morphisms of C are as follows. Every object V in C has a two-sided dual V * , and we denote left and right duality morphisms by
The natural families of isomorphisms defining braiding and twist are denoted by
By definition, ϑ is a twist if and only if, for all V, W ∈ C, we have
These structural morphisms are graphically represented by
Remark that we read graphical representations of morphisms from bottom to top, interpreting upward and downward oriented strands as identity morphisms of their labels and of their duals respectively, with tensor product given by juxtaposition.
2.2. Projective objects and unimodularity. We write Irr ⊂ C for a choice of a set of representatives of isomorphism classes of simple objects of C, and we assume ∈ Irr. Since C is finite, Irr is a finite set. Projective covers exist in C, and we denote by P V the projective cover of V ∈ Irr. Any object of the form
where all n V are strictly positive, is a projective generator of C. We denote with Proj(C) ⊂ C the full subcategory of projective objects in C. Since C is rigid, the tensor product ⊗ is exact, and for P ∈ Proj(C) and V ∈ C it follows that P ⊗ V is again projective, see Section 4.2 of [EGNO15] . Furthermore, direct summands of projective objects are projective.
An important role in our construction is played by the projective cover P of the tensor unit , together with its canonical surjection ε : P → . Note that P is simple if and only if P ∼ = , and that in this case it follows that Proj(C) = C. Thus, C is semisimple if and only if P is simple.
A finite tensor category is called unimodular if P * ∼ = P .
Tensor ideals and traces.
Here we recall from [GKP10] the notion of a modified trace on a tensor ideal in C. By defintion, a tensor ideal I ⊂ C is a full subcategory which is closed under retracts (i.e. taking direct summands) and such that for all X ∈ I and V ∈ C we have X ⊗ V ∈ I.
The left and right partial traces of an endomorphism f ∈ End C (V ⊗ W ) are the endomorphisms tr L (f ) ∈ End C (W ) and tr R (f ) ∈ End C (V ) defined as A trace t on a tensor ideal I ⊂ C is a family of linear maps {t X : End C (X) → k} X∈I subject to the following conditions:
Since C is ribbon, conditions 2R) and 2L) above are equivalent [GKP10] .
We say a trace t on an ideal I ⊂ C is non-degenerate if for every V ∈ I and every W ∈ C the pairing t V (·•·) : C(W, V )×C(V, W ) → k is non-degenerate. An important example of a tensor ideal is the projective ideal Proj(C). It is shown in Theorem 5.5 and Corollary 5.6 of [GKP18] that:
Proposition 2.1. If C is also unimodular, then there exists a unique-up-to-scalar non-zero trace t on Proj(C), and furthermore t is non-degenerate.
2.4. Coends and ends. We will now recall some well-known facts about the end of the functor C × C op → C sending every (U, V ) ∈ C × C op to U ⊗ V * ∈ C and about the coend of the functor C op × C → C sending every (U, V ) ∈ C to U * ⊗ V ∈ C. We use the notation
for the end and the coend respectively, and for their corresponding dinatural transformations. See Sections IX.4-IX.6 of [M71] for a definition of dinatural transformations, ends, and coends, and see Section 4 of [FS10] or Section 3 of [FGR17a] for the specific coend L. In [L94] , L was used as a key ingredient for the construction of representations of mapping class groups of surfaces into certain morphism spaces of C that will appear in Section 4.1 too. The coend L carries the structure of a Hopf algebra in C [M93, L95] (the same holds for the end E, but we will not need it). For our conventions on braided Hopf algebras, as well as for a review of the construction of the Hopf algebra structure on L, we refer to [FGR17a] . Our notation for structure morphisms of L is
All these maps are determined by the universal property of L. Indeed, they are uniquely defined by
Remark that when C is not a strict pivotal category, canonical isomorphisms Y * ⊗ X * ∼ = (X ⊗ Y ) * for the product, ∼ = * ⊗ for the unit, and X ∼ = X * * for the antipode are needed. See Section 3.3 of [FGR17a] for more details.
The coend is equipped with a Hopf pairing ω : L ⊗ L → that will be important below, which is uniquely defined via the universal property of L by (6) Recall that ω being a Hopf pairing implies it satisfies 2.5. Integrals and cointegrals. Let us assume that C is in addition unimodu-
A left integral of L is defined similarly 2 . It is known that right/left integrals of L exist and are unique up to scalar, see Proposition 4.2.4 of [KL01] . Furthermore, as we are in the unimodular case, each left integral is also a right integral and vice versa, see Theorem 6.9 of [S14] . In other words, integrals are two-sided. Dually, we have left and right cointegrals of
and similarly for the left version. Just like for integrals, since we are in the unimodular case, we have the following.
Lemma 2.2. Cointegrals of L are two-sided.
Proof. The lemma is an immediate consequence of the following more general claim: for any morphism f : L → we have
To show this identity, compose both sides with i X from the right, and substitute the defining property of the coproduct ∆ given by Equation (4). Now Equation (13) is equivalent to Then, it is enough to notice that the endomorphisms in the dashed boxes are dual to each other, so that the above equality is a consequence of dinaturality.
Since both integrals and cointegrals for L are two-sided in the unimodular case, we can drop the prefix left/right. We will need the following technical result.
Lemma 2.3. Let Λ and Λ co be a non-zero integral and a non-zero cointegral of L respectively.
Proof. Part (i ) is proven in Theorem 4.2.5 of [KL01] (since we assume unimodularity, the object of integrals is the tensor unit). Part (ii ) follows from Lemma 3.13 of [DR12] by composing the first equality with id L ⊗ Λ co from the left and with Λ from the right, or equivalently by composing the second equality with Λ co ⊗ id L from the left and with Λ from the right (this is just a braided version of the argument showing Equation (2) of [R94] ). To see part (iii ), first establish (14) which is a dual version of Lemma 3.13 of [DR12] . Then, compose both equalities with Λ ⊗ id L from the right, compose the second one with S −1 from the left, and use the non-degeneracy of the pairing Λ co • µ : L ⊗ L → , which follows from Corollary 4.2.13 of [KL01] , together with with part (ii ) and with the identity
For later use, we note that parts (ii ) and (iii ) of Lemma 2.3 imply
2.6. Twist non-degeneracy. We introduce the T -transformation T : L → L on the coend as the unique morphism satisfying, for all V ∈ C, the identity
Definition 2.4. A unimodular finite ribbon category is twist non-degenerate if there exist non-zero constants ∆ ± depending on the normalization of Λ such that
gives an isomorphism between L and L * . Equivalently, a braided finite tensor category is factorizable if and only if all transparent objects are isomorphic to direct sums of the tensor unit [S16].
Definition 2.5. A modular category is a finite tensor category which is ribbon and factorizable.
We stress that a modular category in the above sense need not be semisimple.
Proposition 2.6. A modular category is unimodular and twist non-degenerate.
Proof. Unimodularity is proved in Lemma 5.2.8 of [KL01] . Twist non-degeneracy follows form the proofs of Lemmas 4.2.11 and 5.2.8 in [KL01] , but we sketch the argument here for the convenience of the reader.
Define p : L ⊗ L → as p := ε • T −1 • µ. Substituting the definition of µ, T, and ω, one verifies that for all V, W ∈ C, This shows that p is a non-degenerate pairing. In particular, p • (Λ ⊗ id L ) is a non-zero morphism. Substituting the definition of p and using Equation (11) we find p • (Λ ⊗ id L ) = ∆ − ε. This means ∆ − = 0. The proof that ∆ + = 0 is analogous.
For modular categories, we will later use (for the so-called Cutting Lemma) the following two properties of the cointegral Λ co . The first statement is a corollary of a more general result in [K96a] , see also Lemma 2.3 of [FGR17a] .
Lemma 2.7. Let C be unimodular and let Λ and Λ co be an integral and a cointegral of L satisfying Λ co • Λ = id . The Hopf pairing ω is non-degenerate if and only if there exists a non-zero coefficient ζ ∈ k * satisfying the equation
We call ζ the modularity parameter of Λ. Recall that both Λ and Λ co are unique up to scalar, and both ζ and Λ co depend on the choice of the normalization of Λ.
The next statement was proven in Corollary 6.4 of [GR17] .
Lemma 2.8. Let C be a modular category. There exists a unique morphism η : → P satisfying, for every V ∈ Irr, the equation
The universal properties of L and of E imply the existence of a unique morphism
We call D the Drinfeld map for the category C. The following result was proven in Proposition 4.11 of [FGR17a] .
Proposition 2.9. A braided finite tensor category is factorizable if and only if D is invertible.
Let k be the dinatural transformation whose component k X : L * → X ⊗ X * is given by (i X * ) * for every X ∈ C. Then k determines a unique morphism k :
Similarly, let be the dinatural transformation whose component X : X * ⊗ X → E * is given by (j X * ) * for every X ∈ C. Then determines a unique morphism˜ : L → E * satisfying
for every X ∈ C. These morphisms satisfy
Lemma 2.10. If Λ and Λ co are an integral and a cointegral of L satisfying Λ co • Λ = id , then the morphismD : E → L defined by satisfiesD • D = ζid L for the modularity parameter ζ ∈ k * .
Proof. First of all, we claim
To see this, remark that, for all X, Y ∈ C, we have (25)
Next, recall that by definitionω
see above Equation (9). Then, the proof is given by where the first equality follows from Equations (10) and (24), the second one from naturality of the braiding, the third one from Equation (7), the fourth one from Lemma 2.7 and from part (iii ) of Lemma 2.3, and the last one from the left-hand side of Equation (14), by composing both morphisms with id L ⊗ Λ from the right, and by using naturality of the braiding.
2.9. Semisimple case. We finish this first part by discussing what all the above notions and conditions amount to in case C is semisimple, so let us assume this for the remainder of the section. Let us start with ideals and traces. First of all, remark that the unit object ∈ C is projective. In fact, conversely, if ∈ C is projective, then C is semisimple, see Corollary 4.2.13 of [EGNO15] . Now, since ideals are absorbent under tensor products, Proj(C) = C, and so Lemma 17 of [GPV11] implies C is the only non-zero ideal of C. Therefore Proposition 2.1 implies the categorical trace tr C defined by
For what concerns coends, Lemma 2 of [K96a] gives
and if we denote with ι V ∈ C(V * ⊗ V, L) the canonical injection morphism for every V ∈ Irr, then for every object X ∈ C the component i X ∈ C(X * ⊗ X, L) of the dinatural transformation i is given by
where the object V i ∈ Irr and the morphisms
Next, Section 2.5 of [K96a] implies an integral Λ ∈ C( , L) and a cointegral Λ co ∈ C(L, ) satisfying Λ co • Λ = id are given by
where π V ∈ C(L, V * ⊗ V ) denotes the canonical projection morphism for every V ∈ Irr, and dim C (V ) := tr C (id V ) for every V ∈ C. Remark that this choice of normalization of Λ is not the same one as in [K96a] . It is rather the one we will need in the following in order to obtain the standard normalization of Kirby colors, in the language of [B03] , when applying our construction to the semisimple case. With this choice, twist non-degeneracy of C translates to the condition
where for every V ∈ Irr and every f ∈ End C (V ) the scalar f ∈ k is defined by f = f id V , and Λ and Λ co satisfy Equation (19) with
Closed 3-manifold invariants
In this section we renormalize Lyubashenko invariants of closed 3-manifolds [L94] through the use of modified traces. Our construction applies to all twist nondegenerate finite unimodular ribbon categories, although some of these conditions can be relaxed for most of the intermediate steps. Indeed, as a preparation, we define a functor F Λ , in Proposition 3.1, and a link invariant F Λ,t , in Theorem 3.3, whose construction does not require twist non-degeneracy. This additional hypothesis is first needed for the definition of the 3-manifold invariant L C,I in Theorem 3.8. Therefore, unless stated otherwise, in this section we adopt the following convention:
C is a finite unimodular ribbon category.
3.1. Lyubashenko-Reshetikhin-Turaev functor. We start with the definition of a monoidal functor from a category of partially C-colored ribbon graphs, featuring red and blue edges, to C. Red and blue edges play different roles in the construction: Red edges are related to the Lyubashenko invariant, they are uncolored, and they are to be evaluated using the right integral Λ on the coend L; Blue edges are more standard, they can be colored with any object of C, and they are to be evaluated using the Reshetikhin-Turaev functor F C . See Turaev's book [T94] for a reference about ribbon graphs and Reshetikhin-Turaev functors.
By a closed manifold we mean a compact manifold without boundary. Every manifold we will consider will be oriented, every diffeomorphism of manifolds will be positive, and all links and tangles will be both oriented and framed. If M is a manifold, then M , or sometimes also (−1)M , will denote the manifold obtained from M by reversing its orientation. The interval [0, 1] will be denoted I.
An (n, n )-tangle is a tangle with n incoming boundary vertices and n outgoing ones. An n-bottom tangle is a (2n, 0)-tangle whose 2k − 1th incoming boundary vertex is connected to its 2kth incoming boundary vertex by an edge directed from right to left for every 1 k n.
An n-bottom graph is a partially C-colored ribbon graph with edges divided into two groups, red and blue, and with coupons coming in two flavors, bichrome and blue, satisfying the following conditions: A 0-bottom graph is simply called a bichrome graph. See Figure 2 for an example of a 1-bottom graph together with its smoothing. Next, let us define the ribbon category R Λ of bichrome graphs 3 . An object
with matching framings, orientations, and labels.
A morphism of R Λ is blue if it features no red edge. The category R C of blue graphs is the subcategory of R Λ having the same objects, but featuring only blue morphisms. The Reshetikhin-Turaev functor F C is naturally defined on R C .
We
by adding 2n unlabeled red incoming boundary vertices to the left, with negative orientation in odd positions and positive orientation in even positions.
is a bichrome graph then we say an n-bottom graphT ∈ (n)R Λ ((ε, V ), (ε , V )) whose smoothing has no closed components is a complete n-bottom graph presentation of T if
We also say a set C of red edges of a morphism T of R Λ is a chain if all of its elements are contained in one and the same component of the smoothing of T . We use the term cycle to denote a maximal chain in T with respect to inclusion.
We can now explain how to extend the Reshetikhin-Turaev functor F C to a functor F Λ defined on R Λ . If (ε, V ) is an object of R Λ , then we set
The n-dinatural transformation ηT associates with every object (X 1 , . . . , X n ) ∈ C ×n the morphism
..,Xn) is the ribbon graph obtained from the n-bottom graphT by labeling its kth cycle with X k , by labeling every bichrome coupon intersecting it with either i X k or j X k , the structure morphisms of L and E defined in Section 2.4, for every integer 1 k n, and by forgetting the distinction between red and blue. The universal property defining L implies the object
.
Since the proof of Proposition 3.1 is rather long and technical, we postpone it to Appendix A.1. We call F Λ : R Λ → C the Lyubashenko-Reshetikhin-Turaev functor associated with the integral Λ. Recall that Λ is unique up to scalar, and F Λ depends on the choice of its normalization.
Renormalized Lyubashenko invariant of closed 3-manifolds.
For the next step of the construction, we need to consider an ideal I in C together with a trace t on I, so let us suppose such a t exists, and let us fix a choice, in case it is not unique. This key ingredient allows for the definition of a renormalized invariant of closed bichrome graphs which satisfy a certain admissibility condition. Indeed, in order to use the trace t, we need a blue edge whose color is an object of I. With this in place, we can define a renormalized Lyubashenko invariant of closed 3-manifolds equipped with admissible closed bichrome graphs. Theorems 3.3 and 3.8 prove the existence of such invariants.
We say a bichrome graph is closed if it features no boundary vertex, and we say it is admissible if it features a blue edge whose color is an object of I.
Remark 3.2. When C is semisimple, a bichrome graph is admissible if and only if it is non-empty, because every ideal in C coincides with C itself. Therefore, in that case, we assume the admissibility condition to be void, since for our purposes an empty graph can always be replaced by an unknot with label .
If T is a closed admissible bichrome graph and V is an object of I, we say an
where R Λ inherits its ribbon structure directly from R C . Theorem 3.3. If T is an admissible closed bichrome graph and T V is a cutting presentation of T then
is an invariant of the isotopy class of T .
Proof. The proof is similar to the one provided by [GPT07] . Indeed, if T V and T W are two different cutting presentations of T , we can find an endomorphism T V,W of ((+, V ), (+, W )) such that
Then the properties of the modified trace imply
We call F Λ,t the renormalized invariant of admissible closed bichrome graphs. Recall that Λ is unique up to scalar, and F Λ,t depends both on the choice of the normalization of Λ and on the choice of t. Let us illustrate with an example the difference between F Λ and F Λ,t in the case I = Proj(C): if T denotes the admissible closed blue graph (28)
because C(P , ) is generated by ε , C( , P ) is generated by η , and t is nondegenerate, as stated in Proposition 2.1.
Proposition 3.4. If T and T are closed bichrome graphs and T is admissible, then
Proof. If T V is a cutting presentation of T , then T ⊗ T V is a cutting presentation of T ⊗ T , and the proposition follows from the fact that
Next, let us state a couple of key properties of the functor F Λ which will be crucial for the construction. Similarly, if T is also closed and admissible, then F Λ,t (T ) = F Λ,t (T ). Remark 3.6. In Section 4.1, we need a slightly more general version of Proposition 3.5. Indeed, both F Λ and F Λ,t are actually invariant under orientation reversal of arbitrary red cycles, regardless of their intersection with bichrome coupons. Of course, we need to say what it means to reverse the orientation of a red cycle which is not disjoint from bichrome coupons. This is explained in Figure 3 using the morphismsk : L * → E and˜ : L → E * defined by Equations (21) and (22). The proof of the general statement is identical to the proof of Proposition 3.5.
Proposition 3.7. If T is a morphism of R Λ , if K is a red cycle of T which does not intersect bichrome coupons, and ifT denotes the morphism of R Λ obtained by sliding a blue or a red edge of T over K, then
Similarly, if T is also closed and admissible, then F Λ,t (T ) = F Λ,t (T ).
Since the proof of Propositions 3.5 and 3.7 is very similar in spirit to the proof of Proposition 3.1, we will postpone it to Appendix A.2. Now, recall the stabilization coefficients ∆ + and ∆ − of Definition 2.4. Assuming C is twist non-degenerate, meaning ∆ + ∆ − = 0, we can fix coefficients D, δ ∈ k * satisfying We call L C,I the renormalized Lyubashenko invariant of admissible closed 3manifolds. Recall that Λ is unique up to scalar, and L C,I depends both on the choice of the normalization of Λ and on the choice of t.
Remark 3.9. The notation F Λ,t (L ∪ T ) is slightly abusive, because T is actually contained in M . What we actually mean is that we have a diffeomorphism between S 3 (L) and M , and that T can be isotoped to be inside the image of the exterior of L in S 3 under this diffeomorphism. We can therefore pull back T to an admissible closed bichrome graph inside S 3 which does not intersect L, and which we still denote with T .
Remark 3.10. When the category C is semisimple then, thanks to Remark 3.2, L C,I recovers the standard Reshetikhin-Turaev invariant associated with C, see Section 2.9.
The next result establishes a relation between our invariant L C,I and the standard Lyubashenko invariant L C , whose defining formula is obtained from the one of L C,I by replacing F Λ,t with F Λ . Proof. It is enough to apply Proposition 3.4 to a surgery presentation for M #M given by the disjoint union of two surgery presentations for M and M .
2+1-TQFTs
In this section we extend the topological invariants constructed in Section 3 to TQFTs, and we provide an explicit characterization of the resulting state spaces. In order to do this, we will focus on the case of modular categories and ideals of projective objects. Let us start by gathering a short list of the ingredients we introduced up to now that will be used in the following:
(i ) C is a modular category, or in other words a finite factorizable ribbon category. In particular, C is unimodular and twist non-degenerate, and the Drinfeld map D : L → E between coend L and end E is an isomorphism, see Propositions 2.6 and 2.9. (ii ) Λ is a fixed integral of L, which uniquely determines both a cointegral Λ co of L satisfying Λ co • Λ = id and a modularity parameter ζ ∈ k * , see Lemma 2.7. 4.1. Algebraic state spaces. We start with the definition of a family of vector spaces which will be later identified with state spaces coming from the functorial extension of the invariant L C . For every integer g 0 and for every object V ∈ C we consider vector spaces
We define now a bilinear pairing ·, · g,V : X g,V × X g,V → k as follows: for every f ∈ X g,V and every f ∈ X g,V we set
Let now X g,V be the quotient of the vector space X g,V with respect to the right radical of the bilinear form ·, · g,V , and similarly let X g,V be the quotient of the vector space X g,V with respect to the left radical of the bilinear form ·, · g,V .
Then the pairing ·, · g,V induces a non-degenerate pairing ·, · g,V : X g,V ⊗ X g,V → k.
Lemma 4.1. For every integer g 0 and for every object V ∈ C we have X g,V = X g,V .
Proof. Let us consider a non-trivial vector f ∈ X g,V , and let us show there exists a vector f ∈ X g,V satisfying f , f g,V = 0. First of all, the composition η •f is a non-zero morphism of C(L ⊗g ⊗ V, P ). Then, since the trace t is non-degenerate, there exists a morphismf ∈ C(P , Indeed, this follows from Lemma 2.10 using the definition of the coproduct ∆ given by Equation (4) and of the mirrored pairingω given by Equation (9). 
Skein equivalence.
We introduce now the concept of skein equivalence for morphisms of R Λ . If (ε, V ) and (ε , V ) are objects of R Λ then we say two formal linear combinations
Such a skein equivalence will be denoted
Lemma 4.4 (Cutting Lemma). The modularity parameter ζ ∈ k * realizes, for every V ∈ Irr, the skein equivalence
Proof. If h V denotes the image under F Λ of the morphism represented in the left-hand side of Equation (29), then Equation (6) gives
Now Lemma 2.7 implies
and, thanks to Lemma 2.8, we have
Lemma 4.5. If G is a projective generator of C and V ∈ Proj(C), then there exist morphisms f Λ ∈ C(P , G * ⊗ G) and
Furthermore, if T is an admissible morphism of R Λ , if C is a red cycle of T , and ifT denotes the admissible morphism of R Λ obtained by replacing C withC using a blue edge of color V ∈ Proj(C) as shown in Figure 6 , then
Similarly, if T is also closed, then F Λ (T ) = F Λ (T ). Figure 6 . Red-to-blue operation. If C intersects a bichrome coupon, then the resulting blue coupon ofC is colored with either i G or j G according to its configuration, see Figure 1 .
We postpone the proof of Lemma 4.5 to Appendix A.3. We can now give an alternative proof of the twist non-degeneracy of C which also relates stabilization coefficients ∆ ± to the modularity parameter ζ.
Corollary 4.6. If C is a modular category then ∆ − ∆ + = ζ.
Proof. Let us choose for simplicity the projective generator G determined by Equation (2) with n V = 1 for all V ∈ Irr. Then we can decompose id G as Figure 7 . Skein equivalence witnessing ∆ − ∆ + = ζ.
for some epimorphism π P V ∈ C(G, P V ) and some monomorphism ι P V ∈ C(P V , G) for every V ∈ Irr. If V ∈ Proj(C) then, thanks to Equation (30) and Lemmas 4.4 and 4.5, we have the sequence of skein equivalences of Figure 7 , where (31) π := ε • π P ∈ C(G, ), ι := ι P • η ∈ C( , G).
On one hand, F Λ maps the left-hand side of Figure 7 to ∆ − ∆ + · ←− coev V . Indeed, the red link is obtained by sliding a +1-framed unknot over a −1-framed unknot, and F Λ is invariant under this operation thanks to Proposition 3.7. Then Definition 2.4, together with the definition of the counit ε in Figure (4) , implies the evaluation of F Λ against a ±1-framed unknot is equal to ∆ ± .
On the other hand, F Λ maps the right-hand side of Figure 7 
where the first equality follows Equation (31), the second and third ones from Lemma 2.8, the fourth one from dinaturality of i, the fifth one from Equation (30), the sixth one from the definition of f Λ in Lemma 4.5, and the last one from Lemma 2.3 by recalling our assumption Λ co • Λ = id .
4.3.
Admissible cobordism category and universal construction. Following Section 3.3 of [DGP17] closely, we first introduce a category of admissible cobordisms, and then we apply the universal construction of [BHMV95] to obtain a functorial extension of the renormalized Lyubashenko invariant L C given by Theorem 3.8. Before starting, we need to extend a few definitions to a more general setting. A blue set P inside a surface Σ is a discrete set of blue points of Σ endowed with orientations, framings, and colors given by objects of C.
A bichrome graph T inside a 3-dimensional cobordism M is a bichrome graph embedded inside M whose boundary vertices are given by blue sets inside the boundary of the cobordism. With this terminology in place, we can define the symmetric monoidal category Cob C . An object of Cob C is a triple (Σ, P, L) where:
A morphism M : → of Cob C is an equivalence class of triples (M, T, n) where:
(i ) M is a 3-dimensional cobordism from Σ to Σ ; (ii ) T ⊂ M is a bichrome graph from P to P ; (iii ) n ∈ Z is an integer called the signature defect. for the Lagrangian subspaces
are the embeddings induced by the structure maps of M and M . Here µ denotes the Maslov index, see [T94] for a detailed account of its properties.
The unit of Cob C is the unique object whose surface is empty, and it will be denoted ∅. The tensor product of objects , of Cob C is the triple It is straightforward to define dualities and trivial braidings which make Cob C into a rigid symmetric monoidal category.
We will now construct a functor extending the renormalized Lyubashenko invariant L C . Its domain however will not be the whole symmetric monoidal category Cob C , as there is no way of defining L C for every closed morphism of Cob C . Indeed, we will have to consider a strictly smaller subcategory.
Definition 4.7. The admissible cobordism categoryČob C is the symmetric monoidal subcategory of Cob C having the same objects but featuring only morphisms M = (M, T, n) which satisfy the following admissibility condition:
Every connected component of M disjoint from the incoming boundary contains an admissible bichrome subgraph of T .
We can now extend the renormalized Lyubashenko invariant to closed morphisms ofČob C by setting
for every closed connected morphism M = (M, T, n), and then by setting
for every tensor product of closed connected morphisms M 1 , . . . , M k .
We apply now the universal construction of [BHMV95] , which allows us to obtain a functorial extension of L C . If is an object ofČob C then let V( ) be the free vector space generated by the set of morphisms M : ∅ → of Cob C , and let V ( ) be the free vector space generated by the set of morphisms M : → ∅ ofČob C . Next, consider the bilinear form
Let V C ( ) be the quotient of the vector space V( ) with respect to the right radical of the bilinear form ·, · , and similarly let V C ( ) be the quotient of the vector space V ( ) with respect to the left radical of the bilinear form ·, · . We will use the notation [ · ] : V( ) → V C ( ) and [ · ] : V ( ) → V C ( ) for both projections. Remark that the pairing ·, · induces a non-degenerate pairing
and similarly let V C (M) be the linear map defined by
The construction we just provided clearly defines functors 
The same holds when switching the roles of and . Next, µ , is natural. Indeed, this follows immediately from
which holds for all M ∈ V( ) and M ∈ V( ), and for all M : → and
In particular its pairing with every vector of the form M M ∈ V ( ) for some M ∈ V ( ) and M ∈ V ( ) must be zero too. This means
Remark 4.9. Thanks to Remark 3.10, when the category C is semisimple V C is a TQFT, and it is precisely the standard Reshetikhin-Turaev one.
Surgery axioms.
We move on to study the behaviour of L C under decorated index k surgery for k ∈ {0, 1, 2}. This topological operation was introduced in Section 3.4 of [DGP17] in the context of factorizable Hopf algebras, but everything can be directly adapted to our setting. Indeed, for every k ∈ {0, 1, 2}, we can consider an object k of Cob C called the index k surgery surface, and morphisms The blue tangle T B1 of B 1 is given by the edge D 1 × {(0, 0, 1)}, with orientation and color determined by P Σ1 ; The red knot K A2 of A 2 is given by the core S 1 × {(0, 0)}; All the other bichrome graphs are empty. Lagrangians and signature defects coincide with those of Section 3.4 in [DGP17] . Then, for k ∈ {0, 1, 2} and for a morphism M k : k → ∅ ofČob C , the morphism M k • B k is said to be obtained from M k • A k by an index k surgery. The next statement describes the behaviour of L C under this operation, and its proof will occupy the remainder of this section.
Proof. If k = 0 then the property reduces to the computation
where we use the normalization of t fixed at the beginning of Section 4. If k = 1 then we have two cases, according to whether or not the surgery involves two different connected components of the closed morphism. Let us start from the first case, and let us begin by decomposing 1 as a tensor product S 2 (−,P ) S 2 (+,P ) , where S 2 (−,P ) = S 2 , P (−,P ) , {0} , S 2 (+,P ) = S 2 , P (+,P ) , {0} , with P (−,P ) and P (+,P ) both featuring a single blue point with orientation and color specified by subscripts. Next, let us decompose A 1 as a tensor product
η with respect to morphisms D 3 ε : ∅ → S 2 (−,P ) and D 3 η : ∅ → S 2 (+,P ) , where
, with T ε and T η both featuring a single blue coupon with color specified by subscripts. Then, let us consider connected morphisms M 1 : S 2 (−,P ) → ∅ and M 1 : S 2 (+,P ) → ∅ ofČob C . If M 1 = (M 1 , T, n) and M 1 = (M 1 , T , n ) then
. Now let us use the same notation T ε and T η also for the unique morphisms T ε : (+, P ) → ∅ and T η : ∅ → (+, P ) of R Λ determined by the decorations of D 3 ε and D 3 η . This determines uniquely morphisms L ∪ T : ∅ → (+, P ) and
or graphically
Then (L ∪ T ) • T ε is a cutting presentation of L ∪T , and T η • (L ∪ T ) is a cutting presentation of L ∪T . This means
Furthermore,
because C( , P ) and C(P , ) are 1-dimensional, generated by η and ε respectively, and because t P (η • ε ) = 1. This means
But now
This means
Now let us move on to the second case, and let us consider a connected mor-
Let us set for convenienceT := T A1 ∪ P Σ 1 T . Then, if L is an -component surgery link for
Let L ∪ T : (+, P ) → (+, P ) be the unique morphism of R Λ satisfying
Now let L ∪ T denote the admissible bichrome graph
Thanks to Lemma 4.4, we have
But now
Then, since σ(L ) = σ(L) and ζ = D 2 , we have
If k = 2 let us consider a connected morphism M 2 : 2 → ∅ ofČob C . If
If L is an -component surgery link for
Remark that the red knot K A2 plays the role of a decoration for M 2 • A 2 , while it plays the role of a surgery component for M 2 • B 2 . 4.5. Connectedness. We establish now some useful properties of the functors V C and V C which will be used for the proof of their monoidality and for the computation of their image. Loosely speaking, they can be summarized as follows:
(i ) If is an object ofČob C , then V C ( ) is generated by admissible graphs inside a fixed connected cobordism; (ii ) If is a non-empty connected object ofČob C , then V C ( ) is generated by graphs inside a fixed connected cobordism.
We start by generalizing the notion of skein equivalence we gave in Section 4.2 for linear combinations of morphisms of R Λ to linear combinations of bichrome graphs inside 3-dimensional cobordisms. This generalized notion of skein equivalence will subtly depend on the cobordism it takes place in, as a result of our definition of the categoryČob C . Indeed, if M is a connected cobordism with empty incoming boundary, then bichrome graphs inside it are required to be admissible, and skein equivalences need to preserve this property. Very roughly speaking, in this case we say two linear combinations of admissible bichrome graphs are skein equivalent if they are related by a skein equivalence of R Λ within a 3-ball whose complement contains a projective edge, which is an edge whose color is projective. On the other hand, if M is a connected cobordism with non-empty incoming boundary, then bichrome graphs inside it need not be admissible, and skein equivalence can be defined as a local relation. In this case, we simply say two linear combinations of bichrome graphs are skein equivalent if they are related by a skein equivalence of R Λ within any 3-ball, regardless of its complement.
In order to give a precise definition, we first need to fix some notation. Let us start by considering, for every integer k 0, an embedding f k : D 3 → R 2 × I which maps uniformly the 1-dimensional submanifold
In other words, f k should map the point (cos( t k+1 π), 0, sin( t k+1 π)) ∈ D 3 to the point ((t, 0), 1) ∈ R 2 × I for every t ∈ [0, k + 1]. Then, every time we have an object (ε, V ) = ((ε 1 , V 1 ), . . . , (ε k , V k )) of R Λ , we can use the embedding f k to define by pull back a standard blue set P (ε,V ) inside S 2 . We also denote with f k : D 3 → R 2 × I the embedding obtained from f k : D 3 → R 2 × I by composition with the map τ :
Now let us consider an object = (Σ, P, L) ofČob C . If M is a connected 3dimensional cobordism from ∅ to Σ, then let us fix an isomorphism of cobordisms f M : M → D 3 ∪ S 2M for some cobordismM from S 2 to Σ. We say two linear combinations of admissible bichrome graphs in M from ∅ to P are skein equivalent if, up to isotopy, their images under f M are of the form
in R Λ (∅, (ε, V )) as in Section 4.2, and for some admissible bichrome graphT in M from P (ε,V ) to P . Skein equivalences inside M will still be denoted by . = . Next, let us suppose the object is non-empty. If M is a connected 3dimensional cobordism from Σ to ∅, then let us fix an isomorphism of cobordisms f M : M →M ∪ S 2 D 3 for some cobordismM from Σ to S 2 . We say two linear combinations of bichrome graphs in M from P to ∅ are skein equivalent if, up to isotopy, their images under f M are of the form
in R Λ (∅, (ε, V )) as in Section 4.2, and for some bichrome graphT inM from P to P (ε,V ) . As before, skein equivalences inside M will still be denoted by .
= . Let us also quickly observe that the red-to-blue operation defined in Figure 6 for morphisms of R Λ can be straightforwardly generalized to admissible bichrome graphs inside connected 3-dimensional cobordisms. Remark however that this is operation is not local, meaning it does not take place inside a 3-ball. Now, if = (Σ, P, L) is an object ofČob C and M is a connected 3-dimensional cobordism from ∅ to Σ, then we denote with V(M ; ) the vector space generated by isotopy classes of admissible bichrome graphs inside M from ∅ to P . Similarly, if is non-empty and M is a connected 3-dimensional cobordism from Σ to ∅, then we denote with V (M ; ) the vector space generated by isotopy classes of bichrome graphs inside M from P to ∅. We also denote with π and with π the natural linear maps
Proposition 4.11. Let = (Σ, P, L) be an object ofČob C , let M be a connected 3-dimensional cobordism from ∅ to Σ, and let M be a connected 3-dimensional cobordism from Σ to ∅.
(i ) The linear map π is surjective, and vectors of V(M ; ) related by a finite sequence of skein equivalences and red-to-blue operations have the same image in V C ( ); (ii ) If = ∅ is connected, then the linear map π is surjective, and vectors of V (M ; ) related by a finite sequence of skein equivalences and redto-blue operations have the same image in V C ( ).
Proof. Let us start from part (i ). First, remark that if we have a skein equivalence
for every morphism M : → ∅ ofČob C . This follows directly from the very definition of L C in terms of the Lyubashenko-Reshetikhin-Turaev functor F Λ . Therefore skein equivalent vectors of V(M ; ) have the same image in V C ( ). The same applies to vectors related by a red-to-blue operation.
Next, we claim that, up to skein equivalence, we can assume every connected component of every vector in V( ) features a coupon of color ε , or one of color η , or both. In order to show this, the idea is to use the properties of projective objects of C. Indeed, since the tensor product ⊗ is exact, then for every V ∈ C the morphism ε ⊗ id V : P ⊗ V → V is epic, and the morphism η ⊗ id V : V → P ⊗ V is monic. Therefore, if V ∈ Proj(C), we can always find a section s V : V → P ⊗ V , i.e. a morphism satisfying (ε ⊗ id V ) • s V = id V , like in Lemma 4.5. Remark that, thanks to the rigidity of C, projective objects are also injective, and thus similarly we can always find a retraction r V : P ⊗ V → V , i.e. a morphism satisfying r V • (η ⊗ id V ) = id V . This means that every time a vector of V( ) features a blue edge colored with some projective object V , we can replace a small portion of it with one of the bichrome graphs represented in Figure 8 without altering the vector in the quotient V C ( ). We call this operation projective trick, and we will use it in the following argument. Now, to prove that π is surjective, we have to show that for every vector (M Σ , T, n) : ∅ → there exist admissible bichrome graphs T 1 , . . . , T m ⊂ M and coefficients α 1 , . . . , α m ∈ k such that
We do this in two steps. First, we can assume that M Σ is connected: indeed every time we have distinct connected components of M Σ we can suppose, up to skein equivalence, one of them contains a coupon of color ε , while the other one contains a coupon of color η . This uses the projective trick introduced earlier, as well as the admissibility condition for morphisms ofČob C . Then, thanks to Proposition 4.10, the 1-surgery connecting them will determine a vector of V C ( ) which is a non-zero scalar multiple of [M Σ , T, n]. Second, assuming now M Σ is connected, we know there exists an -component surgery link L for M Σ inside M , as explained in Section 1.8 of [BHMV95] . Then, thanks to Proposition 4.10 with k = 2, there exists some signature defect n ∈ Z such that
where, once again, we adopt a slightly abusive notation for the pull back of the bichrome graph T along the embedding of the exterior of L into M Σ .
The proof of part (ii ) is almost identical, except it is easier. Indeed, the only difference is we cannot perform 1-surgeries on arbitrary disconnected cobordisms, because their connected components intersecting Σ need not contain a projective edge. However, since Σ is connected, there is only one connected component intersecting it, and all the other ones are closed. In particular, they only account for a scalar coefficient. 4.6. Monoidality. We use the results of Sections 4.4 and 4.5 in order to prove that V C is a TQFT.
Theorem 4.12. The functor V C :Čob C → Vect k is symmetric monoidal.
Proof. Since left and right unitality are clear then, thanks to Proposition 4.8, we just need to prove the linear map µ , :
) is surjective for every pair of objects , ofČob C . Let M Σ be a connected cobordism from S 2 to Σ and let M Σ be a connected cobordism from S 2 to Σ . Proposition 4.11 implies V C ( ) is generated by vectors of the form
Let us choose such a T and let us show that the corresponding vector of V C ( ) lies in the image of µ , . By definition ofČob C , we know T admits a projective edge. Then, using Proposition 4.11, we can suppose D 1 × S 2 intersects only blue edges of T . Furthermore, up to isotopy, we can suppose D 1 × S 2 intersects a projective edge of T . Then, up to skein equivalence, since the tensor product of a projective object of C with any other object of C is projective, we can suppose D 1 × S 2 is crossed by a single edge whose color V is a projective object of C. Now, since there exist simple objects V i ∈ Irr and morphisms f i ∈ C(V, P Vi ) and f i ∈ C(P Vi , V ) for every integer 0 i m satisfying
for the blue set P (+,P V i ) inside S 2 given by {(0, 0, 1)} with positive orientation and color P Vi , and for some bichrome graphs T fi inside M Σ from {−1} × P (+,P V i ) to P and T f i inside M Σ from {+1} × P (+,P V i ) to P induced by f i and by f i respectively, where P (+,P V i ) denotes the blue set obtained from P (+,P V i ) by reversing its orientation. However, if V i = , then
Indeed, this follows directly from Proposition 4.11 and Lemma 4.4 by choosing D 1 × S 2 as a 3-dimensional cobordism from S 0 × S 2 to ∅. Then, if we suppose V i = only for every integer 1 i n m, we have
for the index 1 belt tube B 1 : ∅ → 1 introduced in Subsection 4.4. But Proposition 4.10 with k = 1 yields the equality [B 1 ] = D·[A 1 ] between vectors of V C ( 1 ), where A 1 : ∅ → 1 is the index 1 attaching tube introduced in Subsection 4.4. Then we have the chain of equalities
for the morphisms D 3 ε : ∅ → S 2 (−,P ) and D 3 η : ∅ → S 2 (+,P ) ofČob C introduced in the proof of Proposition 4.10. 
4.7.
Identification of state spaces. We finish by showing state spaces of V C can be identified with the algebraic models defined in Section 4.1. Indeed, recall that we introduced for every integer g 0 and for every V ∈ C vector spaces
as well as quotient spaces X g,V and X g,V obtained from X g,V and from X g,V by factoring respectively the right and the left radical of the bilinear pairing
Then, let us consider a genus g Heegaard splitting M g ∪ Σg M g of S 3 . We denote with P (+,V ) a blue set inside Σ g composed of a single point with positive orientation and color V , we denote with L g the Lagrangian subspace of H 1 (Σ g ; R) given by the kernel of the inclusion of Σ g into M g , and we denote with g,V the object (Σ g , P (+,V ) , L g ) ofČob C . We also fix disjoint embeddings
placing M g and M g as shown in Figure 9 with respect to the surgery presentation of S 3 given by the g red Hopf links. Let us consider now the linear map Ψ : X g,V → V(M g ; g,V ) sending every f in X g,V to the admissible bichrome graph Ψ(f ) ⊂ M g from ∅ to P (+,V ) whose image under ι g is given by
Similarly, let us consider the linear map Ψ : X g,V → V (M g ; g,V ) sending every f in X g,V to the bichrome graph Ψ (f ) ⊂ M g from P (+,V ) to ∅ whose image under ι g is given by
Lemma 4.14. The linear map π g,V • Ψ : X g,V → V C ( g,V ) is surjective. Proof. Thanks to Proposition 4.11, we only need to show that for every bichrome graph T ∈ V (M g ; g,V ) there exists a morphism f ∈ X g,V satisfying
Remark that if K ⊂ M g T is a red knot and K ⊂ M g (T ∪K) is a red meridian of K then, since surgery along K reverses the effect of performing surgery along K, Proposition 4.10 with k = 2 yields
Therefore we can choose, for every integer 1 i g, a red knot K i ⊂ M g T which runs along the core of the i-th index 1 handle of M g . Then, up to isotopy, we can suppose every blue or red edge of T crossing the handle appears as in the left-hand side of Figure 10 , and we can slide it off and into the meridian K i as shown in the right-hand side. Figure 10 . Slide trick.
The resulting bichrome graph T can be written as the plat closure of a gbottom graphT ∈ (g)R Λ ((V, +), ∅) embedded in M g as shown in Figure 11 . Now letT ∈ (n+g)R Λ ((V, +), ∅) be a complete n+g-bottom graph presentation of T whose partial plat closure along the n left-most pairs of boundary vertices coincides withT . Then, following the procedure for the definition of the functor F Λ , as in Subsection 3.1,T induces a morphism
The result is obtained by setting 
Lemma 4.16. There exists an injective linear map Φ :
into a commutative one.
Proof. We need to show that f ∈ ker[ · ] ⊂ X g,V if and only if
. 
Proposition 4.17. The linear map Φ :
is an isomorphism.
Proof. The claim is a direct consequence of Remark 4.15 and of Lemma 4.16.
Appendix A. Proofs
In this appendix we collect some technical proofs of results which were announced in earlier sections. All the arguments follow a recurring pattern, which is why we gather them all here.
A.1. Proof of results from Section 3.1.
Proof of Proposition 3.1. Let us start by showing that if
is a morphism of R Λ featuring exactly n cycles C 1 , . . . , C n , then there exists a complete n-bottom graph presentationT of T . In order to define it, let us choose basepoints p k along some red edge c k ∈ C k and q k in the interior of the arc e k ⊂ R × {(0, 0)} ⊂ R 2 × I joining the 2k − 1th and the 2kth unlabeled red vertices of (n)(ε, V ) for every integer 1 k n. Then we consider pairwise disjoint embeddings ι 1 , . . . , ι n of
, and with (ι k ({1} × D 1 ), ι k (1, 0)) = (e k , q k ) for every integer 1 k n. We denote with γ k the framed path from q k to p k determined by ι k (D 1 × {0}) with framing orthogonal to the image of ι k , and we letT be the n-bottom graph obtained from T by replacing ι k ({−1} × D 1 ) with ι k (D 1 × ∂D 1 ) for every integer 1 k n. Up to isotopy, this morphism can be represented by a diagram like the one depicted in Figure 13 . Then, by construction, we have pc(T ) = T.
In order to prove F Λ is a well-defined monoidal functor, we will first show its definition is independent of the choice of framed paths γ 1 , . . . , γ n , of basepoints p 1 , . . . , p n , and of the ordering of cycles C 1 , . . . , C n , and then we will show functoriality and monoidality.
Independence of framings. First, we claim F Λ is independent of the choice of framings. In order to prove this, it is sufficient to show that we can insert a positive kink on any framed path γ k for every integer 1 k n. Up to isotopy, a kink insertion along γ k is represented in Figure 14 . Remark that, since isotopies do not affect F C , they do not affect f C in Equation (26) either. Then the claim is a consequence of the following general argument: for all objects V, W ∈ C let us denote with H V,W :
The universal property defining L implies the object V ⊗ L ⊗ W equipped with the morphisms id V ⊗ i X ⊗ id W for every X ∈ C is the coend for the functor H V,W . Then every object Z ∈ C and every dinatural transformation η : bottom right part of Figure 15 . Indeed, this follows immediately from the naturality of the twist ϑ and from Equation (1), which allow us to check that the morphism of Figure 15 safisfies the defining equation for f C (η ϑ ), which is
Then, since Λ is a morphism from to L, this means
Therefore our claim is a direct application of the equality we just established for a fixed choice of the variables X 1 , . . . , X k−1 , X k+1 , . . . , X n ∈ C, with
where for every X k ∈ C the component F C (T (X1,...,X k−1 ,X k+1 ,...,Xn) ) X k of the dinatural transformation F C (T (X1,...,X k−1 ,X k+1 ,...,Xn) ) is given by F C (T (X1,...,Xn) ), withT (X1,...,Xn) defined as in the construction of F Λ (T ).
Independence of paths. Next, we claim F Λ is independent of the choice of framed paths γ k connecting q k to p k for every integer 1 k n. In order to prove this, it is sufficient to show that every overcrossing of γ k with the rest of T can be exchanged for an undercrossing. Up to isotoping the desired double point to the bottom of the diagram, an exchange of a crossing of γ k with a blue edge is represented in Figure 16 , and the same picture applies to an exchange of a crossing of γ k with a red edge. Then, just like we argued before, the claim is a consequence of the following general argument: for all objects U, V, W ∈ C let us denote with H U,V,W : C op × C → C the functor sending every object
Then, for every object Z ∈ C and every dinatural transformation η : H U,V,W⇒ Z, let us consider the dinatural transformations η + , η − : H U, ,W⇒ Z whose components η +,X and η −,X are represented in the top part of Figure 17 from to L, this means
Independence of basepoints. Next, we claim F Λ is independent of the choice of basepoints p k ∈ c k ∈ C k for every integer 1 k n. Indeed, letp k ∈c k ∈ C k be another possible choice. Up to isotoping portions of c k andc k containing p k and p k respectively to the bottom of the diagram, making sure the one containingp k is nested inside the one containing p k with opposite orientation, this operation is represented in Figure 18 . Then, once again, the claim is a consequence of the following general argument: for all objects V, W ∈ C let us denote with H V,W : (C op × C) ×2 → C the functor sending every object (X 1 , Y 2 , X 1 , X 2 ) of (C op ×C) ×2 to the object V ⊗X * 1 ⊗Y 1 ⊗X * 2 ⊗Y 2 ⊗W of C. Then, for every object Z ∈ C and every 2-dinatural transformation η : H V,W⇒ Z, let us consider the dinatural transformations η S −1 , η S⊗S −1 : H V,W⇒ Z whose components η S −1 ,X and η S⊗S −1 ,X are represented in the top part of Figure 19 for every object X ∈ C. The morphisms f C (η S −1 ), f C (η S⊗S −1 ) ∈ C(V ⊗ L ⊗ W, Z) induced by η S −1 and 
Independence of order. Now, we claim F Λ is independent of the choice of the ordering of cycles. In order to prove this, it is sufficient to show that cycles C k and C k+1 can be transposed for every integer 1 k < n. This operation is represented in Figure 20 . Then, once again, the claim is a consequence of the following general argument: for all objects V, W ∈ C let us denote with H V,W : (C op × C) ×2 → C the functor sending every object (X 1 , Y 1 , X 2 , Y 2 ) of (C op × C) ×2 to the object V ⊗ X * 1 ⊗ Y 1 ⊗ X * 2 ⊗ Y 2 ⊗ W of C. Then, for every object Z ∈ C and every 2-dinatural transformation η : H V,W⇒ Z, let us consider Figure 21 . Then, since Λ is a morphism from to L, this means
Functoriality. If (ε, V ) is an object of R Λ , then we clearly have Monoidality. If (ε, V ) and (ε , V ) are objects of R Λ , then we clearly have Figure 24 . Now, as usual, the statement is a consequence of the following general argument: for all objects V, W ∈ C let us denote with H V,W : C op × C → C the functor sending every object (X, Y ) of C op × C to the object V ⊗ X * ⊗ Y ⊗ W of C. Then, for every object Z ∈ C and every dinatural transformation η : H V,W⇒ Z, let us consider the dinatural transformation η S : H V,W⇒ Z whose component η S,X is represented in the top-right part of Figure of Lemma 2.3, this means
Proof of Proposition 3.7. The proof follows from the analogous result for the original Lyubashenko invariant, see Theorem 5.2.2 and Figures 11-13 of [L94] . Indeed, let T ∈ (n)R Λ ((ε, V ), (ε , V )) be an n-bottom graph presentation of T , with K appearing in kth position. The operation of sliding a blue edge over K is represented in Figure 26 , and the same picture applies for the slide of a red edge. Now, as usual, the statement is a consequence of the following general argument: for all objects U, V, W ∈ C let us denote with H U,V,W : C op × C → C the functor sending every object (X, Y ) of C op × C to the object U ⊗ X * ⊗ Y ⊗ V * ⊗ V ⊗ W of C. Then, for every object Z ∈ C and every dinatural transformation η : H U,V,W⇒ Z, let us consider the dinatural transformations η ε , η µ : H U, ,W⇒ Z whose components η ε,X and η µ,X are represented in the top part of Figure 27 for every object 
A.3. Proof of results from Section 4.2.
Proof of Lemma 4.5. Let us start by remarking that both i G ∈ C(G * ⊗ G, L) and ε ⊗ id V ∈ C(P ⊗ V, V ) are epimorphisms. Indeed, the claim for i G follows from the fact that G is a projective generator, see Corollary 5.1.8 of [KL01] , while the one for ε ⊗ id V follows from the fact that the tensor product ⊗ is exact and that ε is an epimorphism. Then, the existence of f Λ ∈ C(P , G * ⊗ G) and of s V ∈ C(V, P ⊗ V ) follows from the fact that P and V are projective. Now, invariance under the red-to-blue operation defined by Figure 6 is a consequence of the following general argument: for all objects U, W ∈ C let us denote with H U,W : C op × C → C the functor sending every object (X, Y ) of C op × C to the object U ⊗ X * ⊗ Y ⊗ V ⊗ V * ⊗ W of C. Then, for every object Z ∈ C and every dinatural transformation η : H U,W⇒ Z, the morphism
Therefore our claim is a direct application of the equality we just established for U and W determined by the source, Z determined by the target, and η determined by the cycle C of T .
