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Abstract
We study the problem of recovering the latent ground truth labeling of a structured instance with
categorical random variables in the presence of noisy observations. We present a new approximate
algorithm for graphs with categorical variables that achieves low Hamming error in the presence of noisy
vertex and edge observations. Our main result shows a logarithmic dependency of the Hamming error
to the number of categories of the random variables. Our approach draws connections to correlation
clustering with a fixed number of clusters. Our results generalize the works of Globerson et al. (2015)
and Foster et al. (2018), who study the hardness of structured prediction under binary labels, to the case
of categorical labels.
1 INTRODUCTION
Statistical inference over structured instances of dependent variables (e.g., labeled sequences, trees, or general
graphs) is a fundamental problem in many areas. Examples include computer vision (Nowozin et al., 2011;
Dolla´r & Zitnick, 2013; Chen et al., 2018), natural language processing (Huang et al., 2015; Hu et al., 2016),
and computational biology (Li et al., 2007). In many practical setups (Shin et al., 2015; Rekatsinas et al.,
2017; Sa et al., 2019; Heidari et al., 2019b), inference problems involve noisy observations of discrete labels
assigned to the nodes and edges of a given structured instance and the goal is to infer a labeling of the
vertices that achieves low disagreement rate between the correct ground truth labels Y and the predicted
labels Yˆ , i.e., low Hamming error. We refer to this problem as statistical recovery.
Our motivation to study the problem of statistical recovery stems from our recent work on data clean-
ing (Rekatsinas et al., 2017; Sa et al., 2019; Heidari et al., 2019b). This work introduces HoloClean, a
state-of-the-art inference engine for data curation that casts data cleaning as a structured prediction prob-
lem (Sa et al., 2019): Given a dataset as input, it associates each of its cells with a random variable, and uses
logical integrity constraints over this dataset (e.g., key constraints or functional dependencies) to introduce
dependencies over these random variables. The labels that each random variable can take are determined by
the domain of the attribute associated with the corresponding cell. Since we focus on data cleaning, the input
dataset corresponds to a noisy version of the latent, clean dataset. Our goal is to recover the latter. Hence,
the initial value of each cell corresponds to a noisy observation of our target random variables. HoloClean
employs approximate inference methods to solve this structured prediction problem. While its inference
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procedure comes with no rigorous guarantees, HoloClean achieves state-of-the-art results in practice. Our
goal in this paper is to understand this phenomenon.
Recent works have also studied the problem of approximate inference in the presence of noisy vertex and
edge observations. However, they are limited to the case of binary labeled variables: Globerson et al. focused
on two-dimensional grid graphs and show that a polynomial time algorithm based on MaxCut can achieve
optimal Hamming error for planar graphs for which a weak expansion property holds (Globerson et al., 2015).
More recently, Foster et al. introduced an approximate inference algorithm based on tree decompositions
that achieves low expected Hamming error for general graphs with bounded tree-width (Foster et al., 2018).
In this paper, we generalize these results to the case of categorical labels.
Problem and Challenges We study the problem of statistical recovery over categorical data. We consider
structured instances where each variable u takes a ground truth label Yu in the discrete set {1, 2, . . . , k}. We
assume that for all variables u, we observe a noisy version Zu of its ground truth labeling such that Zu = Yu
with probability 1− q. We also assume that for all variable pairs (u, v), we observe noisy measurements Xu,v
of the indicator Mu,v = 2 · 1(Yu = Yv)− 1 such that Xu,v = Mu,v with probability 1− p. Given these noisy
measurements, our goal is to obtain a labeling Yˆ of the variables such that the expected Hamming error
between Y and Yˆ is minimized. We now provide some intuition on the challenges that categorical variables
pose and why current approximate inference methods not applicable:
First, in contrast to the binary case, negative edge measurements do not carry the same amount of
information: Consider a simple uniform noise model. In the case of binary labels, observing an edge
measurement Xu,v = −1 and a binary label Zu allows us to estimate that Yˆv = −Zu is correct with
probability (1− q)(1− p) + qp when p and q are bounded away from 1/2. However, in the categorical setup,
Yˆv can take any of the {1, 2, . . . , k} \ {Zu} labels, hence the probability of estimate Yˆv being correct is up to
a factor of 1k smaller than the binary case. Our main insight is that while the binary case leverages edge
labels for inference, approximate inference methods for categorical instances need to rely on the noisy node
measurements and the positive edge measurements.
Second, existing approximate inference methods for statistical recovery (Globerson et al., 2015; Foster
et al., 2018) rely on a “Flipping Argument” that is limited to binary variables to obtain low Hamming
error: for binary node and edge observations, if all nodes in a maximal connected subgraph S are labeled
incorrectly with respect to the ground truth, then at least half of the edge observations on the boundary of S
are incorrect, or else the inference method would have flipped all node labels in S to obtain a better solution
with respect to the total Hamming error. As we discuss later, in the categorical case a naive extension implies
that one needs to reason about all possible label permutations over the k labels.
Contributions We present a new approximate inference algorithm for statistical recovery with categorical
variables. Our approach is inspired by that of Foster et al. (2018) but generalizes it to categorical variables.
First, we show that, when a variable u is assigned one of the k−1 erroneous labels with uniform probability
q/(k − 1), the optimal Hamming error for trees with n nodes is O˜(log(k) · p · n), when q < 1/2. This is
obtained by solving a linear program using dynamic programming. Here, we derive a tight upper bound on
the number of erroneous edge measurements, which we use to restrict the space of solutions explored by the
linear program.
Second, we extend our method to general graphs using a tree decomposition of the structured input.
We show how to combine our tree-based algorithm with correlation clustering over a fixed number of
clusters (Giotis & Guruswami, 2006) to obtain a non-trivial error rate for graphs with bounded treewidth and
a specified number of k classes. Our method achieves an expected Hamming error of O˜
(
k · log(k) · pd∆(G)2 e ·n)
where ∆(G) is the maximum degree of graph G. We show that local pairwise label swaps are enough to
obtain a globally consistent labeling with low expected Hamming error.
Finally, we validate our theoretical bounds via experiments on tree graphs and image data. Our empirical
study demonstrates that our approximate inference algorithm achieve low Hamming error in practical
scenarios.
2 PRELIMINARIES
We introduce the problem of statistical recovery, and describe concepts, definitions, and notation used in the
paper. We consider a structured instance represented by a graph G = (V,E) with |V | = n and |E| = m. Each
2
vertex u ∈ V represents a random variable with ground truth label Yu in the discrete set L = {1, 2, . . . , k}.
Edges in E represent dependencies between random variables and each edge (u, v) ∈ E has a ground truth
measurement Mu,v = ϕ(Yu, Yv) where ϕ(Yu, Yv) = 1 if 1(Yu = Yv) = 1 and ϕ(Yu, Yv) = −1 otherwise.
Uniform Noise Model and Hamming Error We assume access to noisy observations over the nodes and
edges of G. For each variable u ∈ V , we are given a noisy label observation Zu, and for each edge (u, v) ∈ E
we are given a noisy edge observation Xu,v. These noisy observations are assumed to be generated from G,
Y and M by the following process: We are given G = (V,E) and two parameters, edge noise p and node
noise q < 1/2 with p < q. For each edge (u, v) ∈ E, the observation Xu,v is independently sampled to be
Xu,v = Mu,v with probability 1− p (a good edge) and Xu,v = −Mu,v with probability p (a bad edge). For
each node u ∈ V , the node observation Zu is independently sampled to be Zu = Yu with probability 1− q (a
good node) and can take any other label in L \ Yu with a uniform probability qk−1 . The uniform noise model
is a direct extension of that considered by prior work (Globerson et al., 2015; Foster et al., 2018), and a first
natural step towards studying statistical recovery for categorical variables.
Given the noisy measurements X and Z over graph G = (V,E), a labeling algorithm is a function A:
{−1,+1}E × {1, 2, . . . , k}V → {1, 2, . . . , k}V . We follow the setup of Globerson et al. (2015) to measure the
performance of A. We consider the expectation of the Hamming error (i.e., the number of mispredicted
labels) over the observation distribution induced by Y . We consider as error the worst-case (over the draw of
Y ) expected Hamming error, where the expectation is taken over the process generating the observations X
from Y . Our goal is to find an algorithm A such that with high probability it yields bounded worst-case
expected Hamming error. In the remainder of the paper, we will refer to the worst-case expected Hamming
error as simply Hamming error.
Categorical Labels and Edge Measurements When q is close to 0.5, one needs to leverage the edge
measurements to predict the node labels correctly. For binary labels, the structure of the graph G alone
determines if one can obtain algorithms with a small error for low constant edge noise p (Globerson et al.,
2015; Foster et al., 2018). We argue that this is not the case for categorical labels. Beyond the structure of
the graph G, the number of labels k also determines when we can obtain labeling algorithms with non-trivial
error bounds.
We use the next example to provide some intuition on how k affects the amount of information in the
edge measurements of G: Let nodes take labels in L = {1, 2, . . . , k}. We fix a vertex v, and for each vertex u
in its neighborhood set the estimate label Yˆu to Zu if Mu,v = 1 and to one of L \ {Zu} uniformly at random
if Mu,v = −1. For a correct negative edge measurement and a correct label assignment to v, we are not
guaranteed to obtain the correct label for v as we would be able in the binary case.
Given the above setup, the probability that node u is labeled correctly is P (Yˆu = Yu) = (1− b(1− 1k−1 )) ·
((1− p)(1− q) + pq)) where b is the probability of an edge being negative in the ground truth labeling of
G. Two observations emerge from this expression: (1) As the number of colors k increases, the probability
P (Yˆu = Yu) decreases, hence, for a fixed graph G as k increases, statistical recovery becomes harder; (2) For
a fixed graph G, as k increases the probability b of obtaining a negative edge in the ground truth labeling of
G increases— this holds for a fixed graph G and under the assumption that each label should appear at least
once in the ground truth—and the term (1− b(1− 1k−1 )) approaches zero. This implies that for P (Yˆu = Yu)
to be meaningful the term ((1− p)(1− q) + pq) should be maximized for fixed q, and hence, the edge noise p
should approach zero as a function of (1 − b(1 − 1k−1 )). In other words, p should be upper bounded by a
function φ(k) such that as k increases φ(k) goes to zero. We leverage these two observations to specify when
statistical recovery is possible.
Statistical Recovery Statistical recovery is possible for the family G of structured instances with k
categories, if there exists a function f(p, k) : [0, 1]→ [0, 1] with limp→0 f(p, k) = 0 such that for every p that
is upper bounded by a function φ(k) with limk→V φ(k) = 0, the Hamming error of a labeling algorithm on
graph G ∈ G with V = n vertices is at most f(p, k) · n.
3 APPROACH OVERVIEW
We consider a graph G = (V,E) with node labels in L = {1, 2, . . . , k}. The space of all possible labelings of
V defines a hypothesis space F ′. In this space, we denote Y the latent, ground truth labeling of G. In the
absence of any information the size of this space is |F ′| = kn. Access to any side information allows us to
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Figure 1: A schematic overview of our approach. Given the noise node labeling Z of a graph with ground
truth labeling Y , we leverage the noisy side information to obtain an approximate labeling Yˆ . Labeling Yˆ is
an approximate solution to the information theoretic optimal solution Y ∗. The goal of our analysis is to find
a theoretical bound on the Hamming error between Yˆ and Y .
identify a subspace of F ′ that is close to Y .
First, we consider access only to noisy node labels of G and denote Z the point in F ′ for this labeling.
If we have no side information on the edges of G, the information theoretic optimal solution to statistical
recovery is Z (because we assume q < 1/2). Second, we assume access only to edge measurements for G. We
denote X the observed edge measurements. If the edge measurements are accurate (i.e., p = 0) the size of F ′
reduces to k!. We assume that k is such that one can obtain a labeling for G that is edge-compatible with X
by traversing G. Under this assumption, the number of edge-compatible labelings is equal to all possible label
permutations, i.e., |F ′| = k!. Finally, in the presence of both node and edge observations the information
theoretic optimal solution to statistical recovery corresponds to a point Y ∗ that is obtained by running exact
marginal inference (Globerson et al., 2015). However, exact inference can be intractable, and even when it is
efficient, it is not clear what is the optimal Hamming error that Y ∗ yields with respect to Y .
To address these issues, we propose an approximate inference scheme and obtain a bound on the worst-case
expected Hamming error that it obtains. We start with the noisy edge observations X and use them to
find a subspace F ⊂ F ′ that contains node labelings which induce edge labelings that are close to X (in
terms of Hamming distance). We formalize this in the next two sections. Intuitively, we have that noisy edge
measurements partition the space F in a collection of edge classes.
Definition 1. The edge class of a point Y ∈ F is a set I ∈ 2{1,2,...,k}|V | such that for all Yi ∈ I, Yi induces
the same edge measurements as Y . All points in I can be derived via a label permutation of Y . In general,
for any labeling Y ′, set IY ′ is the set of all labelings that can be generated by a label permutation of Y ′.
The restricted subspace F contains those edge classes that are close to the noisy edge observations X.
Given the restricted subspace F , we design an algorithm to find a point Yˆ ∈ F such that the Hamming
error between Yˆ and Y ∗ is minimized. We define the Hamming error with respect to an edge class I as:
Definition 2. The Hamming error of a vector Q ∈ {1, 2, . . . , k}|V | to the edge class IY ′ ∈ 2{1,2,...,k}|V | is
Hd(Q, IY ′) = minY∈IY ′ Hd(Y,Q).
Point Y ∗ might not be in F and the distance between Yˆ and Y ∗ is the approximation error we have due
to approximate inference. Finally, we prove that the expected Hamming error between Yˆ and Z is bounded.
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A schematic diagram of our approximate inference method is shown in Figure 1. In the following sections, we
study statistical recovery for trees (in Section 4) and general graphs (in Section 5). All proofs can be found
in the supplementary material of our paper (Heidari et al., 2019a).
4 RECOVERY IN TREES
We focus on trees and introduce a linear program for statistical recovery over k-categorical random variables.
We prove that under a uniform noise model the optimal Hamming error is O˜(log(k) · p · n).
4.1 A Linear Program for Statistical Recovery
We follow the steps described in Section 3. First, we use the noisy edge observations to restrict the search for
Yˆ to a subspace F . We describe F via a constraint on the number of edge disagreements between the edge
labeling implied by Yˆ and the noisy edge observations X. Second, we form an optimization problem to find a
point Yˆ with minimum Hamming distance from Z that satisfies the aforementioned constraint.
The ground truth edge labeling M (corresponding to the ground truth node labeling Y ) has bounded
Hamming distance from the observed noisy labeling X. Hence, we can restrict the space of considered
solutions to node labelings that induce an edge labeling with a bounded Hamming distance from the observed
noisy labeling X. We have: Under the uniform noise model, edge measurements are flipped independently.
Thus, the total number of bad edges is a sum over independent and identically distributed (iid) random
variables. The expected number of flipped edges is p · |E| = p(n− 1). Using the Bernstein inequality, we have:
Lemma 1. Let G be a graph with noisy edge observations with noise parameter p. With probability at least
1− δ over the draw of X: ∑
(u,v)∈E
1{ϕ(Yu, Yv) 6= Xu,v} ≤ t where
t = (n− 1)p+ 2
3
ln(
2
δ
)(1− p) +
√
2(n− 1)p(1− p) ln(2
δ
)
This lemma states that under the uniform noise model the ground truth edge labeling M for Graph G is
in the neighborhood of X with high probability. Given this bound, we use the following linear program to
find Yˆ :
min
Yˆ ∈ [k]|V |
∑
v∈V
1{Yˆv 6= Zv}
s.t.∑
(u,v)∈E
1{ϕ(Yˆu, Yˆv) 6= Xu,v} ≤ t
(1)
where t is defined as in Lemma 1. This problem can be solved via a dynamic programming algorithm
with cost O(k · n3 · p). We describe this algorithm in the supplementary material of the paper (Heidari et al.,
2019a).
Discussion Our approach is similar to that of Foster et al. (2018) for binary random variables. However,
we use the Bernstein inequality to obtain a tighter concentration bound on the number of flipped edge
measurements. In the case of categorical random variables, it is critical to obtain a tight description of the
space F of the possible labeling solutions as we have a larger hypothesis space.
Let S(n, k) be the size of hypothesis space with k labels and n nodes. If we increase n by one, the
rate of change for the hypothesis space is rk,n = ∆S/∆n = kn(k − 1), which is multiplicative with respect
to k. Similarly, as we increase k to k + 1 the size of the hypothesis space changes by sk,n = ∆S/∆k =∑
i+j=n−1(k + 1)
ikj ≥ kn−1, which is exponential in the size of our input. We need a tight bound to obtain
an efficient dynamic programming algorithm with respect to n and k.
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4.2 Upper Bound on the Hamming Error for Trees
The Hamming error of Yˆ obtained by Linear Program 1 is bounded by O˜(log(k) · p · n) with high probability.
For our analysis, we draw connections to statistical learning.
We define a hypothesis class F that contains all points that satisfy the bound in Lemma 1:
F = {Y ′ ∈ [k]|V | :
∑
(u,v)∈E
1{ϕ(Y ′u, Y ′v) 6= Xu,v} ≤ t}
From Lemma 1, we have that the edge class that corresponds to the ground truth labeling Y is contained in
F with high probability over the draw of X. Moreover, since the node noise q is bounded away from 1/2, we
can use the noisy node measurements Z to find a labeling Yˆ that is in the same edge class as Y and close
to Y . Such a labeling is obtained by solving Linear Program 1. From a statistical learning perspective, Yˆ
corresponds to the empirical risk minimizer (ERM) over F given Z. Thus, the Hamming error between Yˆ
and Y is associated with the excess risk over Z for Class F . We have:
Lemma 2. (Foster et al., 2018) Let Yˆ be the empirical risk minimizer over F given Z and let Y ∗ =
arg minY ′∈F
∑
v∈V
P(Y ′v 6= Yv) and c > 0 a constant number, then with probability 1− δ over the draw of Z,
∑
v∈V
P
(
Yˆv 6= Zv
)− min
Y ′∈F
∑
v∈V
P
(
Y ′v 6= Zv
) ≤(
2
3
+
c
2
)
log
( |F|
δ
)
+
1
c
∑
v∈V
1
{
Yˆv 6= Y ∗v
}
We now analyze how the Hamming error relates to excess risk for categorical random variables. We have:
Lemma 3. The Hamming error is proportional to the excess risk: For fixed Yˆ , Y ∼ F ′ and Z distributed
according to the uniform noise model we have that:
1{Yˆv 6= Yv} = 1
c
[
PZ(Yˆv 6= Zv)− PZ(Yv 6= Zv)
]
where c = 1− k/(k − 1)q
With k = 2 we have that c = 1− 2q, which recovers the result of Foster et al. (2018) for binary random
variables.
Using Lemma 2, we can bound the excess risk in terms of the size of the hypothesis class. We have:
Corollary 1. When Y ∈ F and Yˆ = arg minY∈F
∑
v∈V 1{Yv 6= Zv}, we have that with probability at least
1− δ over the draw of Z:
∑
v∈V
P (Yˆv 6= Zv)− min
Y ′∈F
∑
v∈V
P (Y ′v 6= Zv) ≤
(
4
3
+
2
1
4 +
(
1
4 − 
)(
1− kk−1
)) log( |F|
δ
)
We now combine these results with the complexity of class F to obtain a bound for the Hamming error:
Theorem 1. Let Yˆ be the solution to Problem 1. Then with probability at least 1− δ over the draw of X
and Z ∑
v∈V
1{Yˆv 6= Yv} ≤ [t log(2k)− log(δ)](
1− kk−1q
) (4
3
+
2
1
4 +
(
1
4 − 
)(
1− kk−1
))
=O˜(log(k)np)
Here, t is the same as in Lemma 1. We see that k has a lower impact on the Hamming error than n and
p. Also, when k = 2 we recover the result of Foster et al. (2018). Due to the tools we use to prove this result,
this is a tight bound. We validate this bound empirically in Section 6.
6
5 RECOVERY IN GENERAL GRAPHS
We now show how our tree-based algorithm can be combined with correlation clustering to obtain a non-trivial
error rate for graphs with bounded treewidth and k-categorical random variables. We first describe our
approximate inference algorithm and then show that our algorithm achieves an expected Hamming error of
O˜
(
k · log(k) · pd∆(G)2 e · n) where ∆(G) is the maximum degree of the structured instance G.
5.1 Approximate Statistical Recovery
We build upon the concept of tree decompositions (Diestel, 2018). Let G be a graph, T be a tree, and
W = (Vt)t∈T be a family of vertex sets Vt ⊆ V (G) indexed by the nodes t of T . We denote a tree-decomposition
with (T,W). The width of (T,W) is defined as max{|Vt| − 1 : t ∈ T} and the treewidth tw(G) of G is the
minimum width among all possible decompositions of G. We also denote with F the |W|− 1 edges connecting
the bags in W in (T,W) and represent T as T = (W, F ).
Given a graph G, a tree decomposition of T defines a series of local subproblems whose solutions can be
combined via dynamic programming to obtain a global solution for the original problem on G. For graphs of
bounded treewidth, this approach allows us to obtain efficient algorithms (Bodlaender, 1988). Our solution
proceeds as follows: Let (T,W) be a tree decomposition of G. We first find a local labeling Y˜W for each
W ∈ W. Then, we design a dynamic programming algorithm that combines all local labelings to obtain a
global labeling Yˆ .
5.1.1 Finding Local Labelings
We recover the labeling of the nodes in a bag W as follows: (1) Given W , we consider a superset of W , defined
as W ∗ = EXT (W ) = W ∪ (⋃v∈GN(v)) where N(v) is the one-hop neighborhood of node v; (2) Given W ∗,
we use the edge observations in the edge subset E′ ⊆ E induced by W ∗ to find a restricted hypothesis space
FW∗ . We then find a labeling Y˜W∗ ∈ FW∗ that has the minimum Hamming error with respect to Z for the
nodes in W ∗. Let ZW∗ denote this subset of Z; (3) For W , we assign Y˜W to be the restriction of Y˜W
∗
on W .
We consider two cases for Step 2 from above: (1) If |W ∗| = O(log(n)), we can enumerate all kO(log(n))
labelings for W ∗ and choose the one with minimum Hamming distance from Z. The complexity of this
brute-force algorithm is kO(log(n)) = poly(n); (2) If |W ∗| = Ω(log(n)), we use the MaxAgree[k] algorithm
of Giotis & Guruswami (2006) over the noisy edge measurements X to restring the subspace F in the
neighborhood of X. MaxAgree[k] is a polynomial-time approximation scheme (PTAS) for solving the Max-
Agreement version of correlation clustering for a fixed number of k labels. In the worst case, MaxAgree[k]
obtains an approximation of 0.7666Opt[k]. In our analysis, we account for the approximation factor 0.7666
by changing the probability p to p′ = 0.7666p+ 0.2334. A detailed discussion is provided in the supplementary
material of the paper (Heidari et al., 2019a). Given the output of MaxAgree[k], let FCC be the restricted
subspace of solutions for W ∗. We pick an arbitrary labeling Y¯W
∗ ∈ FCC and use Algorithm 1 to get a
permutation that transforms Y¯W
∗
to point Y˜W
∗
that has minimum Hamming distance to ZW
∗
.
Algorithm 1 Local Label Permutation
Input: A labeling Y¯W
∗
in the subspace FCC identified by MaxAgree[k] on W ∗; Node observations ZW∗ ;
Y¯W
∗
1 , Y¯
W∗
2 , . . . Y¯
W∗
k ← Group Y¯W
∗
By Label;
ZW
∗
1 , Z
W∗
2 , . . . Z
W∗
k ← Group ZW
∗
By Label;
for i, j ∈ [k]× [k] do
Ii,j ← |Y¯W∗i ∪ ZW
∗
j |;
end for
Q← A queue that sorts I = {Ii,j}(i,j)∈[k]×[k] in decreasing order with respect to values Ii,j ;
while Q 6= ∅ do
Ii,j ← Pop(Q);
pi(i)← j;
Remove all It,j and Ii,t for all t ∈ [k] from Q;
end while
Return: pi
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Algorithm 1 greedily permutes the labels in Y¯ w to obtain a labeling with minimum Hamming distance to
ZW . The complexity of this algorithm is O(n+ k log k).
Lemma 4. Algorithm 1 finds a permutation pi such that:
Y˜W = pi(Y¯W ) = min
pi∈Γk
∑
v∈W
1{pi(Y¯W ) 6= ZW }
where Γk is the set of all permutations of the k labels.
We combine all steps in Algorithm 2. The output of this algorithm is a collection of labelings Y˜ for the
local problems. Lemma 4 states that Y˜W
∗
minimizes the Hamming distance to Z. We also show that Y˜W
∗
remains a minimizer with respect to miny
∑
(u,v) 1(ϕ(yu, yv) 6= Xuv) after the swaps due to pi.
Algorithm 2 Find Local Labelings
Input: A tree decomposition T = (W, F ) of G; Noisy node observations Z; Noisy edge measurements X;
Y˜ → ∅;
for W ∈ W do
W ∗ = EXT (W );
\∗ The next optimization problem can be solved either via enumeration or correlation clustering. E(W ∗) denotes
the set of edges in W ∗.∗\
Y¯W
∗
= arg min
y
∑
(u,v)∈E(W∗)
1{ϕ(yu, yv) 6= Xuv};
Y˜W
∗ ← Local Label Permutation (Y¯W∗ , ZW∗);
Let Y˜W be the restriction of Y˜W
∗
to W ;
Y˜ → Y˜ ∪ {Y˜W };
end for
Return: Y˜
Definition 3. Given a graph G = (V,E), the swap(V, c1, c2) function changes all node labels c1 to c2, and
all node labels c2 to c1.
The swap operation enables us to switch between elements within an edge class. We show that a
swap(V, c1, c2) does not affect the disagreements between the node labeling and edge labeling of a graph.
Lemma 5. Let L be a set of labels L = {1, 2, . . . , k}. Consider a graph G = (V,E) for which we are given a
node labeling Y and an edge labeling X. For any pair (c, c′) ∈ L×L, let Y ′ = swap(V, c, c′) be the node labeling
of G after swapping label c with c′. We have that:
∑
(u,v)∈E 1{ϕ(Yu, Yv) 6= Xu,v} =
∑
(u,v)∈E 1{ϕ(Y ′u, Y ′v) 6=
Xu,v}.
This lemma implies that Y˜W
∗
is a minimizer of miny
∑
(u,v) 1{ϕ(yu, yv) 6= Xuv} since Y¯W
∗
minimizes
this quantity, and Y˜W
∗
is a permutation of Y¯W
∗
.
5.1.2 From Local Labelings to a Global Labeling
We now describe how to combine labelings {Y˜W }W∈W into a global labeling Yˆ . For binary random variables,
the following procedure plays a central role in enforcing agreement across local labelings (Foster et al., 2018):
Given a bag W1 and a neighbor W2 with conflicting node labels with respect to W1, we can maximize
the agreement between W1 and W2 by flipping labeling Y˜
W1 to its mirror labeling. This operation leads
to consistent solutions since for binary random variables there is only one mirror labeling. However, for
categorical random variables we have k! possible mirror labelings for Y˜W1 . We show that it suffices to consider
only one label swap per bag instead of k! labelings.
We consider the swap operation (see Section 5.1.1) and two bags W1 and W2 with labelings Y˜
W1 and
Y˜W2 . We resolve conflicts in W1 ∩W2 as follows: Let Πk ⊂ Γk be the set of all permutations restricted to one
pairwise color swap. Given a bag W ∈ W with labeling YW , we define a swap pi = swap(W, ci, cj) to be valid
if color ci is present in YW . Given a valid swap pi for W , we define pi(Y
W ) to be the label assignment for all
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nodes in W after applying pi to YW . Also, let pi(YWv ) be the labeling for a node v ∈W after pi. Finally, we
define Πk(Y
W ) as the set of all labelings for W that can be obtained if we apply any valid pairwise label
swap on YW . To resolve inconsistencies between Y˜W1 and Y˜W2 , we consider pairs in Πk(Y
W1)×Πk(YW2)
such that the labeling in the intersection of W1 and W2 is consistent and the number of nodes whose label is
swapped is minimum.
The procedure we use is shown in Algorithm 3. The algorithm takes as input a tree decomposition
T = (W, F ) of G and the local labelings Y˜ . For each W with labeling Y˜W , we compute the cost of swapping
label ci with label cj for each (i, j) ∈ [k]× [k]. Then, we iterate over edges in F to identify incompatibilities
between local node labelings. Finally, we use all the computed costs to find the single swap piW to be applied
locally to each bag W ∈ W such that global agreement is maximized. To this end, we solve a linear program
similar to program 1. This program is shown in Algorithm 4.
Algorithm 3 From Local Labelings to a Global Labeling
Input: A tree decomposition T = (W, F ) of G; Noisy node observations Z; Noisy edge measurements X; Local
labelings {Y˜W }W∈W ;
Yˆ → ∅;
for W ∈ W do
ΠWk ← the set of valid pairwise color swaps for W ;
for pi ∈ ΠWk do
\∗ pi is associated with a label swap (ci, cj) ∗\;
CostW [pi] =
∑
v∈W
1(pi(Y˜W ) 6= ZW );
end for
end for
for (W1,W2) ∈ F do
Select one node v from W1 ∩W2 randomly;
S(W1,W2) = 2 · 1{Y˜W1v = Y˜W2v } − 1;
end for
Compute constant Ln; \∗ See Section 5.2 ∗\;
{piW }W∈W = Cat. Tree Decoder(T,Cost, S, Ln);
for v ∈ V do
Choose arbitrary W s.t. v ∈W randomly;
Yˆv = piW (Y˜
W
v )
end for
Return: Yˆ
In Algorithm 4, function ψ(·) is defined as:
ψ(piW , piW ′) =
{
1, if piW (Y˜
W
v ) = piW ′(Y˜
W ′
v ) : ∀v ∈W ∩W ′
−1, if piW (Y˜Wv ) 6= piW ′(Y˜W
′
v ) : ∃v ∈W ∩W ′
Constant Ln is used to restrict the space of solutions considered. A discussion on Ln is deferred to Section 5.2.
Algorithm 4 Categorical Tree Decoder
Input: A tree T = (W, F ); Matrices {CostW }W∈W , {S(W,W ′)}(W,W ′)∈F , Ln ∈ N;
Output: Optimal swaps {piW }W∈W for each W ∈ W;
Solve the linear program:
Πˆ = arg min
{piW }W∈W∈Π|W|k
∑
W∈W
CostW [piW ]
s.t.
∑
(W,W ′)∈F
1{ψ(piW , piW ′} 6= S(W,W ′) ≤ Ln
Return: Πˆ
5.1.3 Discussion on Correlation Clustering
We use correlation clustering in our algorithm for practical reasons. If the cardinality of the bags T = (W, F )
is bounded by O(log(n)), we can find a local labeling for each W that has minimum Hamming distance to Z
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efficiently. Obtaining such a decomposition T is an NP-complete problem. This challenge is also highlighted
by Foster et al. (2018). To address this issue they assume a sampling procedure for removing edges from G to
obtain a subgraph for which a low-width tree decomposition is easy to find. This procedure is a graph-specific
exercise and not easily generalizable to arbitrary graphs. We follow a different approach. Instead of using
specialized procedures, we rely on heuristics to obtain a low-width decompositions de Givry et al. (2006);
Dermaku et al. (2008) and use correlation clustering for large bags. This scheme allows us to use our algorithm
with arbitrary graphs.
5.2 A Bound for Low Treewidth Graphs
We state our main theorem for statistical recovery over general graphs. We also provide a proof sketch.
Theorem 2. (Main Theorem) Consider graph G with T = (W, F ), noisy node observations Y , and noisy
edge observations X. Let Yˆ be the statistical recovery solution obtained by combining Algorithms 2 and 3.
With high probability over the draw of Z and X:∑
v∈V
1
{
Yˆv 6= Yv
} ≤ O˜(k · log k · pd mincut∗(G)2 e · n)
≤ O˜(k · log k · pd∆2 e · n)
where mincut∗(G) is the min. mincut over all extended bags in W and ∆(G) is the max. degree in G.
We see that the Hamming error obtained by our approach goes to zero as p→ 0. Theorem 2 allows us to
understand when statistical recovery over a graph with categorical random variables is possible (i.e., when we
can rely on edge observations to solve statistical recovery more accurately than the trivial solution of keeping
the initially assigned node labels). Theorem 2 connects the level of edge-noise with the degree ∆ of the input
graph, the number of labels k, and the noise q on node labels. We have that for the edge noise p it should be
p ≤ d∆2 e
√
q
k log k , where q is the node noise parameter, for the side information in X to be useful for statistical
recovery. Otherwise, one should just use the initially observed node labels.
Proof Sketch Let S denote a maximal connected subgraph of G. Let δ(S) be the boundary of S, i.e., the
set of edges with exactly one endpoint in S. Let Y˜ S be the local labeling for nodes in S. We say that S is
incorrectly labeled if for all v ∈ S we have Y˜ Sv 6= Yv. We have:
Lemma 6. (Swapping lemma) Let S be a maximal connected subgraph of G with every node incorrectly
labelled by Y˜ . Then at least half the edges of δ(S) are bad.
For a bag W , let set S be the largest connected component in W such that for all nodes v in it
Y˜Wv 6= Yv. It must be the case that at least half of the δ(S) edges are incorrect or else there exists a
different labeling that agrees with X better than Y˜W . This contradicts the fact that Y˜W is a minimizer of
min
y
∑
(u,v) 1{ϕ(yu, yv) 6= Xuv}. This result extends the Flipping Lemma of Globerson et al. (2015) from the
binary to the categorical case.
We use this result to bound the probability that a local labeling Y˜W (see Lemma 4) will fail to recover
the ground truth node label for W . The probability of local labelings having large Hamming error is upper
bounded:
Lemma 7. Let Γk be the all label permutations on the set L = {1, 2, . . . , k}. We have for W :
P
(
min
pi∈Γk
1{pi(Y¯W ) 6= YW } > 0
)
≤ 2|W∗|pd mincut
∗(W )
2 e
with mincut∗(W ) = min
S⊂W∗,S∩W 6=∅,S¯∩W 6=∅
|δG(W )(S)|.
We now build upon Lemma 7 and leverage the result introduced by Boucheron et al. (2003) to obtain an
upper bound on the total number of mislabeled nodes across all bags in W for any labeling permutation
pi ∈ Γk over the local labeling Y˜W :
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Lemma 8. Let Γk be the all label permutations on the set L = {1, 2, . . . , k}. For all δ > 0, with probability
at least 1− δ2 over the draw of X we have that:
min
pi∈Γk
∑
W∈W
1{pi(Y˜W ) 6= YW } ≤ 2|W |+1pd mincut(W )2 e + 6 max
e∈E
|W(e)| max
W∈W
|E(W )| log(2
δ
)
where W(e) denotes the set of bags in W that contain edge e and E(W ) denotes the set of edges in bag W .
This lemma can be extended to W ∗ as well. This lemma combined with Lemma 6 implies that the labeling
disagreement across bags in the tree decomposition are bounded. The analysis continues in a way similar to
that for trees (see Section 4). Given the local bag labelings, we seek to find the labeling swaps across bags
such that the global labeling has minimum Hamming error with respect to Y . We use the inequality from
Lemma 8 to restrict the space ([k]× [k])W of all possible pairwise label swaps over the local bag labelings.
Let s∗ be the optimal point in ([k]× [k])W such that the global labeling has minimum Hamming error with
respect to Y . Given the tree decomposition T = (W, F ) of G. We define the hypothesis space:
F , ([k]× [k])W
s.t.
∑
(W,W ′)∈F
1{ψ(piW , piW ′) 6= S(W,W ′)} ≤ Ln
}
with Ln = deg(T )
[
2wid
∗(W )+2∑
W∈W p
dmincut∗(W )2 e+6deg∗E(T ) maxW∈W |E(W ∗)| log( 2δ )
]
, deg∗E(T ) = maxe∈E |W(e)|,
and piW and S(W,W
′) denote the pairwise swaps and labeling disagreements between bags from Algorithm 3.
We show that the optimal permutation Π∗ is a member of F with high probability and also have that
|F(X)| ≤ ( e·n·k!Ln )Ln . Combining this with Lemma 2, we take Πˆ is most correlated with Z, i.e., it is a
minimizer for
∑
W∈W
∑
v∈W 1
{
piW (Y˜
W
v ) 6= Zv
}
. Directly from statistical learning theory we have that the
Hamming error of this estimator Yˆ is O˜(log(F)) = O˜(k · log k · pd∆2 e · n) which establishes our main theorem.
6 EXPERIMENTS
Experimental Setup We evaluate our approach on trees and grid graphs. For trees, we use Erdo˝s–Re´nyi
random trees to obtain ground truth instances. For grids, we use real images to obtain the ground truth.
We create noisy observations via a uniform noise model. We compare our approach with two approximate
inference baselines: (1) a Majority Vote algorithm, where we leverage the neighborhood of a node to predict
its label, and (2) (Loopy) Belief Propagation. To evaluate performance we use the normalized Hamming
distance
∑
v∈V 1(Yv 6= Yˆv)/|V |. We provide more details in the Supplementary Material.
Hamming Error of Random Trees Our analysis suggests that Linear Program 1 yields a solution with
Hamming error O˜(log(k)np). We evaluate experimentally that the Hamming error increases at a logarithmic
rate with respect to k. Figure 2 shows the Hamming error for a fixed tree generative model with p = 0.1 and
q = 0.2 as we increase the number of labels k. We fix q away from 0.5 and generate 10, 000 trees for each
k. We report the average error. As shown, we observe the expected logarithmic behavior that we proved
theoretically. The graph size is chosen randomly n ∈ [103, 1.5× 103].
Hamming Error of Grids We have two experiments on grids. In the first experiment, we select 1, 000
grayscale images and compute the Hamming error obtained by our algorithm. We consider a uniform noise
model with p = 0.05 and q = 0.1. Figure 3 shows the Hamming error as k increases. As expected we see
that the Hamming error increases. This is because as k increases negative edges carry lower information,
and with non-zero edge error (p), the positive edges also provide low information observations (i.e., a wrong
measurement). In the supplementary material of our paper, we present a qualitative evaluation of our results
on the grey-scale images.
In the second experiment, we evaluate the effect of edge noise p on the quality of solution obtained by
our methods for a fixed number of labels k and fixed node noise q. In Figure 4, we show the effect of p on
the average of Hamming error when other parameters are fixed (n = 6× 104, k = 128, q = 0.1). We vary p
from zero to 0.5. We repeat each experiment 100 times. We find that our approximate inference algorithm is
robust to small amounts of noise.
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Figure 2: Experimental validation that Hamming error for trees increases with a logarithmic rate w.r.t. k.
This experiment also validates Theorem 2 which states when the side information from edges X helps
with statistical recovery. For the setups we consider in this experiment, we have k = 128 and vary q in 0.1,
0.15, 0.2. If we keep the initial node labels the expected normalized Hamming error will be 0.1, 0.15, and
0.2 respectively. Theorem 2 states that to obtain a better Hamming error than the above one, the edge
noise p has to be less than
√
0.1/(128 log 128) ∼ 0.04, √0.15/(128 log 128) ∼ 0.05, √0.2/(128 log 128) ∼ 0.06
respectively. Figure 4 shows that the normalized Hamming error obtained by our algorithm reaches the
Hamming error of the trivial algorithm (and plateaus around it) at the expected edge-noise levels of 0.04,
0.05, and 0.06.
Our approximate inference algorithm is robust to small amounts of noise. As expected, when the noise
increases the Hamming error increases.
7 CONCLUSION
We considered the problem of statistical recovery in structured instances with noisy categorical observations.
We presented a new approximate algorithm for inference over graphs with categorical random variables. We
showed a logarithmic dependency of the Hamming error to the number of categories the random variables can
obtain. We also explored the connections between approximate inference and correlation clustering with a
fixed number of clusters. There are several future directions suggested by this work. One interesting direction
would be to understand under which noise models the problem of statistical recovery is solvable. Moreover, it
is interesting to explore the direction of correlation clustering further and extend our analysis beyond small
tree width graphs.
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8 ANALYSIS FOR TREES
8.1 Proof of Lemma 1
Proof. In G = (V,E), for each edge (u, v) ∈ E, we have a random variable Lu,v = 1(ϕ(Zu, Zv) 6= Xu,v) with
distribution:
Lu,v =
{
1, p
0, 1− p
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Figure 3: The Hamming error for different methods on grids. We show mean the mean error of 1, 000
repetitions.
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Figure 4: The effect of varying p on the average of normalized Hamming error(Hd) with fixed q.
To apply the Bernstein inequality, we must consider Lu,v − p. We have E[Lu,v − p] = 0 and σ2(Lu,v − p) =
p(1−p). We must also have that the random variables are constrained. We know that |Lu,v−p| ≤ max{1−p, p}
and p < 1/2 so |Lu,v − p| ≤ 1− p. Now, we apply the Bernstein inequality:
P
 ∑
(u,v)∈E
Lu,v − p ≤ t
 ≥ 1− exp(− t2
2|E|σ2 + 23 (1− p)t
)
Let u , − t2
2|E|σ2+ 23 t(1−p)
. Solving for t we obtain:
t =
1
3
u(1− p) +
√
(1− p)2u2
9
+ 2|E|σ2u
Now we have that:
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P(∑
Lu,v − p ≤ 1
3
u(1− p) +
√
(1− p)2u2
9
+ 2|E|σ2u
)
≥ 1− e−u
We choose u = ln
(
2
δ
)
, and substituting |E| = n − 1 for trees and σ2 = p(1 − p), we have that with
probability 1− δ:
∑
(u,v)∈E
1(ϕ(u, v) 6= Xu,v) ≤ 1
3
ln(
2
δ
)(1− p) +
√
(1− p)2 ln( 2δ )2
9
+ 2(n− 1)p(1− p) ln(2
δ
) + (n− 1)p
Simplifying by noting that
√
a+ b ≤ √a+√b, we have proven the lemma.
8.2 Proof of Lemma 3
Proof. For Yˆv = Yv, we have that PZ(Yv 6= Zv)− PZ(Yv 6= Zv) = 0 and so we are done. When Yˆv 6= Yv, we
have that PZ(Yv 6= Zv) = q and get the following for the first term:
PZ(Yˆv 6= Zv) = PZ(Yˆv 6= Zv ∧ Zv = Yv) + PZ(Yˆv 6= Zv ∧ Zv 6= Yv)
= PZ(Yˆv 6= Zv ∧ Zv = Yv) +
∑
i∈[k]∧i 6=Yˆv∧i 6=Yv
PZ(Yˆv 6= Zv ∧ Zv 6= Yv ∧ Zv = i)
We know that PZ(Yˆv 6= Zv ∧ Zv = Yv) = 1− q. For each i we have PZ(Yˆv 6= Zv ∧ Zv 6= Yv ∧ Zv = i) = qk−1 .
So we have: ∑
i∈[k]∧i 6=Yˆv∧i 6=Yv
PZ(Yˆv 6= Zv ∧ Zv 6= Yv ∧ Zv = i) = q
k − 1
∑
i∈[k]∧i 6=Yˆv∧i 6=Yv
1 =
q(k − 2)
k − 1
Given this we have:
PZ(Yˆv 6= Zv) = PZ(Yˆv 6= Zv ∧ Zv = Yv) +
∑
i∈[k]∧i 6=Yˆv∧i 6=Yv
PZ(Yˆv 6= Zv ∧ Zv 6= Yv ∧ Zv = i)
= (1− q) + q(k − 2)
k − 1 = 1−
q
k − 1
Finally, consolidating these, we get:
P (Yˆv 6= Zv)− P (Yv 6= Zv) = 1− q
k − 1 − q = 1−
k
k − 1q
This is exactly c, and so the hamming error and excess risk are proportional. Furthermore, we can set c to
1− kk−1q.
8.3 Proof of Corollary 1
Proof. Before the actual proof, we show that:
Lemma 9. In trees, if Y ∈ F then Y ∗ = Y .
Proof. We have that Y ∈ F hence ∑(u,v)∈E 1{ϕ(Yu, Yv) 6= Xu,v} ≤ t with t = (n− 1)p+ 23 ln(2/δ)(1− p) +√
2(n− 1)p(1− p) ln(2/δ) and it holds with probability 1−δ. We have that Y ∗ = arg minY ′∈F
∑
v∈V
P(Y ′v 6= Yv)
which among all possible Y ′ ∈ F finds the one nearest to Y . So we have Y ∗ = Y .
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Let Y ∗ = arg minY∈F
∑
v∈V P(Yv 6= Zv) and let Yˆ be the ERM. Because Y ∈ F so Y ∗ = Y .Then from
Lemma 2, we have:∑
v∈V
P (Yˆv 6= Zv)−
∑
v∈V
P (Y ∗v 6= Zv) ≤
(
2
3
+
c
2
)
log
( |F|
δ
)
+
1
c
∑
v∈V
1{Yˆv 6= Yv}
For all c > 0, we can use Lemma 3 and apply it to the RHS to obtain(
1− 1
ct
)[∑
v∈V
P (Yˆv 6= Zv)−
∑
v∈V
P (Y ∗v 6= Zv)
]
≤
(
2
3
+
c
2
)
log
( |F|
δ
)
where t = 1− kk−1q. Now, because this holds for c > 0, we can choose c = 2t thus obtaining(
1
2
)∑
v∈V
P (Yˆv 6= Zv)−
∑
v∈V
P (Y ∗v 6= Zv) ≤
(
2
3
+
1
t
)
log
( |F|
δ
)
Finally, applying that q = 12 − ε, we obtain our result.
8.4 Proof of Theorem 1
Proof. By Lemma 1, we have with probability at least 1− δ2∑
(u,v)∈E
1(ϕ(u, v) 6= Xu,v) ≤ t
which we will use it to define a hypothesis class F as
F =
Yˆ : ∑
(u,v)∈E
1(ϕ(Yˆu, Yˆv) 6= Xu,v) ≤ t

with
t = (n− 1)p+ 2
3
ln(
2
δ
)(1− p) +
√
2(n− 1)p(1− p) ln(2
δ
)
Which suggests that Y ∈ F with high probability. By Corollary 1, we have that Yˆ being the ERM over
F implies that
∑
v∈V
P (Yˆv 6= Zv)− min
Y ∈F
∑
v∈V
P (Yv 6= Zv) ≤
(
4
3
+
2
1
4 +
(
1
4 − 
)(
1− kk−1
)) log( |F|
δ
)
Combining this with Lemma 3, we conclude that
∑
v∈V 1{Yˆv 6= Yv} is bounded form above by
1
1− kk−1q
(
4
3
+
2
1
4 +
(
1
4 − 
)(
1− kk−1
)) log( |F|
δ
)
Now, we approximate the size of the class F . We can do so by upper-bounding the number of ways to
violate the observed measurements. Pessimistically, of the possible l = 0, 1, . . . t violations, there are at most l
nodes which are involved in this violation. Furthermore, there are at most k−1 ways for each of these nodes to
be involved in such a violation. Therefore, we have,setting t = 23 ln(2/δ)(1− p) +
√
2(n− 1)p(1− p) ln(2/δ) +
(n− 1)p
|F| ≤
t∑
l=0
(
n
l
)
kl ≤ kt
t∑
l=0
(
n
l
)
≤ kt2t
Using this bound for |F|, and assuming that the noise and sampling distribution is constant, we obtain
that the hamming error is bounded by O˜(log(k)np)
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8.5 Solving the Optimization Problem on Trees with Dynamic Programming
Because G is assumed to be a tree, we can compute optimal solutions to subproblems. Specifically, we can
turn any undirected tree into a controlled one by a breadth-first search.
Then we can define a table OPT (u,B|`) which stores optimal values to the subtree rooted at u, constrained
to budget B and with the parent of u constrained to class `. Given the values of OPT for all descendants of
a node u, it is not difficult to find values for the table at u. We formalize this in the following theorem.
Theorem 5. The optimization problem 1 can be solved in time O(kn3p).
Proof. Given a tree T = (V,E), a budget t, observations X = {Xu,v}(u,v)∈E and Z = {Zv}v∈V , we would
like to compute a solution to
∑
(u,v)∈E
1(ϕ(Zu, Zv) 6= Xu,v) ≤ 2
3
ln(2/δ)(1− p) +
√
2(n− 1)p(1− p) ln(2/δ) + (n− 1)p
First, we turn T into a tree rooted at some node r by running a breadth-first search from r and directing
nodes according to their time of discovery. Call this directed tree rooted at r
−→
T r. We specify a table OPT
which will collect values of optimal subproblems.
Specifically, denote
−→
T u as the subtree of
−→
T r rooted at a node u. Then OPT will be a matrix parameterized
by OPT (u,B|`) where u ∈ V , 0 ≤ B ≤ |−→T u| (no tree can violate the observations more times than the
number of nodes in the tree) and ` ∈ [k]. Let Pa(u) be the singular parent of the node u. Then OPT values
represent the optimal value of the subtree rooted at u with a budget B and Pa(u) restricted to the value `.
Our recursive equation for OPT is then
OPT (u,B|i) = min
`∈[k]
min∑
v∈N(u)
Bv
=B−1{Xu,v 6=ϕ(i,`)}
∑
v∈N(u)
OPT (v,Bv|`) + 1{` 6= Zu}
If we have the value of OPT (u,B|`) for all nodes u 6= r, values ` and valid budgets B ≤ t, we can calculate
the optimum value of the tree by the following: We attach a node r′ to r by an edge r′ → r and set the
information on the node to Xr′,r = 1 then solve OPT (r, t|1), then repeat the process but with Xr′,r = −1,
return the smaller of these two values.
For a leaf node w, the value of OPT (w,B′|`) is simply mini 1{i 6= Zw} for B′ = 1. If B′ = 0 then we
must choose i such that it does not violate the side information, i.e. we must have ϕ(i, `) = Xw,Pa(w)
Finally we show how to compute the summation in (??) efficiently. For each value ` ∈ [k] we must
optimize the summation
min∑
v∈N(u)
Bv
=B−1{Xu,v 6=ϕ(i,`)}
 ∑
v∈N(u)
OPT (v,Bv|`) + 1{` 6= Zu}

Because each node’s optimal value is independent, we can rewrite this sum by submitting an optional
order on N(u) of 1, 2, . . . ,m = |N(u)| and reforming this sum to
min
B1∈[0,K−1{ϕ(`,s) 6=Xu,Pa(u)}]
OPT (1, B1|`) + min∑
j∈[2,m] Bj=B−B1−1{ϕ(`,s) 6=Xu,Pa(u)}
∑
j∈2,m
OPT (j, Bj |`)
The minimization for the first two vertices whose number of constraints violated are at most B can
be solved in O(B2) time. The calculation for the first three vertices can then be done in O(B2) time by
reusing the information from the first two. We can repeat this until we have considered all children of u.
Hence because we must calculate this value for all k possible classes, we get an algorithm which takes time
k
∑
v∈V |N(v)|B2 = O(nkB2). The statistical analysis below shows that B is poly(n, p).
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9 ANALYSIS FOR GENERAL GRAPHS
9.1 Approximation Correlation Clustering
We have following Theorem,
Theorem 6. (Giotis & Guruswami, 2006) There is a polynomial time factor 0.878 approximation algorithm
for MaxAgree[2] on general graphs. For every k ≥ 3, there is a polynomial time factor 0.7666 approximation
algorithm for MaxAgree[k] on general graphs.
With this assumption in the worse case, we have labeling with 0.7666Opt[k]. If Opt = |E| − b which b is
the number of bad edges that the optimal does not cover. We know the original graph is a k cluster with no
bad-cycle (a cycle with one negative edge), so whatever bad edges that we see are the result of the noise process
on the edges, so b ≤ |E|p because part of them do not generate bad-cycles. We can consider the approximate
process as an extra source to generate more bad edges so we have |E| − b′ ≥ Approx[k] = 0.7666Opt[k].
Also, by our assumption we have p ≤ p′ so b ≤ b′
|E|−b′ ≥ Approx[k] = 0.7666Opt[k] = 0.7666(|E| − b)→ b′ ≤ 0.2334|E|+ 0.7666b
So we have
b ≤ b′ ≤ 0.2334|E|+ 0.7666b
We have upper bound for the error introduced by our approximation and we assume all that noise come
from edge noise process and the correlation clustering could not correct it, we can assume a noise process
with p′ such that b′ = |E|p′ so :
|E|p′ = b′ ≤ 0.2334|E|+ 0.7666b ≤ 0.2334|E|+ 0.7666|E|p→ p′ ≤ 0.2334 + 0.7666p
So we consider exact correlation clustering result in our analyses and if we interested to see the effect of
approximation algorithm on the result and get an error bound, we update p to 0.2334 + 0.7666p as worst
case analysis which means we directly inject the approximation noise error to the results. This assumption is
weak because part of b′ can be captured by the local and global optimizer which we neglect it.
9.2 Proof of Lemma 4
Proof. We mix two partitions into one notation and each data point in D shows as vi = (Y¯i, Zi) , for each
i ∈ D, and Y¯i ∈ Y¯ and Zi ∈ Z. We define ∀l ∈ [k]
Xl = {vi|Y¯i = l}
Tl = {vi|Zi = l}
and the error is E =
∑
vi∈D
1{Zi 6= Y¯i}. The only thing that we allowed to change is the label of Xls. We
can represent the partition X and T as,
X = {X1, X2, . . . , Xk}
T = {T1, T2, . . . , Tk}
We claim that with Algorithm 2, we can find the permutation pi on X, such that E minimize. Let pi∗ be the
permutation that makes minimum E. We prove this theorem with reductio ad absurdum. Therefore
Epi∗ ≤ Epi (2)
Let N be the set of all vi ∈ D such that pi(Y¯i) 6= pi∗(Y¯i),
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N = {vi ∈ D|pi(Y¯i) 6= pi∗(Y¯i)}
We can write E for pi,
Epi =
∑
vi∈D
1{pi(Y¯i) 6= Zi}
=
∑
vi∈N
1{pi(Y¯i) 6= Zi}+
∑
vi 6∈N
1{pi(Y¯i) 6= Zi}
Similarly we can define Epi∗ ,
Epi∗ =
∑
vi∈D
1{pi∗(Y¯i) 6= Zi}
=
∑
vi∈N
1{pi∗(Y¯i) 6= Zi}+
∑
vi 6∈N
1{pi∗(Y¯i) 6= Zi}
Second term in Epi∗ and Epi are equal, using Inequality 2, and we define Epi(N) =
∑
vi∈N
1{pi(Y¯i) 6= Zi}
and similarly Epi∗(N) for pi
∗, so we have,
Epi∗(N) ≤ Epi(N) (3)
We know N ⊆ D, so the partition X on D present a sub-partition Xˆ on N . Xˆ defines like X, so
Xˆ = {Xˆ1, Xˆ2, . . . , Xˆk}. This sub-partition notion can be defined for both permutations pi and pi∗,
Xˆpi = {Xˆpi(1), Xˆpi(2), . . . , Xˆpi(k)}
Xˆpi∗ = {Xˆpi∗(1), Xˆpi∗(2), . . . , Xˆpi∗(k)}
In the greedy algorithm, we sort the intersections of Xis and Tis and select the biggest one each time,
because Xˆ is sub-partition of X, so we have,
∀vi, vj ∈ Xˆ pi(Y¯i) = pi(Y¯j)←→ pi∗(Y¯i) = pi∗(Y¯j) (4)
Based on Equation 4, we can define a isomorphism on N ,
∀vi ∈ N φ : pi∗(Y¯i)→ pi(Y¯i)
we define ˙max() as selecting the set with maximum size among all feasible sets, then we have,
Xˆpi(Y¯i) =
{
vj ∈ D|pi(Y¯i) = pi(Y¯j), pi(Y¯j) 6= Zj , ˙max|XY¯j ∩ Tpi(Y¯j)|
}
and also we can obtain,
Epi∗(N) =
∑
vi∈N
1{pi∗(Y¯i) 6= Zi}
=
∑
Xˆi∈Xˆpi∗
∑
v=(Y¯ ,Z)∈Xˆi
1{pi∗(Y¯ ) 6= Z}
=
∑
Xˆi∈Xˆpi∗
∑
v=(Y¯ ,Z)∈Xˆi
1{φ−1(pi(Y¯ )) 6= Z}
Also from Equation 5, we know
˙max|XY¯j ∩ Tpi(Y¯i)| = Xˆpi(Y¯i) ∪Xpi(Y¯i)
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because Tpi(Y¯i) might already given to bigger intersection so we used ˙max, and Xpi(Y¯i) define as,
Xpi(Y¯i) =
{
vj ∈ D|pi(Y¯i) = pi(Y¯j), pi(Y¯j) = Zj , ˙max|XY¯j ∩ Tpi(Y¯j)|
}
Based on greedy Xpi(Y¯i) is maximized on other hands from Equation ??, we know that Epi∗ ≤ Epi, so there
exist equivalence C partition based on the φ, we have such that using Inequality 3,∑
v∈C
1{φ−1(pi(Y¯ )) 6= Z} ≤
∑
v∈C
1{pi(Y¯ ) 6= Z} (5)
moreover, this should be true for all z ∈ C. But if pi∗(Y¯ ) is not pi(Y¯ ) then,∣∣∣∣{vi ∈ D;1{pi∗(Y¯i) = yi}}∣∣∣∣ < Xpi(Y¯i)
so this contradicting with Inequality 5 so for equivalence class C, we have∑
v∈C
1{pi∗(Y¯ ) 6= Z} =
∑
v∈C
1{pi(Y¯ ) 6= Z}
and because Xˆpi and Xˆpi∗ is finite, this mean φ is identity function φ(x) = x so pi = pi
∗. That mean greedy
algorithm finds the best permutation transformations that satisfies Z.
9.3 Proof of Lemma 5
Proof. Let G = (V,E), and set Y is the node labels from L assigned to V . Let C ⊆ L be the set of all labels
that used in Y . The easy case is when we want to change a color c ∈ Y to c′ /∈ Y , this is like renaming. To
proof this lemma, we use induction. For showing an edge, we use i+ j means that two end point of nodes have
label i and j and the edge label is +1. Let C = {c, c′}, we have multiple scenarios that generate violation
V i = {c′+c, c+c′, c−c, c′−c′, } and also the set of non-violation scenarios is nV i = {c′−c, c−c′, c+c, c′+c′}
as you can see nV i and V i closed under swap operation.
We assume the theorem is true for |C| = k − 1, let Y used for k colors to color them. We know k − 1
colors can swap, only color k is matter now, consider swap i ∈ [k − 1] and k. All edges involve in this
swap is {i + k, i − k, k + i, k − i, i + i, i − i, k − k, k + k} and errors involved with these two labels are
{i+ k, k + i, i− i, k − k}, and this set size does not change after the swap.
Based on the statement at the beginning of the proof, we are sure about k appear to [k−1] colors, because
it is like renaming, the only thing is changing k to i. Let j be a label such that e = (vi, vj) ∈ E : label(vl) =
j
∧
label(vm) = k, the number of error are {j + k, k+ j} and after swap we have same number of edge in this
set. So Y and its version after swap, Y ′ have same number of edge violations on the label set L, In other
word, for any L, we have the following statement.
∑
(u,v)∈E 1{ϕ(Yu, Yv) 6= Xu,v} =∑
(u,v)∈E 1{ϕ(Y ′u, Y ′v) 6= Xu,v}
9.4 Proof of Lemma 6
Proof. Let δ(S)+ and δ(S)− show the positive and negative edges in δ(S). We define the external boundary
nodes as follow,
V S = {v ∈ G : (v, e) ∈ δ(S) ∧ v 6∈ S}
and internal boundary nodes as
VS = {v ∈ G : (v, e) ∈ δ(S) ∧ v ∈ S}
It is simple to verify that for each v ∈ V S there exist u ∈ VS such that (u, v) ∈ δ(S) and vice versa. We know
that Y˜Wv = Yv for v ∈ V S . If δ(S)− = ∅ and all edges in δ(S) be correct, we can follow the labels node in V S ,
so for each v ∈ V S we select the edges (v, u) in δ(S) and we define swap(S, v, u) so we have set of mapping
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Φ+(S) = {swap(S, v, u) : v ∈ V S ∧ u ∈ VS ∧ (u, v) ∈ δ(S)}, from Lemma 5, we know the that the number of
violations in S is same, so we resolved some violations in δ(S) which has contradiction with Y˜W ∈ Imin, so
when δ(S)− = ∅, at least half of nodes are incorrect and we actually can derive the labeling.
Let Γk(S) be all label permutation in S such that each permutation can be represented with a sequence
of swaps. We can easily show that any sequence of swap is also does not change the edge violation, so we
know for all pi ∈ Γk(S) the number of edge violations in S is constant. Because V S is correct labeled so at
least d δ(S)2 e of edges in δ(S) are incorrect, otherwise there exist a labeling permutation that contradict with
minimization of edge violation because the edges inside S does not add violation but we resolve more than
half of δ(S), In this case we know the existential of such a this permutation but in binary and δ(S)− = ∅
cases, we can actually build the better permutation.
9.5 Proof of Lemma 7
Proof. From Lemma 6, we know at least half of δ(S) for any S ⊂W ∗ are incorrect, so we used this to find an
upper bound for this probability, so the best permutation of labels also should satisfy Lemma 6 so we have
P
(
min
pi∈Γk(W∗)
1{pi(Y¯W∗) 6= YW } > 0
)
≤
∑
S⊂W∗,S∩W 6=∅,S¯∩W 6=∅
pd
δ(S)
2 e
≤
∑
S⊆W∗
pd
mincut∗(W )
2 e(because |δ(S)| ≤ mincut∗(W ) for all S ⊆W ∗)
≤ 2|W∗|pdmincut
∗(W )
2 e (there are 2|W
∗| subsets)
where mincut∗(W ) = minS⊂W∗,S∩W 6=∅,S¯∩W∗ 6=∅|δG(W )(S)|
9.6 Proof of Lemma 8
We have following theorem from Boucheron et al. (2003)
Theorem 7. If there exists a constant c > 0 such that V+ ≤ cS then
P{S ≥ E[S] + t} ≤ exp
( −t2
4cE[S] + 2ct
)
Subsequently, with probability at least 1− δ,
S ≤ E(S) + max
{
4c log(
1
δ
), 2
√
2cE(S) log(
1
δ
)
}
≤ 2E(S) + 6c log(1
δ
).
Now we can prove this theorem,
Proof. We define a random variable that shows the number of the component that has an error concerning
the real labels of each component. This random variable is a function of given edges X.
S(X) =
∑
W∈W
min
pi∈Γk(W )
1{pi(Y˜W (X)) 6= YW } (6)
We know S(X) = 0 means perfect matching with a given X and in maximum S(X) = |W|, and also
Y˜W (X) is the component-wise estimator with given edge labels observation X. We know that S : [k]|E| → R
so we can use Theorem 7 if we can prove that S(X) satisfies the assumption.
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S(X)− S(X(e)) =
∑
W∈W
(
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
]
− min
pi∈Γk(W )
1
[
pi(Y˜W (X(e))) 6= YW
])
The right-hand side of the equation is zero for hypernodes that e is not in them so we can reduce the
equation to the hypernodes that have e, so we show it with W(e). Formally W(e) = {W ∈ W|e ∈ E(W )}
S(X)− S(X(e)) =
∑
W∈W(e)
(
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
]
− min
pi∈Γk(W )
1
[
pi(Y˜W (X(e))) 6= YW
])
For evaluate Theorem 7, in next proposition we showed V+ is bounded.
Proposition. The variation of V+ of S(X) in Equation 6 is bounded, V+ ≤ cS(X).
Proof.
(S(X)− S(X(e)))2.1
(
S(X) > S(X)(e)
)
=
1
(
S(X) > S(X)(e)
)
×
∑
W∈W(e)
(
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
]
− min
pi∈Γk(W )
1
[
pi(Y˜W (X(e))) 6= YW
])2
≤
∑
W∈W(e)
(
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
])2
//second part removed and square of minus part added
≤ |W(e)|
∑
W∈W(e)
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
]
Now we can use this for calculating the expectation.
We directly start with V+ to find its bound.
V+ =
∑
e∈E
E
[
(S(X)− S(X(e)))2 · 1
(
S(X) > S(X)(e)
)∣∣∣∣X1, X2, . . . , Xn]
=
∑
e∈E
(S(X)− S(X(e)))2 · 1
(
S(X) > S(X)(e)
)
× P
[
(S(X)− S(X(e)))2 · 1
(
S(X) > S(X)(e)
)∣∣∣∣X1, X2, . . . , Xn]
(we assume all probabilities are 1)
≤
∑
e∈E
(S(X)− S(X(e)))2.1
(
S(X) > S(X)(e)
)
//from last result
≤
∑
e∈E
|W(e)|
∑
W∈W(e)
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
]
≤ max
e∈E
|W(e)|
∑
e∈E
∑
W∈W(e)
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
]
= max
e∈E
|W(e)|
∑
W∈W(e)
∑
e∈E
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
]
≤ max
e∈E
|W(e)| max
W∈W
|E(W )|
∑
W∈W(e)
min
pi∈Γk(W )
1
[
pi(Y˜W (X)) 6= YW
]
= max
e∈E
|W(e)| max
W∈W
|E(W )|S(X)
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Therefore, there is c = max
e∈E
|W(e)| max
W∈W
|E(W )| such that V+ ≤ cS(X).
So with c = max
e∈E
|W(e)| max
W∈W
|E(W )|, the Theorem 7 with probability at least 1− δ2 is valid,
S ≤ 2E(S) + 6 max
e∈E
|W(e)| max
W∈W
|E(W )| log(2
δ
)
We only need to derive E(S) using Lemma 7, because Y˜ ∈ IY¯ , so Lemma 7 is also valid for Y˜ ,
E(S) =
∑
W∈W
P
(
min
pi∈Γk(W )
1
{
pi(Y˜W (X)) 6= YW
})
× min
pi∈Γk(W )
1
{
pi(Y˜W (X)) 6= YW
}
=
∑
W∈W
P
(
min
pi∈Γk(W )
1
{
pi(Y˜W (X)) 6= YW
}
= 1
)
=
∑
W∈W
P
(
min
pi∈Γk(W )
1
{
pi(Y˜W (X)) 6= YW
}
> 0
)
≤
∑
W∈W
2|W |pd
mincut(W )
2 e // from Lemma 7
so finally we have,
min
pi∈[Γk]W
∑
W∈W
1{pi(Y˜W ) 6= YW } ≤
∑
W∈W
2|W |+1pd
mincut(W )
2 e + 6 max
e∈E
|W(e)| max
W∈W
|E(W )| log(2
δ
)
9.7 Proof of Theorem 2
From Lemma 8, we can directly proof same result for extend of tree components.
Corollary 3. There is straightforward deduction to derive the result for W ∗ = EXT (W ) on T = (W, F )
with probability 1− δ2 ,
min
pi∈[Γk]W
∑
W∈W
1{pi(Y¯W∗) 6= YW∗} ≤
∑
W∈W
2|W
∗|+1pd
mincut∗(W )
2 e + 6 max
e∈E
|W∗(e)| max
W∈W
|E(W ∗)| log(2
δ
)
we define the maximum size of a hyper-graph as its degree deg∗E(T ) = max
e∈E
|W∗(e)| which W∗(e) = {W ∈
W|e ∈ E(W ∗)} and E(W ∗) is the set of all edged in E that are in W ∗, so we have
min
pi∈[Γk]W
∑
W∈W
1{pi(Y¯W∗) 6= YW∗} ≤ 2wid∗(W )+2
∑
W∈W
pd
mincut∗(W )
2 e + 6deg∗E(T ) max
W∈W
|E(W ∗)| log(2
δ
)
Where wid∗(W ) , maxW∈W |W ∗| − 1.
Now we can start to Theorem 2,
Proof. To prove this theorem, we need to define a hypothesis class and find information bound for the optimal
solution in there, next, we can find a bound for the distance of the real answer of the problem and best
answer in the hypothesis class.
Consider the following permutation finding of the components in T:
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Π? = arg min
Π∈Γ|W|k
∑
W∈W
1
{
Π(Y˜W ) 6= YW}
from Corollary 3, we know that
min
pi∈[Γk]W
∑
W∈W
1{pi(Y˜W ) 6= YW } ≤ Kn
Because Y˜W
∗
and Y¯W
∗
both are in IY¯W∗ and also Y˜W is Y˜W
∗
restricted to W and Kn is
Kn ,2wid
∗(W )+2
∑
W∈W
pd
mincut∗(W )
2 e+
6deg∗E(T ) max
W∈W
|E(W ∗)| log(2
δ
)
So if we have Π?, we can produce a vertex prediction with at most Kn mistakes with probability 1− δ.
However, computing Π? is impossible because we do not have access to Y , so we need to see using Z as a
noisy version of Y , how much approximation error will add to the theoretical bound of prediction.
We define the following hypothesis class, which is defined with Kn so we make even bigger to include an
even better possible solution.
F , ([k]× [k])W
s.t.
∑
(W,W ′)∈F
1{ψ(piW , piW ′) 6= S(W,W ′)} ≤ Ln
}
In this context, each element of ([k]× [k])W is a vector of size W element which each sown as pi. Our goal
is to show that best permutation is in F with high probability.
Such that Ln = deg(T ).Kn which enrich the hypothesis class with make it bigger than using Kn. We
know that if min
pi∈[Γk(W )]
1{pi(Y˜W ) 6= YW } = 0 for a component W then we can find a p¯iW ∈ Γk such that we
can effect on YW to get Y˜W so p¯iW (Y
W ) = Y˜W .
We also have
∑
(W,W ′)∈F
1{ψ(piW , piW ′) 6= S(W,W ′)} =
∑
(W,W ′)∈F
1{ψ(piW , piW ′) 6= [2.1(Y˜Wv , Y˜W
′
v )− 1]}
and we know v ∈W ∩W ′, so if for each W ∈ W we have p¯iW , if the range of piW and piW ′ be same they
get 1 and their range is Y , the right hand side also is 1 because the range of two permutations are YW and
v ∈W ∩W ′, so 1{ψ(piW , piW ′) 6= [2.1(Y˜Wv , Y˜W
′
v )− 1]} = 0 when ever W and W ′ have no errors. Therefore
Π? ∈ F with probability 1− δ. The complexity of hypothesis class can parametrized with the size of F(X)
so we have
|F(X)| =
Ln∑
m=0
(|W|
m
)
k!m
≤
Ln∑
m=0
(|W|
m
)
k!Ln = k!Ln
Ln∑
m=0
(|W|
m
)
≤ k!Ln
(
e|W|
Ln
)Ln
≤
(
e.n.k!
Ln
)Ln
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We consider non-redundant decomposed trees which means for (Wi,Wj) ∈ F we have Wi\(Wi ∩Wj) 6= ∅.
In Algorithm 3, we use Z instead of Y . So we have
pˆi = min
pi∈F(X)
∑
W∈W
∑
v∈W
1
{
pi(Y˜Wv ) 6= Zv
}
.
We have following lemma to continue the proof
Lemma 18. For
∑
v∈W
1
{
pˆi(Y˜Wv ) 6= pi?(Y˜Wv )
}
we have following approximation,
∑
v∈W
1
{
pˆi(Y˜Wv ) 6= pi?(Y˜Wv )
}
=
1
c
∑
v∈W∧pi?(Y˜Wv )=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
=
+
1
c′
∑
v∈W∧pi?(Y˜Wv )6=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
6=
such that c = −(1− kk−1q) and c′ = 1− kk−1q.
Proof. We prove this equation step by step∑
v∈W
1
{
pˆi(Y˜Wv ) 6= pi?(Y˜Wv )
}
=
∑
v∈W∧pi?(Y˜Wv )=Yv
1
{
pˆi(Y˜Wv ) 6= pi?(Y˜Wv )
}
=
+
∑
v∈W∧pi?(Y˜Wv )6=Yv
1
{
pˆi(Y˜Wv ) 6= pi?(Y˜Wv )
}
6=
=
1
c
∑
v∈W∧pi?(Y˜Wv )=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
=
+
1
c′
∑
v∈W∧pi?(Y˜Wv )6=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
6=
We have to derive each part of the relation separately, for both sigma if pˆi(Y˜Wv ) = pi
?(Y˜Wv ) the above is
true for any c and c′.
We need to calculate c and c′, for c which is pi?(Y˜Wv ) = Yv, we have
PZ
{
pˆi(Y˜Wv ) 6= Zv ∧ pi?(Y˜Wv ) = Yv
}
=
k − 2
k − 1q
and PZ
{
pi∗W (Y˜
W
v ) 6= Zv
∣∣pi?(Y˜Wv ) = Yv} = 1− q so we can calculate c.
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv} = k − 2k − 1q − (1− q) = −(1− kk − 1q)
so c = −(1− kk−1q). Next, we calculate c′ which is pi?(Y˜Wv ) 6= Yv, therefore we have
PZ
{
pˆi(Y˜Wv ) 6= Zv ∧ pi?(Y˜Wv ) 6= Yv
}
=
PZ
{
pˆi(Y˜Wv ) 6= Zv ∧ pi?(Y˜Wv ) 6= Yv ∧ Yv = Zv
}
+ PZ
{
pˆi(Y˜Wv ) 6= Zv ∧ pi?(Y˜Wv ) 6= Yv ∧ Yv 6= Zv
}
=
k − 2
k − 1q + 1−
1
k − 1q = 1− q
and for second part we have,
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PZ
{
pi?(Y˜Wv ) 6= Zv ∧ pi?(Y˜Wv ) 6= Yv
}
=
= PZ
{
pi?(Y˜Wv ) 6= Zv ∧ pi?(Y˜Wv ) 6= Yv ∧ Yv = Zv
}
+ PZ
{
pi?(Y˜Wv ) 6= Zv ∧ pi?(Y˜Wv ) 6= Yv ∧ Yv 6= Zv
}
=
= q +
k − 2
k − 1q
so we can calculate c′
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv} =
= (1− q)− [q + k − 2
k − 1q
]
= 1− k
k − 1q
therefore that c′ = 1− kk−1q.
Fix pˆi ∈ F(X) for each component W ∈ W we have
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
} ≤ ∑
v∈W
1
{
pˆi(Y˜Wv ) 6= pi?(Y˜Wv )
}
+
∑
v∈W
1
{
pi?(Y˜Wv ) 6= Yv
}
//Triangle inequality
≤
∑
v∈W
1
{
pˆi(Y˜Wv ) 6= pi?(Y˜Wv )
}
+ |W |1{pi?(Y˜W∗v ) 6= Yv} //Maximize component error
= − 1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv )=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
+
1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv ) 6=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}+ |W |1{pi?(Y˜Wv ) 6= Yv} //From Lemma 18
For the first part, we can the following approximation:
− 1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv )=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
≤ 2
∑
v∈W
1
{
pi?(Y˜Wv ) 6= Yv
}
+
1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv )=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
≤ 2|W |1{pi?(Y˜Wv ) 6= Yv}+ 1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv )=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
We conclude that:
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∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
} ≤ 3|W |1{pi?(Y˜Wv ) 6= Yv}+
1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv ) 6=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}+
1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv )=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
≤ 3|W |1{pi?(Y˜Wv ) 6= Yv}+
1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv ) 6=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}+
1
1− kk−1q
∑
v∈W∧pi?(Y˜Wv )=Yv
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
≤ 3|W |1{pi?(Y˜Wv ) 6= Yv}+ 1
1− kk−1q
∑
v∈W
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
We apply this formula for all components W ∈ W we have
∑
W∈W
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
}
≤ 3
(
max
W∈W
|W |
) ∑
W∈W
1
{
pi?(Y˜Wv ) 6= Yv
}
+
1
1− kk−1q
∑
W∈W
∑
v∈W
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
≤ 3
(
max
W∈W
|W |
)
Kn +
1
1− kk−1q
∑
W∈W
∑
v∈W
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
using Lemma 2 for right hand side of the equation, we have excess risk bound with probability 1− δ2 ,
∑
W∈W
∑
v∈W
{
PZ
{
pˆi(Y˜Wv ) 6= Zv
}− PZ{pi∗W (Y˜Wv ) 6= Zv}}
≤
(
2
3
+
c
2
)
log(
2|F(X)|
δ
) +
1
c
∑
W∈W
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
}
so we can mix these inequalities,
∑
W∈W
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
}
≤ 3
(
max
W∈W
|W |
)
Kn +
1
1− kk−1q
(
2
3
+
c
2
)
log(
2|F(X)|
δ
) +
1
c
∑
W∈W
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
}
so we have
∑
W∈W
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
} ≤ 1
1− 1c
[(
3 max
W∈W
|W |
)
Kn +
1
1− kk−1q
(
2
3
+
c
2
)
log(
2|F(X)|
δ
)
]
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We put c = 11− and rearrange then with probability 1− δ we have∑
W∈W
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
}
≤ 1
1− 11
1−
[(
3 max
W∈W
|W |
)
Kn +
1
1− kk−1q
(
2
3
+
1
1−
2
)
log(
2|F(X)|
δ
)
]
=
1

[(
3 max
W∈W
|W |
)
Kn +
1
1− kk−1q
(
2
3
+
1
2(1− )
)
log(
2|F(X)|
δ
)
]
From before, we have |F(X)| ≤ ( en.k!Ln )Ln , wid(T ) = maxW∈W |W |, Kn, and Lemma 2 so we can conclude∑
W∈W
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
}
=
=
1

(
3 max
W∈W
|W |
)
Kn +
1
.
(
1− kk−1q
)(2
3
+
1
2(1− )
)
log(
2|F(X)|
δ
)
=
3

.wid(T ).Kn +
1
.
(
1− kk−1q
)(2
3
+
1
2(1− )
)
× ( log(2
δ
) + Ln. log(
en.k!
Ln
)
)
)
≤ 3

.wid(T ).Kn +
1
.
(
1− kk−1q
)(2
3
+
1
2(1− )
)
× [ log(2
δ
) +Kn.deg(T ).k. log(n.k)
]
=
1

.Kn ×
[
3.wid(T ) + deg(T ).k. log(n.k).
1
1− kk−1q
.(
2
3
+
1
2(1− ) )
]
+
1
.
(
1− kk−1q
)(2
3
+
1
2(1− )
)
log(
2
δ
)
≤ 1

.Kn ×
[
3.wid(T ) + deg(T ).k. log(n.k).
1
1− kk−1q
.(
2
3
+
1
2(1− ) )
]
+
1
.
(
1− kk−1q
)(2
3
+
1
2(1− )
)
log(
2
δ
)
≤ 1

.
[
2wid
∗(W )+2
∑
W∈W
pd
mincut∗(W )
2 e + 6deg∗E(T ) max
W∈W
|E(W ∗)| log(2
δ
)
]
× [3.wid(T ) + deg(T ).k. log(n.k). 1
1− kk−1q
.(
2
3
+
1
2(1− ) )
]
+
1
.
(
1− kk−1q
)(2
3
+
1
2(1− )
)
log(
2
δ
)
so we have∑
W∈W
∑
v∈W
1
{
pˆiW (Y˜
W
v ) 6= Yv
}
≤ O
(
1
2
.
[
2wid
∗(W )+2
∑
W∈W
pd
mincut∗(W )
2 e + 6deg∗E(T ) max
W∈W
|E(W ∗)| log(2
δ
)
]
× [3.wid(T ) + deg(T ).k. log(n.k)])
because mincut ≥ maximum degree
≤ O˜(k. log k.pd∆2 e.n)
As pˆiW (Y˜v) = Yˆv, so the algorithm ensures Hamming error has driven upper bound.
10 MIXTURE OF EDGES AND NODES INFORMATION
In all previous works (Foster et al., 2018; Ofer Meshi & Sontag, 2016; Globerson et al., 2015), the algorithms
consider the information of edge and node labels in different stages. For instance in (Globerson et al., 2015),
first solves the problem based on the edge because p < q, then it uses the nodes information. The information
value of positive and negative edges in binary cases are same, but this courtesy breaks under categorical
labels, on the other hand, we can use some properties in the graph to trust more on some information. We
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can calculate the probability of correctness of graph nodes and edges label using p and q. In categorical
labeling, the space of noise has some variations from the binary case, so we have the following facts in the
categorical case:
• Flipping an edge makes an error.
• Switching the label of a node might not make an error.
Using Bayes rule and the property of nodes, we have Pr(v = i|v′ = j) = Pr(v′ = j|v = i)), the prim for a
vertex shows the vertex after effecting noise.
We have following theorem the proof come in supplementary material,
Theorem 8. The likelihood of correctness of an edge e = (vi, vj) ∈ E with label with L are as follow,
Pr(L is untouched |e, L) =
cL ×

2(1− q)q + ( qk−1 )2. k−2k.(k−1) L = 1, vio
(1− q)2 + ( qk−1 )2. 1k.(k−1) L = 1,nvio
2(1− q). qk−1 + ( qk−1 )2. k−2k(k−1) L = −1, vio
(1− q)2 + ( qk−1 )2.k−2k L = −1,nvio
which cL =
(1−p)|E|
#L in graph , vio means φ(Xi, Xj) 6= Xij, and nvio means φ(Xi, Xj) = Xij.
Proof. In all cases, two head nodes of a given edge are vi and vj , and L shows the label of the edge. We first
calculate the probability Pr(vi, vj , L|L is untouched) the using Bayes theorem, we derive the likelihood.
• The first case is e generates a violation φ(Zi, Zj) 6= Xij , and the edge label L = 1, in this case, the
probability of the event is only one of the node labels are changed or both node labels have been
changed but to the different labels.
Pr(only one of the node labels are changed) =
2Pr(vi is changed) =
2(1− q).
∑
vi.label=j∧j 6=Xi
Pr(vi.label = j|vi.label = i)
= 2(1− q).
∑
vi.label=j∧j 6=Xi
q
k − 1 = 2.(1− q)q
and also we have, (v′i and v
′
j are the label of given nodes after noise effect)
Pr(v′i 6= v′j ∧ vi = vj ∧ v′j 6= vj ∧ v′i 6= vi)
= Pr(vi 6= v′i).P r(vj 6= v′j).P r(vi = vj)× Pr(v′i 6= v′j |vi = vj ∧ v′j 6= vj ∧ v′i 6= vi)
=
q
k − 1 .
q
k − 1 .
1
k
.
(k − 1)(k − 2)
(k − 1).(k − 1)
= (
q
k − 1)
2.
k − 2
k.(k − 1)
Because Pr(vi 6= v′i), Pr(vj 6= v′j), and Pr(vi = vj) are independent, so the whole probability would be
2.(1− q)q + ( qk−1 )2. k−2k.(k−1) .
• The second case is e does not generate any violation, φ(Zi, Zj) = Xij , and the edge label L = 1, in this
case, either both node labels are untouched or they changed but to the same label.
Pr(both node labels are untouched) =
Pr(vi = v
′
i).P r(vj = v
′
j) = (1− q)(1− q) = (1− q)2
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and also we have,
Pr(v′i = v
′
j ∧ vi 6= v′i ∧ vj 6= v′j ∧ vi = vj)
= Pr(vi 6= v′i).P r(vj 6= v′j).P r(vi = vj)× Pr(v′i = v′j |vi 6= v′i ∧ vj 6= v′j ∧ vi = vj)
=
q
k − 1 .
q
k − 1 .
1
k
.
(k − 1)(1)
(k − 1).(k − 1)
= (
q
k − 1)
2.
1
k.(k − 1)
so the whole probability would be (1− q)2 + ( qk−1 )2. 1k.(k−1) .
• The third case is e generates a violation φ(Zi, Zj) 6= Xij , and the edge label L = −1, in this case, the
probability of the event is either one label change to the same label of other head or both change to the
same label
Pr(a label change to the same of other head)
= 2Pr(vi is changed to Xj) = 2(1− q). q
k − 1
and also we have,
Pr(v′i = v
′
j ∧ vi 6= v′i ∧ vj 6= v′j ∧ vi 6= vj)
= Pr(vi 6= v′i).P r(vj 6= v′j).P r(vi 6= vj)× Pr(v′i = v′j |vi 6= v′i ∧ vj 6= v′j ∧ vi 6= vj)
=
q
k − 1 .
q
k − 1 .
k − 1
k
.
(k − 2)(1)
(k − 1).(k − 1)
= (
q
k − 1)
2.
k − 2
k(k − 1)
so the whole probability would be 2(1− q). qk−1 + ( qk−1 )2. k−2k(k−1) .
• The fourth case is e does not generate any violation, φ(Zi, Zj) = Xij , and the edge label L = −1, in
this case, either both node labels are untouched or they changed but to different labels.
Pr(both node labels are untouched)
= Pr(vi = v
′
i).P r(vj = v
′
j)
= (1− q)(1− q) = (1− q)2
and also we have,
Pr(v′i 6= v′j ∧ vi 6= v′i ∧ vj 6= v′j ∧ vi 6= vj)
= Pr(vi 6= v′i).P r(vj 6= v′j).P r(vi 6= vj)× Pr(v′i 6= v′j |vi 6= v′i ∧ vj 6= v′j ∧ vi 6= vj)
=
q
k − 1 .
q
k − 1 .
k − 1
k
.
(k − 1)(k − 2)
(k − 1).(k − 1)
= (
q
k − 1)
2.
k − 2
k
so the whole probability would be (1− q)2 + ( qk−1 )2.k−2k .
Based on the Bayes theorem we have,
Pr(L is untouched|vi, vj , L) = Pr(vi, vj , L|L is untouched).P r(L is untouched)
Pr(vi, vj , L)
We have Pr(vi, vj , L) =
#L in graph
|E| , and Pr(L is untouched) = 1− p, so we can derive the result.
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As it can be seen with k = 2, the trust score for positive and negative are only depend to their frequencies,
and if their frequencies are equal we can trust them equally.
Example 1. (Uniform Frequencies) Let #{L = +1} ' #{L = −1} and k ≥ 3, then the second part of is
negligible because of ( qk−1 )
2 parameter, then if 2(1 − q)q ≤ (1 − q)2 and 2(1 − q). qk−1 ≤ (1 − q)2 which is
q < min{ 13 , k−1k+1} = 13 then the non-violating edges are more reliable.
The following example is more related to the grid graphs that considered in (Globerson et al., 2015).
Example 2. (Image Segmentation) The case k ≥ 3 and #{L = +1} ≥ #{L = −1}, which we usually see in
the images, because the negative edges are on the boundary of regions. If q < 1/3, We have can trust more on
the non-violating negative edges than non-violating positive edges.
To the best of our knowledge, no algorithm considers the mixture of edges and nodes information on the
categorical data. Therefore, Theorem 8 can be a guide to design such an algorithm.
11 EXPERIMENT RESULTS
11.1 Details on Experimental Setup
We provide a detailed discussion on our experimental setup.
Trees Generation Process: We generate random trees, and we apply the noise to the generated graph.
We need to have at least one example of each k labels, so the generation process starts by creating k nodes,
one example for each category. Then, it generates k random numbers n1, . . . , nk such that
∑k
i=1 ni = n− k.
Next, it creates tree edges for the set of nodes V . Let S and E be empty sets. We select two nodes v and u
randomly from V and add (u, v) to E such that the label of the edge satisfies the label of u and v and set
S = S ∪ {u, v}, and V = V \{u, v}. Now, we select one node v ∈ S and one node u ∈ V randomly and add
(u, v) to E such that the edge label satisfies the endpoints and remove u from V and add it to S. We repeat
until V is empty. This process follows the Brooks theorem (Brooks, 1941). Finally, we apply uniform noise
model with probabilities of p and q. We select this simple generative process because it covers an extensive
range of random trees.
Grids Graph Generation: We use gray scale images as the source of grid graphs. The range of pixel
values in gray scale images is r = [0, 255], so we have that 0 ≤ k ≤ 255. We divide r to k equal ranges
{r1, r2, . . . , rk}. We map all pixels whose values are in ri to median(ri). For edges, we only consider horizontal
and vertical pixels and assign the ground truth edge labels based on the end points. We generate noisy node
and edge observations using the uniform noise model. We use Griffin et al. (2007) dataset to select gray-scale
images.
Baseline Method: A Majority Vote Algorithm: For each node v ∈ G assign fv = [s1, s2, . . . , sk] with
si = 0 : ∀i ∈ [k]. Let label(.) shows the label of the passed node. Then, for nodes in neighbourhood of v,
u ∈ N(v), we update fv with slabel(u) = slabel(u) +Xuv. At the end, for each node v, Yˆv = arg maxi∈[k](fv) if
|max(fv)| = 1 otherwise if Zv ∈ arg max(fv), then Yˆv = Zv else Yˆv = random(arg max(fv)). This is a simple
baseline. We use it as we want to validate that our methods considerably outperform simple baselines.
Evaluation Metric: We use the normalized Hamming distance
∑
v∈V 1(Yv 6= Yˆv)/|V |. between an
estimated labeling Yˆ and the ground truth labeling Y .
11.2 Additional Experiments on Grids
We provide some qualitative results on the performance of our methods.
Figure 5 presents a qualitative view of the results obtained by our method (and the majority vote baseline)
as k increases on the grey scale images. We see that using only the edge information (edge-based prediction)
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becomes more chaotic for larger values of k. This is because the information that edges carry decreases.
However, we see that combining the information provided by both node and edge observations allows us to
recover the noisy image. As expected, the simple Majority vote baseline yields worse results than our method.
K=4 K=8 K=16 K=64K=32 K=128
Ground Truth
Noisy Ground Truth
Edge-based Prediction
Decomposition Inferred Image
Error 0.008 0.018 0.036 0.055 0.069 0.079
Error 0.098 0.147 0.223 0.271 0.278 0.266
Majority Inferred Image 
(Y¯ )
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Figure 5: At each column, different stages of the inference process on the image that generates median error
can be seen. It starts with generating k value image, adding noise following the model, generates best edge
based prediction, and minimize it with noisy ground truth; we also report its corresponding error, you can
also see the result and its error from majority algorithm.
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