For a small sample problem with a large number of features, feature selection by cross-validation frequently goes into random tie breaking because of the discrete recognition rate. This leads to inferior feature selection results. To solve this problem, we propose using a least squares support vector regressor (LS SVR), instead of an LS support vector machine (LS SVM). We consider the labels (1/-1) as the targets of the LS SVR and the mean absolute error by cross-validation as the selection criterion. By the use of the LS SVR, the selection and ranking criteria become continuous and thus tie breaking becomes rare. For evaluation, we use incremental block addition and block deletion of features that is developed for function approximation. By computer experiments, we show that performance of the proposed method is comparable with that with the criterion based on the weighted sum of the recognition error rate and the average margin error.
Introduction
To realize a classifier with high generalization ability, feature selection, which eliminates redundant and irrelevant features, is especially important for a small sample problem with a large number of features (SSPLF). In such a problem, to avoid deleting important features for classification, wrapper methods [1] [2] [3] , which use recognition rate-based criteria, are preferable to filter methods, which use more simpler criteria [4] [5] [6] .
For kernel-based classifiers, imbedded methods, in which feature selection and training are done simultaneously are also used [7, 8] .
For wrapper methods, forward selection and backward selection are often used. In forward selection, a feature is sequentially added to an initially empty set, and in backward selection, a feature is sequentially deleted from the set initialized with all the features. Because forward selection is faster than backward selection if the number of selected features is small, but less stable, the combination of forward selection and backward selection is also used [9] [10] [11] 3] .
There are several approaches to speed up wrapper methods: some feature selection methods combine filter methods and wrapper methods and use filter methods as a preselector [12] [13] [14] . In [3] , instead of sequential forward selection and backward selection, block addition (BA) of features followed by block deletion (BD) of features is proposed.
Incremental selection has also been proposed [15] [16] [17] [18] [19] to speed up feature selection. In [19] , BABD for input variable selection is extended to incremental selection and speedup was shown for the small sample problems with a large number of input variables (SSPLV).
In applying a wrapper method to an SSPLF, frequently we need to break ties in feature selection and feature ranking, because the feature selection/ranking criterion is discrete. In addition, the number of selected features is very small because the 100% recognition rate is easily obtained for the validation data set. This worsens the generalization ability. To avoid this, we used the weighted sum of the recognition error rate and the average margin error [3] . This led to more stable feature selection for microarray data sets.
In this paper, instead of the weighted sum of error rate and the average margin error used in [3] , we propose using the mean absolute error by the least squares support vector regressor (LS SVR), assuming the labels (1/ − 1) as the targets of regression. Because, unlike the regular SVM, for the LS SVM, classifiers and regressors have the same form, training for the LS SVM and that for the LS SVR are the same. The only difference is whether the recognition error is calculated or the mean absolute error is calculated. Thus, a classification problem is easily converted into the associated regression problem, whose absolute error is continuous. Therefore, unlike the LS SVM, tie breaking rarely happens for the LS SVR.
The procedure for feature selection is based on incremental block addition and block deletion [3, 19] . Starting from the empty set, we repeat adding multiple features at a time to the set. We stop addition when the generalization ability of the set is no longer improved. Then from the set of selected features, we delete multiple features at a time until the generalization ability is not improved.
In Section 2, we discuss the idea of feature selection and selection criteria. Then in Section 3 we discuss the proposed methods based on incremental block addition and block deletion, and in Section 4, we show the results of computer experiments using two-class benchmark data sets including microarray data sets.
Idea of Feature Selection and Selection Criteria
For an SSPLF such as microarray data sets, the optimal set of features that realizes the generalization ability comparable to that of the original set of features is usually not so large. In such a situation, forward selection is faster than backward selection. Therefore, by forward selection we select a set of features whose generalization ability is comparable to that of the original set of features. But because an added feature may become redundant after another feature is added, we perform backward selection for the set of features selected by forward selection.
To speedup feature selection, we use multiple feature addition (block addition) and multiple feature deletion (block deletion) and combine BABD with incremental feature selection.
To avoid frequent tie breaking in feature selection and feature ranking, we use a continuous selection criterion.
Let the decision function for a two class problem be
where x and z are the feature vector and the decision output, respectively, w is the coefficient vector of the separating hyperplane in the feature space, φ(x) is the mapping function that maps x into the feature space, and b is the bias term.
For M training input-output pairs {x i , y i } (i = 1, . . . , M), the LS SVM is given by
where C is the margin parameter, y i = 1 for Class 1 and −1 for Class 2, and ξ i is the slack variable associated with x i . Multiplying y i to both sides of (3) and replacing y i ξ i with ξ i , we obtain
The above LS SVM is the same as the LS SVR. In a wrapper method, we use the recognition error rate E C . For the training data set it is given by
Because the recognition error rate is discrete, for an SSPLF, frequent tie breaking occurs for feature selection and feature ranking. Therefore, in [3] we proposed the following MM criterion:
where r is a positive parameter and r = 1/M , and E M is the mean margin error given by
Because the LS SVM can also be used as a regressor, we consider the classification problem as a function approximation problem: we assume that the class labels (1/−1) are target values of a function approximation problem. Then, training the LS SVM is equivalent to training the associated LS SVR.
Thus, instead of (7), we consider using the mean absolute error:
Because y i = 1 or −1, minimization of (9) leads to minimization of the recognition error. But model selection by cross-validation using (9) does not necessarily lead to the same model obtained by cross-validation using the recognition error or the MM criterion given by (7) .
Feature Selection by Incremental Block Addition and Block Deletion
We use incremental BABD for function approximation discussed in [19] . The algorithm for pattern classification is essentially the same. In the following we explain incremental BABD.
In incremental BABD, initially we select a subset from the set of initial features and select features from the subset by BABD. Then we add features that are not yet processed to the set of selected features and repeat BABD until all the features are processed. This procedure is called one-pass incremental BABD.
By this method, important features may be discarded before the new features are added. To prevent this, we repeat one-pass BABD until no further improvement in the selection criterion is obtained. This procedure is called multi-pass incremental BABD. Now we explain incremental BABD more in detail referencing the corresponding steps in Algorithm 1, which is an extension of iterative BABD discussed in [20] .
Let I m = {1, . . . , m} be the set of the original m features. Initially, we select the set of m features, I m , from I m as the initial set of features (Step 1), and calculate the MAE for I m , E m , by cross-validation. This is used as the threshold of feature selection for I m , T m (Step 2):
By BA, we iterate feature ranking and feature addition until
is satisfied, where ε M is a positive value, I j is the set of selected j features, j ≤ m , and I j ⊆ I m . The right-hand side inequality is to control the number of selected features, and as the value of ε M is decreased, the number of selected features is increased. Then if E j < T m , we update the threshold by
In the feature ranking we rank features in I m in the ascending order of MAEs, which are evaluated by temporarily adding a feature to the set of selected features. Then we add, to the set of selected features, from the top ranked to the 2 k th ranked features, where k = 1, . . . , 2 A and A is a user defined parameter, and evaluate the MAE by cross-validation (Step 3). If the minimum MAE for k ∈ {1, . . . , 2 A } is smaller than or equal to T m , we permanently add the associated features, and update the threshold. If the right-hand side inequality in (11) is satisfied, finish BA. If not, repeat BA. Otherwise, if the minimum MAE is smaller than that at the previous BA step, we permanently add the associated features, update the threshold, and repeat BA. Otherwise, we add the top ranked feature and repeat BA (Step 4).
Because redundant features may be added by BA, we delete these features by BD repeating feature ranking and deletion of features.
For each feature in I j we evaluate the MAE by cross-validation temporarily deleting the feature (Step 5).
We generate set S j that includes features whose MAE is not larger than T m . If S j is empty we terminate BD. If only one element is in S j , delete this feature and iterate BD (Step 6). Otherwise, we temporarily delete all the features in S j and evaluate the MAE by cross-validation. If it is not larger than T m , we permanently delete these features and update j, and repeat BD (Step 7). If not, we rank features in S j and temporarily delete the top half and evaluate the MAE by cross-validation. We repeat this until feature deletion is succeeded (Step 8).
After BD is succeeded, E j for the resulting set of features I j satisfies
Then we update the threshold by T m = E j and repeat BD.
The above procedure guarantees that the MAE for the selected features is not larger than that for I m , i.e., E j ≤ E m .
Let i Inc be the number of features that are added at the incremental step. We add i Inc features from I m − I m to I j , Let the resulting set of features be I j+iInc . Then the MAE for I j+iInc is E j+iInc . We set the threshold T m +iInc by T m +iInc = E j+iInc . Here, we must notice that
is not always satisfied. We iterate the above BABD for I j+iInc . Let the resulting set of features be
is satisfied. If (14) is satisfied,
is also satisfied. But otherwise, there is no guarantee that the above inequality is satisfied.
If (16) is satisfied, we repeat BABD adding the variables not processed. Otherwise, we consider that the BABD for this step failed and undo the feature selection at this step; namely, we restart BABD with threshold T m and I j , and add remaining features to I j .
In one-pass incremental BABD, we repeat the BABD until all the variables are processed. In multi-pass incremental BABD, to reduce the absolute error further, we repeat the above procedure until the selection criterion does not change (Step 9).
Algorithm 1 (Incremental BABD) Initialization
Step 1 Set I m (⊆ I m ), j = 0, and E j = ∞.
Block Addition
Step
Step 3 Add feature i in I m − I j temporarily to I j , calculate E j i add , where i add denotes that feature i is temporarily added, and generate feature ranking list V j . Set k = 1.
Step 
Performance Evaluation
Because feature selection based on the E C criterion performed poorly for a large number of features [3] , in this section, we compare the MAE criterion with the MM criterion and incremental BABD with batch BABD using two kinds of data sets: data sets with small numbers of features and microarray data sets with large numbers of features. We set A = 5 and ε M = 10 −5 as in [3] . In incremental feature selection, we set m = i Inc and add features from the first to the last.
Data Sets with Small Numbers of Features
We used the ionosphere and WDBC data sets [21] . We divided each data set randomly into training and test data sets and generated 20 pairs. For these data sets, in [3] we showed that the recognition rates of the test data sets and the numbers of selected features by batch BABD were comparable to those shown in [13, 8, 2] . Therefore, here, we only compare the proposed method with batch BABD.
We used the RBF kernels: We measured the average feature selection time per data set using a personal computer with 3GHz CPU and 2GB memory. Table 1 shows the results for the ionosphere and WDBC data sets. The upper part for each data set shows the result for the MM criterion and the lower part, the MAE criterion. In the "Data (Tr/Te/In)" column, the first row of each data set shows the name of the data set followed by the numbers of training data, test data, and features. The first column also includes performance with the standard deviation using all the features: the recognition rates for the test data sets and those for the validation data sets in the parentheses. For the MAE criterion, MAEs are shown in the parentheses.
In the second column, MM denotes batch BABD with the MM criterion and MAE, that with the MAE criterion. And for instance "20" denotes the one-pass incremental BABD with 20 features added, and "m" in 20m denotes the multi-pass incremental BABD. The third column shows the recognition (approximation) performance after feature selection. And the fourth and the fifth columns show the number of selected features and the feature selection time, respectively.
For each performance measure, the best performance is shown in bold face. From the table, except for two cases by one-pass incremental BABD, the recognition rates (MAEs) by cross-validation were improved by feature selection, but for the test data sets, the recognition rates were decreased. This was caused by overfitting. Now compare the MM and MAE criteria. Using all the features, the recognition rates of the test data sets by the MAE criterion were better for both data sets. This means that different γ and C values were selected by cross-validation. But the differences including those after feature selection were small. As for the effect of incremental BABD, although multi-pass incremental BABD improved the recognition rates (MAEs) by cross-validation, in some cases one-pass incremental BABD showed better recognition rates for the test data sets. Except for the WDBC data set with the MAE criterion, the recognition rates for the test data sets decreased as i Inc was decreased.
The numbers of selected features decreased as i Inc was decreased and they were minimum when i Inc = 1 both for one-and multi-pass feature selection.
Feature selection time by batch BABD was shortest for all four cases. This means that because the numbers of features were not so large, incremental feature selection did not contribute in speeding up feature selection.
Microarray Data Sets
We compared BABD with the MM criterion and BABD with the MAE criterion for microarray data sets (see [22] for details of data sets), each of which consisted of 100 pairs of training and test data sets. Because microarray data sets have a small number of samples and a large number of features, they are linearly separable and overfitting occurs easily. Therefore, we used linear kernels: K(x, x ) = x x and fixed C = 1.
To measure feature selection time, we used a personal computer with 3.4GHz CPU and 16GB memory.
To determine the number of added features (i Inc ), we carried out incremental BABD with the MAE criterion for the breast cancer data set (1) changing i Inc . Figure 1 shows the result for one-and multi-pass BABD. As shown in Fig. (a) , the MAE for the training data by multi-pass BABD was better than that by onepass BABD. But there was not much difference in the recognition rates of the test data by one-and multi-pass BABD (Fig. (b) ), although by one-pass BABD the feature selection time was shorter and the number of selected features was smaller. From Figs. (b) and (c), we set i Inc = 500 in the following experiments. Table 2 shows the results. In the table if 100% recognition rates were obtained, they are not shown. The triplet in the "Summary" row shows from the left the numbers that the best/second best/third performance were obtained. In the "Selected" and "Time" columns, the average value with the asterisk shows that it is statistically significant between the values for the MM criterion and one-pass incremental method with i inc = 500 by the Welch t-test with the confidence interval of 95%.
Comparing the results for the MM and MAE criteria, there is not much difference of the recognition rates of the test data sets (statistically comparable). In some cases (e.g., the breast cancer (3) and hepatocellular carcinoma data sets), the MAE criterion selected more features and thus feature selection time was longer. But for the colon cancer data sets, the opposite was true. The above results confirm that the MAE criterion is comparable to the MM criterion.
From the "Summary" rows, we found that multi-pass incremental BABD showed the best recognition rates for the test data sets, but the numbers of selected features were the largest and also feature selection was slowest. The recognition rates by one-pass incremental BABD were comparable with those by batch BABD and feature selection was the fastest, but the numbers of selected features were the second to batch BABD. Therefore, one-pass BABD can be an alternative to the batch BABD.
The reason why one-pass BABD performed well for the microarray data sets although it was not for the ionosphere and WDBC data sets is as follows: because the numbers of features are very large and the number of training samples are very small, there exist many alternative subsets of features that realize best generalization performance. In addition, because the number of added features was usually much larger than the number of selected features, during incremental BABD, optimal features were not deleted, or even if deleted, alternative features remained.
Conclusions
In this paper, we proposed using the MAE (mean absolute error) criterion in selecting features of small sample problems with a large number of features. Setting class labels (1/−1) as the targets of regression, we train the least squares SVM and calculate the MAE. Because the MAE is continuous, tie breaking, which is a problem for a discrete criterion, does not occur frequently. Therefore, feature selection is stabilized.
We evaluate the MAE criterion by incremental block addition and block deletion (BABD) using the microarray data sets. The results show that the MAE criterion is comparable with the MM criterion, which is the weighted sum of the recognition error rate and the average margin error, and that the one-pass incremental BABD is comparable in generalization abilities to batch BABD with faster feature selection.
