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ABSTRACT
Our work presents a virtual single lens reflection camera (vSLRcam) application which is employed in a virtual training envi-
ronment for crime scene investigation. vSLRcam’s back-end is a GPU based simulation of a realistic camera model taking into
account SLR camera properties like apperture, shutter speed, lens, etc., as well as their interdependencies. Thus, we can obtain
realistic lens effects like motion blur or depth of field in real-time. The application user interface allows for parameterizing the
inidividual camera attributes to achieve those effects and, as a result, to take realistic pictures of the scene. The resulting images
come very close to real world photographs with equal parameter values. Our main contributions are a common framework for
the SLR camera attributes and the simulation of their interdependecies in a single application which is capable of rendering
photographic lens effects in real-time.
Keywords: realistic camera model, virtual environments, real-time rendering, motion blur, depth of field
1 INTRODUCTION
The simulation of lens effects produced by a realistic
camera model is a recurrent field of interest in computer
graphics research. While incipient works usually ap-
plied raytracing techniques to achieve effects like mo-
tion blur or depth of field, by now GPU-based shader
programming allows for real-time rendering of the ef-
fects even within virtual environments (VEs) and 3D
games. This not only strengthens the environment’s
immersion depth and realism but also makes real-time
cinematography applicable to it [7].
Usually, in games only certain lens effects are sim-
ulated and they become an inherent part of the game
environment. A manual parameterization of the effects
is therefore not intended and incorporated. In contrast,
we wanted to completely approximate a single-lens-
reflection camera and integrate it into our virtual train-
ing environment. Moreover, we wanted a realistic cam-
era model to be the basis for the virtual SLR camera.
We put the main emphasis on the simulation of individ-
ual camera components and their contributions to the fi-
nal image on the one hand and their interdependencies
on the other hand in order to realistically generate pho-
tographic lens effects. Even though we did not focus on
film negative types in the first place, we also integrated
granularity effects and added a parameterization for the
film speed.
In order to allow for real-time rendering, the virtual
SLR camera was implemented using OpenGL’s Shad-
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ing Language on modern graphics hardware. The ap-
plication further was realized for usage in scene graph
based VEs and was integrated into the virtual training
environment OpenCrimeScene for testing [4]. Open-
CrimeScene is designed as a serious game for crime
scene investigation. It will be used by police students
for training purposes, e. g. crime scene photography. As
the students have to understand the interdependencies
of camera components in order to take useful pictures
of the crime scene, the vSLRcam has to meet realistic
standards.
2 BACKGROUND
Photography is the process of projecting 3D objects
onto a 2D image plane through a center of projection
including geometric distortions in the final image. The
image plane has to be made out of a light sensitive ma-
terial in order to capture the picture constantly. This is
usually a photo sensitive negative film for analog or a
CCD sensor for digital cameras. A picture then is a re-
production of light intensities reflected from the object
surfaces which lie in the angle of view.
We cannot go into detail on the underlying princi-
ples here and, thus, we clearify only the relationships
between the terms optical principles, realistic camera
model, and SLR camera. We assume that you are famil-
iar with the first two points and focus on camera com-
ponents hereafter.
1. Optical principles of reflection and refraction ex-
plain how light intensities from one place can be re-
produced at another.
2. A realistic camera model is a geometrical explana-
tion for the process of projecting 3D objects onto a
2D image plane.
3. An SLR camera approximates a realistic camera
model.
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2.1 Camera Components
Basically, an SLR camera is a photographic tool which
consists of an opaque body containing a photo sensitive
image plane and a camera lens. The amount of light
that reaches the image plane during the exposure can
be controlled by the aperture and the shutter which are
components of the camera lens and camera respectively.
The duration of the exposure is crucial for a balanced
image illumination. Moreover, different visual effects
within the image can be achieved by coordinating the
aperture and shutter.
Camera lens
Lenses are made of translucent material and, hence,
have refractive power. There are convex and concave
lenses, with the former being responsible for converg-
ing and the latter being responsible for diverging in-
coming light rays (cf. Fig. 1). The decisive lens pa-
rameter is the focal length f which is the distance be-
tween the center of the lens and the focal point F. That
is, all rays travelling in parallel to the optical axis get
refracted through the lens and intersect in F. In case of
concave lenses, the focal point lies on the rear side of
the lens’ refraction border [3, 8].
Thus, the refractive power of lenses offers to steer the
incoming light rays into a particular direction. When
grouping convex and concave lenses together, even
more control can be gained over the light distribution.
Consequently, the camera lens usually consists of
a whole group of convex and concave lenses. The
decisive property of it certainly is the focal length, as it
determines the camera lens’s angle of view as well as
its enlargement factor. A small focal length allows for
a wide pane whereas a small pane is caused by a large
focal length.
There are four standardized camera lens types which
range from small focal length to large focal length.
These are wide angle, normal, and tele as well as zoom
lens for varying focal lengths.
Aperture
The aperture regulates the amount of incoming light by
increasing or decreasing its size. It is specified in so-
called f-numbers and is set in fixed steps, so-called f-
(a) Convex lens (b) Concave lens
Figure 1: Convex and concave lenses which converge and diverge
light rays to the (virtual) focal point F [11].
Figure 2: Different aperture f-stops [1].
stops, as can be seen in Figure 2. An f-number is cal-
culated as the ratio of the focal length and the open-
ing’s diameter. Given a focal length of 28mm and a
current opening diameter of 10mm, the f-number then
is 2,8 f = 28mm
10mm
. In order to regulate the amount of in-
cident light falling onto the image plain, each camera
furthermore is endued with a so-called shutter.
Shutter and Shutter Speed
If the aperture takes care of how much light enters the
camera lens, the shutter takes care of how long this
amount of light reaches the image plane. It is part of
the camera’s body and is positioned between the cam-
era lens and the image plane. Generally, the shutter is
made out of small leafs which are opened for a certain
amount of time, the exposure time (also referred to as
shutter speed). It is specified in seconds s, whereas each
time step is doubling or halving the previous one, e. g.
like · · · , 1
15
s, 1
30
s, 1
60
s, 1
125
s, 1
250
s, etc.
Negative Film or CCD Sensor — The Image Plain
The image plane of a camera either is equipped with
a negative film for analog models or a CCD sensor for
digital cameras. Both are photo sensitive and are thus
able to capture the incoming light. A CCD sensor sim-
ply converts the incoming light into an electrical signal
and stores it to memory. A negative film, in contrast,
brings its own visual effect. This can be simulated by a
digital camera, however it is unique for each film type.
Negative films are coated with a light-sensitive emul-
sion of silver halide salts that contains crystals in vari-
able size. The exposure of this emulsion results in a
permanent image capture, the negative, which has to
be chemically processed to become the final image, the
positive. The emulsion is responsible for the film’s light
sensitivity, the so-called film speed. The smaller the
crystal size, the less light-sensitive (slow) the film is but
the finer the final image details become. In turn, film
types which are very light sensitive (fast) can cope well
with dark surrounding light conditions but often result
in granulous images (cf. Fig. 3). The film speed is spec-
ified in ISO1 values which typically range between 100
to 1600.
1 ISO stands for International Standardization Organization. Digital
cameras usually approximate the film speed.
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Figure 3: The film speed determines the image granularity. On the
left an ISO 200 film speed leads to fine results whereas on the right
an ISO 1600 film speed results in granulous images.
2.2 Interdependencies
Given the camera components several photographic ef-
fects can be derived. This is due to the interdependen-
cies of the single components and their parameter set-
tings.
Exposure
The procedure of light falling onto and reacting with the
photo sensitive image plane is called light exposure. It
is specified as exposure value EV and depends on the il-
lumination level (regulated by the aperture and shutter)
and the image plane’s sensitivity. The illumination level
now is regulated by a balanced combination of aperture
size and shutter speed. For example, the same illumi-
nation level can be gained by a widely opened aper-
ture and a short shutter speed or a small opening and a
longer shutter speed. Both ways, the same amount of
light enters the image plane.
As mentioned in Section 2.1, the film speed speci-
fies the film’s light sensitivity. Fast films can be use-
ful under dark lighting conditions because still a small
amount of light suffices to obtain a correct illumination
but might lead to granulous image effects. Slow films,
on the opposite, need more incoming light. Hence, ei-
ther the aperture has to be widely opened or the shutter
speed has to be slow. This, however, could cause blur-
ring effects.
Motion Blur
Motion blur describes a blurring effect of the whole or
parts of the image. The effect is caused either by the
camera’s or the motif’s motion and a slow shutter speed.
Figure 4 illustrates the effect. On the left hand side you
see a swinging person whose motion is frozen in the
image due to a short shutter speed ( 1
30
s) whereas the
picture on the right hand side strongly shows motion
blurring caused by a slower shutter speed ( 1
4
s). Besides,
the pictures also demonstrate the relation of aperture
and shutter speed for a correct illumination. In order to
achieve equal illumination levels, the left picture had a
wide opened aperture of value 8 whereas the right one
was taken with a small opening of value 22.
Figure 4: The exposure time can be used to produce motion blur
effects. In the right picture a longer exposure time causes a blurred
image of the swinging person. (Pictures courtesy of Konrad Mühler.)
Depth of Field
A second effect that is caused by aperture size and shut-
ter speed setting is the depth of field. When taking a
picture certain objects are focussed and consequently
get displayed sharply on the photograph. The depth of
field describes the area around the object in focus which
is also projected without blurring onto the image plane.
Geometrically, this can be explained by the focus plane
to which the image plane has to be related (cf. Fig. 5).
All objects placed on the focus plane will be projected
alike on the image plane. Objects which are placed far
beyond the focus plane, however, will be blurred, they
form so-called circles of confusion on the image. The
size of the circle of confusion determines whether the
object’s points lie within or without the depth of field
and grows with increasing distance to the focus plane.
The aperture is the main indicator for regulating the
depth of field. The thinner the incoming light cone, the
smaller will the circle of confusion be (cf. Fig. 5). Fur-
thermore, a small focal length as well as the object’s
distance to the camera increase the depth of field (cf.
Fig. 6).
3 RELATED WORK
There have been a few approaches to simulating cam-
era lens effects in computer graphics. Recent works
deal with image correction techniques due to weak re-
sults of digital photography, e. g. [2]. Generally, the ap-
proaches concentrate on single camera aspects or lens
effects without taking the ensemble into account. This
is what we wanted to address. Beside, the existing ap-
proaches either are based on raytracing techniques and
thus cannot achieve interactive frame rates or they do
Figure 5: The illustration shows the influence of aperture size on
depth of field. All points (A) on the focues plane project points onto
the image plane (A’). In contrast, distant points (B) project circles of
confusion on the image plane (B’). Reducing the aperture size also
leads to smaller circles of confusion which then become part of the
depth of field.
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Figure 6: The depth of field spreads out differently due to the aper-
ture settings. By minimizing the f-number, the depth of field area
increases (from left to right f 4.5, f 8, and f 20).
allow for real-time rendering but not for integration into
interactive virtual environments, e. g., they render sin-
gle objects only. Both is mandatory for us, though.
The pioneers in the area of rendering depth of field ef-
fects were Potmesil and Chakravarty who developed a
post-processing technique to render depth of field based
on raytracing [13]. The approach generates depth of
field in a (pre-)rendered image from a standard pin-
hole camera by blurring each pixel with a pre-computed
circle of confusion. Even though the technique is far
to slow for real-time graphics it has inspired several
further works, e. g. [15, 9, 17], which apply hardware
shader programming. Other approaches were based on
distributed raytraycing or made use of an accumulation
buffer to simulate depth of field, e. g. [5, 6]. The lat-
est depth of field simulation by [10] is based on GPU
programming and leads to beautiful results. However,
each of these approaches is not applicable at interac-
tive frame rates. For simulating depth of field as part of
our virtual SLR-camera we present a technique which
is also based on Potmesil’s works [13]. Yet, we make
use of the GPU to achieve real-time rendering.
The simulation of a motion blur effect is a desirable
feature especially in computer games as it increases the
game’s realism. The first attempt also was undertaken
by Potmesil et al. [14]. They generated the motion blur
effect by applying a time convolution filter to the orig-
inally rendered image together with a moving Fourier
transformation function. However, this technique is not
capable of real-time rendering. Moreover, it is far from
being physically correct since it only uses a single input
image. A similar approach has been made by Shimizu
et al. using hardware shader programming [16]. The
authors integrated a pre-computed vector field to deter-
mine the optical flow of the individual 3D objects first.
Then, by warping and filtering the input image several
times according to the optical flow, motion blur is gen-
erated. The technique works in real-time but is only
suitable for single objects as well as for pre-computed
vector fields. This is too restricted for a virtual training
environment.
Our approach for simulating motion blur, however,
has to depend on the camera settings in the first place
Figure 7: The illustration shows the optical paths within an SLR cam-
era. Parameters included are the focal length f , the aperture’s diam-
eter ad as well as the distances to the focus plane ds, image plane
di, and object plane do as well as its’ image d
′
o. The latter are nec-
essary for generating the circles of confusion diameters ci derived
from non-focussed object points co.
and thus is based on the works of Haeberli and Ake-
ley [6]. They introduced the accumulation buffer which
allows for accumulating several images into one out-
put image. In contrast, we do not use an accumulation
buffer but rather implement the image accumulation us-
ing hardware shader programming.
4 A VIRTUAL SLR CAMERA
As shown in the previous sections, the SLR camera
components are related to one another and can pro-
duce certain photographic effects. As a virtual counter-
part, the vSLRcam has to offer the same functionality.
Each component and according parameters as well as
the component’s internal relationships need to be iden-
tified first.
Parameters
The decisive parameters to generate a certain visual ef-
fect are given by the camera components lens, aperture,
shutter, and film type. The according parameters which
can be specified by the user are:
• focal length f and distance to the focus plane ds
• f-number a
• exposure time t
• ISO value is and film format i f
To realistically render photographic effects like, e. g.
depth of field, further parameters have to be derived.
Figure 7 illustrates the main geometrical parameters
that are necessary. Our approach is based on a thin lens
approximation which simplifies the individual parame-
ter calculations [3].
4.1 Lens Effects
The lens effects we would like to realize are an ad-
justable angle of view, depth of field, and motion blur.
Furthermore, we have to determine the correct image
illumination regarding the current lighting conditions
as we also want to allow for over- and under-exposure.
The above specified parameters will be used to approx-
imate these effects.
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Angle of View
The angle of view is the result of a specific camera lens
type, see 2.1. It, thus, is responsible for the viewing
pane of the resulting image. However, it is not the fo-
cal length f which determines the angle of view but
rather the distance di from the lens center to the image
plane on the one hand and the image plane’s diagonal
id (which is specified by the film format i f ) on the other
hand. As a result, the angle of view also changes dur-
ing focussing as the distance to the image plane di is
changing. The angle of view is given by:
α = 2 · arctan
(
id
2 ·di
)
(1)
The parameters that have to be specified by the user
are focal length f , film format i f , and focus distance
ds. Given these parameters, id as well as di have to be
derived. To calculate the former,
√
width2 +height2
has to be employed whereas the latter can be obtained
by applying the thin lens formula:
1
f
=
1
di
+
1
ds
=⇒ di = f ·ds
ds− f (2)
Finally the angle of view is given by
α = 2 · arctan
(
id · (ds− f )
2 · f ·ds
)
(3)
Realization The adjustment of the angle of view is sim-
ply implemented by changing OpenGL’s view frustum
accordingly. Figure 8 shows different lens type simula-
tions.
Depth of Field
Rendering the depth of field effect is a bit more com-
plex. For each image point a circle of confusion has to
be computed. To start with, we calculate the circle of
confusion co in object space which projects on the fo-
cus plane at distance ds. This is illustrated in Figure 7.
By applying the intercept theorems we receive
co
ad
=
do−ds
do
=⇒ co = ad · do−ds
do
(4)
With ad being calculated as the ratio of focal length f
and f-number a, the equation becomes
co =
f
a
· do−ds
do
(5)
(a) Wide angle lens (b) Normal lens (c) Tele lens
Figure 8: Simulation of different camera lens types resulting in differ-
ent angle of views. The camera position is the same for each picture.
(a) T1 (b) T2
Figure 9: The texture on the left is a normal scene rendering whereas
the texture on the right holds the depth information to calculate the
depth of field.
Then, again by applying the intercept theorem for the
circle of confusion ci we get
ci
co
=
di
ds
=⇒ ci = co · di
ds
(6)
The image plane distance di already has been calculated
in equation 2, thus,
ci = co · f ·ds
(ds− f ) ·ds = co ·
f
ds− f (7)
and finally by substituting co we have
ci =
f
a
· do−ds
do
· f
ds− f (8)
as the formula to calculate the circle of confusion of
each object point in the image.
Realization Equation 8 now has to be applied to
each image point in order to receive a realistic depth of
field distribution. Our approach is based on the works
of [13]. However, in order to render the effect in real-
time we implement it using OpenGL Shader Language.
The contributing parameters are the focal length f ,
the f-number a and the distance to the focus plane ds
which can be specified by the user. The distances to the
object points, described by do, are given by the scene as
z-values.
The implementation now consists of four rendering
passes, each rendering the scene to an individual tex-
ture, T1, T2, T3, and T4, respectively. We do not use
multiple rendering textures here, because some of the
textures serve only as static input data which is also
needed for other lens effects later on.
The first rendering pass is a pure OpenGL pass which
simply obtains the correct color distribution. The sec-
ond pass then renders the depth values to T2 and will be
used as a lookup table for the camera–object distances
do (cf. Fig.9).
The third rendering pass receives both textures T1
and T2 as well as the user specified parameters as in-
put variables. The calculation of the depth of field then
is done in the fragment shader as follows: For each
pixel from T1 the circle of confusion’s diameter is cal-
culated according to Equation 8 as well as an equally
sized poisson disc filter being centered on the corre-
sponding pixel. The poisson filter’s sample points are
associated to the proximity pixels that lie within the
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radius of the circle of confusion. When the sampling
is performed each pixel color as well as the surround-
ing pixel colors contribute to the new pixel color be-
ing stored in the texture T3. Although this technique
leads to very realistic results it does not prevent the
leaking of color from sharp objects to the blurred back-
ground. We do not circumvent this drawback yet. Be-
side, the poisson sampling leads to other regular arte-
facts (cf. Fig. 10 (above)). We simply overcome these
by re-filtering T3 with another poisson disc sampling
and store the result in texture T4 (cf. Fig. 10 (below)).
Exposure
During the exposure the image plane is exposed to the
incoming light. If the amount of light is too high, the
final image becomes over-exposed. If it is too low it
becomes under-exposed. To achieve a correct illumi-
nation two different exposure values have to be calcu-
lated: EVs indicating the scene illumination and EVc
as a result of the current aperture/shutter speed setting.
The applied equations are based on standardized 2-base
logarithmic scales. A correct illumination then means
that the difference EVdelta = |EVs − EVc| is minimal.
This can be achieved by adjusting either aperture size
or shutter speed.
The scene illumination EVs is approximated by three
parameters: The scene illuminance E specified in lux
lx, the film speed is specified in ISO, and a photometer
dependent constant C by default given as 250 lx.2 The
equation then is given as:
EVs = log2
(
E · is
C
)
(9)
The exposure value caused by the current aper-
ture/shutter speed combination EVc is given by:
EVc = log2
(
a2
t
)
(10)
Every increase or decrease of an exposure value by
one can either be caused by increasing or decreasing
Figure 10: Both pictures contain depth of field. Due to the pois-
son disc filter the upper picture consists of regular artifacts. By re-
sampling the image, the artifacts can be suppressed, though (lower
image).
2 C is the incident light meter calibration constant.
the f-number or the exposure time by one step each.
That means, each increase or decrease of an exposure
value by one leads to either twice or half of the amount
of incoming light. A common SLR camera can switch
between about 10 f-stops which corresponds to 10 dif-
ferent exposure values. Higher or lower values will be
displayed black or white.
Realization To realize a virtual exposure the values
of EVs, EVc, and EVdelta have to be calculated. There-
fore, the parameters f-number a, exposure time t, film
speed is, and photometer constant C need to be speci-
fied by the user or are given. A correct specification of
the scene illuminance E would require a global illumi-
nation model. As the underlying OpenGL API is based
on a local illumination model E has to be approximated.
We specify E manually and set it to 500 lx which is re-
alistic for indoor scenes.
Given these parameters we then apply two render-
ing passes. The first pass simply renders the scene to
texture T1. In the second pass we calculate EVc and
EVs as well as the difference Edelta. Due to the re-
sult, the vSLRcam then can either propose a new aper-
ture/shutter speed setting to accomplish a correct illu-
mination or the over-/under-exposed image is rendered.
To achieve the latter, each pixel color from T1 has
to be modified in the fragment shader. The tricky part
here is to correctly map the exposure values to the
color space in order to realistically simulate an over-
or under-exposure. As the pixel colors range between
0.0 and 1.0 the exposure value has to map to the inter-
val -1.0 to +1.0. Otherwise, no black pixel could com-
pletely turn white and vice versa. Thus, each change of
an exposure value by one leads to a color change of 0.2.
That is, the exposure value range of 2.0 devided by the
10 different exposure value steps a common SLR cam-
era allows for. Hence, the new color can be calculated
by:
newColor = oldColor+0.2 ·EVdelta (11)
Consult Figure 11 for examples on virtual exposure.
Motion Blur
The motion blur effect occurs during exposure when ei-
ther parts of the scene or the camera move. Each change
in position of the scene or scene objects is captured on
the image plane and results in blurred areas, because
the exposure H is the sum of the individual illuminance
values E over the exposure time t. This is given by:
H =
∫
E dt (12)
Realization To realistically simulate motion blur the
scene’s individual illuminances E have to be summed
up over time t. Again, t is given but E has to be ap-
proximated. We assume each frame being rendered dur-
ing the exposure as the current scene illuminance E and
sum up the frames by a weighting factor α : [0,1]→R.
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(a) correct exposure (b) under-exposure
(c) weak over-exposure (d) heavy over-exposure
Figure 11: The illustration shows four types of exposure. (a) shows
the first rendering pass image. (b) This then becomes under-
exposed with settings a = 4,0 f and t = 1
60
. Moreover, (c) and (d)
are over-exposed by values a = 2,0 f and 1
60
(c) and a = 1,4 f and
t = 1
15
.
This factor α takes care of how strong each frame con-
tributes to the final image together with the following
equation:
stepn = (1−α)Fn +α1(1−α)Fn−1+
α
2(1−α)Fn−2 + ......+αnF0
(13)
Equation 13 assures two things: First, the contribu-
tion of each frame to the final image is decreased by the
number of rendered frames n. Second, when we start
the exposure we immediately receive an output image.
This way we can render motion blurred images realisti-
cally and in real-time (cf. Fig. 12).
The problem here is that for long exposure times
(large n) α can become so small that the correspond-
ing frame gets transparent and therefore does not con-
tribute to the final image anymore. This contradicts our
request for physical correctness and, thus, the question
is how to define α? First, we state the following two
conditions:
1. The frames per second (FPS) determine the number
of frames which need to be accumulated to receive a
correct illumination in the motion blurred image.
2. The color intensity of an image is nearly transparent
if reduced to 1
50
of the original value and it becomes
invisible if reduced further.
Following Equation 13, the first frame F0 contribu-
tion is specified by αn in each step. That means, to
Figure 12: Three rendering passes are responsible for accumulating
the current frame with the previous frames by weighting factor α .
(a) t = 1
30
s (b) t = 1
10
s
(c) t = 1
5
s (d) t = 1s
Figure 13: Simulation of motion blur by varying exposure times t.
assure a contribution of at least 1
50
of the frame to the
final image, we have to define a threshold ε which has
to be at most equal to αn: ε ≤ αn. Hence, α can be
calculated by:
α = n
√
ε (14)
Given an exposure time t of 1
8
s and 80 f ps we need
to accumulate n= 10 frames. This results in α = 0.676.
See Figure 13 for some example output images.
5 RESULTS
The virtual SLR camera approximates the main compo-
nents of a real SLR camera and allows for realistically
simulating the resulting lens effects. These even can be
rendered in real-time which offers us the possibility to
integrate the vSLRcam into our virtual training environ-
ment OpenCrimeScene. Even though our user interface
does not conform to a realistic SLR camera display yet,
the necessary settings can easily be adjusted. Figure 14
shows an example of virtual pictures that are used to
document the crime scene.
Figure 14: The vSLRcam can be used to document the crime scene.
Here, the virtual photographs depict a letter with a fingerprint on it.
An overview picture illustrates the context first. Then the letter is
focussed more closely (from left to right).
We evaluated the virtual photographs with real pic-
tures taken by a digital SLR camera, the Nikon D70
(cf. Fig. 15). The camera parameters have been equally
set and lead to very similar images. Further results can
be found in [12].
6 CONCLUSION
In this paper we presented the vSLRcam. The appli-
cation simulates a real SLR camera by realistically ap-
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(a) a = 3,5 f , t = 1
200
(b) a = 3,5 f , t = 1
60
(c) a = 3,5 f , t = 1
30
(d) a = 3,5 f , t = 1
4
Figure 15: Comparison of the vSLRcam with a real Nikon D70. The
upper images were taken by the Nikon D70 whereas the lower im-
ages are virtual shots. You can see that the scene illuminances cor-
respond very well. The images (a) and (b) show under-exposure
and correct illumination whereas images (c) and (d) show slight and
strong over-exposure. The camera settings have been the same for
real and virtual picture taking leading to very similar results with our
technique.
proximating its individual components and allows for
the real-time rendering of photographic effects due to
the camera’s parameter settings. The integration of the
vSLRcam application into our virtual training environ-
ment allows for the users to associate with a common
SLR camera’s functionality. Moreover, this is espe-
cially supported by the realistic looking photographs
the virtual camera generates. Besides, the camera ef-
fects could also be made a part of the virtual environ-
ment as they can be rendered in real-time. Further-
more, the camera application could be used for cine-
matographic purposes, e. g. to train camera views or to
simulate tracking shots. Firstly, however, we want to
improve the user interface to become more intuitive.
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