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第1章 序論 
1.1 自動運転 
100 万年前、人間は手を解放し、両足で歩くことを学んだ。4000 年前、人間は馬
車を作って、人を乗るまたは荷物を運搬する。150 年前、人間はガソリン自動車を発
明した、人間はこれまで以上に速く、遠くに行くことが実現した。現在、人間は運転
をより簡単かつ安全にするため、自動運転車の研究が活発に行っている。 
近年、自動停止機能など安全運転支援機能ついた観光バスの新車の販売は徐々に
始まりつつあるが、バス車両自身のライフサイクルが乗用車に比べて長い（新車の代
金が高く、古い車両を使い続ける傾向がある）ので、乗用車の安全運転支援機能のよ
うに普及は進んではいない。バスドライバーの運転士不足は深刻であり、運転しやす
い車両で労働環境を良くして新規の運転手を増やし、離職につながる高齢バスドライ
バーの事故を減らす自動運転／安全運転支援の追加機能の開発が重要な課題となっ
ている。この課題に対応するため埼玉工業大学では、既存のバスに自動運転／安全運
転支援機能を後付する仕組みを東京農工大学の和田准教授と株式会社ミクニライフ
＆オートが開発した「ジョイ・カー」をベースに開発している。このシステムは任意
の古いバス車両（オートマ）に後付けできるので、この後付け自動運転／安瀬運転支
援機能が既存のバスの操作性と安全性を上げることができれば、ドライバー不足の問
題の解決し運転免許返納後の高齢者の移動の便や地域公共交通の維持に役立つので
はないかと考えている。 
自動運転技術の進歩により、自動運転実証実験が世界の各地で展開されている。
2019 年、64社がカリフォルニア州[1][2]の自動運転道路使用許可を取得し、463 万キ
ロメートルを走行した。その中に、走行距離が一番多くの Waymo 社は 153台の自動運
転車でカリフォルニア州の 230 万キロメートルを走行し、21273キロメートルごとの
自動走行に一回手動介入を行っていることと自転車やバイクの誤認識が減らしたこ
となどが報告された。日本国内では、日本政府の主導による東京臨海部の一般道と高
速道における自動運転の実証実験や、山間地域における道の駅などを拠点とした自動
運転、或は空港制限区域内における自動運転実証実験が日本各地で展開されている。
その一方で、自動運転実証実験数の増加と共に、事故の発生も必然的に増えるであろ
う。 
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埼玉工業大学ではこの開発のために延べ2,415名の体験試乗者を乗せて計 652㎞
の公道（本番走行のみテスト自動走行想定 3000km）を自動走行した。申請者はこの実
証実験全てにおいて助手席でシステムオペレーターとして自動運転システムの開発
に参画した。様々な土地における自動運転実証実験で遭遇した経験をもとに自動運転
バスの安全性を向上する検討・提案を行い、３件の国内学会発、４件の国際会議、2
編の学術論文を発表した。本博士論文は、これらの発表をベースに、以下の２部構成
からなっている。 
最初に、車載カメラの視認性を高めるヘイズ除去手法を提案した。悪天候の下に、
特にヘイズ天気に対して、カメラから撮った写真にはヘイズが存在していて、写真が
全体的に白っぽくなって、障害物の検出率が低くなる。ヘイズ除去は画像処理の分野
にノイズ除去と理解できる。提案したヘイズ除去手法は Dark Channel Prior[3]手法
をベースとして進化させた。提案手法は YOLO（You Only Look Once）[4]という障害
物検出アルゴリズムの前処理として利用する。ヘイズ除去後とヘイズ除去前に比べて、
障害物の検出率が高くなることを確認した。更に、目視の判断や PSNRと SSIMに基づ
き画質評価を行い、以前の手法より良い結果を取った。 
最後に、埼玉工業大学自動運転バスが参加していた自動運転実証実験を基づいて、
走行中に様々な危険状況に対して様々な対策方法（信号のサイクル情報の利用手法、
ローカライザーの切り替え機構の開発、フェールセーフ機能を自動運転バスに追加し
たこと）を含めて、走行中に車両の内部データなど重要な情報を監視しながら、自動
運転実験車両用のドライブレコーダーを提案した。自動運転実証実験ではヒヤリハッ
ト（や事故）を完全に避けることは難しいが、同じ原因のヒヤリハット（や事故）に
合うことが 2度とないようにするためにはヒヤリハット（や事故）の原因を正確に分
析する必要がある。自動運転の PCは Linux/ROSで動いていて Linux/ROSには標準の
ログに Rosbagがあるが、Linuxがリアルタイムではないのでこのログを再生・分析す
るだけではヒヤリハット（や事故）が再現できるとは限らず、ヒヤリハットや事故の
原因究明が十分にできるとは限らない。さらに、自動運転の記録ではテイクオーバー
リクエストに対する運転手の動作やオペレーター画面の記録も重要である。そこで、
車両の全方位カメラ、鳥瞰図とオペレーターの操作画面及び運転席の映像を記録する
自動運転実験車両用のドライブレコーダーを開発した。 
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1.2 各章の内容 
本文の第 2 章では自動運転車の歴史と近年各企業の自動運転車開発競争を紹介
した。その後、自動運転実証実験が必要な理由と自動運転実証実験の事故の例を説明
した上、本文で取り組む安全対策について紹介した。 
第 3 章では世界中に自動運転車が搭載しているセンサー及び自動運転車が利用
されている技術を紹介した。そこで、各センサーと技術の問題点を述べた。 
第 4 章では埼玉工業大学の自動運転マイクロバスの仕組みと埼玉工大自動運転
システムを構成しているジョイスティック式自動車運転装置を紹介した。そこで、埼
玉工大自動運転バスが実証実験走行中に発見した問題点と解決する方法を記述した。 
第５章では車載カメラの視認性を高めるヘイズ除去手法を提案した。悪天候の下
に、特にヘイズ天気に対して、カメラから撮った写真にはヘイズが存在していて、写
真が全体的に白っぽくなって、障害物の検出率が低くなる。ヘイズ除去は画像処理の
分野にノイズ除去と理解できる。提案したヘイズ除去手法は Dark Channel Prior手
法をベースとして進化させた。提案手法は YOLO（You Only Look Once）という障害物
検出アルゴリズムの前処理として利用する。ヘイズ除去後とヘイズ除去前に比べて、
障害物の検出率が高くなることを確認した。更に、目視の判断や PSNRと SSIMに基づ
き画質評価を行い、以前の手法より良い結果を取った。 
第６章では埼玉工業大学自動運転バスが参加していた自動運転実証実験を基づ
いて、走行中に様々な危険状況に対して様々な対策方法を含めて、走行中に車両の内
部データなど重要な情報を監視しながら、自動運転実験車両用のドライブレコーダー
を提案した。自動運転実験車両用のドライブレコーダーは車両の全方位カメラ、鳥瞰
図とオペレーターの操作画面及び運転席の映像を記録する。該当のドライブレコーダ
ーは従来の自動運転実証実験が存在していた問題を解決した。事故が発生しても、事
故を再現できるようになった、事故調査をスムーズに進めることが利点である。 
第７章は様々な安全走行確保機能を紹介した。中速走行際に蛇行を抑えるモデル
予測操舵制御、定時点灯信号のサイクル情報の利用手法、ローカライザー切り替え機
構、フェールセーフ機能を述べた。 
第８章には本文のまとめと今後の課題を述べた。 
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第2章 自動運転車の発展 
2.1 DARPA グランドチャレンジ 
自動運転車はロボットカー、無人運転車などとも呼ばれていて、人間の操作を介
入しなくても自動的にハンドルを回したり、アクセルブレーキを踏んだりことができ
る。自動運転技術は多年にわたって研究が行われてい s る。特に近年、CPU、GPGPU、
SSDやメモリなどコンピューターハードウェアの進化と低価格のため、自動運転技術
に沢山の可能性が与えられた。 
アメリカ国防総省の先進研究プロジェクト推進機関(DARPA)は自動運転技術発展
のため、グランドチャレンジを開催し、世界初の長距離無人自動車の競技となった
[5][6]。2004 年開催された第一回目のグランドチャレンジの走行総距離は 240km で
ある。一番目はカーネギーメロン大学のサンドストームであり(図２−１)、11.78キロ
メートルしか走行しなかった。第一回目のグランドチャレンジには完走した車両はな
かった。 
 
図２−１．カーネギーメロン大学のサンドストーム（引用元[6]） 
2005 年開催された第二回目のグランドチャレンジの走行総距離は 212kmであり、
完走した車両は 5台がある。スタンフォード大学の Stanford Racing Teamの自律走
行車スタンレー(図２−２)が第一位となって、スタンレーはフォルクスワーゲン
TouaregR5(ディーズルエンジン)をベースとして、改造した。当時の車両ではレーザ
ー測距装置(laser range finder)四つ、レーダー(Radar)、6DOF(degrees of freedom)
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の慣性計測装置、単眼カメラ、ステレオカメラと GPS 情報を 10Hz で取り扱って、
Pentium Mを搭載しているパソコン合計 7台でデータを処理する[7][8]。 
 
図２−２．スタンフォード大学のスタンレー（引用元[7]） 
2007 年では第三回目グランドチャレンジが開催された。コースは市街地を想定
した全長 96kmで、6時間以内に完走することを求められた、6チームが完走した。カ
ーネギーメロン大学のタータンレーシングチームの自律走行車 BOSS(図２−３)が第一
位となって、車両では 64 ラインのライダー、カメラとレーダーなど装置を搭載した
[9][10]。スランレーを皮切りとして、ライダーが自動運転車の不可欠な部分になっ
た。 
 
図２−３．カーネギーメロン大学の BOSS（引用元[10]） 
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DARPA グランドチャレンジ開催以来、色々な自動運転実証実験や競技(the 
European Land-Robot Trial、the Intelligent Vehicle Future Challenge、the 
Autonomous Vehicle Competition、the Hyundai Autonomous Challenge、the VisLab 
Intercontinental Autonomous Challenge 、 the Grand Cooperative Driving 
Challenge)は世界各地で行った。したがって、大手企業や大学による自動運転の研究
を促進していた[11]。大学では主にカーネギーメロン大学、スタンフォード大学やマ
サチューセッツ工科大学などがある。Google[12]、Cruise[13]、Uber[14]、Baidu[15]、
Tesla[16]、Nvidia[17]、Mobileye[18]、Pony.ai[19]、Toyota[20]など企業では主に
乗用車を開発している。一方、TuSimple(図森未来)[21]ではトラックの自動運転の開
発を注目している。図２−４では各企業の自動運転車を表示している。 
 
図２−４．各企業の自動運転車（引用元[12][14][17][19][15][21]） 
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2.2 自動運転レベルの定義 
2014 年、SAE(Society of Automotive Engineers, 米国自動車技術協会)では 6段
階の自動運転レベルを定義した。しかし、分類や用語の不明確のため、修正などが行
われ、2016 年から J3016 発表された、以下のように定義されている[22]。 
レベル０：運転自動化無し 
レベル１：運転支援 
レベル２：部分的運転自動化 
レベル３：条件付き運転自動化 
レベル４：高度運転自動化 
レベル５：完全運転自動化 
近年、市販されている自動車が自動運転レベル 2相当の運転支援システムはいく
つか装備している。 
トヨタ自動車： 
• 高度運転支援システム：先行車両と無線通信しながら追従走行と全車速域で
道路の白線などをセンサーで検出する。 
• セーフティセンス：進路上の先行車をレーザーレーダーと単眼カメラで検出
し、衝突予測を行う。白線認識、オートマチックハイビームなどもある。 
本田技研工業： 
• ホンダセンシング：衝突軽減ブレーキ、誤発進抑制機能、車線維持支援シス
テムなど。 
日産自動車： 
• プロパイロット：自動車専用道路のみで、同一車線内ハンズオフ(手放し運
転)が可能なナビ連動ルート走行を実現したシステム。GPS が受信できないトンネル
内、対面通行、合流や急カーブとの状況下は利用できない。 
メルセデスベンツ： 
• ディストロニックプラス：レーダーセンサーにより先行車を認識し、速度に
応じて車間距離を適切にキープシステム。 
以上の運転支援システムを概にすると、以下になる。 
• 車線保持機能：逸脱しそうな場合に警告表示やステアリング操作を介入する。 
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• クルーズコントロール機能：レーダーや超音波センサーで先行車両までの車
間距離を保持して、自動的に追従する。 
• 衝突予測機能：ミリ波レーダー及びカメラを用いて、障害物に衝突の恐れが
ある場合、警告を出して、ステアリングまたはブレーキ操作を行う。 
更に、これらより高度な自動運転機能を装備している車両もあり、アウディの A8
やテスラなど車両では一定の条件を満たす場合、自動運転が可能と宣言された。 
2.3 自動運転実証実験 
市販車両と違って、自動運転実験車両(図２−５)は主にライダー(LIDAR、Light 
Detection and Ranging)センサーを搭載して、Autoware[23]や Apollo[24]など自動
運転オープンソースを利用して、自動運転の研究を行っている。日本において、多く
の会社や大学は Autowareを利用している。Autowareは Linuxと ROS(Robot Operating 
System)[25]をベースとして、開発されている。ライダー、レーダー、カメラ、
GNSS(Global Navigation Satellite System)などの環境センサーを利用して、自車位
置や周囲物体を認識しながら、自動走行を行う。 
 
図２−５．日本の自動運転実験車両（右上 Tier IV車両の引用元[26]） 
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自動運転を実現するためには、次のような自動運転技術が欠かせない。 
• 高精度地図(High Definition map) 
• 自己位置推定(Localization) 
• パーセプション (Perception) 
• 予測(Prediction) 
• プランニング(Planning) 
• コントロール(Control) 
自動運転技術を開発するため、上記された技術を検証する必要があり、自動運転
実証実験は日本各地で行っている。自動運転実証実験に基づいて、実験中に様々な問
題点を発見し、解決する。そこで、実証実験を参加した車両がだんだん進化になる。
次の図２−６のように自動運転開発サイクルをなっている。 
 
図２−６．自動運転実証実験による開発サイクル 
日本で行われた実証実験は色々な種類があって（図２−７）、車両の操舵と制動の
正確さを確認、改善するため、一番多くのは閉鎖空間の実証実験、空港や公園などよ
く行われている。 
次は他の交通参加者と障害物への対応を検証するため、交通量が少ない、山間地
域における道の駅などを拠点とした自動運転実証実験はよく行われている。 
続いて、より多くなる他の交通参加者と障害物への対応を検証するためには、交
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通量が多い公道の実証実験はお台場、新宿など行ったことがある。 
最後には、遠隔操作室を備え、色々なサービスを検証することを目的としたレベ
ル 4の公道実験である。 
 
図２−７．日本で行われた自動運転実証実験の種類 
2.4 自動運転事故 
2.4.1 Tesla 
2016 年 1月 20日、中国の京港高速道路でテスラ（Tesla Model S）が前方の道路
清掃車に追突事故が発生した[27]。事故が発生する前に、車両が Autopilotの運転モ
ードになって、事故現場ではブレーキを動いた実績がなかった（図２−８）。 
 
図２−８．中国の京港高速で発生したテスラ事故(引用元[27]) 
2016 年 8 月 2 日、中国北京の一般道路でテスラ事故が発生した。前方の車両が
路駐を見ながら、右に避けた。後方にある Autopilot運転中のテスラが前方の路駐を
認識できなかった、そのままにクラッシュした。 
二つの事故原因は主に車載カメラ Mobileye は前方車両が認識できなかった。ま
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た道路清掃車のシャーシが一般車両より高くて、RADARの検出範囲を超えた可能性も
ある。同年、中国のテスラオフィシャルサイトは自動運転から自動補助運転に変更し
た。 
2.4.2 Uber 
2018 年 3 月 20 日の夜 10 頃、アリゾナ州で世界初のレベル４の自動運転事故が
発生した[28]。自動運転中の Uberは自転車を押しながら車道を渡っていた 49歳の歩
行者 Elaine Herzbergを時速約 64キロではねて死亡させた。事故の原因は障害物が
認識できなかった（図２−９）。 
 
図２−９．アリゾナ州で発生したレベル４の自動運転事故（引用元[28]） 
日本の国土交通省の指示により、LiDARにたよる自動運転には「急制動」が多い
ものが多いである。それは、LIDAR からスキャンした点群の種類が分類できない時、
全て固い停止障害物として扱われることが原因である。しかし、この機能をオンにす
れば、車両が走行中に急ブレーキが多くて、乗り心地がすごく悪いので、そのため、
この機能をオフにした。その結果、AIの判定が、本来人が歩くところでないところを
人が歩いて、自転車を引いていたので、人と自転車の該当する点群の塊への対応がオ
フにしていて、停止するような指令が出なかった。 
2.4.3 名古屋大学 
2019 年 8 月 26 日の午後 2 時 20 分頃、名古屋大学所有の低速自動運転車は時速
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約 14 キロで市道を自動運転走行中に後ろから追い越してきた車両と接触事故が発生
した。事故の原因調査を行った、原因は自動運転車両の位置と方位検知機能が進行す
べき方位を誤検知した。そして、誤った急ハンドルが発生した。図２−９は事故が発
生する際に、LIDAR による自己位置推定された様子を表示した。衝突の 1.4 秒前に
LIDAR 情報と点群地図をマッチングしている。衝突の 1.3 秒前、LIDAR による推定さ
れた自車の前進方向が左に約 56 度をずれた。その結果、コンピューターは車が左に
向かうことを認識していて、それを正しい方向を修正すると、ハンドルを右に 56 度
を回ることになる。 
 
図２−９．事故が発生する際に推定された自車位置（引用元[29]） 
2.4.4 群馬大学 
2017 年 9月 1日の午前 1時 10分頃、群馬県桐生市内の県道で実証実験中の自動
運転車は自己位置推定が失敗し、時速 20 キロ程度でガードレールに衝突事故が発生
した（図２−１０）[30]。事故が発生する際に、車内には運転席と助手席、後部座席に
職員３人が乗り、桐生市天神町の緩やかな左カーブ手前で一時停止した後、自動運転
モードに切り替え発車したところ、ハンドルが想定外に左に切られ衝突した。事故の
直前に、人間の運転に近づけるためハンドル動作をスムーズにするプログラム変更を
行っており、群馬大学は「プログラムミスの可能性がある」ことを事故原因に推定し
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た。 
 
図２−１０．群馬大学自動運転事故現場（引用元[30]） 
2019 年 9 月 25 日午前 2 時 20 分頃、群馬大学は大分県大分市で自動運転実証実
験中に、自己位置推定が失敗し、歩道の縁石と接触事故が発生した。事故が発生する
際に、自動運転バスが交差点で左折中に、歩道の縁石に乗り上げた。群馬大学は自動
走行システムの問題ではなく、運転手の人為的なミスが原因を公表した。 
2.5 本文で取り組む安全対策 
現段階の自動運転車は様々なセンサーや技術の支え、一定の条件下に、人間は車
のハンドル、アクセル、ブレーキを触らなくても車が自動的に走れる。しかし、自動
運転車による交通事故はゼロではなくて、自動運転車を作るという人間の本来の意図
に反して、自動運転車を乗るには、人間の手動運転よりもストレスになる場合がある。 
本文では従来の自動運転事故を考えて、埼玉工業大学の自動運転バスを用いて、自動
運転実証実験を参加し、実験中に発見した問題点を解決する。 
事故やヒヤリハットの原因は主に障害物の誤認識と位置推定失敗、信号色の認識
ができないことや中速走行中の車両に蛇行が発生すること。そのため、ジョイカー
[31]をベースとして、構成された埼玉工大の自動運転バスが実証実験中に安全走行の
ため、様々な手法を提案した（図２−１１）。 
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図２−１１．本文で取り組む安全対策 
悪天候の下における車載カメラ画像の障害物検知能力の改善するため、高速ヘイ
ズ除去手法を提案した[32][33][34]。ヘイズ除去後の画像の視認性、物体検出能力な
どをこれまで以上に向上させることが確認できた。ヒヤリハットや事故の原因を究明
するために、車両の内部データや各環境センサーの誤差情報をリアルタイムで流れる
必要性があるため、ユーザーインターフェイスを提案した[35]。提案したユーザーイ
ンターフェイスを自動運転実験車両用のドライブレコーダー[36]の一部の構成とし
て車両の内部データを記録する。従来の市販されているドライブレコーダーの基本機
能を保つ上、オペレーターやドライバーの誤動作や車両の内部データを記録すること
ができる。事故が発生する際に、事故分析の信頼性や説得力が高い。 
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第3章 自動運転車に支える技術 
自動運転とは高度複雑なシステム、それを実現するため、ソフトウェアとハード
ウェア両者と共に依存している。近年、自動運転車が話題になる理由は、技術の進歩
によるものだけではなく、それもハードウェアの発展によるものである。 
3.1 自動運転車のハードウェア 
3.1.1 LIDAR 
LIDAR(Light Detection and Ranging)、日本語はライダーと呼ばれて、自動運転
車の目であることを自動運転業界に認識され、車両周辺の障害物をスキャンし、数値
表層モデル(Digital Surface Model, DSM)に基づいた三次元データを流れて、高精度
な 3D 点群を取得する。現在市販されている多くの LIDARは 905nm波長前後のレーザ
ー光を生成し、対象物体に照射し、反射光を捉えて、障害物までの距離を算出し、対
象物体表面の反射率(反射強度)も捉えることもできる。以下(図３−１)は各企業販売
している LIDAR製品、回転式の LIDAR(VLS-128, RS-Rubyと Pandar40Mがあって、FOV
は 360 度)だけではなく、固定式の LIDAR もある(Velarray と RS-Lidar-M1 の FOV は
120度、 Velabitの FOVは 60度)[37][38][39]。 
 
図３−１．市販されている様々な LIDAR（引用元[37][38][39]） 
数値表層モデル(DSM)とは、地表面とその上にある地物表面の標高からなる三次
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元データで、建物や樹木の高さを含んでいる[40]。センサーから流れているデータは
地物の空間位置情報とレーザーの強度情報を持っている。DSM 画像は図３−２のよう
に表示している。 
 
図３−２．数値表層モデル(DSM)3次元画像 
しかし、LIDARの一つ欠点は測定距離が遠くほど、測定精度が低くなる。例えば、
Velodyne 社の VLP-32Cにつて測定距離は 200 メートル、50 メートル以内の場合測定
精度は±5cm、50 メートルから 200 メートルまでの場合測定精度は±10cmである。も
う一つの欠点は、905nm 波長の電波は近赤外線(780nm～2526nm 範囲内の電磁波)で、
空気中で伝播する時、浮遊しているほこりや水滴の影響を受けやすいため、雨、雪、
霧や砂嵐などの悪天候下ではうまく機能しない、検出距離が数十メートルに短縮され
る。 
3.1.2 RADAR 
RADAR(Radio Detection and Ranging)、日本語はレーダーと呼ばれて、自動運転
技術を支える一つ重要な技術である。動作原理は LIDARと同じ、違うのは使っている
電波の波長である。RADAR はよくミリ波レーダーと呼び、波長通常は 4～12mm、波長
が長いため、電波が物体に接触したとき、光波の吸収が少ない(減衰が少ない)、雪や
霧を通して、はるかに遠くの目標を探知することができる。しかし、欠点として多く
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のレーダーの視野角度は 10 度しかない、複数のレーダーを併用することが必要であ
る。例えば、我々の自動運転実験車両(プリウス)では Delphi 社の ESR2.5 と SRR2 を
併用している。視野範囲は以下図３−３で表示している[41][42]。 
• Delphi ESR2.5(・メインビーム：174m・ミッド・ビーム：60m・FOV：±10度、
±45度) 
• Delphi SRR2(・ビーム：30m・FOV：80度) 
 
図３−３．Delphi ESR2.5 と Delphi SRR2 を装備している車の視野範囲 
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その一方、レーダーとして重要な機能は、ドップラー効果(Doppler Effect)[43]
に基づいて、対象の速度情報が取得できる。目標はレーダー近づくと、反射信号の頻
度は発射信号の頻度より高い；目標はレーダーに離れると、反射信号の頻度は発射信
号の頻度より低い。頻度の改変値を基づいて、目標との相対速度が算出できる。 
3.1.3 CAMERA 
自動運転車において、Cameraは車載カメラを意味していて、LIDARや RADARの不
足点を補足するために搭載する。車載カメラの利点は対象物の色彩情報を捉え、主に
信号識別や障害物検出を利用している。しかし、カメラの動作環境は天候の変化によ
り弱い。代表的な問題所在は車載カメラの画像は霧など悪天候の影響を受けることで、
コントラストが低下して、不鮮明になり障害物を正しく認識できなくなる。西日や逆
光の場合、カメラで映した映像では明るい部分が白く飛んでしまったり、暗い部分が
黒く潰れてしまったりすることがある。図３−４は単眼 USB カメラ[44]を表示した、
各規格のレンズを付けることが可能である。 
 
図３−４．単眼 USBカメラ（引用元[44]） 
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車載カメラは単眼 RGBカメラだけではない。近年、自動運転車に対する障害物を
検出のため、遠赤外線カメラ(Far Infrared Rays, FIR)の利用も多くなる。遠赤外線
カメラは物体から放射される遠赤外線を映像化できることから、光源に左右されるこ
となく、夜間の遠方撮影や画像認識も可能である。図３−５はイスラエルのベンチャ
ー企業 AdaSky の遠赤外線カメラ画像、逆光や夜間でも車両前方の映像がはっきり見
える[45]。 
 
図３−５．逆光や夜間の遠赤外線画像（引用元[45]） 
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高度運転支援システム(ADAS)において、単眼カメラ Mobileye も多数自動運転車
に搭載されている。独自のプロセッサーチップ(EyeQチップ)を搭載し、画像処理アル
ゴリズムを用いて、障害物、白線や車間距離などを検知する[46]。近年、Mobileye欺
いて攻撃の目的を達成することの研究が行われた。図３−６ではドローンを利用して、
時速 90kmの道路標識を投射し、Mobileyeを識別させる。極端な状況を考えると、高
速走行中の自動運転車前方に歩行者などを投射して、自動運転車に急停止することも
可能だと考える[47][48]。 
 
図３−６．ドローンで道路標識を投射し、Mobileyeに識別させる（引用元[47]） 
3.1.4 GNSS 
GNSS(Global Navigation Satellite System)、全地球航法衛星システムと呼ばれ
て、人工衛星から発射される信号を用いて位置測定、航法、時刻配信を行うシステム
[49]。GNSSは GPS(米国)、Galileo(欧州連合)、 GLONASS(ロシア連邦)、BDS(中国)、
QZSS(日本)など各国の測位衛星の総称である。 
一般に、スマホやカーナビで使われている GPSには、数メートルの測位誤差があ
る。これは、GPS衛星までの距離が長いため、宇宙空間や大気圏内で発生する様々な
物理現象により、電波の到達時間揺らぎが発生する。現在、自動運転車の測位システ
ムではよく GNSS-RTK(Realtime Kinetic)技術を使い、センチメートルの精度で自己
位置推定を行う。RTKが高精度な測位データを得られる理由は、正確な位置がわかっ
ている基準局の受信データを使う[50][51]。図３−７は GNSS-RTKの受信仕組みを示す。 
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基準局と移動局が同じ信号を受信し、移動局へ受信データをインターネット経由
で伝えて、差分計算することで高精度の測定を行う。そのため、基準局に近い場所な
ら高い精度が得られ、基準局から離れるに従い精度が落ちていく[52]。 
しかし、GNSSによる測位精度は、周囲の環境に大きく影響される。トンネル、森
林や高層ビルが多い市街地など電波が届きにくい場所において、電波が何回反射し、
測位精度は数メートルに飛んでしまう。もう二つ測位誤差の要因は、衛星から放送さ
れる衛星位置情報が足りないこと、電離層や対流圏による伝播遅延が常に変化してい
ることの二つである[53]。 
伝播遅延とは測位信号(マイクロ波)を地表付近の電離層や対流圏に遭遇し、曲折
率の関係で速度や経路が変化し、伝播が遅れて、距離測定に影響を及ぼす。 
 
図３−７．GNSS-RTKの受信仕組み 
3.1.5 IMU 
IMU(Inertial Measurement Unit)は慣性計測装置と呼ばれている。例として、
6DOFの IMUは 3軸のジャイロと 3方向の加速度計によって(図３−８)、3次元の角速
度と加速度が求められる[54]。 
自動運転車の場合において、走行中の車両は振動を発生し、出力したセンサー情
報(LIDAR、GNSS など)の精度が低下となる。その誤差を軽減するため、IMU データを
利用して、劣化したセンサー情報を補正することができる。代表的な技術は GNSS と
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IMU 装置を搭載し、移動体の位置と姿勢を算出する。そのため、衛星測位信号が走行
中に途切れた場合(トンネル内の走行)でも、何秒間で正確な位置と姿勢測位情報を継
続的に提供することができる[55][56]。 
 
図３−８．6 自由度の IMU 
3.2 自動運転車のソフトウェア 
3.2.1 OS, ROS and Autoware 
OS(Operating System)はオペレーティングシステムと呼ばれて、コンピュータの
システムソフトウェアである[57]。主な汎用 OSは Windows、Linux、macOS、Android、
iOSなどがある。我々は研究のため、全てのプログラムは Autowareに基づいて改造す
る。Autowareは Linuxシステムしかサポートしてないから、OSは Linuxシステムを
使っている。Linux システム一つの欠点は実時間処理が保証されていない。ただし、
独自な Linuxカーネルを開発または改造すれば、独自なソフトウェアに対して、実時
間処理が保証できる(Baiduは Apolloの実時間処理を保証するため、独自な Linuxカ
ーネルを開発した[58])。その一方、自動運転車企業では、よくリアルタイムオペレ
ーティングシステム(RTOS)[59]を使っている。その名前のとおり、リアルタイム性を
持つことが特徴である。RTOSの主要な機能である資源管理において、時間資源の優先
度に基づく配分と実行時間の予測可能性を提供することに特化している。 
Autowareか Apolloか、どのオープンソースでも ROS(Robot Operating System)
に依存する。ROSはロボットのため設計されたソフトウェアプラットフォーム、OSで
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はなく、ミドルウェアである[60]。ロボット開発における豊富なライブラリやツール
を提供し、様々なロボットやセンサーにも対応し、開発言語は C＋＋と Pythonをサポ
ートしている。自動運転システムにおけるハードウェア、ソフトウェア、OSと ROSの
依存関係は下の図３−９で表示する(写真：TierIV Academy[26])。 
 
図３−９．ハードウェア、ソフトウェア、OSと ROSの依存関係（引用元[26]） 
3.2.2 HD Map 
HD map(High Definition map)は高精度地図であり、自動運転の土台であること
を業界に認識している。自動運転企業において、高精度地図の品質によって、企業自
身の技術レベルを判断することができる。高精度地図は一般的な車載ナビ地図と違い、
3次元の点群データ、車線情報、道路標識、信号機の位置と色情報、更に道路の渋滞
情報などを持ち、主に車両の自己位置推定、パーセプションやプランニングのため利
用される(図３−１０)[61][62][63]。 
 
30 
 
図３−１０．自動運転車へ高精度地図の応用（引用元[61]） 
3次元点群データに基づいて、LIDAR 情報と合わせ、自己位置を算出する。夜間、
悪天候または信号機までの距離が遠く、信号認識ができない場合、高精度地図から、
信号機の色状態を提供する。車線情報について、車が正確な道路の中心線を識別する
ことを役立つになるはず、なるべく中心線に沿って走行する。また、速度制限や歩道
区域などに入る前、車速を減らすことを事前に計画する。車両前方は障害物がある時、
車線変更が必要となって、高精度地図は車両走行経路の選択範囲を減少することが役
立つになる。 
高精度地図を作るのは非常に時間や費用をかかり、自動運転車重大な難題である。
一般的に、LIDAR、GNSS、Camera、IMU、Odometryの情報が必要で、完成した高精度地
図は以下(図３−１１)のようになる[64][65][66]。 
 
図３−１１．高精度地図の例（引用元[65][66]） 
我々は Autoware を基づき、自動運転研究を行うため、簡易版の高精度地図を使
っている。点群情報、信号座標と車線の位置情報を含んでいる埼玉工業大学の正門の
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地図データは以下で示す(図３−１２)。 
 
図３−１２．埼玉工業大学正門の３次元地図 
3 次元地図を作るため、LIDAR 情報を利用する。Autoware では NDT(Normal 
Distribution Transform)アルゴリズムを使用する[67]。探索空間内にある点群デー
タを格子状(ボクセル)に分割し、各ボクセル内の点群データを正規分布し、前回のス
キャンデータを参照しながら、二つの点群データをマッチングする。点群データを収
束するまで、非常に時間かかることが欠点である。NDT mappingを用いて、埼玉工業
大学正門の地図を作成する様子は図３−１３で示す。 
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図３−１３．地図を作成する様子 
現在、地図生成主な手法は SLAM(Simultaneous Localization and Mapping)であ
る。同時に自己位置推定と地図生成を行う手法、代表的なのは Zhangら提出した LOAM
である[68]。LIDARの生データを Point Cloud Registration 処理(二つの Point Cloud
を整列させる空間変換を見つけるプロセス)を行う。LIDAR Odometryは 10Hzで LIDAR
の動きを推定しながら、点群データの座標変換を行う。LIDAR Mappingは１Hzで 3次
元地図を作成する。Transform Integrationは 10Hzで 3次元地図の最適化を行う。
ブロック図３−１４は以下のように表示する。 
 
図３−１４．LOAM手法のブロック図（引用元[69]） 
LIDARで 3次元データを収集する時、周辺の環境は変わる可能性が高いと考える。
風が吹いて、木の枝や草はいつも動いて、スキャンしたデータはいつも違う。LIDAR
に対して、この動きはノイズとして、生成した三次元地図の精度が悪い。この問題を
解決するため、地面、樹木や草など不固定物を除くことが必要である。LeGO-
LOAM[69][70]は LIDARの動きを推定する前に、セグメンテーション(Segmentation)と
特徴点抽出(Feature Extraction)を行う。LeGO-LOAM のブロック図３−１５は以下の
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ように表示する。 
 
図３−１５．LeGO-LOAM手法のブロック図（引用元[70]） 
3.2.3 Localization 
Localization とは自動運転車の自己位置を推定すること。車がどこにいるかを
正確に知ることが必要、XY 座標だけではなく、車の前進方向も知ることが必要であ
る。一般的な自己位置推定方法は GNSS-RTK、LIDAR、慣性航法装置(Inertial 
navigation System, INS)または視覚(Visual localization)に依存し、それぞれに独
自の長所と短所がある。 
GNSS-RKT は前節のように記述された。RTK を利用して、位置推定の精度は通常
10cm 以内。ただし、トンネルや建物が多い市街地など電波が届きにくい場所におい
て、電波が何回反射し、位置推定の精度は数十メートルに飛んでしまう。もう一つの
欠点は、GNSSの更新頻度が遅い(10Hz)、時速 60kmの車両は 1.667mを走った。 
LIDAR の自己位置推定は高精度地図に基づいて、LIDAR 情報と点群データをマッ
チングして、自己位置を算出する。主に二つ点群データについて平行移動と回転行列
を求め、誤差を最小化にする。代表的な手法は ICP(Iterative Closest 
Point)[71][72][73]や NDTマッチング[74]、またはヒストグラムフィルタ(Histogram 
filter)[75]などがある。ただし、点群データをマッチングするのは計算量が多くこ
とは欠点になる。近年、GPUなどを利用の上、実時間処理が可能になった。NDT マッ
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チングによる自己位置推定の様子は以下の図３−１６で表示する。(白い点は 3次元地
図データ、色付きの点は LIDARのスキャンデータ。) 
 
図３−１６．LIDARで自己位置を推定する様子 
慣性航法装置による自己位置推定はよく補助手段として使われている。INSは車
両の加速度情報𝑎を提供することが可能となる。 
車両の初期位置𝑆!、初期速度𝑣!と走行時間𝑡によって、自己位置𝑆は式３−１で計
算する。 
   
 𝑆 = 𝑆! + 𝑣!𝑡 +
1
2𝑎𝑡
" (3-1) 
   
車両の加速度情報(測量値)は世界座標系には Gyroscope(ジャイロ)[76]に依存す
る。Gyroscopeの Spin axisと Rotorを固定されて、三つの外部ジンバル(Gimbal)を
回転させて、相対値を測定し、物体の角度、角速度あるいは角加速度を検出する(図
３−１７)。 
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図３−１７．3Dジャイロ（引用元[76]） 
現在、市販されている IMUはほぼ INSと Gyroscopeを内蔵されている。IMUの更
新頻度が 1000Hzまででき、実時間の位置情報を提供することは可能である。ただし、
IMUの測量誤差は時間と共に増加することが最大の欠点で、そのため短時間だけの位
置推定は可能である。この問題を解決するため、GNSS-RTK測位と組み合わせることが
必要である。IMUは GNSSの低い更新頻度を補い、GNSS も IMUの運動誤差を修正する。 
単純に視覚による自己位置推定[77]はかなり難しくて、常に他の方法(GNSS-RTK)
と併用し、より良い位置推定結果を得ることができる。図３−１８を例として、 RTK
から車両の位置は両車線の真ん中に推定された。カメラから識別した車線は赤い車線
で表示し、現実の道路車線と合わせって、正しい位置推定を行った。 
 
図３−１８．視覚による自己位置推定の例（引用元[61]） 
それぞれのセンサーをフュージョンにより、それらの欠点を補うことが現在主流
なソリューションになっている。代表的な手法はルドルフ・カルマン提案したカルマ
ンフィルター(Kalman Filter)[78]である。カルマンフィルターは、情報が不明確な
動的システムである限り、システムが次に何をするかについて、根拠に基づいた推測
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を行うことができる。カルマンフィルターは継続的に変化するシステに適して、メモ
リの消費量が少ない(一つ前の状態を保持するだけ)という利点があり、非常に高速で
あるため、リアルタイム問題や組み込みシステムに最適である[79]。 
3.2.4 Perception 
Perceptionは日本語で感知といい、自動運転車に対しては世界を感知すること。
人間自身は色々なセンサーがあって、目で見る、耳で聞く、手で触る。自動運転車も
色々なセンサーを搭載し、周辺の環境を感知する。近年この分野はコンピュータビジ
ョンと呼ばれて、感知による四つのコアタスクは検出 (Detection)、分類
(Classification)、追従(Tracking)及びセグメンテーション(Segmentation)。 
1.検出：視野範囲内物体の位置を見つける。 
2.分類：見つけた物体を明確に識別する。 
3.追従：時間と共に移動物体(車、歩行者など)を観察する。 
4.セグメンテーション：カメラ画像の各ピクセルを意味分類に一致させる。 
現在、自動運転にうおいて、主流となっている感知技術は人工知能の深層学習を
利用した方が多い。カメラは画像処理のため、YOLO[80][4]、Faster RCNN[81][82]な
どの物体認識(図３−１９)手法があり、それ以外、特に悪天候の場合、カメラの視認
性を高めるため、ヘイズ除去の手法も提案された[32][33][34]。画像セグメンテーシ
ョンによる SegNet[83][84]なども提案された(図３−２０)。 
 
図３−１９．カメラによる物体認識(引用元[4]) 
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図３−２０．画像セグメンテーション(引用元[84]) 
近年、LIDAR の価格が安くなると共に、LIDAR において障害物検出手法が主流と
なっている[85][86][87]、図３−２１の中では車を認識して、Rviz上に青いボックス
で表示された。 
 
図３−２１．LIDARによる障害物認識(Point Pillars) 
3.2.5 Prediction 
Predictionとは自動運転車を周りの移動物体(車、自転車、歩行者など)の行動を
分析しながら、走行経路を予測すること。走行中の車は、検出された全ての物体に対
する行動予測を行う必要があり、予測経路を生成する。また、一定の時間ごとに、新
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しく行動予測を行って、再計算の上に予測した経路を更新することが必要である。予
測された経路は、自動運転車のプランニング段階に必要な情報提供する。 
予測するには二つの方法があり、モデルに基づいた予測(Model-based 
prediction)[88]とデータで駆動する予測(Data-driven prediction)[89]である。モ
デルに基づいた予測の利点は、既存の物理知識、交通法則や常識などを組み合わせて、
直感的な方法で理解しやすい。データで駆動する予測の利点は機械学習に基づき、ト
レーニングデータが多いほど、より良い予測結果が得られる。 
図３−２２では前方の車両(青い車)を追い越す際に、経路を予測する例を表示し
た。赤い線は元々の走行経路であり、三つの予測経路を算出した。 
 
図３−２２．車両を追い越す際に予測した経路 
3.2.6 Planning 
Planningとは高精度地図、自己位置推定や予測した経路を組み合わせて、車両の
走行経路を生成すること。プランニングには経路計画(Road Navigation)と軌道生成
(Trajectory Generation)二つの部分で構成されている。 
経路計画の目標は、地図上で Aから B への最適なルートを見つける。代表的なル
ートを探索する方法はスタンフォード大学から提案し、2007 年の DARPA グランドチ
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ャンレンジで応用された Hybrid A＊[90]手法である。 
軌道生成の目標は見つけた最適なルートを走行する際に、障害物により進路が遮
られた場合、障害物を回避できる軌道を生成すること。そのため、コスト関数を用い
て、候補ルートを探索し、コストが最も低いルートを選択する。コスト関数は以下の
要素を考慮する必要があり： 
• 車線中心に対する偏移距離 
• 障害物までの距離 
• 車速や曲率の変化 
• 車両へのストレス 
代表的な軌道生成手法は Lattice Planner[91]があり、3次元の問題を二つの二
次元の問題を分解する。Frenet[92]座標系における縦軸(ST、Shifting and Time)と
横軸(SL、Shifting and Lateral)それぞれの軌道を生成し、組み合わせる手法(図３−
２３)。 
 
図３−２３．Frenet座標系における Lattice Plannerで軌道生成 
3.2.7 Control 
Control とはステアリング(Steering)、アクセル(Acceleration)とブレーキ
(Brake)を入力し、車両を前進させること。通常、コントローラーは一連の位置情報、
速度情報やステアリング情報を含んでいるウェイポイント(Waypoint)を介して走行
予定の経路を受け取り、それぞれのウェイポイントを入力し、走行予定の経路をスム
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ーズに通過させることである。 
コントローラーは次のような特徴を持っている必要がある(図３−２４)。 
• 高精度：路面が濡れている場合や路面が急な場合でも、走行予定の経路から
逸脱しないように車両をコントロールする。 
• 実現可能性：ゲームの中に、車両は簡単に９０度回転できて、車速も時速 200
キロまでスピードアップすることができる。ただし、現実世界では実現できない。 
• 安定性：乗り心地は非常に重要であり、急な加減速や急ハンドルなど非スム
ーズな運転を避けることが必要である。 
 
図３−２４．コントローラーに必要な三つの特徴 
自動車業界に最も使われている制御手法は PID(Proportional-Integral-
Derivative)[93]制御となって、フィードバック制御の一種である。PID 制御最大の利
点は非常に簡単であり、多くの場合、制御効果が良い。ただし、PID 制御は単なる線
形コントローラーであり、非常に複雑なシステムには適していない。自動運転車の場
合、ステアリングとアクセルを制御するには、異なる PIDコントローラーが必要であ
る。そのため、多くの解決策[15][94][95]は、速度制御(Longitudinal Controller)
には PIDコントローラー、ステアリング制御(Lateral Controller)には LQR(Linear-
quadratic regulator)コントローラーを使用する。PIDコントローラーもう一つの欠
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点はリアルタイムの測定誤差に依存しており、測定が遅延を発生すると PID 制御は役
に立たなくなる。 
学術界において、自動運転車の制御手法 MPC(Model Predictive Control)[96]制
御が汎用されている。非常に複雑なコントローラーであり、数学に依存度が高くて、
パラメーターの調整は非常に時間かかる。基本的には、三つのステップに分かれる。 
• ステップ１：車両モデルを構築する。 
• ステップ２：一定時間の制御入力による計算や最適化を行う。 
• ステップ３：最初の制御コマンドを実行して、プロセスを繰り返す。 
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第4章 埼玉工業大学の自動運転車 
4.1 RoboCar 
RoboCar[97]とは、プログラム制御により走る、曲がる、止まるなどの制御が可
能な自動運転を開発するための車両プラットフォームであり、自動運転の開発ツール
として、ZMP 会社から販売されている（図４−１）。 
 
図４−１．ZMP が販売している様々な RoboCar（引用元[97]） 
埼玉工業大学の RoboCar(図４−２)はプリウスとベースとして、自動運転の研究
を行っている。車両は LIDAR、RADAR、GNSS、Mobileyeなどセンサーを搭載し、Autoware
を利用して、自動走行が可能となっている。 
 
図４−２．RoboCarによる開発した自動運転車 
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4.2 自動運転マイクロバス 
4.2.1 ジョイスティック式自動車 
日本にジョイスティック式自動車が生産された前に、英国 Steering Development
社の Space Driveと米国 Ahnafield社の JoyVanが存在している[31]（図４−３）。 
 
図４−３．米国 Ahnafield社の JoyVan（引用元[31]） 
車両に標準装備された油圧ポンプと油圧アクチュエータによる駆動システムを
基本としている。特に、ステアリングホイールの駆動は、車両に備えられている油圧
式のパワーステアリング用の油圧モーターを強化することで実現している。しかしな
がら、日本の場合、直接車両の油圧ポンプと油圧パワーステアリングを改造すると、
改造された車両の安全性は確認できなくて、車検が通られない。そのため、埼玉工業
大学の自動運転バスは既存のジョイスティック式自動車運転装置を利用する。 
4.2.2 ジョイスティック式自動車運転装置 
図４−４はジョイスティック式自動車運転装置の概念図を表示している。ジョイ
スティックを操作する信号に従い、ハンドル、およびペダルの接続された電動
モータを駆動することで、それぞれの運転装置を作動させる。 
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図４−４．ジョイスティック式自動車運転装置（引用元[31]） 
電動モータの動力は，歯車や電磁クラッチ，センサ，リンクなどから構成される
駆動ユニットをハンドル駆動用，ペダル駆動用にそれぞれ１つずつ搭載する（図４−
５）。 
図４−５はモーター制御制御システムを表示する。電動モータはマイクロコンピ
ュターを備えるコントロール基板による制御される。ジョイスティックから与えられ
る信号θ*を角度指令として認識し、それに比例した変位θをハンドルやペダルで実
現するようフィードバック制御が実行される。 
制御システムの安全性を確保するために、各種センサーの断線検出とモーターの
過電流、電源電圧などを監視しながら、システムの運用を行う。 
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図４−４．モーター駆動システム（引用元[31]） 
 
図４−５．モーター制御システム（引用元[31]） 
自動運転マイクロバスを構成しているシステムは図４−６で示す。 
二つのジョイシステム基本機能を統合する車両運動制御装置（Vehicle Motion 
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Controller）を開発した。VMCと Autoware PCの情報交換は CAN 通信によって行う。
さらに、VMCにはシフトレバーの動作制御やウィンカー、ライト、ホーンなどの車両
走行時に操作が必要な装置の ON・OFF制御と車速、エンジン回転数などの車両走行を
管理する機能を搭載した。 
 
図４−６．自動運転マイクロバスの車両制御システム（引用元[31]） 
4.2.3 埼玉工業大学の自動運転マイクロバス 
埼玉工業大学の自動運転マイクロバスはジョイスティック式自動車運転装置
[31]を応用し、様々なセンサーを搭載し、バスの自動運転システムを構築している。
埼玉工業大学の自動運転システムはどんな車両でも後付けができることは特徴であ
り、日本の車検でも問題なく通られる。高度な安全運転支援機能の後付けにより、バ
スの運転に自信がない方でも、バスによる送迎ができるようなバスができれば、運転
手不足、赤字路線など地域の公共交通問題を解決できます。 
埼玉工業大学自動運転マイクロバスは車両の販売を目指して、研究を行われてい
る。車体の大きさを考え、LIDARは 9個付いていて、信号識別のため、単眼カメラは
3個（レンズは 15mm、20mm、30mm）付いている。埼玉工業大学以外に、販売を目的と
していない先進モビリティの自動運転バス[98]（GNSSと磁気マーカーを利用し、最大
時速 70キロ）と群馬大学の自動運転バス[99]（GNSSと LIDARを利用し、最大時速 25
キロ）がある。各自動運転バスは図４−７で示す。 
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図４−７．日本の自動運転バス（引用元[98][99]） 
図４−８と図４−９は実装した運転席の様子である。ジョイスティック式運転装置
を搭載した後でも運転者は通常と同様に運転席に座り、手動運転を行うことや自動運
転の際には緊急時に備えて車両や操作装置の様子を監視することが可能である。 
この車両はオートマチックトランスミッション車両であり、アクセルとブレーキ
２つのペダルで運転を行う。また、シフトレバーは自動運転時に制御装置によりレバ
ーの位置を変更することが可能である。 
アクセルとブレーキそれぞれの上には、フットスイッチが備えられている。緊急
時に人間がペダル操作を行うことで、自動的に運転モードが自動から手動に切り替わ
る仕組みになっている（テイクオーバ機能）。また、ハンドルにもテイクオーバ機能
のためのスイッチが備えられている。運転者はハンドル、ペダル、それぞれ独立にテ
イクオーバを行うことができる。 
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図４−８．ジョイスティック式システムを実装した運転席 
 
図４−９．ジョイスティック式システムを実装した運転席 
自動運転バスの運転席全体の様子には図４−１０で表示している。運転席はドラ
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イバー専用のモニターがあって、そこで、ドライバーが車両の進行経路を確認するこ
とが便利である。インジケーターの指示を見ると、車両の運転モードなど車両状況を
確認することができる。また、自動運転復旧ボタンはステアリングとアクセルブレー
キそれぞれ独立に分けて、手動モードで走行中の車両にも、止まらずにすぐ自動運転
モードに入られる。 
 
図４−１０．自動運転バス運転席全体の様子 
一般的なバスを運転すると、車体は普通車より大きく、中型や大型免許を持って
いる人でも、バスの運転には自信がない方が多い。埼玉工大の自動運転システムはど
んな車両でも後付けことができる。そのため、埼玉工大の自動運転システムを付けば、
高度な自動運転機能を利用でき、バスなど大型車の運転が簡単になる。 
実際の自動運転実証実験中に埼玉工大の自動運転バスが 90 度のカーブを曲がる
時に、人間の運転よりうまい。 
4.2.4 自動運転実証試験による発見した問題 
埼玉工大の自動運転バスは 8か月で、自動運転レベル３の走行距離は 650キロを
超えた。日本各地の実証実験を参加し、走行環境が違い、走行中に様々な問題を発見
した。 
• 自動運転バス開発セレモニー試走実験 
• 埼玉工業大学周辺の公道実証実験 
• 坂戸市「坂戸・夏よさこい」の公道実証実験 
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• 本庄早稲田駅周辺の公道実証実験 
• パシフィコ横浜真空展の閉鎖区間実証実験 
• 加須市騎西「銀杏祭」の公道実証実験 
• 兵庫県科学公園西播磨 Spring8 の公道実証実験 
• 愛知県日間賀島の公道実証実験 
• さいたまスーパーアリーナの公道実証実験 
• 横須賀 YRPスカモビ 2020 の公道実証実験 
• 豊田市交通安全センターの閉鎖区間実証実験 
上記の実証実験中に発見した代表的な問題は以下となる。 
• 埼玉工業大学周辺の公道実証実験： 
 赤信号の認識が遅くて、停止線を超える問題 
 逆光の下に信号機の色が認識できない問題 
 轍や横風のため中速走行する（50km/h）際に蛇行する問題 
• 兵庫県西播磨 Spring8 の自動運転実証実験 
 悪天候に、車載カメラの障害物を誤認識する可能性がある問題 
 前方車両が走行経路中にある場合、急ブレーキがある問題 
 バンク角が逆の道路で中速走行する（50km/h）際に蛇行する問題 
• 愛知県日間賀島の自動運転実証実験 
走行コースの中に GNSS の測位誤差は大きいが NDT の測位誤差が小さい場所
と GNSSの測位誤差は小さいが NDTの測位誤差が大きい場所が混在していた問題 
4.2.5 各問題の対策方法 
これらの問題を解決するため、それぞれに対策方法を提案した。 
信号認識が遅い、停止線で止まれない問題について： 
１．定時点灯の信号について、信号色のサイクル情報の利用手法を Autoware に
実装する。更に、信号色のサイクル情報を通信インターフェイスで監視する。 
２．太陽の位置情報を計算し、信号と太陽が同じ方向の場合、テイクオーバーリ
クエストを出して自動運転モードを切る。 
３．安全に止まれる距離の最小値を割っても信号の識別ができなければテイクオ
ーバーリクエストを出して自動運転モードを切る。同上、停止線までの距離を通信イ
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ンターフェイスで監視する。 
蛇行の問題について： 
１．MPCコントローラーを利用の上、計画経路にあるウェイポイントとの偏移距
離や角度をインターフェイスで監視する。 
GNSS-RTKと NDTの測位誤差が大きい所の混在する問題について： 
１．ローカルライザーの切り替え機構を利用する。更に、指令速度、現在速度、
ストローク値など車両情報と GNSS-RTK、NDTの測位誤差をインターフェイスで監視す
る。 
障害物の誤認識、トラッキング精度の問題について： 
１．車載カメラの障害物検出能力を向上するため、高速なヘイズ除去手法を利用
する。 
２．トラッキング情報を利用する。そこで、Point Pillars や Mobileye を併用
し、相対速度を用い、対象物の速度情報を算出する。 
以上の対策方法を利用し、事故をならないように機能して、問題を解決した。筆
者らは事故を起きる可能性を考え、自動運転ドライブレコーダーを提案した。 
ヘイズ除去手法、通信インターフェイスと自動運転ドライブレコーダーは５、６、
７章で説明する。その後、論文の最後には信号のサイクル情報、MPCコントローラー
とローカルライザーの切り替え機構を説明する。 
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第二部 
 
本論文で新しい提案 
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第5章 車載カメラの視認性を高めるヘイズ除去 
5.1 従来ヘイズ除去手法の問題所在 
ヘイズ除去とは、悪天候においてカメラで撮った写真が霧、煙霧から生じるノイ
ズ画像から、ノイズを除去すると人や風景がはっきり見えるようになる研究分野であ
る。自動運転車の発展と共に、この障害物検出の研究分野が進められている。問題の
所在は車載カメラの画像はヘイズの影響を受けることで、コントラストが低下し、不
鮮明になり、障害物を正しく認識できなくなることで交通事故に繋がる可能性が高く
て危険である。そこで車載カメラのヘイズ影響下の障害物検知能力改善にするため、
高速なヘイズ除去手法を提案した[32][33][34]。 
従来のヘイズ除去の研究について、画像中のヘイズは画像を撮影した景観の 3D
的な奥行情報に依存し、ヘイズが薄くても奥行情報があれば画像中では濃く映る。こ
の現象を考慮した、異なる天候で撮影された２枚の画像を利用して奥行を求める手法
が提案された[100][101][102]。Kopf ら[103]は、撮影場所の奥行の 3D 情報が既知で
あるものとした手法を開発した、しかし奥行の 3D 情報が既知であると仮定すること
は難しい。近年画像１枚からヘイズを除去する手法が数多く発表されている。Heらは
ヘイズのない屋外画像において、空以外の領域では、各ピクセルの近くに RGBの値の
どれかがほぼゼロとなるピクセルがあることに気づき、そのことに基づいて Dark 
Channel Prior(DCP)法を提案した[3]。Gibsonは DCP 法を改良しメジアンフィルタを
利用することで高速化するする手法を開発した[104]。Liu らはヘイズ除去の量を自
動的に調整できる方法を提案した[105]。なお、DehazeNet[106]、MSCNN[107]、AOD-
Net[108]のように深層学習に基づいてヘイズ除去をする手法が提案されているが、最
速な AOD-Netであっても GPUなしでは遅い問題がある[109]。 
従来の問題点を挙げると、入力情報が異なる天候の２枚画像や異なる撮影角度の
２枚画像や 3D 情報などが必要であり、リアルタイム性が求められる自動運転車に適
用することは難しい。また、DCP[3]に基づいて改良された手法を行うとコントラスト
が低下し、障害物認識率が下がることがあり、従来のヘイズ除去手法はそのままでは
利用できない。障害物認識アルゴリズムは霧、煙霧などはあまり考慮されていないた
め、悪天候での障害物検出率が低下する恐れがある。これらを踏まえ、この論文の目
的は自動運転の安全性を高めるため、自動運転に対して適切なヘイズ除去手法を提案
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する。筆者らはヘイズが障害物認識率を下がることを一つの要素と考えている。ヘイ
ズ除去を行うことで障害物の検出精度が上げることが可能である。本手法を車載カメ
ラに導入すると、自動運転車の障害物検出能力が上がって、走行の安全性を確保でき
る。 
5.2 ヘイズ除去に関する研究背景 
5.2.1 ダークチャンネルに基づくヘイズ除去原理 
5.2.1.1 ヘイズ画像の物理モデル 
画像のヘイズを記述するため、Narasimhan の大気光モデル[110]が利用される。 
   
 𝐼(𝑥) = 𝐽(𝑥)𝑡(𝑥) + 𝐴(1 − 𝑡(𝑥)) (5-1) 
   
ここで、𝐼(𝑥)は画素位置𝑥における観察された RGB強度、𝐽(𝑥)はヘイズ無し画像の
強度であり、𝐴は全局大気光、𝑡(𝑥)は透過図と呼ばれる。全局大気光と透過図が求まれ
ば式(1)を解くことによってヘイズ無し画像を得られる。 
5.2.1.2 透過図𝒕(𝒙)の推定 
Heらは、カラー画像𝐼(𝑥)のダークチャネルを以下のように定義した[3]。 
   
 𝐼#$(𝑥) = 𝑚𝑖𝑛
%∈'())
	4 𝑚𝑖𝑛
+,{.,0,1}
𝐼+(𝑦)6 (5-2) 
   
ここで、𝐼"(𝑦)は座標𝑦におけるチャネルのピクセル値を表し、𝛺(𝑥)は𝑥周りのマ
スク領域を表す。ダークチャンネルはヘイズの量を表した図であり、ヘイズのない画
像のピクセル値ではほぼゼロである。𝐽(𝑥)はヘイズのない画像であるので、式(4-3)が
得られる。 
   
 𝐽#$(𝑥) = 𝑚𝑖𝑛
%∈'())
	4 𝑚𝑖𝑛
+,{.,0,1}
𝐽+(𝑦)6 ≈ 0 (5-3) 
   
Heはこの式(4-3)が成立することを前提条件として、Dark Channel Prior(DCP)
と呼んでいる。式(4-1)は Dark Channelでも成立する式なので式(4-1)と式(4-3)から
式(4-4)が得られる。 
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 𝐼#$(𝑥) ≈ 𝐴(1 − 𝑡(𝑥)) (5-4) 
   
これを解き透過図として以下の式を得る。 
   
 𝑡(𝑥) ≈ 1 −
𝐼#$(𝑥)
𝐴  
(5-5) 
   
5.2.1.3 全局大気光𝑨の推定 
He らはヘイズ領域の中で一番明るい領域を全局大気光とした。ダークチャンネ
ル画像の中でピクセル値の上位 0.1％を選択し、この選択したピクセル座標における
入力画像のピクセル値の中で最も強度が高い画素𝐴!を大気光としている。 
   
 𝐴 = 𝐴! (5-6) 
   
5.2.1.4 ヘイズ除去のパラメータ𝝎 
Heらは、ヘイズ除去の多少をコントロールするため、式(4-7)にパラメータ𝜔(0 ≤
𝜔 ≤ 1)を導入した。 
   
 𝑡(𝑥) ≈ 1 − 𝜔
𝐼#$(𝑥)
𝐴  
(5-7) 
   
このパラメータ𝜔は走行環境によって数値が違い、手動で決めることが必要にな
る。 
5.2.1.5 復元画像 
式(4-6)(4-7)を式(4-1)に代入し、復元画像𝐽(𝑥)は以下のように表す。 
   
 𝐽(𝑥) =
𝐼(𝑥) − 𝐴!
𝑡(𝑥) + 𝐴! 
(5-8) 
   
ゼロ除算を避けるために、Heらは小さな正数𝑡!を導入した。 
   
 𝐽(𝑥) =
𝐼(𝑥) − 𝐴!
𝑚𝑎𝑥(𝑡(𝑥), 𝑡!)
+ 𝐴! (5-9) 
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提案した手法では Heらと同じ𝑡! = 0.1とした。 
5.2.1.6 復元画像の後処理 
復元画像内のエッジ付近の歪みを改善するために、Heらは、透過図にソフトマッ
チング(Soft matching)とバイラテラルフィルタ(Bilateral filter)を適用した。こ
の処理は、復元画像を改善できるが、非常に時間がかかる。 
5.2.2 ダークチャンネル手法の拡張 
5.2.2.1 Median Dark Channel Prior 
He ら[3]によって開発されたダークチャンネル手法の計算速度を高めるために、
Gibsonら[104]は、ソフトマッチング処理を省略し、最小値フィルタ(式(4-2)に示す
ように)の代わりにメジアンフィルタ(Median filter)を利用した。Gibsonらは、ヘイ
ズのない画像のメジアンダークチャネル(Median Dark Channel)のピクセル値がほぼ
ゼロに近いという前提条件 Median Dark Channel Prior(MDCP)を置くこととした。 
   
 𝐽3#$ = 𝑚𝑒𝑑
%∈'())
= 𝑚𝑖𝑛
+∈{.,0,1}
𝐽+(𝑦)> ≈ 0 (5-10) 
   
透過図𝑡(𝑥)は： 
   
 𝑡(𝑥) ≈ 1 −
𝐼3#$(𝑥)
𝐴  
(5-11) 
   
メジアンフィルタを使用し、ソフトマッチング処理を省略することにより高速な
動作速度を有するという二つの利点がある。 
5.2.2.2 パラメータ𝝎の推定 
Liuら[105]は、式(4-12)においてパラメータ𝜔を自動的に調整する方法を提案し
た。 
   
 𝜔 = 𝑝𝑚 (5-12) 
   
ここで、𝑚はすべてのピクセル値の平均であり、𝑝は実験的に決められた値を利
用している。 
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5.3 提案手法 
5.3.1 グレースケール画像 
カラー画像は夕日等、照明環境の変化の影響を受けやすいのでグレースケール画
像に基づいてアルゴリズムを開発することを目指した。予備実験では、Gibsonの方法
はグレースケールの画像でも適度に効果的であることが分かった。そこで、提案手法
では、次の式(4-13)で透過図を定めることとした。 
   
 𝑡(𝑥) = 1 − 𝜔
𝑚𝑒𝑑
%∈'())
𝑌(𝑦)
𝐴!
 (5-13) 
   
5.3.2 パラメータ𝝎の推定 
𝜔は次の形で仮定する： 
   
 𝜔 = 𝑚𝑖𝑛(𝑝𝑚(𝑚 + 0.5), 0.95) (5-14) 
   
𝑚はグレースケール画像最大強度値と最小強度値の平均値であり、これはすべて
のピクセルの平均値を計算するよりも時間を節約する。予備実験では𝑝値が𝑝 ∈ [1.2,
1.5]に属するとき良好な結果が得られたので、この実験ではすべての実験において
𝑝 = 1.3を使用した。 
5.3.3 全局大気光の改良 
Heらの手法[3]に基づき、全局大気光の計算方法の方法によるある程度はうまく
いくのだが、車のヘッドライト、白い建物、または何らかの白いオブジェクトに対し
て選択する可能性が高かった。これが復元画像の誤差の原因である。 
この問題を解決するため、筆者はヘイズ領域に限定された上、全局大気光を計算
することを提案した。 
マスクサイズ(Mask Size)を 7×7 に設定し、図５−１−１の画像のダークチャンネ
ル画像を求め、ダークチャンネル画像の中の上位 10％の輝度で 2 値化した画像を図
５−１−２に示す。右側の画像には細かなノイズが残し、そこでモルフォロジー
(Morphology)変換を利用してノイズを減らすこととした（図５−１−３）。予備実験に
よってモルフォロジー演算のカーネルサイズ(Kernel Size)は 15×15 とした。 
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図５−１．(５−１−１)元画像 (５−１−２)ヘイズ領域 (５−１−３)モルフォロジー変換
後のヘイズ領域 (５−１−４)全局大気光の代表ピクセル(提案手法) 
図５−１−４を参照し、赤い円で囲まれたピクセルは以前の手法で選択したもので
ある。左の画像において車のヘッドライトが囲まれている。 右の画像において白い
車が選択されている。緑色の円は提案手法であり、ヘイズ領域の一番明るい場所が選
択されていて、大気光が正しく推定されていることがわかる。 
5.4 実験の流れ 
実験には下記の画像を利用する。 
• 大学周辺で霧が出た際に撮影した 30枚の画像 
• [3]や[104]や[105]で利用されているベンチマーク画像 
• インターネットで集めた 300枚のヘイズ画像 
上記画像を利用して下記の 4つの評価実験を行う。 
• ヘイズ除去を行った画像の目視による評価 
• YOLO に よ る 自 動 車 の検出結果の ソ フ トマック ス関数 (Softmax 
function)[111]の確率と intersection over union (IOU)[112][113]の比較 
• ピーク信号対雑音比(PSNR, Peak signal-to-noise ratio)[114]と構造類似
性(SSIM, Structural Similarity Index Measurement)[115]の比較 
• 処理時間の比較 
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5.5 実験結果 
5.5.1 ヘイズ除去を行った画像の目視による評価 
ベンチマーク画像でヘイズ除去を行った例を図５−２に示す。 
 
図５−２．ベンチマーク画像の実験結果 
提案手法はヘイズが除去できていることが確認できて、画像の中に遠方の車がは
っきり見えるようになった。 
5.5.2 検出精度と IOU の比較 
ヘイズ環境下の車載カメラ画像からの障害物検知能力の向上が研究の目的であ
るので、Softmax 関数の確率と IOUを用いて各手法の性能を評価する。ここで物体検
出には YOLO[4]を利用することし、検出閾値を 0.5 とした。プログラム上では
"yolov3.cfg"設定ファイルと"yolov3.weights"モデルファイルを使用した。 
我々は最初に各手法でヘイズ除去作業を行い、次に自動車の検出精度を評価した。
Softmax確率は高いほうが良い。検出結果の一例を図５−３に示す。 
 
60 
 
図５−３．YOLOに基づく物体の Softmax 関数の確率(検出率) 
図５−３によって、提案手法は Gibsonや Liuの方法に匹敵することが分かる。30
枚のベンチマーク画像を利用して IOU を計算した。Softmax 関数の確率の閾値を 0.5
から 0.9 に設定した際に検出された車両の数の変化を表５−１に示し、IOU の閾値を
0.1 から 0.9 に変化させた際に検出された車両数の変化を表５−２に示した。 
表５−１．Softmax 関数の確率の閾値(Confidence)変化に伴う検出した車両数の変化 
Detected 
Cars 
Source He Gibson Liu Cai Li Proposed 
conf>0.5 60 48 63 65 37 63 63 
conf>0.6 51 45 56 58 34 60 56 
conf>0.7 42 38 48 46 27 42 48 
conf>0.8 34 34 35 34 16 35 32 
conf>0.9 23 28 21 24 10 26 25 
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表５−２．IOUの閾値変化に伴う検出した車両数の変化 
Detected 
Cars 
Source He Gibson Liu Cai Li Proposed 
IOU>0.0 60 48 63 65 37 63 63 
IOU>0.1 60 48 62 65 37 63 63 
IOU>0.2 60 48 62 65 37 63 63 
IOU>0.3 60 48 62 65 37 63 63 
IOU>0.4 59 48 61 64 37 61 61 
IOU>0.5 59 48 60 62 36 61 61 
IOU>0.6 57 47 54 59 35 58 57 
IOU>0.7 52 44 46 52 31 52 50 
IOU>0.8 33 30 34 37 20 36 35 
IOU>0.9 9 7 9 10 9 8 10 
 
表５−３に Softmax関数の確率と IOUの閾値を0.7に設定したときの結果を示す。
提案手法は 41台車両が検出され、最良の結果が得られたことが確認できた。 
表５−３．信頼係数と IOUの閾値による、検出された車両の数 
  Source He Gibson Liu Cai Li Proposed 
Detected 
Cars 
38 36 39 40 23 37 41 
 
5.5.3 PSNR と SSIM の比較 
表５−４は PSNRと SSIMの 30枚画像における平均値を示している。PSNRと SSIM
は値が高いほど性能が良い。提案手法の性能が一番高いことがわかる。 
表５−４．PSNRと SSIMの平均値 
  He Gibson Liu Cai Li Proposed 
PSNR 
average 
10.55 14.81 18.84 13.18 16.14 19.46 
SSIM 
average 
0.61 0.79 0.9 0.56 0.83 0.92 
 
5.5.4 処理時間の調査 
インターネットでダウンロードした 300 枚のヘイズ画像を用いて実行時間を調
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査した。プログラムは OpenCV4.0.0-preを利用し、VS2015 で作成した。プログラムの
処理時間とピクセル数は線形関係が存在していることが分かった。実時間処理を目標
とすれば 24FPS以上が必要、画像１枚の処理時間は 0.041秒以下で処理する必要があ
るが、この時処理できるピクセル数は約 45 万(600×800)であった。 
5.6 本研究に残した問題 
以上の実験による、次の結論を引き出すことができる。 
グレースケール画像だけで計算コストの低いことが利点とし、既存のヘイズ除去
手法と比肩できるヘイズ除去手法が開発した。 
開発した手法が YOLO による障害物検知の性能向上に役立つことを明らかにした。 
車載カメラに適用されると、自動運転車の走行安全性を高めることが確認できた。 
ヘイズのないグレースケール画像で式(10)は必ずしも成立しない。しかし、この
前提条件で求めた透過図を用いてヘイズを除去できることが分かったわけだが理由
が必ずしも明確ではない。効果の有無を数多くの画像で検討し、この理由を分析する
のは今後の課題とする。 
また、第 3章が紹介した遠赤外線カメラに基づいたヘイズ除去は単眼 RGBカメラ
より良い結果を取得した(図５−４)。左側は普通の RGB カメラ画像、右側は遠赤外線
カメラ画像、遠赤外線カメラ画像からヘイズが除去した RGBカメラ画像に復元するこ
とは一つの挑戦と考える。 
 
図５−４．ヘイズの下に遠赤外線カメラの映像 
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第6章 自動運転実験車両用のドライブレコーダー 
6.1 自動運転実験車両に必要性 
自動運転車を安全走行するため、様々な技術やセンサーを研究されている。事故
を発生しないように車両の走行状態を監視したり、フェールセーフ機能を追加したり、
伴走車両から走行環境を確保する方法などがある。筆者は自動運転実験車両に対して、
従来の自動運転事故を分析しながら、自動運転実験車両ドライブレコーダーを提案し
た。実証実験中に事故が起きても、きちんと事故調査や分析ができるように工夫した。
事故が発生した際に、事故の原因が明らかにならず公衆の疑問が解消できない場合に
は、自動運転反対の声が大きくなってしまい、自動運転の実用化は完全に否定されか
ねない。そのため、自動運転実験車両用のドライブレコーダーは事故調査の一つ手段
として、とても重要な課題になる。 
6.1.1 従来の自動運転事故と事故対応 
前節 2.2.4 で述べた Uberは 2018 年 3月 20日、アリゾナ州で自動運転事故が発
生した。当時の車両は車内と車外のカメラ映像の記録装置を搭載していた（図６−１）。
しかし、単に車内と車外カメラ映像を頼り、事故原因を調査するために一般の乗用車
は十分だが、自動運転車は難しいことである。具体的に人為的なミスか、コンピュー
ターのミスかがわからない。 
 
図６―１．Uberの車内と車外のカメラ映像（引用元[116]） 
前節 2.4.3 で述べた名古屋大学は 2019 年低速自動運転中に事故が発生した。名
古屋大学は低速自動運転車両事故報告書を公表した。しかし、報告書には事故原因は
ログファイルにより自車位置推定失敗との推測が考えていた、他の技術の欠陥は確認
できなかった。更に、コンピュータの計算負荷により遅延が生じる可能性があること
を考えているが、ただし、証拠は出せない。 
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自動運転実証実験ではヒヤリハットや事故を完全に避けることは難しいが、同じ
原因のヒヤリハットや事故に遭うことが２度とないようにするため、ヒヤリハットや
事故の原因を正確に分析することが必要である。 
6.1.2 従来の実証実験中データ記録の問題所在 
我々の乗用車（プリウス）とマイクロバス（リエッセ）形態の自動運転車両は、
共に自動運転用のオープンソース Autoware を独自に改造して利用しており、4 年間
の自動運転実証実験の経験に基づいて、現時点で市販されているドライブレコーダー
を進化させ、自動運転専用のドライブレコーダーを提案したいと考える。 
日本の場合、従来の実証実験では Rosbag（ROS標準の車速、自己位置、映像情報
などのメッセージデータを保存するためのログファイル）で記録しながら、オペレー
ターは Rviz画面を監視して、実験を行う。ただし、Linuxシステムには実時間処理が
保証されてない、タスクの実行時間、実行順位が固定されなくて、記録した情報が失
われる可能性があり、これらのログファイルのみに依存し、事故の再現性はない。万
が一事故が発生した場合、Rosbag だけを頼りに全てが分析できるとは限らないので
事故対応は期待できない。我々は色々な情報を調べてみたが、現時点では自動運転専
用のドライブレコーダー情報が全くないことが分かった。そこで、従来のドライブレ
コーダーを踏まえて、自動運転レベル 2、3 での走行時には、自動運転実験車両用の
ドライブレコーダーは車両前方の映像だけではなく、車内でのオペレーターの操作画
面とドライバーの動作を記録できる機能を持たせることを提案する。またレベル４で
の走行時には、別の記録（遠隔操作室の運転手の動作、音声など）をとっておく必要
がある。事故があったとき、オペレーターやドライバーによる何らかの誤操作の有無
を確認できることが非常に重要である。同時に、車速やステアリング、センサー類の
誤差情報も映像として記録する。 
6.2 ドライブレコーダーの研究背景 
6.2.1 従来のドライブレコーダーの研究 
ドライブレコーダーは主に自動車事故が発生した時の状況を記録する装置であ
る(図６−２)。一般に、映像記録型ドライブレコーダーの研究では、ニアミスの解析
と予防などの研究が行われ[117]、事故を回避する為に、車の死角における人の飛び
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出しなどといった危険予測の研究が行われている[118]。より優れた機能をドライブ
レコーダーに導入すると、自動運転車の安全性を向上できる。とはいうものの、近年
の日本各地での自動運転実証実験中に起こった多く事故の原因は、プログラムによる
自己位置推定が失敗したことによるものであり、人や車などとのニアミスで発生した
事故は少ない。事故の発生にあたっては、従来の乗用車の場合と異なり、自動運転車
内部のデータを記録しておくことが重要になる。 
 
図６−２．市販されているドライブレコーダー（引用元[119][120]） 
[121][122]では、コンピューター化された車における、車速、ドライバーの視線
または白線距離などの車載データ記録装置の設置が提案された。[123]では自動運転
車の事件データ記録装置の設置も提案した。ただし、それらはまだ想定上のシステム
であり、主に車両間の情報共有のために設計されている段階である。Chenは 360度カ
メラ付き事件データ記録装置を用いた盗難防止警報システムを提案した[124]。 
6.2.2 Autonomous-Car Drive Recorder 
埼玉工業大学の自動運転バスは Autonomous-Car Drive Recorder (ACDR)を搭載
している。自動運転実験車両用のドライブレコーダーは全ての重要な車載データを記
録し、車両の鳥瞰図、ドライバー席の映像（ハンドルとペダル）も同時に記録する。 
更に、自動運転実験車両において、ドライブレコーダーに電源供給の確保も重要
 
66 
な課題である。自動運転車の電気設備は普通の乗用車よりも数倍多く、熱を抑える為
に独自の冷却装置を付けることと各センサーのシグナル線分け、ノイズを避けること
も前提として、全ての電源はヒューズボックスから流れる。自動運転用のドライブレ
コーダーは車両の常時電源と繋ぐことで、重大な事故が発生しても、常時電源が入っ
たままの状態になるので、ドライブレコーダーは正常に動作する。常時電源はサブバ
ッテリーから給電するので、エンジンをかけなくても、電源は半日以上保つことがで
きる。 
6.3 ACDR の構成 
6.3.1 ACDR の全体システム図 
自動運転実験車両用のドライブレコーダー（Autonomous Car Driver Recorder）
[36]の構成は図６−３のように３画面で表示される。オペレーターの操作画面、ドラ
イバー席の映像と車両の鳥瞰図を録画し、最後にモニターへ出力する。 
 
図６−３．ACDRの全体システム図 
6.3.2 ACDR の録画画面 
ACDR の録画画面は図６−４で示す。左側はオペレーターの操作画面、Rviz（ROS 
visualization）を用いたカメラ映像、信号映像と三次元地図及びライダー情報など
を表示し、横にあるユーザーインターフェイスは車両の運転モードと車速、ステアリ
ング、各機器の健康状態などを表示している。右側は全方位カメラと運転席のハンド
ルとアクセルブレーキ映像を表示している。 
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全方位カメラと鳥瞰図の映像を利用すると、は事故が起きた時、当時の走行環境
は目視で判断することは可能である。運転席の映像はドライバーの誤操作を確認でき、
また事故が発生する前に何かを対応しているかを記録する。オペレーターの操作画面
を記録すると、ユーザーインターフェースによる各機器の健康状態や車両の内部デー
タを映像の形で記録することが可能となり、また事故に関わる誤操作の有無を確認す
ることができる。 
 
図６−４．ACDRの録画画面 
6.3.3 オペレーターの操作画面 
オペレーターの操作画面は大きく分けて 2 つとする。一つは Rviz 画面で、主に
車両周囲のセンサー情報を表示し、障害物と交通信号の認識を確認するためのもので
ある（図６−５）。図の中に、白い点は事前に読み込んだ点群地図、緑の円は LIDARの
線であり、青い線は計画経路、計画経路の上に、それぞれのウェイポイントが目標速
度とウェイポイント番号を表示している。もう一つは自動運転車のユーザーインター
フェース画面、車両の CAN 情報を表示し、自動運転モードがマニュアルモードかオー
トモードか、センサー類の誤差は安全範囲内にあるかどうかを確認するためのもので
ある。そして、ターミナルで必要な車両内部データを表示しながら、ロゴファイルに
保存する。 
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図６−５．オペレーターの操作画面にある Rviz画面 
自動運転に関する研究は長年間に行った、大きく分けて感知、フュージョン、デ
ィスジョン、コントロール四つの部分がある。障害物検出、自己位置推定、経路追従
や車速とハンドルのコントロール、それぞれが重要な役割を果たす。以上の課題を解
決するためには、車両との安定な通信を確立することは前提であり、自動運転車との
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通信も重要な課題である。自動運転車開発の初期段階では、Sadighら[125]は自動車
と人間の相互作用の問題に対する解決策を提案した。解決策はドライバーに十分かつ
重要な車両情報を表示する。Debernardら[126]は様々な自動運転レベルに、ドライバ
ーまたはオペレーターが正確な状況認識を確立の上、車両運転を関与できるようにす
るため、適切なインターフェイスが必要である。筆者らはこれらの研究に基づいて、
CANバスまたはセンサーから取得されたデータを単に表示されるだけではなく、オペ
レーターに向けに設計されたインターフェイスが自動運転の試走を簡単かつ効率的
になる。 
筆者らは改造した乗用車プリウス（5人乗り）とマイクロバス(24 人乗り)を基づ
いて、自動運転の研究を行っている。従来のユーザーインターフェイスの研究に基づ
いて、改良した（図６−６）。提案したユーザーインターフェイスは走行中の車両に様々
な内部データ、車両の走行モードを監視することが可能である。 
 
図６−６．オペレーターの操作画面にあるユーザーインターフェイス 
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6.3.3.1 車両の CAN データ 
自動運転車両は Kvaser[127]を利用し、Autoware PCと車両のマイコンボードと
繋ぎ、通信を行う。CAN データを基づいて、車両実際の速度やステアリング、ウイン
カーなど情報を取得できて、Autoware PCに流れる。リアルタイムで車両の走行状態
を監視するため、これらの CAN情報などを表示することが必要である。Kvaserは Linux
専用のドライバーが提供されていて、また ROSをサポートすることが利点であり、次
の図６−７で表示している。 
 
図６−７．車両の CAN データを取得するため通信の流れ図 
6.3.3.2 車両の運転モード 
自動運転車は自動運転モードと手動運転モードがあり、また自動モードに対して、
アクセルブレーキとステアリングを独立に設定することができる。一方、運転モード
はいつでも相互的にテークオーバーすることができる(図６−８)。オペレーターとド
ライバーは、走行中の車両に運転モードをリアルタイムで認識するため、これらの情
報を表示することが必要である。 
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図６−８．自動運転車の運転モード 
6.3.3.3 予定経路からのオフセット距離 
自動運転はスムーズに予定経路を追跡できる必要がある。しかし、走行中にセン
サーの振動が発生し、測量精度が低下になる。またデータ量が多くて、コンピュータ
ーの処理による遅延が発生した可能性がある。そのため、車両中心が予定経路に沿っ
て走れることが難問である。安全走行を確保するため、車両中心から最も近いウェイ
ポイントまでのユークリッド距離を計算することが必要であり、計算されたユークリ
ッド距離が一定の閾値より大きい場合、自動運転モードから手動運転モードに切り替
える。将来、計算されたユークリッド距離をオフセットとして使用しハンドルの角度
を修正つもりである。 
ユークリッド距離の計算は式(6-1)で示す。 
   
 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = F(𝑉𝑒ℎ𝑖𝑐𝑙𝑒. 𝑥 −𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡. 𝑥)" + (𝑉𝑒ℎ𝑖𝑐𝑙𝑒. 𝑦 −𝑊𝑎𝑦𝑝𝑜𝑖𝑛𝑡. 𝑦)" (6-1) 
   
 
6.3.3.4 自車位置の測位誤差 
自動運転車は常に様々なセンサーが装備されていて、車両の振動や悪天候など多
くの要因によって影響を受けることがよくある。自己位置を推定するには GNSS-RTK
または LIDARを使用する。 
 
72 
GNSS-RTK による自己位置を推定する時、GNSS の標準偏差が自己位置推定の精度
が決められる。標準偏差が極大の場合には、推定された自己位置は数十センチずれる
可能性があって、自動運転モードから手動運転モードに切り替えることが必要である。
標準偏差は式(6-2)で示す。 
   
 𝐿𝑜𝑐𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛	𝑒𝑟𝑟𝑜𝑟 = O
𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛	𝑜𝑓	𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒
𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛	𝑜𝑓	𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒
𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛	𝑜𝑓	𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒
 (6-2) 
   
LIDAR による自己位置を推定する時、NDT マッチング手法による自己位置を算出
する。自己位置推定の精度は NDTスコアによる判断する。NDTスコアが一定の閾値を
超える場合、LIDAR 情報と地図の点群情報を合わせることができなく、自己位置情報
が失って、危険のため、自動運転モードから手動運転モードに切り替えることが必要
である。NDTスコア[67]は式(5-17)で示す。 
   
 𝑁𝐷𝑇	𝑠𝑐𝑜𝑟𝑒(𝑝) =Vexp	(
−(𝑥45 − 𝑞4)6 ∑ (𝑥45 − 𝑞4)784
2 )
4
 (6-3) 
   
ここで、𝑝 = <𝑡# , 𝑡$ , 𝜃>
%
は入力点群の座標系から見た参照点群の座標系の相対座
標、𝑇(𝑝)は入力点群座標系から参照点群座標系への変換行列、𝑥&は入力点群中の点𝑖の
座標、𝑥&'は入力点群を参照点群の座標系に変換した後の入力点群中の点𝑖の座標、𝛴& , 𝑞&
は変換後の入力点群𝑥&'の共分散と平均座標である。 
すべての自己位置情報はリアルタイムで表示し、推定された精度が十分に高い場
合は背景が水色で表示され、精度が低すぎる場合は背景が赤色で表示される。 
上記の情報以外に、車両の yaw、roll、pitch また一時停止線までの停止距離、
ウェイポイントの番号なども表示している。更に、信号のサイクル情報により算出さ
れた定時点灯信号の色情報、ローカライザーの切り替え機構により各ローカライザー
の動作状況、フェールセーフ機能が動作する際に、エラー情報などを監視することが
必要である。これらの安全確保機能は第７章で説明する。 
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6.4 ACDR の有用性 
6.4.1 ACDR の応用例 
 
図６−１０．ドライブレコーダーの応用例 
西播磨で自動運転実証実験は GNSS による位置を推定し、車両は左車線で走行し
ていた（図６−１０）。GNSSの測位誤差が小さいだが、経路追従の誘導誤差がすごく大
きいので、車両が完全に右車線に入った。しかし、単純に Rviz を見て、全ての情報
は正常の状態で、危険とは思えない。事故が起きた場合、ACDRを付けないと、事故の
原因がわからない。また車両が中速走行中、蛇行が発生する際に、ドライブレコーダ
ーの鳥瞰図から見ると、わかりやすい。 
6.4.2 ACDR の利点 
ACDR は市販のドライブレコーダーの機能を保つ上、オペレーターの操作画面と
ドライバー席の映像と車両の鳥瞰図を記録することで、自動運転実験車両用のドライ
ブレコーダーが完成する。 
ACDRの利点としては以下の５つがあげられる： 
• 多角度から同時に車外と車内の状況を監視又は録画する。 
• 随時録画されて、すぐに走行した様子を再生できる。 
• 車両周囲の死角が縮小されるため、ある程度の安全性が確保される。 
• Autoware PCと分離されている、CPUの稼働率などへの影響はない。 
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• 周囲のカメラ画像と車速、ステアリングやセンサー情報なども含めて映像で
記録する。 
6.5 本研究に残した問題 
我々は自動運転実証実験中の事故対応ができるようにするため、自動運転用のド
ライブレコーダーを提案した。ACDRは Rosbagの記録にみられる Linuxシステムのリ
アルタイム処理が保証されていないという欠点を補っており、事故が発生した場合、
オペレーター又はドライバーによる何らかの誤操作の有無を記録できて、車両周囲の
カメラ映像と車速情報などを含めた事故の再現性が期待できる。 
本研究に提案した自動運転実験車両用のドライブレコーダーを構成するために、
HDMI 信号は何度も入出力されていて、HDMI 機械の通信不良や熱暴走が発生したこと
がある。今後は、複数の HDMI 機械を一つに統合の上、車両走行による振動に強いこ
とを考える必要になる。 
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第7章 その他の安全確保機能 
7.1 蛇行を抑えるモデル予測操舵制御 
Autoware の経路追従の中に、pure_pursuit と mpc_follower と実装されている。
以前の自動運転実験車両ロボカーは pure_pursuit を利用し、自動走行を行う。埼玉
工大の自動運転バスは pure_pursuit を利用すると、中速走行の時、カントが逆のカ
ーブや横風で、指定経路から大きく流れるのを避けるために経路追従性を上げるよう
近くを見て走る設定にすると蛇行することがある。pure_pursuit は経路追従性を上
げようとして近くを見るようにすると蛇行する。蛇行を抑えるように遠くを見るよう
にすると経路追従性が悪くなる。経路追従性を蛇行のバランスを調整すると、非常に
難しい問題である。この問題を解決するために、モデル予測操舵制御を利用した。 
7.1.1 モデル予測操舵モデル 
モデル予測操舵制御（Model Predictive Control）は前節 3.2.7 で述べた。ここ
で、ステアリングの制御について紹介する（図７−１）。最初は Autoware から経路の
CSV ファイルを読み込んだ後、CSV ファイルにあるそれぞれのウェイポイントの座標
を三次元多項式にフィットする（図中の Reference Trajectory）。次は時刻 kの車両
位置を基づいて、生成した三次元多項式を利用し、k＋p 時刻までの車両ハンドル状態
を予測する（図中の Predicted Output）。最後は時刻 kの車両ハンドル状態と予測し
た車両のハンドル状態の差に応じて、ステアリングを調整する（図中の Predicted 
Control Input）。以上の処理を時間的に繰り返しで行い、モデル予測制御となる。 
 
図７−１．MPCコントローラーの動作原理(引用元[96]) 
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7.1.2 MPC による経路追従性の調査 
モデル予測操舵制御の経路追従性を検証するため、自車位置から計画経路までの
偏移距離を計測する。本来の MPC は自転車モデルを基づいて、予測区間(prediction 
horizon)は 70 ステップで設定され、１ステップは 0.1 秒で処理していた。7 秒先の
制御入力パターンの中で予測経路と計画経路の偏差の積算が一番小さくなる制御パ
ターンを求める最適化問題を解く。制御パターンの最初の制御入力だけを利用し、車
両を動かす。 
今回は MPCの予測区間 prediction horizonを 70 ステップ(7秒先の経路予測)と
5ステップ(0.5秒先の経路予測)で設定した上、図７−２の示すような経路を各 5回走
行した。車両が自動運転中に、5回ごとの走行実験に対して、それぞれのウェイポイ
ントから自車位置(GNSS-RTK による推定した自己位置)までの距離を記録し、平均値
と標準偏差を計算する。 
 
７−２．埼玉工大の校内における自動走行経路 
実験結果は散布図で平均値と標準偏差を示す（図７−３）。 
平均値のグラフを比較して、予測区間が 5ステップ、70 ステップでも、平均値が
ほとんど変わらない。標準偏差のグラフを比較して、予測区間 prediction horizon
は 5ステップより、70 ステップの場合は標準偏差が小さいことを確認した。 
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７−３．自車位置から計画経路までの距離の平均値と標準偏差 
7.1.3 MPC によるハンドルをぶれる問題の改善 
モデル予測制御に基づいたステアリングの制御を行う際に、曲率半径が小さいカ
ーブで走行する時に、ハンドルのぶれる問題はよく発生する。曲率半径が大きいカー
ブで走行する時、ハンドルのぶれる問題はほぼ発生しない。その問題を解決するため
に、以下の実験を行った。走行実験は岡部駅のロータリーを利用し、曲率が小さい走
行経路を作成した（図７−4 に示す）。自動運転を行い、計画経路を追従しながら、そ
れぞれのウェイポイントに対するハンドルの動作角度を記録する。モデル予測制御の
Prediction Horizonを 5,10,30,70 に設定して、４回走行実験を行った。 
実験結果をそれぞれのウェイポイントに対するステアリングの値の平均値を計
算し、図７−５で示す。図の中に、全ての曲線において最初の１番目のウェイポイン
トに対するハンドルのぶれる原因はハンドルの角度は 0 から経路を追従するように
右に回した。Prediction horizon（P.H.）は 5の時、ハンドルの動作角度が一番滑ら
かである。P.H.は 10 と 30 の時、ハンドルは 1回ぶれた。P.H.は 70 の時、ハンドル
は 2回ぶれた。更に、P.H.は 10 の時、車両の自車位置の最初値がその他の 3回より
右に寄っています。 
0
0.02
0.04
0.06
0.08
0.1
0 50 100 150 200
Prediction horizon = 70 (標準偏差)
0
0.02
0.04
0.06
0.08
0.1
0 50 100 150 200
Prediction horizon = 5 (標準偏差)
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 50 100 150 200
Prediction horizon = 70 (平均値)
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 50 100 150 200
Prediction horizon = 5 (平均値)
 
78 
 
図７−４．岡部駅のロータリーで作成した曲率半径が小さい走行経路 
 
図７−５．Prediction horizonの変化による実際のハンドルの動作角度 
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これらの実験データに基づいて、モデル予測制御の改善手法を提案した。車両は
曲率半径が小さいカーブを通過する際に、必ず低速で走行する。特にバスの場合、速
度を出しすぎと、車体が転倒する可能性が高い。これらの原因を考えて、Prediction 
horizonの値を走行速度による変化したことを提案した。低速（時速 10キロ以下）で
走行する場合、P.H.を 5 に設定する。一般の速度（時速 40 キロ）で走行する時、経
路追従性を保つために、P.H.を 70 に設定する。 
 
7.2 ローカライザー切り替え機構 
ローカルライザー切り替え機構とは GNSS と NDT による位置推定手法の切り替え
機能であり、同時に GNSS と NDT による推定された自車位置と計画経路までの距離や
角度を示す。自動運転実証実験の走行コースは多くの場合、GNSSの測位誤差は大きい
が NDTの測位誤差が小さい場所と GNSSの測位誤差は小さいが NDTの測位誤差が大き
い場所が混在していた、そこで、様々なローカルライザーを併用することが必要であ
る。 
7.2.1 NDT と GNSS による自己位置推定の比較実験 
ローカライザー切り替え機構を検証するために、岡部駅のロータリー付近で自動
運転実験を行った。図７−５は自動運転実験の計画経路を表示している。開始点から
A点までと C点から終点までは建物が少ない走行区間であり、A点から B点を経由し、
C 点まではは建物が多い走行区間である。 
NDTと GNSSによる位置を推定の上、各５回の自動走行を行って、計画経路までの
平均距離は次の図７−６で示す。 
開始点から A 点までと C 点から終点までの走行区間について、建物が少ない、
NDT マッチングが失敗し、自己位置推定ができなかった。逆に、建物が少ないので、
GNSSの測位信号の反射が少なくて、GNSS-RTKを利用して、測位誤差は３cm前後で安
定に通過した。 
A点から B点を経由して、C 点までの走行区間について、建物が多くて、NDTマッ
チングが安定な状態で、走行できた。更に、NDTで走行した時、計画経路までのずれ
た距離は GNSSによる小さくて、走行安全性は GNSSによる高いことを確認した。 
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図７−５．岡部駅のロータリー前の自動走行経路 
 
図７−６．それぞれの位置推定手法による計画経路までのずれた距離 
7.2.2 実証実験中ローカライザーの応用 
図７−７は日間賀島の実証実験中に、ローカルライザー切り替え機構の動作の様
子である。樹木が多い場所を通過する際に NDTによる自己位置推定を行い、通過した
後には GNSS-RTK による自己位置推定を行う。緑色の背景は利用最中のローカライザ
ーである。青色の背景は利用していないローカライザーだが、推定された自車位置と
計画経路までの距離や角度が安全範囲内を意味する。推定された自車位置と計画まで
の距離や角度は安全範囲を超える場合、背景は赤色に変わる。 
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図７−７．ローカルライザー切り替え機構を利用した様子 
7.3 定時点灯信号についてサイクル情報の利用 
信号のサイクル情報を利用手法は定時点灯の信号に対する開発していた。信号機
の色情報を事前に調査し、世界時間に合わせて、繰り返しで流れてくる。信号のサイ
クル情報を利用すると、逆光また貨物車両に立ち往生して信号を識別できない場合で
も信号情報を算出することが可能である。更に、次の場合図７−４の示すように、車
両のブレーキ制御はスムーズに行うことができる。 
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図７−４．信号のサイクル情報を利用の上ブレーキ制御を行う 
図の中に、青い信号だが、そろそろ赤信号に変わることが信号のサイクル情報に
よる算出されていた、現在の車速による一時停止線でスムーズ、急減速をしないよう
に止まれると、赤信号に変わる前にブレーキ制御を行うことが必要である。点線は信
号が赤に変わる際に、ブレーキ制御を行い、停止線で止まるまで車速の変化であり、
実線は信号のサイクル情報を利用し、現在の車速によるブレーキ制御を行い、停止線
で止まるまで車速の変化である。図中の実線の勾配は点線より小さくて、スムーズに
止まれることを確認した。 
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7.4 フェールセーフ機能 
筆者らは埼玉工大の自動運転バスを安全走行、事故回避するために、以下で示し
たフェールセーフ機能を追加した（表７−１）。フェールセーフ機能は車両が自動走行
中に、危険が発生しそうな場合、ドライバーにテイクオーバーリクエスを出して、自
動運転モードを切って、手動介入を行う。 
 
表７−１．フェールセーフ機能が動作する場合 
1. 操舵角の角速度が閾値を超えた状態で同じ方向に動き続けた 
2. 車速に基づいた設定されたステアリングの操舵角が閾値を超えた 
3. GNSS の測位誤差が閾値を超えた 
4. NDT マッチングスコアが閾値を超えた 
5. 信号が赤の時に安全に停車できる走行範囲にて信号色を識別できなかった 
6. 信号は貨物車両が立ち往生して見えなかった、停電で付いていなかった 
7. 車両後輪中心から走行経路までの偏移距離が閾値を超えた 
8. 道路白線を超えた 
9. … 
フェールセーフ機能が動作する際に、動作の原因はユーザーインターフェースで
エラー情報として表示する。更に、視覚の注意を導くため、聴覚顕著性方向モデル
[128]により、フェールセーフ機能が動作する際に、警告音を流して、オペレーター
とドライバーに通知する。フェールセーフ機能は実証実験中に様々な情報を監視し、
走行安全性を向上した。 
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第8章 結論 
本文は埼玉工業大学の自動運転バスが参加していた自動運転実証実験による、従
来の自動運転事故を分析しながら、安全走行を確保する手法を提案した。従来の自動
運転事故の原因と自動運転実証実験中にあるヒヤリハットの原因をまとめて、それぞ
れに解決方法を以下のように纏めた。 
1. 車載カメラの視認性を高めるためにヘイズ除去手法を提案した。特に悪天候の自
動走行において、ヘイズ除去処理は車載カメラの障害物検出率を高めて、ある程
度の走行安全性を向上した。 
2. 自動運転実証実験を基づいて、走行中に発生した危険状況に対して様々な対策方
法を含めて、走行中に車両の内部データなど重要な情報を監視しながら、自動運
転実験車両用のドライブレコーダーを提案した。 
3. 様々な安全確保機能は自動運転バスの中速走行する際に蛇行の問題、定時点灯信
号に対する信号が識別できない問題、走行コースにより測位誤差は大きい所が混
在していた問題を解決した。更に、フェールセーフ機能は安全走行を確保する。 
以上の提案手法は埼玉工業大学の自動運転バスに実装されていて、車両の走行安
全性を高めることが確認できた。 
今後の課題は図７−１で示すような起伏が激しい道路と長いトンネルの走行環境
において事故位置推定の問題である。道路の起伏が激しい場合、LIDARスキャンマッ
チングによる算出された自己位置が不安定のため、自動走行の危険性が高い。LIDAR
スキャンマッチングの安定性を高める方法は問題となる。長いトンネルの場合、LIDAR
からトンネルの壁までの距離が同じく、自己位置を算出することが難しい。そこで、
オドメトリと IMU情報を用い、位置推定方法が課題となる。 
 
図７−１．LIDARによる走行が厳しい環境 
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