The paper investigates strategies for expansion of active set that can be employed by the MPRGP algorithm. The standard MPRGP expansion uses a projected line search in the free gradient direction with a fixed step length. Such a scheme is often too slow to identify the active set, requiring a large number of expansions. We propose to use adaptive step lengths based on the current gradient, which guarantees the decrease of the unconstrained cost function with different gradient-based search directions. Moreover, we also propose expanding the active set by projecting the optimal step for the unconstrained minimization. Numerical experiments demonstrate the benefits of our expansion step modifications on two benchmarks -contact problem of linear elasticity solved by TFETI and machine learning problems of SVM type, both implemented in PERMON toolbox.
Introduction
Quadratic programming (QP) problems with bound or box constraints can be solved by the MPRGP (Modified Proportioning with Reduced Gradient Projections) algorithm developed by Dostal [1] , which belongs among the active set based methods. The algorithm has been proven to enjoy an R-linear rate of convergence given by the bound on the spectrum of the Hessian matrix. In each iteration, MPRGP performs one of three types of steps -unconstrained minimization, expansion, and proportioning. The unconstrained minimization is typically performed by a conjugate gradient (CG) step and we will assume this for the rest of the article. The active set is expanded by the expansion step, which consists of a maximal feasible unconstrained minimization, in our case a partial CG step to the bound/box, followed by a feasible fixed step length line search. Finally, a proportioning step designed to reduce the active set consists of a steepest descent step in the direction of a chopped gradient.
This paper deals with the modification of the expansion step. In the original version, the theory supports fixed step length expansion step taking its value from zero to the two divided by the norm of the Hessian. However, many numerical experiments demonstrate that this fixed step length can result in a large number of expansion steps. To reduce the number of expansion step we propose several alternatives to the original expansion. Taking into account the situation in the current iteration, we present two adaptive step lengths. Additionally, we provide a comparison of the various choices for the search direction. Both, the step lengths and the search directions are based on the current gradient splitting. All of these expansion steps do a partial CG step to the bound/box. A natural idea how to expand the active set is to perform the full CG step with a subsequent projection onto the feasible set. Therefore, we propose a projected CG step as another variant of the expansion.
The benefits of our new approaches are documented on two model benchmarks -TFETI (Total Finite Element Tearing and Interconnecting) applied to a contact problem of mechanics and a sequence of machine learning problems solved by SVMs (Support Vector Machines). PERMON (Parallel, Efficient, Robust, Modular, Object-oriented, Numerical) [2] toolbox, was used for the numerical experiments.
The paper is divided as follows. Section 2 describes the MPRGP algorithm. Our modifications of the expansion step are presented in Section 3. Section 4 briefly introduces the employed software and methods used in the benchmarks. The numerical experiments are presented in Section 5. Finally, we draw our conlusions in Section 6. The complete results of the numerical experiments are provided in Appendix A.
The MPRGP Algorithm
MPRGP [1] represents an efficient algorithm for the solution of convex QP with box constraints, i.e. for minimizing quadratic functional subject to constrains arg min x f (x) = arg min
where f (x) is the cost function, A ∈ R n×n is positive semi-definite Hessian, x is the solution, b is the right hand side, l and u is the lower respectively the upper bound.
To describe the algorithm we first have to define a gradient splitting. Let g = Ax − b be the gradient. Then we can define a component-wise (for j ∈ {1, 2, . . . , n}) gradient splitting which is computed after each gradient eval-uation. The free gradient is defined as
The reduced free gradient is
where α ∈ (0, 2||A|| −1 ] is used as an appriory chosen fixed step length in the expansion step. Effectively, g f is the gradient on the free set and g r is the free gradient that is reduced such that a step in its opposite direction with the step length α does not leave the feasible set Ω = {x : l ≤ x ≤ u}. A step in either of these direction can expand the active set, but cannot reduce it. The chopped gradient is defined as
A step in the direction opposite of g c may reduce the active set, but cannot expand it. The next ingredient is the projection onto the feasible set Ω which is defined as [P Ω (x)] j = min(u j , max(l j , x j )).
Finally, the projected gradient is defined as g P = g f + g c . Its norm decrease is the natural stopping criterion of the algorithm.
These are all the necessary ingredients to summarise MPRGP in Algorithm 1.
Let us briefly explain the algorithm. In each iteration, the algorithm checks that the current approximation of solution x k is strictly proportional
If this inequality does not hold, the chopped gradient g c dominates (depending on the value of Γ, typically Γ = 1) the norm of the projected gradient g P and therefore we need to release some components from the active set by a proportioning step. The proportioning step consists of a single steepest descent step in the direction opposite g c . On the other hand, if the current solution is proportional, i.e., (2) holds, then the free gradient g f dominates the norm of g P , and we focus on minimization of g f . First, we compute α cg as the optimal step length for minimization in direction −p and α f as the maximal step length in this direction that does not
Expansion() -Algorithm 3; 10 else: 11 Proportioning() -Algorithm 4;
leave the feasible set. If α cg ≤ α f we can do an unconstrained minimization using a standard CG step; otherwise, we do the expansion step. Note that initially and after both expansion and proportioning steps p = g f , while the CG steps set the next minimization direction A-orthogonal to the previous one.
The expansion consists of a so-called half-step which is the step with maximal step length α f . The half-step expands the active set, typically, by one component. Then a step in the direction opposited, whered = g f ord = g r , with a fixed step length α ∈ (0, 2||A|| −1 ] is performed. Notice that due to the construction of g r , we have
Step The active set is expanded in a component j if this component is in the free set and g j > 0 and αg j ≥ x j − l j or g j ≤ 0 and αg j ≤ x j − u j .
Therefore, α controls how large a component of gradient (in the correct direction) has to be to expand the active set in the given component. Larger values of α can potentially expand the active set in a greater number of components. However, even with the largest possible value of α, the active set may not be expanded at all. As will be demonstrated in the next section, the expansion step also decreases the cost function. The operation count for each of the three steps is summarised in Table 1 . We would argue that in most cases, the cost of a step primarily depends on the number of Hessian multiplication it performs.
Note that, either bound can be omitted in the formulation of the algorithm. If both bounds are omitted, the algorithm is equivalent to a standard CG method.
Expansion Modifications
As we discussed in the previous section, the time to solution is primarily determined by the number of Hessian multiplications. Therefore, we need to minimize the overall number of Hessian multiplications to speed-up the MPRGP algorithm.
Numerical experiments (e.g., in Section 5) show that MPRGP may need many expansion steps to identify the active set because standard expansion steps often enlarge the active set by only one or a few components. Moreover, expansion is about twice as expensive as the other steps. We can try modifying the expansion step to, potentially, enlarge the active set faster. Such modifications should lead to a decrease in the number of expansion steps as well as the overall number of Hessian multiplications.
Expansion Step with Adaptive Step Length
As our experiments demonstrate, it is better to perform longer steps which are often unfeasible and to make a subsequent projection onto the feasible set. One of the ideas how to choose these longer steps comes from the steepest descent method. We analyze the step lengths in a given direction to find a step length for which the cost function decrease is maximal. As our cost function is parabolic, we can guarantee the cost function decrease with up to twice the optimal step length.
Let us reiterate that our cost function is
and that the expansion does a step in the g r direction with a fixed step length α ∈ (0, 2||A|| −1 ]. Let us assume that we do a step in a direction d instead, where d is either g r or g f so that no active component is freed. We want to choose a step length such that the cost function decreases, i.e.,
and after division byᾱ > 0
Assuming d is not in the null space of A, we have d T Ad > 0 and so we can divide the inequality by d T Adᾱ
Because d is either free gradient or reduced free gradient, we have
We know that
which gives us a larger upper bound forᾱ
We can consider this bound
as an adaptive step length for an expansion step taking into account the actual situation. For testing, let us consider the following notation:
. Any choice of the α from the above options guarantees the reduction of the cost function. However, only the fixed choice of α and descent direction d = g r ensures that x is kept in the feasible set. Therefore, we need to project the new approximation to the feasible set, i.e,
The above expression is exactly the expansion step of the original algorithm with d = g f . Since we derived the step lengths without taking into considerations the projection, it makes sense to decouple the d used for computation of α and the descent directiond. Note that some combinations of vectors used for step length computation as well as descent directions are equivalent. Namely, fixed step length is equivalent to optapprox with d = g f with any of the two descent directions.
Expansion Using Projected CG Step
Recall, that the expansion consists of the half step followed by the expansion step line search. The half step is a CG step with step length reduced such that the computed approximation is in the feasible set.
Since our goal is to expand the active set faster, it seems reasonable to replace the half step by the full CG step with a subsequent projection onto the feasible set. To be more specific, our expansion step becomes
followed by reseting p = g f . Note, that realising the expansion in this way simplifies the implementation as we can always compute the CG step and then compute the gradient using CG recurrence when the step was feasible; otherwise, we project the solution onto the feasible set and recompute the gradient explicitly. Algorithm 5 illustrates the implementation. It replaces if. . . else block on lines 6-9 in Algorithm 1.
However, in some cases, this step can lead to an increase in the cost function. In [3] , section 6.2, the author illustrates by Figure 1 the situation when increase in the cost function happens. Clearly, the CG step finds the uncostrained minimizer of the cost function, but the subsequent projection onto the feasible set puts as on a higher contour line, i.e., increases the value of cost function. In this case the standard expansion would put as closer to solution. Yet, unless α happens to be such that the line search finds the exact solution, both approaches converge in the next iteration. Note that in this example, opt step length with α u = 1 with any combination of the allowed vector for both the compuation of the step length and line search direction would converge to the exact solution in a single iteration.
Short Introduction of Software and Methods
We used PERMON [2, 4] and its applications. It is based on PETSc [5, 6] and follows the same design and coding style, making it easy to use for anyone familiar with PETSc.
The main module is PermonQP. It provides data structures, transformations, solvers, and supporting functions for QP. The transformations, e.g. dualization, can be used to simplify a QP problem and provides functions to reconstruct the solution of the original problem. Among the solvers available are augmented Lagrangian-based algorithms (e.g., SMALE [1] ), gradient projection-type methods (e.g., MPRGP), solvers available in TAO [7] , and others.
PermonFLLOP (FETI Light Layer on Top of PETSc) implements domain decomposition methods of the FETI type. It applies PermonQP transformations on a primal problem to derive either unconstrained or box and equality constrained FETI-type QP formulation for unconstrained and contact problems, respectively. PermonQP then solves the final formulation. Moreover, it includes functions for generating subdomain glueing matrix, identifying subdomain kernel, and efficient coarse problem solution.
The PermonSVM [8, 9] package provides an implementation of binary classification via soft-margin Support Vector Machines (SVMs). It implements a scalable training procedure based on a linear kernel, taking advantage of an implicit representation of the Gramm matrix. It utilises PermonQP to solve the dual SVM formulation.
TFETI for contact problems
Let us consider the a spatial domain Ω which is decomposed into nonoverlapping subdomains. Then virtually arbitrary Finite Element Method (FEM) implementation can be used to generate the subdomain stiffness matrices K s and the subdomain load vectors f s as sequential data for each subdomain Ω s , s = 1, . . . , N S independently.
The original primal problem arg min
where
T is global right hand side, u is unknown displacement, B I represents non-penetration condition, and B E glues the subdomains together. The primal problem is transformed into dual one arg min
where T can be constructed so that it has a full rank, and then the Hessian F is positive definite with a relatively favourably distributed spectrum for application of the CG method. For more details see ...
SVM and no-bias data classifications
Support Vector Machines (SVMs) belong to the conventional machine learning (ML) techniques, and they can solve classification as well as regression problems. Despite the fact that deep learning (DL) [10] is getting popular in the recent years, SVMs are successfully applied for specific tasks in various scientific areas including genetics [11] , geosciences [12] , and image analysis [13] . Unlike the DL underlying architecture, SVMs could be considered as the single perceptron problems that find the learning functions that maximize the geometric margins. Therefore, we can simply explain the qualities of a learning model and the underlying solver behaviour. In this paper, we will focus on the linear SVMs for classifications.
SVM was originally designed as a supervised binary classifier [14] , i.e., a classifier that decides whether a sample falls into either Class A or Class B employing a model determined from already categorised samples in the training phase of the classifier. Let us denote the training data as an ordered samplelabel pairs such that
where m is the number of samples, x i ∈ R n , n ∈ N, is the i-th sample and y i ∈ {−1, 1} denotes the label of the i-th sample, i ∈ {1, 2, . . . , m}. The label determines the sample's class.
Standard SVM solves problem of finding a classification model in a form of maximal-margin hyperplane H = w, x + b, where w is the normal vector of the hyperplane H and b is its bias from origin. In the no-bias classification, we do not consider bias b in a classification model, but we include it into the problem by means of augmenting the vector w and each sample x i with an
defined variable (typically set to 1).
The problem of finding hyperplane H = w, x can be formulated as a constrained optimization problem in the following primal formulation arg min w, ξi 
for p = 1 and arg min
for p = 2. The first formulation is commonly called dual l1-loss SVM, and the second one is known as dual l2-loss SVM. The Hessian associated with QP problem (6) is symmetric positive-semi definite. It becomes positive definite using regularization by matrix C −1 I in formulation (7) .
Numerical experiments
This section compares the presented expansion variants on two benchmarks. The first one is a 3D linear elasticity contact problem using TFETI. The second benchmark consists of several classification problems solved by SVMs.
In each benchmark, MPRGP parameter Γ = 1.
3D Linear Elasticity Contact Problem
The first benchmark is a 3D linear elasticity contact problem. We considered an elastic cube with the dimensions 1 × 1 × 1 [mm] with the bottom face fixed, the top one loaded with a vertical surface force f z = −465 [N/mm 2 ] directed downwards, and the right one in contact with a rigid obstacle. Young modulus is E = 2 · 10 5 [MPa] and Poisson ratio µ = 0.33. See Figure 2 .
We use TFETI domain decomposition to solve this problem. Let us consider only one regular decomposition into 1000 subdomains (10 in each direction) with 27,000 elements per subdomains (30 in each direction) making a total of 81,812,703 (undecomposed) degrees of freedom. We use M-variant of the SMALBE [1] algorithm to take care of the equality constraint with MPRGP used as the inner solver. The stopping tolerance of the outer solver (SMALBE) is set to 10 −6 relative to the right-hand side. Other parameters for SMALBE are M = 100||A||, η = 1.1||A|| and, when the decrease of the Lagrangian is sufficient, M is reduced by 10. Results, in term of the overall number of Hessian multiplications are reported in Figure 3 . Note, that the projected CG expansion variant does not contain parametr α u . Table 2 compares the numbers of outer and inner iterations, i.e. numbers of CG, expansion, proportioning steps and Hessian multiplications for the three best values of α u . The full results are reported in Appendix A.
The standard expansion with the fixed-length expansion step needs 318 Hessian multiplication for the best α u = 1.8. The number of Hessian multiplications mostly decreases until the best α u is reached and then starts to increase again.
The optapprox variants do not bring much as they achieve the convergence in a very similar number of iterations to the fixed variant. This behaviour suggests that the free gradient is not sufficiently different from the reduced free gradient, i.e., g f ≈ g r and we have
Much better are the opt step lengths. They can significantly decrease the number of expansion steps needed (up to half in one case). The number of Hessian multiplications is decreased as well, but due to the additional Hessian multiplication, the effect is less pronounced. The best result of 269 Hessian multiplication achieved step length computed with g r in the direction of g f for α u = 1.6, a decrease of 15% compared to the best fixed variant). The other variants of opt outperformed fixed as well, requiring 292 Hessian multiplication (reduction of 8%). The problem with any of the opt strategies is that there are quite large jumps in the number of Hessian multiplications depending on the value of α u .
Lastly, the project CG step variant of expansion performs well. It achieves 292 Hessian multiplication, a reduction of 8% compared to fixed. Moreover, it is outperformed only by the best opt strategy, but there is no dependence on the α u .
Classification Problems
The second benchmark uses SVMs for classifications on three publicly available datasets, namely Australian, Diabetes, and Ionosphere downloaded from LIBSVM dataset webpage [15] . The Australian dataset (Australian Credit Approval) concerns credit card applications. The objective of the Diabetes dataset is to predict whether a patient has diabetes. Finally, the Ionosphere dataset is about the classification of radar returns from the ionosphere as either suitable for further analysis or not. The information about the number of samples and features for each dataset are in Table 3 . We use the no-bias SVM formulation with l1 hinge-loss fuction and with C = 1. Since this is a classification application, there are very low requirements on the accuracy of the underlying solver [9] . Therefore, the relative tolerance of MPRGP is set to 10 −1 . The initial guess is set just under the upper bound (each component is set to 1 − 100 m , where m ≈ 2.2e−16 is the machine epsilon).
As in the previous bechmark, we report the results in term of the overall number of Hessian multiplications in Figures 4, 5 , and 6. Note that we removed an outlier from the Ionosphere dataset graph; for gfgr-opt with α u = 1.9 there was a total of 2, 322 Hessian multiplications required for convergence. In Tables  4, 5 , and 6 the number of CG, expansion, proportioning steps and Hessian multiplications are compared for the three best values of α u = 1.9. The full results are reported in Appendix A.
For each dataset, the default expansion with the fixed step length achieves the best performance for α u ≈ 1.9. The best fixed strategy converged in 195, 615, and 380 Hessian multiplications for Australian, Diabetes, and Ionosphere datasets, respectively.
As in the previous benchmark, the optapprox strategy is quite close to the fixed step length.
For the Australian dataset, the best opt variant was gfgr for α u = 1.4 which was closely followed by gfgf for α u = 2.0. Moreover, gfgf with the same value of α u was the best variant for the other datasets. Comparing, for the best opt strategy, the number of Hessian multiplication with fixed we have 101 (reduction of 48%) for Australian, 134 (reduction of 78%) for Diabetes, 113 (reduction of 70%) for Ionosphere.
The projcg strategy performed the best for both Australian and Diabetes dataset. It was the second-best from all results for the Ionosphere dataset. Againg comparing the number of Hessian multiplication with fixed we have 83 (reduction of 57%) for Australian, 133 (reduction of 78%) for Diabetes, 125 (reduction of 67%) for Ionosphere. 
Conclusion
The part of MPRGP algorithm dealing with the expansion of the active set was investigated. The numerical results show that there can be a large number of expansions necessary to achieve convergence while using the default fixed step length expansion. Since the expansion is the most expensive part of the algorithm, we presented three alternative schemes for the expansion aimed at reducing the number of expansions.
The first two schemes are based on the optimal step length for the decrease of the quadratic cost function. Moreover, we can use any combination of the free gradient g f and the reduced free gradient g r for the computation of the step length and its direction. The opt step length is expensive due to additional Hessian multiplication. Therefore, in optapprox step length, we approximate the opt step length by replacing multiplication by the Hessian with multiplication by the largest eigenvalue of the Hessian.
The third scheme replaces the expansion by a full CG step projected back into the feasible set.
We compared the expansion schemes on two benchmarks. The first one was a 3D linear elasticity contact problem employing TFETI and SMALBE as the outer solver. The second benchmark was classification problems on three datasets using SVMs.
The benchmarks showed that the optimal α u for the fixed strategy is about 1.9. Using optapprox step length gives similar results to fixed. For most α u the opt strategies outperform fixed. The drawback of opt is that there are relatively large jumps in the number of Hessian multiplications depending on α u . It seems that it is best to use g f for both step length computation and direction, because using g r necessitates the approximation of maximal eigenvalue of the Hessian. Such approximation is typically made using the power iteration and usually needs 20 − 50 extra Hessian multiplications.
The effectiveness of the alternative approaches is relatively low for the contact problem (8% reduction in the number of Hessian multiplications for both gfgf-opt and projcg). However, in classification problems, due to a large number of the expansion steps needed by fixed, the effectiveness is excellent. The reduction of the number of Hessian multiplications ranges from 48% to 78% for opt and from 57% to 78% for projcg (excluding computation of the maximal eigenvalue).
The projcg strategy consistently performed the best or was very close. Moreover, it does not need an estimate of the maximal eigenvalue, nor a user-selected α u . Additionally, the implementation of the algorithm is simplified. Therefore, we recommend using the projected CG step in place of the standard fixed step length expansion. 
