Uniform sampling of training data has been commonly used in traditional stochastic optimization algorithms such as Proximal Stochastic Gradient Descent (prox-SGD) and Proximal Stochastic Dual Coordinate Ascent (prox-SDCA). Although uniform sampling can guarantee that the sampled stochastic quantity is an unbiased estimate of the corresponding true quantity, the resulting estimator may have a rather high variance, which negatively affects the convergence of the underlying optimization procedure. In this paper we study stochastic optimization with importance sampling, which improves the convergence rate by reducing the stochastic variance. Specifically, we study prox-SGD with importance sampling and prox-SDCA with importance sampling. For prox-SGD, instead of adopting uniform sampling throughout the training process, the proposed algorithm employs importance sampling to minimize the variance of the stochastic gradient. For prox-SDCA, the proposed importance sampling scheme aims to achieve higher expected dual value at each coordinate ascent step. We provide extensive theoretical analysis to show that the convergence rates with the proposed importance sampling methods can be significantly improved under suitable conditions both for prox-SGD and for prox-SDCA. Experiments are provided to verify the theoretical analysis.
Introduction
Stochastic optimization has been extensively studied in the machine learning community [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] . In general, at every step, a traditional stochastic optimization method will sample one training example or one dual coordinate uniformly at random from the training data, and then update the model parameter using the sampled example or dual coordinate. Although uniform sampling simplies the analysis, it is insufficient because it may introduce a very high variance of the sampled quantity, which will negatively affect the convergence rate of the resulting optimization procedure. In this paper we study stochastic optimization with importance sampling, which reduces the stochastic variance to significantly improve the convergence rate. Specifically, this paper focues on importance sampling techniques for Proximal Stochastic Gradient Descent (prox-SGD) [4] and Proximal Stochastic Dual Coordinate Ascent (prox-SDCA) [13] .
For prox-SGD, the traditional algorithms such as Stochastic Gradient Descent (SGD) sample training examples uniformly at random during the entire learning process, so that the stochastic gradient is an unbiased estimation of the true gradient [1, 2, 3, 4] . However, the variance of the resulting stochastic gradient estimator may be very high since the stochastic gradient can vary significantly over different examples. In order to improve convergence, this paper proposes a sampling distribution and the corresponding unbiased importance weighted gradient estimator that achieves minimal variance. To this end, we analyze the relation between the variance of stochastic gradient and the sampling distribution. We show that to minimize the variance, the optimal sampling distribution should be roughly proportional to the norm of the stochastic gradient. To simplify computation, we also consider the use of upper bounds for the norms. Our theoretical analysis shows that under certain conditions, the proposed sampling method can significantly improve the convergence rate, and our results include the existing theoretical results for uniformly sampled prox-SGD and SGD as special cases.
Similarly for prox-SDCA, the traditional approach such as Stochastic Dual Coordinate Ascent (SDCA) [12] picks a coordinate to update by sampling the training data uniformly at random [5, 6, 7, 8, 9, 10, 11, 12, 13] . It was shown recently that SDCA and prox-SDCA algorithm with uniform random sampling converges much faster than a fixed cyclic ordering [12, 13] . However, this paper shows that if we employ an appropriately defined importance sampling strategy, the convergence could be further improved. To find the optimal sampling distribution, we analyze the connection between the expected increase of dual objective and the sampling distribution, and obtain the optimal solution that depends on the smooth parameters of the loss functions. Our analysis shows that under certain conditions, the proposed sampling method can significantly improve the convergence rate. In addition, our theoretical results include the existing results for uniformly sampled prox-SDCA and SDCA as special cases.
The rest of this paper is organized as follows. Section 2 reviews the related work. Section 3 presents some preliminaries. In section 4, we will study stochastic optimization with importance sampling. Section 5 lists several applications for the proposed algorithms. Section 6 gives our empirical evaluations. Section 7 concludes the paper.
Related Work
We review some related work on Proximal Stochastic Gradient Descent (including Stochastic Gradient Descent) and Proximal Stochastic Dual Coordinate Ascent (including Stochastic Dual Coordinate Ascent).
In recent years Proximal Stochastic Gradient Descent has been extensively studied [4, 14] . As a special case of prox-SGD, Stochastic Gradient Descent has been extensively studied in stochastic approximation theory [15] ; however these results are often asymptotic, so there is no explicit bound in terms of T . Later on, finite sample convergence rate of SGD for solving linear prediction problem were studied by a number of authors [1, 16] . In general prox-SGD can achieve a convergence rate of O(1/ √ T ) for convex loss functions, and a convergence rate of O(log T /T ) for strongly convex loss functions, where T is the number of iterations of the algorithm. More recently, researchers have improved the previous bound to O(1/T ) by α-Suffix Averaging [2] , which means instead of returning the average of the entire sequence of classifiers, the algorithm will average and return just an α-suffix: the average of the last α fraction of the whole sequence of classifiers. In practice it may be difficult for users to decide when to compute the α-suffix. To solve this issue, a polynomial decay averaging strategy is proposed by [3] , which will decay the weights of old individual classifiers polynomially and also guarantee a O(1/T ) convergence bound.
For Proximal Stochastic Dual Coordinate Ascent [13] , Shalev-Shwartz and Zhang recently proved that the algorithm achieves a convergence rate of O(1/T ) for Lipschitz loss functions, and enjoys a linear convergence rate of exp(−O(T )) for smooth loss functions. For structural SVM, a similar result was also obtained in [9] . Several others researchers [6, 7] have studied the convergence behavior of the related non-randomized DCA (dual coordinate ascent) algorithm for SVM, but could only obtain weaker convergence results. The related randomized coordinate descent method has been investigated by some other authors [8, 10, 17] . However, when applied to SDCA, the analysis can only lead to a convergence rate of the dual objective value while we are mainly interested in the convergence of primal objective in machine learning applications. Recently, Shai Shalev-Shwartz and Tong Zhang has resolved this issue by providing a primal-dual analysis that showed a linear convergence rate O(exp(− λ 1+λn T )) of the duality gap for SDCA with smooth loss function [12] . Although both prox-SGD and prox-SDCA have been extensively studied, most of the existing work only considered the uniform sampling scheme during the entire learning process. We shall mention that for coordinate descent, some researchers have recently considered non-uniform sampling strategies [18, 19] , but their results cannot be directly applied to proximal SDCA which we are interested in here. In contrast, the primal-dual analysis of prox-SDCA in this paper is analogous to that of [12] , which directly implies a convergence rate for the duality gap.
Preliminaries
Here, we briefly introduce some key definitions and propositions that are useful throughout the paper (for details, please refer to [20] ). We consider vector functions:
where · is a norm.
Proposition 1. If φ is (1/γ)-smooth with respect to a norm · P , then its dual function φ * is γ-strongly convex with respect to its dual norm · D , where
and the dual norm is defined as
Throughout this paper, we will denote · as · 2 for simplicity.
Stochastic Optimization with Importance Sampling
We consider the following generic optimization problem associated with regularized loss minimization of linear predictors. Let φ 1 , φ 2 , . . . , φ n be n vector functions from R d to R. Our goal is to find an approximate solution of the following optimization problem
where λ > 0 is a regularization parameter, and r is a regularizer. 2 , lasso is obtained by setting φ i (w) = (y i − x ⊤ i w) 2 and r(w) = w 1 . Let w * be the optimum of (1) . We say that a solution w is ǫ P -sub-optimal if P (w) − P (w * ) ≤ ǫ P . We analyze the convergence rates of the proposed algorithms with respect to the number of iterations.
Proximal Stochastic Gradient Descent with Importance Sampling
In this subsection, we would consider the proximal stochastic gradient descent (prox-SGD) with importance sampling.
If we directly apply full or stochastic gradient descent to the optimization problem (1), the solution may not satisfy some useful desirable property. For example, when r(w) = w 1 , the optimal solution of the problem (1) should be sparse, and we would like the approximate solution to be sparse as well. However, if we directly use stochastic (sub)-gradient descent, then the resulting solution will not achieve sparsity [4] .
To effectively solve the optimization problem (1), a well known method is the proximal gradient descent, which can be described by the following update rule for t = 1, 2, . . .
which will produce the t + 1-th iterate as:
where,
We assume that the proximal mapping of η t λr(w), i.e., prox ηtλr (x), is easy to compute. For example, when r(w) = w 1 , the proximal mapping or λr(w) is the following shrinkage operation
where ⊙ is the element wise product. In particular, when r(w) = 0, prox λr (x) = x and
which is the well know gradient descent method. In addition, setting the derivative of optimization function in equation (2) as zero, we can obtain the following implicit update rule for the iterative solution:
where ∂r(w t+1 ) is a subgradient. However, at each step, proximal gradient descent requires the calculation of n derivatives ∇φ i , which results in a time complexity of O(n). To reduce the time complexity, Proximal Stochastic Gradient Descent can be used, where at each iteration t = 1, 2, . . ., we draw i t uniformly at random from {1, 2, . . . , n}, and update according to the formula
Since
the optimization problem (3) is an unbiased estimation of that for the proximal gradient descent, i.e., the optimization problem (2) . Similarly, the proximal stochastic gradient descent will produce the t+1-th iterate as:
or the following implicit solution:
It is easy to see, when r(w) = 0, proximal stochastic gradient descent will recover the well known stochastic gradient descent method as
The advantage of proximal stochastic gradient descent is that each step only relies on a single derivative ∇φ it (·), and thus the computational cost is 1/n of that of the standard proximal gradient descent. However, a disadvantage of the method is that the randomness introduces variance -this is caused by the fact that ∇φ it (w t ) equals the gradient ∇f (w t ) in expectation, but ∇φ i (w t ) varies with i. In particular, if the stochastic gradient has a large variance, then the convergence will become slow.
For example, consider the case that each φ i (w) is (1/γ)-smooth, and η t ≤ γ, then we have
In addition, because r is convex, we have
where the equality follows from (4). Combining the above two inequalities, we can get
where the variance V(∇φ it (w t )) is defined as
From the above analysis, we can observe that the smaller the variance, the more reduction on objective function we have. In the next subsection, we will study how to adopt importance sampling to reduce the variance. This observation will be made more rigorous below.
Algorithm
In this subsection, we will study proximal SGD with importance sampling. The idea of importance sampling is, at the t-th step, to assign each i ∈ {1, . . . , n} a probability p
We then sample i t from {1, . . . , n} based on probability
If we adopt this distribution, then proximal SGD with importance sampling will work as follows:
which is another unbiased estimation of the previous optimization problem (2) for proximal gradient descent, because
Similarly, the proximal SGD with importance sampling will produce the t + 1-th iterate as:
Under the previous assumptions, we will have the following two inequalities:
and
Combining the above two inequalities, we can get the reduction on objective function bounded as follows:
where
According to the above analysis, to maximize the reduction on the objective value, we should choose p t as the solution of the following optimization
It is easy to verify, that the solution of the above optimization is
Although, this distribution can minimize the variance of the t-th stochastic gradient, it requires calculation of n derivatives at each step, which is clearly inefficient. To solve this issue, we relax the previous optimization (5) as follows
by introducing
Then, we can approximate the distribution in equation (6) by solving the the right hand side of the inequality (7) as
Finally, we can summarize the proposed Proximal SGD with importance sampling in Algorithm 1.
Algorithm 1 Proximal Stochastic Gradient Descent with Importance Sampling (Iprox-SGD)
Input: λ ≥ 0.
Analysis
This section provides a convergence analysis of the proposed algorithm. Before presenting the results, we make some general assumptions: r(0) = 0, and r(w) ≥ 0, for all w.
It is easy to see that these two assumptions are generally satisfied by all the well-known regularizers.
Under the above assumptions, we begin our analysis with a technical lemma.
Proof. First it is easy to check
We also have
Next, we will provide a lower bound for the above equation. For the first term, we define
We have
For the second term, we use the convexity of r to get
Combining the above three equations, we have
Taking expectation of the above inequality and using (8), we obtain
By rearranging the terms we conclude the proof of this lemma.
Given the above lemma, we first prove a convergence result for Proximal SGD with importance sampling when all φ i (·) are strongly convex.
If we further assume ∇φ i (w) ≤ G i , and set p
Proof. According to Lemma (1), we have
Summing the above inequality over t = 1, . . . , T , and using η t = 1/(Ht) we get
Finally, combining r(w 1 )−r(w T +1 ) ≤ 0 with the above inequality will conclude the first part of the theorem. To prove the second part, we can use the fact ∇φ i (w) ≤ G i , and p
Then plugging the above inequality into the first part will conclude the proof of this theorem.
Remark. If we replace all G i with G max = max{G 1 , . . . , G n }, then the theorem is valid with the uniform sampling distribution. It recovers the result in corollary 10 of [4] , i.e.,
implies importance sampling does improve the convergence rate, especially when (
We can also prove a convergence bound for the last predictor when r(w) = 0 (in this case Proximal SGD becomes SGD).
Theorem 2. Suppose r(w)=0, and f (w) is H-strongly convex over R d , and that ∇φ i (w) ≤ G i . Then if we set p t i = G i / n j=1 G j , and η t = 1/(Ht), it holds for any T that
Proof. Because r(w)=0, and f (w) is H-strongly convex, P (w) is also H-strongly convex and
Case t = 1: According to Cauchy-Schwartz inequality and (9) we have
By combining the above two inequalities, we get
Case t > 1: First, from the update rule
By combining the above inequality with the inequality (9) and plugging in η t = 1 Ht , we get
The above inequality implies that
for t = 2. For t ≥ 3, we can also easily prove
by induction. This proves the desired bound.
Remark: When we set G i = G max = max{G 1 , . . . , G n }, the distribution in the theorem becomes the uniform distribution, and the theorem implies Theorem 1 of [2] . Since
Gi) 2 ≥ 1, importance sampling again can improve the convergence rate, especially when (
. Now, we will analyze the theoretical performance of the proposed algorithm for the case that f (·) may not be strongly convex.
Theorem 3. Suppose all φ i (·) are convex over R d (i = 1, . . . , n). If we set η t = η, then for all T we have
Proof. According to Lemma 1, we have
Summing the above inequality over t = 1, . . . , T , and using η t = η we get
Combining r(w 1 ) − r(w T +1 ) ≤ 0 with the above inequality will conclude the first part of the theorem.
Remark: If we replace G i with G max = max{G 1 , . . . , G n }, then it is obvious that the theorem is still correct with the uniform sampling distribution. Moreover this theorem will recover the conclusion in corollary 7 of [4] , i.e.,
Proximal Stochastic Dual Coordinate Ascent with Importance Sampling
In this section, we study the Proximal Stochastic Dual Coordinate Ascent method (prox-SDCA) with importance sampling. Prox-SDCA works with the following dual problem of (1):
We assume that r * (·) is continuous differentiable; the relationship between primal variable w and dual variable is
We also assume that r(w) is 1-strongly convex with respect to a norm · P ′ , i.e., r(w + ∆w) ≥ r(w) + ∇r(w)
which means that r * (w) is 1-smooth with respect to its dual norm · D ′ . Namely,
At the t-th step, traditional Proximal Stochastic Dual Coordinate Ascent (prox-SDCA) will uniformly randomly pick i ∈ {1, . . . , n}, and update the dual variable θ t−1 i as follows:
, which is equivalent to maximizing a lower bound of the following problem:
However, the optimization (11) may not have a closed form solution, and in prox-SDCA we may adopt other update rules ∆θ i = s(u − θ t−1 i ) for an appropriately chosen step size parameter s > 0 and any vector u ∈ R d such that −u ∈ ∂φ i (w t−1 ). When r(w) = 1 2 w 2 , the proximal SDCA method is known as SDCA. Now we will study prox-SDCA with importance sampling, which is to allow the algorithm to randomly pick i according to probability p i , which is the i-th element of p ∈ R n + , p i = 1. Once we pick the coordinate i, θ i is updated as traditional prox-SDCA. The main question we are interested in here is which p = (p 1 , . . . , p n ) ⊤ can optimally accelerate the convergence rate of prox-SDCA. To answer this question, we will introduce a lemma which will state the relationship between p and the convergence rate of prox-SDCA with importance sampling.
Lemma 2. Given a distribution p, if assume φ i is (1/γ i )-smooth with norm · P , then for any iteration t and any s such that
∈ ∂φ i (w t−1 ).
Proof.
Since only the i-th element of θ is updated, the improvement in the dual objective can written as
By the definition of the update, for all s i ∈ [0, 1] we have
From now on, we drop the superscript (t − 1) to simplify our discussion. Because φ i is (1/γ i )-smooth with · P , φ * i is γ i -strongly convex with · D , and we have that
Combining the above two inequalities, we obtain
where we used −u
Therefore, if we take expectation of inequality (15) with respect to the choice of i and use the fact s i = s/(p i n), we obtain that
Next note that with w = ∇r * (v), we have r(w) + r * (v) = w ⊤ v. Therefore
Taking expectation of inequality (13) and plugging the above two equations give
Multiplying both sides by s/n concludes the proof.
Algorithm
According to Lemma 2, to maximize the dual ascent for the t-th update, we should choose s and p as the solution of the following optimization
However, because this optimization problem is difficult to solve, we choose to relax it as follows:
where the last inequality used G t ≤ 0. To optimize the final relaxation, we have the following proposition 
We omit the proof of this proposition since it is simple. Given that φ i is (1/γ i )-smooth, ∀i ∈ {1, . . . , n}, the sampling distribution should be set as in (16) . Although s can be set as in (16) , it can also be optimized by maximizing some terms in the analysis, such as A i , or the right hand side of inequality (14), or inequality (15) , which can all guarantee the dual ascent E[D(θ t ) − D(θ t−1 )] is no worse the the one obtained by setting s as in (16) .
When γ i = 0, the above distribution in the equation (16) is not valid. To solve this problem, we combine the facts
where θ * the optimal solution of the dual problem max θ D(θ),
and the inequality (12) , to obtain
According to this inequality, although every γ i = 0, if we further assume every φ i is L i -Lipschitz, then
where we used
∈ ∂φ i (w t−1 ). Combining the above two inequalities results in
According to the above inequality, to minimize the t-th duality gap, we should choose a proper distribution to optimize the following problem
for which the optimal distribution is obviously
. . , L n } and ρ ≤ 1. In summary, the prox-SDCA with importance sampling can be summarized as in the algorithm 2. Remark: It is easy to check the first three options can do no worse than the Option IV for Lipschitz losses and Option V for smooth losses. Specifically, option I is to optimize A i directly. Option II only requires choosing ∆θ i = s(u
) and then chooses s to optimize a lower bound of A i , i.e., the right hand side of inequality (14) . Option III is similar with option II, and chooses s to optimize the bound on the right hand side of (15) . As a result, all the first three options can do no worse than choosing the optimal s for the Lemma 2. Option IV replace z 
Analysis
In this subsection we analyze the convergence behavior of the proposed algorithm. Before presenting the theoretical results, we will make several assumptions without loss of generality:
• for the loss functions: φ i (0) ≤ 1, and φ i (w) ≥ 0, ∀w, and
• for the regularizer: r(0) = 0 and r(w) ≥ 0, ∀w.
Under the above assumptions, we have the following theorem for the expected duality gap of
Theorem 4. Assume φ i is (1/γ i )-smooth ∀i ∈ {1, . . . , n} and set
, for all i ∈ {1, . . . , n}. To obtain an expected duality gap of E[P (w t ) − D(θ T )] ≤ ǫ P for the proposed Proximal SDCA with importance sampling, it suffices to have a total number of iterations of
Algorithm 2 Proximal Stochastic Dual Coordinate Ascent with Importance Sampling
Lj , ∀i ∈ {1, . . . , n}. for t = 1, . . . , T do Sample i t from {1, . . . , n} based on p; Caculate ∆θ t−1 it using any of the following options (or achieving larger dual objective than one of the options); Option I: ∆θ
Option III: Same as Option II, but replace the definition of s it as follows:
Option IV (only for Lipschitz losses): Same as Option III, but replace z 2 D with 4L 2 it ; Option V (only for smooth losses): ∆θ
Proof. Given the distribution p and step size s in equation (16) , since φ i is (1/γ i )-smooth, according to Lemma 2, we have
and hence G t ≤ 0 for all t. By Lemma 2, this yields
Furthermore since
where θ * the optimal solution of the dual problem and
In addition, since P (0) = 1 n n i=1 φ i (0) + λr(0) ≤ 1 and
Combining this with inequality (21), we obtain
).
According to the above inequality, by setting
the proposed algorithm will achieve E[ǫ
Furthermore, according to inequality (20)
by setting
we will obtain E[ǫ
Remark: If we adopt uniform sampling, i.e., p i = 1/n ∀i, then we have to use the same γ for all φ i , which should be γ min = min{γ 1 , . . . , γ n } according to the analysis. Once replacing γ i with γ min , this theorem will recover the conclusion in the theroem 1 of [13] , i.e., T ≥ (n +
implies importance sampling does improve convergence, especially when n i=1 γmin γi ≪ n. For non-smooth loss functions, the convergence rate for Proximal SDCA with importance sampling is given below.
Theorem 5. Consider the proposed proximal SDCA with importance sampling. Assume that φ i is L iLipschitz and set
, it suffices to have a total number of iterations of
for all s ∈ [0, ρ], which further indicates
We next show that the above yields
for all t ≥ t 0 = max(0, ⌈ n ρ log( 2λn ρG )⌉). Indeed, let us choose s = ρ, then at t = t 0 , we have
This implies that the inequality (23) holds at t = t 0 . For t > t 0 we can use inductive argument. Suppose the claim holds for t − 1, therefore
This provides a bound on the dual sub-optimality. We next turn to bound the duality gap. Summing the inequality (22) over t = T 0 + 1, . . . , T and rearranging terms we obtain that
Now if we choosew,θ to be either the average vector or a randomly chosen vector over t ∈ {T 0 + 1, . . . , T }, the the above implies
If T ≥ n/ρ + T 0 and T 0 ≥ t 0 , we can set s = n/(T − T 0 ) ≤ ρ and combining with (23) we obtain
.
A sufficient condition for the above to be smaller than ǫ P is that
Since we also need T 0 ≥ t 0 and T − T 0 ≥ n/ρ, the overall number of required iterations can be
Using the fact a + b ≥ max(a, b) concludes the proof of this theorem.
Remark: When we replace all the L i with L max = max{L 1 , . . . , L n }, the above theorem will still be valid, and the sampling distribution becomes the uniform distribution. In this case we will recover Theorem 2 of [13] , i.e., T ≥ max(0, 2⌈n log(
. However, the ratio between the leading terms is
which again implies that the importance sampling strategy will improve convergence, especially when (
Applications
There are numerous possible applications of our proposed algorithms. Here we will list several popular applications.
Hinge Loss Based SVM with ℓ 2 Regularization
Suppose our task is to solve the typical Support Vector Machine (SVM):
Assume that X = max i x i is not too large, such as for text categorization problems where each x i is a bag-of-words representation of some short document. To solve this problem we can use two different proximal SGD or proximal SDCA with importance sampling as follows.
Proximal SGD with Importance Sampling
Case 1: We can set regularizer as r(w) = 1 2 w 2 , and loss function as
Because ∇φ i (w) ≤ x i , according to our analysis, we can set
Case 2: We can set regularizer as r(w) = 0, and the loss function as
, which is λ-strongly convex, so that prox λr (x) = arg min
Using P (w * ) = D(θ * ), we find that the optimal solution of SVM satisfies w * ≤ 1/ √ λ. So we can project the iterative solutions into {w ∈ R d | w ≤ 1/ √ λ} using Euclidean distance, while the theoretical analysis is still valid. In this way, we have ∇φ i (w) ≤ x i + √ λ. According to our analysis, we should set
Proximal SDCA with Importance Sampling
We can set r(w) = 1 2 w 2 , and loss function as φ i (w) = [1 − y i w ⊤ x i ] + which is x i -Lipschitz. According to our analysis, the distribution should be
Furthermore, it is easy to get the dual function of φ i as
Given the dual function, using θ i = α i y i x i , the options I in the algorithm produces a closed form solution as
Squared Hinge Loss Based SVM with ℓ 2 Regularization
Suppose our interest is to solve the task of optimizing squared hinge loss based Support Vector Machine (SVM) with ℓ 2 regularization:
Proximal SGD with Importance Sampling
Firstly, using the inequality P (w * ) = D(θ * ), we can get w * ≤ 1/ √ λ. So we can project the iterative solutions into {w ∈ R d | w ≤ 1/ √ λ} using Euclidean distance, while the previous theoretical analysis is still valid.
Case 1: If we set r(w) = 1 2 w 2 and φ i (w) = [1 − y i w ⊤ x i ] + 2 , so that prox λr (x) = x/(λ + 1), and
, according the previous analysis, the optimal distribution for this case should be
Case 2: If we set r(w) = 0 and
according the previous analysis, the optimal distribution for this case should be
Proximal SDCA with Importance Sampling
If we set r(w) = 1 2 w 2 , which is 1-strongly convex with · P = · , we have
which is (2 x i 2 )-smooth with respect to · P ′ = · . As a result, the optimal distribution for proximal SDCA with importance sampling should be
where we used the fact
It can be derived that the dual function of φ(·) is
Plugging the above equation into the update, we can observe that option I in the algorithm has the following closed-form solution:
Squared Hinge Loss Based SVM with ℓ 1 Regularization
Suppose our interest is to solve the task of optimizing squared hinge loss based Support Vector Machine (SVM) with ℓ 1 regularization:
where ℓ 1 regularization is introduced to make the optimal model sparse, which can alleviate the effect of the curse of dimensionality, and improve the model interpretability.
Proximal SGD with Importance Sampling
Using the inequality P (w * ) ≤ P (0), we obtain the fact that w * ≤ w * 1 ≤ 1/λ. So we can project the iterative solutions into {w ∈ R d | w ≤ 1/λ} using Euclidean distance, while the previous analysis is still valid.
If we set regularizer as r(w) = w 1 , then loss function is
Because ∇φ i (w) ≤ 2(1 + x i /λ) x i , according to the previous analysis, we should set
Proximal SDCA with Importance Sampling
Let w * be the optimal solution, which satisfies w * ≤ 1/λ. Choosing δ = λ 2 ǫ and
which is 1-strongly convex with respect to · P ′ = · . Consider the problem
then if w is an ǫ/2 approximated solution of the above problem , it holds that
which implies w is an ǫ approximated solution of the original optimization problem. When we adopt Proximal SDCA with importance sampling to minimizeP (w), we have
which is (2 x i 2 )-smooth with respect to · P = · . As a result, the optimal distribution for Proximal SDCA with importance sampling should be
Plugging φ * i (−θ) = −α + α 2 /4, θ = αy i x i , α ≥ 0 into the algorithm, we can observe that the option I produces the following closed-form solution:
Finally it is easy to verify that
Experimental Results
In this section, we evaluate the empirical performance of the proposed algorithms.
Experimental Testbed and Setup
To compare our algorithms with their traditional versions without importance sampling, we focus on the task of optimizing squared hinge loss based SVM with ℓ 2 regularizaton:
We compared our Iprox-SGD with traditional prox-SGD (actually Pegasos [16] ), and Iprox-SDCA with prox-SDCA (actually SDCA [12] ). For Iprox-SGD, we adopt the method in the case 2 of the subsection 5.2.1, while for Iprox-SDCA, we adopt the method in the subsection 5.2.2. To evaluate the performance of our algorithms, the experiments were performed on several real world datasets, which are chosen fairly randomly in order to cover various aspects of datasets. All the datasets can be downloaded from LIBSVM website 1 . The details of the dataset characteristics are provided in the Table 1 .
To make a fair comparison, all algorithms adopt the same setup in our experiments. In particular, the regularization parameter λ of SVM is set as 10 −4 , 10 −6 , 10 −4 for ijcnn1, kdd2010(algebra), and w8a, respectively. For prox-SGD and Iprox-SGD, the step size is set as η t = 1/(λt) for all the datasets.
All the experiments were conducted by fixing 5 different random seeds for each dataset. All the results were reported by averaging over these 5 runs. We evaluated the learning performance by the convergence behaviors.
Evaluation on Iprox-SGD
The figure 1 summarized the details of primal objective values varying over the learning process for prox-SGD and Iprox-SGD. Several observations can be drawn from the experimental results. First of all, on the last two datasets, the proposed Iprox-SGD algorithm achieved the fastest convergence rates, which implies that the proposed importance sampling does sampled more informative stochastic gradient during the learning process for these two datasets. Secondly, on the first dataset, the proposed Iprox-SGD algorithm achieved comparable convergence rate compared with traditional prox-SGD, which indicates that Iprox-SGD may degenerate into the traditional prox-SGD when the variance of training dataset is significantly small.
Evaluation on Iprox-SDCA
The figure 2 summarized the details of duality gap values varying over the learning process for prox-SDCA and Iprox-SDCA.
We have several observations from these empirical results. Firstly, on all the datasets, the proposed Iprox-SDCA algorithm converged much faster than the standard SDCA, which indicates that the proposed importance sampling strategy make the duality gap minimization more efficient during the learning process. Secondly, for the dataset "w8a", SDCA achieved smaller duality gap values for the first several epochs, however which should be caused by some statistical variance.
Conclusion
This paper studied stochastic optimization with importance sampling that reduces the variance. Specifically we considerd importance sampling strategies for Proximal Stochastic Gradient Descent and for Proximal Stochastic Dual Coordinate Ascent. For prox-SGD with importance sampling, our analysis showed that in order to reduce variance, the sample distribution should depend on the norms of the gradients of the loss functions; for prox-SDCA with importance sampling, our analysis showed that the sampling distribution should rely on the smooth parameters or Lipschitz parameters of all the loss functions. Compared to the traditional prox-SGD and prox-SDCA methods with uniform sampling, we showed that the proposed importance sampling methods can significantly improve the convergence rate of optimization under suitable situations. Experiments confirm our theoretical analysis.
