Collaborations and citations within scientific research grow simultaneously and interact dynamically.
Introduction
Coauthorships and citations are typical relationships in scientific activities, which can be observed from data sets of scientific papers, and expressed as graphs called coauthorship and citation networks respec- those networks (especially, with consideration of the papers' publication time) sheds light on modes of collaborations within science, and helps to discover trends of academic research [1, 2] .
As early as 1965, Price explained the emergence of fat-tails in the distributions of citation networks as a consequence of the "cumulative advantage". His explanation is modelled against a rule: the probability a paper's receiving a new citation is proportional to the citations it has received per se, which successfully predicts the scale-free property [3, 4] . Price's model has been generalized to illustrate other properties of citation networks in various contexts [5] [6] [7] [8] [9] , where the cumulative advantage is also called preferential attachment or Matthew effect. Meanwhile, although coauthorship networks receive far less attention than citation networks [10] , there are still some important models working on the elementary mechanism for the emergences of scale-free, small world and degree assortativity [11] [12] [13] [14] [15] [16] [17] [18] .
There has been relatively little work on modelling the coevolution of citation and coauthorship networks so as to simulate their simultaneous growth and dynamic interactions. The first (perhaps the only one according to our present knowledge) model is named TARL (topics, aging, and recursive linking), which successfully reproduces a power law distribution of citations per paper [19] . The model novelly introduces "topics", which enables the simulated citation networks to obtain positive and tunable clus- Of particular interest, modelling the coevolution has its own meaning, because some phenomena can be studied only by combining citation and coauthorship data, such as self-/coauthor-/feedback-citation (a researcher cites others from whom they previously received a citation) [20] , etc. Our interest here is the empirical distribution of citations per author (P − P A (k)), which emerges two limits, namely a generalized Poisson and a power-law in small and large k regions respectively. There exists a cross-over between the two limits. Our model successfully reproduces the shape of P − P A (k), and provides an explanation for the emergence. In addition, the data PNAS evidences the positive correlations of three indexes of authors, namely papers, citations and collaborators, which are also captured by our model. This report is organized as follows: the model and data are described in Sections 2 and 3 respectively; the distribution of citations to authors, the correlation between papers, citations and collaborators are analyzed in Sections 4 and 5 respectively; and the conclusion is drawn in Section 6.
The model
The presented model adopts the viewpoint from research-teams in focusing on the roles of research-teams performing in the production and dissemination of knowledge. Each author is assigned research-teams, each paper is written by a group of authors called paper-team (which is called article team in Ref [17] ), and the members of a paper-team usually come from the same research-team. The model simultaneously generates two graphs interacting to each other, namely a hypergraph and a directed acyclic graph, to simulate the coevolution process of coauthorship and citation networks.
The model is built on a cluster of concentric circles S 1 t , t = 1, ..., T . For the sake of simplicity, the number of modelled authors are supposed to linearly grow over time t. The parameter t can be explained as the t-th unit of time, such as t-th week, t-th month, etc. Denote author-node by a(θ, t), paper-node by p(θ, t), where (θ, t) is spatio-temporal coordinate.
Let α i (θ) be piecewise constant non-negative functions of θ ∈ [0, 2π) and β i ∈ [0.5, 1], where i = 1, 2, 3.
Select some authors as leaders of research-teams to attach zones to express their academic impacts (called influential zones): the zone of a leader a(θ i , t i ) is defined as an interval of angular coordinate with center θ i and length α 1 (θ i )t −β1 i t β1−1 which shrinks over time t. All paper-nodes are attached influential zones, the definitions of which are the same as those of leaders except parameters (α 2 , β 2 for the papers written by leaders as the first authors and α 3 , β 3 for the papers written by non-leaders as the first authors).
The influential zones are designed to express the ability of capturing the academic community's response to authors and papers. This design is built on the perception that citations can offer a quantitative proxy of eye-catching ability. Note that counting citations is not a measure of the novelty and importance, which are impossible to be measured objectively.
The distributions of the hyperedge cardinalities and the out-degree of citation networks are also inputs of the model. Those distributions of empirical data appear two common features, namely hook heads and fat tails, which can be sufficiently fitted by generalized Poisson and power-law distributions respectively.
Denote the probability density function (PDF) of such kind of distributions by f (x), x ∈ Z + .
Based on above model ansatz, we introduce the model processes as follows:
1. Generate a coauthorship network 
Generate a citation network
For time t = 1, 2, ..., T do:
2.a. Each leader publishes a paper as the unique author. Each paper-team publishes a paper, where the new author-node in Step 1.b or the author-node selected in Step 1.c is the first author.
The coordinates of paper-nodes are those of their first authors.
2.b. Each new paper cites the existing papers that have zones covering it, and continually cites existing papers randomly to make the length of its references (out-degrees) not less than a random variable of a given f (k).
An innovation is that the model maps the coordinates of paper-nodes to those of their first authors, which connects papers to authors and makes the networks of them grow simultaneously and interac- The parameters of the model can be estimated from the empirical data. For example, the maximum values of the numbers of collaborators per author in the empirical data are not very large. So the value of α 1 (·)N 1 should be also not very large, which leads the probability of the overlapping of zones is small.
The paper-teams within and between research-teams are modelled by Steps 2.b and 2.c respectively. In reality, the number of paper-teams within a research-team is far more than the number of paper-teams between research-teams. So N 1 is supposed to be far larger than N 3 .
The model inherits the functions of our previous models, which geometrically represents certain factors of generating citations and collaborations, e.g. the homophily of authors (in the sense of research interests, would not have giant components and the small-world property. However, it is against the empirical data, a possible reason of which is the existence of a small proportion of cross-disciplinary studies [23] . Authors collaborating across research-teams would result in more realistic interconnections of papers from different topics even disciplines via citations.
Step 1.c and the second half of Step 2.b are designed to imitate the cross-disciplines phenomenon, which make the modeled networks have the small-world property and giant components. In addition, researchers can belong to different research-teams at different time, which is also equivalently imitated by Step 1.c to some extents.
The data
The Generate random variables of a distribution f (x) with head f 1 (x) and tail f 2 (x) by sampling random variables of f 1 (x) and f 2 (x) with probability q and 1 − q respectively. In order to make f (x) smooth and fit the empirical features well, we have tried many times to find proper q and f i (x)'s domain I i , i = 1, 2 for each step. The indicators are the numbers of nodes (NN) and edges (NE), global clustering coefficient (GCC), average shortest path length (AP), modularity (MO), the node proportion of the giant component (PG), the number of components (NG), assortativity coefficient of degrees for coauthorship networks and in-degrees for citation networks (AC), the proportion of self-citations (SC) and citations by collaborators (SC2). The values of AP of the last two networks are calculated by sampling 15, 000 pairs of nodes.
Our model has some obvious shortcomings. For example, the distribution of synthetic paper-team sizes dose not fit that of PNAS very well. The average number of papers per author of the synthetic data is also considerably larger than that of the empirical data. Refs [21, 22] show the flexibility to fit the model output to other citation and coauthorship networks respectively. However, we analyzed two data of papers of Nature and Science published in 2002-2015, and find that those data cannot be fitted well by the model. For example, those data have numerous papers with very many authors, even more than 2,000 authors, which causes that the distribution of collaborators per author have no power-law tail.
The distribution of citations per author
The distributions of collaborators per author P AA (k), citations per author P − P A (k) and per paper P
share a common characteristic: a generalized Poisson head, a power-law tail and a cross-over between them (Fig 2) . The presented model provides a respectable model-data fit. With minor modifications, the analysis and calculations in Refs [21, 22, [24] [25] [26] can employed to show how the model works, which are not recounted. Instead we give an intuitionistic explanation as follows. The fitting function is f (x) = q(x)s(
, where q(x) = e −(x−B)/(E−x) . The domains of f 1 (x) and f 2 (x) are [1, E] and [B, max(x)] respectively. The range of cross-over is [B, E]. P-value is the result of KS test for the null hypothesis that the empirical distribution and its fitting are identical. The fitting process is: obverse proper G and P ; estimate a and b (c and d) through regressing the normalized distribution heads in the range of [1, G] (the distribution tails in the range of [M, max(x)]); exhaust B and E to obtain an s by regressing, which can make f (x) pass the KS test.
Treat the event that whether a paper cites another paper as a "yes/no" experiment. Then the number of a paper's citations is the number of successes in a sequence of n experiments, where n is the number of the papers having willing to cite that paper. Approximate the probability p of "yes" by its expected valuê p, and suppose those "yes/no" experiments are independent. Then, the number of a paper's citations Figure 2 . The empirical and synthetic distributions of collaborators, citations, papers and references per author, citations and references per paper. The citations coming from or citing the papers (which are not contained in the empirical data) are not counted. In Panels (a-c, g-i), the regions "G-P", "C-O", "P-L" stand for generalized Poisson, cross-over and power-law respectively. The parameters of fittings are listed in Tab 3. In Panels (d-f, j-l), the data have been binned on abscissa axes to extract the trends hiding in noise tails.
will follow a binomial distribution B(n,p). When n is large andp is small, B(n,p) can be approximated by a Poisson distribution with mean np. An author could publish several papers. So the number of an author's citations is the sum of several random variables drawn from Poisson, which is still drawn from
Poisson.
The "yes/no" experiments could be affected by previous occurrences, e.g. two papers written by the same authors highly probably cite the same paper. Meanwhile, the values of p and n are not constant.
So it is fair to think the number of citations received by lowly cited authors and papers are drawn from generalized Poisson distributions. For highly cited papers (with large np) and authors, the numbers of citations are large enough to suppose the "yes/no" experiments are independent. So the number of citations could be considered as random variables drawn from a range of Poisson distributions with sufficiently large means np. A power-law appears when averaging those Poisson distributions (Eq 3 in
Ref [26] ).
In statistics, mixture distributions, e.g. P P A (k), mean samples come from different populations. In reality, the main part of the authors is composed of the teachers and students in institutes or universities, which can be treated as two different populations. Research modes of students and teachers are different.
Many students only write a few papers, and do not write after graduations, but their teachers could continuously write papers collaborating with their new students or other researchers. The teachers could publish papers, so persistently receive citations. Meanwhile, due to the aging of topics, the citations received by students, on average, cannot increase persistently.
In our model, the leaders are designed to play the role as teachers, and other team members as students. Note that the P + P A (k) of empirical data is not perfectly fitted by that of the synthetic data.
The maximum number of authors' references of the synthetic data is less than that of the empirical data.
However, the respectable model-data fit after data binning is still impressive to us because it involves no true free parameters. It also confirms the reasonability of the above analysis. In addition, a similar analysis has been applied to P AA (k) [21] .
Behaviors of collaborations and citations are all dependent on the choices of authors, the attractiveness of authors and papers. The diversity of attractive abilities gives the possibility of existing nodes with highly attractive abilities, and then guarantees the relative commonness for nodes getting citations that greatly exceed the average. The commonness is a feature of the distribution with a power-law tail, or asymptotically. Choices can be simplified by "yes/no" experiments and the diversity of attractive abilities by various expected values, which are expressed by sizes of influential zones in the model. The derivation of power-law by averaging Poisson distributions with various expected values illustrates how the diversity deduces power-law (one of the symbols of complexity). Hence, the essential reason for the good datamodel fit is the diversity provided by the model. Actually, in system sciences, diversity is often thought to be a reason for complexity [27] .
The smoothness of P − P P (k) and P − P A (k) does not appear in P AA (k). In reality, the papers of an author and the citations of a paper increase smoothly over time. However, a paper with very many authors makes those authors' collaborators increase rapidly.
Matthew effects in academic fields
From the social viewpoint, Matthew effects (the rich get richer) naturally exist in academic fields. Authors with many citations and papers can improve their chances of attracting collaborators, especially outstanding students. Consequently, those authors may write more high-quality papers and increase their chances of receiving citations. So the indexes of authors, namely collaborators, citations and papers, improve mutually and form a feedback cycle, which is evidenced partially by the positive correlations of those indexes (Fig 3) .
Funding plays a part as activator in promoting the feedback cycle. Authors with voluminous papers and citations easily obtain funding, which in return enables authors to attract graduate students or postdocs, and then increases the number of collaborators, the amount and quality of paper output, citations and hence the likelihood of attracting still more funding. With the information of papers' publication time, Matthew effects of those indexes are observed directly through the accelerated growths of collaborators, citations and papers of the authors already collected many of those (Fig 4) .
In our model, the papers and leaders with large influential zones more easily capture connections than those with small zones. This gives an expression of Matthew effect that new papers tend to cite the highly cited papers and new authors tend to coauthor with highly interlinked authors. Moreover, our model successfully reproduces those positive correlations (Fig 3) , because the leaders with large zones easily catch collaborators, so publish more papers and receive more citations.
Matthew effects lead to "the strongest takes over" emerging in the empirical data (Fig 5) . There exist In first three panels, e.g. in Panel c, each point (x, y) means an author published x papers, on average, receives y citations. In the last three panels, the data have been binned on abscissa axes to improve visibility for the positive slopes. between research-teams. We are especially interested in the "time periodicity" of some distributions, such as receiving citations to papers, receiving collaborators to authors.
