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The objective of the present project was to propose a new methodology for measuring 
misconceptions and subskills simultaneously using diagnostic information available from 
incorrect alternatives in multiple-choice tests designed for that purpose. Misconceptions are 
systematic and persistent errors that represent a learned intentional incorrect response (Brown & 
VanLehn, 1980; Ozkan & Ozkan, 2012). In prior research, Lee and Corter (2011) found that 
classification accuracy for their Bayesian Network misconception diagnosis models improved 
when latent higher-order subskills and specific wrong answers were included. Here, these 
contributions are adapted to a cognitively diagnostic measurement approach using the multiple-
choice Deterministic Inputs Noisy “And” Gate (MC-DINA) model, first developed by de la 
Torre (2009b), by specifying dependencies between attributes to measure latent misconceptions 
and subskills simultaneously. A simulation study was conducted employing the proposed 
methodology (referred to as MC-DINA-H) across sample sizes (500, 1000, 2,000, and 5,000 
examinees) and test lengths (15, 30, and 60 items) conditions. Eight attributes (4 misconceptions 
and 4 subskills) were included in the main simulation study. Attribute classification accuracy of 
the MC-DINA-H was compared to four less complex models and was found to more accurately 
classify attributes only when the attributes were relatively frequently required by multiple-choice 
options in the diagnostic assessment. The findings suggest that each attribute should be required 
by at least 15-20 percent of options in the diagnostic assessment.  
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Chapter 1: Introduction 
Educational research has shown misconceptions in procedural skills and conceptual 
knowledge to be persistent, difficult to remediate, and to pose challenges to learning (e.g., 
Clement, 1982a; Chi, 2005). Discrete latent attribute measurement models, sometime referred to 
as Cognitive Diagnosis Models (CDMs; DiBello & Stout, 2007), provide a potential way for 
researchers to diagnose latent misconceptions based on examinee responses to educational tests. 
However, the measurement model literature has focused almost exclusively on subskills (e.g., 
Choi, Y.S. Lee, & Park, 2015; Sedat & Arican, 2015). There have been some recent 
investigations into diagnosing misconceptions using CDMs (e.g., Kuo, Chen, & de la Torre, 
2018; Templin & Bradshaw, 2013); however, research on misconception diagnosis with CDMs 
is still developing, with consolidation needed of various advances made in the literature. One 
contribution to misconception diagnosis first made by Lee and Corter (2011), in their 
measurement of misconceptions with Bayesian Networks, was that classification accuracy 
increased when the specific answers selected by an examinee were used as input as opposed to 
simply using binary correct or incorrect responses. The first and best-known CDM that 
incorporates specific answers selected is the multiple-choice Deterministic Inputs Noisy “And” 
Gate (MC-DINA) developed by de la Torre (2009b).  However, there are two main limitations 
with the de la Torre (2009b) MC-DINA: first, a large number of parameters must be estimated 
compared to CDMs that score multiple-choice responses as binary correct and incorrect; and 
second, each item must contain one option coded to tap all the distinct attributes represented by 
that item. These limitations of the MC-DINA are mitigated by the second contribution to 
misconception diagnosis made by Lee and Corter (2011), namely that the diagnostic accuracy of 
their proposed Bayesian Network misconception model increased when latent subskills were 
 
 2 
included as higher-order attributes. Hierarchical structure between latent attributes can be 
represented in many CDMs (Leighton, Gierl, and Hunka, 2004). Conceptualizing latent subskills 
as higher-order attributes to latent misconceptions would reduce the number of parameters 
needed to be estimated and could allow for a set of options for a given item to possess distinct 
attributes (i.e., either subskills or misconceptions) without requiring some option coded to 
possess both a misconception and subskill (as the simple MC-DINA requires). As of this time 
there have been no attempts made in the literature to utilize the MC-DINA to measure 
misconceptions and subskills simultaneously. The following chapter provides a general 
background on misconceptions and CDMs, further explanation on the limitations of the MC-
DINA and hierarchical structure in CDMs, and the specific research objective.  
1.1 Background on Misconceptions 
The fundamental aspect of how misconceptions are defined is their distinction from 
random errors. In the misconception literature, researchers have often defined misconceptions by 
specifying some observed stable characteristic unique to misconceptions and not present in 
random errors (Brown & Burton, 1978; Ozkan & Ozkan, 2012). Consider the subtraction 
problem 26 – 17. An examinee providing the answer ‘8’ instead of the correct answer ‘9’, 
because they miscalculated by 1 would be defined as a random error, because the error is not 
repeated for similar items. However, an examinee providing the answer ‘11’ because in the first 
column they switched the larger bottom digit 7 to the top and the smaller top digit 6 to the 
bottom in order to subtract would be a misconception, if that error is repeated for similar items. 
This error pattern has been termed the “smaller from larger” misconception. Özmen (2004) 
provided a framework for how the stability of misconceptions manifest and highlighted three key 
aspects: how common a misconception is across individuals; how difficult the misconception is 
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to remediate through conventional instruction; and finally, whether the misconception remains 
with an individual over time. However, there does not appear to be a consensus on whether 
misconceptions must display some or all three of the aforementioned features of stability. 
Nevertheless, stability is a key defining feature of misconceptions often identified in the 
literature (e.g., Brown & Burton, 1978; Ozkan & Ozkan, 2012).  
1.2 Background on Cognitive Diagnosis Models (CDMs)  
Cognitive Diagnosis Models (CDMs) are defined as discrete latent variable models and 
are designed for granular assessment (de la Torre, 2009b). Unlike unidimensional Item Response 
Theory (IRT) models, where the aim is to scale examinees on some single latent continuous 
variable, CDMs allow for classification across multiple latent categorical variables. These 
discrete latent variables, also referred to as latent attributes or traits, are unobservable 
characteristics (e.g., ability, skills, misconceptions, disorders, etc.) possessed by an examinee or 
participant being measured by the test or instrument. Generally, an examinee’s response to an 
item in an IRT model is treated as a function of one general latent continuous variable but in a 
CDM it is treated as a function of a series of specific latent categorical variables. 
The aspect many CDMs share is the fundamental idea that items on a test are matched to 
a set of latent attributes needed to solve the item through a Q-matrix (Embretson, 1984; K. 
Tatsuoka, 1983). CDMs are special cases of latent class models with parameters that are 
restricted by a binary latent structure matrix referred to as the Q-matrix. The Q-matrix is often a 
binary J x K matrix where J is the number of items, K is the number of latent attributes, and qjk 
are the entries based on the jth row and kth column. The elements qjk are ones and zeroes: a one 
would indicate that the kth latent variable is needed to correctly answer the jth item and a zero 
would indicate the latent variable is not needed. The Q-matrix provides the framework for the 
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CDMs to generate the profile (i.e., diagnosis). The basic diagnostic assessment profile for each 
examinee that CDMs provide is the degree of mastery of the set of K latent skills for the 
examinee (usually assumed to be all-or-none) – the latent attribute vector. The examinee’s 
response is represented as Xij with i representing the examinee (i=1, …, I) and j representing the 
specific item (j=1, …, J). The latent attribute vector is represented as αi={αik}, which is a binary 
vector of length K (k=1, …, K), where mastery is represented dichotomously as 1 (the latent skill 
is mastered) or 0 (the latent skill is not mastered), thus αik ∈ {0, 1}. Vector αi is referred to as the 
knowledge state, attribute profile, attribute class, or skill vector. Degree of mastery is a phrase 
used to describe the elements αik because the latent attributes that are most often measured are 
skills. However, as mentioned, other latent attributes can be measured and the elements of αik 
would not be interpreted as mastery. For example, CDMs used for medical and psychiatric 
disorder related instruments would describe elements αik in terms of positive or negative test 
results (Templin & Henson, 2006).   
Correct specification of the Q-matrix is needed to ensure that any CDM employed using 
the Q-matrix produces valid results (DeCarlo, 2011; Im & Corter, 2011). The identification of Q-
matrices can be based on judgments from experts in the domain being tested or assessed; 
however, there has been some concern about potential imprecision from human rater judgement 
(Chiu, 2013). Consequently, there have been a number of recent techniques developed to validate 
Q-matrices developed and or automate the estimation of Q-matrices (e.g., Chung, 2019; Wang et 
al., 2018).  
Table 1.1 provides an example, taken from Ozaki (2015), of how attributes are assigned 
to test items in a Q-matrix using fraction subtraction test items from a widely used dataset on 
fraction subtraction (K. Tatsuoka, 1990). A value of 1 for an attribute (α1 = find a common 
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denominator, α2=column borrow to subtract the second numerator from the first, or α3= subtract 
numerators) indicates that the attribute is needed to respond correctly and a value of 0 indicates 
that the attribute is not needed. For example, item 1 would require all three latent attributes (α1, 
α2, and α3) possessed by an examinee to answer the item correctly but item 3 would only require 
one (α3). 
Table 1.1 Q-Matrix for Fraction Subtraction Data, Three Items, Three Skills. 
 Attributes 





















) 0 0 1 
Note. From Ozaki (2015) α1 = find a common denominator; α2 = column borrow to subtract the 
second numerator from the first; α3 = subtract numerators. 
1.2.1 DINA and DINO models  
Of the many CDMs developed, the Deterministic Inputs, Noisy “And” Gate (DINA; 
Junker & Sijtsma, 2001) model is perhaps the most widely used because of its parsimony in 
model structure, ease in interpretation, and performance based on model fit (e.g., de la Torre & 
Douglas, 2004, 2005). The assumptions of DINA can be contrasted with the Deterministic 
Inputs, Noisy “Or” Gate (DINO; Templin & Henson, 2006) model, as follows. The DINA model 
assumes a conjunctive condition and the DINO model assumes a disjunctive condition on the 
latent attributes. The conjunctive condition requires mastery of all attributes to maximize 
probability of a correct response; however, the disjunctive condition requires mastery of only one 
attribute to maximize probability of a correct response (de la Torre & Douglas, 2004; Maris, 
1999; Rupp & Templin, 2008). The differences between the models in terms of the conjunctive 
and disjunctive assumptions are also observed in their names with “and” representing the 
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conjunctive assumption and “or” representing the disjunctive assumption. For the DINA model 
the latent attribute vector and Q-matrix combine to produce the latent response vector 𝜼𝒊= {𝜂𝑖𝑗} 
where 
𝜂𝑖𝑗 =  ∏ 𝛼𝑖𝑘
𝑞𝑗𝑘𝐾
𝑘=1 . (1.1) 
The elements produced for the latent response vector based on equation 1.1 would either be 1 
that examinee i possesses all the latent traits assigned to item j, or 0 that examinee i is missing 
one of latent attributes assigned to item j. However, the latent response vector would not 
represent the actual response pattern because of the inherent noise brought on by slipping and 
guessing (de la Torre, 2009a). In the context of CDMs, slipping would happens when an 
examinee possesses the latent attribute required by an item but provides the incorrect answer to 
the item, and guessing occurs when an examinee who does not possess the latent attributes 
required by an item provides the correct answer to the item.  
In the DINA model the probability that examinee i with knowledge state αi provides the 
response to the item which represents that attribute is represented as 
P(Xij =1|ηij)=g𝑗
1−𝜂𝑖𝑗 (1 − 𝑠𝑗) 
𝜂𝑖𝑗; (1.2) 
where sj=P(Xij =0|ηij=1) is slip parameter and gj =P(Xij =1|ηij=0) is the guessing parameter for 
item j. Without the slip and guess parameters because, responses are only determined by the 
interaction with αi and the Q-matrix and the model probability will either be 0 or 1 (de la Torre, 
2009a). Differing from the DINA model, the response vector 𝝎𝒊={𝜔𝑖𝑗} in the DINO model takes 
the form of 
𝜔𝑖𝑗 = 1 − ∏ (1 − 𝛼𝑖𝑘)
𝑞𝑗𝑘𝐾
𝑘=1 . (1.3) 




1−𝜔𝑖𝑗 (1 − 𝑠𝑗) 
𝜔𝑖𝑗; (1.4) 
where sj=P(Xij =0|ωij=1) is slip parameter and gj =P(Xij =1|ωij=0) is the guessing parameter for 
item j.  
1.2.2 MC-DINA 
Most CDMs, such as DINA or DINO, are applied to predict examinee responses to 
multiple-choice items merely as correct or incorrect, and do not use information on the specific 
wrong answers selected. Extensions of these CDMs that use information on selected distractors 
in multiple-choice tests could potentially yield valuable diagnostic information that otherwise 
would be lost when treating multiple-choice data as binary correct or incorrect responses (e.g., 
(Thissen, Steinberg, & Fitzpatrick, 1989; Lee, 2003; de la Torre, 2009b; Ozaki 2015).  
In the abovementioned conjunctive CDMs, a correct response to an item indicates that the 
examinee possesses all the latent attribute for that item (or a successful guess) and an incorrect 
response indicates that the examinee possesses none of latent attributes for that item (or a slip). 
However, some incorrect answers might also provide information on the presence of latent 
attributes.  
Previously, a number of IRT models have been developed to account for specific answers 
selected: the nominal response models (NRM, Bock, 1972) and the multidimensional extension 
to the NRM (Thissen, Cai, and Bock, 2010). In the area of CDMs, the MC-DINA model was 
proposed by de la Torre (2009b). The MC-DINA model is an extension of the DINA model that 
uses information from the specific answer selected for an item. The MC-DINA requires the test 
designer to specify an extended Q-matrix that matches latent attributes to each option, correct or 
incorrect, that can be selected. An example of the extended Q-matrix with options coded for 









Table 1.2. The selection of the correct response 1
3
4
 would suggest mastery of three latent skills: 
borrow from whole number fraction α1, basic fraction subtraction α2, and reduce/simplify α3. 






, selection of the former 
would suggest mastery of α2 only and the selection of the latter would suggest mastery of α1 and 
α2. Based on a simulation study by de la Torre (2009b), the MC-DINA was shown to have 
improved classification accuracy compared to the DINA model. These findings provide further 
support for the idea that that incorporating additional diagnostic information in distractors can 
provide additional diagnostic data on examinees. 
























 ) 1 1 1 
Note. From de la Torre (2009b) α1 = borrow from whole number fraction; α2 = c basic fraction 
subtraction; α3 = reduce/simplify. 
 
A key aspect of the MC-DINA model is the classification of knowledge states into latent 
groups for each item. For the MC-DINA model the probability that examinee i select option h 
from a set of available options (1, 2, …H) for item j was represented as 
Pjh(αi) = P(Xij =h|αi) = P(Xij =h| rjj = g) = Pj(h|r),  (1.5) 
where r is the group of latent knowledge states. In the simpler DINA model, there are only two 
latent groups determined by each item: latent group rij = 1 consists of examinees who possess all 
required attributes for item j and latent group rij = 0 consists of examinees who do not possess at 
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least one attribute required to correctly answer item j. Therefore, the probability that examinee i 
answers item j correctly can be rewritten in terms of their latent group for the DINA model as 
P(Xij =1|αi) = P(Xij =1| rjj).  (1.6) 
In contrast, under the MC-DINA model the total number of latent groups determined by 
an item would be the total number of cognitively coded options for an item (Hj*) plus one, 
Hj*+1. The distinction between the value Hj and Hj* is that the former represents the total 
number of options for item j and the latter represents the total number of options coded to require 
distinct sets of attributes.  For example, if Hj=4, that is, for a 4-alternative multiple-choice item, 
some or all (=Hj*) of the three incorrect alternatives are coded to represent latent classes 
corresponding to partial knowledge states. All the 2K possible latent knowledge states would be 
divided into Hj*+1 latent groups for each item. The additional latent group added refers to the 
addition of a “null” latent group and is comprised of all the latent knowledge states that are not 
represented by any of the coded options in the item.  
Table 1.3 provides an example, modified from Ozaki (2015), which illustrates attempted 
classification of knowledge states into latent groups for a given item under the MC-DINA model. 
In the column heading of the table are the total eight possible knowledge states for the three 
attributes, and in the row heading of the table are four coded options each representing a distinct 
latent group with a fifth latent group that represents the null latent group. A value of one in the 
table indicates under which row latent group do the column knowledge state fall under. For 
example, option A requires all three attributes (α1, α2, α3). Therefore, the column knowledge state 
(1,1,1) is classified under the latent group linked to option A and no other knowledge state can 








(α1, α2, α3): 
α1 1 1 1 0 1 0 0 0 
α2 1 1 0 1 0 1 0 0 
 α3 1 0 1 1 0 0 1 0 
Option A (1,1,1) 1 0 0 0 0 0 0 0 
Option B (1,1,0) 0 1 0 0 0 0 0 0 
Option C (1,0,0) 0 0 1 0 1 0 0 0 
Option D (0,0,1) 0 0 1 1 0 0 1 0 
     ---- (0,*,*) 0 0 0 0 0 1 0 1 
Note. Modified from Ozaki (2015). Columns represent knowledge states, rows represent latent 
groups of knowledge states identifiable by the alternatives for an item. A value of zero for all 
coded options (represented by the last row) means that the attribute class represented in the 
column falls in the “null” latent group for that item. See text for explanation of entries 
highlighted in red. 
 
One limitation to the MC-DINA model, mentioned by Ozaki (2015) is that knowledge 
states should be linearly ordered. The limitation is illustrated by the two entries in Table 1.3 
highlighted in red. In Table 1.3, the depicted item contains option C that only requires α1 and 
option D that only requires α3. According to Ozaki, in this case there must be another option (X) 
available that requires both α1 and α3. Without the additional option X, examinees with 
knowledge states of both α1 and α3 can be categorized into either the latent groups of knowledge 
states associated with option C or option D. Thus, de la Torre (2009b) MC-DINA cannot be used 
because the parameters are not identifiable. This is because in MC-DINA the parameters for the 
model are based on the selection probabilities for option h given latent group r, Pj(h|r). This is 
different from selection probabilities for option h based on knowledge state α, Pj(h|αk); which 
would not restrict knowledge states to fall into latent groups. The constraint of not allowing 
options for each item to contain distinct attributes without at least one option coded to require all 
the distinct attributes for that item limits the types of multiple-choice test items the MC-DINA 
can be used for.  
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A second limitation of the de la Torre (2009b) MC-DINA model mentioned by Ozaki 
(2015) is the large number of parameters to be estimated. The total number of item parameters 
estimated by the model are ∑ 𝐻(𝐻𝑗
∗ + 1)𝐽𝑗=1  with ∑ 𝐻𝑗
∗ + 𝐽𝐽𝑗=1  parameters that are not free to 
vary. The number of parameters needing to be estimated depends heavily on the number of items 
J and options H in the test, with more items and options requiring more parameters needed to be 
estimated. For example, a test with H=4 options and H*=3 options coded to represent distinct 
attributes for each J=20 items would require the estimation of 240 item parameters. In addition, 
there are 2K knowledge state parameters estimated. Therefore, larger sample sizes would be 
needed to estimate the large number of parameters, which limits the practical use of the MC-
DINA.  
1.2.3 Hierarchical Attributes 
Positing hierarchical structure between attributes offers a means to mitigate both the large 
number of parameters that must be estimated and the option coding limitations of the MC-DINA. 
The idea of examining hierarchical structures between attributes to eliminate patterns that cannot 
exist was introduced by Leighton, Gierl, and Hunka (2004) with the Attribute Hierarchy Method 
(AHM) model. The AHM was an elaboration of the Rule-Space Model (K. Tatsuoka, 1983), 
where dependencies between attributes were assumed to be based on hierarchical structure. A 
hierarchical relationship between attributes x and y means that an examinee cannot possess 
attribute (skill) y unless they already have mastered skill x. For example, provided in Figure 1.1 
is a “divergent” attribute hierarchy with three attributes: α1, α2, and α3. The divergent hierarchical 
structure is one type of hierarchical structures discussed by Leighton et al. (2004). The higher-
order attribute α1 represents a more basic skill that is prerequisite for the lower-order attributes α2 
and α3. Therefore, based on the attribute hierarchy, an examinee cannot possess either α2 or α3 
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without possessing α1. Without considering the hierarchical structure, there would be eight 
different possible knowledge states given three attributes (e.g., 111,110,101, etc.). However, 
when the hierarchical structure is considered, knowledge states that involves the presence of α2 
or α3 without the presence of α1 (e.g., 011, 001, and 010) cannot exist, which reduces the number 
of knowledge states from eight to five. Possible and impossible knowledge states based on the 
dependencies are also illustrated in Table 1.4. In regard to the MC-DINA, eliminating impossible 
knowledge states reduce the attribute class parameters estimated and potentially allows for 
options to be coded for distinct attributes. For example, if an item contains one option that 
requires α1 and second option that requires α2, then there will not be a need for a third option that 
requires both α1 and α2 only if knowledge states that contain both α1 and α2 are eliminated from 
the model.  
 















Table 1.4 Possible and Impossible Knowledge States from Three Attributes 
 
 Status based on Dependencies Knowledge States 
Possible 1, 1, 1 
 1, 1, 0 
 1, 0, 1 
 1, 0, 0 
  0, 0, 0 
Impossible 0, 1, 1 
 0, 1, 0 
  0, 0, 1 
Note. Possible and Impossible Knowledge States are based on dependencies in Figure 1.1. 
 
In order to specify hierarchical relationships between misconceptions and subskills there 
must be some justification backed by content experts or prior research. Specifying hierarchical 
structures between attributes is a powerful tool to make CDMs more effective. Research on 
attribute hierarchies specific to CDMs has been relatively recent (e.g., de la Torre & Douglas, 
2004; Leighton et al., 2004; Templin & Bradshaw, 2014; Lee, 2003). However, there has been 
much research on learning that has pointed to hierarchies in skills (e.g., Aunola, Leskinen, 
Lerkkanen, & Nurmi, 2004; Kaiser & Dillmann, 1995).  
In regard to misconceptions, Repair Theory, developed by Brown & VanLehn (1980), 
assumes that not mastering subskills needed to solve a problem would lead to impasses; these 
impasses could result in the manifestation of erroneous improvised procedures (i.e., 
misconceptions) that are learned in order to solve problems. This account posits a hierarchical 
relationship between skills and misconceptions (Lee & Corter, 2011). Because they are 
improvised erroneous procedures and may have little stability (Brown & Burton, 1978). The 
relationship between the presence or non-presence of subskills and misconceptions has been 
suggested in past studies (Brown & Burton, 1978). There is an important distinction between 
possessing a misconception and not possessing a subskill. If misconceptions were just lack of 
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subskills then modeling misconceptions would be redundant (Bradshaw & Templin, 2014). 
Instead, not possessing subskills could lead to a learned misconception. This would be in line 
with aforementioned findings, which have suggested that misconceptions can continue to exist 
with the formation of correct concepts and even when correct answers are produced (e.g., Foisy, 
Potvin, Riopel, & Masson, 2015; Clement, 1982a; Potvin, Sauriol, & Riopel, 2015; Vosniadou & 
Verschaffel, 2004). It is important to note that many of the measurement models of 
misconceptions have focused on math tests (e.g., Brown & Burton, 1978). Kuo, Chen, Yang, and 
Mok (2016) argued that math misconceptions are more likely to derive from lack of subskills, 
while misconceptions in other subjects are likely to derive from prior knowledge. In summary, at 
least in some domains there is strong support to suggest that misconceptions can derive from not 
possessing certain subskills. Therefore, incorporating higher-order subskills may be needed to 
accurately diagnose misconceptions (Lee, 2003; Lee & Corter, 2011). 
1.3 Research Objective 
The overall aim of the present project was to adapt the two conceptual contributions 
made by Lee and Corter (2011) in the context of Bayesian Networks to develop a new diagnosis 
method for subskills and misconceptions using a CDM framework. Specifically, the new method 
exploits assumed hierarchical structure among the skill and misconception attributes, to measure 
latent lower-order misconceptions and latent higher-order subskills simultaneously with the MC-
DINA. The first objective was to describe a method to effectively measure skills and 
misconceptions using the MC-DINA model with appropriate diagnostic assessment design. The 
second objective was to conduct a simulation study to compare the performance of the MC-
DINA model measuring misconceptions and subskills with hierarchical structure to simpler 
models: 1) the DINA model assessing subskills only, 2) bug-DINO (bug Deterministic Inputs, 
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Noisy “Or” Gate model; Kuo et al., 2016), 3) MC-DINA with subskills only, and 4) MC-DINA 
assessing misconceptions only. The comparison of the proposed model to simpler models should 
provide insight into whether measuring misconceptions and subskills simultaneously would 
provide better performance compared to measuring misconceptions and subskills individually. It 
was expected that the MC-DINA model measuring misconceptions and subskills with 
hierarchical structure would provide higher accuracy for more attributes observed, because prior 
investigations have found that their misconception measurement accuracy improved when 
subskills were also measured with misconceptions (e.g., Kuo et al. 2018; Lee & Corter, 2011). 
The results of the study could provide researchers with a new method demonstrating how to 
















Chapter 2: Literature Review 
Though there has been a great deal of research on misconceptions, measurement models 
designed to diagnose misconceptions are relatively more recent (e.g., Bradshaw & Templin, 
2014; Kuo et al., 2018; Lee & Corter, 2011). Misconception diagnosis could aid instruction and 
education reform through more practical and less theoretical means. Developing diagnostic 
procedures for misconceptions present a challenge because misconceptions may be difficult 
detect. Though misconceptions represent a learned incorrect skill that are defined to be 
systematic and are expected to reappear across item responses, it does not necessarily guarantee 
that they will reappear. Misconceptions have been shown to not reappear when an examinee is 
retested after a few days or even within the same day (Brown & Burton, 1978). Furthermore, 
misconceptions are sensitive to the context of the problem being asked and are susceptible to the 
same noise that may affect the measurement of other cognitive processes. For example, in much 
of the psychometrics literature dedicated to measuring ability, two underlining phenomena that 
have been noted and attempts to parameterize are slip (erroneously selecting the incorrect 
answer) and guessing (randomly selecting the correct answer; Barton & Lord, 1981; Birnbaum, 
1968). It has been emphasized that because misconceptions are unstable researchers should not 
expect to detect them (Brown & Burton, 1978; Brown & VanLehn, 1980). Therefore, diagnosis 
models developed need to account for the instability of misconceptions. The aim of the proposed 
model is to assess latent misconception by utilizing data on specific answers selected and 
incorporating higher-order latent subskills using the MC-DINA. The following chapter will 
review literature on misconceptions, early misconception diagnosis models, more recent 
diagnosis models, and how the proposed analysis will build on prior investigations.  




One likely contributing factor to the growing popularity and perceived importance of 
research on misconceptions is the potential value it has in improving learning. Growing trends in 
reading, math, and science literacy among students in the U.S. have either been stagnant or 
decreased (National Center for Education Statistics [NCES], 2015). Additionally, disparity gaps 
between ethnic and gender groups in enrollment and performance in science continue to persist 
(NCES, 2012). The declining trends in math and science education become increasingly 
worrisome when considering that employment requiring science degrees are expected to increase 
at a higher rate compared to other fields (Wang, 2013). The potential of increased demand with 
falling enrollment and performance for students in math and science fields have broadened 
research on methods of instruction that can improve student learning and assessment into the 
consideration of factors that could impair student learning. Therefore, research on student 
learning difficulties in math and science may play a pivotal role in shaping education reform. In 
the area of exploring student learning difficulties, misconceptions play a significant role because 
of their wide pervasiveness, deeply engrained nature, resistant to correction from conventional 
instruction, and persistence even after years of school (Clement, 1982b; Guzzetti, 2000; Halloun 
& Hestenes, 1985; Schwartz, Sadler, & Tai, 2008; Treagust, Chandrasegaran, Crowley, Yung, 
Cheong, & Othman, 2010). Consequently, instructional programs that can successfully remediate 
misconceptions could potentially combat declining or stagnating math and science literacy trends 
among students.  
2.1.1 Types of misconceptions 
 
Though the aim is to focus on misconceptions defined as erroneous learned skills, the 
term misconception has also been used to refer to student conceptual interpretations that differ 
from accepted interpretations (e.g., Li, Ding, M. Copraro, and R. Copraro 2008). The skill-based 
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definition of misconception are explanations for incorrect responses to a diagnostic assessment; 
however, the interpretation-based definition of misconceptions may or may not result in a correct 
answer. Li et al. (2008) used the interpretation-based definition of misconceptions and found that 
Chinese sixth-grade students were more likely to correctly interpret the equal sign in math as a 
relational symbol and not as a simple operator or signal to perform an operation compared to 
U.S. sixth grade students. The source of the misconception was identified by Li et al. as U.S. 
teacher preparation textbooks that did not explicitly define the equal sign as an equivalency, as 
Chinese textbooks do. Additionally, there have been many other investigations into 
interpretation-based misconceptions and how they may form in the domain of math (e.g., Lamb 
et al., 2012; Ely, 2010). Therefore, it is important to distinguish the erroneous skill-based 
definition used by this study from the interpretation-based definition also used by other studies.  
2.1.2 Engrained nature of misconception 
 
Misconception remediation is of great concern because of the engrained nature of these 
misconceptions. As mentioned, a defining characteristic of misconceptions is their persistent 
nature. Longitudinal studies tracking misconceptions in math science have shown that certain 
misconceptions carry over even after students advance to subsequent grade levels (Ozgur, 2013; 
Steinle & Stacey, 2003). However, these findings have not addressed the reason why 
misconceptions may be so difficult to remediate. Possibly relevant are results from a functional 
magnetic resonance imaging (fMRI) study by Masson, Potvin, Riopel, and Foisy (2014) showing 
that brain areas related to inhibition were activated to a greater extent among experts compared 
to novices, when participants evaluated the correctness of ‘nonsensical’ electrical circuit. That 
study found evidence to suggest that a prior conception does not disappear and has to be 
inhibited after new information that challenges the original concept is presented. This finding 
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highlights the neurological response that misconceptions can produce and provides physiological 
support to the observed persistent and engrained nature of misconceptions. These findings also 
highlight the value of interdisciplinary approaches to misconception research.  
2.1.3 Misconception remediation 
 
Instructional methods designed to identify and remediate misconceptions could have 
positive pedagogical implications on student learning, and potentially broaden the understanding 
of misconceptions. It is widely believed that understanding why mistakes are made is 
fundamental for successful intervention and remediation (X. Li, & Y. Li, 2008; Brown & Burton, 
1978). Instructional methods designed to address known misconceptions have been shown to be 
successful in disabusing student misconceptions (e.g., Chi, Slotta, & de Leeuw, 1994; Kinzie, 
1990). Instructors with less experience were less likely to give students the opportunity to 
discuss their questions (Valanides, 2000). The student’s active participation may be critical 
component to identify and remediate misconception (Bergquist & Heikkinen, 1990). To an 
extent, instructors may be aware of misconceptions; however, knowledge of misconceptions may 
not necessarily lead to lesson plans that address them (Riccomini, 2005). For example, 
Riccomini (2005) observed the ability of 90 elementary school teachers to recognize systematic 
errors in subtraction problems and prescribe instructional focus and found that the teachers were 
able to successfully detect systematic errors but did not base their instructional focus on the 
identified errors. In the study, half the teachers preferred to address basic subtraction facts 
regardless of error observed (Riccomini, 2005). There may be conflicting beliefs among 
educators regarding whether misconceptions need to be explicitly addressed in the lesson plan 
and whether conventional approaches are indeed sufficient. Though the importance of being able 
to identify misconceptions has definitely been highlighted, it may only be the first step of many 
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needed to successfully remediate the misconception. Improved efforts would be needed to better 
communicate the persistent nature of some misconceptions to instructors and the deficiency 
conventional instruction may have in remediating misconceptions.  
Even when an instructor makes an effort to integrate known misconceptions in the lesson 
plan, the approach implemented should be carefully considered, otherwise it may not lead to 
effective misconception remediation (Griffiths, Thomey, Cooke, and Normore, 1988). Griffiths 
et al. (1988) observed the performance of 723 high school students after being placed in 
remediation plans that either addressed misconceptions or did not address misconceptions related 
to three specific topics in science (biology, chemistry, and physics) and found no difference 
between the remediation treatments. These results suggest that simply addressing misconceptions 
may be insufficient to successfully remediate misconceptions.  
However, lessons utilizing instructional techniques that integrated analogy bridging and 
prior knowledge into the lesson plan have been shown to improve outcomes among students in 
physics and chemistry (Brown, 1992; Çetingul & Geban, 2011; Clement, 1987; Clement, 1993; 
Dilber & Duzgun, 2008; Pabuccu & Geban, 2006; Stavy, 1991). Brown and Clement (1989) 
reviewed case studies from tutoring and identified common factors observed in successful 
misconception remediation through analogic reasoning: a functional analogy must exist that can 
connect the students intuition to the target material, the analogy must be effective in that the 
misconception must be made explicit, the analogy may need to be adjusted until it resonates with 
the student, and finally simply communicating the analogy through a lecture or text may be 
insufficient and more interactive approaches (e.g., discussions) are needed to effectively 
remediate the misconception.  
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A potential way to effectively remediate misconceptions may be interactive learning 
environments that focus on discussion. Interactive learning environments may allow student an 
opportunity to communicate their misconception, because preconceptions by science students 
may seem significant and logical to the student even though they are not in conformity with 
accepted scientific explanation (Osborne, 1982; Schoon & Boone, 1998). Consequently, when 
these preconceptions are not addressed it could affect communications between the student and 
the instructor (Hunt & Minstrell, 1996). Due to increased use of technology in student learning, 
research on interactive learning is a growing area of research aimed at leveraging advances in 
technology to improve the efficacy of instruction. Interactive learning (sometimes referred to as 
active learning) is a pedagogical approach centered on having students actively engage with 
instruction and or other peers, which is in contrast to the passive approach of lecture-based 
lessons (e.g., Chi & Wylie, 2014; R. Johnson & D. Johnson, 2008). Interactive learning could 
take the form of educational technology through learning environments software, or through 
lesson plans integrating active participation (e.g., discussions, group work, etc.; Kinzie, 1990). 
Furthermore, hundreds of studies have documented successful outcomes utilizing interactive 
learning (D. Johnson & R. Johnson, 1989). These findings suggest that the approach taken for 
misconception remediation should be carefully considered, and instruction plans that may 
employ analogical reasoning and or interactive learning have shown to be successful.  
2.1.4 Misconception prevention 
 
In addition to the remediation of misconceptions that have already formed, another 
approach would be to explore preventative measures against initial misconception formation. 
The goal would be to evaluate effective strategies that can be employed by educators to 
minimize misconception formation during instruction. As mentioned, misconceptions can form 
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in advance of any instruction, or can form through a combination of instruction and prior 
knowledge. Preventative measures would be focused on misconceptions that specifically form 
during instruction. These preventative measures could take the form of policy or instructional 
approaches. One possible policy change that may have potential is course content reduction. 
Science education reform through reduction in content have been previously proposed to allow 
students more time with fundamental concepts before moving on to more advanced topics 
(Driver & Oldham, 1986; Özmen, 2004). These content reduction reforms could allow more time 
for concept building and potentially prevent the forming of misconceptions, which is likely 
partially attributed to the degree of challenge that exists in many math and science courses. 
Arguments have been made in favor of reducing content in introductory physics and chemistry 
courses (Brewe, 2008; Özmen, 2004). However, any science curriculum reform requiring some 
form of content reduction would require strong and consistent evidence supporting content 
reduction.  
One approach that could be used in adjunct with content reduction is the Modeling 
Instruction model. The Modeling Instruction model is a pedagogical approach focused on having 
students develop their own models and test them (Hestenes, 1987; Hestenes, 1996; Wells, 
Hestenes, & Swackhamer, 1995). Modeling Instruction can be considered another type of 
interactive learning. Improved concept formation was observed among physics students in high 
school and compared to conventional physics instruction (Desbien, 2002; Jackson, Dukerich, & 
Hestenes, 2008). A combination of content reduction and Modeling Instruction may not be 
feasible for every subject, particularly subjects that are more difficult to develop experimental 
models for. There is also no research examining long term impact of content reduction and other 
factors that could be impacted. According to Brewe (2008), implementation of the benefits from 
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content retention by Modeling Instruction would outweigh concerns for overall content 
reduction. However, further research is needed on long-term impact and scalability of 
approaches focused on content reduction and Modeling Instruction. 
Other suggestions have been made by researchers regarding misconception prevention 
outside of content reduction and the Modeling Instruction intervention. According to Wandersee 
(1986), because misconceptions observed among students are similar to historic misconceptions, 
integrating historical content of a subject during instruction of a subject might disabuse 
misconceptions before they form.  This approach would suggest that topics normally covered in 
courses such as history could also be utilized for science subjects. Thus, teaching science history 
has been regarded as an important way to not only understand misconceptions but also prevent 
their formation (Wandersee, 1986; Wiser, 1995). Research into the effectiveness of teaching 
science history in regard to preventing misconceptions could provide support for the importance 
of science history to science learning.  
2.2 Early misconception diagnosis models 
 
The development of diagnosis models for misconceptions began in the late 1970’s. Two 
popular early models for diagnosing misconceptions were BUGGY and DEBUGGY (Brown & 
Burton, 1978; Brown, 1981; VanLehn & Friend, 1980). These diagnosis models comprised of 
networks that mapped out every possible sub-procedure linked to correct or incorrect responses 
for place-value subtraction items. Once the procedural network has been mapped out the 
diagnosis model was able to recognize misconceptions based on an examinee’s responses. 
Misconceptions observed by BUGGY and DEBUGGY would allow for a prediction of which 
arithmetic problem an examinee may get wrong and the exact answer the examinee will provide 
(Brown & Burton, 1980; Brown & VanLehn, 1980). Diagnosis models were able to discriminate 
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between misconceptions and random errors because an entire exam is taken into account before a 
misconception is diagnosed (Brown & VanLehn, 1980).  Given that misconceptions, unlike 
random errors, were expected to reappear misconception cannot be diagnosed by the way an 
examinee responds to just a single item. BUGGY and DEBUGGY have been used to assess 
thousands of examinee responses and have also allowed for an extensive catalogue of precisely 
defined misconceptions (Brown & Burton, 1980; Brown & VanLehn, 1980). Furthermore, 
increase use of the diagnosis models has led to increased data from examinee responses, which 
has allowed for further refinement of the model through discoveries of additional misconceptions 
and in turn probable convergence of the model by potentially accounting for many 
misconceptions (Brown & VanLehn, 1980). Educators and students have contributed to the 
prediction strength of BUGGY and DEBUGGY, and these models provide practical use for 
identifying specific misconceptions in an applied setting (Brown & Burton, 1978). One 
limitation of this type of diagnosis model is that it is not a probabilistic measurement model that 
cannot generate parameters that can represent the items in the exam and latent misconception 
possessed by examinees. The proposed model aims to leverage advances in the field of 
psychometrics to more accurately model misconceptions as latent attributes. 
2.3 Classical Test Theory and Item Response Theory 
 
The purpose of probabilistic measurement models in the field of psychometrics is to gain 
insight into some latent variable not directly observable from examinee responses to tests and 
instruments. These measurement models have provided tools for researchers to explore 
misconceptions. One way in which misconceptions have been measured is through subscale 
scores that measure the percentage of incorrect responses to items with distractors that represent 
misconceptions (Mulford & Robinson, 2002; Prince, Vigeant, & Nottis, 2012). Much of the 
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research on sub-scores has been developed within the framework of the early measurement 
model Classical Test Theory (CTT; Crocker & Algina, 1986). Sub-score assessment has been 
aided by CTT framework through the objective criterion that can determine the importance of 
sub-scores by comparing whether the sub-score has improved reliability in predicting estimated 
true score compared to the total score (Haberman, 2005; 2008).  
Misconceptions have also been assessed with unidimensional IRT. Through the use of the 
IRT Option Characteristic Curves (OCCs), misconceptions are quantified at an individual item 
based on distractor selection (e.g., Levine & Drasgow, 1983; Sadler, 1998). However, according 
to Bradshaw and Templin (2014), both approaches are limited and only provide descriptive 
information on misconceptions and not actual diagnosis. In order for misconception sub-scores 
to be used for diagnosis, cut scores must be developed. Furthermore, Bradshaw and Templin 
(2014) noted that the use of cut-scores can be problematic because there has been research 
indicating their inaccuracy (e.g., Cizek, Bunch, & Koons, 2004). In addition, OCCs do not 
aggregate responses across items to provide information on misconception and are difficult to 
produce. Though these approaches may provide insight into misconceptions they are limited in 
their ability to diagnose misconceptions as latent attributes. 
2.4 Cognitively Diagnosis Models (CDMs) 
 
CDMs provide some advantages over IRT models in regard to potentially modeling 
misconceptions. CDMs can be used to understand item performance in terms of subskills, 
cognitive processes, and problem-solving strategies, which otherwise may be overlooked (de la 
Torre, 2009b). This profile-centered approach has potential in providing insight into multiple 
misconceptions an examinee may possess. In regard to multidimensionality, note that there have 
been multidimensional IRT models that have been developed. For example, an extension to 
 
 26 
unidimensional IRT is Multidimensional IRT (MIRT). MIRT models can also be seen as a 
special case of factor analysis or structural equation modeling (Reckase, 1997). MIRT models 
can scale examinees on multiple latent traits and could be used to model multiple 
misconceptions. However, the scaling of multiple latent continuous variables with 
multidimensional IRT require more data for parameter estimation (e.g., more examinees and 
more items) than what would be required for classification of categorical latent variables with 
CDMs (Bolt & Lall, 2003; Bradshaw & Cohen, 2010; Kunina-Habenicht, Rupp, & Wilhelm, 
2012). Consequently, the classification approach offered by CDMs increase their utility in 
practical settings compared to multidimensional IRT models (Templin & Bradshaw, 2013).  
2.4.1 DINA Distractor Analyses 
 
Because misconceptions in multiple-choice tests may play a role in how “distractors” 
(alternative options) are constructed, general analyses of distractors using CDMs could provide 
valuable insight into developing assessment of CDMs incorporating specific answers selected. In 
an investigation conducted by Y.S. Lee, Park, and Taylan (2011) on the Trends in Mathematics 
and Science Study (TIMSS) 2007 dataset, the DINA model was used to model attribute-level 
mastery of examinees. The findings showed differences between attribute level mastery and 
whether items were answered correctly, and further post-hoc distractor analyses using the DINA 
model were conducted. The purpose of these distractor analyses was to assess why students who 
have mastered attributes based on the model would answer certain items requiring those 
attributes incorrectly. The distractor analyses were performed by comparing the conditional 
probabilities of students that mastered and did not master the attributes required by the item with 
the specific option they selected. The slip and guessing parameters were also assessed. The 
results showed that examinees who had mastered required attributes were more likely to select 
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specific distractors than those that did not master the required attributes. Items with distractors 
highly selected by examinees that mastered the attributes were also found to have higher slip 
parameters. These findings by Y.S. Lee et al. (2011) provide further justification for the 
importance of assessing distractors with CDMs. The proposed analyses in the present work aim 
to further distinguish distractors from those that require partial knowledge (i.e., subskills) and 
those that indicate erroneous learned skills (i.e., misconceptions).  
2.4.2 Bug-DINO 
 
Though many CDMs have been used for diagnosis of skills in educational measurement, 
the disjunctive condition assumption of the DINO model has been argued by some researchers to 
be more appropriate for diagnosis of medical and psychological symptoms (e.g., de la Torre, van 
der Ark, & Rossi, 2015; Templin & Henson, 2006).  For example, under the disjunctive DINO 
assumption, an item designed to assess symptoms could be rated highly by participants 
exhibiting different symptom attributes linked to that item. This is different from the conjunctive 
assumption in the DINA model that would require mastery of all skill attributes linked to an item 
to answer the item correctly. Another important difference regarding instruments used to assess 
medical and psychological symptoms (e.g., the Gambling Research Instrument) compared to 
educational testing is that many such instruments have polytomous items (i.e., employ ordinal 
rating scales). According to Templin and Henson (2006), a graded response model extension to 
accommodate polytomous data would increase the number of parameters commensurate to the 
length of the polytomous scale. Instead they proposed that each level on the scale per item 
represented as m (m=0,…,M) should be treated as independent binary pseudo-items, each 
assumed to have the probability of a correct response as defined by the model 
P(Xij =m|ω𝑖𝑗)=(𝑚
𝑀 )[P]m [1-P]M-m ; (2.1) 
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where P=P(Xij =1|ωij), sj=P(Xij =0|ηij=1), and gj =P(Xij =1|ηij=0). Templin and Henson’s (2006) 
restructuring of the DINO model to accommodate polytomous data as multiple binomial items 
illustrates how CDMs can be transformed to accommodate different types of data (e.g., multiple-
choice, polytomous, etc.).  
As mentioned, the nature of the attribute being measured and whether the conjunctive or 
disjunctive assumptions is more appropriate should be used to inform the selection of CDMs. 
Kuo et al. (2016) proposed that misconceptions could be treated as disorders, which then would 
result in the disjunctive condition allowed by the DINO model to be more appropriate. With the 
disjunctive condition a student cannot answer the item if they possess at least one of the 
measured latent misconceptions. Accordingly, Kuo et al. (2016) proposed a modification to the 
DINO model to allow for the modeling of latent misconceptions, the bug-DINO model. The 
DINO and bug-DINO models have the same formulas but the associations of the slip and 
guessing parameters are reversed. This was done to better accommodate the bug-DINO model to 
interpret misconceptions from incorrect answers. For example, in the DINO model, the examinee 
possessing at least one of the latent attributes would result in a positive endorsement of the item; 
however, in the bug-DINO model possessing at least one misconception would result in a 
negative endorsement. Consider the item response function of the bug-DINO model 
P(Xij =1|ωij)=(g𝑗
∗ )1−𝜔𝑖𝑗(1 − s𝑗
∗) 𝜔𝑖𝑗; (2.2) 
where the slip parameter s𝑗
∗ is now the probability of an incorrect response to item j when there is 
no misconception P(Xij =0|ωij=0) and the guess parameter g𝑗
∗ is now the probability of a correct 
response to item j when there is a misconception P(Xij =1|ωij=1). The bug-DINO model has also 
been noted as a reformulation of the DINA model, when the latent response vector 𝜂𝑖𝑗 in the 
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DINA model, as shown in formula (1.1), is modified to 𝜂𝑖𝑗 = ∏ (1 − 𝛼′𝑖𝑘)
𝑞𝑗𝑘𝐾
𝑘=1  it is equivalent 
to the bug-DINO (Kuo, et al., 2016).  
2.4.3 SISM  
 
One limitation with the bug-DINO model was that it was designed to only measure 
misconceptions; subskills would have to be modeled separately. Specifically, the bug-DINO 
could be used to model misconceptions and the DINA could be used to model subskills 
separately. This process would not be efficient because each model would ignore the latent 
attributes modeled by the other. For this reason, Kuo et al. (2018) proposed the Simultaneously 
Identifying Skills and Misconceptions (SISM) model. The aim of the SISM was to model both 
skills and misconceptions together. Furthermore, the SISM would differentiate between both 
latent attributes and potentially capture the distinction between possession of a misconception 
and non-mastery of a skill. The potential independence between skills and misconceptions was 
the basis for the parameters to be estimated by the SISM model. Unlike the bug-DINO the SISM 
returns to estimating probability of correctness, and unlike both the DINA and bug-DINO 
models the SISM parameters are not defined as slip and guessing. Instead Kuo et al. (2018) 
proposed that the probability of a correct response in a model measuring both skills and 
misconceptions would be based on four parameters: the probability of answering correctly given 
mastery of all skills with no misconceptions possessed, h𝑗 =P(Xij =1|η𝑖𝑗 = 1, ωij = 0); the 
probability given mastery of all skills and at least one misconceptions possessed, γ𝑗 =P(Xij 
=1|η𝑖𝑗 = 1, ωij = 1); the probability assuming non-mastery of all the skills with no 
misconceptions possessed, g𝑗 =P(Xij =1|η𝑖𝑗 = 0, ωij = 0); and the probability given non-
mastery of all the skills with at least one misconception possessed, ε𝑗 =P(Xij =1|η𝑖𝑗 = 0, ωij =











where the first elements of αi represent skills KS and the last elements represent misconceptions 
K-KS=KM and the latent response variables are defined as 𝜂𝑖𝑗 = ∏ 𝛼𝑖𝑘
𝑞𝑗𝑘𝐾𝑆
𝑘=1  and 𝜔𝑖𝑗 = 1 −
∏ (1 − 𝛼𝑖𝑘)
𝑞𝑗𝑘𝐾
𝑘=𝐾𝑆+1
. The notation for (7) developed by Kuo et al. (2018) has been modified to 
be consistent with previous notation introduced. 
Based on the model structure, the SISM is equivalent to the DINA model when the model 
is only measuring skills and 𝜔𝑖𝑗 is set to zero, and it is equivalent to the bug-DINO model when 
the model is only measuring misconceptions and 𝜂𝑖𝑗 is set to zero (Kuo et al., 2018). It is also 
important to note that though some skills and misconceptions may be independent others may 
have relationships with one another. Kuo et al. (2018) also set unlikely knowledge states to zero 
when evaluating their model. Knowledge states were identified as unlikely if it contained the 
presence of certain subskills and misconceptions designated as unlikely to coexist. The aim of 
the present project was to provide a more in-depth exploration into the basis and implication for 
setting unlikely knowledge states to zero by identifying attribute hierarchies (i.e., independence 
and dependence) and incorporating specific answers selected into the model. Kuo et al. (2018) 
tested their model with empirical fraction multiplication test data from a Taiwanese elementary 
school. The SISM model was found to have better agreement with human raters than the DINA 
when classifying skills, and better agreement than the bug-DINO models when classifying 
misconceptions. These finding suggest that the SISM model has good potential for effectively 
modeling misconceptions. Though SISM improved on the bug-DINO by allowing subskills and 
misconceptions to be measured simultaneously, specific answers selected were not incorporated 
into the framework. Therefore, distractors that could possess additional information on attributes 
would not be included. The model proposed in the present research project aimed to measure 
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subskills and misconceptions from specific answers selected in order to leverage all the 
diagnostic information available in distractors. 
2.4.4 GDCM- MC 
 
DiBello, Henson, and Stout (2015) proposed the Generalized Diagnostic Classification 
Models for Multiple Choice Option-Based Scoring (GDCM- MC) to model multiple-choice 
response data and the (EDINA-MC) to model binary data. Both models were developed to 
measure skills and misconceptions. Similar to de la Torre’s (2009b) MC-DINA, the DiBello et 
al. (2015) GDCM- MC employed an extended Q-matrix to link attributes to the specific options; 
however, DiBello et al. (2015) also extended the binary values 1/0 of the Q-matrix to include a 
third value N. The additional value was included to account for a cognitively neutral state where 
the attribute is neither required by the option (value=1) nor inhibits the presence of the attribute 
if the option is selected (value=0). According to Kuo et al. (2018), one important limitation of 
the models proposed by DiBello et al. (2015) was that the proposed model estimation method 
employed the less efficient Bayesian Markov Chain Monte Carlo (MCMC) method, rather than 
more direct methods such as EM. Furthermore, Yigit, Sorrel, and de la Torre (2019) suggested 
that the DiBello et al. (2015) method performs worse as item complexity increases (perhaps 
because of the reliance on MCMC), and that this problem may be exacerbated by shorter test 
length compared to the de la Torre (2009b) MC-DINA. 
2.4.5 SICM 
 
Another example of a CDM that has sought to measure latent skills along with 
misconceptions is the Scaling Individual and Classifying Misconceptions (SICM) model 
proposed by Bradshaw and Templin (2014). The SICM model sought to combine features of 
both IRT models and CDMs, motivated by a belief that the overall estimate of ability offered by 
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IRT models provides valuable insights and practical uses for educators. Both the SISM and 
SICM attempt to model ability in some way with misconceptions; while the former was 
developed to model ability as discrete latent subskills, the latter was developed to scale 
examinees on one latent ability continuum. The overall ability estimate in IRT is distinct from 
total score in that two examinees can have the same total score but differ on ability estimates. 
The aim of the SICM was to provide diagnostic categorical feedback on misconceptions while 
providing an overall continuous measure of ability. Furthermore, both misconception 
classification and ability estimates could be used in the model to predict examinee responses to 
multiple-choice test items. The SICM was designed to combine the NRM and the Nominal 
Response Cognitive Diagnosis (NR DCM; Bradshaw & Templin, 2014) model. The SICM 
integrates features of both types of models by using the framework of multinomial logistic 
regression. Another distinction between the SISM and the SICM is that the latter uses data on 
specific answers selected and not binary responses like the former. Consequently, the use of 
specific answers selected requires an expanded Q-matrix for the SICM. The following notation 
used by Bradshaw and Templin (2014) differs from the aforementioned CDM notation 
introduced: the SICM model, estimates the conditional probability nij of an examinee selecting a 
specific answer j from a number of possible answers Ji for an item i given their latent 
misconceptions profile c and overall ability 𝜃. The SICM model is expressed as 
log (
𝑃(𝑋ei =  nij |𝜶e ,θe ) 
𝑃(𝑋ei =  nij |𝜶e ,θe ) 
)=λnij ,0-exp(λniJ ,θ  (θe )) +𝝀nij
𝑇  𝒉 (𝜶e , 𝒒nij)). (2.4) 
The conditional probability that option nij is selected is expressed as 
P(Xei =  nij |αe , θe ) =
exp (λnij ,0 − λniJ ,θ  (θe )+𝝀nij
𝑇  𝒉 (𝜶e ,𝒒nij))
∑ exp (λnij ,0 − λniJ ,θ  (θe )+𝝀nij
𝑇  𝒉 (𝜶e ,𝒒nij))
𝐽
𝑗=1
;  (2.5) 
 
where λnij ,0 is the logit for selecting incorrect option over the correct option for an examinee that 
possess no misconceptions, λniJ ,θ is the discrimination parameter for ability, 𝝀nij
𝑇  𝒉 (𝜶e , 𝒒nij))is 
 
 33 
the linear combination of misonceptions and interactions. Ability is exponentiated to account for 
guessing without including additional parameters. According to Bradshaw and Templin (2014), 
as ability decreases and approaches zero the logit of selecting a correct answer also decreases. 
Bradshaw and Templin (2014) tested the model with empirical test item data based on the Force 
Concept Inventory (FCI) developed for Newtonian concepts from 10,039 United States high 
school students enrolled in Advanced Placement honors or regular physics courses. Their results 
showed that when the SICM was compared with the NRM, the SICM showed improved model 
fit. The results suggest that when attempting to predict nominal responses, a model that includes 
discrete misconception as predictors is preferable to a model with only continuous traits as 
predictors. The SICM model was designed to incorporate specific answers selected; however, the 
model does not measure subskills as discrete latent attributes along with misconceptions. 
Consequently, information on specific subskills and their possible relationship to misconceptions 
would not be measured. The proposed model aims to provide a framework to measure latent 
subskills and misconceptions simultaneously based on hierarchical attribute structure that could 
potentially be applied to other CDMs that incorporate specific answers selected. 
2.5 Bayesian Networks 
 
The misconception models mentioned have focused on CDMs. Other probability-based 
approaches designed to measure discrete latent attributes could potentially be used to model 
misconceptions. One general type of non-CDM model that can be used to measure 
misconceptions is Bayesian Networks (e.g., Jensen, 1996; Mislevy, 1994; Pearl, 1988; Russell & 
Norvig, 1995). Bayesian Network models treat the instability of misconception diagnostics as a 
form of uncertainty, which is effectively managed through conditional probabilities between 
hypothesized misconceptions and responses to items. Bayesian Networks are represented 
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graphically by nodes and directed arcs in a Directed Acyclic Graphs (DAG) network. Each node 
represents a random variable and the arcs connecting types of nodes represented causal 
pathways. The strength of these causal pathways is determined by conditional probability 
distributions between the nodes. The conditional probabilities (also referred to as weighs) and 
network structure can be specified beforehand by a sample being analyzed, a priori research, or 
expert knowledge. Posterior probabilities on the nodes can be calculated based on added 
information from neighboring nodes. Bayesian Networks offer a probability-based network 
approach to examine and map out the relationship between a series of pre-specified 
misconceptions and exam items. Bayesian Networks have been applied to examine subskills, 
cognitive processes, and problem-solving strategies across various disciplines (e.g., Almond & 
Mislevy, 1999; Martin & VanLehn, 1995). 
Lee and Corter (2003; 2005; 2011; Lee, 2003) first applied Bayesian Networks to 
diagnose bugs or misconceptions.  They compared the effectiveness of multiple Bayesian 
Network models that contained pre-specified misconceptions and subskills. The data set used in 
their study was collected by VanLehn (1981) and contained responses to a multicolumn 
subtraction test from a sample of 520 third to fifth grade students in California. Lee and Corter 
(2011) compared whether more reliable assessment of latent misconceptions could be gained if 
specific answers selected and higher-order subskills were modeled. Specifically, four Bayesian 
Network models with misconception nodes were compared: binary response model without 
subskill parent nodes, binary response model with subskill parent nodes, specific answer selected 
model without subskill parent nodes, and specific answer selected model with subskill parent 
nodes. Lee and Corter (2011) reported overall high misconception classification accuracy to 
range from 83% to 99% across models and attribute classification cut-offs. These figures 
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represent the percent concordance between observed and predicted latent misconception 
classification. Furthermore, they found that their most complex model, which contained specific 
answers selected and higher-order subskills, had the highest overall misconception classification 
rate (range from 97% to 99% across all tested cut-offs). The findings by Lee and Corter (2011) 
suggest that both subskill diagnosis and use of test information from specific answers selected 
are likely needed for optimal Bayesian Network misconception diagnostic models. 
2.6 Summary  
 
Findings have suggested that scoring multiple-choice responses merely as correct and 
incorrect may lead to the loss of valuable diagnostic information present in the distractors (e.g., 
de la Torre, 2009b; Haertel & Wiley, 1993; Nitko, 1996; Sadler, 1998). Furthermore, it has been 
shown that valuable diagnostic data on misconceptions could be gained by examining specific 
answers selected (e.g., Bradshaw & Templin, 2014; DiBelllo et al., 2015: Lee & Corter, 2011). 
Lee and Corter (2011) presented a Bayesian Networks method for estimating both subskills and 
misconceptions and found that incorporating specific answers selected to be most effective. 
DiBello et al. (2015) also proposed a general approach to accomplish these same goals within a 
CDM framework; however, the complex formulation of their model did not allow the use of 
more efficient algorithms (e.g., EM). Kuo et al. (2018) fit both subskills and misconceptions 
using the EM algorithm, but did not incorporate specific answer selected. The main objective 
was to evaluate a potentially more efficient CDM that incorporates specific answers selected. 
The MC-DINA first developed by de la Torre (2009b) is one such model that employs the EM 
algorithm, incorporates specific answers selected, and can potentially be used to measure 




Chapter 3: Methods 
 
In this chapter, the proposed methodology of employing the MC-DINA to measure latent 
misconceptions and subskills simultaneously with hierarchical structure is described. In addition, 
the implications for diagnostic assessment design are also described. Then, an example 
hierarchical structure is used to illustrate the proposed methodology and a pilot simulation study 
employing the MC-DINA is reported and analyzed. Finally, the design of the main simulation 
study used to evaluate the performance of the MC-DINA model is described. 
3.1 Description of Methodology 
 
If a hierarchical structure between attributes in the MC-DINA can be identified and 
described, this will enable three key functions: first, it will provide a theoretically appropriate 
representation of the dependencies – in this case between misconceptions and subskills. Second, 
it will provide a way to circumvent limitations of the MC-DINA that require each item to contain 
one option coded to tap all the distinct attributes represented by that item (Ozaki, 2015).  Third, it 
will reduce the number of parameters that must be estimated by the MC-DINA. There have been 
no prior investigations into using hierarchical structure to bypass the limitations of the MC-
DINA, and also no attempts at using the MC-DINA to measure misconceptions and subskills 
simultaneously. Note that the assumptions of the MC-DINA extensions proposed here, 
measuring subskills and misconceptions simultaneously, constitute a special case of the Kuo et 
al. (2018) binary SISM described earlier when responses are extended to accommodate specific 
answers selected.  
The methodology proposed here for employing the MC-DINA to measure 
misconceptions and subskills simultaneously can be broken into three broad phases. First, the 
dependency between misconceptions and subskills must be specified. Second, dependencies 
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among misconceptions alone (“within-set”) and among subskills (also within-set) must be 
specified.  Third, based on the specified types of dependencies, impossible knowledge states are 
removed, and the implications that will have for the Q-matrix and development of the diagnostic 
assessment are identified. For phases 1 and 2, hierarchical structures and matrices can be used to 
illustrate and summarize attribute dependencies. As mentioned, these dependencies will impact 
both what knowledge stated can be considered possible and applied to the MC-DINA. In 
addition, the attribute dependencies would also impact diagnostic assessment design by limiting 
the misconceptions that can be required by options given the subskills required by the other 
options for that item. In the following sections an example was used to describe each of the three 
phases. 
3.2 Demonstration of methodology 
 
As an example, the hierarchical attribute structure between subskills and misconceptions 
in Figure 3.1 will be reviewed in detail to demonstrate the prescribed methodology for 
employment of the MC-DINA to measure latent misconceptions and subskills simultaneously 
with hierarchical structure and appropriate diagnostic assessment design. Figure 3.1 consists of 
seven attributes (three subskills and four misconceptions). Two different types of hierarchical 
structures are represented, divergent structure (on the left) and linear structure (in the center and 
on the right). In addition to the divergent hierarchical structure previously mentioned, the linear 
hierarchical structure is another type of hierarchical structures discussed by Leighton et al.  
(2004). The dependencies created by the hierarchical structure are as follows. If subskill S1 is 
not mastered, then misconception M1 and or M4 could appear, if subskill S2 is not mastered 
misconception M2 could appear, and if subskill S3 is not mastered misconception M3 could 
appear. The between attribute dependency illustrated in Figure 3.1 can be more specifically 
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referred to as an “exclusion dependency” given the relationship between subskills and 
misconceptions, namely that if any subskill is mastered, then it is assumed that any dependent 
misconception cannot occur. For example, if an examinee possesses skill S2 below, then s/he 
cannot possess misconception M2. The following sections will describe each of three phases for 








Figure 3.1 Hierarchical Subskill and Misconception Attribute Structure with Three Subskills 
and Four Misconceptions 
3.2.1 Phase 1 Between-attribute dependencies 
 
The exclusion dependencies between attribute types (misconceptions and subskills) can 
also be represented with a modified binary K by K reachability matrix (R-matrix; K. Tatsuoka, 
1983), where K is the total number of attributes, skills plus misconceptions. The R-matrix 
contains values of one in the diagonal similar to an identity matrix, but zero or nonzero values 
can occur in the off-diagonal cells. In the standard R-matrix a value of 1 in an off-diagonal cell 
indicates that the row attribute is a prerequisite to the column attribute. However, in the case of 
misconceptions and subskills together, the hierarchical structure is not based on the higher-order 
attributes being prerequisite skills to the lower-order attributes but instead identifies which 
higher-order subskill must not be mastered in order that a lower-order misconception to appear. 
It is also for this reason that the specification of attribute hierarchies between misconceptions and 
subskills can be considered as a modification of the Leighton et al. (2014) Attribute Hierarchy 
S1 S2 





Method described earlier, because the dependencies between misconceptions and subskills are 
exclusion dependencies. Figure 3.2 illustrates the modified R-matrix for subskills and 
misconceptions where a value of one in the shaded cells indicates that the column misconception 
can appear only if the row subskill is not mastered. For example, in the first row for S1, M1 and 
M4 can appear only if S1 is not mastered. In the example, the hierarchical relationships specified 
between skills and misconceptions is represented in the shaded off-diagonal submatrix in Figure 
3.2. 
 S1 S2 S3 M1 M2 M3 M4 
S1  1 0 0 1 0 0 1 
S2 0 1 0 0 1 0 0 
S3 0 0 1 0 0 1 0 
M1 0 0 0 1 0 0 0 
M2 0 0 0 0 1 0 0 
M3 0 0 0 0 0 1 0 
M4 0 0 0 0 0 0 1 
 
Figure 3.2 R matrix for Three Subskill and Four Misconception 
Note. Values of 1 in the shaded cells indicate that the column misconception is dependent on 
lack of the row subskill.  
 
3.2.2 Phase 2 Within-set dependencies 
 
Following examination of dependencies between misconceptions and subskills, 
dependencies within-set (i.e., dependencies among attributes of the same type) must also be 
considered. The direct relationships within attribute sets (within skills and within 
misconceptions) can be represented with two separate standard adjacency matrices (the “A-
matrix”; K. Tatsuoka, 1983). The A-matrix is also a binary Ksub by Ksub matrix, where Ksub 
represent the subset of attributes being measured (e.g., subskill attributes only or misconception 
attributes only). Similar to the modified R-matrix, a ‘1’ in any element of the matrix represents a 
dependency between the row and column attribute. Figure 3.3 illustrates two within-set attribute 
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A-matrices: on the top an A-submatrix for subskills and on the bottom an A-submatrix for 
misconceptions. Note that in this example, for both diagonal submatrices all elements are zero 
indicating no dependencies among subskills and no dependencies among misconceptions were 
specified. Determining whether within-set attribute dependencies exist would further reduce the 
number of possible knowledge states and have implications for options that can be coded.  
 A1  A2 A3 
A1  0 0 0 
A2 0 0 0 
A3 0 0 0 
 
 M1 M2 M3 M4 
M1 0 0 0 0 
M2 0 0 0 0 
M3 0 0 0 0 
M4 0 0 0 0 
Figure 3.3 Two A submatrices for Three Subskill and Four Misconception 
Note. Elements of zero indicate row and column attribute to be independent and a value of one 
indicates a direct dependency between the row and column attribute. 
 
3.2.3 Phase 3 Eliminating impossible knowledge states 
 
If skills and misconceptions were all independent, then with K = seven attributes there 
would be 27 or 128 potential knowledge states. However, when considering the dependencies 
outlined in Figure 3.2 between attributes, 83 knowledge states can be designated as impossible 
and removed, and 45 would remain. For example, based on Figure 3.1, an examinee who has 
mastered subskill S2 cannot possess M2. Therefore, knowledge states containing presence of S2 
and M2 would be impossible and can be removed. Table 3.1 schematically summarizes all 
possible knowledge states, excluding impossible knowledge states. All possible combinations of 
skill states are shown, each as a separate row or “Class Group”.  In the misconception columns 
(M1-M4), a value of ‘0’ indicates that the column misconception is constrained to be absent 
(zero) and a value of ‘x’ indicates that it can be either a one or zero. For example, in row two 
 
 41 
(Class Group 2) when S1 and S2 are mastered, M3 may or may not exist, and all other 
misconceptions cannot exist. Thus, Class Group 2 corresponds to exactly two elementary 
knowledge states, one with misconception M3 and one without it.  As another example, because 
there are three x’s in row (Class Group) 6, there are 23 = 8 possible elementary knowledge states 
for this row or Class Group, corresponding to all possible combinations of misconceptions that 
can co-occur with this pattern of mastered skills. Summing over rows, the total number of 
allowable knowledge states for this skill/misconception structure is = 1 + 2 + 2 + 4 + 4 + 8 + 8 + 
16 = 45.  So, using this procedure, the number of potential knowledge states to be diagnosed is 
confirmed to be 45. 
Table 3.1 Possible Attribute Class Groups for Three Subskills and Four Misconceptions 
 Attributes 
Class Grp S1 S2 S3 M1 M2 M3 M4 
1 1 1 1 0 0 0 0 
2 1 1 0 0 0 x 0 
3 1 0 1 0 X 0 0 
4 0 1 1 x 0 0 x 
5 1 0 0 0 X x 0 
6 0 1 0 x 0 x x 
7 0 0 1 x X 0 x 
8 0 0 0 X X x x 
Note. For M1, M2, M3, and M4 values of 0 indicate misconception to be constrained to zero and 
values of x indicate that misconception can either be 1 or 0. 
 
The above example illustrates how establishing hierarchical structure between attributes 
produces a reduced space of knowledge states and can be used to calculate the number of 
possible knowledge states when only exclusion dependencies between subskills and 
misconceptions are assumed. Eliminating impossible knowledge states leads to efficiencies in 
estimation of parameters (Tu, Wang, & Cai, 2019). According to Tu, Wang, Cai, Douglas, and 
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Chang (2019), when only possible knowledge states are examined the Maximum Likelihood 
Estimation (MLE) procedure could be defined as a restricted MLE and represented as 
𝜶𝐻  ̂  =argmax{α∈PAS} L(α), (3.1) 
where L(α) is the likelihood function of any chosen CDM and PAS is the set of possible 
attributes excluding any impossible knowledge states.  
3.3 Implications for design of diagnostic tests  
 
In addition to reducing the number of attribute parameters that need to be estimated, 
applying the proposed hierarchical structure to the MC-DINA ease some of the limitations 
inherent in the model. As mentioned, each item must contain one option coded to tap all the 
distinct attributes represented by that item in order for the de la Torre (2009b) MC-DINA to be 
used (Ozaki, 2015). Consider the Q-matrix in Table 3.2 developed for Figure 3.1; for items 7-12, 
option ‘a’ requires S2, and option ‘b’ requires M2. Here, if there were no dependencies specified 
between attributes, the de la Torre (2009b) MC-DINA cannot be used unless a third option that 
requires both S2 and M2 is included. Furthermore, this may not be possible if an option that 
requires both S2 and M2 does not exist. Recall that this restriction in the MC-DINA is because 
the algorithm requires that each of the possible 2K knowledge states αk must be uniquely 
classified into Hj*+1 latent groups r to select a specific option h for each item j, Pj(h|r). 
Consequently, knowledge states containing both S2 and M2 cannot be uniquely classified into 
one latent group, because they can be classified under the latent group linked to option ‘a’ 
requiring S2 and also under the latent group linked to option ‘b’ requiring M2. However, the 
prescribed methodology of applying hierarchical structure would remove knowledge states 
containing both S2 and M2 avoiding the need to define and estimate a corresponding latent 
group, because an exclusion dependency is specified between the attributes. 
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Table 3.2 Summarized Extended Q-matrix for Twenty-four Items, Four Options, and Seven 
Attributes. 
  Attributes 
  Subskills Misconceptions 
Items Options S1 S2 S3 M1 M2 M3 M4 
1-6 A 1 0 0 0 0 0 0 
  B 0 0 0 1 0 0 0 
  C 0 0 0 0 0 0 1 
  D 0 0 0 1 0 0 1 
7-12 A 0 1 0 0 0 0 0 
  B 0 0 0 0 1 0 0 
  C 0 0 0 0 0 0 0 
  D 0 0 0 0 0 0 0 
13-18 A 0 0 1 0 0 0 0 
  B 0 0 0 0 0 1 0 
  C 0 0 0 0 0 0 0 
  D 0 0 0 0 0 0 0 
19-24 A 1 1 0 0 0 0 0 
  B 1 0 0 0 0 0 0 
  C 0 1 0 0 0 0 0 
  D 0 0 0 0 0 0 0 
 
There are additional implications for diagnostic assessment design of the present proposal 
to use the MC-DINA while exploiting dependencies between subskills and misconceptions, as 
follows. The subskills required by one or more options for a given item determine what 
misconceptions can be required by the distractors for that item. Therefore, for each subskill there 
are relevant and irrelevant misconceptions. Relevant misconceptions for a subskill can be 
defined as misconceptions that have an exclusion dependency with that subskill, and irrelevant 
misconceptions for a subskill can be defined as misconceptions independent to that subskill. For 
example, given Figure 3.1, if the correct answer requires S2 then the only relevant misconception 
that can be assessed by the distractors is M2. This is also seen in items 7-12 in Table 3.2. All the 
other misconceptions (e.g., M1, M3, and M4) are irrelevant misconceptions when the correct 
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answer requires S2. However, for items 19-24 in Table 3.2 both S1 and S2 are required by the set 
of options for those given items. However, no misconception has an exclusion dependency with 
both S1 and S2 and therefore all the misconceptions are irrelevant misconceptions.  
3.3.1 Positing within-set dependencies  
 
Though no within-set dependencies (i.e., attribute-attribute or misconception-
misconception) were assumed in the example, in the following section three alternative cases 
containing within-set dependencies are described for the purpose of generalizability to more 
complex cases. The divergent structure in Figure 3.1 and relevant set of items in Table 3.2 (items 
1-6) can be used to demonstrate the differences between cases.  
Let us first describe case 1 with no within-set attribute dependencies assumed. Option ‘a’ 
requires S1, option ‘b’ requires M1, option ‘c’ requires M4, and option ‘d’ requires M1 and M4. 
Dependencies within-set (skills to skills or misconceptions to misconceptions) were not 
assumed; therefore, non-mastery of S1 could either lead to M1 and or M4.  In regard to 
diagnostic assessment design, if the aim was to have S1 as the correct response and one 
distractor to require M1 and another to require M4, there must be an option available that 
requires both M1 and M4 for the MC-DINA to be used (Ozaki, 2015).  
One example of a within-set dependency (on the misconceptions side) is to add a 
dependency between M1 and M4, where non-mastery of S1 could lead to either M1 or M4 but 
not both (case 2). This is illustrated in Figure 3.4. This type of dependency can be referred to as 
an XOR dependency, because the appearance of one attribute is conditional on another attribute 
not appearing. Additionally, an XOR dependency is not ordered in hierarchical way with a 
higher-order and lower-order attribute. When an XOR dependency is specified between M1 and 
M4, there would be no need to include an option that requires both M1 and M4 (as with option 
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‘d’ in items 1-6 in Table 3.2) to employ the MC-DINA, because knowledge states containing 
both M1 and M4 would be designated as impossible and not have to be classified in any of the 






Figure 3.4 Hierarchical Subskill and Misconception Attribute Structure with One Subskill 
and Two Misconceptions 
Another example of a within-set dependency, this time on the skills side, is to make S1 a 
lower-order attribute dependent on S2, where now S1 cannot be mastered unless S2 is also 
mastered (case 3). This is illustrated in Figure 3.5. This type of dependency can be referred to as 
a hierarchical dependency because the presence of a higher-order attribute is required for the 
presence of a lower-order attribute. This type of dependency is the type of dependency 
traditionally explored in the CDM literature examining higher-order structure among attributes 
(e.g., Leighton et al., 2004). For the depicted hierarchical dependency every option that requires 
S1 must also require S4, the precondition skill.  This may cause some difficulty in distinguishing 
mastery of both attributes from mastery of S4 alone, because the distribution of the attribute 
across items and item options would make both S1 and S2 correlated and possibly make 
measuring S1 alone more difficult. Researchers have suggested that two or more strongly 
correlated attributes modeled by CDMs should be reviewed and possibly even considered as one 
















Figure 3.5 Hierarchical Subskill and Misconception Attribute Structure with Two Subskills 
and Three Misconceptions 
The final case (case 4) combines both case 2 and case 3. This is illustrated in Figure 3.6. 
In each of the cases (cases 2-3) the addition of within-set dependencies would reduce the number 
of knowledge states. However, some cases differ by their implication on diagnostic assessment 
design. For example, for case 1 and 2 the relevant misconceptions that can be required by 
distractors are M1 and M4, when S1 is the only subskill required by an option for a given item. 
However, for case 3 and 4, there are no relevant misconceptions that can be required by 
distractors, when S1 is required by an option for a given item because S2 must also be required 
by that option. The reason for this is because no one misconception has a dependency between 
both S1 and S2. For simplicity, only case 1 was used for the pilot and main simulation studies 





















Figure 3.6 Hierarchical Subskill and Misconception Attribute Structure with Two Subskills 
and Three Misconceptions 
3.3.2 Implications for diagnostic assessment design  
 
The specification of attribute dependencies and a Q-matrix provide a way to outline 
relevant and irrelevant misconceptions and guide designing diagnostic assessment appropriate 
for the MC-DINA model. Limitations of the MC-DINA have two key implications on the type of 
coded options that can be included in the set. If an item contains a set of options that require 
distinct attributes, then one of two things must occur for the MC-DINA to be used: each item 
must contain one option coded to tap all the distinct attributes represented by that item (Ozaki, 
2015), or knowledge states that contain the presence of those distinct attributes must be 
designated as impossible due to specified attribute dependencies (either between or within-set 
dependencies) and removed from the model.  
3.4 Pilot simulation study 
 
A pilot simulation study was conducted using the example hierarchical structure in Figure 
3.1 and Q-matrix in Table 3.3. No within-set dependencies were assumed. A set of 1,000 
randomly simulated responses to a multiple-choice test with 24 items and four answer options 
per item was generated. Three models were fit to the data: an MC-DINA model designed to 
S1 
S2 
M1 M4 M2 
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measure misconceptions and subskills simultaneously with hierarchical structure (referred to as 
MC-DINA-H), the DINA model to measure subskills only, and Bug-DINO to measure 
misconceptions only. Information on the specific answer selected was incorporated for the MC-
DINA-H, and responses were dichotomized for the DINA and bug-DINO. Assessed accuracy of 
the model was based on concordance of examinee predicted knowledge state with true 
knowledge state. The true knowledge state was defined based on whether at least 50% of the 
options that required an attribute were selected. Table 3.3 illustrates attribute classification 
accuracy for each attribute by model. The MC-DINA-H showed improved accuracy for two 
subskills (S1 and S2) out of three compared to the DINA, but only showed improved accuracy 
for two misconceptions (M3 and M4) out of four compared to the bug-DINO.  
Table 3.3 Attribute Classification Accuracy by Model 
 Attributes 
Model  S1 S2 S3 M1 M2 M3 M4 
MC-DINA-H 0.541 0.695 0.724 0.591 0.514 0.508 0.634 
DINA 0.531 0.671 0.728     
Bug-DINO    0.623 0.519 0.506 0.584 
Note. Highest accuracy (i.e., best model) for each attribute is in bold. 
 
It may be that the MC-DINA-H model did not show improved accuracy across all 
attributes compared to the binary response models (DINA and Bug-DINO) because of 
differences in how often some attributes were required by options. Based on the Q-matrix, the 
number of options that require an attribute from the total number of available options in the test 
were as follows: S1 and S2 were required by three options (high coverage), M1 and M4 were 
required by two options (medium coverage), and S3, M2, and M3 were required by one option 
(low coverage).  
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The results suggest that the MC-DINA-H outperforms the DINA model when more 
options are included that require attributes; however, this comparison did not completely hold 
true between the MC-DINA-H and Bug-DINO. This is likely to due to none of the 
misconceptions being as frequently required by options in the diagnostic assessment as subskills 
S1 or S2. To better evaluate the impact of coverage on the classification accuracy of the MC-
DINA-H, the number of options that require subskills and misconceptions should be balanced in 
the diagnostic assessment. However, the results observed for the frequently required attributes S1 
and S2 were promising and suggest that the MC-DINA-H could potentially be a more precise 
model for attributes more frequently required by options in the diagnostic assessment. 
Further improvements to the pilot simulation study design could be made by simulating 
response patterns to reflect more likely or realistic responses to test items based on possible 
knowledge states. In addition, the main simulation study design should compare models across 
varying sample size and test length conditions.  
3.5 Hierarchical structure for main simulation study 
 
The purpose of the main simulation study will be to comprehensively assess the MC-
DINA model measuring misconceptions and subskills simultaneously with hierarchical structure. 
The hierarchical attribute structure for the main simulation study is illustrated in Figure 3.4. The 
advantage of using a simulated study design was that it allows for different hierarchical structure 
types to be compared. Therefore, three different hierarchical structures were developed: 
divergent structure (left), convergent structure (center), and linear structure (right). 
Misconception M1 and/or M2 could appear if subskill1 S1 is not mastered; misconception M3 
could appear if both S2 and S3 are not mastered; and misconception M4 could appear if subskill 
 
 50 
S4 is not mastered. Furthermore, it will be assumed that no additional within-set dependencies 






Figure 3.7 Hierarchical Subskill and Misconception Attribute Structure for Simulated Data 
The focus of the hierarchical structures in Figure 3.7 was not to represent a realistic 
hierarchical structure but to leverage the simulation study design to compare three basic and 
distinct structures in one diagnostic assessment and compare each structure. However, there have 
been empirical examples of misconceptions with dependencies similar to the hierarchical 
structures outlined. For example, possible multicolumn subtraction misconceptions described by 
Brown and Burton (1978) that can be represented by the convergent and divergent hierarchy 
structures are provided as follows. For the divergent structure, if a student has not mastered what 
to add when borrowing (S1), then the misconceptions of subtracting by 10 instead of 11 when 
the top digit is 1 can appear (M1), and or the misconception of subtracting by 10 instead of 9 
when the top digit is 0 can appear (M2). For the convergent structure, if the student has not 
mastered that borrowing is triggered when the top number is smaller than the bottom number in 
one column (S2), and that only the top digit in the subsequent left column is used to borrow from 
(S3), then the misconception of borrowing from every subsequent column to the left regardless 
of whether it is needed or not (M3) can arise (Brown & Burton, 1978).   
To apply the hierarchical structure to the MC-DINA with misconceptions and higher-
order subskills, all the knowledge states determined to be impossible based on the hierarchical 
S3 S1 S2 S4 
M1 M2 M3 M4 
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structure would be removed from the model. In total, there were a total of 29 or 256 knowledge 
states. Using the exclusion rules described in a previous section, 181 knowledge states were 
removed based on the hierarchical structure, which left 75 possible knowledge states. Therefore, 
74 (75-1) knowledge state distribution parameters were estimated in the model. The total number 
of item parameters were 150, 300, and 600 respectively for each of the three test length 
conditions that were examined (J=15, 30, 60 items). 
3.5.1 Simulation design 
 
In order to assess the generality of the evaluation, the impact of both sample size (I=500, 
1,000, 2,000, and 5,000 examinees) and test length (J=15, 30, 60 items) were examined. In total, 
there were twelve conditions based on sample size and test length. One hundred replication data 
sets were generated for each condition.  
To evaluate the results, first the mean absolute bias and RMSE for the MC-DINA-H 
measuring misconceptions and subskills simultaneously with hierarchical structure was 
estimated. Next, the mean classification accuracy across replications of the MC-DINA-H was 
compared to four other models: 1) the binary DINA model measuring subskills only, 2) the 
binary bug-DINO model measuring misconceptions only, 3) MC-DINA model measuring 
subskills only, and 4) MC-DINA model measuring misconceptions only.  
Distributions of response patterns to multiple-choice tests containing H=4 option for each 
item were simulated. Response patterns were based on the possible knowledge states from the 
pre-specified hierarchical structure in Figure 3.7. Each possible knowledge state was equally 
likely to be selected. The distribution of responses was generated with weighted probabilities, as 
follows. Similar to the de la Torre (2009b) simulation study, the probability of selecting a coded 
option, when all the required attributes for that option were possessed, was set to a probability of 
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.82 and the probability of selecting each other option was set to .06. When the required attributes 
for no option is possessed, there would be a .25 chance of selecting each option (i.e., random 
guessing is assumed). For example, for items that contain one option that require both α1 and α2, 
an examinee with knowledge state containing both α1 and α2 would have a probability of .82 of 
selecting that option and a probability of .06 of selecting each other option. For items that 
contain one option that requires α1, a knowledge state containing both α1 and α2 would have a 
probability of .82 of selecting that option and a probability of .06 of selecting each other option. 
For items that contain one option that requires α2, a knowledge state containing both α1 and α2 
would have a probability of .82 of selecting that option and a probability of .06 of selecting each 
other options. For items where no option requires α1 or α2, there would be an equal chance (.25) 
of selecting any of the four options.  
3.5.2 Q-matrix for simulation study 
 
An extended Q-matrix was developed for the attributes in Figure 3.7 and summarized in 
Table 3.4. Only the extended Q-matrix for test length 15 is illustrated. Items 1-5 represent the 
divergent structure, items 6-10 represent the convergent structure, and items 11-15 represent 
attributes in the linear structure. For conditions with test length of 30 and 60, each of the three 
hierarchical structures is represented by 10 and 20 items respectively. Each hierarchical structure 
was represented by the same number of repeated items to allow for comparisons between 
structures when evaluating accuracy per attribute. In addition, attributes S2, S3, M1, and M2 are 
required by twice as many options as attributes S1, S4, M3, and M4. For the binary response 
models compared (e.g., DINA and bug-DINO), the simulated multiple-choice responses were 




Table 3.4 Summary Extended Q-matrix for Fifteen Items, Four Options, and Eight Attributes. 
  Attributes 
  Subskills Misconceptions 
Items Options S1 S2 S3 S4 M1 M2 M3 M4 
1-5 a 1 0 0 0 0 0 0 0 
 b 0 0 0 0 1 0 0 0 
 c 0 0 0 0 0 1 0 0 
  d 0 0 0 0 1 1 0 0 
6-10 a 0 1 1 0 0 0 0 0 
 b 0 1 0 0 0 0 0 0 
 c 0 0 1 0 0 0 0 0 
  d 0 0 0 0 0 0 1 0 
11-15 a 0 0 0 1 0 0 0 0 
 b 0 0 0 0 0 0 0 1 
 c 0 0 0 0 0 0 0 0 
  d 0 0 0 0 0 0 0 0 
 
3.6 Model estimation 
 
The fitting method proposed by de la Torre (2009b) for MC-DINA utilizes the 
Expectation-Maximization (EM) algorithm introduced by Dempster, Laird, and Rubin (1977) to 
obtain Marginalized Maximum Likelihood Estimates (MMLE) for the parameters based on prior 
probabilities. Setting the prior probabilities for impossible knowledge states to zero would 
eliminate them from having to be estimated by the model.  
Two well-known packages in R that have been used for CDM analyses are the CDM 
package (Robitzsch, George, Uenlue, and Robitzsch, 2020) and GDINA package (Ma & de la 
Torre, 2020). The CDM package was selected for the MC-DINA-H because it had the capacity 
to remove impossible knowledge states from the MC-DINA-H model. The mcdina function in 
the CDM packages implements a generalized version of de la Torre’s (2009b) EM algorithm for 
MC-DINA. For the EM algorithm, initial parameters are chosen and then iterations consisting of 
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both an E-step, where expected counts are derived from prior probabilities, followed by an M-
step, where the item and skill distribution parameters are updated, continue until the model 
converges (George & Robitzsch 2015). Models are judged to converge based on the criterion of 
change in item parameter values reaching .0001 or less. After the algorithm has converged for a 
model, the estimated knowledge states can be produced from the models with MLE (George & 
Robitzsch 2015). The impossible knowledge states will be identified in a vector and then the 
zeroprob.skillclasses function will be used to set the identified impossible knowledge states to a 
probability of zero in the MC-DINA-H measuring misconceptions and subskills simultaneously. 
Removal of impossible knowledge states were not required for the comparison model because 
each comparison model measured only one type of attribute. For analyses of the binary models 
the following functions were used: din from the CDM package to implement the DINA model, 
and GDINA from the GDINA package to implement the bug-DINO. 
3.6.1 Evaluation of results 
 
Two types of evaluation for the simulation study were conducted: item parameter 
estimation accuracy and attribute classification accuracy. Evaluation of item parameter 
estimation in simulation studies provide insight into how well the parameters estimated by the 
model reproduces the probability weights used to simulate the examinee responses. Accuracy 
was used to evaluate how well examinees are classified by the CDM models. 
 The mean absolute bias and Root Mean Square Error (RMSE) for the selection 
probability parameters were calculated across replications and conditions for the MC-DINA-H to 
evaluate accuracy of parameter estimation. The absolute bias was calculated as the absolute 
difference between the selection probability parameters produced by the model and the pre-
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 ∑ 𝑏𝑖𝑎𝑠2𝑛𝑖=1 . (3.2) 
The classification accuracy per attribute was estimated across replications, conditions, 
and model types. The accuracy of the MC-DINA-H was compared to the DINA with subskills 
only, bug-DINO with misconceptions only, MC-DINA with subskills only, and MC-DINA with 
misconceptions only. The classification accuracy was based on the mean percent concordance of 
the examinee knowledge states based on the model MLE with the true knowledge state for each 
attribute across replications and conditions. The true knowledge state was based on the 
knowledge state used to simulate each individual response pattern.  
It was expected that the proposed MC-DINA-H would show reduced absolute bias and 
RMSE of classification accuracies as test length and sample size increased, and improved 







Chapter 4: Results 
 
The MC-DINA with eight attributes consisting of four higher-order subskills and four 
lower-order misconceptions (referred to as MC-DINA-H) were fitted to simulated response 
patterns across a series of conditions related to test length and sample size. To preview the 
results, the selection probability parameters were found to be accurately estimated by the MC-
DINA-H across conditions. Then, the attribute classification accuracy of each individual attribute 
was compared between the MC-DINA-H and less complex models across conditions. The results 
showed the MC-DINA-H to classify the greatest number of attributes correctly.   
4.1 Parameter Estimation 
 
The mean selection probability parameters estimated by the MC-DINA-H were compared 
with the probability weights used to simulate the original response patterns. Table 4.1 contains 
the mean absolute value of the observed absolute bias and the RMSE across twelve conditions 
related to test length J and sample size I, with 100 replications for each condition. Lower values 
for mean absolute bias and RMSE indicate higher accuracy of parameter estimation by the 
model. The results showed that for each test length condition, the mean absolute bias and RMSE 
decreased as the sample size increased. Overall, the mean absolute bias and RMSE were very 
small across conditions; the ranges were respectively .026 to .051 and .061 to .132. This shows 
that the selection probability parameters produced by MC-DINA-H were very close to the 
probability weights used to simulate the response patterns. The differences in mean absolute bias 
and RMSE between sample sizes showed the largest decrease with an increase in sample size 
from 500 to 1,000, less decrease between 1,000 and 2,000, with almost negligible change 
between 2,000 and 5,000. These results suggest that increasing the sample size over 2,000 may 
not yield much more improvements in parameter estimation.  
 
 57 
When comparing mean absolute bias and RMSE between test lengths of 15 and 30, the 
mean absolute bias and RMSE appeared to increase, which seems to demonstrate non-
monotonicity of parameter estimation accuracy with increased test length. In contrast, when 
comparing mean absolute bias and RMSE between test lengths of 30 to 60, the mean absolute 
bias and RMSE decreased. Therefore, increasing the test length from 15 to 30 did not improve 
parameter estimation of the MC-DINA-H, but increasing the test length even further to 60 
yielded the most accurate parameter estimation. This non-monotonicity in the results is perhaps 
due to the fact that adding additional items has two distinct impacts on estimation in the MC-
DINA-H: the additional items add additional parameters that must be estimated (which has a 
negative effect on estimation quality), but they also provide more data to better classify 
examinees for possessing attributes (a positive effect). 
Table 4.1 Mean Absolute Bias and RMSE Across 100 replications for MC-DINA-H 
  I = Sample Size 
  
J = Test 
Length 
500 1,000 2,000 5,000 
bias 15 0.048 0.045 0.044 0.044 
 30 0.051 0.049 0.048 0.048 
  60 0.038 0.031 0.028 0.026 
RMSE 15 0.124 0.110 0.106 0.103 
 30 0.132 0.122 0.117 0.115 
  60 0.095 0.081 0.069 0.061 
 
 
4.2 Attribute classification accuracy model comparison 
 
The attribute classification accuracy across 100 replications, defined as correspondence  
between predicted attribute classifications by the model and the attribute classification used to 
simulate the responses, were calculated for the MC-DINA-H model and for the four other 
comparison models: MC-DINA measuring subskills only (abbreviated as MC-DINA-S), MC-
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DINA measuring misconceptions only (abbreviated as MC-DINA-M), the standard DINA model 
that measures subskills only with binary response data, and the Bug-DINO model measuring 
misconceptions only with binary response data. These results are illustrated in Table 4.2 for test 
lengths of 15, Table 4.3 for test lengths of 30, and Table 4.4 for test lengths of 60. Each table is 
disaggregated by sample size conditions. In both tables, the highest classification accuracy 
among the five models for each sample size condition is indicated in bold font. 
Table 4.2 Mean Attribute Classification Accuracy Across 100 Replications by Model and 
Sample Size for Test Length of 15 
 
 Attributes 
I Model  S1 S2 S3 S4 M1 M2 M3 M4 
500 MC-DINA-H 0.500 0.884 0.888 0.822 0.887 0.889 0.497 0.499 
 MC-DINA-S 0.944 0.887 0.888 0.826 
    
 MC-DINA-M 
    0.886 0.887 0.945 0.832 
 DINA 0.943 0.638 0.633 0.945 
    
  Bug-DINO         0.725 0.717 0.973 0.995 
1000 MC-DINA-H 0.498 0.888 0.890 0.828 0.886 0.888 0.500 0.500 
 MC-DINA-S 0.944 0.887 0.887 0.827 
    
 MC-DINA-M 
    0.886 0.888 0.946 0.819 
 DINA 0.945 0.630 0.638 0.950 
    
  Bug-DINO         0.721 0.717 0.966 0.999 
2000 MC-DINA-H 0.501 0.888 0.890 0.829 0.888 0.887 0.501 0.500 
 MC-DINA-S 0.944 0.889 0.890 0.827 
    
 MC-DINA-M 
    0.886 0.888 0.946 0.823 
 DINA 0.947 0.638 0.633 0.950 
    
  Bug-DINO         0.720 0.716 0.972 1.000 
5000 MC-DINA-H 0.501 0.887 0.889 0.827 0.886 0.889 0.500 0.500 
 MC-DINA-S 0.947 0.888 0.889 0.835 
    
 MC-DINA-M 
    0.886 0.888 0.948 0.821 
 DINA 0.954 0.639 0.635 0.949 
    
  Bug-DINO         0.723 0.722 0.980 1.000 






Table 4.3 Mean Attribute Classification Accuracy Across 100 Replications by Model and 
Sample Size for Test Length of 30 
 
 Attributes 
I Model  S1 S2 S3 S4 M1 M2 M3 M4 
500 MC-DINA-H 0.503 0.894 0.898 0.836 0.899 0.896 0.498 0.502 
 MC-DINA-S 0.979 0.894 0.902 0.842 
    
 MC-DINA-M 
    0.901 0.902 0.978 0.854 
 DINA 0.978 0.650 0.652 0.973 
    
  Bug-DINO         0.738 0.736 0.994 0.997 
1000 MC-DINA-H 0.498 0.902 0.897 0.848 0.898 0.901 0.500 0.501 
 MC-DINA-S 0.979 0.894 0.901 0.834 
    
 MC-DINA-M 
    0.894 0.898 0.977 0.862 
 DINA 0.980 0.656 0.650 0.972 
    
  Bug-DINO         0.739 0.734 0.996 0.998 
2000 MC-DINA-H 0.500 0.904 0.900 0.843 0.898 0.900 0.500 0.499 
 MC-DINA-S 0.980 0.896 0.897 0.845 
    
 MC-DINA-M 
    0.899 0.896 0.978 0.883 
 DINA 0.983 0.654 0.653 0.972 
    
  Bug-DINO         0.738 0.736 0.998 0.999 
5000 MC-DINA-H 0.499 0.896 0.901 0.831 0.899 0.897 0.499 0.499 
 MC-DINA-S 0.982 0.897 0.898 0.843 
    
 MC-DINA-M 
    0.897 0.898 0.982 0.891 
 DINA 0.983 0.655 0.654 0.972 
    
  Bug-DINO         0.738 0.739 1.000 1.000 
















Table 4.4 Mean Attribute Classification Accuracy Across 100 Replications by Model and 
Sample Size for Test Length of 60 
 
 Attributes 
I Model  S1 S2 S3 S4 M1 M2 M3 M4 
500 MC-DINA-H 0.502 0.905 0.893 0.911 0.898 0.893 0.497 0.500 
 MC-DINA-S 0.991 0.895 0.893 0.825 
    
 MC-DINA-M 
    0.890 0.892 0.992 0.844 
 DINA 0.992 0.660 0.660 0.995 
    
  Bug-DINO         0.735 0.733 0.998 1.000 
1000 MC-DINA-H 0.499 0.906 0.900 0.902 0.898 0.899 0.498 0.500 
 MC-DINA-S 0.993 0.902 0.903 0.830 
    
 MC-DINA-M 
    0.897 0.897 0.994 0.835 
 DINA 0.991 0.665 0.661 0.994 
    
  Bug-DINO         0.734 0.734 0.998 1.000 
2000 MC-DINA-H 0.499 0.902 0.905 0.920 0.900 0.899 0.501 0.502 
 MC-DINA-S 0.993 0.901 0.904 0.833 
    
 MC-DINA-M 
    0.899 0.898 0.993 0.839 
 DINA 0.991 0.661 0.661 0.995 
    
  Bug-DINO         0.734 0.734 0.998 1.000 
5000 MC-DINA-H 0.501 0.903 0.905 0.935 0.898 0.899 0.498 0.501 
 MC-DINA-S 0.992 0.901 0.903 0.836 
    
 MC-DINA-M 
    0.899 0.900 0.992 0.837 
 DINA 0.992 0.661 0.662 0.995 
    
  Bug-DINO         0.734 0.734 0.998 1.000 
Note. I=sample size; highest accuracy per attribute is in bold. 
 
4.2.1 Impact of conditions on classification 
 
The results in Table 4.2, Table 4.3, and Table 4.4 were aggregated across attributes and 
either sample size or test length conditions to better illustrate the impact of those conditions, with 
results presented in Table 4.5 and Table 4.6 respectively. For most of the conditions, increased 
sample size and test length generally improve the attribute estimation accuracies for the models, 
but by very small amounts. Table 4.5 presents the difference in mean attribute classifications 
accuracy for each model and sample size averaged across attributes and test lengths, and Table 
 
 61 
4.6 presents the difference in mean attribute classifications accuracy for each model and test 
length averaged across attributes and sample sizes. Based on Table 4.5, there were only two 
instances where increased sample size did not improve attribute accuracy on average: for the 
MC-DINA-H when moving from a sample size of 2,000 to 5,000, and MC-DINA-M when 
moving from a sample size of 500 to 1,000. Based on Table 4.6, there were only two instances 
where increased sample size did not improve accuracy on average: for the MC-DINA-M and 
Bug-DINO when moving from a test length of 30 to 60. However, the absolute differences 
between accuracies ranged from .001 to .003 between sample sizes and ranged from .001 to .026 
between test lengths. The small size of the observed differences along with the few cases where 
decreases were observed illustrate that increased sample size or test length did not make a large 
improvement to attribute accuracy.  
Table 4.5 Difference in Mean Classification Accuracy Between Sample Sizes Averaged 
Across Attributes and Test Length 
Models 
I=Sample Size 
500 to 1000 1000 to 2000 2,000 to 5,000 
MC-DINA-H 0.001 0.001 -0.001 
MC-DINA-S 0.001 0.002 0.001 
MC-DINA-M -0.001 0.003 0.001 
DINA 0.001 0.000 0.001 
Bug-DINO 0.000 0.001 0.002 
Note. Positive values represent an increase and negative values represent a decrease in model 













Table 4.6 Difference in Mean Classification Accuracy Between Test Lengths Averaged Across 
Attributes and Sample Size 
Models 
J=Test Length 
15 to 30 30 to 60 
MC-DINA-H 0.007 0.010 
MC-DINA-S 0.016 0.002 
MC-DINA-M 0.026 -0.006 
DINA 0.023 0.012 
Bug-DINO 0.015 -0.001 
Note. Positive values represent an increase and negative values represent a decrease in model 
accuracy from the previous test length. J=test length. 
 
4.2.2 Detailed model comparison 
 
The results across Table 4.2, Table 4.3, and Table 4.4 showed that different models were 
more accurate for certain attributes across the sample size and test length conditions. The MC-
DINA-H tended to be most accurate for attributes S2, S3, M1, and M2. The DINA tended to be 
most accurate for S1 and always most accurate for S4. The bug-DINO was accurate most often 
for M3 and always most accurate for M4. Table 4.7 summarizes for how many of the 12 
conditions each model had the highest accuracy for each attribute.  For attribute S1, the DINA 
model was most accurate for seven of the conditions and MC-DINA-S was most accurate for 
four of the conditions, and there was one condition where the DINA and MC-DINA-S tied in 
accuracy. These results show that although the MC-DINA-H is most often accurate for attributes 









Table 4.7 Number of Conditions in Which Each Model Shows the Highest Accuracy, by 
Attribute 
Attribute Model Conditions 
S1 DINA 7 
 MC-DINA-S 4 
  Both (DINA & MC-DINA-S) 1 
S2 MC-DINA-H 7 
  MC-DINA-S 4 
 MC-DINA-H 5 
S3 MC-DINA-S 3 
 Both (MC-DINA-H & MC-DINA-S) 4 
  Both (MC-DINA-H & MC-DINA-S) 1 
S4 DINA 12 
M1 MC-DINA-H 7 
 MC-DINA-M 3 
  Both (MC-DINA-H & MC-DINA-M) 2 
M2 MC-DINA-H 8 
 MC-DINA-M 3 
  Both (MC-DINA-H & MC-DINA-M) 1 
M3 Bug-DINO 11 
  MC-DINA-M 1 
M4 Bug-DINO 12 
Note. Model lists all the models for the attribute found to have the highest accuracy for each of 
the 12 conditions, and Most Accurate count indicates the number of conditions the model was 
found to have the highest accuracy from the total 12 conditions. 
 
4.2.3 Frequently required attributes 
 
To better interpret the differential accuracy of the models for particular attributes, it can 
be observed that attributes that showed lower classification accuracy among the multiple-choice 
response models (MC-DINA-H, MC-DINA-S, or MC-DINA-M) compared to the binary 
response model (DINA or Bug-DINO) were generally those attributes required by fewer options 
in the diagnostic assessment. Recall that that there are three sets of items for each hierarchical 
structure in a given test, and that attributes S2, S3, M1, and M2 were required by two options per 
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item in their respective sets, while attributes S1, S4, M3, and M4 were required by only one 
option per item in their respective sets. Table 4.8 lists for each attribute the type of hierarchical 
structure the attribute was represented in, and the percent of options H that required the attribute 
from the total number of options in the assessment (H * J; i.e., coverage). For example, S1 was 
in a divergent hierarchical structure and was required by 8 percent of the total options in the 
assessment (5/60 for J=15, 10/120 for J=30, and 20/240 for J=60). However, S2 was in a 
convergent structure and was required by twice as many 17 percent of total options in the 
assessment (10/60 for J=15, 20/120 for J=30, and 40/240 for J=60). The binary models (DINA 
and bug-DINO) were most often accurate when an attribute is required by one option; however, 
when an attribute is required by more than one option the MC-DINA models are more accurate. 
Among the low coverage attributes (S1, S4, M1, and M2), that the MC-DINA-H classified less 
accurately compared to the other models, S4 was classified much more accurately than S1, M3, 
and M4 by the MC-DINA-H. The column asymptomatic classification accuracy, in Table 4.8, 
illustrates attribute classification accuracy by the MC-DINA-H for sample size 5,000 and test 
length 60. Accuracy for S4 was .935 and the other low coverage attributes were between .498 to 
.501. A likely reason why accuracy was not as low for S4, could be a result of how the attributes 
interact in the MC-DINA-H when the parameters are estimated. For example, attributes being 








Table 4.8 Hierarchical Structure by Attribute and Percent of Options Requiring Attribute 




S1 Divergent 0.08 0.501 
S2 Convergent 0.17 0.903 
S3 Convergent 0.17 0.905 
S4 Linear 0.08 0.935 
M1 Divergent 0.17 0.898 
M2 Divergent 0.17 0.899 
M3 Convergent 0.08 0.498 
M4 Linear 0.08 0.501 
Note. Structure represents the pre-specified hierarchical structure used for each attribute, 
coverage represents the percent of options that require the attribute from total number of 
available options, and column asymptomatic classification accuracy represents accuracy by the 
MC-DINA-H for sample size 5,000 and test length 60. 
 
Mean attribute classification accuracy for frequently required attributes and attributes not 
required frequently was averaged across all conditions for each model and shown in Table 4.9. 
Attributes S2, S3, M1, and M2 were labeled as “frequently required” because they were required 
by twice as many options compared to the remaining attributes (S1, S4, M3, and M4). The MC-
DINA-H was observed to have higher attribute classification accuracy for frequent attributes 
compared to the other models. Classification accuracy for the frequent attributes was only 
slightly higher for the MC-DINA-H compared to the MC-DINA-S and MC-DINA-M by .001 
and .002 respectively, but it was much higher when compared to the DINA and Bug-DINO by 
.246 and .165 respectively. This is due to the MC-DINA models gaining diagnostic information 
by including specific answers selected, which is not measured by the binary models. For 
attributes less frequently required, the MC-DINA-H classified attributes less accurately 
compared to all the other models by a large margin by a difference of .313 between the MC-
DINA-H (.590) and a second lowest model the MC-DINA-S (.903). The reduction in 
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classification accuracy among less frequently required attributes for the MC-DINA-H is likely 
due to the MC-DINA-H measuring twice as many attributes (4 subskills plus 4 misconceptions) 
compared to all the other models. Therefore, the negative impact on classification performance 
of attributes not being frequently required by options may be exacerbated by models measuring 
more attributes.  
Table 4.9 Mean Attribute Classification Accuracy for Frequent and Less Frequent Attributes 
Averaged Across Sample Size and Test Length 
Model Frequent Less Frequent 
MC-DINA-H 0.896 0.590 
MC-DINA-S 0.895 0.903 
MC-DINA-M 0.894 0.909 
DINA 0.650 0.973 
Bug-DINO 0.730 0.994 
Note. Frequent Attributes are S2, S3, M1, and M2, and Less Frequent Attributes are S1, S4, M3, 
and M4.  
 
4.3 Impact of attribute frequency 
 
Though the results only showed improved accuracy for frequently required attributes (S2, 
S3, M1, and M2) for the MC-DINA-H across most conditions, the findings were consistent with 
prior research on the MC-DINA (e.g., de la Torre, 2009b). In the de la Torre (2009b) comparison 
of the MC-DINA to the DINA model, the MC-DINA showed improved classification accuracy 
for all attributes (cf. Table 4.10). However, the attributes measured by de la Torre (2009b) could 
all be classified as frequently required by options in the diagnostic assessment. Based on Table 
4.11, the percent of options in the diagnostic assessment used be de la Torre (2009b) were all 
between 14 and 19 percent. This is about the same percentage of attribute coverage for 
frequently required attributes in the present simulation (see Table 4.8), which was 17 percent. 
Therefore, the present findings, along with the results from de la Torre (2009b), suggest that for 
attributes to be classified accurately with a MC-DINA model, they should be required by at least 
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14 to 19 percent of option in the diagnostic assessment. In addition, if attributes are only required 
by 8 percent of options in the diagnostic assessment, then less complex binary models may 
produce more accurate classification than the proposed MC-DINA-H model. 
Table 4.10 Mean Attribute Classification Accuracy 
 Attributes 
Model S1 S2 S3 S4 S5 
MC-DINA 97.06 97.53 97.23 97.93 97.4 
DINA 90.35 91.92 92.37 90.32 90.68 
Note. Table is from de la Torre (2009b) simulation study with K=5 attributes, J=30 items, K=1,000 
examinees, and H=4 options per item. Highest accuracy per attribute is in bold. 
 
Table 4.11 Frequency of Options that Required each Attribute 
 Attributes 
Model S1 S2 S3 S4 S5 
MC-DINA .17 .17 .14 .19 .17 
Note. Table is from de la Torre (2009b) simulation study with K=5 attributes, J=30 items, K=1,000 
examinees, and H=4 options per item. 
 
The simulation results seem to call into question whether the proposed MC-DINA-H 
model can provide effective diagnostic assessment of all attributes. Additionally, the Q-matrix 
structure use in the simulated assessment represents something of a special case in that no items 
were assumed to tap more than one attribute simultaneously. Thus, an additional simulation 
study was conducted to evaluate whether improved accuracy could be achieved for the subskill 
attributes S1 and S4 by the MC-DINA-H. To do this, coverage for S1 and S4 was increased by 
adding an additional set of items that required both S1 and S4 in the correct response and 
assessed knowledge of these attributes individually in the distractors. The Q-matrix for the 
extended structure is provided in Table 4.10. The diagnostic assessment design included items 
that only required a single attribute and also included items that required multiple attributes in 
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the same diagnostic assessment, which is typical of many Q-matrices used for multiple-choice 
CDMs in the literature (e.g., de la Torre, 2009b; Ozaki, 2015). To simplify the analysis, 
additional options that required misconceptions were not added. The goal was to evaluate the 
impact of attribute coverage on classification accuracy for S1 and S4. The design of this 
supplementary simulation used the same approach as the main simulation study but only for a 
test length of 20 (the original 15-item assessment plus 5 “extended” items requiring both S1 and 
S4), and only the MC-DINA-H was used. The mean attribute classification accuracy for the MC-
DINA-H across sample size conditions is given in Table 4.11. Mean attribute classification 
accuracy across replications and sample sizes did greatly improve for S1 and S4 and were above 
.921 to .937 and .967 to .969 respectively. Table 4.12 illustrates the frequency of how often each 
attribute was required by options in the diagnostic assessment. The results show that attributes 
required by 19 percent of the options had accuracy over .900 (S1 and S4), attributes required by 
.13 percent of options had an accuracy of over .800 (S2, S3, M1, and M2), and attributes 
required by 6 percent of options had very poor accuracy (M3 and M4). These findings suggest 
that appropriate attribute coverage in diagnostic assessments is important for the use of MC-















Table 4.12 Summary Extended Q-matrix for Twenty Items, Four Options, and Eight 
Attributes 
  Attributes 
  Subskills Misconceptions 
Items Options S1 S2 S3 S4 M1 M2 M3 M4 
1-5 a 1 0 0 0 0 0 0 0 
 b 0 0 0 0 1 0 0 0 
 c 0 0 0 0 0 1 0 0 
  d 0 0 0 0 1 1 0 0 
6-10 a 0 1 1 0 0 0 0 0 
 b 0 1 0 0 0 0 0 0 
 c 0 0 1 0 0 0 0 0 
  d 0 0 0 0 0 0 1 0 
11-15 a 0 0 0 1 0 0 0 0 
 b 0 0 0 0 0 0 0 1 
 c 0 0 0 0 0 0 0 0 
  d 0 0 0 0 0 0 0 0 
16-20 a 1 0 0 1 0 0 0 0 
 b 1 0 0 0 0 0 0 0 
 c 0 0 0 1 0 0 0 0 
  d 0 0 0 0 0 0 0 0 
 
 
Table 4. 13 MC-DINA-H Mean Attribute Classification Accuracy Across 100 Replications by 
Sample Size for Test Length of 20 
 Attributes 
I=Sample Size S1 S2 S3 S4 M1 M2 M3 M4 
500 0.937 0.889 0.892 0.969 0.876 0.877 0.501 0.499 
1,000 0.929 0.889 0.889 0.968 0.877 0.878 0.500 0.500 
2,000 0.924 0.888 0.890 0.967 0.878 0.876 0.500 0.498 
5,000 0.921 0.891 0.892 0.967 0.876 0.877 0.502 0.500 







Table 4.14 Frequency of Options that Required each Attribute for MC-DINA-H 
 Attributes 
Model  S1 S2 S3 S4 M1 M2 M3 M4 












Chapter 5: Discussion 
5.1 Summary of findings 
The objective of the present project was to propose a new methodology for measuring 
misconceptions and subskills simultaneously using diagnostic information available from 
incorrect alternatives in multiple-choice tests designed for that purpose. The proposed method 
used the de la Torre (2009b) MC-DINA framework and generalized version of the model 
estimation approach, which was made more practical for this purpose by introducing 
assumptions regarding attribute dependencies that can be exploited to reduce the number of 
possible knowledge states. It was hypothesized that the accuracy of the parameter estimates 
produced by the MC-DINA’s EM-based estimation methods in implementing the new 
methodology (referred to as the MC-DINA-H) would improve as sample size and test length 
increased.  
The results of the simulation study confirm that the proposed adaptation of the MC-
DINA generally worked effectively to provide reasonable estimates of examinee skills and 
misconceptions. Furthermore, the accuracy of the parameters did improve slightly as sample size 
and test length increased. A decrease in parameter estimation accuracy was observed as test 
length increased from 15 to 30; however, accuracy did increase between test lengths of 15 to 60 
and 30 to 60. Similar non-monotonicity was found by Ozaki (2015) in his simulation study 
comparing the de la Torre (2009b) MC-DINA method to three proposed modifications to the 
model. Ozaki (2015) observed that accuracy of parameter estimation for the de la Torre (2009b) 
model decreased between test lengths of 20 and 40. A likely reason for the non-monotonicity 
observed across test lengths is that the number of item parameters that need to be estimated 
increases as test length increases, but increased test length can also increase the reliability of 
results, and these effects are not necessarily linear. Thus, an area needing further investigation, 
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also mentioned by de la Torre (2009b), would be to evaluate the MC-DINA across more test 
length conditions to better understand ideal test lengths.  
It was also hypothesized that the MC-DINA-H would provide higher classification 
accuracy for each attribute compared to the less complex models examined in the simulation 
study, due to better correspondence to the model used to generate the simulation data, which can 
be described as reducing model specification error. The results did not confirm the hypothesis for 
all attributes; however, higher attribute classification performance was found by the MC-DINA-
H for attributes more frequently required by options compared to the less frequently required 
attributes. In the main simulation study, attributes required by 17 percent of options can be 
described as frequently required and attributes required by 8 percent of options can be described 
as less frequently required.  
These results are not anomalous; past studies that evaluated the MC-DINA only used 
diagnostic assessments that measure attributes relatively frequently required by options. For 
example, in the simulation of de la Torre (2009b), all the attributes measured were required by 
14 to 19 percent of options.  In Ozaki (2015) all the attributes measured were required by 15 to 
19 percent of options. Thus, the present study provides novel information on the level of attribute 
coverage (i.e., frequency an attribute is required by options in a test) needed for accurate attribute 
classification by the MC-DINA. Based on the present findings, attributes required by 13 to 19 
percent of options in the diagnostic assessment produce high classification accuracy by the MC-
DINA-H. In contrast, when attributes were only required by 8 percent of options in the 
diagnostic assessment, the less complex binary models (DINA and Bug-DINO) outperformed the 
MC-DINA models. This aspect of an assessment design is an important factor for designing 
effective diagnostic assessment because it provides recommendations for minimum coverage 
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needed for an attribute across options in a diagnostic assessment using information from 
incorrect alternatives. A potential area for further investigations would be to evaluate attribute 
classification accuracy for the MC-DINA and variations of the model (e.g., de la Torre, 2009; 
Ozaki, 2015) across varying degrees of coverage and different number of latent attributes, even 
for models without misconceptions. In addition, it might be informative to evaluate the potential 
impact of attribute correlation on classification accuracy in the MC-DINA-H. 
Comparisons between multiple-choice response models showed improved attribute 
classification accuracy for the MC-DINA-H compared to the MC-DINA-S that measured 
subskills only and MC-DINA-M that measured misconceptions only. The classification accuracy 
for attributes that were more frequently required by options for a given item was found to be 
higher for the MC-DINA-H than the MC-DINA-S and MC-DINA-M. These results are 
consistent with prior investigations that have found improved accuracy when subskills were 
included in misconception measurement models as higher-order attributes antecedent to the 
misconceptions (e.g., Kuo et al., 2018; Lee & Corter, 2011). The results suggest that measuring 
misconception and subskill attributes simultaneously lead to increased accuracy compared to 
when omitting the set of misconception or subskill attributes from the model. Prior investigations 
with both simulated and real data have also shown that excluding essential attributes or including 
superfluous attributes could impact parameter estimation and classification accuracy of CDMs 
(e.g., de la Torre & Douglas, 2006; Im & Corter, 2011; Rupp & Templin, 2008). These 
investigations underscore the importance of measuring both subskills and misconceptions 
simultaneously in diagnostic assessment. 
In addition to leading to improved accuracy, measuring both sets of attributes 
simultaneously (misconceptions and subskills) provide a more granular understanding of 
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strategies that examinees may follow. Recall that for the binary DINA model there are two item 
parameters estimated per item: a guessing parameter and a slip parameter. It was explained by de 
la Torre and Douglas (2004) that guessing in regard to the DINA model parameter may 
encompass both random guessing and alternative strategies. Measurement of both 
misconceptions and subskills simultaneously could better aid researchers in mapping out 
successful and erroneous strategies that otherwise may be overlooked by employing simpler 
models like DINA model. 
5.2 Conditions needed for effective use of MC-DINA-H 
To more effectively employ the MC-DINA-H, diagnostic assessments should be 
intentionally designed for the M-DINA-H. Recall that a diagnostic assessment appropriate for 
the MC-DINA-H requires each item to contain one option coded to tap all the distinct attributes 
represented by that item (Ozaki, 2015). This limitation holds unless knowledge states that 
contain the presence of those distinct attributes can be designated as impossible due to specified 
attribute dependencies and removed, as illustrated in the present study.  
It has been noted by Gierl and Leighton (2007) that CDMs in general should be applied 
to diagnostic assessments intentionally designed to gain information on specific attributes, and 
not to general-purpose tests. This principle may hold even more true for the MC-DINA-H due to 
its requirements of specifying attribute dependencies and implication on option coding detailed 
earlier. Therefore, diagnostic assessments may have to be designed specifically for the MC-
DINA-H, following the guidelines provided in the preceding methods section.  
The proposed new methodology reduces the number of knowledge state parameters 
estimated by the model by introducing dependencies between attributes. However, these attribute 
dependencies leave the number of item parameters unchanged for the MC-DINA model (de la 
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Torre, 2009b). Due to the large number of item parameters estimated by the MC-DINA-H model 
compared to binary response models, larger sample sizes are needed. Lower sample size 
conditions may provide more insight to whether multiple-choice response models become less 
reliable. The lowest sample size considered by the simulation study was 500. Future 
investigations could compare binary and multiple-choice response models with sample sizes 
smaller than 500. In addition, future investigations can also vary the number of attributes along 
with test length and sample size conditions between both types of models to more 
comprehensively examine the impact these conditions may have on parameter estimation. 
The present results demonstrate that large improvements in attribute classification 
accuracy can be gained from the MC-DINA-H. For example, the simulation study results showed 
that mean attribute classification accuracy across frequently required attributes to be higher for 
the MC-DINA-H compared to the binary DINA model by .246 and Bug-DINO by .166. 
However, the MC-DINA-H requires three key aspects: appropriate coverage of the attributes by 
options, appropriate diagnostic assessment designed for the MC-DINA-H, and large sample 
sizes. The cost and feasibility of these requirements would have to be weighed against the 
potential improvements in accuracy gained.  
Alternative, more flexible, models to the MC-DINA-H may be more appropriate for 
diagnostic assessments not designed for a specific model to measure latent attributes. For 
example, the Bayesian Network model used by Lee and Corter (2011) to diagnose 
misconceptions would not have strict limitations on attributes required by options for a given 
item. Another example is distractor analysis proposed by Y.S. Lee et al. (2011), which can 
provide added information on distractors while employing the DINA model. The advantage of 
this approach is that it would not require larger sample sizes as does the MC-DINA. Additional 
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investigations are suggested to compare the Bayesian Network approach to the CDM approaches 
considered here.  
5.3 Study limitations and future research 
One main limitation with the present research was the use of a simulation study rather 
than empirical data. Although the use of a simulation study design allowed for the comparison of 
varying hierarchical structures between attributes and conditions (e.g., sample size and test 
length), the use of empirical data would perhaps improve confidence in the generalizability of 
the findings. However, the MC-DINA-H is most appropriate for diagnostic assessments designed 
with distractors that consider dependencies with attributes required by the correct answer. 
Constructed response diagnostic assessments could also potentially be used with the MC-DINA-
H and other CDMs given that a Q-matrix can be generated for the responses provided (cf. Lee & 
Corter, 2005). Therefore, future investigations must either find appropriate diagnostic assessment 
domains, or design appropriate diagnostic assessments and collect relevant data. 
5.3.1 Validation concerns 
One potential issue that could likely curtail development of misconception diagnosis 
models is the difficulty in specifying latent misconceptions and subskills to specific answers 
selected. Investigations have shown this to be a growing area of concern for the development of 
Q-matrices, because they have often been shown to be misspecified in the literature (Xu & 
Shang, 2018). Consequently, working with content experts and test design will provide more 
accurate and meaningful misconception measurement models. Advances in the field of 
psychometrics could potentially allow for ways to improve or develop new more accurate 
misconception diagnosis models.  
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5.3.2 Misconceptions diagnosis in different subject areas 
One issue with misconception measurement models is whether they can be developed for 
a variety of topics or content domains. Much of the misconception measurement model literature 
that have used empirical data have used responses from diagnostic assessments in mathematics 
(e.g., Kuo et al., 2018; Lee & Corter, 2011). As mentioned, the focus on math diagnostic 
assessments for misconception measurement models may be because math misconceptions are 
more related to lack of subskills, but misconceptions in other subjects may be more related to 
prior erroneous knowledge or beliefs (Kuo et al., 2016). Consequently, dependencies between 
subskills and misconceptions may be easier to identify in the mathematics domain. However, 
some diagnostic assessments designed to identify misconceptions among examinees for subjects 
outside of math (e.g., biology, chemistry, etc.) have been developed (Treagust, 1988). Examples 
include the Force Concept Inventory (FCI; Hestenes, Wells, & Swackhamer, 1992) for physics 
and the Homeostasis Concept Inventory (HCI; by McFarland et al., 2017) for physiology. In 
addition, diagnostic assessments could also be designed to cover multiple subjects (i.e., domain 
agnostic). Future investigations could explore the performance of misconception measurement 
models on diagnostic assessments outside of math.  
5.4 Pedagogical implications of misconception research 
The findings also underscore that it is important that importance of multiple-choice 
diagnostic assessments be designed with common misconceptions present in distractors. It is 
well understood that convincing distractors are needed in educational assessment, because non-
convincing distractors are likely to be eliminated by even low-ability examinees (DeMars, 2010). 
However, measuring misconceptions can better expand on why some distractors may be 
convincing and whether it is rooted in some alternative strategy developed by the examinee. 
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Additionally, distractors designed to represent misconceptions could allow more comprehensive 
diagnostic information to be gained.  
5.4.1 Value of diagnostic data 
The in-depth diagnostic information provided by CDMs has likely contributed to their 
recent popularity. The need for more detailed diagnostic data is indicated by the potential value it 
provides to improving education. The availability of student diagnostic data has been linked to 
improvements in learning effectiveness and outcomes in remedial courses (K. Tatsuoka & M. 
Tatsuoka 1997; Yeany & Miller, 1983).  In addition, diagnostic data provides a valuable avenue 
for educators to better tailor instruction around specific traits backed by data (Yamaguchi & 
Okada, 2018).  
5.5 Conclusion 
The purpose of this project was to provide a new methodology for employing the MC-
DINA model to measure misconceptions and subskills simultaneously. By leveraging various 
advances made in the field of psychometrics, in-depth mapping and assessment of varying 
strategies (erroneous or not) that are employed by examinees can potentially be accomplished 
with a fair degree of accuracy. In addition, guidelines were proposed for appropriate diagnostic 
assessment design. The findings provide insight into the types of attribute coverage needed to 
effectively employ MC-DINA models, and when less complex binary models may be more 
appropriate. In terms of practical applications, continued advances made in the area of 










Almond, R. G., & Mislevy, R. J. (1999). Graphical models and computerized adaptive testing. 
Applied Psychological Measurement, 23, 223-237. 
 
Aunola, K., Leskinen, E., Lerkkanen, M., & Nurmi, J. (2004). Developmental dynamics of math 
performance from preschool to grade 2. Journal of Educational Psychology, 96, 699–
713. 
 
Barton, M. A., & Lord, F. M. (1981). An upper asymptote for the three‐parameter logistic item‐
response model. ETS Research Report Series, 1981(1), i-8. 
 
Bergquist, W., & Heikkinen, H. (1990). Student ideas regarding chemical equilibrium. Journal 
of Chemical Education 67: 1000–1003. 
 
Birnbaum, A. (1968). Some latent trait models and their use in inferring an examinee’s ability. In 
F.M. Lord & M. R. Novick (Eds.), Statistical theories of mental test scores (pp. 397-479). 
Addison-Wesley 
 
Bock, R. D. (1972). Estimating item parameters and latent ability when responses are scored in 
two or more nominal categories. Psychometrika, 37(1), 29-51. 
 
Bolt, D. M., & Lall, V. F. (2003). Estimation of compensatory and noncompensatory 
multidimensional item response models using Markov chain Monte Carlo. Applied 
Psychological Measurement, 27(6), 395-414. 
 
Bradshaw, L., & Cohen, A. (2010, May). Accuracy of multidimensional item response model 
parameters estimated under small sample sizes. Symposium conducted at the annual 
American Educational Research Association conference, Denver, CO. 
 
Bradshaw, L., & Templin, J. (2014). Combining item response theory and diagnostic 
classification models: a psychometric model for scaling ability and diagnosing 
misconceptions. Psychometrika, 79(3), 403-425. 
 
Brewe, E. (2008). Modeling theory applied: Modeling instruction in introductory physics. 
American Journal of Physics, 76(12), 1155-1160. 
 
Brown, D. E. (1992). Using examples and analogies to remediate misconceptions in physics: 
Factors influencing conceptual change. Journal of Research in Science Teaching, 29(1), 
17-34. 
 
Brown, J. S., & Burton, R. R. (1978). Diagnostic models for procedural bugs in basic 




Brown, D. E., & Clement, J. (1989). Overcoming misconceptions via analogical reasoning: 
Abstract transfer versus explanatory model construction. Instructional Science, 18(4), 
237-261. 
 
Brown, J. S., & VanLehn, K. (1980). Repair theory: a generative theory of bugs in procedural 
skills. Cognitive Science, 4(4), 379-426. 
 
Çetingul, I., & Geban, Ö. (2011). Using conceptual change texts with analogies for 
misconceptions in acids and bases. Hacettepe Üniversitesi Eğitim Fakültesi Dergisi, 41, 
112-123. 
 
Chi, M. T. (2005). Commonsense conceptions of emergent processes: why some misconceptions 
are robust. The Journal of the Learning Sciences, 14(2), 161-199. 
 
Chi, M. T., Slotta, J. D., & De Leeuw, N. (1994). From things to processes: A theory of 
conceptual change for learning science concepts. Learning and Instruction, 4(1), 27-43. 
 
Chi, M. T., & Wylie, R. (2014). The ICAP framework: Linking cognitive engagement to active 
learning outcomes. Educational Psychologist, 49(4), 219-243. 
 
Chiu, C. Y. (2013). Statistical refinement of the Q-matrix in cognitive diagnosis. Applied 
Psychological Measurement, 37(8), 598-618. 
 
Choi, K. M., Lee, Y. S., & Park, Y. S. (2015). What CDM can tell about what students have 
learned: an analysis of TIMSS eighth grade mathematics. Eurasia Journal of 
Mathematics, Science and Technology Education, 11(6), 1563-1577. 
 
Cizek, G.J., Bunch, M.B., & Koons, H. (2004). Setting performance standards: contemporary 
methods. Educational Measurement, Issues and Practice, 23(4), 31–50. 
 
Clement, J. (1982a). Algebra word problem solutions: thought processes underlying a common 
misconception. Journal for Research in Mathematics Education, 16-30. 
 
Clement J. (1982b). Students’ preconceptions in introductory mechanics. American Journal of 
Physics, 50, 66-71.  
 
Clement J. (1987, April). The use of analogies and anchoring intuitions to remediate 
misconceptions in mechanics. Paper presented at the Annual Meeting of American 
Educational Research Association, Washington, DC, United States.  
 
Clement, J. (1993). Using bridging analogies and anchoring intuitions to deal with students' 
preconceptions in physics. Journal of Research in Science Teaching, 30(10), 1241-1257. 
 




DeCarlo L. T. (2011). On the analysis of fraction subtraction data: the DINA model, 
classification, latent class sizes, and the Q-matrix. Applied Psychological Measurement, 
35, 8-26. 
 
de La Torre, J. (2009a). DINA model and parameter estimation: a didactic. Journal of 
Educational and Behavioral Statistics, 34(1), 115-130. 
 
de La Torre, J. (2009b). A cognitive diagnosis model for cognitively based multiple-choice 
options. Applied Psychological Measurement, 33(3), 163-183. 
 
de La Torre, J., & Douglas, J. A. (2004). Higher-order latent trait models for cognitive diagnosis. 
Psychometrika, 69(3), 333-353. 
 
de La Torre, J., & Douglas, J. (2005, April). Modeling multiple strategies in cognitive diagnosis. 
Paper presented at the annual meeting of the National Council on Measurement in 
Education, Montréal, QC, Canada. 
 
de La Torre, J., van der Ark, L. A., & Rossi, G. (2018). Analysis of clinical data from a cognitive 
diagnosis modeling framework. Measurement and Evaluation in Counseling and 
Development, 51(4), 281-296. 
 
DeMars, C. (2010). Item response theory. Oxford University Press. 
 
Desbien, D. M. (2002). Modeling discourse management compared to other classroom 
management styles in university physics. [Unpublished doctoral dissertation]. Arizona 
State University. 
 
Dempster A. P., Laird N. M., & Rubin D. B. (1977). Maximum likelihood from incomplete data 
via the EM algorithm (with discussion). Journal of the Royal Statistical Society, B(39), 
1–38. 
 
DiBello, L. V., Henson, R. A., & Stout, W. F. (2015). A family of generalized diagnostic 
classification models for multiple choice option-based scoring. Applied Psychological 
Measurement, 39(1), 62-79. 
 
DiBello, L. V., & Stout, W. (2007). Guest editors’ introduction and overview: IRT-based 
cognitive diagnostic models and related methods. Journal of Educational Measurement, 
44(4), 285–291. 
 
Dilber, R., & Duzgun, B. (2008). Effectiveness of analogy on students' success and elimination 
of misconceptions. Latin-American Journal of Physics Education, 2(3), 174-183. 
 
Driver, R., & Oldham, V. (1986). A constructivist approach to curriculum development in 
science. Studies in Science Education, 13, 105–122. 
 
Eggen, P. & Kauchak, D. (2004). Educational psychology. Pearson Prentice Hall. 
 
 82 
Ely, R. (2010). Nonstandard student conceptions about infinitesimals. Journal for Research in 
Mathematics Education, 117-146. 
 
Embretson, S. (1984). A general latent trait model for response processes. Psychometrika, 49(2), 
175-186. 
 
Foisy, L. M. B., Potvin, P., Riopel, M., & Masson, S. (2015). Is inhibition involved in 
overcoming a common physics misconception in mechanics? Trends in Neuroscience and 
Education, 4(1-2), 26-36. 
 
Chung, M. (2019). A Gibbs sampling algorithm that estimates the Q-matrix for the DINA model. 
Journal of Mathematical Psychology, 93, 102275. 
 
George, A. C., & Robitzsch, A. (2015). Cognitive diagnosis models in R: a didactic. The 
Quantitative Methods for Psychology, 11(3), 189-205. 
 
Gierl, M. J., & Leighton, J. P. (2007). Directions for future research in cognitive diagnostic 
assessment. Cognitive Diagnostic Assessment for Education: Theory and Applications, 
341-352. 
 
Griffiths, A. K., Thomey, K., Cooke, B., & Normore, G. (1988). Remediation of student-specific 
misconceptions relating to three science concepts. Journal of Research in Science 
Teaching, 25(9), 709-719. 
 
Guzzetti, B. J. (2000). Learning counter-intuitive science concepts: What have we learned from 
over a decade of research? Reading & Writing Quarterly, 16(2), 89-98. 
 
Haberman, S. J. (2005). When can subscores have value? ETS Research Report Series, 2005(1), 
i-15. 
 
Haberman, S. J. (2008). Subscores and validity. ETS Research Report Series, 2008(2), i-11. 
Haertel, E. H., & Wiley, D. E. (1993). Representations of ability structures: implications for 
testing. Test Theory for a New Generation of Tests, 359-384. 
 
Hestenes, D. (1987). Toward a modeling theory of physics instruction. American Journal of 
Physics, 55(5), 440-454. 
 
Hestenes, D. (1996, August). Modeling Methodology for Physics Teachers. Paper presented at 
the International Conference on Undergraduate Physics Education, College Park, MD. 
 
Hestenes, D., Wells, M., & Swackhamer, G. (1992). Force concept inventory. The Physics 
Teacher, 30(3), 141-158. 
 
Halloun, I. A., & Hestenes, D. (1985). The initial knowledge state of college physics students. 




Hunt, E., & Minstrell, J. (1996). Effective instruction in science and mathematics: Psychological 
principles and social constraints. Issues in Education, 2(2), 123-162. 
 
Im S., & Corter J. E. (2011). Statistical consequences of attribute misspecification in the rule 
space method. Educational and Psychological Measurement, 71, 712-731. 
 
Jackson, J., Dukerich, L., & Hestenes, D. (2008). Modeling Instruction: An Effective Model for 
Science Education. Science Educator, 17(1), 10-17. 
 
Jensen, F. V. (1996). An introduction to Bayesian networks. Springer. 
 
Johnson, D. W., & Johnson, R. T. (1989). Cooperation and competition: Theory and research. 
Interaction Book Company. 
 
Johnson, R. T., & Johnson, D. W. (2008). Active learning: Cooperation in the classroom. The 
Annual Report of Educational Psychology in Japan, 47, 29-30. 
 
Junker, B. W., & Sijtsma, K. (2001). Cognitive assessment models with few assumptions, and 
connections with nonparametric item response theory. Applied Psychological 
Measurement, 25(3), 258-272. 
 
Kaiser, M., & Dillmann, R. (1995). Hierarchical learning of efficient skill application for 
autonomous robots. In International Symposium on Intelligent Robotic Systems, Pisa, 
Italy. 
 
Kinzie, M. B. (1990). Requirements and benefits of effective interactive instruction: Learner 
control, self-regulation, and continuing motivation. Educational Technology Research 
and Development, 38(1), 5-21. 
 
Kunina‐Habenicht, O., Rupp, A. A., & Wilhelm, O. (2012). The impact of model 
misspecification on parameter estimation and item‐fit assessment in log‐linear diagnostic 
classification models. Journal of Educational Measurement, 49(1), 59-81. 
 
Kuo, B.-C., Chen, C.-H., & de la Torre, J. (2018). A cognitive diagnosis model for identifying 
coexisting skills and misconceptions. Applied Psychological Measurement, 42(3), 179–
191. 
 
Kuo, B. C., Chen, C. H., Yang, C. W., & Mok, M. M. C. (2016). Cognitive diagnostic models for 
tests with multiple-choice and constructed-response items. Educational Psychology, 
36(6), 1115-1133. 
 
Lamb, L. L., Bishop, J. P., Philipp, R. A., Schappelle, B. P., Whitacre, I., & Lewis, M. (2012). 





Lee, J. (2003). Diagnosis of subtraction bugs using Bayesian networks. [Unpublished doctoral 
dissertation].  Columbia University. 
 
Lee, J., & Corter, J. E. (2005). The role of defined sub-skills in detecting subtraction bugs in tests 
of varying formats. Paper presented at the Annual Meeting of the American Educational 
Research Association, Montréal, Canada. 
 
Lee, J., & Corter, J. E. (2003). Diagnosis of subtraction bugs using Bayesian networks. Paper 
presented at the Annual Meeting of the Classification Society of North America, 
Tallahassee, Florida, United States. 
 
Lee, J., & Corter, J. E. (2011). Diagnosis of subtraction bugs using Bayesian networks. Applied 
Psychological Measurement, 35(1), 27-47. 
 
Lee, Y. S., Park, Y. S., & Taylan, D. (2011). A cognitive diagnostic modeling of attribute 
mastery in Massachusetts, Minnesota, and the US national sample using the TIMSS 
2007. International Journal of Testing, 11(2), 144-177. 
 
Leighton, J. P., Gierl, M. J., & Hunka, S. M. (2004). The attribute hierarchy method for cognitive 
assessment: a variation on Tatsuoka's rule‐space approach. Journal of educational 
Measurement, 41(3), 205-237. 
 
Levine, M. V., & Drasgow, F. (1983). The relation between incorrect option choice and 
estimated ability. Educational and Psychological Measurement, 43(3), 675-685. 
 
Li, X., & Li, Y. (2008). Research on students' misconceptions to improve teaching and learning 
in school mathematics and science. School Science and Mathematics, 108(1), 4-8. 
 
Li, X., Ding, M., Capraro, M. M., & Capraro, R. M. (2008). Sources of differences in children's 
understandings of mathematical equality: Comparative analysis of teacher guides and 
student texts in China and the United States. Cognition and Instruction, 26(2), 195-217. 
 
Maris, E. 1999. Estimating multiple classification latent class models. Psychometrika, 64(2): 
187–212. 
 
Martin, J. D., & VanLehn, K. (1995). A Bayesian approach to cognitive assessment. Cognitively 
Diagnostic Assessment, 141-165. 
 
Masson, S., Potvin, P., Riopel, M., & Foisy, L. M. B. (2014). Differences in brain activation 
between novices and experts in science during a task involving a common misconception 
in electricity. Mind, Brain, and Education, 8(1), 44-55. 
 
McFarland, J. L., Price, R. M., Wenderoth, M. P., Martinková, P., Cliff, W., Michael, J., Modell, 
H., & Wright, A. (2017). Development and validation of the homeostasis concept 




Mislevy, R. J. (1994). Probability‐based inference in cognitive diagnosis. ETS Research Report 
Series, 1994(1), i-31. 
 
Mulford, D. R., & Robinson, W. R. (2002). An inventory for alternate conceptions among first-
semester general chemistry students. Journal of Chemical Education, 79(6), 739–751. 
 
National Center for Education Statistics. (2012). The Nation’s Report Card: Science 2011 
(NCES 2012–465). Retrieved July 1, 2019, from https://www.nationsreportcard.gov/  
 
National Center for Education Statistics. (2015). Program for International Student Assessment: 
Selected Findings from PISA 2015. Retrieved July 1, 2019, from 
https://nces.ed.gov/surveys/pisa/pisa2015/pisa2015highlights_1.asp 
 
Nitko, A. J. (1996). Educational assessment of students. Prentice-Hall. 
 
Osborne, R. J. (1982). Science education: Where do we start? The Australian Science Teachers’ 
Journal, 28, 21–30. 
 
Ozaki, K. (2015). DINA models for multiple-choice items with few parameters: considering 
incorrect answers. Applied Psychological Measurement, 39(6), 431-447. 
 
Ozgur, S. (2013). The persistence of misconceptions about the human blood circulatory system 
among students in different grade levels. International Journal of Environmental and 
Science Education, 8(2), 255-268. 
 
Ozkan, E. M., & Ozkan, A. (2012). Misconception in exponential numbers in IST and IIND level 
primary school mathematics. Procedia-Social and Behavioral Sciences, 46, 65-69. 
 
Özmen, H. (2004). Some student misconceptions in chemistry: a literature review of chemical 
bonding. Journal of Science Education and Technology, 13(2), 147-159. 
 
Pabuccu, A., & Geban, O. (2006). Remediating misconceptions concerning chemical bonding 
through conceptual change text. Hacettepe University Journal of Education, 30, 184-192. 
 
Pearl, J. (1988). Probabilistic reasoning in intelligent systems. Morgan Kaufmann. 
 
Potvin, P., Sauriol, É., & Riopel, M. (2015). Experimental evidence of the superiority of the 
prevalence model of conceptual change over the classical models and repetition. Journal 
of Research in Science Teaching, 52(8), 1082-1108. 
 
Prince, M., Vigeant, M., & Nottis, K. (2012). Development of the heat and energy concept 
inventory: preliminary results on the prevalence and persistence of engineering students' 
misconceptions. Journal of Engineering Education, 101(3), 412-438. 
 
Reckase, M. D. (1997). The past and future of multidimensional item response theory. Applied 
Psychological Measurement, 21(1), 25-36. 
 
 86 
Riccomini, P. J. (2005). Identification and remediation of systematic error patterns in 
subtraction. Learning Disability Quarterly, 28(3), 233–242. 
 
Robitzsch, A., Kiefer, T., George, A. C., Uenlue, A., & Robitzsch, M. A. (2020). Package 
‘CDM’. Handbook of diagnostic classification models. Springer. 
 
Rupp, A. A., & Templin, J. L. (2008). Unique characteristics of diagnostic classification models: 
a comprehensive review of the current state-of-the-art. Measurement, 6(4), 219-262. 
 
Russell, S., & Norvig, P. (1995). Artificial intelligence: A modern approach. Prentice Hall. 
 
Sadler, P.M. (1998). Psychometric models of student conceptions in science: reconciling 
qualitative studies and distractor-driven assessment instruments. Journal of Research in 
Science Teaching, 35, 265. 
 
Sedat, Ş. E. N., & Arican, M. (2015). A diagnostic comparison of Turkish and Korean students’ 
mathematics performances on the TIMSS 2011 assessment. Eğitimde ve Psikolojide 
Ölçme ve Değerlendirme Dergisi, 6(2), 238-253. 
 
Schoon, J. K., & Boone, J. W. (1998). Self-efficacy and alternative conceptions of science of 
preservice elementary teachers. Science Education 82: 553–568. 
 
Schwarz, G. (1978). Estimating the dimension of a model. Annals of Statistics, 6, 461–464. 
 
Schwartz, M., Sadler, P., & Tai, R. (2008). Depth versus breadth: How content coverage in high 
school science courses relates to later success in college science coursework. Science 
Education, 93, 798–826. 
 
Stavy, R. (1991). Using analogy to overcome misconceptions about conservation of matter. 
Journal of Research in Science Teaching, 28(4), 305-313. 
 
Steinle, V., & Stacey, K. (2003). Grade-related trends in the prevalence and persistence of 
decimal misconceptions. International Group for the Psychology of Mathematics 
Education, 4, 259-266. 
 
Tatsuoka, K. K. (1983). Rule space: an approach for dealing with misconceptions based on item 
response theory. Journal of Educational Measurement, 20(4), 345-354. 
 
Tatsuoka, K. K. (1990). Toward an integration of item response theory and cognitive analysis. 
Diagnostic Monitoring of Skill and Knowledge Acquisition, 543-588. 
 
Tatsuoka, K. K., & Tatsuoka, M. M. (1997). Computerized cognitive diagnostic adaptive testing: 
Effect on remedial instruction as empirical validation. Journal of Educational 




Templin, J., & Bradshaw, L. (2013). Measuring the reliability of diagnostic classification model 
examinee estimates. Journal of Classification, 30(2), 251-275. 
 
Templin, J. L., & Henson, R. A. (2006). Measurement of psychological disorders using cognitive 
diagnosis models. Psychological Methods, 11(3), 287. 
 
Thissen, D., Cai, L., & Bock, R. D. (2010). The nominal categories item response model. 
Handbook of Polytomous Item Response Theory Models, 43-75. 
 
Thissen, D., Steinberg, L., & Fitzpatrick, A. R. (1989). Multiple choice models: the 
distractors are also part of the item. Journal of Educational Measurement, 26(2), 161-
176. 
 
Treagust, D. F. (1988). Development and use of diagnostic tests to evaluate students’ 
misconceptions in science. International Journal of Science Education, 10(2), 159-169. 
 
Treagust, D., Chandrasegaran, A., Crowley, J., Yung, B., Cheong, I., & Othman, J. (2010). 
Evaluating students' understanding of kinetic particle theory concepts relating to the 
states of matter, changes of state and diffusion: A cross‐national study. International 
Journal of Science and Mathematics Education, 8, 141–164. 
 
Tu, D., Wang, S., Cai, Y., Douglas, J., & Chang, H. H. (2019). Cognitive diagnostic models with 
attribute hierarchies: model estimation with a restricted Q-matrix design. Applied 
Psychological Measurement, 43(4), 255-271. 
 
Valanides, N. (2000). Primary student teachers’ understanding of the particulate nature of matter 
and its transformations during dissolving. Chemistry Education: Research and Practice 
in Europe 1: 249–262. 
 
VanLehn, K. (1982). Bugs are not enough: empirical studies of bugs, impasses and repairs in 
procedural skills. The Journal of Mathematical Behavior, 3(2), 3-71. 
 
VanLehn, K., & Friend, J. (1980). Results from DEBUGGY: an analysis of systematic 
subtraction errors. Palo Alto California: Xerox Palo Alto Science Center technical report. 
 
Vosniadou, S., & Verschaffel, L. (2004). Extending the conceptual change approach to 
mathematics learning and teaching [Editorial]. Learning and Instruction, 14(5), 445–451.  
 
Wang, W., Song, L., Ding, S., Meng, Y., Cao, C., & Jie, Y. (2018). An EM-based method for Q-
matrix validation. Applied psychological measurement, 42(6), 446–459.  
 
Wandersee, J. H. (1986). Can the history of science help science educators anticipate students' 
misconceptions? Journal of Research in Science Teaching, 23(7), 581-597. 
 
Wiser, M. (1995). Use of history of science to understand and remedy students’ misconceptions 
about heat and temperature. In D. N. Perkins, J. L. Schwartz, M. A. West, & M. Stone 
 
 88 
Wiske (Eds.), Software goes to school: Teaching for understanding with new 
technologies (pp. 23-38). Oxford University Press. 
 
Wells, M., Hestenes, D., & Swackhamer, G. (1995). A modeling method for high school physics 
instruction, American Journal of Physics, 63(7), 606-619. 
 
Wang, X. (2013). Why students choose STEM majors: Motivation, high school learning, and 
postsecondary context of support. American Educational Research Journal, 50, 1081–
1121. 
 
Wang, C., Shu, Z., Shang, Z., & Xu, G. (2015). Assessing item-level fit for the DINA model. 
Applied Psychological Measurement, 39(7), 525-538. 
 
Yamaguchi, K., & Okada, K. (2018). Comparison among cognitive diagnostic models for the 
TIMSS 2007 fourth grade mathematics assessment. PloS One, 13(2). 
 
Yang, D., Roman, A. S., Streveler, R., Miller, R., Slotta, J., & Chi, M. (2010). Repairing student 
misconceptions using ontology training: a study with junior and senior undergraduate 
engineering students. In ASEE Annual Conference and Exposition, Conference 
Proceedings, Louisville, Kentucky, United States. 
 
Yeany, R. H., & Miller, P. A. (1983). Effects of diagnostic/remedial instruction on science 
learning: A meta analysis. Journal of Research in Science Teaching, 20(1), 19-26. 
 
Yigit, H. D., Sorrel, M. A., & de la Torre, J. (2019). Computerized adaptive testing for 
cognitively based multiple-choice data. Applied Psychological Measurement, 43(5), 388-
401. 
 
 
 
 
 
 
