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0. INTRODUCTION 
In this paper we consider the behaviour of a sufficiently regular solution 
u of the free boundary problem, 
au a% 
at-” s+u--f GO, u < 0 a.e. in Q 
au 2 
-p$+u--/ ll=o 
> 
(*I 
u(x, 0) = U(x) for xEZand ur0 on B. 
Up here x denotes the space variable and t the time variable. The following 
abbreviations are made 
I= (0, 11, Q = Ix (0, T), and B=i3Ix (0, T). 
In the situation, where E > 0 is a small parameter, the problem is of a 
singularly perturbed type, in the sense that E multiplies the highest order 
derivative in the equation. 
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The central topic in this paper is the improvement of the asymptotic 
results, for some simple cases given in [4]. In Ref. [4] we demonstrated 
that under mild conditions the free boundary of the reduced problem 
(i.e., (*) with E = 0), which is explicitly known, is O(E”~) close to the free 
boundary of problem (*) with a positive small t:. One of the results here is 
that under certain mild conditions, we construct a free boundary problem, 
of which the solution and the free boundary are explicitly known, such that 
the free boundary of problem (*) is O(E”‘) close to the explicitly known 
free boundary, with a positive small E and a positive bounded integer M, 
independent of c. 
Our analysis contains two main elements: 
(i) a discussion of the structure of a formal approximation of the 
solution and the free boundary for E 10 and 
(ii) concrete error estimates in the maximum norm showing the 
correctness of the highest order term of the formal approximation. The 
derivation of the error estimates is based on upper and lower barriers for 
the solution u of (*), which can be constructed from the formal approxima- 
tion of the solution. 
To keep the proof of the correctness and the construction of the formal 
approximation as clear as possible the coefftcients in problem (*) are taken 
constant. The generalization to non-constant coefficients can be dealt with 
an analogous way. 
This work extends the work of H. J. K. Moet [S], for stationary elliptic 
problems to a class of dynamic parabolic problems. The Scala of 
possibilities for the behaviour of the free boundary is much richer in the 
dynamic case than in the stationary case. Furthermore, we believe that our 
proof is essentially simpler than the method used in [6]. In J. L. Lions [S] 
convergence for F 10 of the solution of (*) to the solution of the reduced 
problem is shown in the L,-norm on Q. However, it is clear that such a 
convergence result does not say anything about the position of the free 
boundary for E 10. Here the results in [ 51 are extended in the sense that 
the behaviour of the solution and the free boundary are concretised and 
that a precise estimate on the location of the free boundary is proved. 
Problem (*) can be interpreted as a physical model which describes 
growing and shrinking of the height of a glacier. The function -U (3 0) 
gives the height of the glacier measured from a flat rockbed. The free 
boundary corresponds to the beginning and end points of the glacier. 
The inhomogeneous term f describes, where and when it is snowing 
(f < 0), or where and when ice is heated (f > 0). 
The term proportional to u in the equations represents the influence of 
melting at the bottom, modelled proportionally to the height of the glacier. 
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The effect of erosion of the glacier is modelled in problem (*) by the 
term -E(~~u/~x*), with E a positive small parameter. 
The work in this paper shows accurately up to O(s”) how the shape of 
the glacier evolves according to this model. 
The organization of this paper is as follows. In Section 1 we discuss some 
general properties of the solution u and we introduce some further notation 
and some assumptions. In terms of the model we consider the case of a one 
component, shrinking glacier, at the boundary of the glacier where ice 
melts away. In Section 2 we discuss the structure of a formal approxima- 
tion of the solution for the case defined in Section 1. Finally, in Section 3 
we prove the correctness of the constructed approximation and we derive 
explicit error estimates. In Section 4 is discussed the birth of a new glacier 
on a flat rockbed, which is free of ice when the glacier starts. The construc- 
tion of a formal approximation of the solution and the proof of correctness 
proceed almost in the same manner as in the case of the shrinking glacier. 
1. CONDITIONS ON THE DATA AND GENERAL PROPERTIES 
OF THE SOLUTIONS 
We shall introduce some assumptions concerning the data U and f: These 
assumptions require sufficient regularity of the data and a sufliciently nice 
location of the negative supports of the data. Next we analyse some of the 
consequences of these assumptions. Then we discuss existence, uniqueness, 
regularity and some further properties of a solution of (*). To specify the 
precise form of our assumptions we need some more notation. Our nota- 
tion for the negative support of a function h on some domain D with 
hEC(D) is supp-(h)= {LED (h(p)<Oj. 
We confine ourselves to the simplest case: 
Cl: 
.fe CT(Q)> f>Oon B, (1.1) 
U = min(O, w) with o E C z [0, 11, (1.2) 
suPP~(o)=(4h)=(O, 11, limw’(a+h)=c<O 
h10 
lim w’(b - h) = d> 0 with 
hl0 
c, de R independent of E, 
suPP~(fI,=o)csuPP-(u). (1.3) 
In Section 3 is discussed what kind of generalizations are possible. Condi- 
tion (1.1) implies that supp _ (f) is bounded away from the boundary of the 
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FIG. 1. Condition (1.1) 
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x 
domain. Condition (1.2) implies that supp ~ (U) is bounded away from al, 
see Figs. 1 and 2. 
To avoid difficulties in the construction of the formal approximation of 
the solutions and the free boundary of problem (*), we make an assump- 
tion about the free boundary of the reduced problem (i.e., (*) with E= 0). 
We assume that on Q the free boundary of the reduced problem consists 
only of two parts, which are of monotone type. They are called the left and 
the right free boundary. The solution of the reduced problem is notated by 
Uo. The left and right free boundary are notated by L, and &. The func- 
tion U, is defined as the solution of the following initial value problem: 
2+ U,=j'(x, t) on Q 
(**I 
U,(x, 0) = U(x). 
FIG. 2. Condition (1.2) and (1.3). 
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Naturally we are only interested in the negative part of the solution ZJO of 
(* *), such that U, is explicitly given by 
U,(x, t) = min 
( ( 
0, U(x) + ji f(x, S) exp(s) &) exp( -i)), (1.4) 
as solution of the reduced problem. The function U, can be seen as the 
image of the inhomogeneous term f and the initial condition U under a 
mapping AO, i.e., 
uo = Adf, 4. 
The function L,, and R, are functions of the time variable t and satisfy the 
following properties : 
c2: 
J%(t) < &l(t), Ucl(bdt), t) = 0 = U,(&(t), t), 
Url(x, t) < 0 for every x E (L,(t), R,(t)), (1.5) 
Lb(t) > 0 and Rb( t) < 0. 
for every t E [0, T], see Fig. 3. 
With the assumption that we are only interested in free boundaries of 
monotone type, it is easily seen with the implicit function theorem that 
L,, Ro E C”[O, z-1. (1.6) 
Let us now briefly discuss the conditions Cl and C2 in the light of the 
A 
t 
- --. 
f>O 
FIGURE 3 
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glacier model. Hence (1.2) takes care that the glacier consists at t = 0 of just 
one component. The interpretation of supp (,f) at t = t, is the snowfall 
area at time t,. <Condition C2 prevents use of phenomena such as forma- 
tion of a gap, melting away of isolated pieces, and birth of an isolated 
piece. The snow melts away (,f’> 0) such that the glacier shrinks. The 
functions Lo and R, give an interpretation how the glacier shrinks. 
To conclude this section we summarize some existence, regularity, and 
uniqueness results for problem (*): Since ,feL’(Q) and UE W2’P(I)n 
Wip(Z) for p 2 1, it can be shown that problem (*) has an unique solution 
such that UE LP((O, T); W2,11(Z)) and du/dt E L”(Q). It even holds true that 
u E C(Q) and &/8x, c?u/iit E L”(Q). These results are derived in the book of 
A. Bensoussan, and J. L. Lions, [2] by characterizing the solution u by 
means of variational inequalities. From this regularity result we can con- 
clude that u(., t) belongs to C’,“(I), with 0 < c( < 1 - l/p for almost every 
t E (0, T), see R. A. Adams [ 11. It is easily seen from (*) that u cannot be 
identically zero on any open subset of supp (.f) n Q. The set supp (u) is 
open and from (*) it follows that u satisfies the equation 
au -42 
I;,-c$+u=.f on supp (u). (1.7) 
The set 8 supp-(u) is called the free boundary. We note that at almost 
every point of the free boundary u and its first order derivative with respect 
to the space variable x vanish, i.e., 
u(x, t) = 0 for a.e. (x, t)E8 supp_(u) 
g (x, t)=O 
(1.8) 
for a.e. (x, t) E 8 supp_(u). 
2. ON THE STRUCTURE OF A FORMAL APPROXIMATION 
To obtain insight into the structure of a formal approximation of the 
solution and the corresponding free boundary of a singular perturbation 
such as (*) one can use the method of matched asymptotic expansions, cf. 
Eckhaus’ book [3]. If one includes higher order terms, a formal expansion 
consists of several terms having a layer character. Here the emphasis is 
to obtain an O(E’“) approximation of the solution of (*) and its free 
boundary. 
The approximations are notated by U,” and FB, the integer M> 0 
corresponds with the order of accuracy and E > 0 is a small parameter. The 
approximation FB is considered as a function of the time variable t. 
Our first step is to determine the asymptotic expansion Ur, with the 
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approximation FB unknown. In view of the behaviour of the solution u of 
(*) along the free boundary, see (1.7) and (1.8) we construct an expansion 
U,” which satisfies exactly the conditions 
U,” IFB=O and 
au,M 
dx FB 
= 0. (2.1) 
The second step is to determine the asymptotic expansion FB and we shall 
demonstrate that the constructed approximation UC: is negative on its 
domain of existence. 
2.1. The Expansion of U y, with FB Unknown 
We know that the solution u of (*) satisfies condition (1.7) and the 
initial condition 
u(x, 0) = U(x) x e (a, 6). (2.2) 
In a certain sense, the solution u of (*) satisfies the following initial bound- 
ary value problem: 
au a2u 
Yps+u=f on supp-(u) 
(***I 
u I1,o=U and u 13 supp-(u) = 0. 
The free boundary of problem (**) is unknown. Our first step is to 
construct an approximation for the solution u of (**), with the left and 
right part of the free boundary FB taken equal to the unknown functions 
x=L(t) and x=R(t). 
In general these unknown functions L(.) and R(.) do not fulfill the 
following equalities: 
L(0) = a and R(0) = b. 
FIGURE 4 
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To obtain no obstructions in the construction of the various approxima- 
tions, the initial condition U is linearly extrapolated for positive values at 
d supp ~ (U), see Fig. 4. 
This linearly extrapolated initial condition U, is also notated by U. So we 
have 
supp( U) = (a’, h’ ) with s~pp~(ti)c(a’,h’)c(O, 1), 
a’ and b’ independent of E, and U E C”[a’, b’]. (2.2)’ 
The structure of the equation in (* *) suggests a regular approximation, 
Ii,,= g iFU,,(X, t) (M32) (2.3) 
n=n 
with 
au0 
-g+ Uo=f(x, t) 
Uo(x, 0) = U(x) 
au, 
at+&= 
a2u, l 
ax2 
UJX, 0) = 0, n = { 1) . ..) M}. 
We find that 
(2.4) 
U,(x, t) = U(x) exp( - t) + 1’ f(x, s) exp(s - t) ds 
0 
UJX, t) = ?^,: 9 
(2.5 1 
(x, s) exp(s - t) ds, n = { 1, . . . . M}. 
The assumptions imply that the various functions have C”-regularity on 
(a’, b’) x [0, r]. In general the regular approximation do not fulfill the 
boundary conditions in (2.1). We therefore study local corrections in 
the neighbourhood of the left part of FB: x = L(t). The expansion of the 
unknown function L( .) is constructed later on. The structure of the 
problem suggests a local variable, 
x-L(t) (=- ( 20) with L’(t) > 0, (2.6) & 
and a corrected regular expansion, 
Csk t)= 5 EIIU”(X, t)+ f &“$,7(5, t)
n = 0 n=O 
(2.7) 
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with 
avo w. F + L’(f) . j-j- = 0 
a’*, 8th (2.8 1 -T+wb~=L,+ a*,- 1 at at ) n = { 1, . ..) M}. 
Imposing the first part of the boundary condition, given in (2.1) we find 
c1/,(0, t) = -U,(-uf), t), n = (0, . ..) M}. (2.9) 
Since the correction terms only contribute in a small neighbourhood of 
L(t), they satisfy the condition 
;\mrn $,d4, t) = 0, n = (0, . ..) M}. (2.10) 
In the first approximation one finds 
U,*,(x, t) = Uo(x, 2) - U,(L(t), t) .exp( -L’(t). 5) + O(E) (2.11) 
this approximation is valid when 
fE (0, T) and x > L(f). (2.12) 
The constructed approximation U,, does not fulfill both boundary condi- 
tions in (2.1). Next we show, that for a suitable chosen expansion for the 
function L( .), that 
yj (L(t), t) = --EM. C,(t), 
with 
C,(t)= -&CM. 
i 
i. L’(t). U,(L(t), t) 
+E n=l 
c-l.2 (0, t)+ 2 
n=O 
En .f$ (L(t), t) 
I 
=0(l) for ~10. (2.14) 
For an asymptotic expansion which satisfies exactly the conditions, given 
in (2.1), one can take 
U,“(x, t) = U,*,(x, t) + E”Cl(l). (x-L(t)) (2.15) 
which is only valid in a certain neighbourhood of the left part of FB. 
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Right now we come to the second step of our construction of the formal 
approximations. The function L( .) is constructed and we shall show that 
the constructed function Uf” IS negative on its domain of existence. 
The structure of Eq. (2.14) suggests an approximation 
with 
L(r)= g e”.L,(r), (2.16) 
II = 0 
L,(r) = i 
awax but), t) + ~bo). u,w,w, d 
f(Ldr), r) 1 
Lb(r) d” 
(2.17) L’i(r)=f(L,(r), t)‘Z [ 
i (xi=: cpLp(r))k 
k=2 k! 
.z &M f)+EHI, ’ L,(r) 
x P oEP P 
. ,!, ~n.2 (0, r)+ f gk+’ 
i k=O 
for n= 12, . . . . M}. 
For the function Lo( .), we take the free boundary of the reduced problem, 
(i.e., (*) with E = 0). 
After some straight forward calculation, we see that 
for &JO (2.18) 
and 0 < r < T. Looking at the function U,,, the boundary conditions in (2.1) 
and the result in (2.18) give that the function U ,” is negative on its domain 
of existence. 
The assumptions imply that the various functions have C”-regularity on 
(a’, b’) x [0, T]. We see that the construction of the unknown function L(.) 
and the approximation U, M is done without obstructions. 
The construction of the right part of the free boundary FB, x = R(r) is 
done in the same manner as the construction of the left part of the free 
boundary FB, ,x = L(t). 
We know that the correction terms, which are added to the regular 
expansion (2.3), only have their contribution to the corrected regular 
expansion (2.15), along an O(c)-neighbourhood of the left and right free 
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boundary of the reduced problem. Outside an 0( 1)-neighbourhood of the 
left and right free boundary of the reduced problem, the correction terms 
have no appreciable contribution to the regular expansion (2.3). Therefore 
we introduce the cut-off functions x, and xz, both functions have 
Cm-regularity on (0, 1) x (0, T), such that 
X1(X> r)= 
i 
1 for x d L,(t) + 6 
0 for x > L,(t) + 6 + y, 
i 
0 for xdR,(t)-6-y 
(2.19) 
x2(x, t) = 1 for x>&(t)-6 
with 0 < 6 E R, 0 < y E R, which are independent of E, such that 
min ((R,(t)-6-y)-(L,(t)+6+y))>O, (2.20) 
I.2 co, 7.1 
see Fig. 5. With the defined cut-off functions x, and x2, we are able to give 
the complete asymptotic expansion for the solution U of problem (*): 
t 
t=‘I 
t = to 
t = o- 
t = t b 
LiO) ; ’ I i Rio 
FIGURE 5 
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for L(t) d x < R(t), t E (0, T), 
and 0 for O<x<L(t) and R(t)<x< 1, t~(0, T) (2.21) 
with p the boundary layer variable along the right free boundary R. 
After a straightforward calculation we see that 
acfb, t) 
at -’ 
a*qyx, t) 
ax* + Ui”(x, t) 
=f(x, t) + O(P) on supp-(U,“), for &JO. (2.22) 
From (2.22) it follows that U,?, given in (2.21), is a formal approximation 
up to O(P) of the solution u of problem (*), for ~10. 
Analogous to our definition of A, (in Section 1) we now introduce A, 
as follows : 
lJ;y = A,(f, 27). (2.23) 
This operator A, will be useful in the next section, where we prove 
correctness of the formal approximation. 
3. CORRECTNESS OF FORMAL APPROXIMATIONS PROVED BY 
LOWER AND UPPER BARRIERS 
The purpose of this section is to prove the correctness of the formal 
approximations U ,” and FB of the solution of problem (*) and the corre- 
sponding free boundary. 
Our method of proving the correctness of U,? and FB is based on the 
construction of so-called lower and upper barriers for the solution u of 
problem (*). Lower and upper barriers are explicitly known functions v’ 
and vu, satisfying 
v’(x, t) < u(x, t) d v”(x, t) a.e. on Q. (3.1) 
A comparison lemma given in Section (3.1.i) makes it possible to construct 
explicitly known lower and upper barriers, v’ and vu, see Section (3.2). With 
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the use of these barriers we also obtain explicitly known bounds for the free 
boundary of problem (*), see Section (3.3.i). 
The main result concerning the asymptotic behaviour of the solution u 
of problem (*) and the free boundary is as follows: 
THEOREM 1. Under the assumptions (1.1) (1.2) and (1.3) the solution u 
of problem (*) satisfies 
U,“(x, t) -N, EM - ’ < u(x, t) 
< U,“(x, t)+NyE”-’ uniformly on Q* 
=Q\v1 u v2 as &JO, (3.2) 
where V, and VI are O(e”)-neighbourhood f (a, 0). The constant CI is taken 
0 < CI < 1. The function U,“(x, t) is the constructed expansion, given in 
Section 2. 
Inside Q*, the free boundary lies in an O(E~- ‘)-neighbourhood of the 
curves L( .) and R( .) defined as 
with 
IJ B+t(L(t), t) and U BEM-{(R(t), t) 
IE co, 7.1 IE co, 7-I 
(3.3) 
U,M(L(t), t)=O, U,M(R(t), t)=O, 
B+,(L(t),t)={(x, Y)EQl ((X-L(t)2+(y-t)2)‘!Z<NN3.&M-‘} (3.4) 
B+,(R(t), t)= {(x, y)& I ((~-R(t))~+(y-t)~)“~<N~~?-l} 
for E JO and the positive constants N,, N,, N,, and N4 independent of E. 
Note that Theorem 1 gives a global result on 0, with the exception of 
neighbourhoods of the endpoints of 8 supp-(U). Heuristically it is clear 
that neighbourhoods have to be excluded, since in these neighbourhoods of 
the endpoints of 8 supp ~ (U) there is a complicated 2-dimensional “initial- 
layer.” 
3.1. The Comparison Lemma 
This comparison lemma compares the solution v of the following free 
boundary problem, 
av a3 
5-c ,x,+va v<o 
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( 
av a% t-c;;-2+v-g 
> 
.VZO 
c x 
v(x, 0) = V(x) for xEIand v-0 on B 
(3.1.2) 
(3.1.3) 
with the solution u of problem (*). 
LEMMA 1. Suppose that gEL2(0, T; L*(1)) and VEL~(Z) (i.e., 
v E L2(0, T, H*(I)) and b/at E L’(O, T, L2(Z)) and 
s<f a.e. on Q (3.1.4) 
v<u a.e. on I. (3.1.5) 
with f and ii the inhomogeneous terms and initial conditions of problem (*). 
Then 
v6u a.e. on Q. (3.1.6) 
The proof of this lemma is given in the book of Bensoussan and Lions 
PI. 
In terms of the glacier model this lemma says that the height of a glacier 
increases with an increasing snow activity and an increasing initial height. 
First we shall describe the construction of barriers in a general way. In 
the Sections (3.2.i) and (3.2.ii) we consider the construction of a lower 
barrier and upper barrier in more detail. 
The function U,M can be seen as the image of the inhomogeneous term 
f and the initial condition U under a mapping A,, 
U,M=A,(.L 4. 
The structure of A, was derived in Section 2, see (2.3). 
Lower and upper barriers will be constructed using a function 
07 = A,&,, U,) with suitably chosen functions f, and ii, close to f and U. 
3.2. Barriers for the Solution of (*) 
The construction of upper and lower barriers is based on the heuristic 
idea that the function U ,” lies already in a certain small neighbourhood of 
the solution u of problem (*). However, this function itself is neither a 
lower barrier nor an upper barrier in the sense of the comparison lemma 
given in Section (3.1). We have on supp-_( !I,“) that 
; U,“(x, t) - E g U,“(x, t) + U,“(x, t) 
=f(x, t) + EM -&.$ (x, t)+g( E> x, t, t) + ME, x, P, t) 
> 
(3.2.1) 
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with 
+ c,(t)+; C,(t) ( > .(X-L(t))-C(t).L’(t) I 
( 
ax, a% +&CM. -(x,t)-E-(x,t) at ax2 ) 
. i f. -flCln(r> t) +E”cl(t). (X-W) 
-gM+‘.2.$p,t). 
i 
; j, en .$+ ((, t) + EM. C,(t)}. 
(3.2.2) 
The function h is analoguous to the function g only written for the right 
part of the free boundary, p is the layer variable of the left boundary. 
In general the functions g(s, x, 5, t) and A(&, x, p, t) have no fixed sign as 
required in the conditions in Section (3.1). 
(3.2.i) Construction of a Lower Barrier. Our candidate for a lower 
barrier is of the following form 
V'=&f(f,, Gil (3.2.4) 
with f,=f-N.cMpl. Because of the initial-layer, which appears at 
a supp- (U), we have to take some care in choosing the initial conditions 
U,, expecially in neighbourhoods of 8 supp_(U). The proporties are easily 
given if the initial condition U is linearly extrapolated for positive values at 
8 supp _ (U), see (2.2)’ and Fig. 4 in Section (2.1). The function U1 has the 
following properties: 
(i) zi,~C~(supp~(ti-3~‘)), and ti16ti-KsMP1 
on suppP(U) with M> 1 + tl. 
(ii) asupp_(u,)~s~pp~(u-2~~)\supp-(u-~~) 
and ti,--2s2<U,<U--sZ on s~pp~(U,)\supp~(U+~“) (325) 
. . 
a 
(iii) -U, Idsupp_(ri,j=Os(l) for ~10, and the 
ax 
function U, is positive outside supp- (u,) 
(iv) ii, =U-KEM-’ on supp ~ (U + 2~‘) 
see Fig. 6. The constant M is taken 0 < E < 1. 
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FIGURE 6 
The given properties of U,, guarantee that the function vi has a free 
boundary S, of monotone type. 
Now we shall use Lemma 1 to show that D’ is indeed a lower barrier. In 
this comparison lemma we take 
and 
kc $- 
i 
a’ es+1 v’ 
i 
(3.2.6) 
V=\+j,c”. (3.2.7) 
Note that (3.1.1-3.1.3) are then satisfied. Moreover, vi, g, and v^ possess the 
regularity to apply the lemma. Hence, we only have to check that k <f and 
V Q ii, for E > 0 sufficiently small. We shall show that this is the case if the 
positive constants N and K are sufficiently large. 
The difference between k and .f can be written as 
(4 r) + gl(E, x, i”, t) + h,(G 4 57 f) 
> 
(32.8) 
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. nEo En.% (5, t)+i”“+C,(t)) { ., (3.2.9) 
and h is analoguous to the function g only written for the right part of the 
free boundary. The order of the functions OM, qM, at+bM/at, Z;,, (a/at), zil, 
z, and I?‘, in the function g,, is the same as the corresponding functions 
uhf7 $MT a$,/&, Cr, X,/at, L, and L’ in Section 2. 
The coefficients in (3.2.9) 
(3.2.10) 
have only their contribution to the function g,, when the partial 
derivatives of the cut-off functions x1 are not identically zero. 
We note that the width of the boundary layer along the free boundary 
L, measured in the space direction is of order E for E > 0 small enough. We 
also note that the partial derivatives of the cut-off function x1 have their 
support, on a distance O,(l), measured in the space direction, of the 
boundary layer, for E >O small enough. The partial derivatives of x1 are 
bounded on Q, independent of E. The coefficients in (3.2.10) are of O(P), 
for E > 0 small enough, outside the boundary layer. 
With the foregoing remarks we have that 
gl(E, t, 1) = O(1) for ,510. (3.2.11) 
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It is also clear that 
h,(E, x, p, t)=O(l) for &JO. (3.2.12) 
As a consequence we have that for E>O sufficiently small 
if we choose N = 1. 
w-f)GO (3.2.13) 
For the other condition of Lemma 1, we note that the width of the 
boundary layer along S, measured in the space direction is of order F, for 
E > 0 sufficiently small. Together with condition (3.2.5)(iii), which implies 
that z’(O) = O,( 1) and I?‘(O) = O,Y( 1) for E > 0 sufficiently small, we con- 
clude that the boundary layer functions have only their contribution to the 
initial condition V in an O(c)-neighbourhood of 8 supp ~ (U,). Outside the 
before mentioned neighbourhood, the boundary layer functions are of 
order s”, for c > 0 sufficiently small. With the foregoing remarks and (2.21) 
of Section 2, if follows that 
V(x, 0) = U(x) - KFM ’ + @EM) d U(x) on supp (U+~E’) (3.2.14) 
for E > 0 sufliciently small, if we choose K = 1. With the conditions given in 
(3.2.5), it is easily seen that 
V(x, 0) < U(x) - KcM - ’ + O(E~) < u(x) on supp~ (U)\supp (ti+2~‘) 
(3.2.15) 
for E > 0 sufficiently small, if we choose K = 1. It is also clear that V 6 0 
everywhere and a combination of these facts yields 
v-UdO on I. (3.2.16) 
The conclusion is that Lemma 2 is indeed applicable and as a consequence 
we find 
v’d u (3.2.17) 
for K = N = 1 and for E > 0 sufficiently small. 
(3.2.ii) Construction of an Upper Barrier. Our candidate for an upper 
barrier is 
v"=A,(f*r z&h (3.2.18) 
with fi=f+N.EMP’. The function Uz has similar properties as given in 
Section (3.2.i) for the function ii,, 
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(i) ti,ECOO(s~ppP(U)), ti,>ii+K.~~~’ on suppP(il) 
and supp-(U,)csupp-(is) 
(ii) asupp-(ti,)~supp~(ti+~“)\supp~(ti+28”) 
(3.2.19) 
(iii) 
a 
- 4 Ip supp~~u2~ ax = O,(l) for ~10, and the 
function ii2 is positive on supp-(U)\supp_(U,) 
(iv) zIi,=ti+K.aMP’ on suppP(U+2.e”), 
see Fig, 7. The constant a is taken 0 < tl < 1. 
The given properties guarantee that the function vu has a free boundary 
S, of monotone type. It is easily seen that, as in Section (3.2.i), Lemma 1 
is applicable and as a consequence we find 
u<v” (3.2.20) 
for E > 0 sufficiently small if we choose K = N = 1. 
3.3. Estimates of the Free Boundary and the Solution of Problem (*) 
The estimates for the location of the free boundary of problem (*) and 
estimates in (3.2) follow almost immediately from the construction of the 
lower and upper barriers. In the construction of the lower and upper 
barriers we used the construction method of Section 2, only with perturbed 
inhomogeneous terms fr and fi, and perturbed initial conditions tir , 17,. 
The changes in the initial condition ii, and ti2 are of order E’, with 
0 < a < 1, in O(P)-neighbourhoods of the 8 supp _ (ii), for E > 0 sufftciently 
small. Outside these neighbourhoods, the disturbances are of order sMP ‘, 
with A4 a positive integer, see the conditions (3.2.5) and (3.2.19). Let FB be 
the free boundary constructed in Section 2, with its left and right part L 
and R. Let S,, resp. Sz, be the free boundaries of the lower, resp. upper, 
barrier with its left part LSr, resp. L&, and right part RS,, resp. R&, 
constructed in the foregoing sections. Because of the perturbances of the 
initial conditions, we see that 
L(t)-P.&M-’ <LSl(t)<LS,(t)<L(t)+P.EMpl 
R(t)- P.eMp’ <RS,(t)<RS,(t)6R(t)+P.c”-’ 
(3.3.1) 
for every K.s’<t<Tand 
L(t)-P’&x<Lsl(t)dLSr(t)<L(t)+P’&Mp’ 
R(t)-P.C<RS,(t)6RS2(t)dR(t)+P.cMp1 
(3.3.2) 
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for every 0 d t d Q. E’, 0 <o! < 1, if the positive constants P and Q are 
chosen sufficiently large, for F > 0 sufficiently small. 
Since r? supp (u) c supp (v’)\supp (vu) the result for the free boundary 
of Theorem 1 follows at once. The result given in (3.3.2) follows also easily 
from the barriers, details are left to the reader. 
This completes the proof of Theorem 1. 
4. THE BIRTH OF A GLACIER 
In this section we discuss the birth of a glacier on a flat rockbed, which 
is free of ice when the glacier starts. The construction of a formal 
approximation is not as difficult as for the one component shrinking 
glacier. With the techniques used in the preceding sections it is also easy to 
prove the correctness of the formal approximation. 
We confine ourselves to the simplest case, 
c3: 
f~c-(Q),f>o on aQ, (4.1) 
22~0 on 1, 
Q n supp ~ (f) is connected and not empty, 
min 
i 
-g (x, t) I (x, t) E Q and f(x, t) = 0} = L > 0, 
with ,? E R, independent of E. 
(4.3) 
Condition (4.1) together with (4.2) implies that the glacier does not start at 
t = 0. Condition (4.1) and (4.3) implies that a supp-(f) is bounded away 
from B and it also expresses the non-degeneracy of the zeros of f: 
As a consequence of (4.1) and (4.3) the set 
Z= {(x, t)EQ If(x, t,=O} (4.4) 
is a l-dimensional C”-variety. It is clear that Z can be parametrized as 
z= ((4 t) I (XT tIEI,, t= To(x)) (4.5) 
with T,, C” on the interval Z,, see Fig. 7. In terms of the glacier model, 
we have that supp-(f) is the snowfall area and the interpretation of 
supp- (f) at t = t, is the snowfall area at time to. The evolution of the 
nullset Z off determines how the snowfall area evolves in time. 
The solution of the reduced problem is notated by U,, and can be given 
as 
U0 = min(O, VO). (4.6) 
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The function V,, is defined as solution of 
%+ Vo=f(x, t) on E,, 
(4.7) 
v,=o on 2; 
here E,, = {(x, t) E Q ( XEZ,. t > T,,(x)], with r, as in (4.5). The function 
U. is explicitly given by 
’ f(x, s) exp(s- t) ds 
To(x) 
(4.8) 
as a solution of the reduced problem. 
The function U0 can be seen as the image of the inhomogeneous term f, 
i.e., 
uo = A,(f). (4.9) 
In view of the behaviour of the solution u of (*) along the free boundary, 
we first construct the approximation U,,, which satisfies exactly the condi- 
tions: 
fJ,,l,.,=O and fJ& dt = 0, r, ) 
with T(.) the unknown free boundary. The second step is to determine the 
approximation T( .) and we shall demonstrate that the constructed 
approximation U,, is negative on its domain of existence. 
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For an asymptotic expansion of the solution u of (*), which satisfies 
exactly the conditions, given in (4.10), one can take 
with 
M 
U,,(x;t)= c e”U,,(.X,t)+E”+‘~C(X)~(t-~(x)) (4.11) 
t1 = n 
au0 at+ uo=f‘(x, t) u&G T(x)) = 0 
au, a2u,-, 
(4.12) 
at+ u,,=- 
ax2 ’ 
UJX, T(x)) = on = 1, . ..) M, 
and 
C(x)= -& CM+‘). 
We find that 
I/,(x, t)=j’ f(x,S)exp(s--t)ds, 
rc.r I 
(4.14) 
(x,s)exp(s-t)dsn=l,..., M+l. 
For an asymptotic expansion, which satisfies 
C(x) = O( 1) for 810, (4.15) 
one can take 
with 
A4 
T(x)= c Enz-,(X) (4.16) 
,1 = 0 
.0x> To(x)) = 0, 
T,(x) = -(T;(x))2 (<O!) 
(4.17) 
cc;:,” EP. TJX))k dk 
k! 
n-l 
x, c EP.Tp(X) for n = 2, . . . . M. 
p=l &=O 
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For the function To(.), we take the free boundary of the reduced problem, 
(i.e., (*) with E = 0). 
After some straightforward calculation, we see that 
% (x, f) I,=,,,,=$ (x5 ~o(x))+~(~)<O for ~10 (4.18) 
and XEI,. 
Looking at the function U,,, the boundary conditions in (4.10) and the 
result in (4.18) give that the function U,, is negative on its domain of 
existence. 
The assumptions imply that the various functions have Cm-regularity. 
We see that that the construction of the unknown function T(.) and the 
approximation U,, is done without obstructions. The complete asymptotic 
expansion for the solution u of problem (*) is 
on P=Qn{(x,t)EI,xRI T(x)dt}, 
on Q\p, 
(4.19) 
see Fig. 8. After some straightforward calculation we also see that 
T(x,c)-8% (4 c) + U,“(x, t) 
=f(x, t) + O(E”+‘) on suppP(U,M), for 610. (4.20) 
I 
0 
I 1 
IO 
FIGURE 8 
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From (4.20) it follows that Ur, given in (4.19), is a formal approximation 
up to O(P+’ ) of the solution u of problem (*), for E JO. 
The function U,” can be seen as the image of the inhomogeneous term 
f under a mapping A ,,,, 
U,” = A,(f). (4.21) 
See the formula (4.19) for the structure of A,,,,. The main result concerning 
the asymptotic behaviour of the solution u of problem (*) and the free 
boundary is as follows: 
THEOREM 2. Under the assumptions (4.1), (4.2), and (4.3), the solution u 
of problem (* ) satisfies 
U,“(x, t) -N, . EM d u(x, t) 
< U,“(x, t) + N, .vM uniformly on Q 6 u(x, t) as 8 J 0. (4.22) 
The function U,” is the constructed expansion, given in (4.19). The positive 
constants N, and N2 are independent of 1. The free boundary lies in a O(v”)- 
neighbourhood of the curve T( .) defined as 
(, B&x, T(x)) (4.23) 
.x t I” 
with 
Bp(x, T(x))= {(z, t)EQ 1 ((z-x)*+(~-T(x))~)“~<N~.E~} 
(4.24) 
for E JO. The positive constants N, , N,, and N, are independent of E. 
Note that Theorem 2 gives a global result on Q. 
The estimate for the location of the free boundary of problem (*) and 
the estimate in (4.22) follow almost immediately from the construction of 
lower and upper barriers. A candidate for an upper barrier is 
v”=Ahdf1) (4.25) 
with f, = f + N. Ed, and a candidate for a lower barrier is 
v’=A,d.f2) (4.26) 
with f2 = f - N. Ed. The constant N is taken independent of E. The details 
are left to the reader. 
This completes the proof of Theorem 2. 
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5. GENERALISATIONS 
We remarked in the introduction of this paper, that the results are 
obtained under mild conditions, for instance, the Cm-regularity of the 
inhomogeneous term f and the initial condition i7 on its negative support. 
When the regularity of these functions is weakened, the results in this 
paper remain valid, provided that the free boundary of the reduced 
problem has enough regularity. The regularity of the free boundary of the 
reduced problem is of great importance in the construction of the formal 
approximation of problem (*). 
Further we noted that for the sake of clarity of the proof of correctness 
and of the construction of the formal approximation, the coefficients of 
problem (*) are taken to be constant. The generalisation to non-constant 
coefficients can be dealt with in an analogous way. 
To keep the conditions in Section 1 as clear as possible we have taken 
initial conditions with just one component. This can be generalised to 
initial conditions, which have a finite number of components. The results 
obtained in Section 4 can also be generalised to a finite number of 
components. 
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